In this paper we show how to recover a spectral approximations to broad classes of structured matrices using only a polylogarithmic number of adaptive linear measurements to either the matrix or its inverse. Leveraging this result we obtain faster algorithms for variety of linear algebraic problems. Key results include:
• A nearly linear time algorithm for solving the inverse of symmetric M -matrices, a strict superset of Laplacians and SDD matrices.
• An O(n 2 ) time algorithm for solving n × n linear systems that are constant spectral approximations of Laplacians or more generally, SDD matrices.
• An O(n 2 ) algorithm to recover a spectral approximation of a n-vertex graph using only O(1) matrix-vector multiplies with its Laplacian matrix.
The previous best results for each problem either used a trivial number of queries to exactly recover the matrix or a trivial O(n ω ) running time, where ω is the matrix multiplication constant. We achieve these results by generalizing recent semidefinite programming based linear sized sparsifier results of Lee and Sun (2017) and providing iterative methods inspired by the semistreaming sparsification results of Kapralov, Lee, Musco, Musco and Sidford (2014) and input sparsity time linear system solving results of Li, Miller, and Peng (2013) . We hope that by initiating study of these natural problems, expanding the robustness and scope of recent nearly linear time linear system solving research, and providing general matrix recovery machinery this work may serve as a stepping stone for faster algorithms.
Introduction
Given a n vertex undirected graph G with non-negative edge weights its Laplacian L ∈ R n×n is defined as L = D − A where D is its weighted degree matrix and A its weighted adjacency matrix. This matrix is fundamental for modeling large graphs and the problem of solving Laplacian systems, i.e. Lx = b, encompasses a wide breadth of problems including computing electric current in a resistor network, simulating random walks on undirected graphs, and projecting onto the space of circulations in a graph (see [47, 48] for surveys). Correspondingly, the problem of solving Laplacian systems is incredibly well-studied and in a celebrated result of Spielman and Teng in 2004 [46] it was shown that Laplacian systems can be solved in nearly linear time.
Over the past decade nearly linear time Laplacian system solving has emerged as an incredibly powerful hammer for improving the asymptotic running time of solving a wide variety of problems [15, 29, 13, 14] . The fastest known algorithms for solving a variety of problems including, maximum flow [8, 31, 23, 33, 37] , sampling random spanning trees [24, 16, 43] , and graph clustering [46, 40, 39] all use the ability to solve Laplacian systems in nearly linear time. Moreover, beyond the direct black-box use of Laplacian systems solvers, there has been extensive work on developing new algorithms for provably solving Laplacian systems in nearly linear time [26, 27, 25, 32, 11, 41, 28, 30] , many of which have had broad algorithmic implications.
However, despite the prevalence of Laplacians systems and the numerous algorithmic approaches for solving them the class of linear systems solvable by this approach is in some ways brittle. Though there have been interesting extensions to solving block diagonally dominant systems [28] , M-matrices [15, 1] , and directed Laplacians [10, 9] there are still simple classes of matrices closely related to Laplacians for which our best running times are achieved by ignoring the graphical structure of the problem and using fast matrix multiplication (FMM) black box.
Laplacian Pseudoinverses: One natural instance of this is solving linear systems in the Laplacian psuedoinverse. Here we are given a matrix M ∈ R n×n which we are promised is the psuedoinverse of a Laplacian, i.e. M = L † for some Laplacian L ∈ R n×n , and wish to solve the linear system Mx = b or recover a spectral sparsifier of the associated graph. This problem arises when trying to fit a graph to data or recover a graph from effective resistances, a natural distance measure (see [18] for motivation and discussion of related problems.) More broadly, the problem of solving linear systems in inverse symmetric M-matrices is prevalent and corresponds to statistical inference problems involving distributions that are multivariate totally positive of order 2 (MTP 2 ) [22, 44, 17] .
Perturbed Laplacians: Another natural instance of this is solving linear systems in spectral approximations of Laplacians or small perturbations of Laplacians. Here we are given a matrix M ∈ R n×n which we are promised is close spectrally to a Laplacian, i.e. γL M L for Laplacian L ∈ R n×n and γ > 0, and wish to solve the linear system Mx = b. Such systems could occur naturally in numerical settings where Laplacian matrices are used as approximations of physical phenomena [5] .
Despite the abundant graph structure in these problems and wealth of machinery for provably solving Laplacian systems, the best known running times for each of these problems are achieved by ignoring this structure and solving them as arbitrary linear systems using FMM, yielding a naive running time of O(n ω ) where ω < 2.373 is the matrix multiplication constant [49] .
In this paper we initiate a theoretical investigation into these natural linear system solving problems and provide improved O(n 2 ) time algorithms for solving inverse M-matrices, Laplacian pseudo-inverses and perturbed Laplacians (when γ ∈ Ω(1/poly(log n))). Consequently, our algorithms run in nearly linear time whenever the input matrix is dense. This is typically the case for Laplacian psuedoinverses and can easily happen for perturbed Laplacians. Furthermore, we show that the inverse of symmetric M-matrices are either block separable or dense and therefore we can solve them in nearly linear time (see Appendix C).
To obtain these results we provide more general results on matrix recovery that we believe are surprising and of independent interest. For example, we prove that given an oracle which can make black-box matrix vector queries to a matrix M ∈ R n×n such that M = i∈ [d] α i M i where each α i 0 and M i is symmetric positive semidefinite (PSD) we can recover a spectral approximation to M using only O(1) queries. This result is analogous (but not quite comparable) to a result in [21] providing streaming spectral sparsifiers. The result is perhaps surprising as the more general problem of recovering an arbitrary PSD matrix from O(1) linear measurements is impossible [4] . We achieve our results through a careful combination and adaptation of several previous algorithmic frameworks sparsification and solving linear systems. In particular we show how to extend the semidefinite programming and sparsification framework of Lee and Sun [35] and apply it iteratively through linear system solving machinery introduced in the work of Li, Miller, and Peng [36] similar to how it was applied in Kapralov, Lee, Musco, Musco and Sidford [21] . While further insights are needed to adapt this framework for solving Laplacian psuedoinverses and inverse M-matrices, we believe the primary strength of this work is demonstrating that these natural (but overlooked) linear system solving problems can be solved easily and by providing general and powerful frameworks to solve them.
We remark that in [7] there was also a result similar to Theorem 3.2. This result too followed from a careful interpretation of [35] and was done in the case of graphs for a different applications. Our Theorem 3.2 slightly generalizes both [35, 7] in our ability to handle arbitrary γ > 0 and emphasis on working in restricted oracle models.
Our work is a crucial step towards answer the following fundamental question, when is applying a matrix to a vector no harder (up to polylogarithmic factors) than solving a linear system in that matrix or approximately recovering its quadratic form? Our work provides a positive answers in terms of query complexity and running time for a broad class of systems. We hope this work can serve as a stepping stone to further expand the scope of provably efficient linear systems solving.
Paper Organization In Section 2 we cover preliminaries and notation used through the paper. In Section 3 we provide a formal statement of the main results of this paper and compare to previous work. In Section 4 we present the proof of our main results given the generalization of [35] and in Section 5 we prove the generalization of [35] . In Appendix A we provide details about approximating matrix square roots we use in our algorithm. In Appendix B we prove additional details about how to efficiently implement the algorithm in Section 5 and in Appendix C we provide additional details about how to solve symmetric inverse M-matrices in nearly linear time.
Preliminaries
Here we provide an overview of the notation and basic mathematical facts we use throughout. Given our extensive use machinery from [35] we choose similar notation.
Notation
Basics: We let [n] def = 1, ..., n, 1 denote the all ones vector, 0 denote the all zeros vector, I to denote the identity matrix, and 0 to denote the all zeros matrix. We let nnz(A), nnz(v) denote number of non-zero entries of matrix A and vector v. We use O(·) to hide terms logarithmic in n, m, ε and condition number of PSD matrices.
Structured Matrices: We call a matrix A a Z-matrix if A ij 0 for all i = j. We call a matrix L a Laplacian if it is a symmetric Z-matrix with L1 = 0. We call a matrix A diagonally dominant (DD) if A ii j =i A ij for all i and symmetric diagonally dominant (SDD) if it is symmetric and DD. Further, we call M an invertible M -matrix if M = sI − A where s > 0, A ∈ R n×n 0 and ρ(A) < s where ρ(A) is the spectral radius of A.
Graph Laplacians: For an undirected graph G = (V, E) with non-negative edge weights
Further we let L Kn def = nI − 11 ⊤ denote the Laplacian of the unit weight complete graph. Note that all Laplacians are SDD Spectrum: For symmetric matrix A ∈ R n×n we let λ 1 (A) λ 2 (A) ... λ n (A) denote the eigenvalues of A and let λ min
denote the condition number of A and ker(A) denote the kernel of A. Positive Semidefiniteness: We call a symmetric matrix A ∈ R n×n positive semi-definite (PSD) if and only if x ⊤ Ax 0 for all x ∈ R n or equivalently all the eigenvalues of A λ i (A) 0 for all i ∈ [n]. We use notation A 0 to say matrix A is PSD, A B to denote the condition A − B 0, and define , ≻, and ≺ analogously. We call a symmetric matrix A positive definite (PD) iff A ≻ 0. We further use A ≈ ε B to denote (1 − ε)A B (1 + ε)A. We call a Z-matrix A SDDM if it is DD and PD.
Functions of PSD Matrices: For any matrix A 0 and a positive real valued function f , we use f (A) to denote the matrix with eigenvalues f (λ i (A)) for all i ∈ [n] and eigenvectors unchanged. For a PSD matrix A, its pseudo-inverse, denoted A † , is defined as the matrix with same kernel and non-zero eigenvalues inverted while keeping all eigenvectors unchanged.
Norm: For any vector x ∈ R n , matrix A ∈ R n×n and a symmetric PSD matrix H ∈ R n×n , we define
We say a matrix A is (1 − ε)-spectral approximation to matrix B if and only if (1 − ε)B A (1 + ε)B. We use notation A ≈ ε B to denote that A is ε-spectral approximation to B.
Matrix Operations: For matrices A and B we let
Often we use T A denote the time required to compute Ax for any vector x.
Linear System Solving
In this paper we make extensive use of preconditioned iterative methods to solve linear systems. In particular we use the following theorem which is a special case of Lemma 4.2 in [9] . Theorem 2.1 (Preconditioned Richardson [9] ). Let A, B, H ∈ R n×n be symmetric PSD matrices such that ker(H) ⊆ ker(A) = ker(B) and let c def = I − ηB −1 A H for η > 0. Then for all b ∈ R n and t > 0 the point x t in Algorithm 1 satisfies
1: x 0 = 0; 2: i = 0; 3: while not converged do 4:
5:
This analysis of Preconditioned Richardson Iteration (Theorem 2.1) yields that if we want to solve linear systems in A but can only efficiently solve linear systems in B that is spectrally close to A, then we can solve linear systems in A to any desired precision ε by performing only O(log(1/ε)) many matrix vector products with A and linear system solves on B. To simplify our narrative and proofs throughout this paper, we assume that all such linearly convergent algorithms return an exact solution in O(1) such operations. Further, if the cost of each iteration of such a method is T we will simply write that we can solve linear systems in A in O(T ). This assumption is standard and can be easily removed at the cost of logarithmic factors by standard (albeit tedious) techniques.
Matrix Square Roots
In this paper we also make use of a slightly more general version of a result for SDD matrices from [6] which helps to prove our Theorem 3.3. The proof for this lemma is deferred to Appendix A and is exactly the same as in [6] with slightly generalization. 
ZZ
⊤ for α ∈ [0, 1], and any error tolerance ε > 0, there exists a linear operator C which is an O(
Overview of Results
We achieve the results of our paper by reducing each problem, e.g. solving Laplacian pseudo-inverse, inverse M -matrices, perturbed Laplacians, etc. to solving the following general and fundamental problem about recovering spectral approximations to PSD matrices.
be a set of PSD matrices such that there exists w ∈ R d 0 with γB i∈ [d] w i M i B and B is a PD matrix. Suppose for any vector x and vector α ∈ R d we can only access these parameters performing the following operations:
Given this restricted access to the input this problem asks to compute w ′ ∈ R d 0 such that:
To solve the above problem, we show that the sparsification algorithm of [35] carefully modified can be shown to solve this problem surprisingly efficiently. In particular, in Section 5 we show that the insights from [35] expanded and adapted suffice to prove the following theorem. 
Leveraging this result, in Section 4 we show surprisingly that we can solve the Spectral Approximation Problem (Problem 3.1) using only matrix-vector product access to B (and not B −1/2 ). Although it may seem that, no longer using the ability to compute matrix vector products with B −1/2 may imply more measurements with respect to B are required, we show we only need a logarithmic more measurements which depends upon the ratio of B to some crude given i β i M i . Further our running time increases only increases by a logarithmic factor provided we can efficiently solve linear systems and compute square roots of (known) linear combinations of
. Formally we show the following theorem. • An algorithm that computes
0 and x ∈ R n in time T solve
• An algorithm that computes Cx for matrix C such that
As a corollary of this result, we show that we can solve linear systems and recovery problem in matrices that are spectrally close to Laplacians, i.e. perturbed Laplacians, in O(γ −O(1) n 2 ) time. 
We also show how to use these results, Theorem 3.2 and Theorem 3.3, black box to derive further recovery and solving results. For instance, using our earlier results we give nearly linear time solvers for inverse M-matrices and Laplacian pseudo-inverse systems which are summarized below. A key tool we leverage to prove these results are interesting structural facts about the inverse of SDD matrices and M-matrices proved in Appendix D.
Solvers and Structured Recovery Algorithms
In this section we prove our main results, leveraging our algorithm for the spectral approximation problem (Problem 3.1). In particular we show how to use Theorem 3.2 to recover spectral approximations of non-negative combinations of PSD matrices with a nearly-constant number of adaptive linear measurements, and further we use these to obtain faster algorithms for solving several new classes of matrices.
We divide our results as follows: In Subsection 4.1 we prove Theorem 3.3 and provide linear system solver and solve recovery problem for perturbed Laplacians. In Subsection 4.2 we demonstrate that in the special case where the matrix is a symmetric M -matrix or a Laplacian we can solve the sparse recovery problem given only access to the matrice's inverse. As a corollary, we also obtain faster algorithms for solving linear systems in the inverses of Laplacians and M-matrices.
Matrix Compressed Sensing
The main result of this subsection is the following: • An algorithm that computes
• Vector β ∈ R d 0 such that
We prove this result by leveraging a simple but powerful technique used throughout previous literature [36, 21, 1] on solving linear system by solving a sequence of regularized linear systems. This technique is leveraged in our algorithm for proving the result, Algorithm 2.
In each iteration i, this algorithm makes a call to Theorem 3.2 to recovery a matrix H i that is a linear combination of {M j } d j=1 and satisfies 1/20γB i H i B i . Further the matrix H i also satisfies 1/40γB i+1 H i B i+1 and can be used as a preconditioner to implement a linear system solver for B i+1 needed for the next iteration. Using Lemma 2.2 at each iteration i + 1, we implement T SQ using O( 1 γ ) calls to both T root and linear system solves in B i+1 . This algorithm runs u number of iterations, where u is such that 2 u = λ/µ and u ∈ Θ(log(λ/µ)) and recovers a matrix H u that satisfies 1/20γB u H u B u . Since the number of iterations u is Θ(log(λ/µ)) and 2 u = λ/µ, µB u satisfies B µB u 2B. Combining both µH u satisfies 1/20γB µH u 2B and µH u acts as a preconditioner for solving linear system in B. In the final step, using a linear system solver for B we again invoke Theorem 3.2 to recover the final desired matrix H that is a linear combination of {M j } d j=1 and satisfies (1 − O(ε))γB H B. Below we make this argument formal and prove Theorem 3.3.
f i (x) ← B i x access oracle for B i ; 8: g i (x) ← linear system solver for B i by using H i−1 as a preconditioner; 9: h i (x) ← routine computing Cx for matrix C such that CC ⊤ = B i ;
10:
H i ← matrix that satisfies 1/20γB i H i B i via Theorem 3.2 with f i , g i , h i ; 11: end for 12: f (x) ← Bx access oracle for B; 13: g(x) ← linear system solver for B using µH u as a preconditioner; 14: h i (x) ← routine computing Cx for matrix C such that CC ⊤ = B;
15: H ← matrix that satisfies (1 − O(ε))γB H B via Theorem 3.2 with f, g, h; 16: Return H.
Proof of Theorem 3.3. We first prove by induction that for all i 0 it is the case that iteration i of Algorithm 2 can be implemented to run in 
Consequently, by induction the inductive hypothesis holds for all i 0. This nearly completes the proof as in the final step of Algorithm 2 we invoke Theorem 3.2 with ε accuracy and recover a matrix H that is a linear combination of {M j } d j=1 and satisfies (1 − O(ε))γB H B. All that remains is to formally bound the running time which in turn depends on the quality of H u as a preconditioner for B.
To bound the running time, note that in each iteration we spend at most 
Therefore, we can recover the desired matrix H that is a linear combination of {M j } d j=1 and satisfies
Using Theorem 3.3 we obtain our main result on solving perturbed Laplacians proved below. 
Proof. Let C = A + λ min I and observe that γC (L + λ min I) C. Further, note that L + λ min I is a positive linear combination of edge Laplacians L ij = (e i − e j )(e i − e j ) ⊤ and diagonal matrices e i e ⊤ i . Further , we can recover a matrix D which is a nonnegative linear combination of L ij and e i e ⊤ i and satisfies
We claim that all five of these oracles can be implemented in O(n 2 ) time. Trivially, computing matrix vector products with C takes O(n 2 ) time (i.e. T C = O(n 2 ) and multiplying a linear combination of L ij and e i e ⊤ i by a vector can also be implemented in O(n 2 ) time (i.e. T M V = O(n 2 )). It is easy to see that for any x computing x ⊤ L ij x = (x(i) − x(j)) 2 for all i, j and and
As nonnegative linear combinations of L ij and e i e ⊤ i is clearly symmetric diagonally-dominant (SDD), we can solve linear systems in SDD matrices in O(n 2 ) by [46] (T solve = O(n 2 ))). Further for any non-negative vector α, such that B = ij α ij L ij + i α i e i e ⊤ i is a PD matrix also implies B is a SDDM matrix and using Theorem 3.4 in [6] we can implement T root for SDDM matrices in O(n 2 ) time.
Substituting these runtimes gives our desired claim that D can be found in O(γ −O(1) n 2 ) time. Further, by Theorem 2.1 using D as a preconditioner we can solve linear systems in C in only
We now consider using the linear system solver in C to solve the equation Ax = b provided there exists a solution. Just as in Theorem 2.1, we consider the performance of the preconditioned Richardson iteration. Let us initialize x 0 = 0 and run the iteration
by inducting over k. As b lies inside the range of A, we note that for any vector v where Cv = λ min v we have Av = 0 and therefore b ⊤ v = 0. Thus if v is an eigenvector of C that is not orthogonal to b, then it must correspond to an eigenvalue of at least 2λ min (because minimum non-zero eigenvalue of A is at least λ min ). The previous statement implies, if v is an eigenvector of I − AC −1 that is not orthogonal to b, then it must correspond to an eigenvalue of at most 1/2. With this insight, it is not hard to see that
Thus, preconditioned Richardson applied to Ax = b yields a linearly convergent algorithm, i.e. by Theorem 2.1 this means that we can solve linear systems in A in O(1) linear solves against C (which we argued cost O(γ −O(1) n 2 ) earlier) and O(1) matrix-vector products with A. Therefore, we can solve the linear system in O(γ −O(1) n 2 ) time and the first claim follows.
To show our second claim in this lemma, let L be the Laplacian of some connected graph. In this case, define C = A + 1 n 11 ⊤ and observe that γC
⊤ is a non-negative linear combination of edge Laplacians L ij and 11 ⊤ and further
λmax C. Applying Theorem 3.3 with ε, we can recover a matrix D which is a nonnegative linear combination of L ij and 11 ⊤ and satisfies ( 
and it is easy to see that such an α can be computed in O(T M V ) time. Using similar analysis as the first claim, we can implement oracles T C ,
Further, implementing T solve only requires O(n 2 ) time because for any matrix B = ij α ij L ij + β11 ⊤ (α ij , β ∈ R 0 ), B is a sum of L (Laplacian) and β11 ⊤ that are orthogonal to each other. We can solve linear system Bx = b, by solving Lx = b ′ and √ β11 ⊤ x = b ′′ , where b ′′ and b ′ are orthogonal projections of b onto 1 and orthogonal subspace to 1 respectively. Solving Lx = b ′ only takes O(n 2 ) time by [46] . Also implementing T root , meaning computing Hx for matrix H such that HH ⊤ = C is equivalent to computing (H 1 + 1 √ n 11 ⊤ )x for matrix H 1 such that H 1 H ⊤ 1 = A and carrying out H 1 x is a central result in [6] because A is a SDD matrix, see Theorem 3.4 which implements T root for SDDM matrices in O(n 2 ) and Lemma A.1 shows implementing T root for SDD matrix, can be reduced to SDDM matrix that is twice as large and together give this result.
Inverse Symmetric M-Matrix Solver
In the previous subsection, we gave an algorithm to solve linear systems and recover spectral approximation to a PSD matrix A using only O(ε −O(1) ) linear measurements for the case of perturbed Laplacians. In this section, we achieve analogous results to different types of structured matrices. More specifically, we show that if A is an invertible symmetric M -matrix or a Laplacian, we can recover a spectral approximation to it in O(ε −O(1) ) linear measurements of its pseudo-inverse. We next formally state these two main results. These results also provide linear system solvers for Inverse M -matrices and Laplacian pseudo-inverses. To prove our first theorems of this section, we need the following two useful lemmas about M -matrices. Their proofs are deferred to Appendix D. With these facts, we sketch out the proof of the first of our two claimed theorems. We design our algorithm with a similar blueprint to the one we described in the previous section. Since we have access to A = M −1 for some invertible symmetric M -matrix M, we can trivially compute x = M −1 1 = A1. By Lemma 4.2, XMX is a symmetric diagonally-dominant matrix with nonpositive off-diagonal, we observe that
is the inverse of a symmetric diagonally-dominant matrix with nonpositive off-diagonal. Now if we were able to compute a spectral approximation B to X −1 AX −1 , then clearly XBX is a spectral approximation to A.
Define u ∈ Θ(log(λ max κ/λ min )), such that 2 u = Proof of Theorem 3.5. We first realize the work required to compute X is clearly O(n 2 ), as it can be found in a single matrix-vector product. Just as in our algorithm for Theorem 3.3, at every step i we inductively maintain H i , a 1/20-spectral approximation of B g i (x) ← linear system solver for B i using H −1
i−1 as a preconditioner;
8:
. Since we can compute quadratic forms in L ij for all i, j and e i e ⊤ i for all i in O(n 2 ) time, we can implement the T QF oracle at every step in O(n 2 ) time. Further, matrix vector product with any nonnegative linear combinations of L ij and e i e ⊤ i (T M V ) can be trivially computed in O(n 2 ) time. As before, nonnegative linear combinations of L ij and e i e ⊤ i is a SDD matrix, therefore T solve can be performed in O(n 2 ) time by [46] . Further for any non-negative vector α, such that B = ij α ij L ij + i α i e i e ⊤ i is a PD matrix also implies B is a SDDM matrix and using Theorem 3.4 in [6] we can implement T root in O(n 2 ) time. Combining all the analysis we can implement each iteration of our algorithm in O(n 2 ) time.
As our algorithm performs the above for u ∈ Θ(log(λ max κ/λ min )) different i, we can compute H u in O(un 2 ) time. For similar reasons to the above, we can then recover H in time O(ε −O(1) n 2 ) (hiding the iteration term). Computing the returned X −1 HX −1 takes only O(n 2 ) more time-this is our claimed spectral approximator, and preconditioning linear system solves in A with this for ε = 1/20 gives our claimed running time for solving in A.
Similar to the result above, in the remainder of this section we show how to solve linear systems in Laplacian pseudo-inverses. First we briefly describe our approach. Let A be our matrix, and let us make the simplifying assumption that A is the laplacian pseudo-inverse of a connected graph. Let us define A i = 
We observe that λmax 2 i A † + I is a positive definite symmetric diagonally-dominant matrix: its inverse is entry wise nonnegative and thus A † i has nonpositive off-diagonal. Combining these facts we can conclude that A † i is a Laplacian.
Let u ∈ Θ(log(λ max /λ min )) be such that 2 u = λ min /λ max . With the insight from previous lemma, we define B i = A i + 1/n11 ⊤ : observe that B i is positive definite and B 
g i (x) ← linear system solver for B i by using H −1 i−1 as a preconditioner;
via Theorem 3.3 on basis set L ij , 11 ⊤ using g i ; 9: end for 10: g(x) ← linear system solver for B using λ min H −1 u as a preconditioner; 11: H ← (1 − ε)-spectral approximator for B −1 constructed via Theorem 3.3 on basis set L ij , 11 ⊤ using g; 12: α ← value such that H − α11 ⊤ has the all-ones vector in its kernel; 13: Return H − α11 ⊤ .
Proof of Theorem 3.6. This proof is essentially the same as the other proofs given in this section. Since H i−1 is 1/40-spectral approximation to B −1 i . We can solve linear systems in B i using O(1) matrix vector product calls to B i and H i−1 by Theorem 2.1 and g i can be implemented in time
Note that H i−1 is a non-negative linear combination of L ij and 11 ⊤ which we already discussed in perturbed laplacian case. We can compute quadratic forms in all the L ij and 11 ⊤ in O(n 2 ) time, and we can also compute matrix vector product with nonnegative linear combinations of these matrices in O(n 2 ) time. Recall again from the proof of perturbed laplacian, we can also implement T solve and T root for a non-negative linear combination of L ij and 11 ⊤ in time O(n 2 ). Now combining all the analysis and applying Theorem 3.3, we can recover matrix H i which is a 1/20-spectral approximation to B −1 i . We can thus compute H in O(ε −O(1) n 2 ). time (hiding the iteration term). H is spectrally close to B −1 and it is not hard to see that H − α11 ⊤ for α, such that, H − α11 ⊤ has the all-ones vector in its kernel is spectrally close to A † . Further, computing α and H − α11 ⊤ can both be done in trivial O(n 2 ) time, and thus we can compute (1 − ε)-spectral approximation to Laplacian pseudo-inverse of connected graphs in that time. Additionally we can use this to solve linear systems in Laplacian pseudo-inverses by again choosing ε = 1/20 and using the output of the algorithm as a preconditioner.
To finally prove our claimed result, we must finally show how to deal with the case where A † is the Laplacian of a disconnected graph. Fortunately, this is trivial. We note that when i and j lie in different connected components of the graph underlying A, A ij = 0. In addition, whenever i and j lie in the same connected component there exists a path of indices k 1 , k 2 , ..., k d where
With this fact, it is easy to see how we can compute the connectivity structure of the graph underlying A in O(n 2 ) time. Once we have these connected components, proving our result is simply a matter of permuting A such that each connected component's inverse Laplacian appears on the block diagonal and then running our algorithm on each submatrix separately-the running time follows trivially.
Building Spectral Approximations
The main goal of this section is to provide an algorithm to solve Problem 3.1, a fundamental spectral approximation problem introduced in Section 3 and restated below for convenience:
The problem defined above is a special case of the more general problem of solving a mixed packing/covering semidefinite program (SDP). In a mixed packing/covering SDP problem we are guaranteed existence of w ∈ R d 0 (unknown) with B 1 d i=1 w i M i B 2 and asked to find weights
The mixed packing/covering SDP is a natural generalization of mixed packing/covering LP and nearly linear time algorithms are known for the LP case [50] . In the SDP case, it is open how to produce such an algorithm but there are nearly linear time algorithms for pure packing SDP and covering SDP [2, 19, 20, 42] (but not for mixed packing/covering SDPs).
Nevertheless, in this section we provide an algorithm for (Problem 3.1), which is a special case of packing covering SDPs when the left and right matrices are B 1 = γB and B 2 = B and the access to the input is restricted. The main result of this section is the following. 
Our proof of this theorem follows from careful adaptation, simplification, and extension of [35] . The work of [35] was tailored towards producing linear sized spectral sparsifiers of an explicitly given matrix; however carefully viewed and modified its algorithm and analysis can be shown to solve Theorem 3.2. Since we are solving a slightly different problem then [35] , we need to carefully modify all algorithms and analysis from [35] . Consequently, in this section we state these modified version of algorithms and analysis from [35] .
The remainder of this section is organized as follows. The first three subsections, Subsection 5.1, Subsection 5.2, and Subsection 5.3 are dedicated to solve Problem 3.1 in the special case when matrix B is identity. Our algorithm for this special case is called TwoSidedApproximator and is same as the Sparsify algorithm in [35] with few modifications. In Subsection 5.1 we define a new potential function that is a generalization of one used in [35] to handle our new Problem 3.1 and state important lemmas about it we use throughout. In Subsection 5.2 we provide and analyze properties of, MOracle, a critical subroutine invoked by TwoSidedApproximator that is a modified version of the "one-sided oracle" in [35] . In Subsection 5.3 we provide a full description of our algorithm TwoSidedApproximator and prove it solves the identity case of Problem 3.1. In Subsection 5.4 we then provide a standard reduction to solve Problem 3.1 for general B using a solver for the identity case. This analysis, relies on an efficient implementation of MOracle which we show how to achieve using Taylor approximations and Johnson-Lindenstrauss (JL) sketches in Appendix B.
Preliminaries
We begin by defining a generalization of exponential potential function introduced in [35] and then provide several key properties of this potential function. The barrier is critical to our analysis and has several nice properties. Importantly, the fact that it blows up as the matrix approaches its upper or lower barriers is crucial to ensuring that intermediate matrices are well-conditioned. This barrier is also central to bounding the number of iterations needed for our algorithm to terminate.
Our exponential potential function is defined as follows: 
Proof. Since 0 ∆ δX if we let Π def = X −1/2 ∆X −1/2 then we have that 0 Π δI. Further since |δ| < 1 this implies that
By the fact that tr(exp(·)) is monotone under and the Golden-Thompson Inequality, i.e. for symmetric A, B it holds that tr(exp(A + B)) tr(exp(A) exp(B)), we have tr exp (X ± ∆)
Since 0 ∆ δX 2 and δ 1/10 by assumption, using the inequality that e x 1 + x + x 2 for all x with |x| < 1/2 we have that
Since, ∓(1 ± δ) −2 ∓(1 ∓ 2δ) for δ ∈ [0, 1/10] the result follows.
Lemma 5.2. Let A be a symmetric matrix such that ℓγI ≺ A ≺ uI for some γ ∈ (0, 1) and u, ℓ ∈ R. If ∆ ∈ R n×n is a symmetric PSD matrix with ∆ δγαI for some δ ∈ [0, 1/10] and α ∈ (0, 1] such that αI λ min (uI − A) 2 and αI λ min (γ −1 A − ℓI) 2 then,
Proof. First note that, for α ∈ (0, 1], αI (uI − A) 2 implies αI (uI − A) and using γ 1 we get ∆ δ(uI − A) and ∆ δ(uI − A) 2 . Further αI (γ −1 A − ℓI) 2 implies αI (γ −1 A − ℓI) and we also get
We analyze terms exp((uI − 
Our lemma statement follows by combining Equation (5.2) and Equation (5.3). 
Proof. First note that, for α u ∈ (0, 1], α ℓ ∈ (0, 1], α u λ min (uI − A) 2 and α ℓ λ min (γ −1 A − ℓI) 2 imply α u λ min (uI − A) and α ℓ λ min (γ −1 A − ℓI) respectively. Now recall,
We analyze terms exp((uI + δ u I − A) −1 ) and exp(γ(A − ℓγI − δ ℓ γI) −1 ) individually. For the first term, X = uI − A and ∆ = δ u I satisfies conditions of Lemma 5.1 because δ u I δ(uI − A) 2 and
Similarly for the second term, X = γ −1 A − ℓI and ∆ = δ ℓ I satisfies conditions of Lemma 5.1 because
Our lemma statement follows by combining Equation (5.4) and Equation (5.5).
Modified One-sided Oracle
In the subsection we define and show existence of our modified one-sided oracle which is analogous to one-sided oracle in [35] and the key algorithmic primitive we use to solve Problem 3.1. In Subsection 5.3 we show how to use this oracle through an iterative procedure to solve Problem 3.1. In Subsection 5.4 we also discuss running time to implement a solver for modified one-sided oracle. We start this subsection by defining modified one-sided oracle.
Definition 5.4 (Modified one-sided oracle). Let k ∈ [0, 1], C + 0, and C − 0 be symmetric matrices and let M = {M i } d i=1 be a set of matrices such that there exists weights w ∈ R d 0 with γI
Our definition of modified one-sided oracle differs from one-sided oracle definition of [35] in following ways: 1) We don't have any restrictions on nnz(α). 2) Condition 1 is more restrictive and is asking ∆ to be less than some scalar multiple of identity instead of any arbitrary matrix. 3) Condition 2 in our definition reweights C + to handle our more general case. 4) Condition 2 holds without expectation. 5) We don't have access to vector w such that γI
Note for our purposes we only require Condition 2 to hold with high probability (as is true for [35] ). The modified one-sided oracle we produce only satisfies condition 2 with high probability and to simplify writing we just omit this high probability statement for Condition 2 everywhere.
We conclude this subsection by proving existence of a modified one-sided oracle with speed S = 1 and error ε 2 .
Lemma 5.5 (Existence of One-sided Oracle). For all k ∈ [0, 1], there exists a modified one-sided oracle with speed S = 1 and error ε = 0.
Solving Identity Case with One-Sided Oracle
In the previous subsection we defined modified one-sided oracle and showed existence of one with speed S = 1 and error 0. In this section, with the help of our exponential potential function we show how to use a one-sided oracle to implement our main algorithm TwoSidedApproximator.
The main algorithm TwoSidedApproximator (M, ε) works as follows:
and error parameter ε; 2: Input: MOracle a modified one-sided oracle with speed S = 1/2 and error ε; 
C − = (1 + 2ε)Ψ(u j I − A j ); 8:
A j+1 ← A j + ε · ∆ j ;
10:
11:
12:
j ← j + 1. 13: end while 14: Return A j .
The remaining part of this subsection is dedicated to analyze our algorithm TwoSidedApproximator. We start our analysis with Lemma 5.6 that proves for all iterations j the potential function does not increase and λ min (u j I − A j ) and λ min γ −1 A j − ℓ j I are both lower bounded by ln −2 (2e 4 n). These lower bounds are further used in analysis to show that the addition matrix ε · ∆ j in each iteration j satisfies conditions of Lemma 5.2 and Lemma 5.3. 
Proof. For notational convenience, for all j 0 define
We prove by strong induction that following statements hold for all j 0: I. Since 1/16 ln −1 (2e 4 n) this completes the proof of (5.6) for j = 0. Now, suppose (5.6) hold for all i ∈ [0, j] we show it holds for j + 1. First we show φ j+1 φ j . Since (5.6) hold for all i ∈ [0, j] this implies that in each iteration j of the TwoSidedApproximator algorithm, the addition matrix ε · ∆ j with parameter δ = ε, ∆ = ε∆ j and X = A j satisfy the conditions of Lemma 5.2 for α = ln −2 (2e 4 n) because ∆ j γ ln −2 (2e 4 n)I and λ min (M u j ) ln −2 (2e 4 n) and λ min (M ℓ j ) ln −2 (2e 4 n) by the inductive hypothesis and we have:
Similarly parameters δ = 2ε, A = A j+1 , u = u j , ℓ = ℓ j , δ u = δ u , δ l = δ ℓ satisfy the conditions of Lemma 5.3 for
Further, ε · S · γ · 
The second inequality follows because A j A j+1 and A j+1 u j I (because ε·∆ j εγ ln −2 (2e 4 n)I ln −1 (2e 4 n)I u j I − A j ) that further implies:
In the last inequality we just substituted values for δ ℓ , δ u and wrote in terms of C + , C − . Combining (5.7) and (5.8) we have φ j+1 φ j . Further, combined with the inductive hypothesis this implies φ j+1 φ 0 . However, note that:
and λ min (M ℓ j+1 ) ln −2 (2e 4 n) respectively. Finally it remains to show that ℓ j+1 γI A j+1 u j+1 I. We already showed A j+1 u j I that implies A j+1 u j+1 I. For the other side note that δ ℓ γI
)I A j − ℓ j γI and this further implies ℓ j+1 γI A j A j+1 .
In the lemma above we presented important properties of our potential function and next we present an application of these properties. Our next lemma upper bounds the number of iterations of our algorithm TwoSidedApproximator. ) is the number of iterations of the algorithm and β is the cost per iteration of the algorithm.
is achieved in Θ log 2 n γε 2 ·S many iterations and at termination u j = Ω(
All that remains to show is that this condition implies that TwoSidedApproximator (M, ε) returns a (1 − ε, γ)-spectral sparsifier, i.e. that
Therefore, it suffices to show that
However, this follows easily from the termination condition of the algorithm as
. The previous lemma upper bounds running time of TwoSidedApproximator in terms of time to run MOracle. In the next subsection we reduce our Problem 3.1 from general case to the identity case and in Lemma 5.9 we give running time to implement MOracle in terms of parameters of this general case that combined with previous lemma proves our main result of this section.
Reduction to Identity Case
In this subsection we give an algorithm to solve Problem 3.1 in a more general setting, that is when matrix B is not identity. We do this by applying a very standard trick and reduce the problem of solving general case to the identity case. We describe this standard trick next.
Recall in Problem 3.1 we are given existence of a vector w ∈ R d 0 such that γB
B, and asked to find a vector
B. Multiplying B −1/2 on both sides results in the following equivalent formulation: Given existence of a vector w ∈ · β , where β is time per iteration. In next several lemmas we upper bound the time per iteration for this general case. For these results we make critical use of the following result.
with A i 0, B 0 and c ∈ R m . Suppose that we are given a direct access to the vector c ∈ R m and an indirect access to A i and B via an oracle O L,δ which inputs a vector x ∈ R m and outputs a vector v ∈ R m such that
in W L,δ time for any x such that x i 0 and
Lemma 5.9. MOracle with speed 1 2 and error ε can be implemented in time
Proof. Our proof follows along the similar lines as in [35] . An implementation for MOracle with speed S = 1/2 and error ε is equivalent to approximately solving the following optimization problem
where C = 1 γ C + − C − and we recall definitions of C + and C − below:
We show how to invoke the packing SDP result from Theorem 5.8 to solve it faster. Let ρ = ε/4. Suppose for each iteration j the following two conditions hold:
(1) we have access to c ′ i and d ′ i that are multiplicative (1 ± ρ) approximation to c i = C + • M i and d i = C − • M i respectively, then solve optimization problem (5.9) with parameter B = kI (constraint matrix) and objective value
is a feasible solution with objective value greater than k (1 − ρ) 2 tr(C + ) − (1 + ρ) 2 tr(C − ) and the optimum solution to optimization problem (5.9) with
(2) we have access to vector v ∈ R d such that:
for any x such that x i 0 and
. Under these two conditions we can use Theorem 5.8 and find vector α ∈ R d 0 such that
In the last step we chose O(δ) = 1 − S = 1/2. Consequently, proving this theorem boils down to approximating c i and d i to multiplicative (1 ± ρ) and v i to multiplicative Θ(1). Recall our ,t (·), which does not affect the multiplicative error. Then we have,
So if we define the linear operator C = Z T − 1 2 , O(log(1/ε)) Z ⊤ MZ , C satisfies the claimed properties.
B Fast Implementation of MOracle
In this section we show how to approximate vector c ∈ R d used in subroutine MOracle and a similar analysis can be done to approximate vector v ∈ R d as well. The main theme of this section is to use the famous Johnson Lindenstrauss (JL) sketch to compute these vectors quickly. Below is our main lemma of this section; the proof is adapted from [35] .
Lemma B.1. For any iteration j of Algorithm 5, the vector c, d and v needed for subroutine
In the remaining part of this section we prove this lemma. Recall at each coordinate i ∈ In the formula above we discarded the subscripts with respect to j for A j , u j and ℓ j . Here we are using notations from Subsection 5.4 where • ℓγI A uI and
Now by the Lowner-Heinz inequality, we get
and
In the above inequalities we used u−ℓ 1 that is guaranteed by our algorithm TwoSidedApproximator. Before we proceed to our result we first prove two important and technical lemmas that will be very crucial to our future analysis. The first lemma is a basic matrix inequality that will help prove our later lemma. The second lemma talks about approximating function x −1 exp(x −1 ) by a low degree polynomial that in general are much nicer to work with. Proof. We know that a set of matrices commute iff they are simultaneously diagonalizable. 
Hence, we have that
In light of the above fact, we see that if d ct 2
We are now ready to give proof for our main result of this section.
Proof of Lemma B.1. Define g def = Ω(log −1 n · γ 2 ), E def = 2(uI − A) and note that 2Ω(log −1 n)I E 1 γ 2 I. If we let p(E) be the Taylor approximation polynomial with degree c g 2 log( 1 gρ ), for some constant c, then
Now E commutes with f (E) and therefore p(E) commutes with f (E) and by Lemma B.2 we have:
Next we simplify some expressions based on our previous discussions:
By Equation (B.1) f (E) 2 ≈ 3ρ p(E) 2 . Combining all this, for any matrix X 0 we have: Combining all the equations and rewriting the top equation we get, 
C Structure of Symmetric Inverse M-Matrices
Here we provide simple structural theorems about M -matrices that allow us to show that if we can solve arbitrary inverse M -matrix is O(n 2 ) time then this suffices to solve inverse M -matrices in nearly linear time.
First we show that irreducible invertible M -matrices are dense, where recall that a matrix M ∈ R n×n is irreducible if there does not exist S ⊆ [n] with S / ∈ {∅, [n]} such that M ij = 0 for all i ∈ S and j / ∈ S.
Lemma C.1 (Density of Irreducible Invertible Symmetric M -Matrices). If M ∈ R n×n is an irreducible invertible symmetric M -matrix then M ij > 0 for all i, j ∈ [n]. Now, consider the undirected graph G for which A is its adjacency matrix, i.e. A ij is the weight of an edge from i to j whenever A ij = 0. Now [A] k ij > 0 if and only if there is a path of length k from i to j in G. However, by the assumption that M is irreducible we have that G is connected and therefore there is a path between any two vertices in the graph and the result follows. Now partitioning a symmetric matrix into irreducible components can easily be done in nearly linear time by computing connected components in the graph induced by the sparsity pattern of the matrix. Furthermore, to solve a linear system in a symmetric matrix it suffices to solve the linear system induced by each of its irreducible components independently. However, since by the previous lemma each of these components is dense we see that if we apply an O(n 2 ) time solver on each n × n block that this ultimately yields a nearly linear time algorithm for solving the inverse of M -matrices.
D M-Matrix and SDD Facts
Here we prove omitted facts about M -matrices and SDD matrices from Section 4. In particular we restate and prove Lemma 4.2 and Lemma 4.3 Lemma 4.2. Let M be an invertible symmetric M -matrix. Let x = M −1 1 and define X to be the diagonal matrix with x on its diagonal. Then XMX is a SDD matrix with nonpositive off-diagonal.
Proof. XMX is trivially symmetric and therefore it suffices to show that (1) e i XMXe j < 0 for all i = j and (2) XMX1 0.
For (1) note for all i ∈ [n], X ii = e i M −1 1 0 as M −1 is nonnegative by Lemma C.1 and Xe i = X ii e i as X is diagonal matrix. Using these two equalities for all i = j we get, e i XMXe j = (X ii X jj ) · e i Me j 0 as M ij 0 by definition of a M -matrix.
For (2) note X1 = M −1 1 and XMX1 = XMM −1 1 = X1 = M −1 1 0 where again, in the last inequality we used M −1 is entrywise nonnegative by Lemma C.1.
Lemma 4.3. Let A be an invertible SDD matrix with nonpositive off-diagonal. For any α 0, the matrix B = (A −1 + αI) −1 is also a SDD matrix with nonpositive off-diagonal.
Proof. B is clearly symmetric and therefore to show that B is SDD with non-positive off-diagonal if suffices to show that (1) e i Be j 0 for all i = j and (2) B1 0. Now since the claim is trivial when α = 0 we can assume without loss of generality that α > 0. To prove the inequality we use that by the Woodbury matrix identity it holds that This final inequality follows from the fact that A1 0 because A is a SDD matrix and (α −1 I + A) −1 (A1) 0 because (α −1 I + A) −1 is entrywise nonnegative as discussed.
