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Abstract
The Microwave Temperature Sounder (MTS) was used on multiple ascents and descents of NASA
ER-2 aircraft to measure downwelling thermal atmospheric emission viewed from 0{20-km alti-
tudes in millimeter-wave bands dominated by molecular oxygen, and to infer atmospheric opacity
in these bands. The MTS includes two super-heterodyne receivers: one with eight IF channels
covering 350{2000 MHz from the 118.75-GHz oxygen line and the other with a 30{200-MHz IF
and a tunable LO stepped through eight frequencies from 52.7{55.6 GHz. Simulations of MTS
zenith-view antenna temperatures based upon local radiosondes and the MPM92 absorption
model of Liebe, et al. [50] were consistent with observations in the 52.5{55.8 GHz band. Adjust-
ment of the temperature dependence exponent of the 118.75-GHz linewidth from the MPM92
value of 0.8 to 0:97  0:03 was found to produce signicantly better agreement in observations
with MTS channels centered on this line. This increase in low-temperature linewidth changes
total atmospheric opacity in these channels by less than 2.5 percent.
Other investigators have noted systematic discrepancies as large as several Kelvin between
measured and simulated upwelling brightness temperatures, both in satellite observations of the
earth in the 50{60 GHz band and in nadirial-viewed MTS observations from 20-km altitude
in the band 116.7{120.8 GHz. Resolution of these biases through adjustment of the oxygen
absorption model requires increases in the MPM92 expression of up to 20 percent. The utility of
current and proposed satellite-based millimeter-wave temperature sounders for the monitoring
of global climate, the initialization of numerical weather models, and the remote monitoring of
severe weather systems is compromised by this model uncertainty.
The zenith-viewing conguration through ascents and descents of the current MTS mea-
surements are several times more sensitive to perturbation of atmospheric opacity than are
space-based observations. The implication of the current results is that errors in the oxygen
absorption model are not the source of observed discrepancies. Reexamination of the satellite
instruments’ response characteristics is indicated.
Thesis Supervisor: David H. Staelin
Title: Professor of Electrical Engineering
Thesis Supervisor: Bernard F. Burke
Title: Professor of Physics
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Chapter 1
Introduction
1.1 Motivation
The purpose of this work is to assess the adequacy and perhaps improve the widely-used oxy-
gen microwave absorption model, the MPM92 model of Liebe and Rosenkranz[50, 62], in the
modeling of atmospheric temperature-sounding radiometers operating at frequencies where at-
mospheric opacity is dominated by either the isolated oxygen line at 118.75-GHz or by the oxygen
lines in the band between 50 GHz and 70 GHz. An aircraft-borne instrument, the Microwave
Temperature Sounder (MTS) with channels near 118 GHz and 54 GHz, was retrot to measure
downwelling radiation intensities through ascents and descents between the earth’s surface and
20-km altitude.
The functional form of the MPM92 model is discussed, as are the uncertainties in empirically-
derived model parameters. Topics of recent interest, including the eects of nite collision
durations and initial correlations, generally are only relevant in the far wings of lines, and are
only mentioned briefly. Attention is focused instead upon modeling in the bands where MTS
observations were made, which are similar to those used by space-based temperature sounders
on current and proposed satellites.
Since oxygen is well mixed in the atmosphere, global temperature proles may be inferred
from measurements made with satellite-borne radiometers operating in the 60-GHz band and
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proposed instruments at 118 GHz of thermal atmospheric emission. The long-term stability of
the calibration of successive Microwave Sounder Unit (MSU) instruments on NOAA polar or-
biting satellites since 1978 provides a means of monitoring time-averaged regional climate with
precisions on the order of 10 mK [73, 74]. The accuracy, global coverage, and time scale of
these measurements make them of great interest in climatological studies. The relative insensi-
tivity of microwave measurements to perturbations by clouds makes them a valuable addition
to the measurements by infrared instruments of temperature and humidity proles for environ-
mental monitoring and numerical weather forecasting. In addition, scattering from graupel in
convective-storm cores reveals storm structure which is obscured by clouds at infrared wave-
lengths.
Investigators working at bands similar to those of the MTS have noted signicant (several
Kelvins) discrepancies between modeled and observed antenna temperatures. Such discrepan-
cies have been noted in discussions of the Scanning Microwave Spectrometer (SCAMS) [76],
the Microwave Sounding Unit (MSU) [30], and the Special Sensor Microwave/Temperature
(SSM/T) [21], all in the band 50{60 GHz, and have also been noted in downward-looking
observations from 20 km with the MTS [23]. Discrepancies signicantly exceed the instrument
accuracies stated by manufacturers, and have lead to suppositions of transmittance model inade-
quacies. Resolution of these biases through adjustment of the oxygen absorption model requires
increases in the MPM92 expression of up to 20 percent.
The utility of current and proposed satellite-based millimeter-wave temperature sounders for
the monitoring of global climate, the initialization of numerical weather models, and the remote
monitoring of severe weather systems is compromised by this model uncertainty. If the for-
ward problem of predicting antenna temperatures cannot be solved accurately, physically-based
temperature retrievals will certainly suer. The problem is either in instrument calibration,
radiosonde accuracy, simulation methods, or in the absorption model. In the current work, ad
hoc absorption model corrections proposed by other investigators are investigated in the light
of new MTS measurements.
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Chapter 2 presents an overview of the development of the model for absorption by oxygen
at microwave and millimeter-wave frequencies. Chapter 3 discusses the modeling of radiative
transfer through clear-air at these frequencies. Chapter 4 discusses the two radiometers in
the MTS package, and Chapters 5 and 6 present analyses of measurements made with these
two instruments near 54 GHz and 118 GHz. Chapter 7 summarizes the results and suggests
further research. Appendix A contains gures comparing observed departures of MTS antenna
temperatures from baseline-model simulations and best-t model perturbations. Appendix B
lists data sets used in the analyses. Appendix C discusses both standard atmospheric proles
and balloon measurements used in conjunction with the radiometric data. Appendix D presents
the baseline atmospheric absorption model used in this work. The remainder of the current
chapter is a brief review of relevant history.
1.2 Brief Historical Survey
1.2.1 Collisional Line Broadening Theory
Van Vleck and Weisskopf [80] published the rst denitive theory of collisional broadened spec-
tral lines, treating an absorber molecule as a classical harmonic oscillator and collisions as
complete interruptions of oscillator motion. The Van Vleck-Weisskopf line shape results from
the assumption of Boltzmann distributed absorber states after collisions and integrates Lorentz
resonant absorption theory and the nonresonant relaxation theory of Debye. Gross[31] developed
a dierent line shape, also treating the absorber as a harmonic oscillator, but with continuous
position and discontinuous velocity through collisions. Ben-Reuven [8] showed that these two
lineshapes were limiting cases of a general theory.
Anderson[3] developed the rst semi-quantum mechanical expression for widths of resolved
lines, using only the lowest-order terms in the interaction potential of the scattering operator.
Baranger[6, 5] introduced a formal quantum-mechanical theory of overlapping, collisionally-
broadened lines and introduced the Liouville (line-space) formalism. Fano[20] and Ben Reuven[8,
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9] extended and generalized Baranger’s formalism.
Gordon[27, 28] introduced a semi-classical theory of pressure broadening with perturber
paths and orientations treated with classical mechanics while the absorber is described quantum
mechanically. Lam[39, 40] explicitly calculated elements of the relaxation matrix of Baranger
and Fano for pressure-broadened oxygen and water vapor using expressions for the potential
surfaces of perturbers.
Rosenkranz[59] introduced a perturbative inversion of the interaction matrix which was rst
order in pressure, providing a simplied model which does not require explicit calculation of the
relaxation matrix and inversion for each frequency, pressure and temperature of interest. This
approach, which is discussed in Section 2.6, provides the parameterized form used in most recent
semi-empirically atmospheric attenuation models. The relatively simple line shape expression
provides insight into the eects of inelastic rates in the relaxation matrix and has been found to
be numerically accurate under most conditions[70]. Smith[72, 71, 70] extended the Rosenkranz
perturbative approach to second order and t model parameters to the calculated values of
Lam[40].
More recent theoretical advances have addressed the eects of the nite duration of collisions
[51] particularly in the far wings of lines. These advances provide theoretical bases for the
empirical models of the water vapor \continuum" absorption at microwave frequencies.
1.2.2 Oxygen Microwave Absorption Measurements and Modeling
Miller and Townes [53] developed expressions for the spin-rotational ne-structure spectra of
the O2 electronic groundstate which were extended to include centrifugal distortion by Tinkham
and Strandberg [77] and further rened by Wilheit [83]. Amano and Hirota [2] extended this
analysis, including calculations and laboratory measurements of the rst vibrational excited
state of 16O2 and the groundstate spectrum of 16O18O:
Gimmestad, et al. [26] measured the 118-GHz linewidth to be 1:58 0:04 MHz/mb for pure
oxygen at 300 K. Setzer and Pickett [69] measured the 118.75-GHz foreign-gas line broadening
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parameters relevant to atmospheric absorption using a magnetically modulated cavity spectrom-
eter at 298 K. Pickett, Cohen and Brinza [55] determined parameters for 118-GHz and 425-GHz
line broadening by N2 and O2 at 207 K, 281 K and 295 K.
Liebe [44, 45, 46] and Liebe et al. [48, 50, 49] developed the Millimeter-wave Propagation
Model (MPM) which includes contribution of oxygen and water vapor and is widely used in
the remote sensing community. The oxygen expressions include the rst-order line interference
terms developed by Rosenkranz [59].
1.2.3 Suggestions of Oxygen Absorption Model Inadequacies
Fleming, et al. [21] compared forward-model calculations with observations of the Special Sensor
Microwave/Temperature (SSM/T) satellite instrument, which has seven channels from 50.5 GHz
to 59.4 GHz, primarily in valleys between lines. Modeling of absorption due to oxygen was based
upon Rosenkranz’s 1975 model[59] and Liebe’s 1977 model parameters[48], and corrections to
the absorption coecients (intensities) ranging from +6 percent to +15 percent were inferred.
Gasiewski[23, 24] observed upwelling radiation from 20-km altitude with essentially the same
MTS receiver described in Chapter 4, and he inferred that there existed a deciency in the
MPM85 oxygen absorption expressions on the order of 15 percent near the tropopause.
Danese and Partridge [18] compared radiative transfer calculations based upon the MPM85
model [44] and ground-based, high-altitude observations at \window" frequencies including
33 GHz and 90 GHz and concluded that a better t would be achieved if the intensities of
the lines in the 60-GHz O2 band of the 1985 model of Liebe, et al. [44] were uniformly increased
by 15 percent. Such adjustment of the entire band intensity based upon observations of the band
wings are likely a case of \the tail wagging the dog." Similar ground-based, zenith-viewed obser-
vations at 20.6 GHz, 31.65 GHz, and 90.0 GHz were made by Westwater, Snider and Falls [82],
who noted sensitivity of the simulations to values of the line-interference coecients in the band
wings and found generally good agreement with simulations including Rosenkranz’s 1988 line
interference parameters [61].
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Chapter 2
Oxygen Millimeter-wave Absorption
Theory
2.1 Introduction
Microwave and millimeter-wave radiation interact with diatomic oxygen in the atmosphere
through magnetic dipole transitions between ne-structure spin-rotational levels of oxygen’s
electronic-vibrational ground state. These transitions give rise to a single spectral line at 118.75
GHz and a complex of lines between 50 GHz and 70 GHz, 33 of which have intensities greater
than 0:810−17cm2Hz, as shown in Figure 2.1. The shape of these spectral lines, particularly of
the 60-GHz band at tropospheric pressures where collisional broadening merges individual lines
into an interacting band, has been an area of active research for many years [80, 52, 59, 40, 50].
This chapter briefly examines the theoretical foundations of the oxygen component of the
Millimeter-wave Propagation Model (MPM) of Liebe, et al. [50], a widely-used, computationally-
ecient, line-by-line model of atmospheric absorption. The approximations made in the devel-
opment of the model’s functional form are noted and uncertainties in model parameters are
examined.
In this chapter, the atmosphere is treated locally as an isotropic gas at thermal equilibrium,
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Figure 2.1: Modeled atmospheric absorption due to 16O2; H2O; and N2 at four altitudes in a
standard tropical (M15) atmosphere. Absorption expressions are from the MPMy model given
in Appendix D
and anisotropy introduced by the Zeeman eect is ignored. For typical (mid-latitude) terrestrial
magnetic eld strengths, maximum Zeeman splitting of O2 spectral lines is on the order of 1 MHz,
while collisional broadening is proportional to air pressure with a constant of proportionality on
the order of 1 MHz/mbar [62].
A semi-classical description of the radiative processes is used, with quantum mechanically-
described absorber molecules interacting with a classical electromagnetic eld. This formalism
provides good approximation of the results of quantum electrodynamics in the limit where
photon mode occupation (n) is large and coupling is weak (rst-order). The enhanced probability
of emission relative to absorption (n + 1 versus n) for a given incident radiation intensity, which
occurs naturally in QED, is accounted for by spontaneous emission, and n is otherwise treated
as a continuous variable.
In the geometrical-optics limit for a non-scattering atmosphere, propagation of radiation is
governed by an absorption coecient, which is the rate of attenuation due to the combined eects
of absorption and stimulated emission (processes which are proportional to n.) Assuming that
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the absorber gas is in local thermodynamic equilibrium, spontaneous emission is the product
of the absorption coecient and the Planck function at the gas temperature. This chapter
describes a model for absorption due to oxygen at microwave frequencies.
Section 2.2 describes the energy eigenstates of the isolated O2 molecule Hamiltonian (H0),
which are appreciably occupied at the thermal energies of the atmosphere. These states are
not stationary states of the full Hamiltonian of the gas, which includes interactions between
molecules, but they serve as a basis for an interaction picture representation of these interactions.
At atmospheric temperatures, O2 is in its electronic groundstate and has a permanent magnetic
dipole moment (s = 1), which couples to the radiation eld. Reorientation of this electronic spin
is associated with the emission or absorption of a photon. Pairs of eigenstates of H0 which are
connected by nonzero magnetic dipole moment matrix elements are shown to provide a basis of
\lines," which is used in the analysis of these radiative processes.
Section 2.4 provides an overview of the formalisms used to describe collisional line broad-
ening and line interference eects. Attention is focused upon issues that are signicant for the
description of absorption by atmospheric oxygen in the vicinity of line centers in the 60-GHz
band and near the 118.75-GHz resonance.
Section 2.6 sketches the development of Rosenkranz’s formalism for modeling of rst-order
interference eects in bands of overlapping spectral lines [59, 61]. The Rosenkranz model pro-
vides the functional form which is t to spectroscopic data as the MPM oxygen model. The
1992 MPM oxygen absorption expression, which is explicitly described in Appendix D, is the de-
fault model used in radiative transfer calculations modeling the MTS aircraft-based experiments
described in Chapters 4, 5, and 6. Section 2.7 discusses the parameters in the MPM oxygen
model and their uncertainties. This section motivates discussion of possible model adjustment
to better t the MTS observations.
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Isotope Abundance Spin Mass
percent a.m.u.
16O 99.758 0 15.9949
17O 0.0373 5/2 16.9991
18O 0.2039 0 17.9992
Table 2.1: Properties of oxygen nuclei [78].
2.2 The Isolated Oxygen Molecule
The eigenstates of the Hamiltonian for an isolated oxygen molecule are a convenient basis in
which more complicated problems involving interactions among the gas molecules and electro-
magnetic elds may be considered. In the low-pressure, weak-eld limit, the eigenstates of the
gas are products of these single-molecule states. Interactions between the absorber and the
radiation eld, and between the absorber and other gas molecules, are treated perturbatively.
The Hamiltonian of the O2 molecule includes the interactions of the 2 nuclei and 16 electrons.
As is often the case with such problems, fruitful discussion of the eigenstates and energies of this
Hamiltonian begins with the separation of the problem into constituent problems on dierent
energy scales, which implicitly involves taking leading terms in a series expansion. For example, if
the internal structure of the oxygen nuclei were included in the Hamiltonian, thermally populated
states of the molecule at atmospheric temperatures would be extremely well approximated by
products of the nuclear groundstate with the eigenstates of the rest of the Hamiltonian. At the
energy scales which we are considering, oxygen nuclei are well modeled as structureless point
particles with charge +8e and with stable isotopic masses and spins as summarized in Table 2.1.
As hyperne splitting is neglected in the following discussion, nuclear spin is signicant only
in molecules with indistinguishable nuclei having denite symmetry under exchange. Primary
interest is with 16O2 which makes up 99.517 percent of atmospheric diatomic oxygen and has
indistinguishable bosonic nuclei.
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2.2.1 Born-Oppenheimer Approximation
The Born-Oppenheimer approximation allows the separation of the electronic and nuclear parts
of the molecular wavefunction [12, 33, 78]. In this approximation, the electronic wavefunctions
are determined in a potential dened by xed nuclei, with the nuclear positions as external
parameters. The resulting electronic distributions dene the potentials which determine nuclear
equilibrium separations and vibrational states. Classically, the electrons are considered to react
instantaneously to changes in the positions of the slow-moving nuclei. Electrons have charge-
to-mass ratios more than three orders of magnitude larger than do the nuclei but move in the
same elds. Formally, the approximation results from the truncation of a series expansion of
the wave function in powers of (melectron=mnucleus).
The separation of the problem of the elementary excitations of the O2 groundstate into
constituent problems that are on dierent energy scales follows naturally. Actions are quantized
in steps of h; but the corresponding energy steps in the electronic problem are much larger than
those of the rotational problem.
2.2.2 O2 Electronic Ground State
In the axially symmetric potential dened by the two nuclei of an O2 molecule, the projection
of electronic orbital angular momentum (L) on the molecule-xed axis is a conserved quantity.
The quantum number associated with this conserved quantity is called , and states with  =
0; 1; 2; : : : are labeled ;;; : : : in analogy to s; p; d; : : : of atomic states. Total electronic
orbital angular momentum is not conserved, since the nuclei exert torques on the electrons.
In molecular orbital notation, the conguration of the electronic groundstate is [33]
(1s)2(1s)2(2s)2(2s)2(2p)2(2p)4(2p)2:
The closed shell, N2 conguration (everything before (2p)2), has lled 1s and 2s bonding
and anti-bonding (designated ) orbitals and lled 2p bonding orbitals, and has total angular
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momentum of zero. In their lowest energy conguration (2p)2, the last two electrons’ spins
are parallel, resulting in a spin-1 triplet, and the projections of their angular momenta (each
  1) on the symmetry axis are anti-parallel ( +  =  , 1 + 1 = 0.) This state (denoted
3−g ) is odd under reflection of the electrons through a plane containing the two nuclei (−) and
is even under inversion of the electrons through the midpoint of the internuclear axis (g, from
the German, gerade) [37].
The energy of the rst electronic excited state (1g) above the ground state (in units of the
Boltzmann constant, kB) is 10,200 K. Vibrational levels are separated by 2239 K. At thermal
energies of the Earth’s atmosphere, the electronic and vibrational modes may be considered to
be frozen in their ground states [33].
Energy levels of a simplied O2 Hamiltonian, frozen in the electronic and vibrational ground-
state, are dominated by the term for the approximately rigid rotation of the entire molecule.
The angular momentum of this rotation is designated ~N , with magnitude jN j2 = (N)(N +1)h2.
Fine structure results from the coupling of N with total electronic spin (s), and from the in-
teraction of the two electronic spins, (s1 and s2.) The spin-spin interaction, averaged over the
groundstate wavefunction, results in a term involving the projection of s on the internuclear (z)
axis. This Hamiltonian is
H = B( ~N)2 +23
(
3sz − (~s)2

+

~N  ~s

Hrot +Hspin-spin +Hspin-rot:
(2.1)
Hrot is typically large compared to the other terms, so a Hund’s coupling case (b) basis, in
which N is diagonal, is appropriate. In Hund’s coupling case (b), the projection , ~, of electronic
orbital angular momentum, ~L, on the internuclear axis is a constant. The rigid rotor angular
momentum, ~O, adds to ~ to give ~N . (For the O2 groundstate,  = 0, and ~N is equivalent to ~O.)
Finally, ~s adds to ~N to give total angular momentum, ~J . This coupling is shown graphically
in Figure 2.2. In the Hund (b) basis, s, N , , J , and m are all good quantum numbers, where
m is the projection of ~J on a space-xed axis. In the Hund (b) basis, the projection sz which
30
OL
Λ
s
J
N
J
s
N
Figure 2.2: Hund’s coupling case (b) is shown on the left. The 3−g electronic groundstate of
oxygen has  = 0, leading to the simplied case shown on the right.
appears in the spin-spin term is not diagonal, but can be treated with perturbation theory. For
the lowest values of N , this perturbation is relatively large. In Hund’s case (a), where sz is
diagonal, N is not diagonal.
The constant, B; in Equation 2.1 is 1=(2I), where I is the moment of inertia of the molecule
about an axis through its center of mass, perpendicular to the molecular axis. Rotation about
the molecular (z) axis is frozen in the Nz = 0 state since the energy spacing between states
diering in Nz by h is larger than that due to changes in Nxy by a factor of I=Iz. Rotation
about the inter-nuclear axis may be crudely regarded as corresponding to the electronic energy
levels, which have been addressed separately under the Born-Oppenheimer approximation.
The rotational states with even N are symmetric for end-over-end rotation of 180, and those
with odd N are antisymmetric. This symmetry has profound implications in the case where the
nuclei are indistinguishable particles. The total 16O2 wavefunction must be symmetric under
exchange of the identical, bosonic nuclei. The symmetry of the 3−g electronic ground state
constrains N to take only odd positive integer values. 18O18O and 17O17O also have identical
nuclei, and are constrained to odd and even values of N respectively but their abundances,
summarized in Table 2.2, is so small as to make them negligible in the current work.
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Species Abundance Restriction
percent on N
16O16O 9:9516610−1 odd
16O18O 4:068110−3
16O17O 7:441910−4
18O18O 4:157510−6 odd
18O17O 1:521110−6
17O17O 1:391310−7 even
Table 2.2: O2 isotopic abundances and restrictions on groundstate rigid rotor rotational states.
16O18O does not have indistinguishable nuclei so N can take all non-negative integer values.
The spectrum of 16O18O contains lines corresponding to transitions between states with odd N
which are analogs of the 16O2 lines, shifted by the eects of the increased moment of inertia.
Additional lines between states with even N also exist in the 16O18O spectrum for which there
are no analogs in the 16O2 spectrum. The isotopic dominance of 16O2, as summarized in 2.2 A
simple model for absorption by 16O18O; which is included in the radiative transfer model used
in simulations in the current work, is given in Section D.3.
The orientation of the 2 parallel electron spins (s = 1) relative to the molecular rota-
tional angular momentum and to one another results in the ne structure terms Hspin-rot
and Hspin-spin. For each allowed value of N , there are three states corresponding to dierent
orientations of s, each of which has degeneracy 2J + 1 due to the dierent allowed values of m.
The spin-spin term, more generally referred to as the pseudo-quadrupole term, contains
both the dipole-dipole interaction of the two electron spins and a contribution due to partial
polarization of the electrons into  orbits by the interaction with the spins [78]. Both of these
eects depend on the projection of ~s on the internuclear axis, which is not diagonal in the
Hund-b basis. Hund-b basis states are only approximate eigenstates of the system, and the
actual eigenstates do not have precisely dened N , but have small admixtures of N + 2 and
N − 2. The dipole-dipole interaction varies as cos(), where  is the angle between the direction
of the (parallel) spins and the line between the two electrons. Averaged over the wavefunction,
 is the angle between s and the internuclear axis.
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To rst order, the ne splitting of the levels with the same values of N but dierent orien-
tations of electronic spin s is
Hspin-spin(J = N) = 0 (2.2)
Hspin-spin(J = N + 1) = 
−2(N + 1)
2N + 3

(2.3)
Hspin-spin(J = N − 1) = 
 −2N
2N − 1

(2.4)
 = 59:5GHz (2.5)
The spin-spin term causes the J = N + 1 and J = N − 1 levels to be lower than the J = N
level by 59:5 GHz in the limit of large N , and by 45 (59:5GHz) and 2(59:5GHz) for N = 1, the
small-N limit for 16O16O.
The spin-rot term has the form
Hspin-rot(J = N) = 0 (2.6)
Hspin-rot(J = N + 1) = γ(N + 1) (2.7)
Hspin-rot(J = N − 1) = −γN (2.8)
γ = 0:25GHz: (2.9)
This term raises the energies of the J = N + 1 states and lowers those of the J = N − 1 states,
linearly in N . It is responsible for the high N splitting of the N− and N+ transition branches
in gure 2.5, which spreads resonant transition frequencies over the 50{70-GHz band. This term
includes the interaction of the spin with the magnetic eld created by the rigid rotation (N) of
the molecules’ charge distribution, which varies like s N. There is also a contribution to this
term of \L uncoupling" [78]. Electrons partially excited by the molecular rotation into states
with angular momentum along N give rise to magnetic elds along N. This eld interacts with
the spin s, resulting in an additional s N contribution. The degree to which this excitation
occurs depends upon the gap between the  groundstate and the lowest  state.
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Although the expressions above give a qualitative description of the ne structure energy lev-
els of the O2 ground state in the Hund’s case (b) basis (diagonal J,N,s), more careful treatments
include centrifugal stretching with increased N [77, 78] and employ higher order perturbation
theory with Hspin-spin [2].
Schlapp [66] and Miller and Townes [53] solved a secular equation to get exact eigenvalues
of triplet states that are approximately labeled with a single value of N .
H(J = N − 1) = BN(N + 1)−B(2N − 1) +  + γ
2
+

2 − 2

B − γ
2

+ (2N − 1)2

B − γ
2
2 12
H(J = N) = BN(N + 1) + 2 + γ
H(J = N + 1) = BN(N + 1) + B(2N + 3) +  + γ
2
−

2 − 2

B − γ
2

+ (2N + 3)2

B − γ
2
2 12
: (2.10)
Often these eigenvalues are written without the constant term, (2 + γ), giving H(J = N) a
simple form. The constant term is not physically signicant.
Inclusion of centrifugal stretching terms, calculated by Wilheit, result in B, , and γ of the
forms [83]
B = (43:100589-GHz)− (0:00014-GHz)N(N + 1);
 = (59:501346-GHz) + (5:845  10−5-GHz)N(N + 1);
γ = (−0:2525917-GHz) + (−2:455  10−7-GHz)N(N + 1): (2.11)
Amano and Hirota [2] developed expressions for the O2 spectrum and made laboratory
measurements of model parameters with simultaneous ts of data from the vibrational ground-
state and rst excited state. Their values provide the transition frequencies used in the JPL
database [56]. An energy level diagram with 16O2 magnetic dipole transitions is shown in Fig-
ure 2.4.
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2.3 Magnetic Dipole Transitions
Magnetic dipole transitions between ne structure levels account for the microwave and infrared
spectrum of O2. These transitions have the selection rules
jJ j  1  Ji + Jf ; (2.12)
jM j  1; (2.13)
N 2 0;2: (2.14)
The second inequality of the J selection rule prohibits nonresonant transitions between two
states with J = 0. In the case of 16O2, only one state with J = 0 exists: J = 0, M = 0,
N = 1. The third selection rule results from the fact that the magnetic dipole operator is
even, and has nonzero matrix elements only between states that have the same parity. For the
transitions which we are considering, between spin-rotational states of the 3−g groundstate of
O2, this parity requirement permits transitions only between rotational states that are both even
or both odd. In cases of O2 molecules with indistinguishable nuclei, N is already constrained
to be odd (in the cases of 16O2 and 18O2 or even (in the case of 17O2), but parity does forbid
many transitions which would otherwise be present in 16O18O. Figure 2.3 diagrams the lowest
energy O2 spin-rotational states, with states permitted for both 16O18O and 16O2 drawn with
solid lines, and those which refer only to 16O18O drawn with dashed lines. This diagram is
not to scale, and does not reflect level frequency shifts between the O2 isotopic species. The
4-character line designations are in the form
N Nlower J Jlower;
where changes (N;J) are labeled P , Q, R, S for 1; 0;−1;−2 respectively. In this notation,
the transition from N = 1; J = 1 to N = 1; J = 0 is labeled Q1R0.
When consideration is restricted to resonant transitions within a given -triplet (single value
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Figure 2.3: Magnetic dipole transitions within the O2 electronic groundstate. Only the solid-
line, odd rotational states are permitted for 16O2 and 18O18O in their electronic groundstates,
while only the dashed-line, even rotational states are permitted for 17O17O. There are no such
restrictions on molecules without identical nuclei.
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Figure 2.4: Magnetic dipole transitions involving the three lowest -type triplets of the 16O2
electronic groundstate. Transition frequencies are from the JPL database [56].
of N , three values of J), transitions between the J = N and J = N + 1 states are designated
N+ and those between the J = N and J = N − 1 states are designated N−. Transitions also
occur between states with the same J and N but dierent values of m. Neglecting the Zeeman
eect, these states are degenerate and the transitions are at zero frequency. Line broadening of
these nonresonant transitions results in contributions to absorption at positive frequencies.
Transitions between -type triplets (N = 2, J 2 f1; 0g) are all at sub-millimeter
wavelengths. The spacing between adjacent rotational levels N and N + 2 is (4N + 6)43:1 GHz
and there are line triplets, spaced roughly 60 GHz apart, centered at 431 GHz, 776 GHz,
1121 GHz, 1465 GHz, : : : in the 16O2 spectrum, as shown in gure 2.4. Although the resonant
spectrum of 16O18O between 50 and 70 GHz and near 119 GHz is largely obscured by the
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Figure 2.5: Magnetic dipole line transition frequencies within  triplets (N) of 16O2.
spectrum of the more abundant 16O2, the states of 16O18O are not restricted by symmetry to
odd values of N . Its spectrum contains slightly shifted analogues of 16O2’s N+ and N− lines
for odd values of N , as well as transitions for N = 2; 4; 6 : : : which fall between the odd-N
lines, and many inter--triplet transitions for which there are no 16O2 analogues. Neglect of
absorption by 16O18O results in errors no larger than 0.5 K in simulated zenith-viewed MTS
antenna temperatures.
2.3.1 Line Intensities
In cases in which a line-by-line calculation suces to describe absorption, it is useful to express
the absorption coecient in the form
() = n
X
j
Sj(T )F (; j) (2.15)
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The index j refers to a line (a pair of states (i; f) connected by nonzero dipole matrix element),
F (; j) is a line shape function, n is the number density of the absorber species, and Sj(T ) is
the line intensity.
Sj(T ) contains geometrical and dimensional factors and multiplicative temperature depen-
dency as well as quantities such as permanent dipole moments, which are not eected by the
degree of broadening of a given line.
Line shape functions are often strictly not integrable in frequency. For example, the Van
Vleck-Weisskopf lineshape (Equation D.11) has a nonzero high-frequency asymptote, but models
based upon the impact approximation are limited in the range of frequencies to which they are
applicable, so that discussion of the integration of F to innite frequency is problematic in any
event. Shape functions are generally normalized in such a way that they become delta functions
with unit normalization in the limit that the broadening eect is negligible. They are dened to
be dimensionless when integrated over frequency. Since absorption has units of inverse length
and number density is in inverse volume, line intensity S has units [areafrequency]. Generally,
for modest broadening, the total, integrated intensity of the lines is unchanged (the principle of
spectral stability [78].)
The intensity of a given spectral line depends upon the matrix elements of the magnetic
dipole operator between the states giving rise to the transition, the degeneracy of the states,
and upon the (thermal) population of the initial state.
Sj(T ) =
83j2j
3hcQ(T )

e−Ei=kT − e−Ef=kT

=
163j2j
3hcQ(T )
sinh (hj=2kT ) e−(Ei+Ef )=2kT
 8
32j 
2
j
3ckTQ(T )
e−(Ei+Ef )=2kT (2.16)
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where
Q(T ) =
X
i
(2Ji + 1)e−Ei=kT
j = Reduced dipole moment matrix elements.
The nal, approximate equality in Equation 2.16 assumes the Rayleigh-Jeans limit, (kT  hj):
For the Hund’s (B) eigenstates, the reduced dipole moment matrix elements can be expressed
in terms of the magnitude of the permanent magnetic dipole moment of the O2 molecule,
(jj = (Bohr Magneton)  (Lande g) = (he=2mec)  (1:001 : : : ));
and the quantum number N [39].
hN jjN + 1i = −

N(2N + 3)
(N + 1)
 1
2
jj
hN + 1 jjNi =

N(2N + 3)
(N + 1)
 1
2
jj
hN jjN − 1i =

(N + 1)(2N − 1)
N
1
2
jj
hN − 1 jjNi = −

(N + 1)(2N − 1)
N
 1
2
jj
hN + 1 jjN + 1i =

(N + 2)(2N + 3)
N + 1
1
2
jj
hN − 1 jjN − 1i = −

(2N − 1)(N − 1)
N
 1
2
jj
hN jjNi =

(2N + 1)
N(N + 1)
 1
2
jj (2.17)
The line intensities of the MPM model, which are tabulated in Appendix D, are from the
JPL \Submillimeter, Millimeter, and Microwave Spectral Line Catalog" [56], and are based upon
the treatment of Amano and Hirato [2] which does not assume pure Hund (B) eigenstates and
which include perturbative Hso coupling between the 3−g groundstate and the 1+g , 1g, and
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Figure 2.6: Line intensities for resonant transitions within -type triplets of 16O2.
3g excited states. The contribution of hN jjNi is often neglected, as it is small compared to
the other two nonresonant matrix elements for all but the lowest values of N.
The line intensity, as a function of N , reflects the relative probability of thermally distributed
molecules being in the required initial state for a transition. This probability contains the
product of the states (2J +1)-fold degeneracy in m, which increases with N , and the Boltzmann
factor, exp(−N(N + 1)=(kbT )), which dominates for large N . As may be seen in gure 2.6, the
strongest lines at 300K are for N = 9, but the intensities are temperature dependent.
2.3.2 Line Shape Introduction
A number of processes contribute to the shape of microwave lines in the terrestrial atmosphere.
Generally, these processes spread and shift absorption intensity within a band of frequencies,
keeping the integrated intensity constant. The dominant broadening mechanism of microwave
O2 lines below 60 km in the earth’s atmosphere is pressure (collisional) broadening, and the
bulk of this chapter presents a theory for the treatment of collisionally-broadened, overlapping,
interfering lines.
Pressure broadening is the dominant broadening mechanism for O2 microwave lines up to
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approximately 60 km in the atmosphere. Collision-induced line widths are on the order P=P0
GHz (P0 = 1Atm) and, in the absence of line overlap and interference, have a Lorentzian or Van
Vleck-Weisskopf (VVW) lineshape.
Doppler broadening gives a width
D =

2kT
mc2
 1
2
ij (2.18)
= 7:610−8T 12 ij (2.19)
= 1:310−6

T
300K
 1
2
ij (2.20)
and shape factor
F (; ij) = 
1
2 −1D exp
 
−

 − ij
D
1
2
!
(2.21)
Above 60 km, where pressure and Doppler linewidths become comparable, the convolution of the
Lorentz and Doppler lineshapes (the Voigt lineshape,) is appropriate [62]. Natural broadening
due to the nite lifetime of states (Et  h) gives linewidths on the order of 10−5 Hz [33],
and is completely negligible in the cases treated here. Zeeman Splitting both broadens lines and
makes opacity non-isotropic near line centers. This splitting arises from the interaction of the
electronic spin with an external magnetic eld.
Hmagnetic = −2:00229B~s  ~H; (2.22)
where ~H is the earth’s magnetic eld. j ~Hj  0:5 Gauss at midlatitudes, and maximum shifts are
of the order of 2.8 MHz/Gauss, so Zeeman splitting may be safely ignored if the pressure is more
than a few millibars along the entire propagation path, or if the frequency considered is more
than 6 MHz from the line center [62]. When Zeeman splitting is signicant, the propagation of
radiation is no longer isotropic and a tensor radiative transfer formulation is required [41].
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2.4 Collisional Line Broadening Theory
2.4.1 Overview of Pressure Broadening
The spectral line broadening and shifting that result from collisions among molecules in a gas
are usually studied in the regime where observed eects are proportional to the frequency of
isolated, binary collisions, and thus to the gas pressure [20]. As a result, the terms \pressure
broadening" and \collisional broadening" are often used interchangeably and the broadening
and shifting of lines in these theories are expected to be proportional to pressure.
Numerous reviews of pressure broadening theory are available [14, 10, 62, 42], with the
Chapter of Levy, Lacome and Chackerian [42] providing an accessible introduction as well as
brief discussion of current topics.
2.4.2 The Spectral Density
The absorption coecient of a diuse medium in the limit of weak, classical elds, may be written
in terms of the spectral density, which is the Fourier transform of the correlation function of the
multipole moment of the medium to which radiation is coupled. For dipole radiation (electric
or magnetic,) the spectral density is [42, 6, 8]
G(!) =
3
2
Z 1
−1
dt e−i!t
X
i
i hij e  (0) e  (t) jii; (2.23)
and the expression for absorption is
(!) =
83!
3hcV
h
1− e−h!=kT
i
G(!) (2.24)
Here, (t) = eiHt=he−iHt=h is the magnetic (electric) dipole moment operator in the Heisenberg
representation, e is a unit vector in the direction of the magnetic (electric) eld, and the states
jii are states of the entire gas in in volume V: For any specied direction e in an isotropic
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medium,
e  (0) e  (t) = 1
3
(0)  (t):
At microwave frequencies and atmospheric temperatures, kT  h!; so the dierence of Boltz-
mann factors for populations of the lower and upper states of the transition (the dierence in
rates of absorption and stimulated emission) may be approximated:

1− e−h!=kT  = h!=kT:
(!) =
83!2
3kTV
G(!) (2.25)
where (2.26)
G(!) =
1
2
Z 1
−1
dt e−i!t(t)
(t) =
X
i
i hij(0)  (t) jii : (2.27)
(t) is the correlation function of the dipole moment of the gas (absorber molecules) in volume
V [62, 39].
(−t) = (t)
The states jii are eigenstates of the full many-body Hamiltonian of the interacting gas. In matrix
terminology, i is the density matrix of the gas and the summation is a trace over all states of
the gas.
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2.4.3 The Non-interacting Limit
In the low pressure limit, where H = H0, 1(t) is the sum of a series of periodic terms.
1(t) =
X
if
i hij(0) jfi  hf j(t) jii
=
X
if
i hij jfi  hf j eiH0t=he−iH0t=h jii
=
X
if
i hij jfi  hf j jii e−2iif t: (2.28)
The sum may be considered to be over lines, pairs of states (i; f ) connected by the dipole
operator, since unconnected pairs do not contribute. The Fourier transform of this correlation
function is a series of delta functions at frequencies if = (Ei−Ef )=h. Physical processes which
disturb this correlation broaden the lines. There is always some broadening due to spontaneous
emission, which gives the natural linewidth.
In the more general case, where H 6= H0, the ket, jii, and the bra, hf j, evolve (Schroedinger
picture) into some superposition of basis states:
1(t) =
X
if
i hij jfi  hf j eiHt=he−iHt=h jii
=
X
if
X
jk
i hij jfi  hf j eiHt=h jji hjj jki hkj e−iHt=h jii
=
X
if
X
jk
cj(t)ck(t)i hij jfi  hjj jki : (2.29)
Each of the sums may be considered to be over the set of \lines," pairs of states, (i; f ) and (j; k),
which are connected by the dipole operator.
2.4.4 Liouville Formalism
The Liouville formalism, as developed by Baranger and Fano, provides a natural way of formulat-
ing the time evolution of operators such as (t) in \line space." The time evolution (Heisenberg
45
picture) of an operator such as  is given by
−id=dt = h−1[H;]  L; (2.30)
where H is the Hamiltonian of the entire system under study, and L is the Liouvillean. L acts
upon an operator to produce another operator, and is, thus, a fourth-rank tensor (dyadic). Two
indices are summed over in the linear operation on the matrix  and two remain as the indices
of the matrix L. In the space of eigenvectors of H0,
H0 jbi = Eb jbi ; (2.31)
haj H0 = Ea haj ;
eigenstates of L0 are pairs of states, and the eigenvectors are the angular frequencies (energy dierences/h)
of transitions between theses states.
ha jL0j bi = h−1 ha jH0− H0j bi = !ab ha jj bi : (2.32)
It is convenient to consider pairs of states with nonzero matrix elements of  to be vectors
in line space, a direct product of two ordinary Hilbert spaces [40]. Vectors in this space are
labeled with a single index, k, for each pair of states in normal Hilbert space, (a; b), so that
!k  (Ea − Eb)=h. Line space vectors are written as follows:
jkii  jai jbiy
hhkj  haj hbjy ; (2.33)
and eigen equations are
L0 jkii = !k jkii
hhkj L0 = !k hhkj : (2.34)
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In this formalism, time evolution of operators is analogous to time evolution of states in the
Schroedinger picture.
−id=dt = L −! (t) = e−iLt(0): (2.35)
(t) =
X
if
i hi jj fi  hf j e−iLt jii (2.36)
In a matrix formulation, either in normal Hilbert space or in line space, the expression for
(t) is a trace of a product of matrices:
(t) = Tr[e−iLt] (2.37)
When perturbation terms are included in the Hamiltonian, H = H0 +H1; L = L0 + L1; this
formalism provides a powerful, compact notation (e−iLt) which represents the power series of
commutators required to group the eects of perturbers into a single operator.
2.4.5 The Impact Approximation and Factorization of the Density Matrix
The trace in Equation 2.37 is over the degrees of freedom (eigenstates) of the entire gas. The total
density matrix  is presumed to be canonical, describing a Boltzmann distributed, stationary
thermal system. Within the general framework of the impact approximation, this expression
may be projected into the subspace of the degrees of freedom of a single absorber molecule,
the \system of interest," with the gas treated as a \thermal bath," and the averaged eects of
collisions contained in a relaxation matrix.
The rst approximation to be made is that correlations between system and bath variables
are negligible, allowing the density matrix to be factored:  = s(0)b(0); where, s(0) is the
time-independent density of states of absorbing \systems" and b(0) is that of the bath. This
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approximation is discussed extensively in the literature [10, 51] and shown to violate the principle
of detailed balance, however Ben-Reuven [10] argues that the eects of statistical correlations
in the bath may be safely neglected around line centers when the relaxation time t is large
compared to the collision duration c (the impact approximation) and when t is also large
compared to the inverse mean kinetic energy   h=kT . For atmospheric oxygen lines under
atmospheric conditions, line half-widths  are typically less than 2 GHz, so the relaxation time
(t  (2 )−1) > 110−10 s. The duration of collision c  510−13 s, [70] and at 200 K, the
inverse mean kinetic energy  < 410−14 s, so we are safely in this regime.
The degrees of freedom of the bath may be summed out of the trace, remaining only in
the time evolution of (t): Given the additional assumption of binary collisions, the total dipole
correlation of the volume, , may be written in terms of the correlation of an individual absorber
molecule, 1, and the number density of the absorbers, n.
(t) = nV 1(t) (2.38)
() =
832n
3ckBT
Z 1
−1
dt ei2t1(t) (2.39)
where
1(t) =
X
k
k hkj(0)  (t) jki ; (2.40)
and the states, hkj, are the energy eigenstates of the isolated molecule’s Hamiltonian, H0. In
matrix terminology, 1(t) is a trace of the dipole correlation matrix over all degrees of freedom of
the individual absorber atom, weighted by the states’ densities, k. The eects of perturbations
by the bath are included in the Hamiltonian that governs the time evolution of 1(t):
The neglect, in the impact approximation, of the nite duration of collisions c results in a
low-frequency limit of the description of collisions, where the interaction matrix governing line
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widths, shifts and interference is frequency independent. The validity of this approximation is
limited to departures from the line centers of less than (2c)−1  300 GHz.
2.4.6 Evaluation of the Fourier Transform
The Fourier transform may be formally evaluated by the method of the resolvent operator, as
done by Fano [20, 42]:
G(!) = − 1

Im Tr

(!I− L)−1 : (2.41)
This expression is concise, but still involves a trace over the states of the gas as a whole,
with the degrees of freedom of the bath explicitly included in L = L0 + L1 and in : Formal
treatment initiated by Fano [20] \disentangles" the eects of collisions from the rest of the
resolvent operator:
1
! − L0 − L1 =
1
! − L0

1 + M(!)
1
! − L0

(2.42)
where
M(!) = L1
1X
n=0

1
! − L0 L1
n
: (2.43)
The trace operation over bath variables bears only on the product of M(!) and b; so expressions
involving the bath variables can be conned to a single object,
hM(!)ib = Trb[M(!)b]: (2.44)
Fano then re-entangles the bath eects to give a \connected" M;
hMc(!)ib = 11 + hM(!)ib(! − L0)−1 hM(!)ib: (2.45)
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G(!) can be recast in terms of a trace only over system variables, with hMc(!)ib containing a
trace over the degrees of freedom of the bath variables.
G(!) = − 1

Im Trs

(!I− L0 − hMc(!)ib)−1s

: (2.46)
This expression appears to be of the same form as Equation 2.41 with L replaced by L0 + hMc(!)i;
however the operators of Equation 2.46 are in the projected space while those of Equation 2.41
are in a space containing the degrees of freedom of the bath. While L1 in Equation 2.41 is
Hermitian, hMc(!)ib is generally not.
The connected operator Mc may be written
Mc(!) = L1
1X
n=0

(1 − P ) 1
! − L0 L1
n
; (2.47)
which diers from Equation 2.42 only by the presence of the projection operator, P; which
projects onto a space which contains the dipole moments. This projection operation is discussed
in detail by Fano [20], Ben-Reuven [10], Ma and Tipping [51].
In semi-classical treatments such as those of Gordon [27] and Lam [40], where classical-
path collision integrals are explicitly evaluated, the transformation from the time domain to the
frequency domain is delayed until an approximate expression for the matrix elements of L has
been derived in terms of the scattering matrix S:
The disentanglement of the bath variables is achieved in a line-space interaction picture, in
which the baseline time-evolution governed by L0 is built into the basis vectors. The Liouville
time evolution operator, T (t) = e−iLt may be factored,
T (t) = e−iL0tU(t); (2.48)
50
where U(t), contains all of the dependence on L1. U(t) may be solved for iteratively [39]:
U(t) = Dfexp[−i
Z t
0
dt0 L1(t0)]g (2.49)
where
L1(t) = eiL0tL1e−iL0t (2.50)
and
L1(t) = L(1)1 (t) + : : : + L(N)1 (t): (2.51)
L1(t) contains the combined eects of N perturbers on a single absorber molecule, and D is
the Dyson chronological operator which requires commutations within the terms in the power
series represented by the exponential, entangling the eects of the dierent perturbers and of
individual perturbers at dierent times.
The impact approximation decouples the eects of individual perturbers from one another,
and permits the interaction to be expressed in terms of a scattering operator S; which represents
the eects of a single completed collision. In Lam’s notation [40],
S = D exp

−i
Z 1
−1
dt L^1(t)

(2.52)
= exp

−i
Z 1
−1
dt L^1

: (2.53)
In this expression, L^1(t) represents the action of a single perturber. In the impact ap-
proximation the entanglement represented by D is neglected, and in the innite order sudden
approximation the time-dependent exponential phases are assumed to be unity. Within the im-
pact approximation, we assume the extreme low-frequency limit where the frequency dependence
of interaction matrix may be neglected,
hMc(!)ib ! hMc(0)ib ! hMcib:
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In this limit, the interaction matrix hMc(0)ib may be written in terms of the Liouville-space
S-matrix which represent completed collisions:
hMc(0)ib 
X
i
−2ni
Z 1
0
db b
Z 1
0
dv0 v0Bi(v0)(1− Si); (2.54)
where ni is the density of the ith type of perturber, b is the impact parameter, v0 is initial
perturber relative velocity, and Bi(v0) is the Boltzmann velocity distribution for the ith type of
perturber. Within this scattering-theory framework, the eects of collisions on absorption spec-
tra may be evaluated based upon explicit expressions for the inter-molecular potential surfaces,
subject to the accuracy to which these surfaces are known and to the computational burden of
the calculations.
2.4.7 Reduced Line-Space
Further reduction of the number of degrees of freedom in the trace can be achieved by taking
advantage of the rotational symmetry of the Hamiltonian.
jkii = jNJMi N 0J 0M 0y : (2.55)
The magnitude of electronic spin, s, is always 1, and has been dropped from the notation. In
the absence of signicant Zeeman splitting, these spin-rotational eigenstates are degenerate in
the magnetic quantum number, m, and the trace within each of these degenerate subspaces may
be summed using the Wigner-Eckhart theorem:
〈
NJM jmjN 0J 0M 0

= (−1)J−M
0
B@ J 1 J 0
−M m M 0
1
CA〈NJ jjjjN 0J 0 : (2.56)
In analogy to Equation 2.33, reduced line-space states may be dened:
jjkii = jjNJi N 0J 0 y : (2.57)
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Lam shows that the spectral density may be written in reduced line-space in the form of Equa-
tion 2.46
G(!) = − 1

Im Trs

(!I− L0 − hMc(!)ib)−1s

;
in terms of reduced dipole matrix elements  = hjf jjjj jii, a diagonal matrix of initial-state
densities hhj jjsjj kii = jk hji jjjj jii, ! hhj jjjkjj kii is the (angular) frequency of interest,
hhj jjL0jj kii is the diagonal matrix of line frequencies and
hhJbJ jjhMcibjj JaJii 
X
mammbmm
(−1)Ja+Jb−ma−mb
0
B@ Ja 1 J
−Ma m M
1
CA
0
B@ Jb 1 J
−Mb m M
1
CA hhJbMbJM jhMcibj JaMaJMii :
(2.58)
2.5 The Relaxation Matrix
For atmospheric microwave line broadening, the imaginary part of hMcib is usually much larger
than the real part [62, 39]. Rosenkranz denes a relaxation matrix R  12ihMcib as the imag-
inary part of hMcib: The factor of 2 converts units of angular frequency ! to frequency : R
is a matrix in reduced line space and contains all of the eects of interactions of perturber with
the absorber molecule. At moderate densities, this matrix is expected to be proportional to gas
density (pressure.)
The real part of the diagonal elements of the relaxation matrix Rii are line widths (HWHM
for isolated lines). In the impact approximation, collisions are Markov random processes with
constant rates and these elements are the rate at which collisions are destroying autocorrelation
in the dipole moment. The imaginary parts of the diagonal elements, which introduce pressure-
dependent shifts of line frequencies, are typically negligible for descriptions of microwave lines [40,
62, 42]. In the case of \strong" collisions which individually destroy correlation, Rii is the mean
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collision rate. O-diagonal elements Rij are minus the rate of transitions from j to i due to
inelastic collisions [29, 62].
The principle of detailed balance (microscopic reversibility) places a constraint on the o-
diagonal elements of the relaxation matrix:
Rij = Rji exp[(Ej −Ei)=kT ]; (2.59)
where Ei is the initial energy of line i [8].
Sum Rules which apply to rows or columns of Rji have been discussed by many authors [70,
60, 51]
2.6 First-Order Perturbative Inversion
Rosenkranz [59] introduced a perturbative approximate inversion of (I − L − iR)−1 which
provides a particularly useful functional form for semi-empirical, line-by-line absorption models.
In particular, the need to explicitly calculate and invert the relaxation matrix for each frequency,
temperature and pressure of interest is avoided.
Following Rosenkranz [62], microwave absorption may be expressed (in reduced line space) in
terms of a vector of reduced dipole moment elements , the diagonal matrix of line frequencies,
j, the diagonal matrix of occupation probabilities, pj  exp[−(Einit + Enal )=2kT ]=Q(T ) and
the relaxation matrix, R.
() =
822n
3ckT
Im

T (I− L − iR)−1p

: (2.60)
The matrix L + iR may be diagonalized, following Gordon [27], with a transformation of the
form
 = X−1(L + iR)X:
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This transformation results in an expression for the absorption coecient of the form
() =
822n
3ckT
X
j
ImjReGjj + ( − Rej)ImGjj
( −Rej)2 + (Imj)2 ; (2.61)
where
G = X 1pTX:
To rst order in pressure,
j = j + iRjj +    (2.62)
Gjj = 2jpj + i2jpj
X
j0 6=j
j0Rj0j
j − j0 +    (2.63)
The validity of this perturbative expansion requires that jRij=(i−j)j is small for all o-diagonal
elements (i 6= j): The rst-order line interference parameters,
Yj  ImGjjReGjj = 2
X
j0 6=j
j0
j
Rj0j
j − j0 ; (2.64)
must have absolute values smaller than unity for all j: The resulting model,
() =
n

X
j0
Sj(T )


j
2 "Rjj + ( − j)Yj
( − j)2 + R2jj
+
Rjj − ( + j)Yj
( + j)2 + R2jj
#
; (2.65)
where Sj(T ) is dened in Equation 2.16:
Sj(T ) =
832j pj
2
j
3ckT
This expression is written as a sum over non-negative j with positive and negative resonance
terms like those of the Van Vleck-Weisskopf lineshape, and the addition of rst-order line inter-
ference terms.
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The interference coecients associated with each line add antisymmetric terms to absorption
expressions near the line centers but tend to cancel in the far wings of the band. Interference
terms reflect the combined eects of all o-diagonal terms in the interaction matrix, tending
to redistribute absorption from the band wings to the band center. Independent adjustment of
individual parameters may result in nonsensical results, such as negative absorption coecients.
While line frequencies, widths and intensities are (primarily) related to diagonal terms in the
interaction matrix, the set of rst order interference terms reflects the band shape as a whole.
2.7 MPM 16O2 Model
The expression for atmospheric microwave and millimeter-wave absorption by oxygen in the 1992
Millimeter-wave Propagation Model of Liebe, Rosenkranz and Huord (MPM92) [50] uses the
rst-order form of Equation 2.65 and model parameters which were t to Liebe’s spectroscopic
measurements. Unless otherwise noted, the functional form of the model is accepted in this
work, and attention is focused upon the values of model parameters and their temperature
dependencies.
Slightly dierent line frequencies appearing in Rosenkranz’s published expressions [62] are
taken from the JPL line database [56]. Discrepancies are on the order of 10 kHz, comparable
to the stated precision of the measurements, and are completely insignicant in the modeling
to be undertaken in the current work. The Rosenkranz values have actually been used in the
simulations here, although the term \MPM92" is from Liebe, et al.. No distinction is made
between the two sets of line frequencies in this work. The model and parameters are given in
Appendix D. Absorption and zenith opacity to space due to the model in a Standard U.S. 1976
atmosphere are shown in Figure 2.7. Zenith opacity,
O(h)  1− exp(−
Z space
h
(h0) dh0);
is the attenuation of the atmosphere from height H to space, which is the fractional contribution
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Figure 2.7: Absorption coecient [Np/km] (upper plot) and zenith opacity to space O (lower
plot) due to the oxygen component of the MPM92 are shown for the Standard U.S. 1976 atmo-
sphere.
to observed zenith brightness temperatures of atmospheric thermal emission.
2.7.1 Model Parameters
Line Frequencies
The 16O2 line frequency values in the MPM model are from the JPL Submillimeter and Mi-
crowave Spectral Line Catalog [56] and have stated uncertainties ranging from 30 kHz for the
weakest line listed (51503.33890.0312 MHz) to 10 kHz or better for the strong lines in the
60-GHz band center and for the single line (1-) at 118.75034 GHz. The values in the current
JPL database dier from those in the MPM92 model by less than the uncertainties. The mea-
surements and calculational methods for the values for 16O2 in the catalog are from Amano
and Hirota [2]. While line interference can result in slight shifts of line-center frequencies for
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overlapping lines, such shifts are generally negligible for microwave collisional broadening [62].
The frequencies of the isolated lines are known to such high precision that, in the current work,
they are treated as error-free quantities.
Line Intensities
Line intensity parameters Sj(T ) are also from the JPL catalog [56], and the documentation
with the catalog states that worst-case errors in these values are generally at the 1-percent level
or better. Although the Van Vleck-Weisskopf and Rosenkranz line shapes are not integrable
(neither goes to zero at innite frequency,) in the limits of narrow lines (Rjj  j) and negligible
interference (Yj  1), these parameters are the integrated Lorentzian line intensities.
The intensities of the magnetic dipole transitions have been calculated using the g-values
obtained from magnetic resonance [13]. The temperature-dependent MPM line intensities are
determined by the reduced dipole moments, level degeneracies, and the assumption of thermal
equilibrium. Barring the discovery of new energy levels or egregious errors in the determination of
the dipole moments, large errors in the MPM intensity parameters are unlikely. The temperature
dependence of intensities follows directly from population statistics of the gas, which is presumed
to be in thermal equilibrium.
The functional form used for 16O2 line intensities includes a partition function Q(T ) which is
directly proportional to T . Since the partition function goes to unity at T = 0, this assumption
is certainly in error at extremely low temperatures (Q(0) = 1). However, tabulated values of
the partition function in the JPL database for temperatures greater than 200 K dier from
proportionality to Q(300 K) by less than 0.1 percent, so this approximation is not a signicant
source of error in the modeling of atmospheric transmittance.
Line Widths
While ab initio calculations of line widths based upon expressions for the collisional potential
surfaces have been attempted [40], the most successful models typically use empirical expressions,
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with power-law temperature dependences t to laboratory data. Rosenkranz [62] notes that
a power law of the form γj = wjP
(
300K
T
u
; where P is pressure and wj and u are constant
coecients, can be deduced in the case where the intermolecular collisional potential varies as
some negative power of distance, and when the temperature dependence of the distribution
of perturber states is ignored. Such a temperature dependence can be useful over a limited
temperature range even when these assumptions are violated.
The MPM expression for line half-widths has the form
γj = wj
 
Pdry

300K
T
0:8
+ 1:1PH2O

300K
T
!
: (2.66)
The eciency of water as a broadener is suciently dierent from that of N2 and O2 to warrant
a separate term in this expression.
The 300-K linewidth parameters in the MPM92 model are based upon the laboratory mea-
surements of Liebe for lines in the 60-GHz band [48, 44] and upon laboratory measurements
of Setzer and Pickett for the 118.75-GHz line [69]. Uncertainties in these values are often not
explicitly stated. Errors in 300-K width parameters for oxygen self-broadening in the 60-GHz
band are on the order of 1 percent for the strong lines and 2 percent for the weaker lines. Setzer
and Pickett’s measurements of foreign gas broadening coecients of the 118.75 GHz line at
298 K have uncertainties on the order of 1 percent for oxygen self-broadening, 5 percent for
broadening by N2, and 10 percent for broadening by H2O.
The value (-0.8) of the exponent in the temperature dependency for non-water broadening
at 118.75 GHz is an empirical t to spectroscopic data shown in Figure 2.8, but has some
theoretical basis. Nitrogen broadening is expected to have a temperature-dependency on the
order of T−0:70:2 on the basis of semiquantitative arguments [78], versus T−0:75 for a quadrupole-
quadrupole interaction potential and T−0:7 for a van der Waals interaction potential [55, 78].
Pickett, Cohen, and Brinza [55] state that the temperature dependence of O2 self-broadening
for the 118.75 GHz line is much stronger than that of broadening by N2. They suggest that this
steeper dependence may contain contributions both from inelastic processes and from resonant
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exchange processes. The temperature dependence of broadening by a resonant exchange spin-flip
process mediated by the magnetic dipole interaction is T−1 times the temperature dependent
probability that the perturbing molecule is in a state which can undergo transitions of nearly
the same frequency as the transition being perturbed. In the case of the 118-GHz line, which
is a transition between molecules in the rotational groundstate, this introduces another factor
of T−1 [55]. The uncertainty in the appropriate value of this exponent, and the complexity
of the theoretical explanations of collisional interactions makes this broadening temperature
exponent an attractive parameter for experimental adjustment. The value of -0.8 used in the
MPM model does not provide separate dependencies for broadening by O2 and N2. Uncertainty
in this exponent may be inferred from the data of Figure 2.8 to be on the order of 10 percent.
The linewidth parameter for the 118-GHz (1-) line in the MPM92 model is a t to data of
Pickett, Cohen and Brinza [55]. Changing the dry-air line width temperature exponent from
the MPM value of -0.8 to -1.0, shown as the dash-dot line of Figure 2.8, increases modeled
absorption at 207 K by 7.7 percent, which is more than a factor of three larger than the stated
2 percent uncertainty in Pickett’s measured value.
Line Interference Parameters
First-order line interference tends to redistribute intensity from the wings of bands into the
band center [62]. The interference term associated with an individual line is antisymmetric
about the line’s center frequency, and lines in the lower half of the 60-GHz band typically have
positive interference coecients Yj , while those in the upper half of the band tend to have
negative coecients. The MPM model’s line interference parameters were t by Rosenkranz to
the dierence between observed absorption in Liebe’s spectrometer measurements at 70.1 kPa
pressure and the predictions of a van Vleck-Weisskopf model [61].
In the impact approximation, o-diagonal elements in the relaxation matrix are presumed
to be related to rates at which collisions couple radiating states. In the case of oxygen, the elec-
tronic spin tends to be only weakly coupled to the collisions, providing a number of simplifying
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Figure 2.8: The solid line is the temperature dependence of the 118.75-GHz (1-) linewidth
parameter from the MPM92 model. Its temperature dependence of T−0:8, which is a t to
the data of Pickett, Cohen, and Brinza [55], shown with 1- error bars, is compared to the
adjustments shown in Figures A.4 and A.7. Curves for line width and line width exponent
adjustments which are t to MTS data, as discussed in Chapter 5, are also shown.
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assumptions in the tting of interference parameters.
A global t of all of the parameters to the band-shape is accomplished subject to several
constraints:
 the two intra-branch submatrices are assumed to be identical
 coupling between + and - branches is ignored
 coupling between positive-frequency resonances and the nonresonant and negative-frequency
resonances is represented by a small bias term.
In MPM92 [50] two stages of tting were done. The rst stage consisted of separate con-
strained ts at each of three temperatures using the three approximations noted as well as
detailed balance. The second stage was an ordinary linear regression tting the functional form
Yj = P0:8 (yj + ( − 1)vj) : (2.67)
to the results of the rst stage. This second stage of tting does not necessarily preserve
exact detailed balance, however it’s two powers of   (300 K)=T permit the tting process
to approximate this constraint. The near-diagonal terms of R tend to dominate [40], so most
important initial energy levels in Equation 2.59 are close to one another relative to kT; and the
exponential may be approximated as
exp[(Ej − Ei)=kT  1 + (Ej − Ei)=kT:
If Rij contributes signicantly to line interference Yj in Equation 2.64, Rji will contribute sig-
nicantly to Yi, and it is not possible that both Yj and Yi are single powers of T: While this
expression does not guarantee enough degrees of freedom to allow detailed balance between all
levels, parameters t to this model from Liebe’s 70.1 kPa measurements at 279 K, 303 K, and
327 K show generally good agreement over his entire dataset [50].
The impact of line interference in the MPM92 is shown in Figure 2.9. In general, line
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Figure 2.9: The impact of line interference on absorption () and opacity to space (O) is shown
for the surface, 10 km and 20 km in a dry, standard US 1976 atmosphere. The upper gure
shows how interference moves absorption from the 60-GHz band wings into the band center.
The lower gure shows that the impact of the additional absorption on atmospheric opacity is
small in the already opaque band center.
interference decreases absorption in the band wings and increases it in the band centers. As
expected from Equation 2.64, line interference terms are much less signicant for the 118.75-GHz
line than they are in the 60-GHz band, where pairs of lines that are close to one another may
contribute strongly to absorption.
The line interference parameters were t by Rosenkranz to the residual in 70.1 kPa labora-
tory absorption measurements after subtraction of a Van Vleck-Weisskopf model, itself based
upon low-pressure measurements. While there is a parameter associated with each line, which
contributes an asymmetric term to absorption about that line, the parameter values are not
independent of one another. In Rosenkranz’s tting of the interference parameters, the cost of
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reducing residuals was traded against a cost for imposed structure in the relaxation matrix, and
cut o when a noise floor was reached. Only 4 degrees of freedom were retained in the tting of
the 40 MPM line interference parameters [50].
2.7.2 Model Perturbation
In Chapters 5 and 6, the adequacy of the MPM92 oxygen absorption expression is examined
through the comparison of radiometric observations of the atmosphere near 54 GHz and 119 GHz
with radiosonde-based simulations. These observations cannot support the reevaluation of each
of the more than 140 parameters listed in Appendix D. A reasonable goal is rather to start from
the current model, and identify a small number of parameters which can be used to t the model
to observations in a physically reasonable way. In the vicinity of the isolated 118.75 GHz (1-),
this line’s width, intensity and width temperature dependence exponent provide a reasonable
set of parameters, however the complex interaction of MPM model parameters in the case of
the 60-GHz band is more problematic.
Signicant overlapping of lines in the 60-GHz band at high pressures results in expressions
for absorption relevant for modeling observations near 54 GHz that depend upon the parameters
of numerous lines, even when line interference is neglected. Both local lines and the strong lines
of the 60-GHz band center contribute signicantly in the modeling discussed in Chapter 6 of
observations near 54-GHz. Figure 2.10 shows the contribution to absorption at 54 GHz for
the surface of the 1976 U.S. Standard atmosphere of the Van Vleck-Weisskopf (VVW) terms
(those proportional to Rjj in the numerator of Equation 2.65) and of the interference terms
(those proportional to Yj in the numerator of Equation 2.65) for each line in the MPM92
model. The sum of all of the numbers shown is the total resonant line contribution at 54 GHz,
( =0.502 Np/km) and the total interference contribution is -0.111 Np/km.
Farther into the wing of the band (52 GHz) the spread of lines having large fractional contri-
butions becomes even larger. The lower plot shows that positive and negative line interference
terms have magnitudes as large as those of the most strongly contributing VVW terms.
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Figure 2.10: The MPM92 contributions to absorption at 54 GHz for the surface of the
1976 U.S. Standard atmosphere of the Van Vleck-Weisskopf terms (those proportional to Rjj in
the numerator of Equation 2.65) are shown in the upper plot. The interference terms associated
with each line (those proportional to Yj in the numerator of Equation 2.65) are shown in the
lower plot.
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Line interference terms in the model complicate the interaction of parameters. Interference
parameters are not independent of one another, but were t to the dierence at 701 mb between
Liebe’s laboratory measurements and the predictions of an extrapolated, low-pressure, non-
interfering model in a process that used only 4 degrees of freedom [50]. The positive and
negative contributions of individual interference terms at given frequencies, temperatures and
pressures are delicately balanced with one another, so that careless changes in values can lead
to non-physical results. Since line intensities in Equation 2.65 multiply both the interference
terms and the Van Vleck-Weisskopf terms, adjustment of individual intensities requires retting
of the interference parameters. In general, line interference shifts intensity from the band wings
into the band center, so increases in interference narrow the band and, in the tting process,
line interference terms are anti-correlated with line widths, as is discussed in Section 6.7.2.
Prior estimates of the uncertainties in model parameters serve as guides in model adjust-
ment. In particular, line frequencies are treated as known quantities based upon their negligible
cataloged uncertainties, and are not subject to adjustment. Line intensities are also expected
to have small uncertainties, as noted in Section 2.7, however global intensity adjustment factors
of the forms suggested by Fleming et al. [21] and Gasiewski [23] are examined to directly test
their proposed model adjustments.
In Chapter 6, the primary goal is to examine the dierence between MPM92-based simula-
tions of observations and calibrated antenna temperatures. Globally correlated perturbations
of all line intensities, widths or temperature exponents gives a sense of the sensitivity of the
observations to these values, but any indicated model adjustment must be viewed with caution.
If simulations are found to be consistent with observations, it is reasonable to assume that some-
thing is right with the model, however if there is disagreement, the model adjustments should
be considered to be no more than indications of the type and the scale of model corrections that
are required.
In Chapter 5, adjustments of the 118.75-GHz line width and its temperature dependence
is examined to better t MTS observations within 2 GHz of this resonance. The 118.75-GHz
66
line is isolated and only weakly interacting with the lines of the 60-GHz band. The interference
parameters for this line in the MPM92 model are approximately 5 percent of values typical
for lines in the 60-GHz band. Physically signicant model changes in the 4-GHz band around
this line due to errors in interference parameters are not considered to be likely. Perturbation
of interference eects for this line are not be examined, and the line’s width and intensity
parameters are considered to be independent parameters.
Based upon observations of upwelling radiances with the MTS 118-GHz radiometer, Gasiewski [23]
believed that the MPM intensity for this line is on the order of 15 percent decient in the vicinity
of the tropopause. He suggested ad hoc power-law intensity correction factors of temperature
and pressure, both of which are unity at typical surface conditions and increase to 1.15 at 13 km
altitude.
The model adjustments examined are
 uniform line intensity adjustment
 pressure-dependent power-law adjustment of intensity, (P=P0)x
 temperature-dependent power-law adjustment of intensity, (T0=T )x
 uniform line width adjustment
 line width temperature-dependence exponent adjustment.
The line intensity scalings provide a general sense of whether the model is generally too strong
or weak, and provides a means of directly comparing observations with predictions based upon
the model correction suggestions of Fleming, et al. [21] and Gasiewski [23]. The corrections of
Fleming, et al. were increases of oxygen absorption by factors listed in Table 2.3. Gasiewski
suggested temperature and pressure-dependent poser-law correction factors giving on the order
of 15 percent more absorption at the tropopause (approximately 13-km altitude). Conrmation
of such predictions is a central goal of this work.
The line width corrections provide a means of probing the general space of model pertur-
bations which distinguish between line centers and the \valleys" between lines. Signicant
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SSM/T Frequency MPM77[48] MPM92
Channel GHz Factor Factor
2 53.20 1.15 1.19
3 54.35 1.12 1.13
4 54.90 1.11 1.12
6 58.825 1.06 1.06
7 59.40 1.09 1.09
Table 2.3: MPM oxygen model absorption scaling factors inferred from SSM/T satellite data
by Fleming et al. [21]. Updating the reference model to MPM92 increases the magnitudes of
corrections for the lower-frequency channels.
departures in line width ts from the MPM92 values call into question the line interference
parameters as well as the line width parameters, since the two are anti-correlated.
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Chapter 3
Radiative Transfer
3.1 Theory
3.1.1 Fundamentals
Radiative transfer theory is a formalism for modeling the propagation of electromagnetic radi-
ation through a medium[15, 65]. It is a macroscopic theory, involving bulk properties of the
medium, and its fundamental variable is specic intensity I , which is the power P propagat-
ing through the medium in an innitesimal frequency band d within solid angle dΩ through
cross-sectional area dA:
I =
P
dAdΩ d
(3.1)
Specic intensity is well dened only in the geometrical optics limit, in which radiation may
be considered to propagate along well-dened rays. In general, the scale of the system through
which radiation is propagating must be large compared to the wavelength of the radiation.
Classically, the requirement may be cast in terms of propagation of plane-waves. Equivalently, a
quantum mechanical view of the photon eld considers the limits placed upon the innitesimals
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in the denition of specic intensity by the uncertainty principle.
dE dt > h =) d dt > 1; (3.2)
dx dpx dy dpy > h
2 =) dAdΩ > 2: (3.3)
The direction of propagation is only well dened when the cross-sectional areas dA through
which radiation is propagating are large compared to the 2 and precise resolution of frequencies
requires observations of correspondingly long duration. Interactions of millimeter-wavelength ra-
diation with systems at atomic scales must be individually weak perturbations if their combined
eect is to be t into this macroscopic theory.
Radiative transfer theory treats absorption, emission and scattering by the medium. Through-
out this discussion, the term absorption is used to refer to the combined eects of absorption
and stimulated emission, both of which are proportional to incident intensity. The term \emis-
sion" is used here to refer only to spontaneous emission. Phenomenological transfer equations
for these processes relate intensity I to distance along a ray, s; in the processes of emission,
absorption and scattering:
Spontaneous emission governed by an emission coecient j [intensity  length−1]
dI = jds (3.4)
Absorption governed by an absorption coecient  [length−1]
dI = −Ids (3.5)
Scattering (in the relatively simple coherent, isotropic case) governed by a scattering coe-
cient  [length−1]
dI = −(I − J)ds (3.6)
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where
J  14
Z
I(Ω)dΩ:
The modeling of the present work is greatly simplied by the assumptions that scattering is
negligible, that the atmosphere is planarly stratied, and that it is isotropic, so that polarizations
may be ignored. A simple, one dimensional transfer function,
I
d
= −I + S
may then be written in terms of optical depth,  , and the source function, S:
(s) 
Z s
0
ds (3.7)
S  j

: (3.8)
This expression has the formal solution (dropping the subscript, )
I() = I(0)e− +
Z 
0
e−(−
0)S( 0)d 0: (3.9)
Intensity at optical depth,  , in a medium is given as the sum of the intensity incident upon the
medium, I(0), attenuated by all intervening absorption plus the sum of emission contributions
from each point along the path attenuated by the remaining absorption. Cast in terms of
distance, s, along a ray through the medium this expression has the form
I(s) = I(0)e−
R s
0 (s
0)ds0 +
Z s
0
(s0)S(s0)e−
R s
s0 (s
00)ds00ds0: (3.10)
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3.1.2 Thermal Radiation
For thermal radiation, which is radiation emitted by matter in thermal equilibrium, emission
and absorption are related by Kirchho’s law,
j = B(Tmatter ); (3.11)
S(Tmatter ) = B(Tmatter ); (3.12)
where B is the Planck function.
B(T ) =
2h3=c2
exp(h=kT )− 1 : (3.13)
The Planck function is a monotonic, one-to-one relation between temperature and radiation
intensity at a particular frequency, and in discussions of thermal radiation, \brightness tem-
perature" is often used as a label of intensity at a particular frequency. This use of units of
temperature, TB, for radiation intensity is particularly useful in the high temperature, \Rayleigh-
Jeans" limit, kT  h; where intensity is linear in brightness temperature:
B(T ) =
2h3=c2
1 + hkT +
1
2 (
h
kT )
2 + : : : − 1
=
2h3
c2
kT
h
 
1
1 + hv2kT + : : :
!
 2
2k
c2

T − h
2k

: (3.14)
The ratio of Boltzman’s constant to Planck’s constant, k=h = 20:8GHz=K; provides a useful
rule of thumb for determining whether one is in this linear limit. At the frequencies under
consideration in the present work, which are on the order of 120 GHz or less, and at the physical
temperatures found in the troposphere and stratosphere, which are on the order of 200 K or
higher, kT=h  35: The linearity of the source function in T allows the entire formalism
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Figure 3.1: At 118 GHz, the Planck function (solid line of upper gure) departs from its high-
temperature linear relationship with T (dashed line) at temperatures below  6K: The eective
brightness temperature of the 2.7 K microwave background at 119 GHz, in units of the high-
temperature, linear scale is TB = 3:6K:
of radiative transfer to be recast in units of brightness temperature, with the source function
equaling the physical temperature. Brightness temperature is dened in terms of Equation 3.14,
TB  B(T ) c
2
22k
+
h
2k
: (3.15)
The constant (in temperature) term in Equation 3.14 is often neglected, leading to confusion
in the low temperature limit. As T ! 0; the Planck function B ! 0; while the extrapolation of
the high-temperature, linear relationship between intensity and temperature becomes negative.
For radiation from extremely cold blackbody sources, such as the 2.7 K cosmic microwave
background, TB of Equation 3.15 will be higher than the physical temperature. This can be seen
in Figure 3.1, for the case of radiation at 118.75 GHz. The eective brightness temperature of
the cosmic background is 3.6 K at 118 GHz and 2.9 K at 54 GHz.
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3.2 Radiative Transfer Calculations
Calculations have been carried out to model radiation intensities through the atmosphere near
54 GHz and 119 GHz in order to simulate observation with the MTS instrument described in
Chapter 4. These calculations are based upon a particularly simple form of the equation of
radiative transfer used for modeling thermal emission from a planarly stratied, nonscattering
atmosphere with negligible real index of refraction. Zeeman splitting of spectral lines is ignored,
so downwelling radiances are assumed to be unpolarized. Under these conditions, downwelling
brightness temperature at a given frequency as a function of pressure level and viewing angle
from zenith, TB(;P; zen), may be calculated given an atmospheric absorption model and an
atmospheric temperature prole, water vapor density, and altitude as functions of pressure.
The expression for downwelling radiance at height h along a ray at angle zen from zenith at
frequency  is
TBdown(; zen ;h) = Tcosmic()e−(h) sec(zen ) +
Z hmax
h
T (h0)(h0)e−((h)−(h
0)) sec(zen )dh0
(3.16)
where
h is height,
(h) is clear-air absorption coecient at height h;
(h) =
Z hmax
h
(h0)dh0
is optical depth from the top of the atmosphere (hmax);
T (h) is the physical temperature prole of the atmosphere,
Tcosmic is the eective brightness temperature of the cosmic background.
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For upwelling radiances, with a surface temperature, Tsurf and emissivity, ;
TBup(; zen ;h) = TBsurf (; zen)e−((0)−(h)) sec(zen ) +
Z h
0
T (h0)(h0)e−((h
0)−(h)) sec(zen )dh0:
(3.17)
The simple model used for upwelling radiation from a horizontal, specular surface of emissivity,
 is
TBsurf (; zen) = Tsurf + (1− )TBdown (; zen ; 0): (3.18)
In general, the surface emissivity may be angle and polarization dependent and the second term
on the right-hand side of 3.18, which gives the contribution of scattered downwelling radiation,
may be a weighted integral over the sky.
3.2.1 The MPMyAbsorption Model
A baseline absorption model, referred to as MPMy, has been adopted for use in radiative transfer
calculations at frequencies near 54 GHz and 118 GHz. This model includes expressions for
absorption by 16O2, H2O, N2, and 16O18O, and its functional forms and parameters are given
in Appendix D. Slight dierences between listed expressions and corresponding terms in the
Millimeter-wave Propagation Model (MPM92) of Liebe et al.are not suggested as improvements,
but were rather adopted out of convenience and are not deemed signicant in the current work.
The 16O2 and H2O contributions, which dominate the expressions in the bands of interest,
are from Rosenkranz [62]. Line frequencies in Rosenkranz’s expressions are from the JPL line
database [56] and dier from those in MPM92 16O2 only on the order of 10 kHz, which is
consistent with measurement uncertainty. The MPM92 H2O expression includes small terms to
model collision-induced-dipole absorption by N2 and absorption by 16O18O:
The 16O18O model uses the Van Vleck-Weisskopf lineshape and line strength and width pa-
rameters from Rosenkranz. Since 16O18O comprises less than half of a percent of total diatomic
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oxygen, its contribution to absorption is small, but its inclusion was not computationally bur-
densome. This model serves both as a rst-order correction for absorption by 16O18O and as an
estimate of the magnitude of its own error. The 300-K line widths parameters in this model are
uniformly set to, (w=1.2 GHz/bar), which is within 0.3 GHz/bar of most of the MPM param-
eters for 16O2: No attempt is made to model 16O18O line interference, although this molecule
has twice as many lines as 16O2 in the 60-GHz band, and line overlap and interference eects
are expected to be correspondingly larger. In simulations of the MTS instrument, absorption
by 16O18O added less than 0.2 K to antenna temperatures of the channels near 118 GHZ, and
less than 0.5 K to the channels near 54 GHz. This term is included in the MPMy both as a
rst-order correction for 16O18O and as conrmation that errors in the expression are likely to
be of small consequence.
3.2.2 Calculational Details
Radiosonde proles of temperature T (P ) and water vapor density dH2O(P ) are interpolated to
a set of standard pressure levels, Pi, and extended to 90 km using a standard atmosphere.
Simulations of MTS data used 265 standard levels: 5-mbar steps in pressure from 1020 mbar to
30 mbar, and integer kilometers of pressure altitude in the US Standard 1976 atmosphere from
25 km to 90 km. The particular proles used in this analysis are given in Appendix C.
The integral of Equation 3.16 is approximated by modeling propagation through successive
uniform slabs between the standard pressure levels. Labeling the atmospheric levels from the
bottom of the atmosphere, downwelling brightness at the ith level is written in terms of that at
the i+1th level:
TBi = TBi+1e−slab sec(zen ) + Tslab

1− e−slab sec(zen )

: (3.19)
In these calculations, Tslab = (Ti + Ti+1)=2; is used as the slab physical temperature. Two
methods of calculating the slab’s optical thickness,  = H  slab, were investigated. The
absorption-of-average method (A) calculates slab using the arithmetic means of T and dH2O at
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the slab boundaries and the geometric mean of P at the boundaries. Use of the geometric mean
of P was found to more rapidly approach the innitesimal-slab asymptotic limit with decreased
slab thickness than does use of the arithmetic mean. The average-of-absorption method (B) uses
the mean of the absorption at the slab boundaries. Examples of convergence as slab thicknesses
are decreased are shown in Figures 3.2 and 3.3. Brightness temperatures determined using
method (A) converge from below and those determined from method (B) from above as slab
thicknesses are reduced from 10 mbar to 1 mbar.
Radiative transfer codes used to simulate the MTS observations in Chapters 5 and 6 use
method (A) with a step size of 5 mbar. All atmospheric proles are interpolated to 265 standard
pressure levels which are 5 mbar steps from 1020 mbar to 30 mbar, above which are integer steps
in pressure-altitude in the STD76 atmosphere from 25 km to 90 km, as described in Appendix C.
This choice results in tractable code with uniform, easily interpolated grids of pressure levels
over the range of pressures accessible to the ER-2 aircraft. Errors in simulated, zenith-viewed
MTS 118-GHz brightness temperatures near 118-GHz resulting from this choice of pressure
levels are less than 0.1 K. At viewing angles away from zenith, errors are somewhat larger,
since increasing path lengths though slabs by a factor sec(zen) is equivalent to increasing the
absorption coecient by that factor and leaving everything else unchanged.
3.3 Sources of Error in Radiative Transfer Calculations
3.3.1 Pathlength Errors
We are assuming that the earth’s atmosphere is stratied with pressure and that radiative
transfer may be calculated along rays which are at xed angles to the parallel planes of the earth’s
atmosphere. Under these assumptions, the path through an atmospheric layer of thickness dH
is ds = dH sec(zen); with zenmeasured at the observation point.
Earth Curvature
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Figure 3.2: The upper graph shows the largest errors produced in radiative transfer simulations
of downwelling radiance for the eight MTS 118-GHz channels with two dierent methods of
choosing a slab-averaged absorption coecient. Error due to the choice of a single absorption
coecient and temperature within a slabs of atmosphere decreases monotonically as the size
of pressure steps decreases. \Truth" is taken to be the mean of the two 1-mbar calculations.
The lower graph shows the results for MTS channel 8. All simulations are based upon the U.S.
Standard 1976 atmosphere and MPM92 absorption due to oxygen and water vapor.
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Figure 3.3: Convergence of radiative transfer results as slab thickness is decreased is shown using
both the average-of-absorption (A) and the absorption-of-average (B) forms of slab-averaged
absorption. Method (A) results in the positive errors, and method (B) results in the negative
errors. Dashed lines use 168 levels, solid lines use 265 levels, and dotted lines 1071 levels.
The methods generally converge from opposite sides, and so may be expected to bracket the
innitesimal-slab limit. Here, \truth," is estimated as the mean of the two 1071-level results,
and is subtracted from all displayed values. The method typically employed in simulations in
this work is method (B) with 265 levels, corresponding to the lower solid line.
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Atmospheric isobaric surfaces curve due to the curvature of the earth. For an atmosphere of
total thickness H0, and earth radius, R, actual pathlength L is less than H0 sec(zen) by a factor
L
H0 sec(zen)
=

cos2(zen ) + 2
R
H
cos2(zen) +
R2
H2
cos4(zen)
 1
2
− R
H
cos2(zen)
 1− H
2R
tan2(zen): (3.20)
The mean earth radius is R = 6378 km, so the flat-earth approximation L = H sec(zen) is good
to better than 0.1 percent for altitudes up to 30 km and viewing angle out to 70: The pathlength
through an innitesimal slab of pressure at altitude H above the observer, viewed at zen from
the observer’s zenith, is decreased by earth curvature by a factor of 1 − HR tan2(zen). At a
viewing angle of zen = 50; pathlength errors don’t reach 1 percent until a height of 45 km
above the observer, as shown in Figure 3.4.
Atmospheric Refractivity
Paths through the planes curve due to refraction by the atmosphere. Liebe [50] gives the real,
non-dispersive refractivity due to oxygen as N(0) = 8:62710−4P [mbar]=T [K]: At the surface
of the earth this gives an index of refraction on the order of 1.00026, to which water vapor may
add on the order of 310−5. From Snell’s law, the pathlength through a slab, sec(zen)dH, will
be increased by a factor of

1−sin2(zen )
1−n2 sin2(zen )
 1
2 which is less than 1.001 at zen = 60. Refractivity
reduces the eect of earth curvature.
Curvature of Geopotential Gradients
Geopotential gradient lines are in the direction of local \eective" gravity, which is the sum of
gravity and centrifugal acceleration in the earth’s rotating frame of reference. The components
of eective gravity are shown in Figure C.3. The centrifugal term, jAj = Ω2R sin(), where Ω
is the rotational angular velocity of the earth, R is the distance from the center of the earth
(spherical earth approximation,) and  is latitude, is radial in a plane perpendicular to the
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Figure 3.4: The length along a straight ray through a spherical shell of atmosphere is shorter
than that through a slab of the same thickness in a flat-earth atmosphere. The fractional
dierence is a function of the viewing angle from zenith and of the layer height.
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earth’s rotational axis Ω^ and increases linearly with altitude. Gravity is in the R^ direction and
falls o as R2; so the direction of eective gravity rotates slightly with altitude. The magnitude
of this rotation near the earth’s surface is only 8:010−7sin(2) radianskm ; so the impact on the
pathlength along a ray through a given slab of atmosphere is negligible. On a global scale, the
interplay of centrifugal acceleration and gravity results in latitude-dependent corrections in the
magnitude of eective gravity which are discussed in Section C.1.3.
Total Pathlength Errors
Proles have been corrected for hydrostatic equilibrium, including latitude and altitude-dependent
corrections to gravity and water vapor-dependent corrections to air density, as discussed in Ap-
pendix C. In calculations, it is assumed that the pathlength through a slab of atmosphere
between two isobaric surfaces along a ray which is at an angle zen from the observer’s zenith is
ds = dZ sec(zen): Errors in this assumption due to earth curvature, refraction and centrifugal
acceleration results in pathlength changes less than 1% for zen < 60, H < 50 km and less
than 0:3% for zen < 45, H < 25 km. Since the contribution of a slab in a radiative transfer
calculation is dependent upon its opacity, d = ds; errors in pathlength through a slab will
result in proportional errors in inferred absorption coecients.
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Chapter 4
The Microwave Temperature
Sounder
4.1 Introduction
The Microwave Temperature Sounder (MTS) consists of a pair of radiometers: a cross-track
scanned, eight-channel, double-sideband instrument at 118.75 GHz, and a xed-view instru-
ment with a tunable, 52{55.5 GHz channel. As the name suggests, this package was designed
to prole atmospheric temperature from the 20-km vantage of a NASA ER-2 aircraft, shown in
Figure 4.1. The instruments \see" thermal radiation from successively deeper layers of atmo-
sphere as channels are chosen further from the opaque line centers. The 118-GHz instrument has
eight channels for which band-averaged atmospheric nadirial optical depths (Std76 atmosphere)
range from 1.3 Np to 5.3 Np. Variants of the 118-GHz instrument have been flown on NASA
aircraft since 1976 [1, 23, 24, 68]. In the absence of heavy clouds or precipitation, atmospheric
opacity within the passbands of this instrument is dominated by the pressure-broadened O2 line
at 118.75 GHz. Oxygen is well mixed in the atmosphere and absorption tends to be only a
weak function of temperature, so a linearized model of the channels’ responses to atmospheric
temperature can be cast in terms of weighting functions such as those shown in Figure 4.2.
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Figure 4.1: The MTS is installed on the ER-2 aircraft in the mid-body and aft section of either
the left or right wing superpod. It can be installed in either zenith-viewing or nadir-viewing
orientations.
Through appropriate choices of tuning frequencies, channels with similar clear-air nadir-view
weighting functions can be found for the 53-GHz instrument.
In 1990, an ER-2 wing superpod tail cone was modied, permitting the MTS to be mounted
in a zenith-scanning position. Measurements have been made of downwelling radiation intensities
near 53-GHz and 118-GHz through ascents to and descents from 20-km altitude. Simulations of
these zenith views are particularly sensitive to the values of modeled atmospheric absorption in
the vicinity of one neper optical depth from the top of the atmosphere (a neper of absorption
corresponds to attenuation by a factor of 1/e), where zenith-viewed brightnesses drop from
values comparable to the physical temperature of the atmosphere to approach the 2.7 K cosmic
background limit of the microwave background. It is at these levels that temperature weighting
functions peak for nadir views from space, as shown in Figure 4.2.
The zenith-viewing conguration avoids the need to model variable earth-surface emissivity,
roughness, and temperature, and eliminates contributions of the highly variable lower tropo-
spheric temperature and water vapor elds from all but the lowest altitude observations.
Variable surface emissivities result in upwelling radiances composed of varying fractions of
the two sets of curves on the left of Figure 4.3; the dashed lines are upwelling radiance above
a perfectly black surface (emissivity of 1) and the solid lines are upwelling radiance above a
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Figure 4.2: Temperature weighting functions for nadirial views from space through the 1976 US
standard atmosphere (surface emissivity of 1) calculated with the MPMyabsorption model for
the eight MTS channels near 118.75 GHz.
horizontal, specularly reflecting surface (emissivity of 0). Model calculations are based upon the
MPMyabsorption model discussed in Chapter 3. Observed downwelling radiance elds in the
upper troposphere and above should be well modeled as smooth functions of frequency, pressure,
and angle from zenith, calculated from a horizontally-stratied, planar-symmetric atmospheric
model.
The following discussion includes recently-made improvements to the instrument model,
calibration corrections, and consideration of the accuracy of ancillary data sets.
4.2 MTS 118-GHz Radiometer Hardware
The Microwave Temperature Sounder 118-GHz instrument is a cross-track scanned, heterodyne,
Dicke radiometer with eight double-sideband channels within 2 GHz of the oxygen resonance
at 118.75 GHz. A scalar feed horn and parabolic subreflector at a 45angle yield a combined
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Figure 4.4: MTS radiometer flight package block diagram
7:5 FWHM beam-width, which is then reflected from a scanned mirror. Fourteen spots within
46:8 of nadir, a heated target, and an ambient temperature calibration target are viewed
during each 5.5-second scan. All views are chopped at 25 Hz against an ambient temperature
Dicke reference load by a rotating half-mirror between the parabolic and scanning mirrors.
A frequency-tripled, Gunn local oscillator (LO) drives a balanced Schottky diode mixer at
118.75 GHz and symmetric sidebands 330{2030 MHz are mixed into a common intermediate-
frequency (IF) section. Approximately 70 dB of gain is provided in the IF ampliers, which are
followed by an eight-way power divider and channel lters. Detection is synchronous with the
Dicke chopper mirror. The package is typically flown on a NASA ER-2 high-altitude aircraft
and may be mounted to view either nadir or zenith. The block diagram of the MTS package is
shown in Figure 4.4
The 118-GHz system is substantially the same instrument built by A. J. Gasiewski, P. G. Bo-
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nanni, J. W. Barrett, and D. H. Staelin in the mid-1980’s, and flown on NASA ER-2 aircraft
during the GALE and COHMEX deployments [23, 25, 24]. That instrument was a substantially
improved version of the 118-GHz temperature sounder built at MIT in 1976 and operated aboard
a NASA Convair 990 aircraft in 1977 and 1978 [1].
The 118-GHz system described by Gasiewski, et al. [24] has been updated in the following
ways.
 Provision was made for zenith viewing during ER-2 flights.
 The IF ampliers were replaced.
 The lter bank was repackaged.
 Part of the post-detection \video" amplier chain was removed.
 Filter values on synchronous detector inputs were adjusted.
 The 8-way power divider was replaced.
 The flight computer was replaced.
 Control and display software was rewritten.
Provision for zenith scans required the cutting of a new window in the skin of an ER-2 wing
superpod tail cone. This modication permitted the collection of proles of zenith-scanned data
through ascents and descents, providing the experimental data for this dissertation.
4.2.1 Scanning Antenna Assembly
The 118-GHz instrument scalar feed horn views a xed parabolic mirror from an angle of 45,
providing an approximately 7:5 (full width) 3-dB central lobe. The xed mirror views a scanning
mirror which is also at 45to the beam path, and which successively directs radiation into the
horn from 14 positions along a 46:8 cross-track scan and from two black-body calibration
loads. Symmetric Dicke chopping is achieved with a half-wheel mirror spinning between the
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Figure 4.5: The 118-GHz cross-track scanning antenna in nadir viewing conguration. At left,
the scanning mirror directs radiation from a cross-track scanned scene into the feed horn. At
right, the Dicke chopper mirror directs radiation from a reference black-body load into the feed
horn.
xed mirror and the scanning mirror at 25 Hz. During half of its period, the mirror blocks the
horn’s view of the scanning mirror and directs power from a third black-body reference load into
the horn, as is shown in Figure 4.5. All viewed scenes, including observations of the hot and
cold calibration loads, are chopped against this Dicke reference.
The two calibration loads and the Dicke reference loads were constructed with parallel wedges
of iron loaded epoxy, with reflectivities, for the polarization with ~E perpendicular to the ridges,
estimated by Gasiewski to be r  0:01 [23]. The hot load is heated to TH = 335 K and the am-
bient load’s temperature ranges over TC = 295{260 K through a typical flight. Pairs of copper-
constantan thermocouples (also known as Type T, or Cu-FeNi) make redundant measurements
of the temperatures of each of the loads.
The package is flown on a NASA ER-2 aircraft which typically cruises at 20-km altitude with
an airspeed of 200 m/s. The 3-dB spot size on the earth’s surface is 2.6 km when viewing nadir
from 20-km altitude, and the 7:2 scan steps provide a slight beam overlap in the cross-track
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direction. Spot size is degraded by a factor of sec(scan) along the track and by sec2(scan)
across the track for views away from nadir. The aircraft moves 1.1 km along the track during a
standard 5.5-s scan, so there is overlap of the beams of successive scans when viewing surfaces
more than 8 km from the aircraft. In nadir-scanning orientation, this scan mode provides gap-
free imagery of glaciated convective cell tops until their altitude exceeds 12 km.
The main lobe (within the rst null of the antenna pattern) has a specied 95-percent beam
eciency. The polarization of the beam is linear, and is rotated by the mirror as the beam scans.
Antenna pattern measurements for the E-plane [23] show asymmetry in the beam pattern, with
the main lobe somewhat narrower than the 7:5 3-dB specication. Some asymmetry is expected
in the E-plane since the pattern is the result of the o-axis illumination of a parabolic mirror,
and the beam is expected to be more symmetric in the H-plane. The notch in the right hand
side of Figure 4.6 is likely an indication that on the order of one percent of the beam is spilling
over the edge of the xed parabolic mirror or (less likely) the edge of the scanning mirror. The
SCAMS instrument on the Nimbus-6 satellite[75] had a similar scanning antenna assembly, and
spillover of energy past the lip of its reflector plate resulted in an antenna pattern with sidelobes
at 60 and 90, 32 dB and 35 dB below the main beam’s level, respectively.
The eect on MTS calibrated brightness temperatures of mirror spill-over (energy entering
the horn which has not been reflected from the xed mirror) is expected to be small since such
contributions are independent of scan mirror position. If a some constant fraction of the beam
views the same scene through sky and calibration observations, this contribution will drop out
of calibration expressions. Spillover of the xed mirror will only depend on the scanning mirror
position to the extent that some portion of this beam spill-over hits the small scanning mirror
after multiple reflections within the instrument chassis. The direction of spillover from the
scanning mirror will depend upon scan position, as is apparent in Figure 4.5, but such spillover
will miss the viewing slot for sky and calibration observations and so experience multiple internal
reflections within the largely-metallic chassis. The power in this spillover beam is expected to
be some average of thermal emission from the chassis, the hot and ambient calibration loads,
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Figure 4.6: 118-GHz E-plane Antenna Pattern. The solid line is the measurement of G.
Zancewicz [23], the dotted line is a 7:5 Gaussian beam.
temperature and the mean sky brightness temperature, and to be only moderately eected by
the initial direction of the beam within the chassis. A second order eect, whereby asymmetry in
the beam from the xed reflector results in scan-position-dependent spill-over past the scanning
mirror, may cause small systematic errors in calibrated brightnesses, but errors are expected to
be fractions of a percent.
The oset of the weighted beam center from its intended position is estimated to be approx-
imately 1, and will be included, to rst order, in an empirical correction to the aircraft roll
measurement. The E-plane rotates away from the cross-track direction as the mirror scans away
from zenith (in the upward looking conguration), and since observed radiances are expected to
be nearly linear in the secant of the zenith angle, small errors in the angle from zenith should
have negligible eect on radiances observed near zenith.
4.2.2 The 118-GHz Receiver
The RF section of the receiver consists of a balanced Schottky diode mixer driven at 118.750 GHz
by a frequency-tripled Gunn local oscillator (LO). Two sidebands are mixed into an intermediate
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frequency (IF) band from 350{2050 MHz. The LO is temperature controlled and expected to
be stable to better than 10 MHz in flight. This section is unchanged from that which was
described by Gasiewski[23]. The IF section contains a combination of discrete FET ampliers
and attenuators in coax providing approximately 70 dB of gain. The receiver temperature of
this system is approximately 1500 K.
After amplication, the IF signal leaves the front-end box in the ER-2 superpod tail cone
and passes in a coaxial cable through a pressurized bulkhead into the superpod mid-body.
Considerable care was taken to tie together the front-end and back-end grounds with heavy
copper strapping. Ideally, the entire analog radiometric system would be in a single chassis to
reduce the risk of interference from the noisy aircraft environment. The current MTS package
was originally designed for rack-mount installation in the NASA Convair 990 aircraft, and only
modied for installation in the ER-2 after the Convair was destroyed in an accident.
In the mid-body, the IF is split with an 8-way power divider, and ltered into eight chan-
nels. Care has been taken in the characterization of the channel passbands, as modeled zenith
brightness is sensitive to their shapes. These passbands were measured in the laboratory with a
Hewlett Packard spectrum analyzer. Power levels in each bandpass channel are measured with
HP 423B Schottky diode detectors.
4.2.3 Synchronous Detection
Detection of the square wave which results from the Dicke chopping of the microwave input is
accomplished with an amplier/commutator card and a gated integrator card for each channel.
These cards were one of the least reliable parts of the system, proving to be particularly vul-
nerable to the cold-soaking that occurs when components, cooled at altitude, are brought down
into a humid environment. Their reliability did increase somewhat after improved heaters were
added to the wing superpod mid-bodies.
Commutator boards invert half of each 25-Hz cycle, and the integrators are gated within
flat portions of the chopper square-wave. The total integration time for an observation (called
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a \spot" by Gasiewski) is 224 msec, half of which is spent observing the scene of interest.
The resulting latched values are digitized, multiplexed, and stored under PC control. The flight
computer is a 80386-based PC on a card plugged into a 14-slot passive backplane. A large chassis
was needed to accommodate two A/D boards (one for radiometric data, one for thermocouple
data), a stepper motor controller, and three custom boards providing a buered interface with
the instrument, timing, and a watchdog timer.
4.2.4 IF Intermittent Contact
An intermittent contact in an SMA connector of a cable on the output of the last amplier
in the IF section of the 118-GHz radiometer has apparently plagued this system for several
deployments, giving rise to two distinct states with signicantly dierent channel gains and
passband shapes. Sharp discontinuities in system gain were noted during some flights since the
CAPE missions of 1990, but there was diculty replicating these transitions in the lab. During
the CAMEX deployment, the in-flight state of the contact became more consistently \open,"
and the defective connector was subsequently identied and spectrum analyzer measurements
of both states were made in the lab.
When in its \open" state, there is enough capacitance within the defective connector that
it functions as a high-pass lter with all radiometer channels above its cuto frequency, as is
apparent in Figure 4.7.
In laboratory measurements, the impedance mismatch of the open contact at the output of
the last IF amplier resulted in a standing wave on the 4-m line between the front end and
the lter bank. Spectrum analyzer measurements showed a  30-MHz ripple with peak-to-peak
amplitude varying from 10 to 18 dB. Standing waves may also have been present in the flight
package as installed in the aircraft, but dierences in cabling and bulkhead connections between
the two congurations make interpretation of this ne structure a questionable enterprise. Since
the channel passbands are on the order of 200 MHz wide, ne structure in the response as
a function of frequency is not expected to change band-averaged radiances signicantly. The
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Figure 4.7: IF power output for the 118-GHz instrument with intermittent contact open and
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dashed line of Figure 4.7 shows the high-pass character of the open contact.
Since calibration measurements are made throughout a data flight, calibration of the instru-
ment may be achieved on both sides of isolated sharp changes in a channel’s gain. Care must be
taken not to lter calibration measurements in a way that averages across such discontinuities.
A subtler, but nally more important eect of the intermittent contact is that the shape of
normalized channel passbands is dependent upon contact state, as is apparent from Figure 4.8.
The resultant shifts of individual channel passbands produce changes in modeled brightness
temperature as large as several K, and must be accounted for in the modeling of the instrument.
The prole across channels of sharp changes in system gain (power per K of antenna tem-
perature) provides a signature which conrms that gain jumps in flight data are likely caused
by the intermittent contact observed in the laboratory. The solid line in Figure 4.9 shows the
ratio of power levels in the closed and open state for each channel as predicted from the data in
Figure 4.7. The dashed line shows the similar prole of a jump in flight data. Identication of
gain states will allow selection of the appropriate set of channel passbands from Figure 4.8.
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Figure 4.9: Good general agreement is found between the observed fractional change in power
between the two states of the 118-GHz radiometer on the 12-30-94 flight (dashed line) and that
between the \open" and \closed" states observed in the laboratory (solid line).
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4.2.5 Transient Eects
Laboratory measurements were made consisting of alternated blocks of repeated observations of
the hot calibration load and of a piece of absorber immersed in liquid nitrogen. The transitions
of the resulting square wave of  260 K are perceptibly rounded, with the rst observation after
a jump retaining approximately 0.3% of the preceding observation. Figures 4.10 and 4.11 show
data from these observations with the average brightness of spots 5{8 set to 80 K (a nominal
value for the antenna temperature during views of liquid nitrogen) and the average of spots 12{15
set to the hot load thermocouple temperature. The eective brightness for echosorb immersed
in liquid nitrogen is slightly warmer than 77 K due to escaping beam sidelobes, reflection from
the liquid surface, condensed water and ice, etc.
At least some part of this memory eect is due to high-pass lters on the input to the
synchronous detection cards which are the back end of the Dicke detection system. However, the
interference is not a simple decay with a single time constant. There is a slight downward trend in
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Figure 4.11: Fractional memory for MTS 118-GHz channels as determined from laboratory
measurements. A single value, 0.003, was used for all channels in the CAMEX data reduction.
repeated measurements, both after a jump upward and after a jump downward. This asymmetry
somewhat confounds determination of the baseline and may be related to the disagreement of
the two lines in Figure 4.11.
The output of the instrument is a time averaged measurement of the dierences between
interleaved observations of the antenna and of the Dicke reference load. No information is
retained of the power output of the instrument on time scales shorter than the 0.2-s integration
time, nor is there any measurement of how the scene changes during scanning mirror steps.
Fortunately, the fractional magnitude of the interference is small enough that it has a perceptible
eect only after large jumps in observed brightness.
As the instrument is congured for flights, the scan pattern consists of 14 sky observations,
a view of the cold load (TC=260{300 K), and a view of the hot load (TH = 335 K). The hot
load counts are biased cold on the order of 0.3% of the calibration load temperature dierence,
or as much as 0.2 K. Larger errors would be expected in the cold load counts and in the rst
spot after the hot load observation, in cases where the sky temperature is extremely cold. The
jump from sky to cold load may be on the order of 260 K, and hot load to sky of 330 K with
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estimated resulting memory biases of 0.8 K and 1 K respectively.
A rst order correction for the time-series interference was made to all of the 118-GHz data
sets prior to calibration. A xed fraction (0.003) of the dierence between each measurement
and its predecessor was added to each measurement. A further adjustment of the linear calibra-
tion, based upon observations of the cosmic background through an approximately transparent
atmosphere during the highest altitude portions of flights corrects for most of the inadequacy of
this crude correction. The rst observation after calibration is susceptible to the largest errors,
and because more reliable, redundant measurements at the same angle from zenith are typically
made at the other end of the scan, this rst spot is excluded from further analyses.
4.2.6 Interference from 53-GHz Radiometer Control Signals
During laboratory operation of the instrument, inferred 118-GHz antenna temperatures from
spot 16 were found to be systematically lowered by 0.7 K when the 53-GHz instrument was also
being operated. This instrumental cross-talk, evident in Figure 4.10, was traced to interference
from a 25-Hz control signal sent to ferrite switch B of the 53-GHz instrument. During observation
of the 53-GHz hot calibration load, switch B (shown in Figure 4.13) provides Dicke chopping
against the 53-GHz cold load in the same manner that the mechanical chopper mirror of the
118-GHz system chops observations against its reference load. It is only during spot 16 that the
ferrite switch B is chopped, as is evident in Table 4.2. This kind of interference is particularly
egregious because it is at precisely the 25-Hz frequency to which the synchronous detectors are
sensitive. This interference was not always present in the laboratory, and is likely a ground-loop
problem. It may not have been present during flight, since inter-chassis cabling and grounding
in the lab was necessarily quite dierent from that of the flight conguration.
If this interference is present in flight, it would systematically bias all observations of the
118-GHz hot load. Such systematic suppression of 118-GHz hot-load counts is a potential source
of serious errors when extrapolating the calibration line far from the reference load temperatures.
Use of observations of the cold sky from high altitudes as an additional calibration point provides
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a rst-order means of correcting for such systematic calibration biases. Correction for such errors
is discussed in Section 4.4.
4.3 MTS 53-GHz Instrument
The second radiometer in the MTS package, referred to as \the 53-GHz instrument," has a
tunable local oscillator which permits the center of its 30 { 200-MHz double-sideband channel
to be moved through a part of the range from 52.5 { 55.7 GHz under computer control. Power
from the xed-view antenna is symmetrically Dicke-chopped against power from an ambient
temperature waveguide termination using ferrite switches, also under computer control. Dicke-
chopping and the viewing of heated and ambient-temperature calibration loads are synchronized
with those of the 118-GHz system, so that in the back-end synchronous detection, integration
and analogue-to-digital conversion, the 53-GHz channel may be treated as an additional 118-GHz
channel.
4.3.1 High-Frequency Section
The antenna of the 53-GHz system, a scalar feedhorn with a rexolite lens, is the same antenna
that was used by Gasiewski in the 53.65-GHz, xed-frequency radiometer which was part of
the MTS package in the mid-1980’s [23, 58]. This antenna was a prototype for the 53.65-GHz
system of the Nimbus E Microwave Spectrometer (NEMS) satellite. At 53.65 GHz, this antenna
has a main lobe beam width 10:3 FWHM with a 93 0:5% main lobe eciency and a 5 1%
return loss. The rexolite lens is a copy of the one used in the NEMS instruments aboard the
Nimbus-5 spacecraft. This scalar feedhorn was designed for use at a single frequency, and return
loss and sidelobe performance are expected to be poorer when operating at frequencies away
from 53.65 GHz.
Frequency-dependent loss in the antenna assembly is folded into a correction to linear cali-
bration for each frequency tuned, which is derived from high-altitude zenith views of cold space.
No attempt has been made to model the frequency dependence of the (angular) antenna pattern.
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half angle power contained
(degrees.) (percent)
14.0 93.1
23.0 95.3
58.5 97.2
Table 4.1: Antenna pattern measurements of the MTS 53-GHz antenna.
Measurements of the antenna pattern made at the Jet Propulsion Laboratory during the
period when NEMS was being developed conrmed the specied 93-percent main lobe eciency,
with the main lobe dened as the solid angle within 2.5 times the 3-dB point (HWHM) of the
antenna pattern [64]. These measurements also provide a measurement of sidelobes which are
used in the simulations of Chapter 6. The 2.8 percent of the main lobe which is outside of
60 angle from the beam center will not see the sky directly, since the view of the horizon is
blocked by the aperture in the ER-2 chassis as well as the aperture in the ER-2 superpod tail-
cone. Both of these enclosures are metallic, so a signicant portion of the beam is expected to
emerge from the aperture, perhaps after multiple reflections. This portion of the beam will be
modeled as 2 percent cosine weighted sky-averaged brightness and 0.8 percent loss at the chassis
temperature. This modeling is discussed further in Section 6.3.5.
Measurements of voltage standing-wave ratio (VSWR) resulting from impedance mismatch
in the antenna were made using a slotted line and a klystron RF source, over frequencies from
52{55 GHz. The reflection loss is
RL = jΓLj2;
where
jΓLj = VSWR− 1VSWR + 1 :
Figure 4.12 shows reflection-loss as a fraction of incident power, and displays the narrow-band
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Figure 4.12: Fractional loss due to reflection from the 53-GHz scalar feedhorn. Data is from
VSWR measurements at 200-MHz steps from 52 GHz to 55 GHz. The position of the 8 frequen-
cies tuned during the CAMEX deployments (TLO = 328 K) are indicated, including extrapola-
tion of the spline t to the highest 3 frequencies.
characteristic of this scalar-feed antenna. Reflection loss results in a fractional contribution to
measurements of the power coming up the waveguide from the ferrite switch assembly, which is
directed by a circulator from a matched load.
While the 118-GHz instrument does all of its switching of views with the insertion of mirrors
in the optical path, switching of the 53-GHz instrument is achieved with ferrite switches in
waveguide. Two switchable circulators allow the viewing of the antenna, a heated calibration
waveguide termination, and an ambient temperature waveguide termination, as is shown in
gure 4.13.
The waveguide used in this system is WR-15, which has attenuation of 0.0164 dB/cm (0.5
dB/ft) and the ferrite switches are 0.4 dB/junction. The path to the mixer when viewing free
space includes the antenna, 36 cm of WR-15 waveguide (0.6 dB), in addition to the common
ferrite switch (A), an isolator, and 6.2 cm of waveguide. The paths to the hot and cold calibration
sources have 13.2 cm (0.22 dB) and 10.9 cm (0.18 dB) of waveguide respectively, as well as ferrite
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AB
Figure 4.13: Ferrite switch assembly for the 53-GHz radiometer. Switch A selects input from
either the feedhorn or from switch B. Switch B selects between the two calibration loads.
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Scene Reference Switch A Switch B
sky cold load 25-Hz cold load
cold load cold load cal. loads cold load
hot load cold load cal. loads 25-Hz
Table 4.2: Ferrite switch chop modes for Dicke-switching of 53-GHz scenes against the cold load.
switch (B). Loss in the waveguide or in the switches attenuates the observed signal, replacing
some fraction with thermal radiation characteristic of the physical temperature of the waveguide.
Loss which is common to the antenna path and to the paths to the calibration loads occurs
both in views of free space and in views of the calibrations, and will therefore drop out of the
calibration expression, aecting only noise performance. The same is true of symmetric losses
in waveguides of the same physical temperatures. The dierence in waveguide attenuation to
the two calibration loads, 0.04 dB, is negligible. The additional 0.4 dB ( 10%) of attenuation
in the path to the antenna is oset by the loss of ferrite switch (B) inserted during calibration
loads. The most signicant dierence in the paths to the calibrations and to the antenna is loss
and reflection from the antenna itself.
An unswitched circulator is included to minimize reflection back into the mixer of local
oscillator power leaked from the mixer toward the ferrite switch assembly. It directs power from
a matched-load waveguide termination up the waveguide toward the antenna. Since the isolator
has limited bandwidth, a wae lter was also added between the mixer and isolator to remove
harmonics of the LO frequency.
Under normal operation, symmetric Dicke switching is accomplished by chopping observed
signals against the cold reference, as summarized in Table 4.2. When viewing the antenna,
switch A is chopped at 25 Hz and switch B stares at the cold load. When viewing the hot load,
switch A is xed on switch B and switch B is chopped at 25 Hz, cold against hot. When viewing
the cold load there is no Dicke switching. The currents driven through ferrite switches at 25 Hz
are the source of interference in 118-GHz laboratory data, as discussed in Section 4.2.6.
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4.3.2 Tunable Local Oscillator
The mixer of the 53-GHz radiometer is driven with a varactor-tuned Gunn local oscillator (LO)
which was designed to permit the tuning of the center of the instrument’s passband over a range
of frequencies from 52.5{55.0 GHz. This LO tuning range, combined with an IF passband from
30{200 MHz, was chosen to permit approximate simulation of channels 3{7 of the Advanced
Microwave Sounding Unit-A (AMSU-A) [54].
The data sheet from the vendor, Millitech, shows smooth tuning from 52.510{55.025 GHz,
with output power ranging from 27{33 mW, at an operating temperature of 328K. This per-
formance was not duplicated in laboratory measurements at MIT. Figure 4.14 shows measured
tuning curves as a function of the 12-bit unsigned integer codeword, which is linear in the control
voltage to the varactor. Sharp discontinuities in tuned frequency between 54 GHz and 55.2 GHz
were accompanied by loss of oscillator power. When operated at the design temperature of
328 K, measurements with a spectrum analyzer (HP 70004A with an external mixer) show a
region of smooth tuning from 52.7{54.0 GHz, a region from 54.0{55.2 GHz where LO power and
tuning are erratic, and a third region from 55.2{55.7 GHz where operation is reasonably stable.
In flight, the ability to tune frequencies in the third region was often lost at some point.
The precise tuned frequency as well as the positions of the oscillator instabilities were found
to be sensitive to the oscillator’s operating temperature. Temperature control of the oscillator
proved to be dicult. The set point temperature of the heater on the oscillator was 328K, but
when it was rst installed, the oscillator was self-heating to approximately 336K in the laboratory
and on the runway prior to flights. To dissipate heat, insulation was removed, ns were added,
and a copper band was provided to conduct heat to the half-inch aluminum plate that supports
the radiometer. In this conguration, the heater was inadequate during the coldest portions of
flights. The LO temperature typically varied 3{4K over the course of a flight, as can be seen in
Figure 4.15. The rate of change of LO frequency with temperature ranges from 2{7 MHz/K for
the varactor settings used in the CAMEX deployment, as shown in Figure 4.16. Measurements
of the LO frequency shift with temperature were made for each varactor codeword that was used
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Figure 4.14: 53-GHz varactor-tuned oscillator tuning curves. The oscillator frequency does not
change smoothly with voltage applied to the varactor through the frequency range 54{55.2 GHz.
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Figure 4.15: 53-GHz Gunn oscillator temperature as a function of altitude for the four upward
looking MTS data flights of the CAMEX deployment.
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Figure 4.16: The 53-GHz radiometer frequency variation with temperature as a function of
frequency tuned at 328K. This is a linear t to data collected between 320K and 330K.
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during the CAMEX deployment. A nominal 3K temperature drift of the LO over the course of
a flight results in frequency shifts of as much as 20 MHz. The flight package tuned the oscillator
using a table based upon 328K, xed-temperature laboratory measurements and no attempt
was made to dynamically adjust the varactor control voltage to stabilize the oscillator in flight.
A software error made during recovery from a system failure during the CAMEX deployment
resulted in the use of a tuning table made at 336K rather than the one made at 328K during
three of the upward-looking flights.
These tuning problems were only well understood in post-flight analysis, and their com-
bined eect results in the oscillator frequency diering signicantly from those which were in-
tended. Frequency corrections have been applied in the modeling of the instrument during
post-processing.
4.3.3 Intermediate-Frequency Section
The IF passband of 30{200 MHz is created by a combination of a low-pass lter and a high-
pass lter, in series. Its double-sideband image in the RF, shown normalized in Figure 4.17, is
centered on the LO frequency.
4.3.4 Synchronous Detection
The viewed scene of the 53-GHz instrument is Dicke-switched against the cold calibration load
synchronously with the mechanical chopping of the 118-GHz instrument. As a result, syn-
chronous detection of the 53-GHz channel is accomplished in parallel with the 118-GHz channels,
using the same sort of commutator and gated integrator cards and the same control signals.
Signicant transients in channel output were found to result from the changes in DC power
into the commutator board which occur when the LO frequency is changed. The purpose of the
detection system is to measure the magnitude of the 25-Hz square-wave component in the input
signal, which is in phase with the Dicke chopping signal. This is determined by commutating and
integrating. Signicant DC components in the input can potentially saturate the commutator
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Figure 4.17: Normalized linear weights for the 53-GHz radiometer’s double-sideband passband.
Frequencies shown are relative to the local oscillator frequency. This passband was measured
with a HP 71200C spectrum analyzer.
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Figure 4.18: Commutation and integration of a decaying exponential results in a spurious \in
phase" response. The decay rate in this cartoon is a factor of 100 larger than that experienced
in MTS.
board, so a high-pass R-C lter is placed prior to the commutator as a \DC block," as shown in
Figure 4.19. A large time constant (RC = 20 s) is required to allow the 25-Hz square wave to
pass unattenuated. However, when the DC component of the input changes sharply, the voltage
at the capacitor output also changes sharply, then decays toward zero with a 20-s time constant.
Commutation and integration of this decaying exponential results in spurious \in-phase" output
equal to AnT
2
2 ; where  is the decay time constant of the exponential, A is its amplitude, n is the
number of chop-cycles integrated and T is the chop period. This process is shown graphically in
Figure 4.18. Signicant transients, which were observed in the 53-GHz output, were eliminated
by adding a switch to momentarily reset the lter after tuning the LO, as is shown in Figure 4.19.
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Figure 4.19: A switch, S, was added to the high-pass lter in the 53-GHz phase-sensitive detec-
tion system to permit the \resetting" of the capacitor after tuning the instrument. This feature
eliminates transients which result from sharp changes in the input voltage.
4.4 Calibration
4.4.1 Linear Calibration
MTS data is calibrated using observations of two reference blackbodies at the end of each 5.5-s
scan. Ideal radiometer response is linear in received power, and a linear calibration relation
is determined from radiometric observations of heated(H) and unheated (C) blackbodies, and
corresponding thermocouple measurements of the loads’ physical temperatures (TC , TH). For
an observation (A), this simple assumption gives an estimated, calibrated antenna temperature,
TA =

TH − TC
H − C

(A− C) + TC (4.1)
= gA + b (4.2)
where
g  TH − TC
H − C
b  TCH − THC
H − C (4.3)
Even in the case where instrument response is strictly linear, there is uncertainty in the measured
quantities which gives rise to errors in calibrated antenna temperatures, TA.
First order, mean-square error in calibrated antenna temperature, TA, due to uncertainties
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in counts (H, C, A) and in thermocouple measurements (TC , TH ) is given by
E[T 2A] =

@TA
@A
2
2A +

@TA
@H
2
2H +

@TA
@C
2
2C +

@TA
@TH
2
2TH +

@TA
@TC
2
2TC
= M2H(gH + TH )
2 + M2C(gC + TC )
2 + (gA)2 (4.4)
where
MH  A− C
H − C ;
MC  A−H
H − C ;
g  TH − TC
H − C : (4.5)
The factors MH and MC multiply the error due to uncertainties in observations of the cali-
bration loads when calibrating antenna temperatures far from the physical temperatures of the
calibration loads. This rst-order expression applies both to random, zero-mean errors and to
small systematic errors.
The physical temperatures of the calibration loads typically vary slowly compared to the rate
at which thermocouple measurements are made, and the high-frequency RMS noise variation of
these measurements is typically less than 0.1 K. Low-pass ltering can make the eect of this
high-frequency noise negligible compared to that due to uncertainty in radiometric observations.
The presumably redundant thermocouples in the MTS calibration loads typically have sys-
tematic disagreements on the order of 0.3 K. Such systematic errors in thermocouple measure-
ments, whether due to inaccuracies in the measurement or due to thermal gradients in the
corrugated absorber material, will result in errors which will be considered below.
Given an estimate of the receiver temperature of a system, the thermal noise in an individual
measurement may be estimated from the radiometer noise equation. The two MTS instruments
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Figure 4.20: Calibration error for an ideal, linear radiometer with TRMS = 0:3K. Dashed lines
are for unltered calibration measurements; solid lines are for a boxcar of length 20. TH = 335K
in all cases. Pairs of curves show how errors are reduced when TC is lowered from 295 K to 265
K, spanning the nominal range of cold load temperatures in flight.
are symmetric Dicke radiometers, for which the noise expression is
gA = TRMS
=
2(TR + TA)p
B
(4.6)
where B is channel bandwidth,  is integration time, and TR is receiver temperature. Nominal
values for the MTS receivers are  = 200 ms, B = 200 MHz, and TR = 1500 K and 1000 K for
the 118-GHz and 53-GHz instruments respectively. The resulting calibration errors for a single
observation are on the order of 0:5K rms.
Calibration load temperatures and the system gain are typically slowly varying, the system
temperature may be estimated from the high-frequency variation in observations of calibration
load counts, scaled by a window-averaged g. A time-windowed estimate of the system noise,
TRMS , is determined in this way for each channel and, under the assumption that the receiver
temperature TR is varying only slowly, the total calibration error is estimated using Equation 4.4.
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The uncertainty in individual calibrated radiances is typically reduced by low-pass ltering
of calibration observations under the assumption that calibration load temperatures and system
gain are slowly varying. If errors due to uncertainty in the calibration observations can be re-
duced to negligible levels, the correlation of errors introduced by this ltering may be ignored.
Downwelling-radiance observations under consideration in the present work include large depar-
tures of sky antenna temperatures from the calibration load temperatures, leading to multiplier
values, MH and MC , as large as 7. In such cases, calibration error dominates individual observa-
tion error even when several minutes of calibration data are used, and correlation of these errors
complicates further data reduction. No initial ltering of calibration observations is performed
in this analysis.
The lower two curves of Figure 4.20 show that for an ideal, linear MTS, ltering of the
calibration counts by a boxcar of length 20 reduces calibration error to less than 1 K, but it
should be noted that such errors will be correlated over 20 scans, which is approximately 2
minutes of data.
4.4.2 Cold-Sky Calibration Point
Simple, linear calibration of zenith-scanned MTS data using the instrument’s heated and ambient-
temperature calibration loads is inadequate when the antenna temperatures to be calibrated
approach the 2.7-K cosmic background temperature. Errors in calibration measurements are
magnied when a line, t to two points within the range from 260{335 K, is extrapolated to
near 0 K. Systematic errors have been found to sometimes bias brightness temperatures below
0 K, clearly a non-physical result. Fortunately, these coldest, highest altitude zenith antenna
temperatures can be determined from theoretical considerations in ways that are relatively in-
sensitive to errors in the attenuation model. Knowledge of systematic problems in calibration
for these coldest observations can then be used to develop a reasonable correction for the data
set as a whole.
Two methods were investigated for employing the highest altitude zenith observations of
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cosmic background radiation though nearly transparent atmosphere as a cold-space calibration
point. The rst method, referred to as \match-theory," forces agreement between simulated and
observed radiances within the highest altitude slab of the dataset. Typically the observations
used for this calibration are limited to altitudes above 19.5 km and to a limited range of angles
from zenith. The MPMyabsorption model, discussed in Chapter 3, is used throughout as the
a priori model for simulations. Simulated downwelling radiances above 20 km are relatively
insensitive to small changes in modeled absorption.
The MPMymodel predicts optical depths  in the STD76 atmosphere from 20 km to space
(modeled as 90 km) to be less than 0.06 for all but the most opaque MTS channel, and 0.12 for
the most opaque channel (channel 8). In this transparent atmosphere limit, radiative transfer
is approximately linear in optical depth and it is reasonable to approximate the physical tem-
perature of the atmosphere as a constant, Tphys , given the contrast between Tphys and Tcosmic :
With this simple, transparent-atmosphere model,
TB = Tcosmice− + Tphysical
(
1− e− 
’ Tcosmic + (Tphysical − Tcosmic) (4.7)
where
 = zen sec(zen) (4.8)
Changing the modeled absorption by 10-percent of its magnitude corresponds to changes in 
of not more than 1.2 percent, and would give rise to errors of less than 2.2 K in zenith-4viewed
antenna temperatures.
With MTS 118-GHz zenith-scanned datasets, a second a way to use the highest altitude data
as a \cold-sky" calibration point is available. The \secant-t" method uses the approximate
linearity of brightness temperature with opacity for a nearly transparent atmosphere. When
viewing the cosmic background, Tcos, through an optically thin atmosphere (  1) of physical
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temperature, Tphys, there is negligible re-absorption of radiation emitted by the atmosphere.
Both emission and absorption scale with  so rst-order re-absorption scales with 2. Opacity
through a horizontal atmospheric slab is proportional to the secant of the zenith angle, so
downwelling radiances at 20 km should be nearly linear in s  seczen. An example of how this
tting is done is shown in Figure 4.21. Scan data used for this tting is limited to points with
secants less than 1.4 in an attempt to minimize the eect of beam pointing uncertainty of side
lobes, problems which would be expected to worsen at high angles from zenith.
The most opaque channel has enough attenuation that this linear-t-to-secant calibration
value is expected to have errors on the order of 2 K. The slopes of the ts for this channel for
20-km data are on the order of 25 K per unit secant, and in the linear-limit model, this slope is
the product of zen and Tphys . For a nominal Tphys = 220 K, zenith opacity is predicted to be
0.11 Np. This is enough opacity that there are measurable departures from linearity. Inclusion
of the next higher order term,
1− e− =  − 
2
2
+ : : :
results in a function of brightness temperature as a function of secant of zenith angle (s) of the
form TB(s) = Tcos + Tphyszens − 12Tphys2zens2 The resulting corrections in the extrapolation
to s = 0 are less than 2 K in all channels, and are included in this analysis.
4.4.3 Application of Cold-Space Calibration to Entire Flight
The simple, two-point linear calibration based upon the MTS hot and cold loads consistently
gives colder brightness temperatures for high-altitude, transparent-to-space observations than
are determined using the cold-space calibration method described above. From 20-km altitude,
the simple calibration method actually results in zenith antenna temperatures slightly below
absolute zero for the most transparent channels, a clearly non-physical result. Laboratory ob-
servations of echosorb immersed in liquid nitrogen also calibrate slightly too cold by the simple
method. Since the cold-space data is representative of the condition of the receiver in flight,
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Figure 4.21: Data from above 19.8 km on the flight of 09-11-93. For an approximately trans-
parent atmosphere, the zero intercepts of a linear t of brightness to path length should be 2.7
K. This provides a model-independent calibration point
it is preferred over laboratory measurements for use of calibration correction of flight data. A
second-order calibration scheme that reasonably modies the simple calibration scheme to rec-
oncile discrepancies between cold-space theory and calibrated temperatures has been developed.
Two types of problems may contribute to the inadequacy of the simple, linear calibration:
systematic errors in observations of the calibration loads may result in biases in the estimated
linear calibration relation, and/or the instrument’s response may actually be nonlinear. The
gain of ampliers tends to increase as they are cooled, and later stages may slightly saturate in
flight. Since the only measurements made in flight are uncalibrated \counts" representing time-
averaged dierences of two output voltages of the nal amplier, the exact state of each amplier
in the 90-dB chain is certainly not known. The memory eect discussed in Section 4.2.5, which
results in pollution of the cold-load observation with the antenna measurement to be calibrated,
may be modeled with a linear and a quadratic term. A correction for estimated memory is
applied to the raw data prior to calibration, but this x is expected to be crude, and residual
error may contribute to the cold-space discrepancy.
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Figure 4.22: A fractional correction of the dierence (H-C) is determined for each channel
during the portions of a flight where the third, \cold space" calibration point is available. This
correction is then applied to H throughout the flight.
All of the proposed sources for observed large departures from simple, linear radiometer
calibration of extremely cold antenna temperatures share the quality that expected errors are
small near the calibration loads’ temperatures and become large with extrapolation. Such errors,
either due to incorrectly determined calibration slope (degrees of brightness temperature per
count) or to slopes that change as brightnesses depart from the calibration load temperatures,
may be corrected to rst order by tipping the line to give reasonable calibrated radiances for
the cold-space data.
The correction approach adopted is to tip the calibration line about the cold load point, mod-
ifying its slope throughout the flight by a xed multiplicative factor selected to give agreement
with the cold-space, high-altitude calibration model. The resulting modied linear calibration
relation contains a rst order x both for nonlinearity and for calibration load biases. Agreement
with the transparent atmosphere model is enforced for the observations which are otherwise most
subject to extrapolation errors, and the corrections drop to zero as observed radiances warm to
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the temperature of the cold load, where errors are expected to be small. This correction scheme
treats all systematic calibration errors as errors in the hot load thermocouple measurement.
The primary eect of such corrections is to tip the calibration line, and the dierence between
shifting the hot point or shifting the cold point to get agreement with cold space is negligible
for these data sets.
Radiometric observations of the hot load are expected to be less reliable than those of the
cold load for several reasons. If any ampliers are starting to saturate, their outputs will be
least linear for the hottest antenna temperatures viewed. Pointing errors and sidelobes will
tend to leak small amounts of the ambient temperature into calibration observations, which
impacts the hot load but has no eect on the cold load measurements. Hot load observations
may include interference from the 53-GHz instrument control signals (see Section 4.2.6), and
the hot load’s temperature is farther from the antenna temperatures to be calibrated than is the
cold load. If the hot calibration load can be modeled as some xed weighted average of the hot
load temperature and the ambient temperature, then tipping of the slope of the calibration line
about the cold calibration point by a xed factor is appropriate. \Memory" of the cold load in
the observation of the hot load is an example of such a case as is loss in Styrofoam insulation
covering the hot load, assuming that its temperature is a xed ratio of the hot and cold-loads’
temperatures.
Nonlinearity due to amplier saturation, resulting in the decrease of counts-per-unit-intensity
at high antenna temperatures, is also expected to be most severe in the observations of the
hot load. This is not expected to be a major source of calibration error. A cartoon of such
nonlinearity is depicted by the dashed line of Figure 4.22.
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Chapter 5
Zenith Observations near 118 GHz
5.1 Introduction
This chapter describes zenith-viewed observations made with the MTS 118-GHz radiometer as a
test of the MPM92 expression for 16O2 absorption in the vicinity of the 118.75 GHz (1-) resonance
under atmospheric conditions. The MPM92 model is discussed in Chapter 2 and in Appendix D.
An ensemble of observations of downwelling radiance through cloud-free atmospheres collected
during three ascents and ve descents of the ER-2 aircraft between the surface and 20 km altitude
(55 mb) were analyzed. These observations provide a sensitive test of the adequacy of radiative
transfer models, particularly in the top absorption scale-height (neper) of the atmosphere for
each channel, where antenna temperatures drop on the order of 200 K.
Observations are simulated using nearly-coincident radiosonde atmospheric proles, aircraft
navigational data and the MPMyabsorption model, which includes expressions for absorption
by 16O2; H2O, N2, 16O18O; and O3. Because both calibrated MTS observations (TA) and
simulations (Tsim) have dynamic ranges on the order of 250 K, the analysis focused on the
dierence (TD = TA − Tsim). Uncertainties in sources of TD other than 16O2 absorption model
inadequacy will be included in the error covariance matrix used to interpret the 16O2 model’s
adequacy.
Systematic 16O2 model inadequacy, if it exists, is expected to give rise to contributions to TD
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which are correlated on scales of kilometers, similar to the thickness of the nadirial temperature
weighting functions shown in Figure 4.2. The eects of model inadequacy are expected to be
functions of the gross temperature and pressure structures of the atmosphere, and therefore
to be correlated across the ensemble of available flight data. The adequacy of the model at
the low temperatures in the vicinity of the tropopause is of particular interest since these are
the conditions under which laboratory-measurement-based model parameters have their largest
uncertainties, and because the adequacy of the model through this region of the atmosphere has
been questioned by other investigators.
Emphasis in this chapter is placed upon unbiased calibration of observations, accurate model-
ing of radiances, and error analysis. Several potential sources of systematic errors are considered.
The strategy consists of simulation, calibration, and averaging by kilometer.
Simulation
An instrument model, absorption model, and radiosonde and navigational data are used to
simulate the set of radiometric observations for each flight. For each ascent and descent, radiative
transfer calculations based upon the best available radiosonde and the MPMyabsorption model
are used to simulate downwelling radiance at standard pressure levels and viewing angles at a set
of frequencies covering the band of interest. Radiance tables are convolved with the instrument
passbands and interpolated to the pressure levels and viewing angles at which observations were
made based upon the ER-2 navigational data.
Calibration
Radiometric data is calibrated using a linear t to each scan’s hot and cold calibration obser-
vations. A multiplicative correction to the slope of the calibration line is determined from the
highest altitude observations, which are relatively insensitive to absorption model perturbations.
This correction is applied to all flight data.
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Averaging by Kilometer
Near-zenith dierences between observed and simulated antenna temperatures are averaged
within 1-km bins of pressure altitude to provide an ensemble-averaged observed-minus-simulated
eld. Condence intervals estimated from the variation of the averaged quantities are assumed
to reflect the uncertainty resulting from thermal noise in the observation and calibration as well
as some part of the flight-specic error due to radiosonde proles.
5.1.1 Data Protocol
A standard procedure was developed to process individual flights’ data sets and to average
transit data from all flights. The outline of this protocol is as follows:
1. Interpolate navigational data to the times of each observation.
2. Choose the best available radiosonde for each transit.
3. Simulate downwelling radiances at standard levels for discrete frequencies and viewing
angles TB(P; sec(zen)), spanning the frequencies of interest.
4. Simulate MTS channel antenna temperatures TAsim :
 convolution of TB(P; sec(zen)) with channel passbands
 correction for the eects of the antenna pattern
 interpolation to observation points
5. Calibrate each scan of radiometric observations using the pair of calibration observations
from the end of the scan, to produce TAobs :
6. Estimate instrument noise Trms from variation in windowed calibration observations.
7. Infer receiver temperature from variation of calibration observations, and use it to estimate
uncertainty in each observation due to thermal noise, TAspot.
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8. Infer a cold-sky calibration correction is inferred from near-zenith data above 19.5 km and
apply it to the data from the entire ght.
9. Restrict the dataset, removing observations with
 viewing angle from the sun, sun < 7
 viewing angle from zenith, zen > 25
 distance from radiosonde launch site greater than 250 km
 signicant cloud perturbation of radiances
 erratic radiometer behavior.
10. Subtract simulation from calibrated observations to produce observed-minus-simulated
antenna temperature dierence (TD).
11. Average TD within each scan over some limited set of scan angles. Errors arising from re-
ceiver Trms in sky and calibration observations will be independent between scan-averaged
values.
12. Average these values over 1-km slabs of atmosphere, using the estimated uncertainties of
the scan-averaged values as weights in the usual, inverse-variance sense.
13. Average TDkm over the ensemble of transits and calculate empirical error bars reflecting
scatter of individual transit measurements.
The result of this processing is a set of 21 level TD values averaged to minimize both random
zero-mean errors and transit-specic systematic errors. The contributions of additional sources
of uncertainty which are expected to be correlated over the ensemble, and therefore are not
reflected in the magnitude of data \scatter," are added to the empirically derived error bars.
5.1.2 Error Analysis
The estimation of measurement uncertainty is an integral part of the averaging process described
above, since quantities to be averaged are weighted proportional to the inverse square of their
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uncertainties. Final error bars, which reflect both the empirical magnitude of data scatter and
the estimated contributions of sources of error which may be correlated over the ensemble, are
determined in a several step process.
1. Derive empirical condence intervals from the variability of TD within each 1-km slab over
the ensemble of transits.
2. Identify sources of systematic simulation error and estimate the magnitudes of their con-
tributions:
 systematic aircraft altimeter pressure error
 radiosonde error
 antenna pattern error
 antenna pointing error
 uncertainties in H2O, N2, O3, 16O18O contributions
 local oscillator and passband frequency errors
 interpolation error
 radiative transfer nite element error.
3. Identify sources of calibration error and estimate the magnitudes of their contributions
 nonlinearity correction residual
 thermocouple error
 calibration load emissivity
 memory correction residual.
4. Summarize contributions to total \error budget" from all sources.
Analyses based upon errors which are correlated over altitudes and across channels should make
use of an error covariance matrix rather than a vector of error variances, however there is
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considerable uncertainty in the error correlation structure. The sensitivity of simulations to
the adjustment of MPMymodel parameters has been repeated using two simple models of error
covariance, resulting in adjustments of the model that yield better ts to the observed, calibrated
antenna temperatures.
5.2 Data Sets
5.2.1 Data Format
The data set from each of these flights consists of the following components:
 An MTS log le with a header of flight information, including 53-GHz oscillator tuning
information and system error messages.
 An MTS data le including radiometric data from the 8 MTS 118-GHz channels and from
the single frequency-stepped channel near 53-GHz. This le also contains thermocouple-
based temperature measurements, time stamping, and 53-GHz varactor tuning informa-
tion. A 512-Byte record containing 14 sky observations and 2 calibration observations for
each channel is generated every 5.5 s.
 A Navigational le of records received from the ER-2 air-data computer inertial navigation
system at 1-s intervals. This data stream includes time, pressure altitude, pitch, roll,
heading, temperature, airspeed, latitude and longitude.
 Radiosonde proles from the most nearly coincident balloon-based observations available.
Details on these proles are provided in Appendix C.
Details of the data formats are given in Section B.5.
5.2.2 Flights
The MTS was used to collect proles of downwelling radiation on four ER-2 flights during
the CAMEX deployment in September and October, 1993, and on a single flight during the
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# Up Down Date Weather Conditions - Comments
1 AUS AUS 02-19-93 Tropical conditions (warmest surface temper-
atures and coldest, highest tropopause of the
ensemble). 118-GHz instrument unstable dur-
ing ascent; 53-GHz instrument failed.
2 CA CA 09-11-93 Inversion. Ascent to 20 km immediately fol-
lowed by descent.
3 VA VA 09-25-93 Cloud perturbations between 670 mb and
470 mb are apparent in radiometric observa-
tions.
4 VA VA 09-29-93 Clear conditions.
5 VA CA 10-07-93 Clear conditions on ascent and descent. Prox-
imity to radiosonde site not maintained
through ascent.
AUS Townesville, Australia
CA NASA Ames Research Center, Mt. View, CA
VA NASA Wallops Flight Facility, Wallops Island, Virginia
Table 5.1: Flights with MTS in Zenith-Viewing Conguration
TOGA COARE deployment in February, 1993. The zenith-viewing conguration was generally
limited to flights which were not over-flights of meteorologically interesting targets. Flights for
the recertication of the aircraft after repairs, or for the certication of instrumental payloads,
typically maintained proximity to the aireld and consisted of little more than an ascent to 20-
km cruising altitude followed by the descent. These flights provided most of the opportunities
for flights with the MTS in its zenith-viewing conguration. Flights are listed in Table 5.1, with
details provided in Appendices B.1 and C.
5.2.3 Exclusion of Data
The ascents of 02-19-93 and 10-07-93 were excluded from the 118-GHz analysis. In both of
these ascents, the IF intermittent contact, discussed in 4.2.4, was apparently closed for part of
the time. The ratio of system gain (counts/K) in Ch7 and Ch8 provides a flag for identifying
the state of the intermittent contact, as is shown in Figure 5.1. The high-pass characteristic
of the open contact causes the low-frequency (close to the line center) channels to be much
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Figure 5.1: The ratio of the linear calibration gain G = (counts=K) of MTS channels 8 and 7
is plotted for ve flights. Channel 8 is the channel most strongly eected by the state of the
intermittent contact in the IF. Baseline behavior is associated with the \open" state, while the
ascents of 02-19-93 and 10-07-93 contain periods where the contact is in the \closed" state.
more sensitive to contact state than are the higher-frequency channels. The 02-19-93 ascent has
particularly erratic behavior, evident in Figure B.6. A general trend towards increased system
gain as ampliers cool during flights is also evident in these plots of channel gains.
Since the data from the 10-07-93 ascent displays a single sharp jump between the \closed"
and \open" states, the two pieces could be calibrated separately and simulated using appropriate
passband models. However, a further problem with this transit is that the ascent is comparatively
slow and immediately leaves the vicinity of the launch site. This was a transit flight from Virginia
to California, and 19.5-km pressure altitude wasn’t reached until somewhere around Kansas.
The lack of radiosondes for use through the full ascent and uncertainty of the appropriateness
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Figure 5.2: The dierence between observed MTS antenna temperatures and simulations based
upon the assumption of clear air shows the eect of clouds in the descent of the 09-25-93 flight.
Data below 285 mb was excluded from subsequent analysis.
of high-altitude data for use as the \cold-sky" calibration point contributed to the decision to
exclude this prole.
Data below 9.5 km pressure altitude (285 mb) from the 09-25-93 flight was also excluded
from the analysis. Conditions were partly cloudy in the vicinity of the aireld during the flight,
and the pilot noted clouds, which he attempted to avoid. Large perturbations in observed-
minus-simulated antenna temperatures below 7 km, shown in Figure 5.2, are on the order of
40 K in the most transparent channel and are consistent with cloud perturbation. The single
radiosonde available for this flight shows signicant water-vapor structure below 400 mb, and it
is likely that there is signicant temporal and spatial variability in the water vapor eld as well.
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5.3 Simulation of MTS 118-GHz Flight Data
Under the assumption of a planar stratied, nonscattering atmosphere and an isotropic atmo-
spheric absorption model, downwelling radiance in the atmosphere at a given frequency for a
given atmospheric prole is a function only of altitude (pressure level) and viewing angle from
zenith. Radiosondes launched in the vicinity of the ER-2 launch and/or landing site provide
atmospheric proles for the MTS datasets under consideration. These proles are listed in
Appendix C.
5.3.1 Simulation Details
Downwelling radiances are simulated as described in Chapter 3. Radiosonde temperature and
water vapor elds are interpolated to standard pressure levels, and augmented with standard
proles above their failure points, which range from 49 mb to 3.2 mb. Water vapor measurements
from radiosondes typically display some sort of gross failure at a lower level than that at which
the sonde fails as a whole. Data is generally considered to be unreliable above 265 mb (10 km),
or even lower. However, in simulations based upon the M30 atmosphere, the total contribution
of water vapor to zenith-viewed MTS antenna temperatures above 265 mb is less than 0.025 K in
any channel, so the errors caused by relying on standard proles above these levels are expected
to be small. Specic atmospheric proles under consideration are discussed in Appendix C.
The radiative transfer algorithms described in Chapter 3 were implemented in Matlab and
used to calculate downwelling radiances at 411 frequencies spaced at 10-MHz intervals between
116.60 GHz and 120.80 GHz and at seven zenith-angles (zen= 0 to 51) corresponding to
equally-spaced steps in sec(zen) (s = 1:0 to 1:6.) The resulting tables of radiances are con-
volved in frequency with MTS passbands and interpolated to the altitude and viewing angle of
each observation. The 265 standard pressure levels used in radiative transfer calculations have
uniform, 5-mb steps below 30 mb (25-km altitude), so the code produces an easily interpolated
grid with uniform steps in P , s and .
An example of these simulated antenna temperatures is shown in Figure 5.3 for three stan-
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Figure 5.3: The upper plot shows simulated zenith MTS 118-GHz antenna temperatures calcu-
lated using the 09-11-93 12:00 UT, Oakland, CA radiosonde. The lower plot shows the standard
deviation of antenna temperatures calculated using the set of sondes from [09-11-93 00:00 UT,
09-11-93 12:00 UT, 09-12-93 12:00 UT]. A sharp temperature inversion near the surface is appar-
ent in the temperature proles, which are plotted in Figure C.8. Disagreement among proles
at low altitudes is most apparent in the opaque channels.
dard radiosonde proles from Oakland, California, collected on Sept. 11{12, 1993. Variation on
the order of several degrees near the surface is the result of changes in prole temperature and
water vapor density over the 36-hour time period. In particular, a shift in the level of a low-level
temperature inversion was noted in the proles. This sort of temporal variation is typical of
that found in the ensemble of coastal radiosondes utilized in this study.
5.3.2 Sensitivity to Atmospheric Temperature
MTS 118-GHz channel antenna temperatures for zenith views display a rather counterintuitive
negative sensitivity to atmospheric temperature changes at most levels. Figure 5.4 shows the
impact of a 1-K increase, at all levels, of the temperature prole of the M30 atmosphere on MTS
zenith-viewed antenna temperatures. In the opaque atmosphere limit, which is approached by
the most opaque channel near the earth’s surface, all brightnesses increase by 1-K. However, as
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Figure 5.4: Sensitivity of the MTS 118-GHz zenith-viewed channel antenna temperature to an
increase by 1 K of atmospheric temperature at all levels.
the atmosphere becomes transparent to space, changes in opacity with temperature are more
important in radiative transfer calculations than are the temperature changes themselves. The
118-GHz line is a transition between spin orientation ne-structure levels of the O2 rotational
groundstate. The population of this lowest energy rotational state (N=1) decreases with in-
creased temperature, resulting in a decrease in the (1-) line intensity.
It is interesting to note that the same eect is present in upwelling radiation, which is used for
atmospheric temperature proling. An increase in temperature of a slab of atmosphere typically
decreases its opacity near the (1-) resonance enough to result in decreased emission from the slab.
However, in the absence of temperature inversions or reflective surfaces, increased contribution
from lower, warmer levels tends to mask this eect, so that, in views from space, increased
antenna temperatures are generally correlated with increased atmospheric temperatures.
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Figure 5.5: The dependence of simulated downwelling radiance on zenith-angle is shown for
the passband averages of the most opaque (Ch8) and most transparent (Ch7) MTS passbands.
Simulations are based upon the M30 atmosphere and the MPMyabsorption model.
5.3.3 Dependence upon Viewing Angle
The dependence of simulated radiances on viewing angle from zenith, zen , is shown in Fig-
ure 5.5 for the most opaque and most transparent MTS 118-GHz channels. The warming of
brightness temperatures as zen is increased, termed \limb brightening," is a general character-
istic of MTS simulated upward-looking antenna temperatures. Increasing the optical pathlength
through slabs increases the weight of the closest levels of atmosphere. In the absence of tem-
perature inversions, this always warms the tropospheric radiances. In the stratosphere, where
the atmosphere begins to get warmer with altitude (primarily a consequence of absorption of
ultraviolet solar flux by ozone [16]), the atmosphere is suciently transparent in all channels
that the dependence of TA on s is dominated by the extent to which an observation \sees" the
3-K cosmic background. In the transparent atmosphere limit,
TA(s)  s(Tatmosphere − Tcosmic) + Tcosmic :
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Figure 5.6: The rate of change of simulated downwelling radiance with sec(zen) is shown for
the passband averages of the most opaque (Ch8) and most transparent (Ch7) MTS passbands.
Simulations are based upon the M30 atmosphere and the MPMyabsorption model.
In simulations carried out with a standard atmosphere (M30), Tsim increases with zen to within
3of the horizon for all MTS channels at all levels. Thus, it is generally true that any antenna
sensitivity to sidelobes will result in increases in the brightness temperatures which are observed
near zenith. The rate of change of simulated \pencil-beam" antenna temperatures with sec(zen )
is shown in Figure 5.6. Near zenith, near the earth’s surface, the antenna temperature of the
most transparent channel (channel 7) warms at a rate of 100 K per unit change in s. An error
in zen of 1 at zen=24.6(s = 1:1) changes s by 0.009, which could result in an error as large
as 1 K in observations from the earth’s surface with the most transparent MTS channel (Ch7).
5.3.4 Modeling of the Antenna Pattern
Calculational Methods
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Although there is evidence in the antenna pattern measurement (Figure 4.6) of beam asymme-
try, for the purpose of calculations the MTS 118-GHz antenna pattern is assumed to be axially
symmetric about the beam center. As the beam is scanned across track, it is also rotated about
its own axis, so a rst-order beam-asymmetry correction is included in the empirical roll cor-
rection discussed in Section B.4.3. The remainder will be included within a general uncertainty
in beam pointing. The contribution to simulated antenna temperatures of a modeled Gaussian
main lobe with axially symmetric sidelobes has been calculated for a standard atmosphere, and
corrections based upon these calculations are applied to flight-data simulations. Uncertainty
in this calculation is dominated by uncertainty in the antenna pattern, rather than by varia-
tion in the atmospheric temperature and humidity proles, so the calculation of flight-specic
corrections is not justied.
\Pencil-beam" (-function angular dependence) MTS brightness temperatures were calcu-
lated for the M30 atmosphere and MPMyabsorption model at 50 viewing angles from zenith,
(0{89). These radiances were convolved in frequency with MTS channel passbands to produce
tables of pencil-beam antenna temperatures, TAj(P; s), for each channel, j; pressure, P; and
beam-center zenith angle, s = sec(zen): Given a beam-center zen , the average brightness tem-
perature TAj(P; s); of a ring of solid angle at some angle (; ) from the beam center is calculated.
A weighted average over the antenna pattern, A(); is then calculated.
TAj(P; s) =
P
 A() sin()TAj;(P; s)P
 A() sin()
: (5.1)
Main Lobe Model
The 118-GHz antenna pattern is specied as having a main lobe with a FWHM of 7.5with 95
percent beam eciency. This means that 95 percent of the received power comes from solid
angle within 2.5 times the HWHM, or 9.4. The main lobe is modeled as an axially-symmetric
Gaussian with FWHM of 7.5, cut o at 9:4: Convolution of this model with Tsimj(P,s) is
shown in Figure 5.7 for the beam centered at s of 1.0, 1.1, and 1.4 (zen=0, 24.6, 44.4). In
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Figure 5.7: Warming of downwelling MTS Channel antenna temperatures due to the nite main
lobe is shown. The beam is modeled as a Gaussian with FWHM of 7.5( = 4:5) out to 10. It is
convolved with the downwelling pencil-beam antenna antenna temperatures (M30 atmosphere)
for the beam centered at zenith angles: zen=0 (solid), zen=24.6 (dashed),zen=44.4 (dash-
dot).
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all cases considered, the corrections derived from this model to pencil-beam calculations at the
beam center are positive, and less than 0.5 K. When the beam center is at zenith (s = 1,) all
radiances contributions away from the beam center are positive due to general limb brightening.
When the beam center is at some angle, zen ; some portion of the pattern will be closer to
zenith than is the beam center, sampling colder brightnesses, but the contributions of warmer
brightnesses will dominate both due to the eects of solid angle and to the nonlinearity of
TA(zen):
TA is typically nearly linear in (s), but sec(zen + )− sec(zen − ) is always positive. This
can be easily seen for a nearly transparent atmosphere, where TB(s)  zenTatmospheres; and the
magnitude of the change in s is larger for an increase in zenthan it is for a like decrease.
Since the magnitude of the correction changes insignicantly over the range of s from 1.0{1.1,
it is reasonably well modeled as being independent of s: The average of the corrections for these
two values, shown in Figure 5.8, has been adopted as a nite-main-lobe antenna temperature
correction.
Sidelobes Model
The distribution of the 5 percent of the antenna beam which is in sidelobes has signicant
impact on antenna temperatures. The dierence between the zenith transmittance (e− ) to
space and the sky-averaged (over 2 steradians) transmittance to space reaches almost 0.3 at an
optical depth zen = 0:4 Np. To rst order, this results in a sky-averaged brightness temperature
which is warmer than the zenith brightness temperature by 0:3 (Tatmosphere − Tcosmic) = 70 K.
This estimate is consistent with an integration over the sky of the values, TAj(P; s), shown in
Figure 5.9.
The available antenna pattern measurement of the 118-GHz horn, shown in Figure 4.6, is
limited to the E-plane and to angular departures of less than 25. The floor to which sensitivity
falls outside of the main lobe is approximately -35 dB relative to the beam center, but this
level may actually be the noise threshold of the pattern measurement. This antenna is a scale
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Figure 5.8: Correction adopted for 118-GHz channel TA warming due to the 7.5 FWHM
main lobe. The correction chosen is the mean of the nite-beam eects for zen 2 f0; 24:6g
(s 2 f1:0; 1:1g) shown in Figure 5.7. The corrections at these two angles dier by less than
0:05K:
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Figure 5.9: The dierence between simulated zenith MTS 118-GHz channel antenna tempera-
tures and sky-average brightness temperatures. Sky-average integrates solid angle to 89under
the flat-earth assumption.
replica of a scalar feed on the SCAMS instrument [75] and, neglecting beam spillover eects,
the SCAMS antenna pattern dropped to -50 dB at 40 and to -60 dB at 90 . Power from beam
spillover of the xed mirror, which enters the horn without reflection from the scanning mirror,
is presumed to be present in calibration observations as well as in sky observations and drops
out of the calibration equation.
A rst-guess model of sidelobe sensitivity, based upon the data from Figure 4.6 and the
SCAMS antenna pattern measurements, distributes the 5 percent power which is presumed to
be missing from the main lobe so that 1 percent is at the cold-load temperature (ambient), 2
percent is between 9:4 and 20 from the beam center, 1 percent is between 20 and 30, 0.5
percent is between 30 and 40, and 0.5 percent is between 40 and 50. Zenith angles higher
than 50 cannot be seen by the horn without signicant aircraft roll or multiple reflections.
Views of the sky are limited both by the opening in the MTS chassis and by the opening in the
skin of the ER-2 superpod. The fraction of the beam which is reflected internally within the
chassis, whether from spillover or from far sidelobes, is presumed to either terminate at a lossy
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Figure 5.10: Sidelobes of the MTS 118-GHz antenna are modeled as 1 percent at 10from the
beam center, 1.5 percent at 20, 1 percent at 30, 0.5 percent at 40, and 0.2 percent at 50.
This plot also includes the Gaussian-beam correction calculated above, and is based upon the
M30 atmosphere and MPMy.
reflection (ambient) or eventually nd the viewing window (sky-average.)
When beam-center zenith angle is restricted to zen < 24:6; (s < 1:1) the 20, 30and
40sidelobe contributions vary by less than 20 percent of their magnitudes and can be approx-
imated by the mean of their extremal values with less than a 10 percent error. The correction
shown in Figure 5.10 is added to simulated antenna temperatures. Uncertainty (rms equiva-
lent)in the magnitude of this correction is estimated to be 20 percent.
The dependence of the antenna pattern correction on beam center zenith angle does have
an eect on the \secant-t" method of using the cold-sky calibration point. The contribution
of sidelobes to antenna temperatures increases enough with s to increase the slope, dTA=ds;
by 0.55 K in the most opaque channel and 0.05K in the most transparent channel. Use of the
\secant-t" method without this correction would result in inferred \true values" for near-zenith
cold-sky observations that are too warm by these slope errors, since zenith is at s = 1 and the
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Figure 5.11: The change in the slope of antenna temperature with s=sec(zen) due to modeled
sidelobe response is shown. Calculations are based upon the M30 atmosphere and MPMy.
known zero crossing is at s = 0: A correction to dTA=ds based upon the sidelobe model described
above is shown in Figure 5.11.
5.4 Calibration and Averaging
5.4.1 Memory Correction
Prior to calibration, a small correction is applied to the radiometric counts to remove the \mem-
ory" eect, as discussed in Section 4.2.5. A xed fraction, 0.003 of each measurement, is sub-
tracted from its successor. This operation is only signicant when antenna temperatures change
sharply in successive spots, such as is the case when going from a cold-sky observation in the
last scan position (spot 14) to the cold-calibration load (spot 15), when stepping between the
calibration loads (spot 15 to spot 16), and when stepping from the hot-calibration load back to
the sky (spot 1). Since spot 1 is typically a redundant observation, it is excluded from further
analyses.
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If not corrected, constant fractional memory of the cold-load in observations of the hot-load
decreases the hot-load counts, decreasing estimated system gain (counts/K) by a constant factor.
This is the sort of calibration error for which the cold-sky-based calibration correction is ideal.
Memory of the nal sky observation in the cold-load observation typically increases system gain
and introduces nonlinearity into the calibration relation. The \memory" correction is primarily
intended as a rst-order removal of this nonlinearity. The standard method of tipping the
calibration line based upon cold-sky observations, discussed in Section 4.4.2 and below, removes
the linear part of any residual memory-based errors in the calibration.
The impact of this memory correction on calibrated antenna temperatures from the 09-11-93
flight is shown in Figure 5.12. As is evident from the gure, the interaction of the \memory" and
\cold-sky" corrections results in complicated behavior in which the sign of the correction can
change through the course of a flight. The memory correction changes the observed dierence
between theory and linearly calibrated data for the highest altitudes, resulting in second order
eects in the cold-sky calibration correction. The drifting of the cold-load temperature through
flights also complicates this eect.
5.4.2 Calibration
Calibration of radiometric data is accomplished in two stages. First, each scan’s data is cali-
brated using a linear relation derived from the end-of-scan calibration observations. No ltering
is done on the calibration data, so the 14 spots of a scan typically share signicant calibra-
tion error. Thermal noise contributions of the receiver and from the inherent noise of thermal
signals are estimated empirically from the RMS variation of the calibration load radiometric
data. Figure 5.13 shows a fragment of typical scan data. Individual spot thermal noise is small
compared to the calibration noise, which is evident scan to scan. The second stage of calibra-
tion is a correction based upon the cold-sky high-altitude observations. Two methods for using
the highest altitude observations as a calibration point were discussed in Section 4.4.2. The
\secant-t" method involves extrapolation of a linear t of TA(s) based upon data from s in
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Figure 5.12: The dierence in calibrated antenna temperatures between those obtained with
and without a \memory" correction, prior to linear calibration and \cold-sky-based" correction,
is shown for the 09-11-93 flight.
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Figure 5.13: Data from four successive scans illustrate typical levels of correlation within a scan.
Each scan shows warming in initial and nal spots, which are at large angles from zenith. Sim-
ulated data provides a model for this \limb brightening," so the dierence between observation
and simulation has no gross angular dependency, and can be averaged to give scan-averaged
observed-minus-modeled antenna temperatures.
the range 1.0{1.4, which is extrapolated to s = 0. It requires the use of data away from zenith,
and is sensitive to errors in the sidelobe model, or in pitch and roll, so it is less robust than
the \match-theory" method. The \match-theory" method, which enforces agreement between
simulated and observed TA at 20-km altitude, sacrices a degree of freedom which can carry
signicant information in the opaque channels, and can impair the ability to distinguish among
proposed model corrections. A sidelobe model has been developed which is consistent with
the limited available antenna-pattern measurements and which gives good agreement between
transparent-channel 20-km calibrated values for the \match-theory \ and \secant-t" methods.
Half of the dierence between the results obtained with the two methods is included in the error
budget.
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5.4.3 Ensemble Averaging of Observed-minus-Simulated Antenna Tempera-
tures
Considering the dierence TD between observations and the simulations removes the dependence
on observation pressure level and scan position, greatly reducing the dynamic range and facil-
itating the time-averaging of data. During steep ascents of the aircraft, antenna temperatures
in some MTS channels may change by more than 5 K during a single 6-second scan, and the
dynamic range within a scan resulting from changes in zenith angle is typically greater than
10 K.
As is suggested by Figure 5.13, simulated data also provides a good model of the zenith-
angle-dependent eects of scan position, pitch, and roll, so TD is presumed to lack most of the
angular dependence of the observations or simulations even if the absorption model used in
the simulations is slightly in error. Simulations of observations at large angles from zenith are
more susceptible than are near-zenith observations to systematic error arising from uncertainties
in modeled antenna sidelobes, antenna pointing and \memory" so attention is restricted to
observations with s < 1:1: In the absence of signicant pitch or roll, this corresponds to data
from the 6 viewing spots nearest zenith.
The contribution of receiver noise to observations when antenna temperatures that are far
from the calibration load temperatures is dominated by the noise in the calibration load ob-
servations, and since this error is correlated over entire scans, scan-averaged observation minus
simulation (TDscan) is really the fundamental, independent observation to be considered. The
averaging process does not reduce the correlated noise due to the shared calibration observations;
however, the resulting scan-averaged values have uncorrelated errors.
Scan-averaged values TDscan are averaged within slabs of 1-km thickness in pressure altitude
(kilometers in the U. S. Standard 1976 Atmosphere) to produce TDkm at 21 levels in each ascent
and descent (transit). Values from each level in the eight transits are averaged to produce TDkm.
In all cases, the averaging process includes weighting by the reciprocal of the estimated noise
variance of the values. Individual observation uncertainty is estimated from Equation 4.4 and
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an estimate of receiver temperature based upon high-frequency variation of the calibration load
radiometric observations.
Two empirical estimates of the uncertainty TDkm are derived in the ensemble averaging
process. The rst estimate adds the estimated errors in the quantities to be averaged in the
usual way:
(TDkm)2 =
1P
transits(TDkm)−2
: (5.2)
This estimate does not include contributions from sources which are corellated within individual
transits but vary over the ensemble. The second estimate, which is generally larger and is used
in further error analysis, is a direct measure of the scatter of TDkm over the ensemble of transits
using w = (TDkm)−2 as weights.
w =
(TDkm)−2P
(TDkm)−2
(5.3)
(TDkm)2 =
N
N − 1
X
w(TDkm − TDkm)2:
In this expression, N is the number of transits being averaged and correction is made for the
degree of freedom which is used to calculate the mean TDkm; as is discussed in Bevington [11].
5.5 Error Analysis
5.5.1 Empirical Error Estimation
Empirical error bars are derived from the variability of TD within each 1-km slab over the
ensemble of transits. These condence intervals reflect the contributions of sources of error
which are not correlated over the ensemble, such as that due to thermal noise in observations.
Some sources of error, such as the variation in atmospheric temperature and water vapor density
that occur over the spatial and temporal distance of the aircraft from the radiosonde, may have
correlated and uncorrelated parts.
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Thermal Noise
Receiver noise and the random fluctuations in the atmospheric radiation itself result in a TRMS
of approximately 0.3 K for an individual measurement. Such uncertainty in observations of the
calibration loads results in signicant uncertainties in the measured linear calibration relation-
ship when extrapolating calibration far from the calibration load temperatures, as discussed in
Section 4.4; however, these fluctuations are independent in every scan and so are greatly reduced
by averaging within 1-km slabs over the ensemble of flights. The contribution of thermal noise
is included in the empirical error estimate.
The analysis of error in linear calibration given in Section 4.4 was for rst-order (small)
errors in hot and cold load counts, H and C. Since we are not ltering calibration counts prior
to calibration, it is worthwhile to examine the magnitude of second order terms. The linear
calibration relation in Equation 4.1,
TA =

TH − TC
H − C

(A− C) + TC ;
involves the inverse of the dierence, H − C: Since the calibration-load temperatures are small
compared to the receiver temperature, the noise terms H and C have approximately equal
magnitudes, and their dierence is approximately symmetric with zero mean. The expression
for system gain (K/count) may be written in terms of the error, ; in the dierence H − C:
g =
TH − TC
H − C + 
=
TH − TC
H −C
1
1 +


H−C

=
TH − TC
H −C
 
1 +


H − C

−


H − C
2
+   
!
(5.4)
In flight data, the quantity H−C is typically less than 0.01. The error in calibrated antenna
temperatures which is rst-order in this quantity will be zero mean and will tend to average
out of ensemble averages. The second order term is negative denite, however it changes g by a
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Figure 5.14: The eect on zenith brightness of a positive error in aircraft altitude increasing
linearly from 30 m at the surface to 100 m at 20-km altitude for the M30 (30 lat., July) standard
atmosphere. Brightness perturbations are less than -1.5 K.
factor only on the order of 10−4: The worst-case bias in calibrated antenna temperatures caused
by this systematic error in g will be on the order of 0.027 K, and is negligible.
5.5.2 Sources of Systematic Simulation Error
Systematic Aircraft Pressure Error
The accuracy of the pressure sensor in the ER-2 has been estimated by NASA personnel to be
100 m of pressure-altitude [34, 35]. The dierence between the aircraft pressure measurement
at the surface and that of nearly concurrent radiosondes has worst-case magnitude of 4 mB,
which is 30 m of altitude at 0-km altitude. The average error is less than 1 mB. The impact
of an aircraft altimeter error of +30 m at the surface, increasing linearly to 100 m at 20 km
pressure-altitude, is shown in Figure 5.14. The largest impact is 1.5 K in the most opaque
channel. Errors are largest near 1 Np optical depth, where the magnitude of the gradient of TB
with altitude is largest.
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Interpolation Error
Radiative transfer calculations produce brightness temperatures at 10-MHz steps across the
band of interest, on a grid of standard pressure levels (265 levels, no step larger than 5 mB or
1 km), and viewing angles from zenith (tenths of secant from 1.0 { 1.6) . Interpolation of this
grid is required to model intermediate points.
Results from the interpolation of the 5-mB pressure grid to 1-mB levels are compared to
actual calculations on the 1-mB grid in the right-hand plot of Figure 5.16. Pressure interpolation
errors are less than 0.05 K for all channels and levels of interest.
Brightness temperature as a function of sec(zen) is expected to be linear in the transparent
atmosphere limit. Over small ranges of sec(zen ) near zenith, the linear approximation is good
throughout the atmosphere. Errors in linear interpolation in sec(zen) between grid values
spaced 0.1 apart results in errors of less than 0.18 K, as shown Figure 5.15.
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Figure 5.15: The dierence is shown between the interpolation of a uniform grid of secants of
zenith angle (1.0 1.1 1.2 1.3 1.4) and radiative transfer calculations at s=1.05 and 1.35. Errors
are less than 0.18 K in magnitude, and are negative since the function, T (s); has a negative
second derivative.
Finite Element Errors
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Radiative transfer calculations are based upon the assumption that atmospheric slabs have
uniform temperature (Tslab = 12(Ttop + Tbot )) and absorption coecient
slab = 

Tslab ;
p
PtopPbot ;
1
2
(dH2Otop + dH2Obot )

:
Convergence of this expression as slab thickness is decreased is investigated in Chapter 3. Down-
welling zenith brightness temperatures deviate from the results calculated on a 1-mB grid (1071
levels) by less than 0.1 K when calculated using 265 levels with slab thicknesses less than or
equal to 5 mB . The results for zenith observations are summarized in the left-hand plot of
Figure 5.16.
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Figure 5.16: The plot on the left shows the dierence between results of zenith-viewed brightness
calculated at 5-mB steps rather than at 1-mB steps. The right-hand plot shows errors which
result from linear interpolation in P of the 5-mB grid to the 1-mB levels.
Radiosonde Error
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Error in proles of temperature and water vapor used in radiative transfer calculations can result
in errors in simulated antenna temperatures.
Radiosonde temperature proles have accuracies on the order of 0.2 K, but may be subject to
systematic errors as large as 1 K. Corrections to thermistor measurements based upon radiative
eects (and sun position) have been addressed by Schmidlin[67, 22], and the CLASS sondes
and Rawinsondes launched from Wallops Is., Virginia during the CAMEX deployment have
been carefully analyzed in this regard. Spatial and temporal variation in the temperature and
humidity elds is another source of error, since we use a single radiosonde prole as an estimate
of the column above the aircraft throughout an ascent or descent, through which the aircraft
typically makes excursions as large as 200 km from the sonde’s launch site.
As is apparent from the discussion of Section 5.3.2, the sensitivity of 118-GHz zenith-viewed
TA to changes in Tatmosphere includes canceling terms. Positive change of TA with Tatmosphere occur
only in the most opaque channels at the lowest levels. Variation of MTS antenna temperatures
with changes in atmospheric proles were examined for flight dates for which three proles were
available within 1 day of the flight time. Averaged variation of antenna temperatures due to
variations in the temperature and water vapor proles is shown in Figure 5.17. The sonde closest
in time to the flight was always chosen for use in analyses, but the variability among sondes
collected within a day of one another is expected to give some indication of spatial and temporal
atmospheric variability and its impact on antenna temperatures. Variation due to prole errors
will tend to be random and cancel within an ensemble of proles, Three of the proles were used
for both an ascent and a descent, which increase the correlation of errors over the ensemble of
proles used in simulations. As a conservative estimate of correlated error due to radiosonde
variability, 50-percent of the RMS variation shown in Figure 5.17 is included in the estimate of
systematic error.
Uncertainty in water vapor measurements, both due to sensor limitations and to variability
in the eld, is expected to have signicant impact on simulated antenna temperatures only in
the lowest 5 km (P > 540 mB) of the atmosphere, since this is where the bulk of the water
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Figure 5.17: Average RMS variation of simulated MTS 118-GHz antenna temperatures due to
variation of measured atmospheric proles over the 48-hour periods bracketing the times of three
flight.
vapor is concentrated. The entire contribution of water vapor to zenith-viewed MTS antenna
temperatures for the M30 atmosphere is shown in Figure 5.18. While water vapor absorption
contributes over 40 K to zenith-viewed antenna temperatures of the most transparent channel,
its contribution is less than 1.5 K at 500 mB, and less than 0.5 K at 400 mB. Large fractional
errors in water vapor density at high altitudes are not expected to have appreciable impact
on MTS simulations. The combined error in water vapor density due to humidity sensors and
atmospheric temporal and spatial variability may be on the order of 10 percent through the
lower 500 mB of atmosphere. Some part of this error will be random and will be reduced by
the averaging of multiple data sets. Some part of the error may be due to systematic biases in
the sensors or from the drift of the radiosonde balloon under the influence of prevailing winds,
through prevailing water vapor gradients.
Antenna Pattern Error
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Figure 5.18: The contribution to zenith-viewed simulated MTS antenna temperatures of absorp-
tion due to water vapor for the M30 atmosphere and the MPMyabsorption model. The largest
contributions are in the most transparent channels.
The corrections developed in Section 5.3.4 to model the eect of the antenna pattern on near-
zenith observations have magnitudes less than 0.85 K in all cases. Uncertainty in this correction
is estimated to be on the order of 25 percent of the total. Since error in the estimate of the
antenna pattern will produce correlated error in all simulated antenna temperatures, this error
will not be reflected in the empirical error estimate, and must be added explicitly to the error
budget.
Antenna Pointing Error
As described in Section B.4, an eort has been made to synchronize clocks and to accurately
interpolate 1-second ER-2 navigational data so that pitch and roll may be accounted for in
zenith angle, zen . Error in the pointing angle in the cross-track direction, which combines
uncertainty in roll, scan mirror angle, and beam asymmetry, is estimated to be on the order of
1 in Section B.4.3, based upon observations of the sun passing through the beam. Assuming
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that uncertainty in the pitch measurement is also 1, total uncertainty in zenith angle is less
than 1.5. The average change in sec(zen ) over the range zen 2 [0; 25] due to a positive
change in zen of 1:5 is 0.00034. The rates of change of antenna temperatures with s; shown
in Figure 5.6, are less than 100 K per unit s, so the average magnitude of a change is less than
0.03 K. Systematic roll errors will be positive in one half scan and negative in the other, further
reducing averaged errors. With data restricted to s < 1:1; pointing error contributes negligibly
to deployment-averaged error.
Uncertainty in H2O Contribution
Variability in the amount of water vapor in the lower troposphere is a signicant source of
uncertainty in modeled downwelling brightness at low altitudes for the more transparent MTS
channels. The CAMEX AIR ensemble, discussed in Chapter C, has 114 g m−3 of water vapor
at the surface, dropping to less than 10:4 g m−3 at 5 km altitude (540 mb). This is somewhat
dryer than the M30 prole, although the M30 water vapor prole is within 1 standard deviation
of the CAMEX mean. The CAMEX water vapor prole is plotted in Figure 5.19.
The change in MTS antenna temperatures resulting from an increase of 10 percent of the
water vapor in the M30 prole is shown in Figure 5.20. Brightness changes are negligible (less
than 0.05 K) in the three most opaque channels, but are more than 0.8 K at the surface for
the most transparent channel. All impacts are less than 0.1 K above 4 km altitude (616 mb).
Error in radiosonde water vapor measurements, which is either implicit in the measurement or
the result of spatial or temporal variations, is presumed to be uncorrelated between flights and
to contribute to the empirical error bars of the ensemble average. However, systematic errors
may result from biases in measurements, correlated balloon trajectories under prevailing winds
and prevailing coastal water vapor gradients, and by chance from the limited statistics of the
proles. Systematic errors may also be the result of inadequacies of the H2O absorption model.
A contribution of 5 percent of the total H2O contribution will be added to the correlated error
budget.
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Figure 5.19: The mean water vapor prole and the ensemble standard deviation are shown for
25 AIR CLASS sondes collected during the CAMEX deployment. The water vapor prole of
the M30 atmosphere is also shown.
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Figure 5.20: The impact on MTS 118-GHz channels of an overall increase of water vapor by
10 percent, for the M30 atmosphere and MPMyabsorption model.
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Uncertainty in N2, 16O18O, and O3 Contributions
Contributions of N2 and 16O18O to zenith-viewed MTS channel brightnesses, shown in Fig-
ure 5.21 for the M30 atmosphere, are included in our baseline MPMymodel. The mixing ratio of
these gases in the atmosphere is known to a high degree of precision, but there is considerable
uncertainty in the absorption expressions. A conservative uncertainty estimate of 25 percent
of the magnitude of these contributions will be included in the error budget. Ozone has lines
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Figure 5.21: Contributions to zenith-viewed MTS modeled observations of N2 and 16O18O for
the M30 (30 latitude, July, 2.9 g/cm2 integrated water vapor column) atmosphere. Water vapor
in the lowest altitudes screens the eect of P 2 absorption by N2. The absorption models are
from Rosenkranz [62].
centered at 118.36 GHz and 119.28 GHz which are in the passbands of MTS channels 1 and 8.
The strength parameters of these lines are greater by a factor of 20 than that of the 1- oxygen
line [62]; however, the mixing ratio of ozone is typically less than 1 PPM in the troposphere
and less than 10 PPM in the stratosphere. The impact of this molecule on MTS observations
is shown in Figure 5.22. Its largest impact is on Channel 8 viewing zenith from 20 km, where
the contribution of O3 is on the order of 1 percent of modeled brightness. It is only due to the
chance near-coincidence of the O2 and O3 spectral lines that the MTS channels that are closest
to the (1-) line also have O3 lines in their passbands.
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Figure 5.22: Contributions to zenith-viewed MTS modeled observations of O3 for the M30
(30 latitude, July) atmosphere. The leftmost gure gives a typical O3 mixing ratio [38]. The
middle gure gives total optical depth due to the four closest lines to the MTS passband. The
rightmost gure gives the zenith-viewed brightness change from inclusion of this absorption. A
Van Vleck-Weisskopf lineshape is used with parameters from Rosenkranz [62].
Local Oscillator and Passband Frequency Error
Sensitivity of simulations to Local Oscillator frequency shifts and to error in the measurement
of the passband is shown in Figure 5.23. Nominal accuracy of the LO frequency is 5 MHz,
which introduces error in modeled MTS brightnesses of less than 0.03 K. A small shift of the
LO moves the two sidebands antisymetrically relative to the line center, resulting in simulation
errors which tend to cancel. This is not the case in errors in the measured passband. A shift of
the entire passband by 3-MHz would lead to a 1-K error in the worst case.
Channel bandpass characteristics were measured with a spectrum analyzer and discretized on
a 10-MHz grid, so a typical 270-MHz-wide channel signicantly weights contributions at 27 grid
frequencies. Errors in individual power measurements are on the order of 0.4 dB (10 percent).
The sensitivity to this passband measurement noise may be estimated by considering a \boxcar"
passband dened on a discrete set of frequencies with spacing  = 10 MHz. Let the passband
be centered at 0 Hz, with N = 25 weights which are uniform plus a fractional uncertainty
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(W = 1N  N :) The expected value of the weighted average (centroid) of this passband is
C =
N−1
2X
x=−N−1
2
Wxx = 0:
The uncertainty C in C due to uncertainty ( = 10 percent) in W is
2C = 2
N−1
2X
x=1


N
2
x22
=
2
3

N
2
3 
N
2
2
=

1
12N

2(N)2;
C =
250 MHz
173
= 1:5 MHz: (5.5)
Since the worst-case change in TA for a shift in a passband, as shown in Figure 5.23, is less
than 0.3 K/MHz, we expect all errors due to passband measurement error to be less than 0.5 K.
Misdetermination of a channel’s passband will result in correlated errors in all simulations, and
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Figure 5.23: Sensitivity of simulated, zenith-viewed antenna temperatures to shifts in a given
channel’s passband within the IF, and to shift in the local oscillator frequency in the RF are
shown in units of K per MHz. In both gures, the most opaque channel peaks at the highest
altitude.
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will not be reflected in empirical estimates of uncertainty based upon variability of TD over the
ensemble. A contribution corresponding to 1.5 times the values shown in the left-hand graph of
Figure 5.23 is included in the error budget, corresponding to C = 1:5 MHz from Equation 5.5.
Passband Sensitivity
Uncertainty in the shape of a channel passband is potentially the source of signicant errors in
modeled brightness temperatures. The dierence between zenith modeled antenna temperatures
for the two states of the IF passband described in Section 4.2.4 are as large as 1.5 K for channels
1{7 and as large as 5 K in the case of channel 8. The dierence between the predictions of
the \open" and \closed" passband models is shown in Figure 5.24. However, as was shown in
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Figure 5.24: The dierence between zenith-viewed modeled MTS antenna temperatures (TAopen−
TAclosed) using the \open" and \closed" passband models. Radiative transfer is based upon the
M30 atmosphere.
Figure 5.1, there is evidence to believe that the two contact states are discrete and identiable.
Analysis has been restricted to data in the open-contact state, and uncertainty in the passbands
will be modeled using the lter-shift analysis of Figure 5.23.
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5.5.3 Calibration Error
Nonlinearity Correction Residual
In the calibration scheme of Section 4.4.2, linear calibration relations determined throughout
the flight are shifted by a xed slope multiplier so that there is agreement between observations
and theory during the part of the flight when cold-space was viewed from altitudes greater
than 19.5 km. This correction is appropriate if sidelobes, memory, or imperfect calibration load
emissivities result in pollution of the hot load with ambient-brightness radiation. Some portion
of the departure from overall linearity may actually be due to nonlinearity in devices such as
ampliers in the IF chain. Such nonlinearity would be expected to change the calibration slope
gradually, rather than sharply.
The ensemble average of the magnitude of corrections required at 20-km altitude to get
agreement with theory ranges from 2 K in the most opaque channel (ch8) to 8 K in the most
transparent channel (ch7), and is roughly linear between these extreme values. If the slope of the
calibration relation changed linearly over the range from the cold-load temperature ( 260K)
down to the zenith-viewed 20-km brightness temperature ( 10K), a further quadratic correction
would be required which peaked midway between the two xed points (235 K) with maximum
magnitude equal to one fourth of the required linear correction.
The assumption upon which the baseline \cold-sky" calibration corrections were made was
that the true calibration relation is linear between the cold load and cold-sky points. This as-
sumption is a reasonable rst approximation for two reasons. First, if the overall non-collinearity
of the 3 calibration points is due to a constant error in the observation of the hot or cold loads,
the required correction is a change in the calibration slope and, perhaps, a very small oset.
Second, nonlinearity from sources such as amplier saturation would be most severe at the
highest power levels, which correspond to antenna temperatures between the cold-load and the
hot-load temperatures. Slight nonlinearity between the cold-load and cold-sky calibration points
is modeled by 20 percent of the correction shown in Figure 5.25. Another 25 percent is included
in the error budget.
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Figure 5.25: This calibration correction would be required if the calibration relation were per-
fectly linear between the hot-load and cold-load calibration points, and the slope changed linearly
between the cold-load and cold-sky points.
Thermocouple Error
To rst order, systematic errors in thermocouple temperature measurements of the hot and cold
loads and systematic problems in the radiometric observations of these loads are corrected by
the three-point calibration scheme. Systematic error in the cold-load temperature measurement
may be as large as 0.3 K. Uncertainty in the cold-space point is on the order of 1 K, and is
larger in the more opaque channels than it is in the transparent channels.
Calibration Load Emissivity
Calibration load emissivities were estimated by Gasiewski to be greater than or equal to 99
percent [23]. The 1 percent which reflects from loads will see some sort of averaged brightness
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of the emissive sources in the outer compartment of the aluminum box housing the radiometer.
These contributions will tend to decrease the dierence in counts between the hot and cold
loads, resulting in overestimation of departures of antenna temperatures from the cold-load
temperature. The calibration model developed in Section 4.4 includes an empirically derived
correction which is equivalent to increasing hot-load counts by some xed percentage of the
dierence (H-C).
Errors in the cold-load counts are expected to be smaller than those in hot load since the
emissive sources within the scanhead enclosure are primarily at the ambient temperature of
the cold load. Assuming that one-tenth of the 1 percent reflected component of the cold-load
observation is actually viewing the hot load, cold counts would be increased by the equivalent of
0:001 (TH − TC) < 0:1K: In the calibration scheme of Section 4.4, this error is additive rather
than multiplicative, since the calibration \gain" is adjusted to give agreement with theory in
the \cold-space" limit. The error diminishes as observed brightnesses depart from the cold-load
temperature, and are considered negligible in this analysis.
Memory Correction Residual
A correction was discussed in Section 5.4.1 for a \memory" eect, in which measurements are
slightly corrupted by their immediate predecessors. This memory is apparently the result of the
response time of low-pass lters in the low-frequency back-end. Since memory is a small eect,
(0.3 percent), it is only an issue when observations change sharply, as is the case when stepping
from cold-sky observations to observations of the cold load (TA < 270 K) and from the cold
load to the hot load (TA < 75 K). The applied corrections to the cold load and hot load are
less than 0.8 K and 0.23 K respectively.
Figure 5.12 shows the change in the nal calibrated antenna temperatures which results when
the memory correction is applied prior to the empirically-derived, linear, cold-space correction.
The cold-space correction removes the linear portion of the memory error. Systematic error in
the determination of the magnitude of the memory correction could be as large as 20 percent,
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Figure 5.26: Error contributions to the ensemble-averaged dierence between calibrated antenna
temperatures and modeled data.
which could result in errors in TA as large as 0.4 K. At some atmospheric levels, the net cor-
rection changes sign from ascent to descent, so that in the averaging process it tends to cancel.
Uncertainty in this correction is estimated as 20 percent of the mean of the ascent and descent
curves of Figure 5.12, and errors are likely to be correlated across the ensemble of flights.
5.5.4 Error Budget Summary
Figure 5.26 summarizes the error contributions for the most opaque and least opaque MTS 118-
GHz channels. The empirically-derived uncertainties, shown as solid lines, are the rms variation
of TDkm over the ensemble of transits, as dened in Equation 5.3. This empirical error includes
sources of variation in the observations or simulations which are uncorrelated over the ensemble,
such as instrument Trms and radiosonde prole inadequacy. Additional sources of uncertainty
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Maximum Errors
Error Source Channel 8 Channel 7 notes
max. peak max. peak
(K) (mb) (K) (mb)
ER-2 Pressure 1.5 130 1.0 surface half systematic
H2O uncertainty 0.4 surface 2.2 surface 5 percent of total
Radiosonde 1.1 surface 0.7 surface
Antenna pattern 0.35 110 0.25 700 zen < 24:6
Passband measurement 0.4 120 0.1 600 systematic
Cold-sky uncertainty 0.6 55 0.2 55
N2 uncertainty 0.01 900 0.1 900 25 percent of total
Memory Correction 0.2 200 0.3 500 20 percent of total
Thermal Noise 0.3 55 0.5 200 empirical error
Calibration nonlinearity 0.1 150 0.5 700 25 percent of
Figure 5.25
Model interpolation 0.1 300 0.13 surface model too cold
Finite element 0.07 80 0.01 surface model too cold
which are presumed to result in errors that are at least partially correlated over the ensemble of
transits are shown on the gure and enumerated in Table 5.5.4.
Errors which are only partially correlated over the ensemble may be partially accounted for
in the empirical error bars. The similarities between the empirical error bars and the estimated
ensemble-correlated error contributions of pressure error in the \opaque" channel (8), and of
pressure error and water-vapor error in the \transparent" channel (7), suggest that variations
in these eects may dominate the empirical error bars.
An additional term, not shown in Figure 5.26, is a uniform 0.5 K crude estimate of possibly
correlated calibration oset, including some uncertainty in the method used to x the cold-sky
calibration point.
5.6 118-GHz Observation minus Simulation - Ensemble Average
The ensemble averaged Observed-minus-Simulated antenna temperatures TDkm are shown in
Figure 5.27. There are statistically signicant departures of observed, calibrated antenna tem-
peratures from simulations which are not explained by any of the error sources which have been
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Figure 5.27: The ensemble-averaged dierence between calibrated antenna temperatures and
modeled data is shown. Model predictions from the highest altitude data were used as a third
calibration point, as discussed in Section 4.4.3.
considered to this point and which may result from errors in the transmittance model.
The rst observation to be made from this data is that, although there is a systematic
discrepancy between observations and model-based simulations, they are not as large as would
be predicted by the model adjustments that were suggested by Gasiewski based upon downward-
looking MTS flight data.[23] Gasiewski’s observations suggested that the MPM absorption model
was insucient by roughly 15 percent in the vicinity of the tropopause. A comparison of
observations with predictions based upon two line intensity adjustments suggested by Gasiewski
is shown in Figure 5.28. These predictions are more than 5  away from what we observe at the
pressure levels where the largest eects are expected.
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Figure 5.28: The deviation from theoretical predictions, though statistically signicant, is
less than half of predictions based upon ad hoc corrections to the O2absorption model which
Gasiewski derived from nadirial viewed MTS data in the late 1980s. [23] The solid line is the
eect of increasing the (1-) line strength by (300 K/T )0:5, and the dashed line results from
increasing line strength by (P/1013 mb)−0:1, both of which increase absorption by 15 percent
in the vicinity of the tropopause.
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5.7 Interpretation of TD
One of the advantages of viewing zenith rather than nadir in these measurements is that small
changes in atmospheric opacity near 1-neper zenith optical depth zen result in large changes
in MTS antenna temperatures. However, it has become apparent in the analysis of the data
that numerous sources of discrepancy between observations and simulations can result in similar
TD proles. For near-zenith data, the largest TD signals are typically observed near zen = 1
for a given channel. It is here that brightness temperatures drop from values comparable to
Tatmosphere to Tcosmic , and variation of any model parameter which changes zen will result in
large changes in Tsim at this level. For a parameter x,
dTsim
dx
=
dzen
dx
 dTsim
dzen
: (5.6)
Since dTsimdzen is sharply peaked, the maximum sensitivities to perturbations by many eects are
found at similar levels in the atmosphere for a given channel.
Adjustment of the aircraft viewing altitude (systematic altimeter error) or of the absorption
model (line width or intensity) all result in changes in zen which are similar in form. Adjust-
ment of the antenna sidelobe model has a similar eect, in that the secant of viewing angle s
simply scales the absorption coecient in the radiative transfer model for a planarly stratied
atmosphere. Changing the sidelobe model changes the beam-averaged s.
In evaluating candidate sources of systematic simulation error for explanation of observed
TD, prior constraints on parameters will necessarily play a large role.
Adjustment of the model at 118-GHz is particularly simple since absorption (above the lowest
few kilometers of a wet atmosphere) is dominated by the isolated, nearly-symmetric (1-) line,
and line interference only contributes a small perturbation.
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5.7.1 Linear Least-Squares Estimation of Candidate Model Parameters
Several models were evaluated as candidate explanations of the systematic dierences between
observations and simulations TDkm. Within the framework of linear estimation theory, we t a
linearized model of the variation of a TDkm with some parameter or set of parameters b. We
start with a model:
y = xb + n;
where y [168 by 1] is a vector of noisy dierences between observation and theory (TDkm), x
[168 by p] is the linearized dependence of TDkm on some vector of parameters, b [p by 1], and n
is Gaussian noise of y with covariance n:
Since TDkm has been compelled to be zero at 20-km altitude in the calibration process, the
columns of x must be \warped" by the same linear process that was used in the \match-theory"
correction to linear calibration based upon the \cold-sky" calibration point of Section 4.4.2. In
transparent channels, sensitivity of zenith-viewed antenna temperatures to model variations is
typically small at 20 km, since the aircraft is above the opaque portion of the atmosphere. In the
more opaque channels, there may be more signicant perturbations at 20 km. A reasonable test
of how TDkm depends upon a change in the model must include model-dependent calibration.
When we test the hypothesis that the absorption model or atmospheric prole must be changed,
we must recognize that model-based cold-space calibration corrections also change.
The best value of b, in a least-squares sense, is
b = (yT −1n x)=(x
T −1n x): (5.7)
This value of b minimizes 2:
2 = (y − xb)T −1n (y − xb): (5.8)
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The error covariance in the estimate of b is
b = (xT −1n x)
−1: (5.9)
Two dierent estimates of n have been used in an attempt to bound variations in b which
result from uncertainty in n: Model A assumes that all error in TDkm is uncorrelated, and
places the sum of the squared magnitudes of all of the terms in Table 5.5.4 on the diagonal
of A: Model B is based upon the assumption that error in all channels and at all levels is
perfectly correlated for each noise term in Table 5.5.4, with the exception of the empirically
derived component. All 168 components in a column move together. B is the sum of a
diagonal matrix of squared empirical errors and the outer product of each of the other error
terms with itself. Since the original estimation of the error terms was conservative (large errors)
and the presumption of perfect correlation across channels and altitudes is unrealistic, this
matrix certainly has larger o-diagonal terms than it should. The two error covariance models
may be assumed to bound the actual error covariance, with the full matrix of model B presenting
a more physically realistic picture in that it recognizes the existence of correlations.
The inverse correlation matrix, −1B , projects components of the vectors which it multiplies
into its basis of eigenvectors and then weights those terms by the inverse of the eigenvalues
squared. If projections (principal components) which have small eigenvalues correspond to zero-
mean noise in the vectors being projected, the cost-function (2) will be minimized by setting
the weights (b) to zero and the signal may be washed out by noise.
Figures A.1 through A.8, in Appendix A, show the degree to which models based upon the
adjustment of 118-GHz 16O2 line strength and width parameters can be t to TDkm: The impact
of systematic errors in the ER-2 altimeter readings is also investigated. Linear least-squares
ts of several adjustable line width and strength parameters as well as modeled systematic
aircraft altimeter error have been t to TD. The simulation in TD was performed using the
\secant-t" method of cold-space calibration adjustment, and the sidelobe model used in simu-
lations removes inconsistency between \match-theory" TD and \secant-t" TD in high-altitude
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Model Diagonal Covariance (t A) Full Covariance (t B) 2A 
2
B
16O2 Line Intensity Factors
Intensity Factor I I = (1:034  0:002) I = (1:004  0:006) 201 129
Intensity (P=P0)x x = (−0:0211  0:0010) x = (−0:0146  0:0044) 135 118
Intensity (T0=T )y y = (0:1194  0:0057) y = (0:0734  0:0217) 144 118
16O2 Line Width Factors
Width Exp. (T0=T )u u = (0:996  0:009) u = (0:948  0:026) 98 97
Constant XW XW = (1:065  0:003) XW = (1:034  0:007) 131 107
Aircraft Altimeter Adjustments
Altitude dH (m) dH = (−152  7)m dH = (−103  33)m 163 120
Pressure dP (mb) dP = (4:70  0:25)mb dP = (0:52  0:54)mb 217 128
Models with two degrees of freedom
Linear Alt. dH0 (m) dH0 = (−75 14)m dH0 = (−86 34)m 119 107
dH1 (m/km) dH1 = (−10:5  1:6)m/km dH1 = (8:8  2:5)m/km
Width Exp. u and u = (0:993  0:010) u = (0:948  0:026) 98 97
Water vap. factor V V = (1:009  0:018) V = (1:009  0:033)
Width Exp. u u = (0:978  0:016) u = (0:952  0:027) 97 97
and dP (mb) dP = (0:584  0:449)mb dP = (−0:344  0:561)mb
Table 5.2: Summary of the ts to MTS observations of downwelling radiation near 118-GHz of
perturbed-model-based simulations. Width and intensity adjustments vary parameters only for
the 118-GHz line. Results are shown graphically in Appendix A.
transparent-channels data which cannot be easily explained by any of the candidate model
adjustments.
Table 5.2 summarizes the results shown in Figures A.1 through A.8. Fit A is based upon
an estimated error covariance matrix that contains no o-diagonal elements. Fit B uses the
full covariance matrix developed in Section 5.5, which was developed based upon conservative
estimates of error contributions, and likely overstates the magnitude of correlations. Truth is
expected to be bounded by the two ts, but t B is preferred, as it is based upon the more
realistic error covariance matrix.
The column of 2A values is the sum of the squares of 168 dierences between TDkm and a
given model, each divided by its error variance. The resulting values, which are smaller than
168 minus the number of degrees of freedom in a given model, indicate that errors do have some
correlation, which is ignored in Fit A. Nevertheless, these values provide an indication of the
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\goodness" of the t. The more general expression of Equation 5.8 is used in the calculation of
2B :
As is apparent from the gures in Appendix A, there is considerable overlap in the impact
of the various hypothesized sources of TDkm. Both the candidate corrections and the observed
discrepancies tend to be positive and peaked at around 1 neper optical depth from space for
each channel. Given uncertainties in the observations and in the simulations, the data itself does
not provide reliable means for distinguishing among sources of TDkm. Plausibility arguments
based upon a priori estimates of line parameter uncertainty and known altimeter uncertainty
are considered below.
In general, t A (the solid line) of Figures A.1 through A.8 appears to t TDkm (shown
with errorbars) better than does t B (the dashed line.) The errorbars show only the diagonal
components of the error covariance matrix. Were all errors uncorrelated and Gaussian, the
errorbars would tell the whole story and t A would be the best t in a linear-least-squares
sense. In fact, errors are known to be correlated and t B is the best t given the assumption
of Gaussian error with the correlations discussed above.
Since downwelling brightness temperatures have their steepest gradients near one neper
optical depth in the atmosphere, several sources of error in TDkm are peaked at this level. Such
correlated error results in t B treating much of the peaked \signals" at these levels as a single
degree of freedom with a large eigenvalue. If the model does not single out this degree of freedom
well, the mechanics of t B will tend to downplay its signicance.
5.7.2 Altimeter Error
Figures A.1, A.2 and A.3 show the degree to which the eects of simple, systematic errors in
altimeter measurements could account for observed TDkm: These models, particularly the model
of altimeter error which is linear in altitude (2 degrees of freedom), t the observations quite
well. However, the corrections called for in these models are considerably larger than expected
altimeter errors. If the entire TD were to be explained by an aircraft altimeter error, the best t
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values for the error would be:
 A constant +152 m altimeter error (we are lower than we think).
 A linear error in altitude of 75 m at the surface, increasing to 283 m at 20-km altitude.
 A constant 4.7 mb pressure error, which corresponds to -39 m at the surface and 521 m at
20 km.
Comparisons of surface pressure measurements from radiosondes and the ER-2 pressure
sensor show that ER-2 pressure altitude measurements are typically about 20 m too high after
the aircraft has landed. Preflight navigational data is typically not available. However, over the
ensemble of flights, discrepancies between radiosonde surface pressure and ER-2 surface pressure
larger than 32 m were never observed. These values may reflect systematic errors of opposite
signs in the radiosonde and aircraft pressure measurements, but this conjecture is not supported
by surface data.
Nominal ER-2 altimeter accuracy has been typically quoted at 100 m of pressure altitude,[34,
35, 4] though even this value seems to be in doubt. The altimeter is part of the operational
navigational system of the aircraft and is not calibrated systematically for scientic purposes.
Typical temperature lapse rates in the troposphere are on the order of 6.6 K/km, so com-
parisons of temperature proles collected by the ER-2 temperature sensor and those of nearby
radiosondes can provide a check of altitude measurement consistency, as discussed in Section C.3.
However uncertainty in the radiosonde temperature proles, uncertainty in collocation of the
aircraft and sondes, and the lack of credible calibration of the ER-2 temperature sensor restrict
the reliability of this check to on the order of 0.3 km. To this uncertainty, the altimeter is
apparently accurate.
Active sensors such as radars and LIDARs can provide measurements of aircraft altitude from
surface returns, but no active sensors were included in the instrument suite on the flights with
which we are concerned. LIDAR data from NASA Goddard’s Cloud LIDAR System (CLS) from
a flight in the TOGA COARE deployment several days after the MTS was flown is discussed
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in Appendix B.4. The CLS has a nominal ranging accuracy of 7.5 m based upon its timing
precision, and the data set was screened at Goddard and limited to observations between 17 km
and 20.5 km pressure altitude which lack obvious perturbations by clouds.
Throughout the dataset there is an echo in the CLS consistent to 15 m with the expected
position of the sea surface given the ER-2’s pressure measurement, the atmospheric temperature
and water vapor proles of a local radiosonde, an altitude and latitude dependent expression for
gravity, and the assumption that the weights per unit area of slabs of atmosphere are equal to
the pressure change through the slabs.
Through part of the flight there is a second echo approximately 55 m higher than the expected
surface, which may be an echo from a fog bank or some other boundary layer phenomena. The
most pessimistic interpretation of the aircraft altimeter’s performance is that it returns pressure
altitudes that are 55 m too high at 20 km altitude on this particular flight. A more natural
interpretation of the data puts the accuracy at better than 15 km, which is within a factor
of two of the theoretical limit of the CLS range accuracy. Pressure sensors certainly are not
identical in dierent aircraft, but all available data make the supposition of systematic errors
larger than 20 m at the surface and larger than 100 m at 20 km implausible. Aircraft altimeter
error probably accounts for no more than a third of the TDkm discrepancies.
5.7.3 Line Intensity Corrections
Figures A.5 and A.6 show ts of two line strength adjustments of forms proposed by Gasiewski
to account for his observations of clear-air discrepancies between MTS nadirial-viewed data and
MPM-based simulations.[23] These postulated corrections vanish at conditions comparable to
those typically found at the earth’s surface (300 K, 1013 mb). Typical surface conditions are
spanned by the laboratory measurements upon which the MPM92 parameters were based, while
colder conditions near the tropopause require extrapolation.
Gasiewski observed channel-dependent dierences between observed antenna temperatures
and simulations when viewing nadir from 20 km, with simulations as much as 5 K too warm in
173
the most opaque channel for summer conditions. The most successful of his proposed oxygen
absorption model scaling factors (P=P0)−0:1 and (T0=T )0:5 increase absorption by more than
20 percent at typical summer tropopause. The currently discussed observations do not support
these proposed model adjustments, giving corrections for t A that are both less than 5 percent
increases, and increases for t B of less than 3 percent at T=210 K and P=140 mb.
Ampliers in the MTS 118-GHz IF were observed to slightly saturate during 1992 MTS
observations of convective storms, resulting in channel-dependent power shifts. This channel
cross-talk tends to shift power from colder channels to warmer channels in the shared IF, and is
(at least) of the correct sign to account for some part of Gasiewski’s unexplained channel depen-
dent observations. The degree to which the amplier conguration and operating points were
modied between the time of Gasiewski’s observations and 1992 is unknown, so this suggestion
is purely speculative.
As Gasiewski makes clear, the form of the correction which he proposed is ad hoc, and its
theoretical basis is problematic. Line intensity in Equation 2.16 is expressed in terms of the
energies and magnetic-dipole moment matrix elements of 16O2 energy eigenstates, temperature
and fundamental constants. The matrix elements have been calculated based upon eigenstates
which diagonalize the Hamiltonian, and are not subject to the Hund’s (B) approximation [2, 56].
These matrix elements are presumably independent of pressure and temperature, so that a
hypothesized correction to them which \turns on" at low pressures or temperatures is unlikely.
The temperature dependence of MPM line intensities is based upon the presumption of ther-
mally populated states and knowledge of the energy levels (the partition function). Signicant
errors within this model would require that the currently accepted values of energy levels or
degeneracies of the 16O2 spectrum are signicantly in error, which is considered to be unlikely.
Gasiewski [23] acknowledges that collisions between air molecules, which thermalize the popu-
lation of quantum states, occur at a rate greater than 108 per second in the troposphere, and
that no mechanism is known for the selective population of the lower 1- state above its thermal
value on time scales of 10−8 seconds. He notes that \discovery of such a mechanism would be
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extremely interesting."
The 300 K line intensity parameters in the MPM model are from the JPL line database,
and typical fractional uncertainties in these values are 1-percent or better [56]. Comparison
with the HITRAN line database nds agreement in line intensity parameters to on the order of
0.1 percent, although this agreement may reflect the use of common datasets in the development
of these databases.
5.7.4 Line Width Corrections
As is discussed in Section 2.7, the 300 K linewidths have considerably more a priori uncertainty
than do the line frequencies or intensities. The 1- linewidth parameters of the MPM model are
based upon the measurements of Setzer and Pickett[69].
300-K Line Width
The MPM92 expression for collisional broadened line width (Equation 2.66) has two terms:
γj = wj (Pdryuj + 1:1PH2O) ;
where wj is the dry-air, 300-K linewidth for line j; the temperature exponent is uniform uj = 0:8
for all lines, and the inverse temperature parameter,   300KT ; is dened as usual.
The rst term corresponds to broadening by dry air and the second to broadening by water
vapor. Water vapor is modeled as a 10 percent more ecient broadener at 300 K. Since signicant
contribution from water vapor is limited to the lower 5 km of the atmosphere, variation in the
water vapor dependency of the model will certainly not account for observed TD in the more
opaque channels. The uncertainty in the 300 K width W is expected to be on the order of
2 percent,[63] while the best t value for W , assuming that error in its determination accounted
for all of observed TD requires an increase of 5{6 percent.
Line Width Temperature Dependence
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The MPM92 dry-air linewidth has exponential temperature dependence u; with the exponent
u = 0:8 the same for all lines. This temperature dependence is related to the dynamics of
perturbing collisions, and uncertainty in the values used for dierent lines is not explicitly
stated with the model. The exponent for the temperature dependence of the 118-GHz (1-) line
u1− is based upon the data of Pickett et al. [55], which is shown in Figure 2.8. Uncertainty in
the value of u1− based upon this data appears to be on the order of 0.1.
When linewidth exponent u1− is treated as an adjustable parameter and all systematic errors
in the absorption model are presumed to be attributable to error in this parameter, the best t
to MTS observations increases u1− from 0:80 to 0:97  0:02. This value is nearly independent
of the choice of error covariance models discussed in Section 5.7.1, does not change appreciably
when the model is give an adjustable water vapor contribution or altimeter correction as an
additional degree of freedom. Table 5.2 summarizes these results. The value of u1− found using
the full estimated covariance matrix and no other degrees of freedom (u1− = 0:948  0:026)
was the lowest of the ensemble of ts and had the largest uncertainty. Line width temperature
dependence is discussed further in Chapter 7.
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Chapter 6
Zenith Observations near 53 GHz
6.1 Introduction
The 53-GHz instrument of the MTS package was operated in zenith-viewing conguration
through the ascents and descents of four ER-2 flights during the NASA CAMEX deployment
of 1993. The instrument was operated in frequency-stepping mode, moving the center of its
340-MHz passband through a cycle of 8 frequency settings between 52.7 GHz and 55.9 GHz
in successive 5.5-second scans. The scan of 14 observations of the sky and observations of the
ambient-temperature and heated waveguide terminations is concurrent with that of the cross-
track-scanned 118-GHz instrument although the 53-GHz instrument has a xed view of the sky.
The instrument is described in Section 4.3.
The 60-GHz oxygen band with its interfering lines requires a much more complex description
than does absorption in the vicinity of the isolated 118.75-GHz line. The 3-GHz band accessible
to the MTS contains the line-centers of ve 16O2 spectral lines as well as absorption from the
strong, interfering, pressure-broadened lines of the band center. Unfortunately, operation of the
53-GHz instrument proved to be much more problematic than that of the 118-GHz instrument.
The purpose of the zenith-viewing observations was to make sensitive measurements of 16O2-
dominated atmospheric opacity, particularly of the top absorption scale-height of the atmosphere
which makes the largest contribution to upwelling atmospheric thermal emission as observed
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from space. The cold conditions in the vicinity of the tropopause are of particular interest since
the laboratory measurements of Liebe, et al. [50] were restricted to temperatures above 279 K.
Comparisons to the predictions of the MPM92 absorption model will provide an indication of its
adequacy at the low temperatures and pressures of the tropopause, where the model’s adequacy
has been questioned.
The MTS 53-GHz instrument was operational during the four ER-2 flights of the CAMEX
deployment for which the MTS was in zenith-viewing conguration. These are four of the
ve flights from which 118-GHz data was collected and analyzed in Chapter 5. The 53-GHz
instrument failed during the 02-19-93 flight of the TOGA-COARE deployment, so there is no
corresponding data for this fth flight.
6.2 Passband Frequency Tuning
The passband center frequency of the \53-GHz" instrument is tunable over a range of ap-
proximately 2.5 GHz under computer control, as is discussed in Section 4.3.2. The tuning of
the varactor-controlled Gunn oscillator is sensitive to the oscillator’s temperature and output
impedance, and the oscillator dissipates enough heat that in-flight stabilization is dicult. A
section of the tuning range from 54{55.2 GHz displayed erratic behavior in laboratory measure-
ments and was avoided in flight.
An eight-frequency pattern was selected for the tuning of the instrument’s local oscillator.
During the rst two flights (09-11-93 and 09-25-93) frequencies were repeated in pairs, resulting
in a 16-scan, 88-second cycle during which each frequency is calibrated twice. With the transient
reset modication described in Section 4.3.4, no systematic dierences were noted between the
rst and second scans in pairs at a given frequency, so an 8-scan cycle was implemented starting
with the 09-29-93 flight.
The eight frequencies chosen included four of the AMSU-A radiometer’s center frequencies:
52.800 GHz, 53.596 GHz, 54.940 GHz, 55.500 GHz. The AMSU-A channel at 54.400 GHz
was not accessible due to a discontinuity in the tuning function, discussed in Section 4.3. The
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Flight 1 (09-11-93)
Freq. Code Mean Freq. Maximum Minimum
GHz GHz GHz
1 52.772 +0.002 -0.002
2 52.941 +0.003 -0.003
3 53.311 +0.003 -0.003
4 53.469 +0.005 -0.004
5 53.597 +0.004 -0.004
6 54.942 +0.002 -0.002
7 55.122 +0.002 -0.002
8 55.486 +0.004 -0.004
Flights 2, 3 and 4 (09-25-93, 09-29-93, 10-07-93)
Freq. Code Mean Freq. Maximum. Minimum
GHz GHz GHz
1 52.857 +0.014 -0.007
2 53.025 +0.019 -0.011
3 53.369 +0.018 -0.010
4 53.584 +0.023 -0.013
5 53.697 +0.025 -0.013
6 55.150 +0.017 -0.008
7 55.204 +0.017 -0.005
8 55.589 +0.012 -0.006
Table 6.1: MTS 53-GHz radiometer frequency tuning patterns for the CAMEX flights.
remaining four frequencies were chosen to ll out the accessible range of frequencies, some placed
in valleys between spectral lines, and some with lines in the passbands.
A software error after the 09-11-93 flight resulted in changes on the order of 80 MHz in the
table of tuned frequencies. Actual tuned frequencies for the four flights, including the ranges
over which measured LO-temperature fluctuations are expected to cause drift, are shown in
Table 6.1.
The sizes of the excursions from the mean tuning frequencies shown in Table 6.1 reflect the
fluctuation of the LO temperature through flights, as well as the varying sensitivity of oscillator
frequency to temperature across the band. The smaller ranges of the data for flight 1 is primarily
due to its short duration, through which LO temperature was maintained.
Figures 6.1 and 6.2 show the MTS passband superimposed upon simulated zenith-viewed
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brightness through the M30 atmosphere. The absorption model is the default MPMy, described
in Chapter 2. The graphs on the left-hand side of each box show the average position of the
passband relative to 16O2 spectral lines separately for flight #1 and for the other three flights.
Zenith-viewed brightness temperatures are shown for kilometers of pressure altitude (as usual,
based upon the STD76 atmosphere) from the surface to 20 km. The intended tuning frequencies
were achieved to within 10 MHz in flight 1. Substitution of an inappropriate tuning table resulted
in the selection of the shifted passbands shown on the lower left of each box.
As is apparent from the gures, LO frequencies #1, #3, #5, #6 and #8 were selected in such
a way that there are no line centers within the passband. The corresponding shifted passbands
that were used in flights 2, 3 and 4 do contain spectral lines. Frequencies #2, #4 and #7 were
chosen with lines centered in a sideband. Details of the treatment (or lack thereof) of radiative
transfer near line centers are discussed in Section 6.3.
There are a number of interesting things to note in Figures 6.1 and 6.2.
 The impact of the frequency shifts can be as large as 40 K, when they result in the inclusion
of the stronger 19- (55.221 GHz) and 17- (55.784 GHz) lines in the passband.
 Radiative transfer calculations must be carried out to much higher altitudes than the 55 mb
(20 km) level shown, since the stronger lines are still opaque above this level. They are
seeing thermal emission from the atmosphere rather than the 3-K cosmic background. The
values displayed were interpolated from calculations made at 265 levels up to 1:810−3 mb
(90 km).
 The presence of strong line centers on the edges of passbands may result in band aver-
aged brightness temperatures that are highly sensitive to small shifts in passband center
frequencies.
 The atmosphere contributes 50{70 K to 20-km, zenith-viewed, band-averaged brightness
temperatures for frequencies #6, #7 and #8. High-altitude zenith-viewed observations
with these channels will not be as insensitive to errors in observation altitude or absorption
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model as they are in channels #1 through #6, and thus their use as a calibration point is
somewhat compromised.
6.3 Simulation
6.3.1 Radiative Transfer Model
Simulation of the 53-GHz instrument antenna temperatures is carried out in much the same way
that the 118-GHz modeling was done in Chapter 5. Radiosonde temperature and water vapor
proles have been augmented above their failure points with the Std76 atmosphere, they have
been interpolated to 265 standard pressure levels up to 1:810−3 mb (90 km), and level altitudes
have been calculated based upon a latitude-dependent equation of hydrostatic equilibrium. This
radiosonde processing is described in Appendix C. Downwelling radiation intensity is modeled
at discrete frequencies and viewing angles from zenith, starting from the cosmic background
temperature and iteratively stepping through 264 slabs of atmosphere, none thicker than a
kilometer of altitude or a millibar of pressure. Through each slab, the signal is attenuated by
a factor e−s dh, where  is the absorption coecient of the slab, s is sec(zen) and dh is the
thickness of the slab.
Radiative transfer codes were repeated using increasingly ne interpolations of the proles
and for several simple choices for slab-averaged (P; T; dH2O). The most rapid convergence of
modeled brightness temperatures toward their innitesimal-slab limit was found using absorption
calculated with the arithmetic mean of slab boundary temperatures and water vapor densities
and the geometric mean of their pressures. The attenuated fraction of the incident intensity
is replaced by thermal emission at the temperature of the slab, taken to be the mean of the
temperatures of the slab boundaries. These calculations are described in Chapter 3. As is shown
in Figure 3.3, errors in calculated brightness temperatures due to the nite slab thicknesses of
the 265 levels are less than 0.1 K at 20-km altitude across the band, and are less than 0.002 K
at the surface.
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Figure 6.1: MTS 53-GHz Radiometer Frequencies 1{4, zenith-viewed brightness temperatures
through the M30 atmosphere from the surface to 20-km altitude. Average MTS passband posi-
tions for the two tuning patterns of the CAMEX deployment are shown. The MPMyabsorption
model and a pencil-beam antenna pattern are used.
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Figure 6.2: MTS 53-GHz Radiometer Frequencies 5{8, zenith-viewed brightness temperatures
through the M30 atmosphere from the surface to 20-km altitude. Average MTS passband posi-
tions for the two tuning patterns of the CAMEX deployment are shown. The MPMyabsorption
model and a pencil-beam antenna pattern are used.
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Figure 6.3: The upper gure shows zenith-viewed brightness temperatures from altitudes up
to 20 km. The lower gure shows these brightness temperatures convolved with the MTS
passband as functions of passband center (LO) frequencies. Simulations use MPMyand the M30
atmosphere.
Calculations were carried out at 401 frequencies at 10-MHz steps from 52 GHz to 56 GHz,
and were repeated at four viewing angles, (s 2 f1; 1:05; 1:1; 1:15g). Combined aircraft pitch
and roll seldom results in viewing angles as large as 24.6, so almost all of the flight data has
s < 1:1. Simulated brightness temperatures for zenith views are shown in Figure 6.3. There are
narrow bands around line centers where opacity is great enough that zenith-viewed brightness
temperatures actually increase with increasing viewing altitude in the stratosphere, reflecting the
increase of physical temperature with altitude. Although the uniform 10-MHz grid of frequencies
at which simulations have been performed is inadequate for the resolution of these high-altitude
line centers, it is apparent from the lower plot of Figure 6.3 that the low-pass ltering of the
MTS 340-MHz passband obscures most spectral ne structure.
Temperature weighting functions for views from space are shown in Figure 6.4 for the MPMy
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Figure 6.4: Temperature weighting functions for the CAMEX 53-GHz channels (Flights 2{4) for
nadirial views from space over a black surface. Simulations use MPMyand the M30 atmosphere.
absorption model and the M30 atmosphere. These weighting functions represent a linearized
model of upwelling thermal radiation from the atmosphere, and give an indication of how such
channels are used for atmospheric temperature proling from space.
Some sense of the sensitivity of simulations to atmospheric prole variability may be ob-
tained by comparing simulations based upon dierent model atmospheres. Figure 6.5 shows
the dierence between simulations made with the M30 atmosphere and the STD76 atmosphere.
Brightness temperatures for the M30 atmosphere are warmer at the surface and colder at the
tropopause than are those for the STD76, reflecting the dierence in physical temperatures. The
increase in opacity with frequency is also evident.
6.3.2 Line Centers
The modeling of line centers at low pressures involves a number of diculties, with resulting
errors in simulations which we will bound. At low pressures, for well separated lines, line inter-
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Figure 6.5: The dierence between MTS passband-averaged brightnesses for the M30 and STD76
atmospheres. Altitudes are actually STD76 pressure levels. The warm M15 surface temperature
and cold tropopause are reflected in the 10{16 K warming of antenna temperatures at the surface
and in the 0{6 K cooling at 15 km. Dierences in predictions based upon the two atmospheric
models are less than 0.5 K at 20 km.
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ference eects may be neglected and the Rosenkranz 16O2model given in Appendix D reduces
to a Lorentzian line shape:
(P )

km−1
  (1:610−21 2:2 exp (bj(1− ))


j
2Sj
wj


0
B@

P
P0
2
1 +

P
P0
2
1
CA ; (6.1)
where
P0  ( − j)
wj0:8
;
with Sj in units of (cm2  Hz) and wj in units of (GHz  bar−1); as tabulated. In this form,
it is apparent that through the regime where the line can be treated as isolated and pressure-
broadening dominates, the peak magnitude of absorption at the line center is independent of
pressure.
Absorption near the line center (P 2  P 20 ) falls o as
(P ) 
 
1−

P0
P
2
+   
!
;
while absorption in the wings (P 2  P 20 ) is of the form
(P ) 
 
P
P0
2
−

P
P0
4
+   
!
:
When modeling downwelling radiation intensity, it is expected that line centers will maintain
their opacity to low pressures, but that the range of frequencies that will be considered to be
near the center drops as
j − jj  Pwj0:8:
Values of wj for 16O2 are on the order of 1 GHz/bar, and 0:8 is on the order of unity, so that
linewidths in MHz are comparable to pressures in mbar.
Linewidth parameters for the 16O2 lines under consideration are on the order of 1 MHz/mb,
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so at levels above 10 mb (31 km) the resolution of line centers on a 10-MHz grid starts to become
an issue. Radiative transfer calculations made at 10-MHz steps across the band will not resolve
line centers, and predicted brightness temperatures at a line center may be signicantly warmer
than 5 MHz away from the line center. The 340-MHz width of the MTS tunable passband
dilutes these eects considerably. Simulations were made at intervals of 1-MHz in the vicinity of
the 55.7838-GHz (17-) line, and 10 dierent phase-shifted choices of 10-MHz grids were linearly
interpolated back to 1-MHz steps and averaged over the MTS passband. Worst-case errors in
calculated band-averaged brightness temperature due to the 10-MHz step size, for zenith views
from 20-km, are on the order of 0.2 K.
There is no provision in our model for Zeeman splitting, which results from the interaction of
the O2 magnetic dipole moment with the earth’s magnetic eld. This eect results in multiple,
polarization-dependent absorption lines with maximum splitting on the order of 1.4 MHz for
typical mid-latitude magnetic elds of H = 0:5 Gauss. To rst order, the Zeeman eect may be
considered to be an additional line broadening mechanism, redistributing intensity. The impact
of this eect is clearly bounded by the potential errors incurred with the 10-MHz frequency
steps either hitting a line center exactly, or missing by 5 MHz plus and minus.
6.3.3 Absorption by Gases other than 16O2
The relative importance of various terms in the absorption model in calculation of antenna
temperatures was determined by repeating simulations with each term removed. This procedure
prevents the overestimation of the importance of absorption by a constituent under conditions
where the band is already opaque due to absorption by 16O2:
Water Vapor
The water vapor model used throughout this work is from the MPM92 of Liebe and Rosenkranz.
[62, 50] It is given in Section D.2. At atmospheric pressures, absorption near 54-GHz by H2O is
dominated by the continuum term which has two terms: one proportional to the partial pressure
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of H2O squared, and the other proportional to the product of the partial pressures of H2O and of
dry air. These terms are empirically based, but may be considered to be due to self-broadening
and foreign-gas-broadening, respectively. Both terms have frequency-squared dependence, which
means that absorption by water vapor will be decreased by a factor on the order of 4 relative to
that seen near the 118.75-GHz 16O2 line.
The total contribution of water vapor in the M30 atmosphere to simulated zenith-viewed
MTS-passband-averaged brightness temperatures viewed from 0-km altitude decreases mono-
tonically as the LO is tuned across the band, from 11 K at 53.3 GHz to less than 1 K above
54.5 GHz, and less than 0.1 K at 55.8 GHz.
Figure 6.6 shows the impact of a 10-percent increase in absorption due to H2O in the M30
atmosphere to band-averaged, zenith-viewed brightness temperatures for the CAMEX mean LO
frequencies (Flights 2{3). The warming of zenith-viewed antenna temperatures is as much as
0.82 K in the most transparent channel at the surface, falling to less than 0.1 K above 4 km
altitude (616 mb). The impacts on the most opaque 3 channels are less than 0.04 K at all levels.
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Figure 6.6: The impact on zenith-viewed MTS channel antenna temperatures (frequency set 2)
of a 10-percent increase in water vapor.
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16O18O
The contribution of absorption by 16O18O has been estimated using a Van Vleck-Weisskopf
(VVW) line shape model, as was discussed in Chapter 3. Since there are twice as many 16O18O
lines as 16O2 lines in the 60-GHz band, line interference, which in the Rosenkranz model depends
linearly on adjacent line-center separation, is actually expected to be more important for 16O18O
than for 16O2. This model should be reasonably accurate in its line strengths, which depend
only upon isotopic abundance and population statistics of molecular energy levels.
The dierence between simulations based upon the MPMymodel, with and without the
contribution of 16O18O; are shown in Figure 6.7. The upper gure shows discrete-frequency
brightness temperatures and shows the impact of individual lines. The lines visible on this
graph, in order of decreasing strength and center frequency, are 17-, 18-, 19-, ... The lower
graph shows brightness temperatures convolved with the tunable MTS passband. As the 340-
MHz double-sideband passband slides along the band, lines can be seen passing through the
two sidebands and the 60-MHz notch between them. The largest impacts of 16O18O on band
averaged brightness are 0.6 K, and are seen in the least opaque part of the band where there
is the least screening by 16O2. Since line interference is expected to move absorption from the
wings of the 60-GHz band in toward the center, these calculations are expected to overstate the
contribution of 16O18O in this part of the band.
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Figure 6.7: 16O18O contribution to zenith-viewed antenna temperatures
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Figure 6.8: N2 contribution to zenith-viewed antenna temperatures
N2
Collision-induced dipole absorption by N2 is discussed in Chapter 3. Its contribution in this
band is expected to be on the order of one fourth of that found in the vicinity of the 118.75-GHz
line, since this absorption has 2 dependence at microwave frequencies and the ranges of total
opacities of the MTS channels in the two bands are comparable. In the upper graph of Figure 6.8
discrete frequency impacts are shown for altitudes at 5-km intervals from the surface to 20 km.
The \screening" of N2 absorption by 16O2 lines is evident in the notches in this graph. The
primary impact of convolution by the MTS passband in the lower graph is to blur out these
small features. The maximum impact of N2 is found near the surface, due to the P 2 dependence
of this absorption, and in the least opaque portion of the band where screening is minimal.
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6.3.4 Hydrostatic Equilibrium
The altitude eld in standard radiosondes is calculated from pressure and temperature mea-
surements using the assumption of hydrostatic equilibrium. Typically, no attempt is made to
account for changes in air density due to water vapor or for the latitude dependency of eec-
tive gravity. Eective surface gravity (the sum of gravity and centrifugal acceleration) varies
by 0.5 percent from the equator to the poles, so corrections can be on the order of 100 m at
20-km altitude. Such corrections to the equation of hydrostatic equilibrium are discussed in
Appendix C and have been made to the altitude proles of all sondes used in the current work.
Correction of latitude in the gravity model (Equation C.1) from the default value (45) to
that of Wallops Island, Virginia (38N), and the inclusion of water vapor’s impact on air density,
is shown for a representative CLASS Sonde from the CAMEX deployment in Figure 6.9. Altitude
errors on the order of 300 m at 40 km were corrected. Correction of such errors is signicant,
since a 1-percent error in slab thickness between pressure levels is indistinguishable in radiative
transfer calculations from a 1-percent error in absorption coecient.
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Figure 6.9: The top graph shows the error in the altitude prole of a radiosonde prole which
resulted from the use of a gravity model in standard processing which has no latitude dependence.
Without appropriate corrections, these errors in altitude result in errors in simulated brightness
temperatures shown in the lower graph. The sonde shown is a Vaisala CLASS sonde which was
collected at Wallops Island, Virginia during the CAMEX deployment.
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Figure 6.10: The 53-GHz antenna pattern is shown in the upper gure. It include a Gaussian
main beam and power distributed o-axis in accord with radiometric measurements of the
sidelobe sensitivity.
6.3.5 Antenna Pattern
The impact of the antenna pattern described in Section 4.3 on simulated antenna temperatures
was investigated in the same way that the 118-GHz antenna pattern was considered in Sec-
tion 5.3.4. The upper graph of Figure 6.10 shows the antenna pattern which was described in
Section 4.3.1. The pattern shown includes sine weighting due to increased solid angle at angles
away from zenith.
The model includes a 93-percent ecient, 10:3 FWHM Gaussian main beam, and o-axis
sensitivity distributed as in Table 4.1. The antenna pattern measurements show 2.8 percent of
the power to be coming from angles beyond 58:5; however, the antenna does not have clear
views of the sky at angles larger than 60 due to the limited aperture of the MTS aluminum
chassis and the viewport in the aircraft’s skin. Views are even more restricted along the direction
of the flight track, since the viewport is elongated in the cross-track direction.
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The beam-fraction at angles higher than 60 will reflect within the metallic enclosures until
nding the viewports, and will see some sort of average sky brightness temperature. The model
adopted distributes 2.0 percent of the remaining 2.8 percent of the beam at the average sky
intensity incident on the aperture. Since the viewport aperture is large compared to the wave-
length, the weighting of TB(zen) in this term is proportional to sin(2zen ); a factor of sin(zen )
is from solid angle of the sky, and a factor of cos(zen) is from the cross-section of the aperture
relative to the direction of propagation. This fraction of the beam accounts for the portion of the
antenna pattern in Figure 6.10 which is beyond 60. The remaining 0.8 percent is distributed
uniformly over the 60 sky fraction which can be seen through the pair of apertures.
The lower graph in Figure 6.10 shows the impact of this antenna on near-zenith observations
with the MTS channels. The correction is sensitive to the distribution of power beyond zen =
60; with this tail of the antenna pattern providing on the order of one third of the largest
corrections for each channel. Figure 6.11 shows that simulations are sensitive to the way in
which power is distributed in the sidelobes.
The uncertainty in the distribution of sidelobes results in model uncertainties which, in the
worst case, are on the order of 1 K. The magnitude of the sidelobe correction, as well as the
corresponding uncertainty in the correction, is largest at the levels in the atmosphere at which the
contrast between zenith-viewed brightness and sky-averaged brightness is largest. Corrections
and their uncertainties are expected to peak at levels close to a single scale height (1 Np) down
from the top of the atmosphere. Figure 6.12 shows the data from Figure 6.10 plotted against
zenith optical depth rather than pressure.
6.4 Calibration
Issues relating to the linear calibration of the 53-GHz instrument are discussed in Section 4.3. A
number of factors make this process more problematic than was the calibration of the 118-GHz
instrument.
 Eight frequencies are being time-multiplexed, so there are only an eighth as many calibra-
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Figure 6.11: The impacts of three separate pieces of the 53-GHz antenna pattern on zenith-
viewed MTS antenna temperatures are shown, relative to zenith pencil-beam calculations. The
top gure shows the warming due to spreading 97 percent of the power over the main lobe. The
middle gure is for 5 percent of beam power between 14 and 60. The bottom gure is the
impact of 2 percent of power being distributed with cos(zen)-dependence over 2 steradians.
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Figure 6.12: Corrections for antenna pattern plotted as functions of passband-averaged optical
depth for each MTS 53-GHz channel.
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tion observations for each frequency as there were for 118-GHz channels.
 The paths to the calibration loads and the antenna are each unique, with dierent amounts
of loss due to attenuation and reflections.
 The local oscillator fails at some frequency codes during portions of flights, necessitating
additional data quality control steps.
6.4.1 Cold-Space Calibration Point
As is discussed in Section 4.4.2, zenith views of \cold-sky" from the highest-altitude portions of
a flight provide a third calibration point, which is insensitive to details of the absorption model
used in simulations to the extent that the atmosphere is transparent above the flight altitude.
Corrections derived from these cold-sky observations are applied to flight data throughout as-
cents and descents. This empirical calibration adjustment accounts for the combined eects
of loss in the waveguide, ferrite switches, and the antenna lens, and reflection loss from the
antenna, all of which are assumed to be at the waveguide temperature, as measured at the
(ambient-temperature) cold load.
Of the two methods described in Section 4.4.2 for using \cold-sky" data, only the \match-
theory" method is applicable to 53-GHz data. The xed-view antenna’s viewing angle changes
only with pitch and roll of the aircraft, and while the impact of aircraft attitude on antenna
temperatures can be signicant and is modeled in simulations, it does not provide a well-sampled
eld of angular data upon which to base a \secant-t" correction.
The \match-theory" method enforces agreement between simulations and linearly calibrated
observations, and applies a correction to antenna temperatures which diminishes as observations
warm toward the cold-load temperature. Modeled 19.75-km brightness temperatures convolved
with the MTS passband are shown in the upper plot of Figure 6.13. The LO frequencies for the
two tuning patterns of the CAMEX deployment are marked.
The frequency-dependent loss dierences (L) in the paths from the antenna to the mixer
and from the hot calibration load to the mixer are estimated from cold-space data and are
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Figure 6.13: The upper plot shows modeled, zenith-viewed TB from 19.75 km convolved with
the MTS passband. Simulations are based upon MPMyand the M30 atmosphere. The mean
frequencies tuned during the CAMEX deployment for two dierent tuning tables is shown. The
lower plot is the rst derivative of the upper plot in frequency, and shows the sensitivity of
19.75-km simulations to error in LO tuning.
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Estimated Path Loss Dierences (L)
Freq. Flight 1 Flight 2 Flight 3 Flight 4 Std Dev 1{4 Std Dev 2{4
1 0.1816 0.1857 0.1839 0.1977 0.0073 0.0076
2 0.1625 0.1669 0.1583 0.1755 0.0074 0.0086
3 0.1310 0.1159 0.1132 0.1198 0.0079 0.0033
4 0.1151 0.1174 0.1239 0.1399 0.0113 0.0116
5 0.1233 0.1215 0.1147 0.1327 0.0075 0.0091
6 0.2644 0.3104 0.2545 0.2935 0.0259 0.0282
7 0.3186 0.2610 0.2656 0.2536 0.0308 0.0061
8 0.2758 0.2683 0.2674 0.2677 0.0041 0.0005
Warp Factors (W = (1− L)−1)
Freq. Flight 1 Flight 2 Flight 3 Flight 4 Std Dev 1{4 Std Dev 2{4
1 1.2219 1.2280 1.2253 1.2464 0.0110 0.0115
2 1.1940 1.2004 1.1881 1.2129 0.0106 0.0124
3 1.1507 1.1311 1.1277 1.1361 0.0102 0.0042
4 1.1301 1.1330 1.1414 1.1626 0.0147 0.0152
5 1.1407 1.1383 1.1296 1.1530 0.0097 0.0118
6 1.3595 1.4502 1.3414 1.4154 0.0502 0.0555
7 1.4675 1.3532 1.3617 1.3398 0.0587 0.0111
8 1.3809 1.3667 1.3650 1.3655 0.0076 0.0009
Table 6.2: The frequency-dependent loss dierences (L) in the paths from the antenna to the
mixer and from the hot calibration load to the mixer are estimated from cold-space data. Warp
factors multiply linear calibration slopes.
tabulated in Table 6.2. Loss in waveguide, ferrite switches and reflection loss from the scalar
feedhorn are included in these values. Flight-1 frequencies are slightly dierent than those of
flights 2{4. Uncertainty estimates in these values are based upon the inter-flight variation and
is included in the error analysis of Section 6.5. Warp factors W = (1 − L)−1 multiply the
dierence between the cold-load (waveguide) temperature and the linearly calibrated antenna
temperatures, increasing the slopes of the linear calibration relations derived from radiometric
and thermocouple observations of the hot and cold loads.
The CAMEX frequencies of both tuning patterns fall into two groups, separated by a gap
from 53.7{54.9 GHz in which the LO could not be reliably tuned. Channel-averaged atmospheric
opacities above 19.75 km in the lower frequencies are less than 0.04 Np, corresponding to zenith
pencil-beam antenna temperatures of less than 9 K above the 3 K cosmic background. Fractional
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Figure 6.14: Line segments for each frequency code, for each ascent and descent, give cold-
space-based calibration corrections for altitudes from the surface to 20 km, from left to right.
These corrections are the dierence between linearly calibrated antenna temperatures and the
cold-load temperatures, each scaled by a constant warp factor W to give agreement between
observations and theory at high altitude.
changes in the absorption model or atmospheric prole will result in like fractional changes in
this 2{9 K atmospheric contribution. The higher frequencies have modeled zenith brightnesses
of ranging from 22 K to 68 K, so fractional changes in the absorption model would result in
larger changes in modeled brightness. The use of zenith views from 20-km as an absolute, nearly
model independent calibration point is well justied in the lower ve frequencies, while less so
for the upper three frequencies. As with the 118-GHz \match-theory" analysis, the calibration
algorithm has been dened with an adjustable cold-space warp factor so that observed antenna
temperatures agree with model-based simulations for all adjustments of the model.
The resulting cold-space-based corrections to the calibration of the 53-GHz instrument are
quite large: as much as 70-K for frequencies 6{8 at high altitudes, and reaching 30-K even in the
frequencies near the design point of the antenna. The corrections are shown in Figure 6.14. The
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bulk of these corrections are expected to model the reflections at the horn which result in the
radiometer \seeing" some fraction of a matched load on the ferrite isolator rather than the scene
at which the antenna is pointed, as is discussed in Section 4.3. The corrections are expected
to be nearly constant over the flights, with variations resulting from (modeled) frequency shifts
and the frequency dependence of the impedance mismatch. Power from the LO leaking through
the mixer up the waveguide, reflecting from impedance mismatches and leaking back through
the isolator into the mixer could result in shifts in the operating point of the mixer that are
extremely sensitive functions of radiometer state. Such VSWR problems may account for some
of the flight-to-flight variation in the warp factors.
The LO frequencies tuned in flight 1 were chosen in such a way that line centers were either
excluded from the passband or were centered in one of the two sidebands. The LO tuning pattern
which was (inadvertently) used in flights 2{4 results in line centers that are close to the edges of
passbands. The positions of the mean frequencies for each channel of each tuning pattern can
be seen in Figures 6.1 and 6.2. At low pressures, where lines are well resolved, small shifts in
LO frequency can move line centers in and out of the passband, resulting in increased sensitivity
of the measurements to frequency-tuning accuracy. The bottom plot in Figure 6.13 gives the
rate of change with LO frequency of the passband-averaged, 20-km, zenith-viewed brightness
temperature of the upper plot.
204
Ch 1 Ch 2 Ch 3 Ch 4 Ch 5 Ch 6 Ch 7 Ch 8
0
1
2
Aircraft ALtitude Uncertainty
K
Ch 1 Ch 2 Ch 3 Ch 4 Ch 5 Ch 6 Ch 7 Ch 8
0
1
2
Local Oscillator Temperature Uncertainty
K
Ch 1 Ch 2 Ch 3 Ch 4 Ch 5 Ch 6 Ch 7 Ch 8
0
0.5
Antenna Pattern Sidelobe Uncertainty
K
Ch 1 Ch 2 Ch 3 Ch 4 Ch 5 Ch 6 Ch 7 Ch 8
0
10
20
Cold−sky warp uncertainty
K
Figure 6.15: Contributions to the error budget are shown for altitudes from the surface to 20-km
for each channel (frequency code) from left to right. The cold-sky warp uncertainty is based
upon the ensemble variation in warp factors. The antenna sidelobe uncertainty is 20 percent of
the total sidelobe contribution. The local oscillator uncertainty is based upon a 1-K uncertainty
in LO temperature propagated through the measured temperature-to-frequency and simulated
frequency-to-antenna-temperature relations. Aircraft altitude uncertainty of 30 m at the surface
and 100 m at 20-km altitude is propagated through the rate of change of simulated antenna
temperature with altitude.
6.5 Error Analysis
6.5.1 Calibration Uncertainty
Receiver Noise
The receiver noise of the 53-GHz receiver in flight may be estimated from the variation in the
dierence between observed and predicted antenna temperatures. The method of estimating
receiver performance in flight used in the 118-GHz analysis of Section 5.5 relies only upon short-
time-scale (1 minute) variation of the observed brightnesses of the calibrations loads, but this
is impractical with the 54-GHz observations since each time-multiplexed frequency is calibrated
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Figure 6.16: Contributions to the error budget are shown for a correlated 1-K change in the
radiosonde temperature. The water vapor absorption error contribution is 10 percent of its total
antenna temperature contribution, while those of N2 and 16O18O are 25 percent of their total
contributions, reflecting larger uncertainties in their absorption models.
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Frequency Code 1 2 3 4 5 6 7 8
Trms (K) Flight 1 0.34 0.34 0.35 0.35 0.37 0.49 0.79 0.72
Trms (K) Flight 2{3 0.37 0.37 0.39 0.37 0.42 2.59 0.48 0.36
Table 6.3: MTS 54-GHz single-spot estimated Trms based upon variation in observed-minus-
modeled TA over 13-spot (5.5-second) blocks of data for flights 1{3.
only once every 44 seconds (eight 118-GHz scans.)
The rst three flights, which used tuning patterns with constant frequencies over each 14-
spot scan, were used in the estimation of Trms: Variation in observed-minus-modeled TA on
a 5.5-second time scale is expected to be primarily due to receiver noise. The rst spot after
calibration was found to be systematically warmer than the others by 0.6 K, and was not included
in the estimate. Since the receiver noise is expected to provide a typical noise floor to which
other sources of error add positive outliers, a median lter was used on the single-scan standard
deviations for each flight and frequency to provide an estimate of the receiver noise.
The values of single-spot Trms in Table 6.5.1 are similar to those of the 118-GHz channels,
but the impact of this noise on the uncertainty in kilometer-averaged TD is larger because the
53-GHz system distributes a single channel’s integration time among eight dierent frequencies.
As was the case with the 118-GHz instrument, uncertainty in calibrated radiances is greatest
when uncertainty in observations of the calibration loads is amplied by extrapolation of the
two-point linear calibration relation to the regime of extremely cold antenna temperatures.
Cold-Space Calibration Uncertainty
Corrections to calibration based upon high-altitude cold-space observations are determined for
each flight and used for the correction of the linear calibration of that flight’s ascent and descent.
As is apparent from Table 6.2, the correction factors vary on the order of 0.01 from flight-to-flight
for frequencies 1{5 and frequency 8. Factors for frequencies 6 and 7 have standard deviations
about ve times larger.
The correction factors multiply the departure of linearly calibrated antenna temperatures
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from the cold-load temperature. These departures can be as large as 270 K. To the extent
that the variation among warp factors from dierent flights can be attributed to flight-specic
factors, such as the dierence between the tuning patterns of flight 1 and that of the other
flights, the flight-specic warp factors may be appropriate. If the variation in warp factors
from flight to flight is indicative of error within the high-altitude observations of individual
flights, calibration errors will exist that will be propagated to lower altitudes in the cold-space
calibration warping process. The warp factor flight-to-flight standard deviation for each channel
(shown in Figure 6.17) scaled by the level-averaged departure from the cold-load calibration
temperature is included in the error budget. This error is correlated over entire flights, since it
is propagated down from the high-altitude observations.
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Figure 6.17: The variation in cold-space warp factors over the ensemble of flights is shown for
each frequency code. Frequency code 7 has a signicantly dierent factor in flight 1, during
which it was tuned to a dierent frequency than was used in flights 2{4. Code 6 had large
variations even over the flights 2{4. Frequency codes 6{8 have limited high-altitude data due to
intermittent failure of the oscillator in flight, so these channels are expected to have less reliable
cold-space calibration.
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6.5.2 Simulation Uncertainty
Inverse error variances are used as weighting factors in the averaging processes leading to
ensemble-averaged, 2-km-slab-averaged TD, so error estimates are important throughout the
data reduction. Rather than attempting to construct a full rank error covariance matrix to
account for correlated error explicitly, errors are treated as uncorrelated. Averaging over the
ensemble of eight atmospheric transits typically reduces uncorrelated errors by a factor of
p
8.
Contributions of terms which are expected to be correlated are added to the error bars after
averaging.
Antenna Pattern
The uncertainty in the correction to antenna temperatures for antenna sidelobes is estimated
to be 20 percent, and the resulting error is correlated between simulations. This uncertainty is
shown in Figure 6.15.
Local Oscillator Frequency
The antenna sidelobe uncertainty is 20 percent of the total sidelobe contribution. The local
oscillator uncertainty is based upon a 1-K uncertainty in LO temperature propagated through the
measured temperature-to-frequency and simulated frequency-to-antenna-temperature relations.
This uncertainty is shown in Figure 6.15.
ER-2 Altimeter
As was discussed in Section 5.5, the ER-2 altimeter has an estimated accuracy of 30 m at
the surface and 100 m at 20 km altitude, and this uncertainty, scaled by the rate of change
of channel antenna temperatures with altitude is shown in Figure 6.15. Altimeter error is
necessarily correlated in all channels in both radiometers.
Radiosonde Temperature Prole
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The VIZ rod thermistor temperature sensors in standard U.S. radiosondes are accurate to bet-
ter than 1.0 K,[67] and the uncertainty in atmospheric temperature proles is expected to be
dominated by other factors, such as the lack of coincidence between the radiosonde and the ra-
diometric observations. Variation in the temperature elds over space and time scales of 200 km
and 6 hours at coastal locations such as Wallops Island, Virginia and the San Francisco Bay area
is probably more signicant. In zenith-viewing conguration, the highly variable low-altitude
temperatures only contribute near the launch site, which is typically close to the radiosonde
site, and higher altitude observations tend to be averaged over longer times and wider areas,
somewhat decreasing variance, but errors are still expected to be at least as large as 1 K.
Simulations were repeated for radiosonde proles with temperatures increased at all lev-
els (perfectly correlated) to reveal simulation sensitivity to atmospheric physical temperature.
These sensitivities reflect both the degree to which views from a given altitude \see" the atmo-
sphere rather than space, as well as the temperature dependence of the absorption model. Line
intensities depend upon the temperature-dependent populations of involved oxygen rotational
states. Sensitivities only approach 1-K of antenna temperature for 1-K of physical temperature
at low altitudes in the opaque channels.
Absorption Models For Gases other than 16O2
The water vapor absorption error contribution is 10 percent of its total antenna temperature
contribution, while those of N2 and 16O18O are 25 percent of their total contributions, reflecting
larger uncertainties in their absorption models. These contributions are shown in Figure 6.16.
6.6 Departure of Observed Antenna Temperatures from Simu-
lations
The ensemble-averaged dierence between observed antenna temperatures from model predic-
tions (TD) is shown in Figure 6.18. In general, there is good agreement between the predictions
of the standard MPMymodel and observations. As was the case with the \match-theory" cal-
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Figure 6.18: Ensemble averaged departure of observed antenna temperatures from model pre-
dictions. Frequency labels are channel averages, while the model accounts for LO frequency
shifts within and between flights.
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ibration of the 118-GHz data, 20-km data was used as a calibration point, and agreement is
enforced at this level. Low-altitude agreement in the low-frequency (transparent) channels is
quite good. An overall increase in 16O2 line intensities by 10 percent would result in increases
in modeled antenna temperatures below 5-km in channels 1{5 on the order of 10 K.
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Model Diagonal Covariance (t A) 2A Full Covariance (t B) 
2
B
16O2 Line Intensity Factors
Intensity Factor I (1:004  0:004) 69 (1:001  0:007) 71
Intensity (P=P0)x x = (−0:0077  0:0043) 67 x = (−0:0074  0:0069) 70
Intensity (T0=T )y y = (0:041  0:022) 67 y = (0:043  0:035) 70
16O2 Line Width Factors
Width Exp. (T0=T )u u = (0:842  0:041) 69 u = (0:807  0:064) 71
Constant XW XW = (1:001  0:004) 67 XW = (0:995  0:006) 71
Aircraft Altimeter Adjustments
Altitude dH (m) dH = (−27 16)m 67 dH = (−36 26)m 69
Pressure dP (mb) dP = (2:7  1:1)mb 64 dP = (3:8 1:8)mb 67
Linear Alt. dH0 (m) dH0 = (−8 23)m 63 dH0 = (−8 31)m 67
dH1 (m/km) dH1 = (−10:3  5:0)m/km dH1 = (−9:1 5:4)m/km
Table 6.4: Summary of model ts to MTS observations of downwelling radiation in the frequency
range 52.5{55.8 GHz.
6.7 Least-Squares Estimation of Model Parameters
Linear least squares estimation as described in Section 5.7 was used to nd \best-t" parameter
values for a number of adjustable models. Results are summarized in Table 6.4, and gures
showing the ts are in Appendix A.
6.7.1 Error Covariance Model
These calculations are based upon an estimate of error covariance which includes o-diagonal
elements representing correlation of error contributions across altitude levels and channels. Error
contribution due to uncertainty in the absorption models for N2 and 16O18O and in the antenna
pattern model are presumed to be correlated at all levels and for all channels. Error in the cold-
sky calibration is correlated within individual flights over all levels, but not across channels. The
tting process was also repeated ignoring correlation of errors.
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6.7.2 16O2 Absorption Model Adjustments
Linearized models of antenna temperature dependence on parameters in the 16O2 line width and
line intensity models were t to the 53-GHz data in much the same way that they were t to the
118-GHz data in Section 5.7. Two error covariance matrices were used: a \full" matrix, including
correlation between errors at dierent levels and in dierent channels (discussed above) and the
diagonal of this matrix, which ignores correlation. All oxygen intensity and width adjustments
were consistant with no model correction being required. Best-t constant altimeter adjustments
are consistent with altimeter uncertainty.
16O2 Line Intensity
Three methods of scaling 16O2 line intensities were explored. In each case, all line intensities
in the model were scaled by the same factor, which kept the number of degrees of freedom in
the t tractable. The t parameters for a constant scaling, a pressure-dependent scaling and a
temperature-dependent scaling are listed in Table 6.4. The best-t constant intensity factor is
consistent with no correction, with an uncertainty of less than a percent, for both covariance
models. The best-t pressure-dependent parameter increases linewidths by less than 1.6 percent
at all tropospheric levels and the temperature-dependent t increases linewidths by less than
1.6 percent in the troposphere and stratosphere.
16O2 Linewidth Adjustment
The MPM linewidths were adjusted in two ways: all linewidths were scaled by a constant
factor, and the exponent in the temperature dependence of the dry-air broadening term (0.8
in Equation 2.66) were adjusted for best t. In both cases, the best t was consistent with no
adjustment of the model.
Linewidth and Interference Adjustment
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It should be noted that the eects of global changes in linewidth and line interference parameters
tend to be strongly anti-correlated in the 60-GHz band. Increasing line interference increases
absorption at the band center at the expense of absorption in the wings. In the range of
frequencies from 52{56 GHz, the eect on simulated brightness temperatures of uniform increases
in interference caecients Yj and linewidths by factors in a ratio of 3:1 largely cancel over a
wide range of pressures.
The laboratory absorption measurements of air from which the MPM92 line interference
coecients were derived were made at 100-MHz increments from 49{67 GHz at 279 K, 303 K
and 327 K. In the tting of the MPM92 model parameters to laboratory data, Liebe, et al.
found a slightly smaller residual if all of the MPM89 linewidths were increased by 5 percent
and interference coecients were increased by 15 percent [50], however the 100-MHz spacing
was too wide for accurate determination of low-pressure linewidths. Earlier, pressure-scanned
observations [46] at well-chosen frequencies were deemed more reliable, so linewidths were not
changed from those of MPM89.
MTS CAMEX data also showed slightly better agreement to the adjusted model, as shown
in Figure 6.19, however this result is not statistically signicant (2 is reduced by less than
3 percent), and is dominated by the positive TD values of channels 6 and 7 at mid-altitudes,
which are considered to be among the least reliable of the MTS observations.
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Figure 6.19: The impact of a global 5 percent increase in linewidths and a global 15 percent
increase in line interference parameters on MTS 53-GHz radiometer channels. Segments are
from the surface to 20-km for each channel, from left to right. The dashed line is the combined
eect of the two model changes. The solid line is warped to have zero contribution at 20 km,
consistent with the use of 20-km observations as a cold-space calibration point.
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Chapter 7
Conclusions
Observations of downwelling radiance provide a sensitive probe of atmospheric transmittance,
and avoid uncertainties in interpretation associated with surface and low-altitude atmospheric
variability. Measurements made with the Microwave Temperature Sounder (MTS) radiometer
package of downwelling radiances through ascents and descents between the surface and 20 km
altitude provide signicant results. The analyses of these data also highlight some of the inherent
diculties in producing well-calibrated radiometric observations from space or high-altitude
aircraft. Instrument stabilization was particularly dicult, in that the observations of interest
were collected through ascents and descents where the instrument is subject to considerable
thermal stress.
Measurements made with the MTS of downwelling radiation intensities within the bands
52.5{55.8 GHz and 116.7{120.8 GHz were compared with simulations based upon radiosonde
proles and the MPM92 absorption model. The intensity, width and width temperature depen-
dence of the 118.75-GHz (1-) oxygen line were explored as adjustable parameters in the tting
of modeled radiances to radiometric observations near this line. Due to the line’s isolation in
frequency and the symmetric placements of channel sidebands about it, MTS observations were
insensitive to modest adjustment of interference parameters and they are not considered in the
tting process. Observations in the 60-GHz band were t by parameterized simulations em-
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ploying an absorption model adjusted though uniform scaling of all line intensity, width, width
temperature dependence factors.
Analysis during the development of MTS simulations revealed sensitivity to frequency pass-
band and antenna sideband models as well as the importance of factors such as the latitude
dependence of eective gravity and accurate altimeter measurements. Estimates were made of
numerous simulation corrections, and uncertainties in their values were included in the error
covariance matrix used in the evaluation of oxygen model adjustments.
Calibration of the MTS in zenith-viewing mode proved to be challenging. In addition to the
two calibration black-body loads, zenith views from 20 km of the cosmic background through
nearly transparent atmosphere provided an additional calibration point. Use was also made of
antenna-angle scanning of the 118-GHz instrument in this high-altitude calibration.
7.1 Summary of Results near 54-GHz
7.1.1 Overview of Results
In the frequency range 52.5 GHz{55.8 GHz, agreement between MTS radiometric observations
and MPM92-based predictions is quite good. Table 6.4 summarizes the analysis of observa-
tions from the CAMEX deployment of 1993. Parameterized antenna temperature simulation
perturbations were t to ensemble-averaged departures of observations from MPM-based pre-
dictions. Fits were based upon an estimated error covariance matrix including instrument noise,
instrument malfunction, and modeling uncertainties arising from issues other than the oxygen
absorption expression.
The absorption model adjustments considered were ad hoc uniform scalings of all line in-
tensities, widths, and width temperature dependencies in the MPM92 model. Within the band
under consideration, the eects of uniform line interference parameter adjustment and line width
adjustment are strongly anti-correlated, so no attempt is made to distinguish between the two
and width adjustment serves as proxy for both in the tting procedure.
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The best-t absorption scaling factor (1:0010:007) is consistent with no model adjustment
being required. Pressure and temperature-dependent power-law intensity adjustment factors
have best t values (P=P0)−0:0070:007 and (T0=T )0:0430:035 respectively, assuming that only
one of the corrections is applied at a time. Both of these factors are unity at typical surface
conditions (T0; P0) and their expected values both increase absorption by slightly over 1 percent
at 13 km in the 1976 U.S. standard atmosphere. The pressure dependent factor is 1:01350:0127
at 165 mb and the temperature-dependent factor is 1:014  0:012 at 217 K. Both corrections
increase total normal-incidence atmospheric opacity on the order of 0.5 percent across the band,
but with uncertainties that are as large as the corrections. The pressure dependent correction
represents larger changes to opacity in the immediate vicinity of line centers, since line centers
maintain opacity to low pressures, but this eect is limited to ranges of frequencies that are
small compared to MTS passbands.
The best-t linewidth scaling factor (0:9950:006) is consistent with no global rescaling being
required, and the linewidth temperature-dependence exponent (0:8070:064) is consistent with
the MPM default value of 0.8. The values of 2 for these ts are all essentially equal, and do not
provide a means of distinguishing among proposed model adjustments. This is to be expected,
since all of the best-t corrections to antenna temperatures are small (typically less than 0.5 K)
and 2 values are apparently dominated by noise from other sources.
These observations do not support the conjectures by Fleming et al. [21] which are listed
in Table 2.3. These absorption scaling factors, when recast in terms of the MPM92, increase
modeled absorption by 19 percent at 53.2 GHz. Instrument calibration errors in the SSM/T
appear to be more likely explanations for these earlier results.
7.1.2 Implications for MPM92 Model Parameters
The choices of adjustable model parameters for tting were not intended to span the complete
parameter space, but rather to give an indication of the extent to which the model was doing well
at the frequencies of interest. The generally good agreement that was found between observations
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and modeled antenna temperatures provides strong indication that no major adjustment of the
MPM92 expressions are required in the band (52{56 GHz) which has been examined.
As is discussed in Section 2.7, the parameters of the MPM92 model in expressions for ab-
sorption in the 60-GHz band are entangled to such an extent that values of individual model
parameters cannot be determined on the basis of observations made with the MTS 53-GHz
instrument. Even neglecting the eects of the non-resonant term and the 118-GHz line, the
MPM92 model includes 132 parameters associated with the 33 resonant lines in the band with
intensities above 810−18cm2Hz. The identication of a small number of degrees of freedom
which might be t to observations is complicated by the fact that the frequencies tuned by the
MTS are in the proximity of relatively weak lines (17- though 31-) and modeled absorption is
strongly dependent on the parameters of the strong lines in the band center. Figure 2.10 showed
an example of how many lines contribute strongly to surface absorption at 54 GHz.
Line interference complicates the situation further. Line interference parameters in the
MPM92 are not independent of one another, but rather the entire set includes only four degrees
of freedom, as discussed in Section 2.7. Furthermore, the line interference parameters are t
to the dierence between laboratory absorption measurements and the model with interference
terms set to zero, and so should properly be re-t to a recalculated residual if line widths,
strengths or frequencies are adjusted.
Liebe et al. found slightly lower residuals in the tting of MPM92 line interference parameters
to laboratory data if MPM92 interference parameters Yj were uniformly increased by 15 percent
and 300-K linewidths were increased by 5 percent. This observation was not deemed statistically
signicant, and earlier measurements at well-chosen frequencies were considered better probes of
linewidths in the low-pressure, non-interfering limit. MTS observations do not provide a means
of making a denitive statement about this conjecture, since simulations with interference and
width perturbations in this 3:1 ratio are nearly identical to unperturbed simulations. There was
a slight reduction in 2 for a t with the adjusted parameters, however it is not considered to
be signicant.
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7.1.3 Implications for Upwelling Radiances
In the band from 52{56 GHz, a 1-percent rescaling of the oxygen absorption results in changes
in upwelling brightness temperatures of the earth, as viewed nadirially from space, that are not
more than 0.2 K over land (surface emissivity = 1). Over ocean, brightness temperature changes
less than 0.5 K for normal incidence assuming a surface emissivity=0.52, and less than 0.6 K
at 45 incidence, assuming emissivity=0.40. The emissivity values for sea water were calculated
using the model of Klein and Swift [36], and the 45 value assumed the polarization that gives
the most reflection, leading to maximal brightness temperature perturbations from atmospheric
transmittance changes.
7.2 Prior Suggestions of MPM Inadequacy
Fleming, et al. [21] compared observations made with the SSM/T satellite over ocean with
forward-model calculations based upon the 1977 oxygen absorption model of Liebe, et al. [48]
and the 1985 MPM water vapor absorption model of Liebe [44], and inferred oxygen model
deciencies ranging from 6{15 percent in the SSM/T channels. The seven SSM/T channels
have center frequencies ranging from 50.500 GHz to 59.400 GHz, and channels 2 (53.200 GHz)
and 4 (54.900 GHz) are comparable to passbands tuned by the MTS 54-GHz radiometer. The
suggested corrections to oxygen absorption expressions in these channels were scalings by fac-
tors of 1.15 and 1.11, respectively. In fact, the MPM92 model actually provides less opacity
(calculated at the channels’ center frequencies,) so that inferred rescaling of MPM92 absorption
values would be 1.19 in channel 2 and 1.115 in channel 4.
These suggested model adjustments are not supported by the MTS zenith-viewed observa-
tions of the current work. The global rescaling factor for oxygen absorption which gives the best
t to MTS observations between 52.7 GHz and 55.6 GHz is 1:001  0:007; which is consistent
with no model correction being required in this band. The dierences between radiosonde-based
simulations and coincident SSM/T data remains unresolved, and may indicate that calibrations
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problems exist with this instrument. The production of well-calibrated radiometric observations
from space-based platforms has proven to be dicult.
7.3 Summary of Results near 118-GHz
Observations of downwelling radiance with the MTS radiometer 118-GHz radiometer, which
has double-sideband channels within 2 GHz of the 118.75-GHz resonance, reveal a signicant
discrepancy between simulations and radiometric observations, with observed antenna tempera-
tures exceeding simulations by as much as 4 K. The inferred model correction is, however, only
on the order of one third the size of that which Gasiewski based upon upwelling radiances, which
are more dicult measurements to interpret because of their reduced sensitivity to transmittance
variations.
Atmospheric absorption within 2 GHz of the 118.75-GHz (1-) oxygen line is dominated by
the contribution from this line to such an extent that meaningful statements can be made about
individual line parameters based upon MTS observations. Several ways of perturbing the width
and intensity of this line were investigated, including intensity scalings of the same forms as
those proposed by Gasiewski. The possibility of error resulting from aircraft altimeter error was
also investigated. Results are summarized in Table 5.2.
Dierences between observations and simulations from the ascents and descents of ve flights
were averaged. The error covariance model for observations includes contributions of instru-
ment noise, possible altimeter error, uncertainty in the sidelobe model, calibration uncertainty,
radiosonde error and possible instrument nonlinearity. The extent to which errors at dierent
levels and in dierent channels are expected to be correlated is included in o-diagonal terms in
the error covariance matrix.
Intensity modication was investigated using the same functional forms for ad hoc scaling as
Gasiewski [23] found to be most successful in explaining MTS observation of upwelling radiances
from 20 km. Using the full estimated error covariance matrix, the pressure and temperature
dependent power-law intensity adjustment factors have best t values (P=P0)x; x = (−0:015 
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0:004) and (T0=T )y; y = (0:073  0:022). Use of only diagonal elements in the covariance
matrix results in slightly larger magnitudes for these exponents, but signicantly smaller than
the suggestions of Gasiewski: x = −0:1; y = 0:5:
Best-t values for explanation of observations by a systematic error in the aircraft altimeter
of constant altitude (+103 33 m) or constant pressure (0:52 0:54 mb) have somewhat larger
2 values than do other forms investigated, and are not consistent with values from the 54-GHz
observations.
Linewidth adjustment provides a better t to the observations than does line strength adjust-
ment, and is also more likely from a theoretical standpoint. The best-t parameter adjustment
for a global t to the 118-GHz observations was for an increase in the exponent of the power-law
temperature dependence (T0=T )u of the 1- dry-air linewidth from 0.8 to 0:98  0:03: Adding
additional degrees of freedom to the model to provide variable water vapor density or a constant
pressure error in the altimeter did not signicantly change this value or signicantly lower the
2 of the t.
Adjustment of the dry-air linewidth exponent u1− provided the lowest 2 of any of the ts
investigated, although the dierence between values for the various ts attempted is probably
not signicant enough to warrant selection of one model adjustment over another.
7.3.1 Implications for Model Parameters
The suggested modication of the dry-air linewidth exponent u1− does not require modication
of the linewidth value at T=300 K, nor does it require modication of the line’s frequency or
intensity. Line interference parameters in the MPM92 model are generally dependent upon
line widths and intensities, however the interference term for this isolated line is much smaller
than are those in the 60 GHz band. Furthermore, interference is most important at the earth’s
surface, while the correction is largest at the low temperatures of the tropopause.
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7.3.2 Implications for Upwelling Radiances
The eects of an increase in u1− to a value of 1.0 are illustrated in Figure 7.1. The largest
impacts are on the order of 3.5 K in zenith-viewed simulations and on the order of 0.5 K for
nadir views for both limiting cases of surface emissivity. This model adjustment does not explain
the observed departures of simulations from observations made by Gasiewski [23], however it
does t the currently-analyzed upwelling spectra quite well, and these data are proles rather
than single-level observations and have the added benet of cold-space observations as a third
calibration point.
7.4 Suggestions for Further Work
7.4.1 Model Development
Further model development for the tting of empirical parameters might include forms which
manifestly obey the constraints of detailed balancing or other sum rules. Rodrigues and Hart-
mann [57] discuss one such form.
Ab initio calculations of oxygen absorption, such as those of Lam [39, 40], might be updated
using more recently developed expressions for collisional potential surfaces and advancements in
the constraint of relaxation matrix elements.
Laboratory measurements that would be of interest include further investigation of the
118.75-GHz linewidth temperature dependence. The temperature dependence exponent 0:8 of
Setzer and Pickett [69] might be brought into better agreement with that of this work. Another
measurement program that is of interest would be the extension of Liebe’s measurements in the
60-GHz band to temperatures below 279 K. Currently, most tropospheric oxygen absorption is
based upon extrapolation from observations at higher temperatures.
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Figure 7.1: The top plot shows the change in downwelling, zenith-viewed brightness temperatures
at six levels in a M30 atmosphere (summer, 30 latitude, ) resulting from the increase of u1−
from 0.8 to 1.0. The largest perturbations are on the order of 3.5 K. The lower two plots show
the impacts on upwelling radiances for the limiting cases of surface emissivities 1 and 0.
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7.4.2 MTS Instrument Upgrade
In light of the diculties that were encountered in making well-calibrated, zenith-viewed obser-
vations with the MTS, it would be worthwhile to repeat the observations discussed in Chap-
ters 5 and 6 with a more stable and reliably calibrated instrument. The successor instrument to
the MTS is currently under development at MIT, and it should provide the capability to conrm
and rene the observational work currently under discussion.
The new instrument is conceptually similar to the current MTS, with heterodyne receivers
and lter banks with eight channels in the lower part of the 60-GHz oxygen absorption band
and another nine channels symmetrically spaced about the 118.75-GHz line. Channel passband
widths will range from 100{1000 MHz, and have been chosen for temperature sounding. An
additional radiometer with channels centered on the 425-GHz oxygen resonance will also likely
be included. The new instrument will be flown on the ER-2, and will ordinarily be accompanied
by a high-resolution, infrared interferometer imager which will provide co-registered spectra.
The improved temperature stabilization and calibration of the new instrument should provide
signicant advances in the reliability of data, particularly that collected during the ascents and
descents. The availability of military-class, Global Positioning System (GPS) data will greatly
increase the reliability of navigational data.
All radiometers in the new system will be cross-track scanned with a shared mirror and will
view zenith during each scan through a \sky-pipe" between the cold and hot calibration obser-
vations. At 20-km altitude, the sky-pipe will provide a third calibration source for the nadirial
observations, and during ascents and descents it will provide opportunities for transmittance
studies. A scan mirror stepping mode which divided time between hot-load, cold-load and sky-
pipe might be used when no targets of interest were being overflown. The ability, through the
sky-pipe, to make observations of downwelling radiances through aircraft altitude proles on
all flights, will greatly increase the range of atmospheric conditions which can be included in
further investigations of transmittance.
A qualitatively dierent type of measurement might also be attempted with the new instru-
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ment by replacing the lter bank back-end with a high-resolution spectrum analyzer. While such
a back-end would be inappropriate for the high data rates of the cross-track-scanned imaging
temperature sounder mode, it would provide the opportunity to resolve band structure in the
slowly-varying, downwelling radiation. Single 1000-channel spectra every 10 seconds from the
6-GHz IF of the single-sideband 52{58-GHz instrument would provide nearly-monochromatic
observations from which atmospheric transmittance values and temperature proles above the
aircraft could be inverted.
Whether the temperature retrieval resolution and accuracy of a high-spectral-resolution ra-
diometer would be substantially improved over current instruments is a question of current
interest [74]. Nadirial, clear-air temperature weighting functions for microwave temperature
sounders necessarily have thicknesses of many kilometers due to the low-order pressure depen-
dence of absorption in the top absorption scale height and to the linearity of emission with
temperature in the Rayleigh-Jeans limit. In theory, much sharper resolution could be extracted
from a huge number of such fat but overlapping weighting functions if noise levels are suciently
low.
In summary, the new instrument should provide conrmation of the current results and per-
mit results for various climatological conditions to be distinguished. The bounding of the various
sources of potential systematic error which have hampered the current investigation should per-
mit denitive statements to be made about required model adjustments. A high-resolution
back-end for the 54-GHz system would open opportunities for new classes of experiments.
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Appendix A
Linear Least Squares Fitting Figures
A.1 118-GHz Results
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Figure A.1: Linear, least-squares t of TDkm to a single altitude oset dH. Best t
(dH = −152 7 m) for error model A (solid line) and (dH = −103  33 m) for error model B.
(dashed line)
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Figure A.2: Linear, least-squares t of TDkm to a linear altitude oset dH = dH0 + dH1 H.
Best ts are (dH0 = −75 14 m, dH1 = −10:5 1:6 m/km) for error model A (solid line) and
(dH0 = −86 34 m, dH1 = 8:8 2:5 m/km) for error model B (dashed line).
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Figure A.3: Linear, least-squares t of TDkm to a single aircraft altimeter pressure oset dP .
Best ts are (dP = 4:70  0:25 mb) for error model A (solid line) and (dP = 0:52  0:54 mb)
for error model B (dashed line).
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Figure A.4: Linear least-squares t to TDkm by increasing Line Width by a constant factor XW .
Best ts are (XW = 1:065  0:003) for error model A (solid line) and (XW = 1:034  0:007) for
error model B (dashed line).
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Figure A.5: Linear least-squares t to TDkm by increasing line intensity by (P/1013 mb)x. Best
t is (x = −0:021  0:001) for error model A (solid line) and (x = −0:015  0:004) for error
model B (dashed line). Compare to Gasiewski’s value of (x=-0.1).
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Figure A.6: Linear least-squares t to TDkm by increasing line intensity by (300 K/T)y. Best ts
are (y = 0:119  0:006) for error model A (solid line) and (x = 0:0734  0:022) for error model B
(dashed line). Compare to Gasiewski’s value of (x=0.5).
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Figure A.7: Linear least-squares t to TDkm by adjustment of the dry-air linewidth exponent
u in the expression for 16O2 118-GHz line halfwidth [γj = wj(Pdryu + 1:1PH2O)]: Best t is
(u = 0:996  0:009) for error model A (solid line) and (u = 0:948  0:026) for error model B
(dashed line). The MPM model uses (u=0.8).
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Figure A.8: Linear least-squares t to TDkm by simultaneous adjustment of a constant pressure
oset (dP ) and the dry-air linewidth exponent u in the expression for 16O2 line halfwidth
[γj = wj(Pdryu + 1:1PH2O)]: Best t is (u=0.840), dP=7.95 mb for error model A (solid line)
and (u=0.816), dP=2.84 mb for error model B (dashed line). The MPM model uses (u=0.8).
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A.2 53-GHz Results
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Figure A.9: Linear, least-squares t of TDkm to a linear altitude oset dH = dH0 + dH1 H.
Best t (dH0=15 m, dH1=-14.4 m/km).
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Figure A.10: Linear, least-squares t of TDkm to a single aircraft altimeter pressure oset dP .
Best t is (dP=3.4 mb).
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Figure A.11: Linear least-squares t to TDkm by increasing Line Width by a constant factor
XW . Best t is (XW =1.003).
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Figure A.12: Linear least-squares t to TDkm by increasing Line Strength by (P/1013 mb)x.
Best t is (x=-0.0109). Compare to Gasiewski’s value of (x=-0.1).
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Figure A.13: Linear least-squares t to TDkm by increasing Line Strength by (300 K/T)x. Best
t is (x=0.058). Compare to Gasiewski’s value of (x=0.5).
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Figure A.14: Linear least-squares t to TDkm by adjustment of the dry-air linewidth exponent
u in the expression for 16O2 line halfwidth [γj = wj(Pdryu + 1:1PH2O)]: Best t is (u=0.863).
The MPM model uses (u=0.8).
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Appendix B
Data Sets
The data used in the analyses of Chapters 5 and 6 were collected with the Microwave Temper-
ature Sounder (MTS) radiometer package during four flights of a NASA ER-2 aircraft during
CAMEX and the TOGA COARE deployments of 1993. The flights and the available local
radiosondes are listed in Table B.1.
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B.1 Mission Summaries
Sortie Nav On Nav O
Date Time (UT) Location Date Time (UT) Location
93-064 02-19-93 23:52:18 Townesville, AUS 02-20-93 01:56:30 Townesville, AUS
A,D Tv930220 02-20-93 00:00 UT, Townesville, AUS
Engine certication flight after hydraulic leak.
93-163 09-11-93 18:00:13 Mt.View, CA 09-11-93 19:09:49 Mt.View, CA
o9325400 09-11-93 00:00 UT, Oakland, CA
A,D o9325412 09-11-93 12:00 UT, Oakland, CA
o9325512 09-12-93 12:00 UT, Oakland, CA
Payload certication flight for CAMEX.
93-167 09-25-93 16:09:16 Wallops Is, VA 09-25-93 18:21:51 Wallops Is, VA
A,D x9251705 09-25-93 17:05:33 Wallops Is., VA
Aircraft recertication flight with broken clouds and rain.
93-169 09-29-93 00:52:48 Wallops Is, VA 09-29-93 04:57:45 Wallops Is, VA
A,D nbw1671 09-28-93 22:00:20 UT, Wallops Is., VA
nbw1672 09-29-93 00:56:35 UT, Wallops Is., VA
nbw1673 09-29-93 04:00:55 UT, Wallops Is., VA
Mission objectives set by AIRS team. MTS not required.
94-003 10-07-93 13:57:54 Wallops Is, VA 10-07-93 20:08:35 Mt.View, CA
w9328012 10-07-93 12:00 UT, Wallops Is., VA
A nbw1759 10-07-93 13:51:34 UT, Wallops Is., VA
w9328100 10-08-93 00:00 UT, Wallops Is., VA
D o9328012 10-07-93 12:00 UT, Oakland, CA
o9328100 10-08-93 00:00 UT, Oakland, CA
Post-CAMEX Virginia to California transit flight.
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B.2 Flight Tracks
Flight track data is shown in Figures B.1{B.5 for the flights on which the MTS was mounted
in zenith-viewing conguration. Most of the flights chosen for zenith-viewing were short and
local, on which no interesting scenes were overflown. Certication flights that were periodically
required after aircraft repairs or changes in the scientic instrumentation were used for MTS
zenith-viewing flights. They typically maintained proximity to the radiosonde launch site and no
other scientic objectives were compromised by the lack of nadir-viewed MTS data from altitude.
The cross-country ferry flight at the end of the CAMEX deployment, shown in Figure B.5, did
not maintain proximity to the aireld on ascent, but has a rapid descent.
The code for displaying and manipulating maps and navigational data was developed as
Matlab functions, and proved to be a valuable tool for the interpretation of flight data. It is
particularly useful in the recognition of surface features in radiometric data from nadir-viewed
flights. Transparent channels, which are most sensitive to cooling due to scattering by hydrom-
eteors, are also most sensitive to changes in surface emissivity, so the ability to distinguish
observations over land from those over water is important in studies of upwelling radiation.
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Figure B.1: 02-19-93 Flight Track. The flight is from Townesille, Australia. The dark line is the
northwest coast of Australia.
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Figure B.2: 09-11-93 Flight Track. The flight is from Mountain View, California. The dark line
is the California coast, including San Francisco Bay.
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Figure B.3: 09-25-93 Flight Track. The flight is from Wallops Island, Virginia. The dark line is
the east coast of the United States.
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Figure B.4: 09-29-93 Flight Track. The flight is from Wallops Island, Virginia. The dark line is
the east coast of the United States.
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Figure B.5: 10-07-93 Flight Track. The flight is from Wallops Island, Virgina to Mountain View,
California.
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B.3 Radiometric Data
B.3.1 Upward-Looking 118-GHz Raw Data
Figures B.6{B.10 show raw radiometric data of the MTS 118-GHz radiometer collected from the
ve zenith-viewing flights used in the analysis of Chapter 5. Values shown are in uncalibrated
counts from the system’s 12-bit A-to-D board on the ordinate and scan number (time, in 6-s
intervals) on the abscissa. The upper two traces in each of the upper eight plots (the radiometric
channel data) are the hot and cold load observations, while the lower trace is the combined data
from 14 scan positions of sky observations.
The calibration load temperatures are slowly varying, so sharp discontinuities in the cali-
bration observations, such as are apparent in the rst half of Figure B.6 and in the rst half
of Figure B.10, indicate radiometer instability. This behavior is thought to be the result of an
intermittent contact in the intermediate frequency section (see Section 4.2.4.) Sharp changes in
aircraft pitch and roll are shown in the lower-left plot of the secant of the viewing angle from
zenith, and are reflected in the \limb-brightening" of the radiometric data. The correlation of
sec(zen) (primarily from aircraft roll in turns) and the antenna temperature in scan positions
on the side to which roll occurred is readily apparent in Figure B.7.
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Figure B.6: 02-19-93 Raw 118-GHz MTS Data
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Figure B.7: 09-11-93 Raw 118-GHz MTS Data
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Figure B.8: 09-25-93 Raw 118-GHz MTS Data
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Figure B.9: 09-29-93 Raw 118-GHz MTS Data
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Figure B.10: 10-07-93 Raw 118-GHz MTS Data
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Figure B.11: 02-19-93 calibrated observations less MPM-based simulations. The heavy line is
the ascent and the lighter line is the descent. Dashed lines represent portions excluded from
analyses. The ascent was rejected due to radiometer instability.
B.3.2 118-GHz Calibrated Antenna Temperatures minus Simulations
The dierence between calibrated MTS 118-GHz radiometer data and simulated data based upon
the MPM92+ absorption model and radiosonde observations is shown in Figures B.11{B.15.
Data was calibrated using a scheme which enforced agreement between theory and experiment
at 20-km altitude (\match-theory") as discussed in Section 4.4.2. Ascent data in the flights of
02-19-93 (Figure B.11) and 10-07-93 (Figure B.15) were rejected due to apparent instrument
instability. The lower-altitude portions of the data from the flight of 09-25-93 (Figure B.13)
were rejected due to excessive perturbations by clouds.
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Figure B.12: 09-11-93 calibrated observations less MPM-based simulations. The heavy line is
the ascent and the lighter line is the descent. Dashed lines represent portions excluded from
analyses.
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Figure B.13: 09-25-93 calibrated observations less MPM-based simulations. The heavy line is
the ascent and the lighter line is the descent. Data from below 250 mbar, shown as dashed lines,
was excluded from analyses due to excessive perturbations by clouds.
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Figure B.14: 09-29-93 calibrated observations less MPM-based simulations. The heavy line is
the ascent and the lighter line is the descent. Dashed lines represent portions excluded from
analyses.
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Figure B.15: 10-07-93 calibrated observations less MPM-based simulations. The heavy line is
the ascent and the lighter line is the descent. Only the descent was used in analyses, since the
rest of the flight lacked concurrent radiosonde data and showed some radiometer instability.
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B.3.3 Upward-Looking 53-GHz Raw Data
Figures B.16{B.19 show raw data from the 53-GHz system for the four upward-looking CAMEX
flights. As discussed in Section 4.3.2, this radiometer has a single channel tunable over portions
of the range from 52.0{55.5 GHz. There is no 53-GHz data from the TOGA-COARE flight
(02-19-93) due to instrument failure.
The eight channels are actually interleaved in time. The frequency labels are nominal fre-
quencies, since the actual frequencies shift somewhat with LO temperature during flights. The
three traces in the top eight plots of each gure are hot-load, cold-load, and sky observations
respectively. The amplitudes are proportional to the dierence between the brightness temper-
ature of the source being viewed and that of the cold-load, which is used as the Dicke reference.
Loss of LO power in the highest three frequencies, during portions of all except the rst flight
results in the hot-load and sky observations both falling in to the cold-load value as the system
gain goes to zero.
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Figure B.16: 09-11-93 Raw MTS Channel 0 Data
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Figure B.17: 09-25-93 Raw MTS Channel 0 Data
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Figure B.18: 09-29-93 Raw MTS Channel 0 Data
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Figure B.19: 10-07-93 Raw MTS Channel 0 Data
270
B.4 ER-2 Aircraft Navigation Data
Data from the ER-2’s air data computer, including time from its clock, air temperature, aircraft
position and attitude are sent to experiments via RS-232 serial lines every second. Every ve
seconds, one of these records was stored by the aircraft’s navigational data recorder and a
le of these 5-second observations was made available to scientists after the flight. Incidents
of failure of the recorder system prompted us to develop radiometer control program capable
of asynchronously receiving and storing navigation records from the serial line. This decision
proved fruitful in that it not only provided more densely sampled navigation data, but it also
permitted the synchronization of navigation and MTS clocks.
Algorithms for conversion of binary navigation data into engineering units were obtained from
NASA aircraft personnel and incorporated into both the quick-look code included in the flight
package and the Matlab-based post-processing package. The nav data often includes spurious
points, so the Matlab scripts include features facilitating quality control. Data is converted to
engineering units, spurious points are rejected, clocks are synchronized (see Section B.4.4), and
navigation data is interpolated to the times of the radiometric observations. Aircraft pressure
level, pitch and roll are of critical importance in the interpretation of zenith viewed radiances
since, under the assumption of a planarly stratied, nonscattering atmosphere radiation intensity
is expected to be a function only of viewing altitude and the angle of view from zenith.
B.4.1 Pressure Altitude Accuracy
The altitude measurement supplied by the ER-2 navigation data system HStd76 is actually a
pressure converted to altitude using the U.S. Standard 1976 atmosphere (Std76). Departures
of tropical air densities (temperatures and humidities) from those of the STD76 can result in
dierences in H(P ) of more than 700 m. With knowledge of local conditions, such errors in
interpretation of HStd76 are easily avoided, however the accuracy of the underlying pressure
measurement is of critical importance in this investigation. The pressure sensor is part of
the \operational" systems for navigation of the aircraft and is only made available to scientic
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investigators as a courtesy. There has been no systematic attempt to calibrate this sensor beyond
the surprisingly modest requirements of the navigational system. The accuracy of the pressure
sensor in the ER-2 has been estimated by NASA personnel to be 100 m of pressure-altitude
[34, 35].
Surface measurements provide an easy rst check of sensor accuracy. Comparisons of aircraft
surface pressure measurement and those of nearly concurrent, collocated radiosondes from the
CAMEX dataset show worst-case dierences of 4 mB, which is 30 m of altitude at 0-km altitude.
The average surface pressure dierence is less than 1 mB.
A check of the sensor accuracy at altitude was accomplished using data from the NASA
Cloud LIDAR System (CLS) from a flight during the TOGA COARE deployment. The LIDAR
altitude HCLS is a measurement of the distance from the aircraft to the earth’s surface from
timed echos from the earth’s surface, and it is nominally accurate to 7.5 m. The MTS and
CLS sensors were not permitted to fly together due to ER-2 weight and balance issues, but the
pressure sensor is the same as was used throughout the TOGA COARE deployment, and is the
same type as was used in the CAMEX deployment.
CLS data was provided by Bill Hart of NASA GSFC, who made a rst-pass eort to re-
move data which was perturbed by clouds or otherwise unreliable [32]. Displayed data is from
measurements collected through clear air during the February 23, 1993 ER-2 flight from Tow-
nesville, Australia. The flight passed over a radiosonde site at Kavieng (150.80 E, 2.58 S),
which provided an atmospheric temperature and water vapor prole, permitting comparison of
altitude and pressure through the hydrostatic equation. Figure B.20 shows the portions of the
flight track with limited pitch and roll and clear air conditions. The eects of island topography
in the flight data is flagged as circles in Figure B.22. Since LIDAR echos return distance to the
surface, topography results in lower values of LIDAR altitude than the true altitude above sea
level.
ER-2 pressure altitude HP was calculated based upon the 24-Feb-1993, 00Z CLASS sonde
(VAISALA RS80-15N) launched from Kavieng (150.80 E, 2.58 S). The sonde provides pres-
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Figure B.20: The ER-2 flight track for February 23, 1993. Only pitch-free and Roll-free sections
of the flight are shown. The CLS LIDAR system collected data on this flight. The radiosonde
site at Kavieng is at 150.80 E longitude and 2.58 S latitude.
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Figure B.21: Dierences between LIDAR heights and Std76 Pressure altitude are shown as dots,
while the correction between local and Std76 pressure altitudes is shown as the line. Treating
uncorrected Std76-based pressure altitudes as true altitudes results in errors of hundreds of
meters.
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sure, temperature relative humidity and calculated altitude (P , T , RH, H). T (P ) and RH(P )
were extended above 19.5 km pressure altitude where the sonde fails, using the M15 standard
tropical atmosphere. The altitude eld was recalculated under the assumption of hydrostatic
equilibrium using a latitude-dependent gravity model and a humidity-dependent density correc-
tion, as discussed in Appendix C. The dierence between the corrected radiosonde altitude and
that which was provided with the sonde is 114 m at 19.5 km.
Figure B.21 shows the surface height measurements inferred from CLS data assuming that
HStd76 is true altitude as dots, and shows the corrections made to HStd76 based upon hydrostatic
equilibrium in a local radiosonde prole.
Figure B.22 shows the dierence between HP and HCLS. The symbol o is used to mark island
crossings, which result in CLS surface echos from as much as 200 m above sea level. Throughout
the flight, there are echos from a surface which is within 15 m of sea level as inferred from the
ER-2 pressure altitude.
During much of the flight, the HCLS values have a bi-modal distribution with echos returning
both from a level within 15 m with the ER-2 pressure-altitude measurement of the sea surface
and from a second layer approximately 55 m higher. This bi-modal character is in the CLS
data, not in the aircraft altitude data, and the lower plot of Figure B.22 clearly shows that
data from the two distributions is interleaved. Furthermore, the relative abundance of the two
distributions changes gradually over the course of the flight. Bill Hart acknowledged a CLS
timing error which could result in some anomalously surface altitudes, but he did not expect the
density of error points to ever be as high as in the latter portions of this flight’s data. [32] It is
possible that the upper set of echos is from a fog layer or from some other boundary layer eect,
and the lower echo is the true surface return. If this is the case, the ER-2 pressure measurement
on this flight is apparently accurate to on the order of 10 m at 20 km, which is an order of
magnitude better than estimates of the sensor’s uncertainty by Lockheed personnel.
While it is not reasonable to infer this sort of accuracy for all flights, particularly since
dierent aircraft were used on some of the flight, the excellent agreement between ER-2 pressure
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Figure B.22: The dierence between corrected ER-2 pressure altitude and LIDAR altitude
measurements is shown plotted against pressure altitude on the upper graph and against time
on the lower graph. Circles mark known crossings of islands, whose relief decreases LIDAR
altitude.
measurements and LIDAR data for the one data set which is available for comparison casts doubt
on any attempts to explain MTS observations with altimeter errors on the order of hundreds of
meters.
B.4.2 Static Air Temperature
An air temperature measurement is included in each navigation data vector which permits
comparison of the temperature prole encountered by the aircraft with that of radiosondes. A
number of factors limit the utility of this comparison. The sensor from which this temperature
data is derived only provides data in the range −100 to 0C; so it is typically out of range in the
lower troposphere. The algorithm for calculation of static air temperature includes a correction
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for the aircraft’s airspeed, however there is no attempt to correct for biases to the measured
temperature due to changes in airflow over the aircraft during maneuvers.
B.4.3 Aircraft Pitch and Roll Accuracy Conrmation from Views of the Sun
On the flights of 02-19-93 and 10-07-93 there were extended periods of time during which the
sun repeatedly passed through the 118-GHz antenna beam, providing an opportunity to check
the accuracy of the beam-pointing data. Aircraft pitch, roll, heading, latitude and longitude
and MTS scanning mirror position were used to calculate the angle between the antenna and
the known position of the sun at the observation time [19]. The sun is modeled at 118-GHz as
a disk of angular diameter dsun = 0:5 and Tsun = 6000 K brightness temperature.
The sun is between spots 5 and 6 and within  5 of the beam center for 72 scans during
the descent of the 02-19-93 flight, and assuming beam symmetry, warming should be a single-
valued function of angular distance of the sun from beam center. A correction is made for the
attenuation of the sun’s signal by intervening atmosphere, although most of the points used
were at high enough altitudes that the correction was modest. In Figure B.23, the eect of
the sun on spot 6 (’x’) and spot 5 (’y’) is shown for several dierent roll corrections. Excessive
warming relative to model calculations near 5 may be the result of systematic error in pitch
measurements or it may be due to asymmetry of the antenna beam.
The eect of the sun on antenna temperature provides a check of the adequacy of the antenna
beam model as well as of the roll and pitch measurements. Several antenna pattern models were
compared, including Gaussian beams with FWHM from 5 { 7 as well as a symmetrized rotation
of the measured MTS E-plane antenna pattern of Figure 4.6. The best agreement was found
for an  6 Gaussian beam with corrections to roll and pitch of approximately +1 and −2
respectively. A series of dierent roll corrections for pitch correction of −2 are shown in g
B.24.
Data from the nal hour of the ferry flight from Virginia to California, 10-07-93, also had
repeated instances of the sun passing through the antenna beam. In this case, the sun was
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Figure B.23: The sun between spots 5 and 6 of the MTS scan during the descent of the 02-19-93
flight. ‘x’s are scan position 6. ‘o’s are scan position 5. A correction of ~+1 degree in (scan
position + roll) gives the best internal agreement.
repeatedly between spots 1 and 2 but never as close as it got in the 02-19-93 flight. Figure B.25
shows that consistency between the rst and second half-scans of the data is maximized by data
a correction to the roll of −1:25. The dierence between this value and that determined from
the 02-19-93 data may be due to beam asymmetry, errors in zeroing and/or drifts in the scanning
mirror stepper motor positioning, or to actual errors in ER-2 navigation system measurements
of pitch and roll. If systematic errors were traceable to the navigation systems in specic ER-2
aircraft of the NASA fleet, the two corrections might be considered to be valid for all TOGA
COARE and CAMEX flights respectively. However, given the presumed asymmetry of the
antenna beam and uncertainties in stepper motor homing, it is probably better to assume that
these angle are known only to an accuracy of about a degree and to include this uncertainty in
error analyses.
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Figure B.24: Data for all spots within 20 of the sun on the 02-19-93 descent, averaged for
all 118-GHz channels. A correction of −2 was made to the aircraft pitch measurement. The
dashed line is a 6 Gaussian beam, the dash-dot is the rotated E-plane measurement of g 4.6.
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Figure B.25: Multiple roll xes for 10-07-93 data with the sun in the 118-GHz beam. Spot 1 is
represented by dots, and spot 2 by dashes. The best correction diers from that derived from
02-19-93 data by approximately 2.
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B.4.4 Time Synchronization
Co-registration of MTS radiometric data with aircraft navigation data and with the data sets
of other instruments is complicated by the multiplicity of clocks used in the time-stamping
of records. The MTS flight computer’s system clock is used in the MTS data records while
navigation records from the aircraft are time stamped by a clock in the ER-2 air data computer.
Each MTS record contains a link to the most recently received navigation record, providing
synchronization with a random 0{1 s, uniformly distributed error which is easily low-pass ltered
to its half second average. In this way, registration of the two data sets to within a fraction
of a second is achieved. Error is probably dominated by latency in the ER-2 nav system. The
dierence between the two clocks typically drifts by many seconds over the course of a flight.
An absolute time standard, required for coregistration with external data sets, is provided
on some flights by hourly synchronization of the ER-2’s clock to a GOES satellite. Nav time
during the rst minute of each hour is taken to be a standard from which hourly corrections
to the MTS clock can be derived. As is apparent from g B.26, the sum of the drifts of the
two clocks is approximately linear over each hour, so linear corrections within each hour are
justied. On flights during which the GOES signal was available at the time of MTS system
initialization, the MTS clock was synchronized to the ER-2 Nav clock at the beginning of the
flight and noted in the log le. When the flag signalling GOES synchronization was either not
present, or set only after initialization of MTS, no attempt was made at synchronization until
post-processing.
B.5 Data File Formats
Flight data is stored in three types of les:
 A log le (MM-DDnnn.log) of header information, including varactor tuning information.
 A dat le (MM-DDnnn.dat) flight data including radiometric data and housekeeping.
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Figure B.26: Dierences between MTS record time stamps from the MTS CPU clock and the
time stamps of 1-second ER-2 navigation records for the flight 10-07-93. The ER-2 clock was
synchronized hourly to the GOES satellite resulting in the sawtooth aspect of the plot. The
height of the steps gives the hourly drift in the ER-2 internal clock. The dierence between the
beginnings of successive hours provides an absolute correction for the MTS internal clock. It
seems likely that there was an error in the synchronization of the ER-2 Nav clock with GOES
at 18:00 UT.
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 A nav le (MM-DDnnn.nav) of records received from the ER-2 air-data computer inertial
navigation system at 1-sec. intervals.
B.5.1 MTS Logle Format
A log le, with name of the form MM-DDxxx.log, is generated with each dataset and contains:
 Initial time stamp from MTS CPU clock. If navigation records are being received from the
aircraft, and if the aircraft clock is synchronized to the GOES satellite, this is noted and
the MTS clock is synchronized to the aircraft standard. Note: clocks drift several seconds
per hour.
 File names for the data, log and nav les.
 Varactor tuning table for 54-GHz radiometer. This is the table which is indexed by
var code in the spot data of a dat record.
 System error and time synchronization messages from throughout the flight.
The varactor tuning table contains both the desired frequency to be tuned by the 53-GHz oscil-
lator and the corresponding digital-to-analog code word that was used. Post-flight calibration
of the oscillator’s tuning curve as a function of its temperature has been used to make cor-
rected estimates of frequency based upon the DACword and in-flight measurement of oscillator
frequency.
B.5.2 MTS Datle Format
The primary MTS data les, with names of the form MM-DDxxx.dat, are composed of 512-
byte records, each containing data from a complete 16-observation scan (look). The last two
observations (spots) of each scan are calibration observations of an ambient-temperature calibra-
tion load and a heated calibration load. Channels 1{8 have double-sideband passbands around
the 118.75-GHz O2 resonance, and channel 0 contains data from the tunable single-channel,
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xed-view radiometer with passband near 53 GHz. This second radiometer is typically stepped
through a series of frequencies, providing a time-multiplexed multi-channel radiometer.
Radiometric data are digitized to 12 bits and stored as 2-byte integers. A 512-byte record
for a single scan includes (9channels)  (16spots)  (2bytes) = 288 bytes of radiometric data as
well as a time stamp from the PC’s internal clock, data from 14 thermocouples embedded in
the system, a pointer to the current navigation record and other information about the mode
of operation. Scans are made at the rate of one per 5.5 seconds, so the data rate is a rather
modest 330 kb/hr.
B.5.3 MTS Navigational Data File Format
Navigation data from the ER-2 air-data computer was received at one-second intervals over an
RS-232 serial line and stored in a le with name of the form MM-DDxxx.nav. The le consists
of an ASCII header, which describes the binary data format and which is terminated with a
DOS EOF character, followed by binary data records. During the CAMEX and TOGA-COARE
deployments, the navigation binary data had a standard 28-byte record, shown in Table B.5.3.
Care must be taken in byte-ordering in the transfer of data between \little-endian" and \big-
endian" computer systems.
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c data structure for a look (a complete scan)
typedef struct
f
struct spot s spot[16]; Array of spot data
short ave pwr[7]; Historic. Now unused
short thermo[16]; Raw thermocouple data for system internal temperatures
unsigned char look time[4]; min, hour, hund, sec
unsigned short look num; Record number
unsigned short error cnt; Total number of errors logged
unsigned char error num; Most recent error
unsigned char lk mode; Numeric code designating scan sequence
unsigned char tcoup reps; Number of thermocouple observations summed in thermo[16]
char dummy0; unused
short dummy1; unused
short dummy2; unused
short nav oset; Navigation record pointer
g look;
c data structure for a single spot
struct spot s
f
short rad data[9]; radiometric data
unsigned short timeo; hundreths of sec into scan
unsigned char gim hi; Integrator overload high flags chs 0-7
unsigned char gim lo; Integrator overload low flags chs 0-7
unsigned char psd ovr; Commutator overload flags chs 0-7
unsigned char ch8 hlo; Overload flags ch8
unsigned char last err; Most recent Error Code
unsigned char spot err cnt; Error Count
unsigned char spot num; Scan Position
unsigned char var code; Index of control codes for 54-GHz varactor tuning
g;
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Navigation Raw Data Format
Julian date 4 Hex P S j huns j tens j ones
time 2-byte 4-minute periods t mod 240 seconds
min max
latitude 16-bit 0 360 degs
longitude 16-bit 0 360 degs
ns-velocity 16-bit -3276.8 3276.7 knots
ew-velocity 16-bit -3276.8 3276.7 knots
heading 16-bit 0 360 degs
ground speed 16-bit -3276.8 3276.7 knots
temperature 12-bit -200 0 deg C
altitude 16-bit 0 96428 feet
air speed 16-bit -450 550 knots
pitch 16-bit 0 360 degs
roll 16-bit 0 360 degs
unused 16-bit
Table B.1: MTS Navigational data format. In Julian date, P and S are 1-bit flags indicating
’PM’ and clock synchronization with the GOES satellite, respectively.
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Appendix C
Atmospheric Proles
C.1 Standard Atmosphere Proles
Three standard atmosphere models were used in simulations and in extension of radiosondes
above the levels at which they provide data. These are the 1976 U.S. Standard Atmosphere
[79], and the 30N lat. July atmosphere and the 15N lat. annual atmosphere models from the
1966 U.S. Standard Atmosphere Supplement. These proles, referred to as \STD76," \M30,"
and \M15," are shown in Figure C.1.
C.1.1 Standard Pressure Levels
In order to standardize prole-based calculations and the comparison of results, and to facilitate
interpolation of results, a set of standard pressure levels has been chosen. These 265 levels
are uniform steps of 5 mB from 1020 mB to 30 mB, above which levels are integer 1-km steps
in pressure altitude in the STD76 atmosphere from 25 km to 90 km. The uniform steps of
pressure in the lower atmosphere facilitate interpolation of the outputs of radiative transfer codes
at altitudes accessible to the NASA ER-2 aircraft. The 1-km steps in the upper atmosphere
permit resolution of prole temperature structure which would otherwise be lost as level thickness
increased.
287
U.S. Std. 1976
30N July      
15N Annual    
U.S. Std. 1976
30N July      
15N Annual    
10−210−1100101102103
150
200
250
300
Temperature
(K
)
Pressure (mbar)
10−210−1100101102103
0
10
20
Water Vapor
(g 
/ m
^3
)
Pressure (mbar)
Figure C.1: Three standard atmospheres from the surface to 10−3 mbar (90 km). Water vapor
proles are from P.W. Rosenkranz.
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C.1.2 Water Vapor Density
Atmospheric water vapor density, which is generally concentrated in the lower half of the tro-
posphere, can be extremely variable both spatially and temporally. At a single location, the
integrated water vapor column can vary by a factor of 30, and water vapor density typically
displays signicant spatial structure [81].
The water vapor proles used with the STD76 and M15 atmospheres in the present work
were provided by P. W. Rosenkranz [63] and are reasonable distributions of water vapor for
baseline temperate and tropical conditions, respectively. The STD76 water vapor prole contains
1.47 g=cm2 integrated water vapor column with 90% in the lowest 4.5 km and 99% in the lowest
8 km. Its surface relative humidity is 46%. The M15 water vapor prole contains 4.34 g=cm2
integrated water vapor column with 90% in the lowest 4.0 km, 99% in the lowest 7.6 km. Its
surface relative humidity is 64%. The prole used in the M30 atmosphere, which is most typical
of the conditions encountered during the CAMEX deployment, has 2.9 g=cm2: Above 16 km,
all three atmospheres have constant water vapor mixing ratios of 3 PPM. In that these proles
are used for extrapolation of radiosondes at high altitudes, this mixing ratio is common to all
proles used in this work at levels above which the radiosondes’ individual water vapor proles
fail. This is slightly drier than typical stratospheric water vapor mixing ratios of 4{7 PPM
cited by Clancy and Muhleman [16], however in simulations it has been found that it could be
increased by several orders of magnitude without appreciably aecting MTS simulated antenna
temperatures.
Figure C.2 shows the water vapor proles for an ensemble of 25 AIR CLASS Sondes launched
over the course of the CAMEX deployment from Wallops Island, Virginia. While many of these
proles return water vapor data to altitudes of 30 km and some to nearly 40 km, the relative
humidities (RH) never drop much below 20 percent at high altitudes. This is undoubtedly
due to limitations of the sensor, since constant relative humidity corresponds to increasing
absolute densities and strongly increasing mixing ratios of water vapor with altitude, while the
stratosphere is expected to be quite dry. A relative humidity of 20 percent at 40-km in the Std76
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atmosphere corresponds to a water vapor mixing ratio of 7 percent at 40 km altitude, and to
more than 100 percent at the relatively warm, rareed conditions from 48{62 km.
While the validity of radiosonde water vapor measurements at high altitudes is in question,
the uncertainties have no appreciable eect on the simulation of MTS downwelling radiances.
In simulations based upon the AIR sondes, which are possibly too wet at high altitudes, the
total contribution of water vapor to simulated zenith-viewed brightness temperatures above 10-
km altitude is less than 0.07 K in the band from 116.7{120.8 GHz and less than 0.02 K in the
band from 52{56 GHz. Water vapor has no appreciable eect on zenith-viewed MTS antenna
temperatures above 10 km altitude.
C.1.3 Geopotential Altitude
Geopotential altitude (H) is calculated from temperature and relative humidity proles (as func-
tions of pressure) through the assumption of hydrodynamic equilibrium. The change in pressure
down through a slab of atmosphere equals the weight of the slab per unit area: ~rP = dair~g;
where dairis the density of the air and ~g is eective gravity. Here, \down" is the local direction
of \eective" gravity which, in the rotating earth frame-of-reference, includes centrifugal force.
The density of air, dair, is a function of P, T and dH2O:
dair =
PdryMdry
RT
+
PH2OMH2O
RT
;
where PH2Oand Pdryare the partial pressures of water and dry air, MH2Oand Mdryare the molar
masses water and dry air, and R is the gas constant. The magnitude, j~gj, is a function of altitude
(h) and latitude (). The expression given here is a linearized (in altitude) form taken from the
CRC Handbook of Chemistry and Physics [43]:
g = 9:780356
(
1 + 5:288510−3 sin2() − 5:910−6 sin2(2) − 3:08610−3h; (C.1)
where g is in [m=s2] and h is in [km].
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Figure C.2: The water vapor proles of 25 AIR CLASS Sondes launched from Wallops Is.,
Virginia during the CAMEX deployment are shown as relative humidity, mixing ratio and mass
density. The thick line is the M30 standard prole, for comparison.
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Figure C.3: Eective gravity at latitude , including centrifugal force, Ω2r; due to the rotation
of the earth, Ω^:
Curvature of the geopotential gradients at 45 latitude may be inferred from tabulated values
of geopotential height (H) and geometric height (Z) in the US Standard 1976 atmosphere. At
the earth’s surface, Z and H are parallel by denition and dZ=dH = 1: Moving up through this
atmosphere, there is a constant curvature, d2Z=d2H = 0:0003=km; from which one can infer that
the direction of ~H is rotating away from ~Z at a rate of 0:017=km. In Figure C.3, the angle  at
which g is oriented is approximately constant as one moves up a geopotential gradient, but the
magnitude of g(r) is GMr−2 whereas the magnitude of centrifugal acceleration is Ω2r cos();
where Ω = 7:2710−5 radians/sec is the angular velocity of the earth,  is latitude, r is the
distance to the center of the earth ellipsoid, and M is the mass of the earth. The magnitude of g
is on the order of 9:8m=s2 and the magnitude of centrifugal acceleration (a) is 3:3710−2m=s2,
so a small angle approximation may be used,
  Ω
2r3 sin() cos()
GM
 1:7210−3 sin(2)radians
and
d
dH
 d
dr
 3Ω
2r2 sin(2)
2GM
 8:110−7 sin(2)radians/km: (C.2)
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Figure C.4: Plot (A) shows simulated zenith brightness temperatures for the STD76, M30 and
M15 atmospheres, with the MTS 118-GHz \open" passbands and MPM92 absorption model.
The opaque channels are warmest. Plot (B) subtracts the STD76 simulations from those of the
other two atmospheric models.
C.1.4 Standard Atmosphere Zenith Brightness
Zenith brightness temperatures for the STD76, M30 and M15 atmospheres, for the MTS 118-
GHz \open" passbands are shown in Figure C.4. Plot (B) shows the dierence between simu-
lations based upon each of the M15 and M30 models and those based upon the STD76 model.
The largest dierences are for transparent channels at low altitudes in the tropical, M15 model.
Absorption due to water vapor dominates this eect. It is interesting to note that zenith-viewed
brightness temperatures in the vicinity of the 118-GHz oxygen resonance can actually warm
with decreased physical temperature when the line is viewed in emission against a cold back-
ground. Simulated MTS zenith views through the M15 tropopause are warmer than those of
the STD76 atmosphere, although its physical temperature is much colder. The 118-GHz (1-)
line results from transitions within the O2 rotational groundstate, and the population of the
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groundstate increases with decreasing temperature. Seen in emission against the cosmic back-
ground, this increase in line strength more than osets the decreasing source function and results
in insensitivity of 118-GHz-based temperature retrievals to changes in temperature through the
tropopause. When viewing the atmosphere from above, the cold levels in the vicinity of the
tropopause are seen against the warm background of the earth, and any increase in absorption
with decrease in physical temperature enhances the cooling of brightness temperatures.
C.2 Radiosonde Proles
Balloon-borne radiosondes provide proles of atmospheric temperature and water vapor density
as functions of pressure for the ve ER-2 flights during which the MTS was mounted in upward
looking conguration. These soundings include Standard National Weather Service soundings
from the Oakland, CA and Wallops Is., VA stations, an Australian Weather Service sounding
from Townesville, Australia, as well as rawinsondes and CLASS sondes launched in support of
the CAMEX deployment from Wallops Is., VA. Preference was given to the CLASS sondes when
they were available.
A mean sounding was calculated from the 5 proles which were most nearly coincident to
the MTS data proles under consideration. This mean prole is shown as a solid line in Figure
C.5, with plus/minus the standard deviation shown as dotted lines and the 30N lat. July,
\M30"atmosphere shown for comparison. A corresponding altitude prole was calculated using
the hydrostatic equation.
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Figure C.5: The solid line is the mean of ve sondes nearly coincident with ER-2 flight descents
under consideration. These sondes are marked \D" in Table B.1. The dotted lines are plus/minus
one standard deviation, and the dashed line is the M30 prole.
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C.2.1 02-19-93 Radiosonde Proles
Table C.1: Radiosondes for the 02-20-93 flight
Tv930220 02-20-93 00:00 UT, Townesville, AUS
STATION: 94294 DAY/TIME: 93051 0 LAT/LONG/ALT: -19.25 146.76 3
Sondes are typically launched 2hrs before the stated time
and are at altitude at 0 UT.
C.2.2 09-11-93 Radiosonde Proles
Table C.2: Radiosondes for the 09-11-93 flight
o9325400 09-11-93 00:00 UT, Oakland, CA
STATION: 72493 DAY/TIME: 93254 0 LAT/LONG: 377332 1222165
1014 mB ! 8.3 mB
rhoH2O fails above 279 mB
o9325412 09-11-93 12:00 UT, Oakland, CA
STATION: 72493 DAY/TIME: 93254 12 LAT/LONG: 377332 1222165
1014 mB ! 8.7 mB
rhoH2O fails above 286 mB
o9325512 09-12-93 12:00 UT, Oakland, CA
STATION: 72493 DAY/TIME: 93255 12 LAT/LONG: 377332 1222165
1011 mB ! 20.8 mB
rhoH2O fails above 277 mB
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C.2.3 09-25-93 Radiosonde Proles
Table C.3: Radiosondes for the 09-25-93 flight
x9251705 09-25-93 17:05:33 Wallops Is., VA
CLASSSONDE
Data Type: CLASS 10 SECOND DATA
Project ID: AERI CAMEX
Launch Site Type/Site ID: FIXED, CAM
Launch Location (lon,lat,alt): 075 32.38’W, 37 52.65’N, -75.53967, 37.8775, 8
GMT Launch Time (y,m,d,h,m,s): 1993, 09, 25, 17:05:33
Sonde Type/ID/Sensor ID/Tx Freq: VAISALA RS80-15L 0, 0, 403.5
Met Processor/Met Smoothing: VAISALA PP-11, 20 SECONDS
Winds Type/Processor/Smoothing: LORAN-C, ANI-7000, 30 SECONDS
Pre-launch Met Obs Source: CAMPBELL SCIENTIFIC CR10
System Operator/Comments:
FAB/HER, GOOD LAUNCH ER-2 ON TEST FLIGHT FROM 1610Z TO 1800Z.
CLOUD COVER OVERHEAD DURING ENTIRE LAUNCH. {FAB
1011 mB ! 20.8 mB
rhoH2O fails above 277 mB
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C.2.4 09-29-93 Radiosonde Proles
Table C.4: Radiosondes for the 09-29-93 flight
nbw1671 09/28/93 22:00:20 UT, Wallops Is., VA
AIR-CLASS UNIVERSAL-NEW VAISALA
1016 mB to 14.39 mB (28.773 Km)
smooth rhoH2O to 14.39 mB (all), but RH never drops below  6%
! use USstd76 water vapor above 100mB ( 16km)
extend with Std 1976 US Atmosphere
nbw1672 09/29/93 00:56:35 UT, Wallops Is., VA
AIR-CLASS UNIVERSAL-NEW VAISALA
1017.2 mB to 3.2 mB (38.997 Km)
smooth rhoH2O to 3.2 mB (all), but RH never drops below  6%
! use USstd76 water vapor above 100mB ( 16km)
extend with Std 1976 US Atmosphere
nbw1673 09/29/93 04:00:55 UT, Wallops Is., VA
1018 mB 11.88 mB (30.023 Km)
smooth rhoH2O to 11.88 mB (all), but RH never drops below  6%
! use USstd76 water vapor above 100mB ( 16km)
extend with Std 1976 US Atmosphere
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C.2.5 10-07-93 Radiosonde Proles
Table C.5: Radiosondes for the 10-07-93 flight
w9328012 10-07-93 12:00 UT, Wallops Is., VA
rhoH20 jumps above 265 mB (flat) (CLOUD?)
STATION: 72402 DAY/TIME: 93280 120000 LAT/LONG: 378500 754833
PARCEL: DEW PT.= 273.8 POT. TEMP= 293.6 EQUIV.POT.TEMP= 305.6 MIX= 4.3
PRECIP.WATER=17.06 CONV.TEMP= 42.2 FCST MAX= 22.8 LIFTED INDEX= 11.8
TOTALS= 17.0 EQUIL.PRES.= 777.1 K-INDEX=-10.3 SWEAT INDEX= 33.8
nbw1759 10/07/93 13:51:34 UT, Wallops Is., VA
UNIVERSAL-NEW VAISALA
1029 mB to 9.6 mB (31.48 Km)
rhoH2O not single valued above 50 mB
extend with Std 1976 US Atmosphere
w9328100 10-08-93 00:00 UT, Wallops Is., VA
rhoH20 jumps above 265 mB (flat) (CLOUD?)
STATION: 72402 DAY/TIME: 93281 0 LAT/LONG: 378500 754833
PARCEL: DEW PT.= 249.7 POT. TEMP= 254.3 EQUIV.POT.TEMP= 255.9 MIX=.6
PRECIP.WATER=12.16 CONV.TEMP= 64.2 FCST MAX= .0 LIFTED INDEX= 52.9
TOTALS= 28.8 EQUIL.PRES.= 951.8 K-INDEX= 3.3 SWEAT INDEX= 19.8
o9328012 10-07-93 12:00 UT, Oakland, CA
rhoH20 questionable above 200 mB (flat)
STATION: 72493 DAY/TIME: 93280 120000 LAT/LONG: 377332 1222165
PARCEL: DEW PT.= 284.2 POT. TEMP= 299.0 EQUIV.POT.TEMP= 324.1 MIX= 9.1
PRECIP.WATER=23.36 CONV.TEMP= 34.2 FCST MAX= 27.3 LIFTED INDEX= 1.7
TOTALS= 40.8 EQUIL.PRES.= 387.9 K-INDEX= 18.5 SWEAT INDEX= 81.8
o9328100 10-08-93 00:00 UT, Oakland, CA
rhoH20 questionable above 265 mB (flat)
STATION: 72493 DAY/TIME: 93281 0 LAT/LONG: 377332 1222165
PARCEL: DEW PT.= 282.1 POT. TEMP= 295.3 EQUIV.POT.TEMP= 316.8 MIX= 7.9
PRECIP.WATER=24.78 CONV.TEMP= 33.9 FCST MAX= .0 LIFTED INDEX= 7.4
TOTALS= 33.8 EQUIL.PRES.= 557.8 K-INDEX= 17.1 SWEAT INDEX= 92.0
C.3 Comparison of Aircraft Sensor and Radiosonde Tempera-
ture Proles
There is a temperature probe on the ER-2, from which data is included in the navigational data
stream. This sensor is not considered to be precisely calibrated, and is limited to the range
−100 C to 0 C. A correction is made to the raw data based upon air speed, but there is no
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facility for correction of errors caused by changes in air flow over the sensor during maneuvers.
Despite these caveats, the level of agreement between proles measured with the ER-2’s
temperature sensor and radiosonde temperature proles can bound the combined errors of tem-
perature and pressure measurements in the two systems, and of temporal and spatial variation in
the atmospheric temperature eld. This is one way in which the adequacy of the soundings em-
ployed in radiative transfer calculations can be evaluated. The flight track through ascents and
descents typically involve excursions of on the order of 200 km from the launch site. Variability
of the atmosphere on this length scale is a source of error in radiosonde-based simulations.
A mean CAMEX atmosphere (referred to as \the CAMEX atmosphere") was determined
from an ensemble of 25 AIR CLASS sondes collected at Wallops Island, Virginia over the course
of the CAMEX deployment. Figure C.6 compares the CAMEX temperature prole with that of
the M30 atmosphere. The CAMEX prole is slightly less \tropical" than the M30, with cooler
surface temperatures and a warmer tropopause, where the atmospheric temperature begins to
rise with altitude.
Figure C.7 through Figure C.12 show radiosonde prole temperature measurements and
ER-2 temperature sensor measurements relative to a mean CAMEX atmosphere which was
determined from an ensemble of 25 AIR CLASS sondes collected at Wallops Island, Virginia
over the course of the deployment. The ER-2 proles typically fail at pressures somewhat above
500 mb, where temperatures are above 200 K.
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Figure C.6: A mean CAMEX temperature prole was determined from an ensemble of 25 AIR
CLASS sondes. Dotted lines are the 1- points of the distribution. The dashed line is the M30
atmosphere.
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Figure C.7: Townesville, Australia engine check-out flight. Tropical conditions result in large
deviations from the mean CAMEX temperature which is used as a reference level for this gure.
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Figure C.8: Test flight from NASA Ames. ER-2 sensor’s prole is warmer than that of the most
nearly coincident radiosonde.
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Figure C.9: The single radiosonde prole available for the 09-25-93 is shown with the ER-2
temperature sensor measurement. Above the 600-mbar level, where the aircraft’s sensor starts
providing valid data, agreement between the radiosonde and the aircraft sensor is generally
as good as the agreement between the sensor on ascent and descent. In the upper part of the
troposphere, agreement of all three proles is better than 0.5 K, and implies altimeter agreement
between aircraft and balloon to better than 100-m.
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Figure C.10: 09-29-93 from Wallops Is., VA. The ER-2 sensor’s value is lower than those of the
raobs on the ascent, from 500{250 mb.
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Figure C.11: Ascent from Wallops Is., VA. for flight to CA. Altitude of 19 km was not reached
until 600 km from launch site.
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Figure C.12: Entire descent within 250 km of Oakland raob site.
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Appendix D
The MPMy Absorption Model
The baseline absorption model used throughout the current work (MPMy) includes expressions
for absorption by 16O2, H2O, N2, and 16O18O. The 16O2 and H2O components are essentially
equivalent to those of the widely-used MPM92 model of Liebe, et al. [50] when used in the bands
of interest in this work, and are not suggested as improvements, but were rather adopted out of
convenience.
The 16O2 component, from Rosenkranz [62], diers from that of the MPM92 of Liebe, et
al. [50] only in inconsequential line frequency dierences. The disagreements are on the order
of 10 kHz, consistent with the stated uncertainties, whereas MTS passbands are on the order of
200 MHz. No distinction is intended to be drawn between these two variants in this work and
both models are referred to as \MPM92."
The water vapor absorption model is also from Rosenkranz [62], and includes seven lines
that contribute signicantly below 300 GHz, as well as a \continuum" term accounting for the
far wings of lines in the infrared. Liebe’s MPM water vapor absorption model, which includes
34 lines with frequencies less than 1 THz, does not produce substantially dierent contributions
to absorption in the oxygen-dominated bands near 60 GHz and 118 GHz, which are the subject
of this work.
The N2 and 16O18O models make only small contributions to modeled atmospheric absorp-
307
tion in the bands of interest, and are discussed in Sections D.4 and D.3, below.
D.1 The MPMy 16O2 Absorption Model
The MPM92 [50, 62] model gives absorption due to 16O2 as a function of observation frequency,
 [GHz], temperature, T [K], pressure, P [mbar], and water vapor density, dH2O [g m−3]. This
model includes a line-by-line sum over resonances, including rst-order line mixing, as well as
a single term combining the eects of all of the nonresonant lines. An expression for resonant
absorption with rst-order line interference was given in equation 2.65.
() =
n

X
j0
Sj(T )


j
2 "γj + ( − j)Yj
( − j)2 + γ2j
+
γj − ( + j)Yj
( + j)2 + γ2j
#
: (D.1)
Water vapor density enters the expression for absorption due to O2 both in that its presence
serves to dilute the O2 in the gas mixture, and in that its eectiveness as a line-broadening
perturber diers from that of N2 and O2. The partial pressure of water vapor may be determined
from the gas law.
PH2O = 4:6110−3

m3K−1mbar

dH2OT (D.2)
Pdry = P − PH2O (D.3)
The number density of O2, n; may be determined from the ideal gas law, given the partial
pressure of 16O2, designated PO2.
n =
PO2
kT
;
= Pdry

103erg  cm−3
mbar

0:2085
16O2
Air


(1:38010−16 erg=K)(300K)

;
= 5:0361015

cm−3
mbar

Pdry: (D.4)
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 = 300KT is a dimensionless, inverse temperature parameter. Sj are line intensity parameters,
j are line center frequencies, γj are line halfwidths, and Yj are rst-order line interference
parameters.
Sj(T ) = S0 jQelec(T )
−1Qvib(T )
−12 exp(bj(1− )) (D.5)
The electronic and vibrational partition functions, Qelec(T ) and Qvib(T ), may be ignored at
atmospheric temperatures. Values of bj = (Ef + Ei)=(2kT0) are tabulated in Table D.1. Line
halfwidths are expressed in the form of Equation 2.66,
γj = wj
(
Pdry
0:8 + 1:1PH2O

;
with values of wj tabulated in Table D.1. Note, the units of wj are [GHz/bar], not [GHz/mbar].
Line interference terms are given as
Yj = P0:8 (yj + ( − 1)vj) ; (D.6)
with values of yj and vj tabulated below, in [bar−1]. All nonresonant lines are included in a
single term with a Debye lineshape,
0() =
Cnγ0
2
T (2 + γ20)
; (D.7)
with
γ0 = 5:6  10−4 GHzmbar
(
Pdry
0:8 + 1:1PH2O

;
C = 1:53  10−24cm2GHz−1K: (D.8)
The model includes the rst-order in pressure eects of coupling between resonant and nonreso-
nant lines, as well as coupling between positive and negative frequency resonant lines. Both the
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resonant and the nonresonant absorption expressions return  with units [Np/cm]. It should be
noted that absorption coecients in the radiative transfer codes used in simulations have units
[Np/km], while this function returns absorption in units of [Np/cm].
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Table D.1: Line Parameters for 16O2 [62, 50, 56, 69]
Label j S0 j bj wj yj vj
(GHz) (cm2  Hz) (GHz/bar) (bar−1) (bar−1)
1- 118.75034 2.936e-15 0.009 1.630 -0.0233 0.0079
1+ 56.26478 8.079e-16 0.015 1.646 0.2408 -0.0978
3- 62.48625 2.480e-15 0.083 1.468 -0.3486 0.0844
3+ 58.44659 2.228e-15 0.084 1.449 0.5227 -0.1273
5- 60.30606 3.351e-15 0.212 1.382 -0.5430 0.0699
5+ 59.59098 3.292e-15 0.212 1.360 0.5877 -0.0776
7- 59.16420 3.721e-15 0.391 1.319 -0.3970 0.2309
7+ 60.43478 3.891e-15 0.391 1.297 0.3237 -0.2825
9- 58.32387 3.640e-15 0.626 1.266 -0.1348 0.0436
9+ 61.15056 4.005e-15 0.626 1.248 0.0311 -0.0584
11- 57.61248 3.227e-15 0.915 1.221 0.0725 0.6056
11+ 61.80015 3.715e-15 0.915 1.207 -0.1663 -0.6619
13- 56.96818 2.627e-15 1.260 1.181 0.2832 0.6451
13+ 62.41121 3.156e-15 1.260 1.171 -0.3629 -0.6759
15- 56.36339 1.982e-15 1.660 1.144 0.3970 0.6547
15+ 62.99797 2.477e-15 1.665 1.139 -0.4599 -0.6675
17- 55.78380 1.391e-15 2.119 1.110 0.4695 0.6135
17+ 63.56851 1.808e-15 2.115 1.108 -0.5199 -0.6139
19- 55.22136 9.124e-16 2.624 1.079 0.5187 0.2952
19+ 64.12776 1.230e-15 2.625 1.078 -0.5597 -0.2895
21- 54.67116 5.603e-16 3.194 1.050 0.5903 0.2654
21+ 64.67890 7.842e-16 3.194 1.050 -0.6246 -0.2590
23- 54.13000 3.228e-16 3.814 1.020 0.6656 0.3750
23+ 65.22407 4.689e-16 3.814 1.020 -0.6942 -0.3680
25- 53.59575 1.748e-16 4.484 1.000 0.7086 0.5085
25+ 65.76477 2.632e-16 4.484 1.000 -0.7325 -0.5002
27- 53.06691 8.898e-17 5.224 0.970 0.7348 0.6206
27+ 66.30209 1.389e-16 5.224 0.970 -0.7546 -0.6091
29- 52.54239 4.264e-17 6.004 0.940 0.7702 0.6526
29+ 66.83683 6.899e-17 6.004 0.940 -0.7864 -0.6393
31- 52.02141 1.924e-17 6.844 0.920 0.8083 0.6640
31+ 67.36960 3.229e-17 6.844 0.920 -0.8210 -0.6475
33- 51.50335 8.191e-18 7.744 0.890 0.8439 0.6729
33+ 67.90086 1.423e-17 7.744 0.890 -0.8529 -0.6545
Inter-Triplet Transitions (N = 2)
S1R1 368.49840 6.460e-16 0.048 1.920 0.0000 0.0000
S1Q2 424.76310 7.047e-15 0.044 1.920 0.0000 0.0000
S1R2 487.24940 3.011e-15 0.049 1.920 0.0000 0.0000
S3R3 715.39320 1.826e-15 0.145 1.810 0.0000 0.0000
S3Q4 773.83970 1.152e-14 0.141 1.810 0.0000 0.0000
S3R4 834.14530 3.971e-15 0.145 1.810 0.0000 0.0000
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D.2 H2O Absorption Model
The H2O model used throughout this work is from the expression of Rosenkranz [62] which uses
line strengths from Poynter and Pickett [56], widths from Liebe and Dillon [47] and Bauer, et
al. [7] and continuum from Liebe [45]. The Van Vleck-Weisskopf lineshape (Equation D.11) is
used for resonant absorption lines.
() =
X
lines
vvw () + c() (D.9)
Line parameters for resonant terms are given in Table D.2. The empirical continuum term
c() models absorption in the far wings of strong infra-red lines which is not well modeled by
impact theories of resonant absorption. Dierent temperature dependencies are included for self
broadening and foreign-gas broadening:
c() =
(
Cself P
2
H2O
10:5 + CforeignPH2OPdry3

2; (D.10)
where
Cself = 1:5010−7

cm−1bar−2GHz−2

;
Cforeign = 4:7410−9

cm−1bar−2GHz−2

:
Table D.2: Line Parameters for H2O [62]
Upper Lower j S0 j bj wj x
J K−1 K1 J K−1 K1 (GHz) (cm2  Hz) (GHz/bar)
6 1 6 5 2 3 22.2351 1:27210−14 2.143 2.81 0.69
3 1 3 2 2 0 183.3101 2:25410−12 0.668 2.81 0.64
5 1 5 4 2 2 325.1529 2:64310−12 1.540 2.78 0.68
4 1 4 3 2 1 380.1974 2:40910−11 1.048 2.84 0.54
4 2 3 3 3 0 448.0011 2:51910−11 1.405 2.63 0.66
1 1 0 1 0 1 556.9360 1:53310−9 0.159 3.21 0.69
2 1 1 2 0 2 752.0332 1:01510−9 0.396 3.06 0.68
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D.3 16O18O Absorption Model
A simple model for absorption by 16O18O has been adopted for use in the MPMy, the default
atmospheric absorption expression for the current work. The model is the sum of a nonresonant,
Debye term and 66 resonant lines with Van Vleck-Weisskopf lineshapes and no line interference.
As 16O18O constitutes only 0.407 percent of the oxygen molecules in the atmosphere, errors
in this expression are not expected to have signicant impact on total atmospheric absorption
expressions. Neglect of line interference is justied only on this basis.
vvw () =
n

X
j0
Sj(T )


j
2 " γj
( − j)2 + γ2j
+
γj
( + j)2 + γ2j
#
: (D.11)
The inverse temperature parameter, ; is dened as usual.
 =
300K
T
:
The line widths used are uniform.
γj = 1:210−3

GHz
mbar

P0:8: (D.12)
Number density changes due to dilution by water vapor are ignored.
n = 2:0541013

cm−3
mbar

P; (D.13)
Line strengths do not have any correction for the electronic or vibrational partition functions.
Sj(T ) = S0 j2 exp(bj(1− )) (D.14)
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Nonresonant absorption is included in a single term with a Debye lineshape,
0() =
Cnγ0
2
T (2 + γ20)
; (D.15)
with
γ0 = 5:610−4

GHz
mbar

P0:8;
C = 1:5310−24 cm2GHz−1K : (D.16)
The strength and width parameters of the nonresonant term are the same as are used in the
MPM 16O2 expression for absorption, but without correction for the broadening eciency of
H2O:
The line parameters in Table D.3 dier slightly from those of the most recent JPL Sub-
millimeter, Millimeter, and Microwave Spectral Line Catalog [56], as they are from an earlier
version of the catalog. Agreement in frequencies is to within 1 MHz for the strong lines in
the band center, and it is the wings of these lines which contribute most signicantly to MTS
simulations. They were adopted from FORTRAN code provided by Rosenkranz [63].
D.4 N2 Absorption Model
The N2 model in MPM* is an empirical expression from Dagg, et al. [17, 62],
N2 =
(
1:0510−13[GHz−2mB−2km−1]P 2N23:55; (D.17)
where PN2 is the partial pressure of N2 and  =
300K
T : This absorption is due to collision-
induced dipole moments. The dipole moment correlation function is a brief pulse, and its
Fourier transform is a line with width on the order of 300{1000 GHz.
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Table D.3: Line Parameters for 16O18O
Label j S0 j bj Label j S0(T0)j bj
(GHz) (cm2  Hz) (GHz) (cm2 Hz)
33- 51.9188 0.6151E-17 7.285 6+ 60.0950 0.1745E-14 0.277
32- 52.1629 0.9231E-17 6.858 5- 60.1056 0.1579E-14 0.199
31- 52.4076 0.1366E-16 6.444 7+ 60.4612 0.1866E-14 0.368
30- 52.6529 0.1995E-16 6.043 8+ 60.8010 0.1932E-14 0.473
29- 52.8988 0.2872E-16 5.654 4- 60.8612 0.1394E-14 0.134
28- 53.1456 0.4078E-16 5.279 9+ 61.1218 0.1944E-14 0.590
27- 53.3931 0.5708E-16 4.916 10+ 61.4285 0.1907E-14 0.720
26- 53.6416 0.7878E-16 4.566 11+ 61.7247 0.1829E-14 0.863
25- 53.8911 0.1072E-15 4.229 12+ 62.0126 0.1718E-14 1.019
24- 54.1417 0.1438E-15 3.904 3- 62.0386 0.1150E-14 0.082
23- 54.3937 0.1900E-15 3.593 13+ 62.2941 0.1582E-14 1.188
22- 54.6471 0.2475E-15 3.294 14+ 62.5704 0.1430E-14 1.370
21- 54.9022 0.3176E-15 3.009 15+ 62.8424 0.1269E-14 1.565
20- 55.1593 0.4015E-15 2.736 16+ 63.1110 0.1107E-14 1.773
19- 55.4186 0.4998E-15 2.476 17+ 63.3767 0.9491E-15 1.994
18- 55.6806 0.6127E-15 2.229 18+ 63.6400 0.8010E-15 2.228
17- 55.9456 0.7391E-15 1.995 19+ 63.9012 0.6650E-15 2.475
16- 56.2143 0.8774E-15 1.774 20+ 64.1607 0.5436E-15 2.735
15- 56.4875 0.1024E-14 1.566 21+ 64.4187 0.4376E-15 3.008
1+ 56.7218 0.3846E-15 0.017 2- 64.5273 0.8381E-15 0.043
14- 56.7661 0.1176E-14 1.371 22+ 64.6754 0.3470E-15 3.293
13- 57.0513 0.1326E-14 1.189 23+ 64.9310 0.2710E-15 3.592
12- 57.3450 0.1468E-14 1.020 24+ 65.1857 0.2086E-15 3.903
11- 57.6495 0.1594E-14 0.863 25+ 65.4396 0.1582E-15 4.228
2+ 57.8998 0.7367E-15 0.043 26+ 65.6927 0.1183E-15 4.565
10- 57.9681 0.1697E-14 0.720 27+ 65.9453 0.8716E-16 4.915
9- 58.3061 0.1767E-14 0.590 28+ 66.1972 0.6333E-16 5.278
3+ 58.6563 0.1056E-14 0.082 29+ 66.4488 0.4537E-16 5.653
8- 58.6707 0.1796E-14 0.473 30+ 66.6999 0.3205E-16 6.042
7- 59.0745 0.1778E-14 0.369 31+ 66.9506 0.2233E-16 6.443
4+ 59.2235 0.1336E-14 0.134 32+ 67.2011 0.1534E-16 6.857
6- 59.5395 0.1706E-14 0.277 33+ 67.4513 0.1040E-16 7.284
5+ 59.6896 0.1567E-14 0.199 1- 118.7598 0.1387E-14 0.012
315
316
Bibliography
[1] A. D. S. Ali, P. W. Rosenkranz, and D. H. Staelin. Atmospheric sounding near 118 GHz.
Journal of Applied Meteorology, 19:1234, 1980.
[2] T. Amano and E. Hirota. Microwave spectrum of the molecular oxygen in the excited
vibrational state. Journal of Molecular Spectroscopy, 53:346{363, 1974.
[3] P. W. Anderson. Pressure broadening in the microwave and infra-red regions. Physical
Review, 76(647), 1949.
[4] J. Arveson. Personal Communication, 1994. NASA, Ames Research Center.
[5] M. Baranger. Problem of overlapping lines in the theory of pressure broadening. Physical
Review, 111(2):494{504, 1958.
[6] M. Baranger. Simplied quantum-mechanical theory of pressure broadening. Physical
Review, 111(2):481{493, 1958.
[7] A. Bauer, M. Godon, M. Kheddar, and J. M. Hartmann. Temperature and perturber
dependences of water vapor line-broadening. experiments at 183 ghz; calculations below
1000 ghz. Journal of Quantitative Spectroscopy and Radiative Transfer, 41:49{54, 1989.
[8] A. Ben-Reuven. Impact broadening of microwave spectra. Physical Review, 145(1):7{22,
1966.
[9] A. Ben-Reuven. The meaning of collision broadening of spectral lines: The classical oscil-
lator analog. Advances in Atomic and Molecular Physics, 5:201, 1969. Academic Press.
317
[10] A. Ben-Reuven. Spectral line shapes in gases in the binary-collision approximation. In
Advances in Chemical Physics, volume 33. 1975.
[11] P. R. Bevington and D. K. Robinson. Data Reduction and Error Analysis for the Physical
Sciences. McGraw-Hill, Inc., second edition, 1992.
[12] M. Born and J. R. Oppenheimer. Ann. Physik, 4-84(457), 1927.
[13] K. D. Bowers, R. Kamper, and C. D. Lustig. Proc. Roy. Soc. London, A251(565), 1959.
[14] R. G. Breene. The Shape and Shift of Spectral Lines. Pergamon Press, 1959.
[15] S. Chandrasekhar. Radiative Transfer. Dover Inc., New York, 1960.
[16] R. T. Clancy and D. O. Muhleman. Ground-based microwave spectroscopy of the earth’s
stratosphere and mesosphere. In M. A. Janssen, editor, Atmospheric Remote Sensing by
Microwave Radiometry, Wiley Series in Remote Sensing, chapter 7. Wiley, New York, 1993.
[17] I. R. Dagg, G. E. Reesor, and J. L. Urbaniak. Collision induced absorption in N2, CO2 and
H2 at 2.3 cm−1. Canadian Journal of Physics, 53:1764{1776, 1975.
[18] L. Danese and R. B. Partridge. Atmospheric emission models: Confrontation between
observational data and predictions in the 2.5{300 GHz frequency range. The Astrophysical
Journal, 342:604{615, July 1 1989.
[19] P. Duett-Smith. Practical Astronomy with your Calculator, 3rd Edition. Cambridge Uni-
versity Press, 1988.
[20] U. Fano. Pressure broadening as a prototype of relaxation. Physical Review, 131(1):259,
1963.
[21] H. E. Fleming, N. C. Grody, and E. J. Kratz. The forward problem and corrections for the
SSM/T satellite microwave temperature sounder. IEEE Transactions on Geoscience and
Remote Sensing, 29(4), July 1991.
318
[22] D. J. Gaen. Temporal inhomogeneities in radiosonde temperature records. Journal of
Geophysical Research, 99(D2):3667{3676, February 20 1994.
[23] A. J. Gasiewski. Atmospheric Temperature Sounding and Precipitation Cell Parameter
estimation using passive 118-GHz O2 Observations. PhD thesis, Massachusetts Institute of
Technology, Department of Electrical Engineering and Computer Science, 1988.
[24] A. J. Gasiewski, J. W. Barrett, P. G. Bonanni, and D. H. Staelin. Aircraft-based radio-
metric imaging of tropospheric temperature and precipitation using the 118.75-GHz oxygen
resonance. Journal of Applied Meteorology, 29(7), July 1990.
[25] A. J. Gasiewski and D. H. Staelin. Numerical modeling of passive microwave O2 observations
over precipitation. Radio Science, 25(3):217{235, 1990.
[26] G. G. Gimmestad, D. T. Llewellyn-Jones, and H. A. Gebbie. Millimetre wave oxygen atten-
uation measurements. The Journal of Quantitative Spectroscopy and Radiative Transfer,
16:899{900, 1976.
[27] R. G. Gordon. Semiclassical theory of spectra and relaxation in molecular gases. Journal
of Chemical Physics, 45:1649, 1966.
[28] R. G. Gordon. On the pressure broadening of molecular multiplet spectra. The Journal of
Chemical Physics, 46(2):448{455, 1967.
[29] R. G. Gordon. Correlation functions for molecular motion. Advances in Magnetic Reso-
nance, 3:1{42, 1968.
[30] N. C. Grody. Severe storm observations using the microwave sounding unit. Journal of
Climate and Applied Meteorology, 22(4):609{625, April 1983.
[31] E. P. Gross. Shape of collision-broadened spectral lines. Physical Review, 97:395, 1955.
[32] W. D. Hart. Personal Communication, 1997. NASA GSFC.
319
[33] G. Herzberg. Spectra of Diatomic Molecules. D. Van Nostrand Co., Inc., Princeton, NJ,
1950.
[34] G. Heymseld. Personal Communication, October 1993. NASA GSFC.
[35] S. Hipskind, S. Gaines, and L. Pster. Meteorological measurements form the ER-2 aircraft:
Requirements and options. Technical report, NASA Ames Research Center, March 1992.
NASA Ames Research Center.
[36] L. A. Klein and C. T. Swift. An improved model for the dielectric constant of sea water
at microwave frequencies. IEEE Transactions on Antennas and Propagation, AP-25(104),
1977.
[37] H. W. Kroto. Molecular Rotation Spectra. Dover Publications, Inc., New York, 1975.
[38] A. J. Krueger and R. A. Minzner. A mid-latitude ozone model for the 1976 us standard
atmosphere. Journal of Geophysical Research, 81(24):4477, 20 August 1976.
[39] K. S. Lam. Application of Pressure Broadening Theory to Atmospheric Microwave Ab-
sorption. PhD thesis, Massachusetts Institute of Technology, Department of Electrical
Engineering and Computer Science, 1971.
[40] K. S. Lam. Application of pressure broadening theory to the calculation of atmospheric
oxygen and water vapor microwave absorption. Journal of Quantitative Spectroscopy and
Radiative Transfer, 17:351{383, 1977.
[41] W. B. Lenoir. Microwave spectrum of molecular oxygen in the mesosphere. Journal of
Geophysical Research, 73(361), 1968.
[42] A. Levy, N. Lacome, and J. C. Chackerian. Collisional line mixing. In K. N. Rao and
A. Weber, editors, Atmospheric Remote Sensing by Microwave Radiometry, Molecular Spec-
troscopy: Modern Research, chapter 4. Academic Press, Inc., 1250 Sixth Ave., San Diego,
CA 92101-4311, 1992.
320
[43] D. R. Lide, editor. Handbook of Chemistry and Physics. CRC Press, Inc., Boca Raton,
Florida, 75 edition, 1994.
[44] H. J. Liebe. An updated model for millimeter wave propagation in moist air. Radio Science,
20(5):1069{1089, Oct. 1985.
[45] H. J. Liebe. A contribution to modeling atmospheric millimeter-wave properties. Frequenz,
41:31{36, 1987.
[46] H. J. Liebe. Mpm-an atmospheric millimeter-wave propagation model. International Jour-
nal of Infrared and Millimeter Waves, 10(6):631{650, jun 1989. Nat. Telecommun. & Inf.
Adm., Inst. for Telecommun. Sci., Boulder, CO, USA.
[47] H. J. Liebe and T. A. Dillon. Accurate foreign-gas-broadening parameters of the 22-ghz
H2O line form refraction spectroscopy. Journal of Chemical Physics, 50:727{732, 1969.
[48] H. J. Liebe, G. G. Gimmestad, and J. D. Hopponen. Atmospheric oxygen microwave
spectrum { experiment versus theory. IEEE Transactions on Antennas and Propagation,
25:327{335, 1977.
[49] H. J. Liebe, G. A. Huord, and M. G. Cotton. Propagation modeling of moist air and
suspended water/ice particles at frequencies below 1000 ghz. In Atmospheric Propagation
Eects through Natural and Man-Made Obscurants for Visible to MM-Wave Radiation.
AGARD, May 1993.
[50] H. J. Liebe, P. W. Rosenkranz, and G. A. Huord. Atmospheric 60-GHz oxygen spectrum:
New laboratory measurements and line parameters. Journal of Quantitative Spectroscopy
and Radiative Transfer, 48, Nov.-Dec. 1992.
[51] Q. Ma and R. H. Tipping. The detailed balance requirement and general empirical formalism
for continuum absorption. Journal of Quantitative Spectroscopy and Radiative Transfer,
51(5):751{757, 1993.
321
[52] M. L. Meeks and A. E. Lilley. The microwave spectrum of oxygen in the earth’s atmosphere.
Journal os Geophysical Research, 68(1683), 1965.
[53] S. L. Miller and C. H. Townes. Physical Review, 90:537, 1953.
[54] T. Mo. Prelaunch calibration of the advanced microwave sounding Unit-A for NOAA-K.
IEEE Transactions on Microwave Theory and Techniques, 44(8):1460{1469, August 1996.
[55] H. M. Pickett, E. A. Cohen, and D. E. Brinza. Pressure broadening of oxygen and its
implications for cosmic background measurements. The Astrophysical Journal, 248:L49{
L51, August 1981.
[56] R. L. Poynter and H. M. Pickett. Submillimeter, millimeter, and microwave spectral line
catalog. Applied Optics, 24:2335{2240, 1985. http://spec.jpl.nasa.gov/.
[57] R. Rodrigues and J. M. Hartmann. Simple modeling of the temperature dependence of
the rst- order line-mixing coecients Yl(T ). Journal of Quantitative Spectroscopy and
Radiative Transfer, 57(1):63{73, Jan 1997.
[58] P. W. Rosenkranz. Radiometric Sensing of Atmospheric Water and Temperature. PhD
thesis, Massachusetts Institute of Technology, Department of Electrical Engineering and
Computer Science, 1971.
[59] P. W. Rosenkranz. Shape of the 5 mm oxygen band in the atmosphere. IEEE Transaction
on Antennas and Propagation, AP-23(4):498{506, July 1975.
[60] P. W. Rosenkranz. Absorption and dispersion in the O2 microwave spectrum at atmospheric
pressures. Journal of Chemical Physics, 77(4), August 1982.
[61] P. W. Rosenkranz. Interference coecients for overlapping oxygen lines in air. Journal of
Quantitative Spectroscopy and Radiative Transfer, 39(4):287{297, 1988.
322
[62] P. W. Rosenkranz. Absorption of microwaves by atmospheric gases. In M. A. Janssen,
editor, Atmospheric Remote Sensing by Microwave Radiometry, Wiley Series in Remote
Sensing, chapter 2. Wiley, New York, 1993.
[63] P. W. Rosenkranz. Personal Communication, 1997. M.I.T. Research Laboratory of Elec-
tronics.
[64] P. W. Rosenkranz and J. Blinn. NEMS antenna beam eciency measurements. Technical
report, Jet Propulsion Laboratories, March, 31 1972. Interoce Memo.
[65] G. B. Rybicki and A. P. Lightman. Radiative Processes in Astrophysics. Wiley, New York,
1979.
[66] R. Schlapp. Physical Review, 51:342, 1937.
[67] F. J. Schmidlin. Derivation and application of temperature corrections for the United States
radiosonde. 7th Symposium on Meteorological Observations and Instrumentation, January
14{18 1991.
[68] M. J. Schwartz, J. W. Barrett, P. W. Fieguth, P. W. Rosenkranz, M. S. Spina, and D. H.
Staelin. Observations of thermal and precipitation structure in a tropical cyclone by means
of passive microwave imagery near 118-GHz. Journal of Applied Meteorology, 35(5), 1996.
[69] B. J. Setzer and H. M. Pickett. Pressure broadening measurements of the 118.750-GHz
oxygen transition. Journal of Chemical Physics, 67:340{343, 1977.
[70] E. W. Smith. Absorption and dispersion in the O2 microwave spectrum at atmospheric
pressures. Journal of Chemical Physics, 74(12):6658{6673, 1981.
[71] E. W. Smith and M. Giraud. Pressure broadening of the O2 microwave system. Journal of
Chemical Physics, 71(11):4209{4217, 1979.
[72] E. W. Smith, M. Giraud, and J. Cooper. A semiclassical theory for spectral line broadening
in molecules. Journal of Chemical Physics, 65(4):1256{1267, 1976.
323
[73] R. Spencer, J. Christy, and N. Grody. Global atmospheric temperature monitoring with
satellite microwave measurements: method and results 1979-84. Journal of Climate, 1990.
[74] D. H. Staelin. Personal Communication, 1997. MIT Department of Electrical Engineering
and Computer Science.
[75] D. H. Staelin, A. H. Barrett, P. W. Rosenkranz, F. T. Barath, E. J. Johnson, J. W. Waters,
A. Wouters, and W. B. Lenoir. Nimbus-6 User’s Guide, Section 4, 1975. Section 4: The
Scanning Microwave Spectrometer (SCAMS) Experiment.
[76] D. H. Staelin and P. W. Rosenkranz. Scanning microwave spectrometer (scams) experiment,
nal report. Technical report, NASA, December 31 1980. NASA Contract NAS 5-21980.
[77] M. Tinkham and M. W. P. Strandberg. Theory of the ne structure of the molecular oxygen
ground state. Physical Review, 97:937{951, 1955.
[78] C. H. Townes and A. L. Schawlow. Microwave Spectroscopy. Dover Publications, Inc., New
York, 1955.
[79] U. S. Standard Atmosphere, 1976. NOAA, NASA, USAF, Washington D. C., 1976.
[80] J. H. Van Vleck and V. F. Weisskopf. On the shape of collision-broadened lines. Reviews
of Modern Physics, 17(2 and 3):227{236, Apr.-July 1945.
[81] E. R. Westwater. Ground-based microwave remote sensing of meteorological variables. In
M. A. Janssen, editor, Atmospheric Remote Sensing by Microwave Radiometry, Wiley Series
in Remote Sensing, chapter 4. Wiley, New York, 1993.
[82] E. R. Westwater, J. B. Snider, and M. J. Falls. Ground-based radiometric observations
of atmospheric emission and attenuation at 20.6, 31.65 and 90.0 GHz: A comparison of
measurements and theory. IEEE Transactions on Antennas and Propagation, 38(10), Oct.
1990.
324
[83] T. T. Wilheit and A. H. Barrett. Microwave spectrum of molecular oxygen. Physical Review
A, 1(1):213{215, Aug. 1970.
325
