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 Data recovery is one of the tools used to obtain digital forensics from various 
storage media that rely entirely on the file system used to organize files in these 
media. In this paper, two of the latest techniques of file recovery from file 
system (new technology file system (NTFS)) logical data recovery, Aho-
Corasick data recovery were studied, examined and a practical comparison 
was made between these two techniques according to the speed and accuracy 
factors using three global datasets. It was noted that all previous studies in this 
field completely ignored the time criterion despite the importance of this 
standard. On the other hand, algorithms developed with other algorithms were 
not compared. The proposed comparison of this paper aims to detect the 
weaknesses and strength of both algorithms to develop a new algorithm that is 
more accurate and faster than both algorithms. The paper concluded that the 
logical algorithm was superior to the Aho-Corasick algorithm according to the 
speed criterion, whereas the algorithms gave the same results according to the 
accuracy criterion. The paper leads to a set of suggestions for future research 
aimed at achieving a highly efficient and high-speed data recovery algorithm 
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Data recovery algorithms play an effective role during digital investigative procedures so the data on 
computer hardware has become one of the most important criminal evidence sought by investigators, in the 
United States alone, the FBI reported over 300,000 complaints of online criminal activity in 2011 [1-5], costing 
nearly $500,000,000. Data recovery depends primarily on the file system used to store and format data in 
different volumes (new technology file system (NTFS), file allocation table (FAT), extension (EXT), 
ANDROID) [6-11]. All previous file systems do not delete data completely [12, 13]. In other word, file systems 
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do not remove data from storage media because it is time-consuming [14]. In this research, the structure of the 
NTFS file system has been studied because of the system spreads around the world and the desirability of many 
users [15, 16]. The majority of the previous research is classified according to two categories: the first describes 
the structure of the NTFS file system, and the second type of research was as few as we mentioned.This work 
was found to provide a detail description of the structure of the NTFS file system, especially the master file 
table (MFT) structure [17], which is the heart of the NTFS file system and is the basis for file recovery for the 
target file system [18-20].  
The previous studies were limited to study on the effectiveness of one algorithm only like  
Aho-Corasick data recovery algorithm [21, 22]. On the other hand, this algorithm the time criterion was 
neglected knowing that the speed of performance is one of the most important factors in the field of digital 
investigation [23]. While the logical data recovery algorithm [24], has adopted a single data set to study the 
effectiveness of the lgorithm and did not take into account overstatements such as the study of where a  
non-global data set consisting of nine files with varied types without overwrite and neglected the overwrite 
data. Moreover, this paper found a few studies that investigate data recovery algorithms and ignore the time 
factor (speed) in research available in this field. On the other hand, algorithms developed with other algorithms 
were not compared. In this paper, this study introduced a practical and effective comparison between data 
retrieval algorithms (data recovery using Aho-Corasick algorithm, logical data recovery algorithm) and three 
datasets (DFR-09 [25], T5 corpus without overwrite, T5 corpus with overwrite ) based on the NTFS file system, 
to determine their efficiency and their ability to recover deleted data in the shortest possible time and with the 
greatest possible effectiveness from storage devices using visual studio C programming language. This 
comparison will clearly show the strengths and weaknesses of each of the algorithms presented, which is a key 
point in the development of these algorithms based on the time needed to restore data and the size of data restored. 
 
 
2. RESEARCH METHOD  
File recovery techniques and tools are many, varied and are constantly evolving. Each technique has 
weaknesses and strengths that distinguish them from the rest of the techniques. Therefore, there is a question 
that always asks which techniques should be used to restore data as quickly and efficiently as possible. This 
study showed the most important modern techniques and, in this section, in particular, a mechanism was 
developed to compare these techniques based on two main variables: speed and accuracy. Proposed method 





Figure 1. The general architecture of the proposed method 
 
 
In Figure 1 we proposed our methodology to compare two algorithms according accuracy and speed 
that can be described in several steps as follows: 
a. Input stage 
During this phase, three different data sets will be loaded, and the contents and size of each data set 
will be recorded. This study, three data sets were selected that included different types of data in different sizes 
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(1st dataset it is DFR-09, 2nd dataset it is the T5 corpus without overwrite and 3nd dataset it is the T5 corpus  
with overwrite. 
b. Activities stage 
During this phase, a series of actions will be undertaken, including: the first, designing a program to 
restore files according to technique “file undeleted using the Aho-Corasick algorithm” using C programming 
language. And second, designing a program to restore files according to technique “logical data recovery 
algorithm”  using C programming language. During this study, three data sets were selected that included 
different types of data in different sizes. Table 1 shows the three data sets and the sources of these data sets. 
 
 
Table 1. Used datasets and its sources 
Dataset index Dataset name Source 
1st dataset DFR-09 NIST (https://www.cfreds.nist.gov/dfr-test-images.html) 
2nd dataset The T5 corpus without overwrite Govdocs (roussev.net/t5/t5.html) without overwrite 




DFR-09 is a dataset provided by NIST to test data recovery tools which include a large number of text 
documents, where according to the image layout document which describes the creation and final layout of 
each image, DFR-09 has 266 deleted files without overwrite there are 14 files without metadata and therefore 
cannot be found. The files to be not found are: xB0023-3.txt, xB0054-5.txt, xB0074-3.txt, xB0106-5.txt, 
xB0113-4.txt, xB0116-5.txt, xB0125-3.txt, xB0175-4.txt, xB0176-3.txt, xB0178-4.txt, xB0211-5.txt,  
xB0227-3.txt, xB0244-4.txt, xB0257-5.txt. 
− T5 corpus without overwrite 
T5 corpus is a dataset provided by Govdocs (Digital Corpora) which include 4457 multi-type files 
such as (hypertext markup language (HTML), portable document format (PDF), text, word document, power 
point document, excel document, image.jpg and image.gif) with total size 1.78 GB (1,911,662,784 Bytes) 
without overwrite, the deleted files description shown in Table 2. 
 
 
Table 2. Deleted files description of T5 corpus without overwrite 
Type of files Number of files Size 
HTML 1093 68.4 MB (71,744,700 Bytes) 
PDF 1073 603 MB (632,785,429 Bytes) 
Text 711 234 MB (245,564,037 Bytes) 
Word document 533 219 MB (230,552,622 Bytes) 
Power Point document 368 351 MB (368,991975 Bytes) 
Excel document 250 277 MB (290,944,862 Bytes) 
Image.gif 67 13.9 MB (14,608,670 Bytes) 
Image.jpg 362 53.8 MB (56,470,192 Bytes) 
 
 
− T5 corpus with overwrite dataset 
T5 corpus with overwrite this dataset includes as same as previous dataset 4457 multi-type files with 
total size 1.78 GB (1,911,662,784 Bytes) but here with overwrite 633 MB (663,995,699 Bytes) with 1271 index 
multi-type files such as (hypertext markup language (HTML), portable document format (PDF), text, word 
document, power point document, excel document, image.jpg and image.gif) the deleted files description 
shown in Table 3. 
 
 
Table 3. Deleted files description of T5 corpus with overwrite 
Type of files Number of files Size  Damaged files  
HTML 1093 68.4 MB (71,744,700 Bytes) - size 
PDF 1073 588 MB (617,545,748 Byte) - - 
Text 711 - 711 - 
Word document 533 - 533 234 MB (245,564,037 Bytes) 
Power Point document 368 351 MB (368,991,975 Bytes) 81 219 MB (230,552,622 Bytes) 
Excel document 250 277 MB (290,944,862 Bytes) - 77.6 MB (81,436,237 Bytes) 
Image.gif 67 13.9 MB (14,608,670 Bytes) 66 - 
Image.jpg 362 53.8 MB (56,470,192 Bytes) 307 13.9 MB (14,601,133 Bytes) 
 
 
Third: application software designed on selected data sets. Forth: calculate the comparison variables 
(speed of recovery and rate of recovery) defined in the second section of this research for each dataset according 
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to each algorithm. The practical procedures used during this research can be viewed through flowchart shown 
in Figure 1. 
c. Output stage 
During this phase, the two previous algorithms (file recovery with Aho-crosick algorithm and file 
recovery with Logical data recovery algorithm) of during previous datasets apply to each of the algorithms, 
each time the results record where the results sorte by type, then the recover files are checke to distinguish the 
operable files from the non-operable files. Will be compared according to the comparison variables to reach 
the fastest and most efficient algorithm . 
 
 
3. RESULTS AND ANALYSIS  
In this paper order to compare the performance of the algorithms, three global data sets were used 
specifically to study the effectiveness of data recovery tools, where overwrite cases have been taken into 
account, as described in the Table 4 summarizes the results of applying the two algorithms under study to the 
selected data sets. In order to compare the performance of the algorithms, three global data sets were used 
specifically to study the effectiveness of data recovery tools, where overwrite cases have been considered, as 
described in the following. 
 
 
Table 4. Results summary and compare 
Dataset Aho-Corasick Logical Recovery 
 Speed of recovery [B/sec] Rate of recovery % Speed of recovery [B/sec] Rate of recovery % 
DFR-9 281,73545 94 416,000 94 
T5-corpus without overwrite 11,929,252.94 100 12,871,416.54 100 
T5-corpus with overwrite 10,622,377 67.4 11,596,888.80 67.4 
 
 
The first data set (DFR-9) with a deleted data size of 566,468 bytes, the Logical data recovery 
algorithm can retrieve 94% of the deleted data at a speed of 416,000 bytes in one second while the  
Aho-Corasick algorithm can restore the same percentage of deleted data (94%) but at a speed of up to 
281,73545 bytes per second, which means that the Logical data recovery algorithm was twice the speed of the 
algorithm Aho-Corasick.  On the other hand, in the application of the second data set (T5-corpus without 
overwrite) which has total size 1.78 GB (1,911,662,784 Bytes), the logical data recovery algorithm was able to 
recover 100% of the deleted data, i.e., restore all deleted data at a speed of 12,871,416.54 bytes per second 
while the Aho-Corasick algorithm was able to recover all deleted data but at 11,929,252.94 bytes in one second. 
Whereas, in the application of the third data set (T5-corpus with overwrite 633 MB (663,995,699 Bytes) with 
1271 index (multi-type files) the Logical data recovery algorithm was able to recover 67.4% of the deleted 
data, at a speed of 11,596,888.80 bytes per second while the Aho-Corasick algorithm was able to recover 67.4% 





Figure 2. Chart speed of recovery [bytes/second] 
 
Figure 3. Chart of the rate of recovery 
 
 
In the study of previous scientific research, all studies related to this field have omitted the standard 
of time required to recover files, while the study on the logical data recovery algorithm has neglected the 
overwrite data. Therefore, the focus of this research was on the time needed to recover data through the 
suggested speed criterion and to address the overwrite cases of deleted data. As can be seen in this research, 
the study of the effectiveness of two of the latest algorithms developed in the field of retrieving files deleted 
from the NTFS file system, while the previous studies were limited to study on the effectiveness of one 
algorithm only. On the other hand, the algorithms were studied according to the time and accuracy factors. The 
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time criterion was neglected during the previous research, knowing that the speed of performance is one of the 
most important factors in the field of digital investigation. On the other hand, both of the two algorithms are 
unable to determine the undamaged file and restored only, where both of them recovered files destructive and 
non-readable. In addition to that both algorithms cannot determine if the file is completely destroyed or can 
retrieve information such as images or short audio clips or even text clips. 
 
 
4. CONCLUSION  
In this paper, three different data sets were used. As a result of the application of three different data 
sets, this work is looking into designing a highly efficient data recovery algorithm and higher speed than the 
algorithms being studied. The target algorithm begins by reading the MFT and specifies all metadata for each 
file has an index in the master file table. Then is the selection of the damaged files partially or completely. If 
restore all files was prompted, the logical algorithm will be followed. If we want to restore a specific type of 
data or a specific file, the Aho-Corasick algorithm will be used to search for and recovery the required files. 
On the other hand, the Aho-Corasick algorithm proved faster in searching and determining a specific type of 
file to retrieve. Therefore, the Aho-Corasick algorithm will be used to retrieve a specific type of data. In all 
cases, damaged files should not be restored which leads to waste in time. If the memory is formatted, the MFT 
will be empty and contain no information. The algorithms will fail to recover any file so that the algorithm 
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