Abstract-This is Part II of a series of two papers where we address sequential estimation of wide-sense stationary autoregressive moving average (ARMA) state processes by particle filtering. In Part I, we considered a state-space model where the state was an ARMA process of known order and where the parameters of the process could be known or unknown. In this paper, we extend our work from Part I by considering the same type of models, with the added complexity that the ARMA processes are now of unknown order. Instead of working on a scheme that first tracks the state by operating with different assumed models, and then selects the best model by using a predefined criterion, we present a method that directly estimates the state without the need of knowing the model order. We derive the transition density of the state for unknown ARMA model order, and propose a particle filter based on that density and the empirical Bayesian methodology. We demonstrate the performance of the proposed method with computer simulations and compare it with the methods from Part I.
I. INTRODUCTION
T HIS paper is Part II of a series of two papers where we address sequential estimation of wide-sense stationary autoregressive moving average (ARMA) processes by particle filtering (PF). In Part I [1] , we considered a state-space model where the state was an ARMA process of known order and where the parameters of the process could be known or unknown. We proposed a PF method for sequentially estimating the unknown state over time. In this paper, we extend our work from Part I by considering the same type of models as in Part I, except that now the ARMA processes are of unknown order.
Stationary ARMA(p, q) processes (introduced in [2] and later popularized by [3] ) are described by their model orders (p, q), where p refers to the order of the autoregressive (AR) part and q to the order of the moving average (MA) part; the AR and MA parameters a 1 , a 2 , · · · , a p and b 1 , b 2 , · · · , b q , respectively; and the driving noise of the process. As in [4] , the ARMA process is not directly observed in our setting. Instead, we have observations that are nonlinear functions of the process. Thus, we have a nonlinear state-space model that includes a number of unknown static parameters. In Part I [1] , we proposed a PF method for sequential estimation of the hidden process in different scenarios. In the easiest one, we knew all the ARMA parameters, and in the more difficult ones, they were unknown. In all the cases, we had knowledge of the model order of the process. In this paper, we remove the assumption of known model order.
The problem of identifying the order of an ARMA process has received considerable interest in the literature [5] . When the ARMA model order is unknown, before estimating or forecasting, it is necessary to identify it. It is important to note that when the model order is naively chosen, overfitting or underfitting occurs, and that is not desirable. This problem has been approached both as a model order estimation [6] , [7] and a model selection problem [8] .
More specifically, the estimation of model orders has been studied by pole-zero modeling of systems [6] , [7] . In a nutshell, these classical approaches rely on the eigenvector/eigenvalue analysis of the data covariance matrix. More recent efforts on model order estimation have resorted to regression theory [9] and higher order statistics [10] .
Of the large number of popular model selection rules [8] , the most prominent are the AIC [11] , BIC [12] and AIC-c [13] . Details and limitations of such techniques have been extensively studied [5] , [14] . More recently, the identification of ARMA model orders p and q has been investigated via joint optimization of model order and parameters [15] , [16] and by Monte Carlo based techniques [17] . To the best of our knowledge, all the approaches on order estimation or model selection from the literature are based on directly observed ARMA processes, which is not the case in this paper.
A possible approach to our problem could be to apply the methods from Part I to ARMA processes of different assumed model orders, followed by a method that chooses the model with the best performance. The model selection can be based on the predictive performance of the model, where the predictions are of the observations used for estimating the hidden ARMA process. In a real time setting, the PF methods must be run simultaneously and the best model is decided concurrently. This implies an increase in the computational burden proportional to the number of considered models (i.e., for each assumed model we must implement a separate particle filter). Furthermore, it is obvious that in practice there is no guarantee that the correct model is among the tested ones.
An alternative solution is to run a model assessment scheme. The approach, based on trying models of different orders, would be applied as follows. First, we assume that the state process is white Gaussian noise and then we assess it by a particular scheme [18] . If the model is rejected, we postulate an AR(1) model and repeat the sequential estimation. If the model is not rejected, we keep it. Otherwise, we postulate an MA(1) process and proceed in the same way. As we continue, we use more and more complex models. Again, in real time settings, we have to apply a bank of models and assess them independently. Basically, this scheme becomes equivalent to the one described in the previous paragraph, except that the model selection is based on a different criterion.
Instead of working on a solution that first tracks the state by employing different models, and then selects the best model by using a predefined criterion, we proceed directly with estimating the state without the need of knowing the model order. To the best of our knowledge, this solution is novel and has not been previously proposed.
Our approach is based on obtaining the conditional distribution of the state, given previous samples of the process of unknown model order. This can be done with Gaussian distributions. To that end, we explore the special structure of the ARMA process. Namely, a time series of a stationary ARMA(p, q) process has a Gaussian distribution with a mean and covariance of special forms. As in Part I, we adopt the Bayesian methodology and, in all the expressions derived in this paper, the model order of the ARMA process and its parameters do not appear.
A difficulty in our problem is the choice of the prior for the mean and covariance of the multivariate Gaussian. We decide to use a conjugate prior for its simplicity in the analytical derivations. It turns out that this prior is the normal-inverse-Wishart distribution [19] . This density has its own parameters that have to be determined, which are often referred to as hyper-parameters. We resort to the empirical Bayesian methodology for choosing the values of these parameters [20] . Namely, they are estimated from the available data. The use of the empirical Bayes method allows us to develop a PF scheme [21] - [25] , where the particles are generated from t-distributions whose parameters are recursively computed. Some initial work and results on this problem can be found in [26] .
The main contribution of this paper is in proposing a PF method for directly estimating a hidden ARMA process of unknown order. The method is direct in the sense that it does not require estimation of processes of different orders followed up by model selection schemes. Since the model order is unknown, all the ARMA parameters are also unknown. We avoid parameter estimation by exploiting Rao-Blackwellization, which reduces the variance of the state estimates. This step has been applied within PF methods in similar state-space models [27] - [29] .
The paper is organized as follows. In the next section, we provide the problem formulation. In Section III we derive the Rao-Blackwellized transition density for ARMA processes of unknown order and describe the proposed method. The following Section IV contains insights about the proposed PF method. Simulation results are provided in Section V. There, we compare the performance of the proposed method with that of other PF techniques that know the ARMA model order. Final remarks about the method are given in Section VI.
II. PROBLEM FORMULATION
We consider a dynamic system described by a state-space model, where the state is a univariate wide-sense stationary ARMA(p, q) process and the observations are nonlinear functions of the state. The system is mathematically represented as follows: Given the observations y 1:t ≡ y 1 y 2 · · · y t , the goal is to sequentially estimate the posterior distribution of the ARMA state x t , f (x t |y 1:t ). Due to the nonlinear dependencies in the system dynamics, we resort to a PF method [21] . In brief, we recursively compute random probability measures that approximate the densities of interest. To do so, we sequentially sample particles from a proposal density and weight them based on the observed data. However, in our problem, drawing samples from the optimal distribution π(x t+1 |x 1:t , y 1:t+1 ) is challenging if not impossible. Thus, we resort to using the transition density f (x t+1 |x 1:t ) for sampling, which leads to particle weight updates according to w
The challenge is on the derivation of the transition density when the model order of the hidden ARMA process is unknown. In the next section, we derive an analytical solution for the ARMA transition density via Rao-Blackwellization of the nuisance parameters and present the proposed PF method.
III. PROPOSED METHOD
The ARMA state process is assumed to be wide-sense stationary. Thus, its first and second moments exist and they are not functions of time. These conditions imply that the mean of the process does not vary with time and that the autocovariance of the process is only a function of the time-difference τ , and not of the actual time instants t.
Because the innovations of the ARMA process are Gaussian, the joint distribution of the time series x 1:t+1 is a multivariate Gaussian distribution. That is,
. . .
with mean μ t+1 ∈ R t+1 and covariance matrix Σ t+1 ∈ R (t+1)×(t+1) given by
where γ(τ ) is the autocovariance of the ARMA process for lag τ . The autocovariance function depends on the particularities of the ARMA process, that is, all of its parameters p, q, a, b, μ u and σ
The key for our methods in Part I was the derivation of the transition density of the next state x t+1 , given the states x 1:t , i.e., f (x t+1 |x 1:t ). Formally, we were interested in obtaining
where . This implicitly entailed that we knew the model orders p and q.
In this paper, as already pointed out, p and q are unknown and thus, an alternative approach to the problem is explored. Specifically, we shift our attention away from the specific parameters θ and focus on the joint distribution in (2). Our primary goal is to infer the evolution of the hidden states over time, and we consider all the parameters to be of secondary importance. Thus, we want to obtain the marginal distribution of x 1:t+1 in (2), so that we can condition on previous samples to derive the transition density f (x t+1 |x 1:t ). We resort to the Bayesian methodology and marginalize the unknown mean vector and covariance matrix. In the following, we provide the derivation for the densities of interest.
A. Marginal Distributions
Given a vector x ∈ R d x generated according to x ∼ f (x|μ, Σ) = N (x|μ, Σ), with mean μ ∈ R d x and covariance matrix Σ ∈ R d x ×d x , we are interested on integrating out the parameters and obtaining the marginal density of the vector
where f (μ, Σ) is the prior of the unknown μ and Σ. In the following, we make use of conjugate priors due to their convenient analytical properties [19] , [30] . We outline the derivation here and provide details in Appendix A. The conjugate prior of the covariance matrix is the inverseWishart distribution IW d x (Σ|ν w , Λ), where ν w > d x − 1 represents degrees of freedom, and Λ ∈ R d x ×d x is a scale matrix. The conjugate prior of μ given Σ is a Gaussian with hyperparameters η and κ, N (μ|η,
we deduce that the joint conjugate prior is a normal-inverseWishart distribution N IW(μ, Σ|η, κ, ν w , Λ).
With this prior, we integrate out the parameters of the density of x and find its marginal
which has the functional form of a multivariate t-distribution. We conclude that the joint marginal density of x is
where (ν w − d x + 1) are the degrees of freedom, η is the location parameter and
is the scale matrix. The marginal density for the case when the mean of the process is known, but the covariance matrix Σ is unknown, is derived similarly and results in a density as in (7) with κ → ∞ (see Appendix A-B for details).
B. ARMA Transition Density
As introduced in (2), an ARMA time series at time instant t + 1 is jointly distributed according to
. Based on the above derivation, we can readily obtain the joint density of the process when both the mean and the covariance of the process are unknown. From there, the transition density of x t+1 , conditioned on x 1:t is immediately deduced as follows.
We start with the joint marginal density of the ARMA process with unknown mean and covariance
where d x = t + 1 in (7), ν w > t, and
Now, we derive the conditional density of the next state x t+1 given the past samples x 1:t [31] , which is the density of interest. The transition density is a univariate t-distribution of the following form:
where
The transition density of the ARMA states as in expression (9) allows for the derivation of a PF method that tracks any hidden ARMA process.
Practitioners usually assume that the ARMA process is stationary, which entails that the mean vector μ is composed of identical elements. This deviates from the assumptions used in deriving (9) . Furthermore, it is of common practice to assume that the mean of the Gaussian innovations is zero, which implies that the joint mean is known and zero, i.e., μ t+1 = 0. For these cases, the transition density is similarly derived with κ → ∞ (see Appendix A-B) .
Before describing the specifics of the proposed PF method, we elaborate on the determination of the hyper-parameters of the t-distributions in (8) and (9).
C. Hyper-Parameters
The marginalized transition density of the ARMA state in (9) depends on the set of hyper-parameters η ∈ R t+1 , Λ ∈ R (t+1)×(t+1) , κ ∈ R and ν w ∈ R.
Under the Bayesian paradigm, the used normalinverse-Wishart prior distribution can be understood as our prior belief about the mean and covariance of the process, parameterized by η and Λ. Furthermore, we must by definition have κ > 0 and ν w > t. Recall that these hyper-parameters depend on t.
For their determination, we leverage the properties of the ARMA process and adopt the empirical Bayesian paradigm for statistical inference [20] . Unlike the standard Bayes approach which uses a prior that is independent from the observed data, the empirical Bayes method relies on estimating priors from the data.
Suppose we have processed the data up to time instant t. Then, from the data available at t, we want to estimate the hyper-parameters of the prior for the next time instant t + 1. In our problem, we take advantage of the wide-sense stationarity of the ARMA process and include some prior knowledge into the hyper-parameters. Specifically, we assume that the mean does not change over time, i.e., μ t = μ1 t , where 1 t is a t × 1 vector with elements equal to one, and that the covariance matrix of the process is a symmetric Toeplitz matrix dependent on the autocovariance function γ(τ ) as in (3) .
The empirical Bayes principles suggest that we compute the empirical mean and autocovariance function of the hidden sequence x 1:t and use it for the next set of hyper-parameters η and Λ.
We compute the empirical stationary mean at time instant t by
and the empirical autocovariance function by
Following the empirical Bayes approach, we plug these estimated values in the hyper-parameters of the mean and the covariance matrix for the next time instant t + 1 as follows:
We use these values to approximate the joint density of x 1:t+1 as given by (8) .
D. The Particle Filter
We now have all the ingredients to propose our PF method. The most important of them is the ability to draw samples from the transition density (9) . This is simple because samples are drawn from a univariate t-density whose parameters are readily computed by (10) , (11) and (12) .
Next, we outline the proposed PF method. Suppose that at time instant t, we have the random measure
Then, for a new observation y t+1 , we proceed as follows: 1) Estimate the necessary hyper-parameter values
by using the full genealogical lineage of each particle, i.e., the mth particle stream x (m ) 1:t . 2) Perform resampling of the state (to avoid sample degeneracy) by drawing from a categorical distribution defined by the random measure
3) Propagate the particles by sampling from the transition density in (9), given the resampled streams
with parameters 
4) Compute the non-normalized weights for the drawn particles according to
t+1 ), and normalize them to obtain a new random measure
We emphasize that the derivation of the transition density of a given stream does not involve any observations. On the construction of the marginalized density, the hyper-parameters of the priors for η and Λ are obtained in a per-stream basis, i.e., with information from each stream only. The computedγ (m ) (τ ) values are hyper-parameters of the inverse-Wishart prior and not estimates of the covariance matrix of the underlying ARMA process. Thus, the observations have no role in the construction of the prior nor the transition density. The only place where the observations play a role is in the weight computation and in the selection of which streams to keep and which to discard from further processing.
IV. DISCUSSION

A. Computational Complexity of the Method
The proposed PF method samples from the transition density in (9) , and thus, relies on the accuracy of the computed sufficient statistics. These, in fact, are dependent on the hyper-parameters of the joint density of the time series x 1:t , given by (12) and computed for every stream of particles. Since all these computations can be carried out in a recursive form (see details in Part I [1] ), the complexity of the method is determined by the number of Monte Carlo samples, i.e., O (M).
B. The Short-Memory Property of ARMA Processes
Here, we briefly repeat the arguments from Part I [1] , where we state that the autocovariance function of an ARMA(p, q) process, although infinite in duration, decays exponentially for lags bigger than τ = max(p, q). Some examples of the decay of the autocovariance function for different ARMA processes are illustrated in Fig. 1 .
The short-memory property of the ARMA models is key for the accuracy of the proposed PF method. In (9), we write the sufficient statistics with an explicit dependence on the whole history of the process.
One needs to be careful with the potential presence of path degeneracy in the PF method. It has already been reported that the Monte Carlo error of path functionals φ(x 1:t ) = x 1 ) [32] . Nevertheless, there is a lack of formal results for other functionals of interest (a preliminary analysis of a symmetric case is provided within the discussion in [33] ).
Note that, in our problem, the path functionals in the derived sufficient statistics depend on the covariance matrix of the ARMA process, and their short-memory guarantees an exponential decay of the autocovariance function. When exponential forgetting holds (see [34] and references therein), one can establish uniform-in-time convergence results for path functionals that depend only on recent states, i.e., φ(x t−τ :t ) with τ > 0.
The reason that the Monte-Carlo error of f M (x t−τ :t ) with respect to f (x t−τ :t |y 1:t ) is uniformly bounded over time, is the exponential forgetting property. Thus, we conclude that our PF method for ARMA models converges.
All the path functionals in (9) undergo an exponential decay as the time lag increases and they become negligible after a certain lag (see Part I [1] for more details). Consequently, the impact of path degeneracy is effectively mitigated in our method. We do not provide a formal proof, but we assert that the estimates of the proposed method converge due to the short-memory property of the studied models. Our extensive simulation studies reinforce the assertion.
C. Covariance Truncation
As in Part I [1] , we recommend to approximate the method in Section III-D by means of a truncated covariance. The justification is based on the short-memory of any ARMA(p, q) model and the benefit is two-pronged: first, that by truncating the computations of the sufficient statistics to a maximum lag τ max , the computational cost is reduced; and second, that the accuracy of the estimates in (10) and (11) improves as more data are available.
With covariance truncation, one needs to computeγ(τ ) only for a relatively short window τ = 0, · · · , τ max . Besides, the 
D. Zero-Mean ARMA Process
Finally, we note that the derivation in Section III-D is general as it considers unknown mean and covariance for the ARMA process. However, it is a common practice to consider zeromean ARMA processes (i.e., μ = 0), either because the data are adjusted or because zero-mean Gaussian innovations are assumed. In such cases, the transition density is derived by considering κ → ∞ in (9), which results in a simplified density
V. SIMULATION RESULTS
We evaluate our method with the stochastic log-volatility (SV) model, where the hidden state is an ARMA(p, q) process that represents the time-varying log-volatility of the observed data. This nonlinear model has become very popular within the signal processing community [35] , [36] and has been of interest in econometrics for a long time [37] , [38] . As explained in Part I [1] , it is a very challenging nonlinear problem that cannot be solved by the popular extended Kalman filter (EKF) [39] or Sigma-Point Kalman Filters [40] .
The SV model is mathematically represented as follows:
where v t is the standard Gaussian and the state noise u t is a zeromean Gaussian. With these assumptions in place, we resort to the simplified transition density as in (13) and use ν w = t + 1 for all time instants. This implies that, as time evolves, the transition t-distribution has more degrees of freedom, as we are conditioning on more available data samples. First, we illustrate the accuracy of the sequential estimates provided by the proposed method (i.e., the evolution of the state estimates). In Fig. 2 , we compare state estimates for particular realizations of AR (1), MA(1) and ARMA(1,1) processes, respectively. We conduct the comparison for three different conditions: (1) when the parameters of the process are known, (2) when the parameters of the process are unknown but the model order is known, and (3) when both, the model order and parameters are unknown. In the top row, we see the results of the estimation when everything is known; in the second, when only the model order is known; and in the third, when nothing is known.
The figure shows that all the particle filters are able to track the hidden process. As observed in Part I, estimating MA(q) processes is the most challenging case, while the estimation accuracy improves with the presence of strong autoregressive components. Next, in Table I , we provide the Mean Square Error (MSE) of the state process estimates for PF methods under the same three conditions: when the model order and the parameters are known, when only the model order is known, and when neither the parameters nor the model order are known. The results clearly indicate how the increased lack of knowledge about the ARMA process reflects on the estimation performance of the particle filters.
We use M = 500 particles and the parameters of the processes were set to: AR (1) The estimation of the hyper-parameters is critical for the performance of our method. In Section IV-C, we suggested to use the estimates
Clearly, the quality of these estimated values heavily relies on the amount of available data.
We illustrate in Fig. 4 (next page) how, as more data are used for estimation, the autocovariance estimates become more stable and accurate. Furthermore, we evaluate the MSE for different values of truncation lags in Fig. 3 , for time series of length 100 time instants (top) and 1000 time instants (bottom). The method was tested with M = 1000 particles on processes whose parameters are provided in Table II (next page) . We observe that when short time series are used, the hyperparameters for windows with τ max > 30 are not accurate enough and, thus, the resulting filtering performance deteriorates considerably (see Fig. 3(a) ). On the contrary, as more data become available, the hyper-parameter estimates improve (see examples in Fig. 4 ) and so the inferred states do too.
This effect is explained not only by the quality of the estimation of γ(τ ), but also because of the more degrees of freedom ν w = t + 1 used for the transition density. For similar reasons, we recommend to provide a burn-out period for the PF method. In this way, one allows for the hyper-parameter estimates to stabilize, allowing the PF method to provide accurate estimates of the ARMA state.
The results in Fig. 3 (b) also illustrate how selecting an appropriate window size is important. Windows that are too long hinder the estimation performance and, at the same time, increase the computational complexity of the method.
Our results in Fig. 3(b) indicate that for the simulated processes, small truncation lags (τ max ≤ 25) provide good estimates of the autocovariance function and, thus, lead to good filtering performance. We reiterate that, due to the short-memory of ARMA processes, the consideration of small windows makes sense. In Fig. 5 , we observe how the performance worsens when considering long windows (MSE of 1.51 for τ max = 25 and 1.80 for τ max = 100). Finally, we emphasize the inherent benefit of direct estimation of the states without relying on parameter and model order estimation. We implement an alternative solution to the problem that runs N candidate models simultaneously and selects, based on their prediction accuracy, the best candidate at each time instant t. Here, we run the model selection scheme with four candidates: AR(2), MA(2), ARMA(1,1) and ARMA(2,2). For each of them, the PF method presented in Part I [1] for the unknown parameter case is implemented. We use 1000 particles for all the PF methods and compute MSE results averaged over 25 realizations of 100 samples long ARMA(1,1) processes. Note that the model selection scheme is N = 4 times more costly and that the true model is one of the considered candidates. The results show that the method in Section III-D is not only computationally less demanding, but may also be more accurate than the alternative model selection scheme (MSE of 1.9504 vs. 2.0861).
VI. CONCLUSION
In this paper, we addressed the estimation of a hidden ARMA process from nonlinear observations that are functions of the state process. Unlike in Part I of the series [1], we did not assume that the model order of the process was known. The foundation of our method is the derivation of the Rao-Blackwellized transition density of the generic ARMA(p, q) process. To do so, we first derived the joint marginalized density of the ARMA process and then conditioned on available data at each time instant. We proposed a PF method that relies on the use of the empirical Bayesian methodology and does not require a model selection procedure. We tested the method on a range of ARMA processes and showed that it is capable of sequentially estimating the hidden process accurately.
APPENDIX A DERIVATION OF MARGINAL DISTRIBUTIONS
Details for the derivation of the marginal distribution f (x) by using conjugate priors are provided below. Let x ∈ R d x be generated according to x ∼ f (x|μ, Σ) = N (x|μ, Σ), with mean μ ∈ R d x and covariance matrix Σ ∈ R d x ×d x . We are interested in integrating out the parameters μ and Σ, i.e.,
where f (μ, Σ) is the prior of the unknown μ and Σ.
A. Unknown Mean and Covariance
We start with the conjugate prior of the covariance matrix, which is the inverse-Wishart distribution IW d 
Let the prior of μ given Σ be Gaussian with hyper-parameters η and κ, N (μ|η, 
We find the normalizing constant Z N IW by computing 
The inner integral with respect to μ integrates to one and so 
Thus,
With this prior, we can integrate out the parameters of the data distribution and find its marginal as follows: 
