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Bayesian updating is used to approximate discontinuous multi-interval uncertainty
representations (i.e., belief structures) of epistemic uncertainty. Several Bayesian-based
approaches are examined for assessing the accuracy of approximating the mean and
standard deviation of a belief structure and calculating reliability using posterior
distributions. Moreover, a Bayesian-based belief structure approximation is integrated
with a decomposed multilevel optimization solution strategy through analytical target
cascading, where the ensuing reliability-based design optimization problem within each
decomposed element is solved using a single loop single vector approach. The nondeterministic decomposed multilevel optimization approach is demonstrated through
solutions to four analytical benchmark problems with mixed aleatory and epistemic
uncertainties as well as a nano-enhanced composite sandwich plate problem. Consistent
with the integrated computational materials engineering philosophy, the proposed
solution strategy for the sandwich plate problem combines micro- and macro-level
material modeling and design with structural level analysis and optimization. The
orientation distribution of the carbon nanofibers in the micro-mechanical model is
described through a belief structure and modeled using a Bayesian approach. Aleatory

uncertainty in the ply thickness of the composite facesheets is also considered. This
problem is used to demonstrate computationally efficient integration of epistemic
uncertainty described through a belief structure for a complex design problem with mixed
uncertainties. The results of this study show that the posterior distributions from some of
the Bayesian-based approaches are suitable for direct calculation of reliability through
joint probability density functions. Moreover, the Bayesian-based approach can provide a
computationally efficient method for integrating epistemic and aleatory uncertainties in
decomposed multilevel optimization of complex problems.
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CHAPTER I
INTRODUCTION
The design and optimization of engineering systems in the presence of uncertainty
is an increasingly challenging problem as systems become more complex. In addition to
increased numbers of design variables and constraints, the inclusion of nonlinearities,
uncertainties from both random variability (aleatory uncertainty) and lack of information
(epistemic uncertainty), and the need to integrate new techniques for uncertainty
quantification with advanced optimization methods all contribute to the difficulties faced
in non-deterministic design optimization.
Optimization of complex engineering systems can be made more manageable
through decomposition of the overall (all-in-one) optimization problem into multiple,
linked subproblems with distributed design variables and constraints (Chaieb et al. 2015;
DorMohammadi et al. 2015). For multidisciplinary design optimization problems,
decomposition can be made in terms of the individual members that form a system
(object decomposition) or the contributing physics that describe the behavior and
characteristics of a system (discipline decomposition) (Kim 2001). A simplistic object
decomposition for an aircraft structure into fuselage, engine, and wing components is
demonstrated in Figure 1.1.
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Figure 1.1

Object-Based Decomposition of an Aircraft

In decomposed multilevel optimization (DMO), a coordination strategy is
required to ensure the individual subproblem solutions converge to a single feasible
solution for the overall system. Analytical target cascading (ATC) (Kim et al. 2003;
Michelena et al. 1999) is effective for solving such decomposed optimization problems.
In the presence of uncertainty, subproblem formulations and solution techniques as well
as the coordination strategy require non-deterministic approaches.
Design optimization under uncertainty (non-deterministic optimization) represents
an active field of research. Many approaches have been developed for modeling
uncertainty and integrating those models with non-deterministic optimization techniques.
Some of these approaches were developed for aleatory uncertainties, while others were
developed specifically to consider epistemic uncertainties. Aleatory uncertainty,
described through a probability distribution, is often combined with design optimization
in what is known as reliability-based design optimization (RBDO) (Enevoldsen and
2

Sorensen 1994; Frangopol 1995). While aleatory uncertainty stems from the random
nature of a system, epistemic uncertainty originates from a lack of information
(Oberkampf et al. 2004). Classical probability theory is often replaced with more general
theories when modeling epistemic uncertainty, such as fuzzy sets (Zadeh 1965), evidence
theory (Dempster 1967; Shafer 1976), Bayesian theory (Berger 1972; Winkler 1972),
interval analysis (Moore 1979), possibility theory (Dubois and Prade 1988), imprecise
probability theory (Walley 1991), information-gap theory (Ben-Haim 2001), or intervalarithmetic (Rao and Cao 2002). Epistemic uncertainty can be described in a number of
ways, such as expert opinion, finite samples of point estimates, or potentially by bounds
describing a single interval as shown in Figure 1.2 (Gunawan and Papalambros 2006).

Figure 1.2

Differing Descriptions of Uncertainty Based on Available Information

(Gunawan and Papalambros 2006)
Additionally, multiple techniques for analysis of epistemic uncertainty are
available. A range of possible values could be considered directly through a singleinterval technique or replaced by a probability distribution as illustrated in Figure 1.3
using a Gaussian distribution (Soundappan et al. 2004).

3

Figure 1.3

Approximation of a Single Interval by a Gaussian Distribution

Advances in non-deterministic optimization include development of possibilitybased design optimization (Nikolaidis et al. 2004; Youn et al. 2007), Bayesian-based
RBDO (Wang et al. 2009; Youn and Wang 2006, 2008), and evidence-based design
optimization (Agarwal et al. 2004; Mourelatos and Zhou 2006; Salehghaffari and RaisRohani 2011, 2013; Soundappan et al. 2004). A probabilistic ATC formulation
(DorMohammadi and Rais-Rohani 2012; Kokkolaras et al. 2004; Liu et al. 2006) and
evidence-based ATC methodology (Nesbit et al. 2014) have been proposed to integrate
uncertainty quantification with DMO strategies.
Despite active research in uncertainty modeling for non-deterministic design
problems (An and Choi 2012; Gunawan and Papalambros 2006; Huang and Jin 2011;
Sadilingam and Wang 2011; Srivastava and Deb 2013; Youn et al. 2008; Zhou et al.
2008), application of Bayesian theory to multi-interval descriptions of epistemic
uncertainty for DMO remains largely unexplored. Bayes’ rule, and by extension Bayesian
statistics, has been successfully used in a wide range of fields such as model-selection
uncertainty modeling (Park and Grandhi 2010), neuroscience (Olshausen 2004), and
model calibration (Dettwiller et al. 2017; Hawkins-Daarud et al. 2013; Kennedy and
O’Hagan 2001; Van Oijen et al. 2005).
4

As modern engineering systems become more sophisticated, the demand for
tailorability of material systems to meet specific design requirements is fueling the push
for computational based material models. Integrated Computational Materials
Engineering (ICME) is leveraging advancements in computational resources and
materials modeling to introduce material design/selection into the early stages of the
system design process (Horstemeyer 2012). ICME, by being implemented from the start
of the design process, allows for thorough implementation of optimization strategies to
help ensure system goals are achieved as efficiently as possible. Such optimization must
be done in consideration of the uncertainties involved throughout the lifespan of the
system and the computational resources available. Thus, efficient optimization of
complex design problems under uncertainty represents a significant challenge for ICME
(National Research Council (U.S.) and Committee on Integrated Computational Materials
Engineering 2008; Panchal et al. 2013).
In acknowledgment of these challenges, the methods developed in this study will
be applied to non-deterministic optimization of carbon nanofiber-enhanced composite
sandwich panels (CSP) under in-plane loads. The results of the analysis and optimization
will be compared with the results of prior work (DorMohammadi et al. 2015; Rouhi et al.
2010). Although treated as a stand-alone problem, the CSP represents a structural element
of a more complex structural system (e.g., aircraft wing skin).
The investigation of Bayesian-based uncertainty modeling for multi-interval
description of epistemic uncertainty and its integration with DMO through the ATC
coordination strategy is the primary goal of this study. Several Bayesian-based
approaches for modeling multi-interval epistemic uncertainty are considered. The
5

accuracy of the Bayesian-based approaches for modeling the statistical moments of the
multi-interval description of epistemic uncertainty is investigated and their use in
computing reliability is evaluated through comparison to an existing method. A strategy
for integrating the Bayesian based model with the ATC framework for DMO is
developed. This strategy is demonstrated on four analytical benchmark example problems
and applied to non-deterministic optimization of a CSP with carbon nanofiber-enhanced
facesheet matrix properties under in-plane loads.
Decomposed multilevel optimization, the ATC framework, and RBDO technique
are described in Chapter 2. The Bayesian-based models for multi-interval epistemic
uncertainty is explored and analyzed in Chapter 3. The integration of a Bayesian-based
model with the ATC framework for DMO is demonstrated in Chapter 4. Finally, nondeterministic optimization of the nano-enhanced CSP with a Bayesian-based uncertainty
model is detailed in Chapter 5 with summary, conclusions, and recommendations for
future work in Chapter 6.
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CHAPTER II
OPTIMIZATION TECHNIQUES
2.1

Decomposed Multilevel Optimization
Decomposition of a complex design optimization problem from its all-in-one

form into a series of connected subproblems, or elements, can reduce the computational
cost of the solution (DorMohammadi and Rais-Rohani 2013). ATC (Kim et al. 2003;
Michelena et al. 1999; Tosserams et al. 2006) is a proven coordination strategy for DMO
selected for this work. A hierarchical decomposition with one element in level 1 and
multiple elements in subsequent levels is shown in Figure 2.1. In a hierarchical system,
the elements in the same level are not connected to each other, i.e., exchange of
information can occur only between elements at different levels.

Figure 2.1

Generalized Hierarchical Decomposition

The arrows in Figure 2.1 indicate the communication paths between two
connected elements where the target and response variables are shared. The top-level
7

element sets target vectors, 𝒕, for variables that appear in lower elements and the lower
elements provide a vector of responses, 𝒓, back to the higher elements. Consistency, 𝒄, is
maintained through the equality constraint 𝒄 = 𝒕 − 𝒓 = 0. A hierarchy is described by the
number of levels, M, and elements, N. The local design variables for an element are
denoted by the vector 𝒙𝑖𝑗 , where 𝑖 ∈ M is the element level and 𝑗 ∈ N is the element
number. The local objective function, 𝑓𝑖𝑗 , vector of local target variables, 𝒕𝑖𝑗 , vector of
local response variables, 𝒓𝑖𝑗 , local consistency constraint, 𝒄𝑖𝑗 , vector of subproblem
inequality constraints, 𝒈𝑖𝑗 ≤ 𝟎, and vector of subproblem equality constraints, 𝒉𝑖𝑗 = 0,
are defined with the same identifying subscripts. The local decision vector, containing the
̅𝑖𝑗 =
local design and all other unknown variables in an element, is defined by 𝒙
𝑢𝑏
[𝒙𝑖𝑗 , 𝒕𝑖𝑗 , 𝒓𝑖𝑗 ], with local design variables bounded by 𝒙𝑙𝑏
𝑖𝑗 ≤ 𝒙𝑖𝑗 ≤ 𝒙𝑖𝑗 where the

superscript 𝑙𝑏 and 𝑢𝑏 indicate lower and upper bounds, respectively. Variables that also
appear in other elements in the same level are referred to as shared or linking variables
and their values are coordinated through the connected element above. Initial
inconsistencies between target and response variable vectors of connected elements are
tolerated to allow a system optimum to be found, but are gradually eliminated as
individual element solutions converge. The relaxed formulation for element ij with
penalty function 𝜋(𝒄𝑖𝑗 ) is expressed as
̅𝑖𝑗 ) + 𝜋(𝒄𝑖𝑗 ) 𝑠. 𝑡. 𝒈𝑖𝑗 (𝒙
̅𝑖𝑗 ) ≤ 0; 𝒉𝑖𝑗 (𝒙
̅𝑖𝑗 ) = 0; 𝒙
̅𝑙𝑏
̅𝑖𝑗 ≤ 𝒙
̅𝑢𝑏
𝑚𝑖𝑛 𝑓𝑖𝑗 ( 𝒙
𝑖𝑗 ≤ 𝒙
𝑖𝑗
̅𝑖𝑗
𝒙

(2.1)

Various methods have been suggested in the literature for the formulation of the
penalty term 𝜋(𝒄𝑖𝑗 ) in (2.1), often a quadratic formulation (Michalek and Papalambros
2005a; b; Tzevelekos et al. 2003). DorMohammadi and Rais-Rohani (2012, 2013)
8

recently reported that an exponential penalty function based on method of multipliers is
more computationally efficient than others considered in that study. The ATC with
exponential penalty function formulation required the original consistency constraint be
reformulated as two inequality constraints, 𝒕𝑖𝑗 − 𝒓𝑖𝑗 ≤ 0 and 𝒓𝑖𝑗 − 𝒕𝑖𝑗 ≤ 0, with the
resulting 𝜋(𝒄𝑖𝑗 ) expressed as
𝒖

𝒗

(𝒄𝑖𝑗 ) = {𝒂𝑖𝑗 (𝑒 𝒂𝑖𝑗 (𝒕𝑖𝑗−𝒓𝑖𝑗) − 1) + 𝒃𝑖𝑗 (𝑒 𝒃𝑖𝑗 (𝒓𝑖𝑗−𝒕𝑖𝑗) − 1)} +
𝑖𝑗

∑𝑠∈𝐷𝑖𝑗 {

𝒖(𝑖+1)𝑠
𝒂(𝑖+1)𝑠

𝑖𝑗

𝒗(𝑖+1)𝑠

(𝑒 𝒂(𝑖+1)𝑠 (𝒕(𝑖+1)𝑠 −𝒓(𝑖+1)𝑠 ) − 1) + 𝒃

(𝑖+1)𝑠

(2.2)

(𝑒 𝒃(𝑖+1)𝑠 (𝒓(𝑖+1)𝑠 −𝒕(𝑖+1)𝑠 ) − 1)}

where the summation term imposes consistency constraints on shared variables among
the connected elements, 𝐷𝑖𝑗 below. The vectors of penalty weight factors, 𝒂𝑖𝑗 and 𝒃𝑖𝑗 ,
and the vectors of penalty multipliers, 𝒖𝑖𝑗 and 𝒗𝑖𝑗 , may be updated through the solution
process to relax or constrain the allowed inconsistency. Initial values (𝑘 = 0) for the
𝑘

𝑘

multipliers are set to arbitrary positive numbers and updated using 𝒖𝑘+1
= 𝒖𝑘𝑖𝑗 𝑒 𝒂𝑖𝑗(𝒕𝑖𝑗−𝒓𝑖𝑗)
𝑖𝑗
𝑘

𝑘

and 𝒗𝑘+1
= 𝒗𝑘𝑖𝑗 𝑒 𝒃𝑖𝑗(𝒓𝑖𝑗−𝒕𝑖𝑗) . Similarly, the weight factors may be iteratively updated using
𝑖𝑗
= 𝑤𝒃𝑘𝑖𝑗 , where w is a scalar weight factor.
𝒂𝑘+1
= 𝑤𝒂𝑘𝑖𝑗 and 𝒃𝑘+1
𝑖𝑗
𝑖𝑗
The all-in-one formulation of a simple analytical problem with three design
variables 𝑥1 , 𝑥2 , and 𝑥3 , two fixed parameters 𝜎0 and 𝜌, and two inequality constraints 𝑔1
and 𝑔2 , is shown in Figure 2.2 (a). This all-in-one formulation is decomposed into two
elements in two levels in Figure 2.2 (b) with the local design variables in each element
̅𝑖𝑗 and communication of the 𝒕 and 𝒓 vectors shown. The penalty term is
denoted 𝒙
𝒖

𝒗

formulated as 𝜋(𝒄22 ) = {𝒂22 (𝑒 𝒂22 (𝒕22 −𝒓22 ) − 1) + 𝒃22 (𝑒 𝒃22 (𝒓22 −𝒕22 ) − 1)} by following
22

22

(2.2).
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Figure 2.2

Comparison of All-in-One Optimization (a) and DMO (b) Formulations of
an Analytical Problem

It should be noted that the target and response variables could appear in different
forms depending on the original problem statement. For example, in Figure 2.2, one of
the design variables in the original problem (a) is treated as a target-response variable in
the DMO formulation (b). However, in a more general case, a response variable could be
a quantity obtained from a series of calculations that depend on the local design variables.
One of the advantages of hierarchical decomposition of a problem and the ATC
coordination strategy is the ability to isolate computationally expensive elements to
reduce the overall cost of the solution by limiting how often those elements are evaluated.
The number of function calls to the more expensive elements can be reduced by only
calling those elements when the less expensive elements have converged, as illustrated by
the dotted-line border and two sets of convergence criteria in Figure 2.3 (a), where
element 11 would be the more expensive subproblem. This coupling has been shown to
provide computational improvements over the traditional method of calling every
element on each iteration of the decomposed solution process, as shown in Figure 2.3 (b)
(DorMohammadi et al. 2015).
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Figure 2.3

Coordination Strategies with (a) Isolated Element 11 and (b) No Isolated
Elements

Consideration of target-response variables subject to uncertainty in the ATC
framework requires, at a minimum, changes to the target and response vectors passed
between elements from a deterministic to a non-deterministic set. If the uncertain variable
can be described by a probability distribution, moment matching can be used to enforce
consistency between elements, resulting in a probabilistic ATC formulation (Liu et al.
2006) that has been extended to include interval approaches to uncertainty quantification
by Kokkolaras et al. (2004). In addition to changes to the ATC framework, consideration
of uncertainty requires non-deterministic optimization techniques such as RBDO
methods for elements of Figure 2.1 with uncertain variables.
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2.2

Reliability-Based Design Optimization (RBDO)
A RBDO problem may include a vector of mixed non-deterministic design

variables, 𝑿, vector of deterministic design variables, 𝒚, as well as vectors of reliabilitybased (non-deterministic) inequality and equality constraints along with vectors of
deterministic inequality and equality constraints. Non-deterministic constraints may be
defined in terms of failure probability, 𝑃𝑓 or reliability, 𝑅 = 1 − 𝑃𝑓 , of the corresponding
limit state functions. In the latter case, the non-deterministic constraints are subject to
minimum required reliability, 𝑅𝑟 ; hence, a generalized RBDO problem is given as
min
s. t.

𝑓(𝑿, 𝒚)

𝑔𝑙 (𝑿) ≤ 0; ℎ𝑚 (𝒚) = 0 (2. 3)

𝑃[𝑔𝑝 (𝑿, 𝒚) ≤ 0] ≥ 𝑅𝑟𝑝 ; 𝑃[ℎ𝑞 (𝑿, 𝒚) = 0] ≥ 𝑅𝑟𝑞

(2.4)

𝒚𝑙𝑏 ≤ 𝒚 ≤ 𝒚𝑢𝑏 ; 𝑿𝑙𝑏 ≤ 𝑿 ≤ 𝑿𝑢𝑏
where 𝑙 ∈ 𝑛𝑑𝑖 , 𝑚 ∈ 𝑛𝑑𝑒𝑞 , 𝑝 ∈ 𝑛𝑛𝑖 , 𝑞 ∈ 𝑛𝑛𝑒𝑞
where 𝑛𝑑𝑖 is the number of deterministic equality constraints, 𝑛𝑑𝑒𝑞 the number of
deterministic equality constraints, 𝑛𝑛𝑖 the number of non-deterministic inequality
constraints, and 𝑛𝑛𝑒𝑞 the number of non-deterministic equality constraitns. The side
constraints for non-deterministic variables and deterministic variables are expressed
using lower and upper bounds.
Several techniques have been proposed to solve RBDO problems, including
single loop single vector (SLSV) method (Chen et al. 1997), safety-index approach (Wu
et al. 2001; Wu and Wang 1996), Bayesian-based RBDO (Gunawan and Papalambros
2006; Sadilingam and Wang 2011; Youn and Wang 2006, 2008) and sequential
optimization and reliability assessment (Du and Chen 2004). Yang and Gu (2004)
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concluded that of the techniques mentioned above, the SLSV technique provided the
most computationally efficient and accurate solution and a similar conclusion was
reached by DorMohammadi and Rais-Rohani (2012). The SLSV approach, modified to
include non-normal distributions (Wang and Kodiyalam 2002), is applied here for nondeterministic subproblems in decomposed hierarchies as described in the following
subsection.
2.2.1

Single Loop Single Vector Approach (SLSV)
The SLSV approach (Chen et al. 1997) offers a computationally efficient solution

to RBDO problems (Nguyen et al. 2010) by transforming the non-deterministic RBDO
problem into a deterministic optimization problem that meets the reliability requirements
of the original problem. For simplicity, consider a RBDO problem of the form
min 𝑓(𝝁𝑿 )
s. t.

𝑃[𝑔𝑝 (𝑿) ≤ 0] ≥ 𝛷(𝛽0𝑝 )

(2.5)

𝑢𝑏
𝝁𝑙𝑏
𝑿 ≤ 𝝁𝑿 ≤ 𝝁𝑿

where the mean values, 𝝁𝑿 , of uncertain variables in 𝑿 are treated as design variables,
and the minimum required reliability from (2.3) is expressed in terms of a defined target
safety index, 𝛽0, with 𝛷 representing the cumulative Gaussian distribution function.
Uncertain variables are assumed to follow a Gaussian distribution and variables that
follow other distributions are converted into Gaussian distributions (Wang and
Kodiyalam 2002).
The RBDO problem in (2.4) is transformed into a deterministic optimization
problem by transforming uncertain variables into a reduced normalized space by 𝒁 =
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𝑿/𝝈𝑿 , where 𝝈𝑿 is the vector of standard deviations associated with 𝑿. The pth reliability
constraint in (2.4) is evaluated at the most probable point of failure of the corresponding
𝑝
limit state function 𝑔𝑝 (𝒁𝑝 ), with most probable point located at 𝒁𝑝 = 𝝁𝒁 + 𝛽0 𝜶𝑝 , where

𝝁𝒁 = 𝝁𝑿 /𝝈𝑿 . The vector 𝜶𝑝 = ∇𝑔𝑝 (𝒁𝑝 )/‖∇𝑔𝑝 (𝒁𝑝 )‖ represents the vector of direction
cosines, a unit vector pointing in the direction of the most probable point of failure. The
resultant iterative, deterministic optimization problem is formulated as
min
s. t.

𝑓(𝝁𝑘𝑿 )

𝑔𝑝 (𝒁𝑘𝑝 ) ≤ 0

(2.6)

𝑢𝑏
𝝁𝑙𝑏
𝑿 ≤ 𝝁𝑿 ≤ 𝝁𝑿
𝑝
where 𝒁𝑘𝑝 = 𝝁𝑿 ⁄𝝈𝑿 + 𝛽0 𝜶𝑘−1
𝑝
𝑘−1
𝜶𝑘−1
= ∇𝑔𝑝 (𝒁𝑘−1
𝑝
𝑝 )/‖∇𝑔𝑝 (𝒁𝑝 )‖

Both Z and 𝝁𝑿 are alternatively updated until each parameter converges with the
superscript k serving as the iteration counter. The final, converged 𝝁𝑿 describes the mean
values of the uncertain variables at the optimum design point.
The SLSV approach described above relies on the ability to approximate
uncertain variables using the mean and standard deviation, μ and σ, respectively, of a
Gaussian distribution. For variables subject to epistemic uncertainty, μ and σ must be
modeled based on available evidence and passed into the SLSV algorithm. The following
Chapter details a method for obtaining such a description of epistemic variables when
evidence is presented as multiple intervals.
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CHAPTER III
EPISTEMIC UNCERTAINTY MODELING
In general, engineering design considers two types of uncertainty (Kiureghian and
Ditlevsen 2009): aleatory uncertainty, stemming from the natural randomness of the
system, and epistemic uncertainty, stemming from a lack of information (Oberkampf et
al. 2004). Variables subject to aleatory uncertainty are generally described through a
probability distribution, whereas those subject to epistemic uncertainty are described
through a sample of data. The sample data for epistemic variables may be either a set of
data points or a belief structure consisting of one or multiple intervals.
A general belief structure is presented in Figure 3.1 with the overall bounds
denoted by LB and UB. Individual intervals, numbered 1 through 4, represent focal
elements with each having a basic probability assignment (BPA) greater than zero. Three
possible relationships between focal elements in a belief structure are defined in Figure
3.1: nested focal elements (1 and 2), overlapping focal elements (2 and 3), and disjoint
focal elements (1, 2, or 3 and 4). Space between disjoint focal elements denotes conflict
in a belief structure, while overlap indicates less uncertainty.
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Figure 3.1

Relationships between Focal Elements in a Belief Structure

Problems considering both aleatory and epistemic uncertainties are generally
approached one of two ways: (1) the problem is evaluated considering all aleatory
variables for each sample point—or in the case of multiple epistemic variables each
combination of sample points—and the results are combined to give overall reliability, or
(2) the samples of epistemic variables are reduced to a probability distribution
approximation of the epistemic variable (Eldred et al. 2011). Each method has its
drawbacks, with method 1 involving computationally expensive “double-loop”
techniques and method 2 introducing significant sources of subjectivity and potential for
error (Eldred et al. 2011). Both methods are made more complex when epistemic
uncertainty is described using a belief structure.
The application of Bayesian theory to epistemic uncertainty modeling has been
limited, especially when information is given as a belief structure. Soundappan et al.
(2004) proposed a Bayesian updating-based methodology for modeling a general belief
structure using a probability distribution. That methodology is further explored and
adapted in this research specifically for application to DMO using the ATC coordination
strategy and SLSV reliability-based solution technique.

16

3.1

Bayesian Model for Epistemic Uncertainty
The Bayesian-based epistemic uncertainty model is centered on Bayes’ rule from

probability theory, expressed here using one uncertain variable, X, and the supporting set
of evidence, E as
𝑓𝑋 (𝑋|𝑬) =

𝐿(𝑬│𝑋)𝑓𝑋 (𝑋)
∞
∫−∞ 𝐿(𝑬│𝑋)𝑓𝑋 (𝑋)𝑑𝑋

(3.1)

where 𝑓𝑋 (𝑋|𝑬) is the posterior distribution, describing the probability of X given
evidence E, and 𝑓𝑋 (𝑋) is the prior distribution of 𝑋, and the likelihood function is
denoted by 𝐿(𝑬|𝑋). In cases where evidence is given as a sample of data points E is
defined as a vector. However, when evidence is presented as a belief structure, E is
defined a matrix of focal element bounds, although the boldface notation is retained. The
denominator in (3.1) serves as a scaling factor to ensure the posterior distribution is a
proper probability density function (PDF).
The appropriate choice of prior distribution in general situations is an actively
debated topic, although some formal rules have been proposed (Kass and Wasserman
1996), as well as methods for validating a choice of prior distribution (Huang and Jin
2011). The non-informative uniform distribution, 𝑓𝑋 (𝑋)~𝑈(𝐿𝐵, 𝑈𝐵), is used as the initial
prior distribution and defined with upper and lower bounds 𝑈𝐵 and 𝐿𝐵, respectively. The
form of the likelihood function is typically chosen based on the best available estimate
about the nature of the uncertain variable. In this case, a Gaussian likelihood function is
selected initially in response to the reduction of focal elements to point estimates with
Gaussian error distributions, described in the following subsection. The Gaussian
likelihood function with dependent or independent evidence is given as
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𝐿(𝑬|𝑋) =

1

1
1
√2𝜋|𝐶|2

𝑒 −2

(𝑋−𝝁−𝑩)𝑇 𝐶 −1 (𝑋−𝝁−𝑩)

(3.2)

where C is the covariance matrix and B is the vector of biases for each focal element,
which allows the analyst to correct for known errors. In the case of independent focal
elements, the Gaussian likelihood function in (3.2) may be rewritten as
𝐿(𝑬|𝑋) =

𝐸
∏𝑛𝑖=1

1
√2𝜋𝜎𝑖2

𝑒

2
1 𝑋−𝜇𝑖
)
2 𝜎𝑖

− (

(3.3)

where 𝑛𝐸 is the number of focal elements in the belief structure. Different interpretations
of focal elements could result in a different form of the likelihood function, and
alternatives are explored later in this chapter.
Bayes’ rule may be applied directly to give the posterior distribution of an
epistemic variable when E is a sample of point estimates for X. In the case of modeling
probability with evidence given as a sample of point estimates, a binomial likelihood
function and uniform prior distribution give a beta posterior distribution model of
probability (Li et al. 2002). The parameters of the beta distribution, 𝛼𝑏 and 𝛽𝑏 , are
defined by
𝑛

𝐸
𝛼𝑏 = (∑𝑖=1
𝜏𝑖 ) + 1

𝑛

𝐸
𝛽𝑏 = 𝑛𝐸 − (∑𝑖=1
𝜏𝑖 ) + 1

(3.4)

where 𝜏𝑖 , 𝑖 = 1, … , 𝑛𝐸 are the sample probabilities, and the mean probability, 𝜇𝑏 , can be
defined as
𝜇𝑏 = 𝛼𝑏 /(𝛼𝑏 + 𝛽𝑏 )

(3.5)

A procedure for reducing a focal element within a belief structure for use in (3.2) or (3.3)
is described and investigated next.
18

3.1.1

Focal Element Approximation through Point Estimate and Error
Distribution
Each focal element in a belief structure is approximated using a point estimate,

such as the midpoint, representing the true value of the variable plus some error. This
error is then assigned a distribution, e.g., the Gaussian distribution, based on both the
individual focal element and the overall belief structure. The standard deviation of the
Gaussian error distribution based on focal element length is calculated by
𝜎𝐼 = (𝐸𝐼𝑢𝑏 − 𝐸𝐼𝑙𝑏 )/𝑛𝜎

(3.6)

where the upper and lower bounds of focal element 𝐼 ∈ 𝑛𝐸 , 𝐸𝐼 , are denoted by the
lowercase superscripts 𝑢𝑏 and 𝑙𝑏, respectively, as opposed to the uppercase superscripts
previously used to denote the bounds of a belief structure or uniform prior distribution.
Six standard deviations between element bounds, 𝑛𝜎 = 6, is typically considered
a reasonable estimation for the standard deviation of Gaussian error distributions
(Soundappan et al. 2004). However, adjustment of 𝑛𝜎 may be required to accurately
model the uncertainty in a belief structure with disjoint focal elements (Dettwiller and
Rais-Rohani 2016, 2017; Soundappan et al. 2004). An illustration of the transformation
of a focal element to a Gaussian error distribution with a midpoint estimate for μ and σ
calculated using (3.6) is provided in Figure 3.2.
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Figure 3.2

3.1.2

Definition of a Gaussian Error Distribution for a Focal Element

Standard Deviation Adjustments and the Common Point Method
The standard deviation can be considered as a measure of trust for an element,

with a larger standard deviation indicating less trust in the element. From this
perspective, the assignment of standard deviation for the error distributions is similar to
the BPA seen in other methods, such as Dempster-Shafer evidence theory (Dempster
1967; Shafer 1976). An underlying assumption of reasonable correctness (BPA > 0) is
made by including a focal element in a belief structure. Reduction to a point estimate and
Gaussian error distribution introduces a second assumption of accuracy that the error
between the point estimate and the true value of a variable follows the assigned error
distribution. For belief structures without disjoint elements, these two assumptions
remain compatible with 𝑛𝜎 = 6 in (3.6). Belief structures for epistemic variables,
however, often include disjoint focal elements, creating an incompatability between these
two basic assumptions when 𝑛𝜎 = 6 in (3.6). This incompatibility can be avoided by
increasing the standard deviation of the error distributions—reducing 𝑛𝜎 —of disjoint
focal elements (Soundappan et al. 2004).
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An alternative to ad hoc reduction of 𝑛𝜎 in (3.6) is to define a common point, 𝑥𝑐 ,
in the belief structure, such as the average of the midpoints, beyond which all error
distributions are required to contain some minimum probability, 𝑃𝑚 , defined by the
analyst. The common point adjustment of Gaussian error distributions is illustrated for
two disjoint focal elements in Figure 3.3. The minimum probability, 𝑃𝑚 = 0.1, required
to fall beyond the common point in Figure 3.3 results in a significant widening of the
error distributions from the initial 𝑛𝜎 = 6 and (3.6) definition of the error distributions,
shown by the dashed lines, to the adjusted error distributions shown by the solid lines.
This widening reflects the increased uncertainty introduced to the belief structure by the
disjoint focal elements. If the 𝑛𝜎 = 6 and (3.6) definition of the Gaussian error
distribution results in a greater probability beyond the common point than the set
minimum, then no adjustment to the error distribution is made.

Figure 3.3

Demonstration of Common Point Adjustment for Standard Deviations of
Error Distributions
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The minimum probability beyond the common point is treated as a one-sided
confidence interval with an associated distance from the mean of the error distribution
expressed in numbers of standard deviations, or z-score (standard score) value, 𝑧𝛼 . The zscore is combined with the standard-Gaussian distribution and 𝑥𝑐 to compute the required
standard deviation of the error distribution as
𝜎𝐼 = (𝑥𝑐 − 𝜇𝐼 )/𝑧𝛼

(3.7)

An illustration of how adjustments to the standard deviation of two disjoint focal
elements affects the posterior distribution is shown in Figure 3.4 with an initial definition
using (3.6) and 𝑛𝜎 = 6, ad hoc adjustment of 𝑛𝜎 with 𝑛𝜎 = 4 and 𝑛𝜎 = 2 and (3.6), and
finally the common point definition in (3.7) with 𝑃𝑚 = 0.01, 0.05, and 0.15.

Figure 3.4

Response of Posterior Distribution to Changes in Standard Deviation of the
Error Distributions

The posterior distribution could be used only as an estimate of the mean of the
epistemic variable to avoid the subjectivity associated with assigning standard deviations
to the error distributions. However, some other method of approximating the standard
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deviation, or requiring a known standard deviation, becomes necessary for a complete
description of the distribution approximation of the epistemic variable. The
transformation of a belief structure composed of ten equally sized focal elements with
standard deviations assigned using 𝑛𝜎 = 6 and (3.6) is shown in Figure 3.5. The width of
the posterior distribution, shown by the gray line, compared to the dispersion of focal
elements throughout the belief structure illustrates the dangers in defining the standard
deviation of the error distributions without considering the influence of conflict between
disjoint focal elements.

Figure 3.5

A General Belief Structure and Association Posterior Distribution

The general algorithm for Bayesian updating of a belief structure with a uniform
prior distribution, Gaussian likelihood function, and no assumption of independent focal
elements is given by the flowchart in Figure 3.6 (Dettwiller and Rais-Rohani 2016;
Soundappan et al. 2004). This flowchart provides a basic framework for approximating a
belief structure through Bayesian updating. Gaussian error distributions are assumed with
the midpoint of the focal element serving as the estimate for the mean. The standard
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deviation of the error distribution depends on the level of conflict in a belief structure,
and can be defined using (3.6) with 𝑛𝜎 = 6, (3.6) with an adjusted value of 𝑛𝜎 , or the
common point technique in (3.7). A uniform prior distribution is defined by bounding a
belief structure sufficiently far from the focal elements so that all regions of significant
probability for the error distributions fall within the bounds of the prior distribution.
Finally, the Gaussian likelihood function with no assumption of independence between
focal elements is defined using the error distributions and any known or assumed
correlations and biases. The likelihood function and prior distribution are then combined
to give the posterior distribution. The posterior distribution, assuming a well-defined
prior distribution, can be accurately approximated by a Gaussian distribution and those
parameters passed to the SLSV technique (Dettwiller and Rais-Rohani 2016).

Figure 3.6

Algorithm for Bayesian Updating of a Belief Structure

(Dettwiller and Rais-Rohani 2016)
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The flowchart in Figure 3.6 shows a basic algorithm with an assumed Gaussian
error distribution, Gaussian likelihood function, and uniform prior distribution. This
combination of error distribution, likelihood function, and prior distribution may result in
several undesirable behaviors for the posterior distribution. These behaviors and
alternatives to the Bayesian technique outlined in Figure 3.6 are detailed and explored
throughout the remainder of this chapter.
3.1.3

Assumptions and Adjustments to the Bayesian Model
To this point the Bayesian updating model has been described using a uniform

prior distribution, Gaussian error distributions, and a likelihood function that, for
independent focal elements, combines error distributions through multiplication.
Although these conditions may provide an accurate estimate of a belief structure in some
cases, two features limit their general use: a unimodal posterior distribution and the
contraction of the posterior distribution as the number of focal elements in a belief
structure increases.
The posterior distribution from (3.1) and either (3.2) or (3.3) with a uniform prior
distribution provides a unimodal PDF for estimating a belief structure. For belief
structures with little conflict among focal elements, such as focal elements 1, 2, and 3 in
Figure 3.1, a unimodal posterior distribution represents an accurate description of the
uncertainty in a belief structure. However, for belief structures with disjoint focal
elements, a unimodal posterior distribution assigns high probabilities to regions of
conflict between disjoint focal elements, as shown by the solid portion of the distribution
in Figure 3.7.
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Figure 3.7

Unimodal PDF Approximation of a Belief Structure

The behavior of the posterior distribution with respect to the number of focal
elements is evaluated assuming independent focal elements using a uniform prior
distribution and the generalized version of (3.3), given as
𝑛

𝐸
𝐿(𝑬|𝑋) = ∏𝑖=1
𝑓𝑖 (𝐸𝑖 |𝑋)

(3.8)

where 𝑓𝑖 (𝐸𝑖 |𝑋) is the Gaussian error distribution of focal element 𝐸𝑖 . Figure 3.8
illustrates the behavior of the posterior distribution as a single focal element, bounded by
-5 and 5 with 𝑓𝑖 (𝐸𝑖 |𝑋)~Gaussian(𝜇, 𝜎), is replicated multiple times in the belief
structure. As the focal element is repeated (𝑛𝐸 = 1, 5, 10, 50 and 100), the posterior
distribution collapses. The behavior of the posterior distribution in Figure 3.8 makes
sense in that as more, agreeing information is added, the posterior distribution reflects the
reduction in uncertainty by contracting. However, this behavior may not be desirable for
approximating a belief structure, because although the range of values supported by focal
elements did not change, the probabilities over that range did. For this reason, the
likelihood functions in (3.2) and (3.3) are limited to approximating belief structures with
only a few focal elements.
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Figure 3.8

Response of Posterior Distribution to Increasing Numbers of Focal
Elements

An alternative likelihood function is proposed for independent focal elements
where the product of error distributions in (3.8) is replaced with the sum of error
distributions as
𝑛

𝐸
𝐿(𝑬|𝑋) = ∑𝑖=1
𝑓𝑖 (𝐸𝑖 |𝑋)

(3.9)

The change to a likelihood function defined as the sum, rather than the product, of the
error distributions can be thought of as a change from defining the likelihood of one focal
element and another focal element to the likelihood of one focal element or another focal
element. The behavior of the posterior distribution when the focal element from Figure
3.8 is repeated in a belief structure using the likelihood function defined in (3.9),
Gaussian error distributions, and a uniform prior distribution is illustrated in Figure 3.9.
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Figure 3.9

Response of Posterior Distribution with Modified Likelihood Function to
Increasing Number of Focal Elements

In contrast to Figure 3.8, no matter how many times the focal element is repeated
in the belief structure, the posterior distribution in Figure 3.9 is unchanged. This may be a
more desirable behavior for approximating a belief structure, because no new information
about possible values of X was introduced by the repeated focal elements and therefore
the posterior distribution remains unchanged. The likelihood function in (3.9) also allows
for bounded error distributions that are only defined over the range of a focal element and
zero otherwise. Previously, such error distributions would only return non-zero
probabilities over ranges of the variable bounded by all focal elements in the belief
structure, and would return no non-zero probabilities in the case of even one disjoint
relationship between focal elements.
3.2

Analysis of Techniques for Approximation a Belief Structure
The performance of different techniques for approximating a belief structure in

determining the true mean and standard deviation is considered. This comparison uses
randomly generated belief structures from a set of sample points drawn from a known
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parent distribution to characterize the performance of the approximations. The length of
each focal element is sampled from a uniform distribution bounded by 0 and twice the 6σ
length of the parent distribution, giving an average focal element length of 6σ. The
location of the sample point between the focal element bounds is randomly generated
from a uniform distribution bounded by 0 and 1 and multiplied by the focal element
length to give the distance from the lower bound to the sample point, with the average
location being the focal element midpoint. Three randomly generated focal elements are
presented in Figure 3.10 to demonstrate the generation of a belief structure based on
sample points.

Figure 3.10

Example of a Randomly Generated Belief Structure

Six Bayesian-based methods for approximating a belief structure are considered,
with the combinations of likelihood function, prior distribution, error distributions, and
abbreviations used throughout the remainder of the chapter shown in Table 3.1. Threeletter abbreviations for the six methods are defined with the first letter describing the type
of likelihood function (product, P; summation, S) and the second and third letters
describing the prior and error distributions, respectively (uniform, U; Gaussian, G; beta,
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B). Therefore, a Bayesian-based method with a product likelihood function, uniform prior
distribution, and Gaussian error distribution is abbreviated PUG.
Table 3.1

Bayesian-Based Belief Structure Approximation Methods
𝐿(𝑬|𝑋) = ∏

𝑛𝐸

𝑖=1

𝑃(𝑬|𝑋𝑖 )

Abbreviation

Prior Distribution Error Distribution
Uniform

Gaussian

PUG

Gaussian

Gaussian

PGG

𝑛𝐸

𝐿(𝑬|𝑋) = ∑

𝑖=1

𝑃(𝑬|𝑋𝑖 )

Prior Distribution Error Distribution
Uniform
Uniform
Uniform
Gaussian
Gaussian
Gaussian
Beta
Beta

SUU
SUG
SGG
SBB

A Gaussian prior distribution is selected in the PGG and SGG methods to provide
cases where the prior and error distributions are both infinitely supported. A beta prior
distribution, 𝑓𝑋 (𝑋) = 𝐵(𝛼

1

𝑏 ,𝛽𝑏 )

𝑋 𝛼𝑏 −1 (1 − 𝑋)𝛽𝑏−1 where 𝐵(𝛼𝑏 , 𝛽𝑏 ) is the beta function, is

defined with shape parameters 𝛼𝑏 = 𝛽𝑏 = 1 and beta error distributions 𝑓𝑖 (𝐸𝑖 |𝑋) defined
with 𝛼𝑏 = 𝛽𝑏 = 4. The Bayesian-based method with the defined beta prior and error
distributions, SBB, is similar to having a uniform prior and truncated Gaussian error
distributions. The Bayesian-based SBB method is included for its potential to introduce
skewed or asymmetric error and prior distributions, although investigation into the many
possible shapes and realizations of the beta distribution and their effect on the posterior
distribution is not conducted.
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A traditional, or frequentist, statistical approximation of the mean and standard
deviation of a belief structure using the midpoints of the focal elements is also
considered. The frequentist approximations for mean and standard deviation are defined
using
𝑛

(3.10)

𝐸
𝜇𝑓 = 1/𝑛𝐸 ∑𝑖=1
𝑚𝑖

and
𝑛

𝐸
𝜎𝑓 = √1/𝑛𝐸 ∑𝑖=1
(𝑚𝑖 − 𝜇𝑓 )

2

(3.11)

where 𝑚𝑖 are the focal element midpoints and the subscript 𝑓 indicates the frequentist
approximation. Two mixture models of a belief structure are also considered, where the
mean and standard deviation are calculated from a mixture of uniform or Gaussian error
distributions. The mean and standard deviation of the two mixtures are calculated using
moments of mixtures, defined assuming an even mixture of all error distributions, to give
mean and standard deviation approximations
𝑛

𝐸
𝜇𝑀𝑜𝑀 = 1/𝑛𝐸 ∑𝑖=1
𝜇𝑖

(3.12)

𝑛𝐸
((𝜇𝑖𝐸 − 𝜇𝑀𝑜𝑀 )2 + (𝜎𝑖𝐸 )2 )
𝜎𝑀𝑜𝑀 = √1/𝑛𝐸 ∑𝑖=1

(3.13)

and

where 𝜇𝑖𝐸 and 𝜎𝑖𝐸 are the mean and standard deviation of the error distribution for focal
element 𝑖 and the subscript 𝑀𝑜𝑀 indicates the moments of mixtures approximation (Kim
and White 2004).
The parent distribution is defined as a standard-Gaussian distribution, 𝜇 = 0 and
𝜎 = 1, with a sample of 100 points used for the analysis. The Gaussian prior distributions
of the PGG and SGG methods are defined using 𝜇 = 0 and 𝜎 = 5. An initial
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investigation was conducted to determine the number of randomly generated belief
structures required to properly compare the nine methods for approximating the mean and
standard deviation of a belief structure.
The first ten of the 100 sample points are used to randomly generate a varying
number of belief structures and the behavior of the approximations for the nine methods
are compared. The number of belief structures, 𝑛𝐵 , generated are 𝑛𝐵 =10, 50, 100, 250,
and 500. The behaviors of the approximation of the mean of a belief structure for each of
the nine methods with respect to changes in 𝑛𝐵 are shown in Figure 3.11, while the same
behaviors for the approximation of standard deviation are shown in Figure 3.12. The key
result from both figures is the leveling off in the average error of the approximations for
both mean and standard deviation by all nine methods beyond 100 randomly generated
belief structures. This stabilization of the average error suggests a minimum of 100
randomly generated belief structures are required in all additional analyses.

Figure 3.11

Average Errors of the Approximations of the Mean for Increasing Numbers
of Belief Structures
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Figure 3.12

3.2.1

Average Errors of the Approximations of the Standard Deviation for
Increasing Numbers of Belief Structures

Approximating the Mean of a Belief Structure
The nine methods for approximating a belief structure are evaluated for proper

behavior of the estimate of the mean with respect to changes in the number of focal
elements. Proper behavior of an approximation method is categorized by a reduction in
the average and extreme errors as more focal elements are included in a belief structure.
The nine methods are applied to 100 randomly generated belief structures using the first
3, 5, 10, 25, 50, and 100 of the sample points previously drawn from the parent standardGaussian distribution. The responses of the approximations of the mean of a belief
structure to increasing numbers of focal elements are shown in Figure 3.13. The nine
approximation methods produce four distinct behaviors, with overlap in the Bayesianbased PUG and PGG methods as well as in the Bayesian-based SUU, SUG, both
moments of mixtures approximations, and the frequentist approximation. The nine
methods are initially bounded by the Bayesian-based SGG and SBB methods, although
the overlapping Bayesian-based PUG and PGG methods replace the SBB method as the
upper bound beyond 25 focal elements in a belief structure.
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Figure 3.13

Average Errors of the Approximations of the Mean for Increasing Numbers
of Focal Elements

All nine methods show the desirable reduction in average error as the number of
focal elements in a belief structure is increased in Figure 3.13. The similarity of the
Bayesian-based PUG and PGG methods suggests that the Gaussian prior distribution has
little influence on the posterior distribution when defined using a sufficiently large
standard deviation. The equivalence of the moments of mixtures and frequentist
approximations for the mean was expected, due to the equivalency of (3.10) and (3.12).
However, the reason for the additional overlap of the Bayesian-based SUU and SUG
methods in Figure 3.13 was not as mathematically obvious and requires further
investigation.
In addition to the average error across the 100 randomly generated belief
structures, the minimum and maximum errors for each of the nine methods are also
compared, as shown in Figures 3.14 and 3.15, respectively. Seven of the nine methods
demonstrate the desired reduction in extreme errors as the number of focal elements is
increased. The minimum and maximum errors of the Bayesian-based methods using the
product likelihood function in (3.8) increase between 10 and 50 focal elements in Figures
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3.14 and 3.15, potentially due to the collapse of the posterior distribution seen in Figure
3.8.

Figure 3.14

Minimum Errors of the Approximations of the Mean for Increasing
Numbers of Focal Elements

Figure 3.15

Maximum Errors of the Approximations of the Mean for Increasing
Numbers of Focal Elements

Overlap in minimum and maximum errors for the Bayesian-based PUG and PGG
methods in Figures 3.14 and 3.15 further establishes their near-equivalence in the case
where the Gaussian prior distribution is defined with a significantly large standard
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deviation. Similarity of the extreme errors for the Bayesian-based SUU and SUG
methods and the frequentist and moments of mixtures approximations is also noted. The
average estimates of the mean using the Bayesian-based SUU are found to be within 10-3
of the moments of mixtures approximation, denoted MoM in the following tables, with
uniform error distributions in Table 3.2. A similar accuracy is noted between the
Bayesian-based SUG method and the moments of mixtures approximation with Gaussian
error distributions in Table 3.3.
Table 3.2
𝑛𝐸
3
5
10
25
50
100

Table 3.3
𝑛𝐸
3
5
10
25
50
100

Average Estimates of the Mean for the Bayesian-Based SUU and MoM
with Uniform Distributions Approximations
SUU
0.0342
0.0403
0.1091
0.0315
-0.1169
-0.0798

MoM Uniform
0.0347
0.0399
0.1092
0.0320
-0.1173
-0.0800

Difference
0.0005
0.0004
0.0001
0.0005
0.0004
0.0002

Average Estimates of the Mean for the Bayesian-Based SUG and MoM
with Gaussian Distributions Approximations
SUG
0.0347
0.0399
0.1115
0.03218
-0.1173
-0.0805

MoM Gaussian
0.0347
0.0399
0.1091
0.0320
-0.1173
-0.0800

Difference
1.16E-05
1.30E-05
0.0025
0.0002
2.46E-05
0.0006

The information in Figures 3.13—3.15 and Tables 3.2 and 3.3 suggests that it
may be possible to replace the two moments of mixtures approximations with the
Bayesian-based SUU or SUG approximations. This equivalence could provide a PDF
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approximation of a belief structure through the posterior distribution of the Bayesianbased methods without having to assume and derive a PDF from the mean and standard
deviation from the moments of mixtures approximations.
To simulate a more generalized belief structure, the standard-Gaussian parent
distribution is replaced with an asymmetric, bimodal mixture of two distributions defined
as Gaussian~(-4, 0.5) and Gaussian~(3, 2). The mean and standard deviation of the
mixture are calculated as -0.5 and 3.79, respectively. The Gaussian prior distributions of
the Bayesian-based PGG and SGG methods are defined with 𝜇 = 0 and 𝜎 = 5. The
average errors of each of the nine methods for approximating the mean are plotted in
Figure 3.16. As was seen in Figure 3.13, the nine methods produce four distinct
behaviors, with overlap in the Bayesian-based PUG and PGG methods as well as in the
Bayesian-based SUU, SUG, both moments of mixtures approximations, and the
frequentist approximation. Overlap in the average error of the Bayesian-based PUG and
PGG solutions in Figure 3.16 continues to provide evidence that the two methods are
interchangeable when the Gaussian prior distribution is defined with sufficiently large
standard deviation. The nine methods are again initially bounded by the Bayesian-based
SGG and SBB methods, although the overlapping Bayesian-based PUG and PGG
methods take over as the upper bound beyond 25 focal elements in a belief structure. The
change of parent distributions produces little change in the behavior of the nine methods
for approximating the mean of a belief structure as the number of focal elements is
increased. The similarity in behavior with different parent distributions in Figures 3.13
and 3.16 as well as the proper behavior shown in Figures 3.13—3.16 provides confidence
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for the general application of the nine methods for approximating the mean of a belief
structure.

Figure 3.16

Average Errors of Approximations of the Mean of a Belief Structure with
an Asymmetric, Bimodal Parent Distribution

Approximating the Standard Deviation of a Belief Structure

3.2.2

In addition to evaluating the approximations of the mean of a belief structure, the
behaviors of the approximations of standard deviation from the nine methods with respect
to increasing numbers of focal elements are also investigated. Randomly generated belief
structures using the first 3, 5, 10, 25, 50, and then 100 sample points drawn from the
standard-Gaussian parent distribution are again used to evaluate the behaviors of the nine
methods.
The desired behavior for approximating standard deviation, similar to the desired
behavior for approximating the mean, is a reduction in average and extreme errors as
more information is added to a belief structure. However, an additional desire for the
standard deviation approximation is that error between the true and approximated value
stem from an overprediction, and not underprediction, of standard deviation. This
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addition is made with the understanding that the intended application of the
approximation of belief structures in this research is to facilitate calculation of reliability
with mixed uncertainties, and because an underprediction of standard deviation typically
results in dangerous overestimation of reliability. The behaviors of the nine
approximations of the standard deviation of a belief structure with increasing numbers of
focal elements are shown in Figure 3.17. The average error of the standard deviation
approximations of all nine methods appear to follow a similar trend of initial increases in
average error before stabilizing at 25 focal elements.

Figure 3.17

Average Errors of the Approximations of the Standard Deviation for
Increasing Numbers of Focal Elements

Although all nine methods appear to behave similarly, with only the magnitude of
the average error differentiating them, the behavior of the Bayesian-based PUG and PGG
methods in Figure 3.17 is misleading. The reduction in the standard deviation of the
posterior distribution as focal elements are added to a belief structure shown in Figure 3.8
means both methods produce estimates for standard deviation that trend towards 0. This
causes the average error to trend to the standard deviation of the parent distribution, in
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this case, 1. In contrast, the remaining seven methods show a desirable consistent
overestimation of standard deviation compared to the true standard deviation of the
parent distribution, as shown in Figure 3.18.

Figure 3.18

Average Approximations for Standard Deviation of a Belief Structure for
Increasing Numbers of Focal Elements

None of the nine methods exhibit the desired reduction in average error as the
number of focal elements are increased in Figure 3.17. However, it is seen in Figure 3.18
that the four Bayesian-based methods using a summation likelihood function as well as
the frequentist and both moments of mixtures approximations at least tend to overpredict
standard deviation. This provides initial evidence that these methods may be suitable for
calculating reliability.
The minimum and maximum errors of the nine methods are also evaluated and
shown in Figures 3.19 and 3.20, respectively. As in the case of the average error, none of
the nine methods show the desired reduction in extreme errors as more focal elements are
added to a belief structure. The overlap of the average, minimum, and maximum error of
the standard deviation approximations using the Bayesian-based PUG and PGG methods
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further establishes their equality when the Gaussian prior distribution is defined with
large enough standard deviation that the prior distribution has little impact on the
posterior distribution.

Figure 3.19

Minimum Errors of the Approximations of the Standard Deviation for
Increasing Numbers of Focal Elements

Figure 3.20

Maximum Errors of the Approximations of the Standard Deviation for
Increasing Numbers of Focal Elements

The Bayesian-based SUU method and the moments of mixtures method assuming
uniform distributions are seen to be near-equivalent for average, minimum, and
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maximum errors in Figures 3.17–3.20. Similarly, the Bayesian-based SUG method is
seen to behave similarly to the moments of mixtures approximation assuming Gaussian
distributions for both the average and extreme errors in those same figures. The average
estimates for standard deviation for the Bayesian-based SUU and moments of mixtures
approximation assuming uniform distributions are compared in Table 3.4 and the
estimates for the Bayesian-based SUG and moments of mixtures approximation assuming
Gaussian distributions compared in Table 3.5. Both tables contribute to the growing body
of evidence that the moments of mixtures and Bayesian-based approximations with the
summation likelihood function in (3.9) and uniform prior distribution may be
interchangeable.
Table 3.4
𝑛𝐸
3
5
10
25
50
100

Table 3.5
𝑛𝐸
3
5
10
25
50
100

Average Estimates for Standard Deviation of the Bayesian-Based SUU and
MoM with Uniform Distributions Approximations
SUU
2.4736
2.6663
2.8068
3.0217
3.0094
2.9853

MoM Uniform
2.4731
2.6660
2.8066
3.0196
3.0090
2.9848

Difference
0.0005
0.0003
0.0002
0.0021
0.0004
0.0006

Average Estimates for Standard Deviation of the Bayesian-Based SUG and
MoM with Gaussian Distributions Approximations
SUG
1.9215
2.1052
2.2887
2.5514
2.5295
2.4955

MoM Gaussian
1.8587
2.0204
2.2179
2.4869
2.4622
2.4263
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Difference
0.0627
0.0847
0.0707
0.0645
0.0673
0.0692

3.2.3

Distribution Approximation of a Belief Structure
In addition to estimation of the mean and standard deviation, the six Bayesian-

based methods provide PDF approximations of a belief structure through the posterior
distributions. Examples of the posterior distribution from each of the six Bayesian-based
methods using the standard-Gaussian parent distribution and five focal elements are
shown in Figure 3.21. The Bayesian-based SUU, SUG, SGG and SBB methods using the
summation likelihood function (Figure 3.21 c, d, e, and f) all provide posterior
distributions wider than the parent distribution, while the parent distribution is wider than
the posterior distributions from the Bayesian-based PUG and PGG methods (Figure 3.21
a and b). This behavior indicates that reliability calculations using posterior distributions
from methods based on the summation likelihood function will likely provide
conservative estimates of reliability and corroborates the previous findings on the
overprediction of standard deviation by those methods.
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Figure 3.21

Posterior Distributions of Bayesian-Based Methods for Approximating a
Belief Structure

Bayesian methods (a) PUG, (b) PGG, (c) SUU, (d) SUG, (e) SGG, and (f) SBB
The belief structure approximated by the Bayesian-based methods shown in
Figure 3.21 is composed entirely of overlapping focal elements of similar lengths. In
general, belief structures with large variation among the lengths of the focal elements
present a challenge for the Bayesian-based methods using the summation likelihood
function. Focal elements that are significantly shorter than the rest of the elements in a
belief structure produce large jumps in probabilities, due to their compact error
distributions. These small regions of large probabilities typically represent unrealistic
concentrations of probabilities for an approximation of epistemic uncertainty, which by
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definition is described by limited data. These probability concentrations can be reduced
by adjusting the BPA of the focal elements. To this point, the BPA values for each focal
element in a belief structure have been weighted equally, allowing for their omission
from the likelihood function in (3.9). The BPA-weighted summation likelihood function
is defined as
𝑛

𝐸
𝐿(𝑬|𝑋) = ∑𝑖=1
(𝐵𝑃𝐴𝑖 )𝑃(𝑬|𝑋𝑖 )

(3.14)

The posterior distributions for the Bayesian-based SUU, SUG, SGG, and SBB methods
with equally weighted BPA values (dark, dashed lines) and adjusted BPA values (dark,
solid lines) for a belief structure with five differently-sized focal elements are shown in
Figure 3.22 along with the original parent distribution (solid gray lines). The two shorter
focal elements at the bottom of the belief structures produce noticeable increases in the
probabilities of the four posterior distributions over the ranges of those focal elements.
The plots in Figure 3.22 clearly demonstrate the reduced impact of these shorter focal
elements through adjustment of their BPA values by the reduction in probabilities over
the range of those focal elements.
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Figure 3.22

Responses of Posterior Distributions to Adjustments of the BPA of Focal
Elements

The BPA values of the two short focal elements (lowest) were set to 1/11 and the other
three to 3/11 for Bayesian methods: (a) SUU, (b) SUG, (c) SGG, and (d) SBB
The shape of the posterior distributions from the Bayesian-based PUG, PGG,
SUU, SUG, SGG, and SBB methods are further examined using an asymmetric, bimodal
parent distribution, defined as a mixture of Gaussian~(-4, 0.5) and Gaussian~(3, 2)
distributions. The belief structure generated from the parent distribution includes both
disjoint focal elements and some variation in focal element length. To address the
challenge of disjoint focal elements, the error distributions in the Bayesian-based PUG
and PGG methods are adjusted using the common point technique described in section
3.1.2 with a 𝑃𝑚 = 0.1. The BPA values in the Bayesian-based SUU, SUG, SGG, and
SBB methods are adjusted to give slightly less weight to the three shorter focal elements.
The posterior distributions of the six Bayesian-based methods, parent distribution,
and belief structure with the three shorter elements on top, are shown in Figure 3.23. The
46

limitations of the unimodal approximation in the Bayesian-based PUG and PUU methods
are clearly illustrated in Figure 3.23 (a) and (b), as the combination of the underprediction
of standard deviation and the unimodal nature of the posterior distribution results in the
entire range of the two focal elements on the right side of the belief structure being
assigned no significant probability. As seen in Figure 3.23 (c), (d), (e), and (f), the multimodal posterior distributions from the Bayesian-based SUU, SUG, SGG, and SBB
methods more realistically describe the uncertainty in the belief structure by assigning
significant probability to at least part of each focal element.

Figure 3.23

Posterior Distributions of Bayesian-Based Methods with Asymmetric,
Bimodal Parent Distribution

The BPA values for the two lower focal elements are set to 4/15 and others to 7/45 for Bayesian methods: (a) PUG, (b)
PGG, (c) SUU, (d) SUG, (e) SGG, and (f) SBB
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It should be noted that since the concept of a parent distribution is only relevant to
the discussion of epistemic uncertainty for the purposes of validation, exactly matching
the shape of the parent distribution is not, in general, a goal for the Bayesian methods. In
practice, there is usually not enough information about a variable to determine the form
of the true distribution of an epistemic variable. The purpose of Figures 3.21 and 3.23 is
to compare the probabilities assigned to ranges of variables in the posterior distribution
and the true distribution for a preliminary evaluation of the suitability of each method for
calculating reliabilities using the posterior distributions.
3.3

Reliability Calculation
Comparing the Bayesian-based models for multi-interval epistemic uncertainty to

double-loop Bayesian reliability methods is a challenging task. The double-loop methods
require evidence for an epistemic variable in the form of point estimates instead of a
belief structure, as required for the Bayesian-based methods analyzed in the previous
section. Comparisons between the two methods would ideally be conducted using a set of
point estimates and an equivalent belief structure. This idealized case is simulated here by
randomly generating a large number of belief structures from a set of sample points, as
done in the previous section. A total of 200 belief structures are generated for each
analysis to ensure a fair analysis. The Bayesian double-loop technique for determining
reliability of a function with mixed aleatory and epistemic uncertainties described by
(Youn and Wang 2008) is used for comparison with the Bayesian-based PUG, SUU, and
SGG methods from the previous section.
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3.3.1

Reliability Example
This example, from Youn and Wang (2008), considers the reliability-based

constraint 𝑃[𝑔(𝑋1 , 𝑋2 ) = 1 − (𝑋12 𝑋2 )⁄20 ≤ 0] ≥ 𝑅𝑟 where 𝑋1 is subject to epistemic
uncertainty and 𝑋2 subject to aleatory uncertainty. Twenty sample points from a Gaussian
distribution (𝜇 = 2.9, 𝜎 = 0.2) are used as evidence for 𝑋1 while 𝑋2 follows a known
Gaussian distribution with 𝜇 = 2.8 and 𝜎 = 0.2. The sample points and inner-loop
reliabilities of the constraint at each point are presented in Table 3.6 (Youn and Wang
2008).
Table 3.6

Sample Points for 𝑋1 and Reliability Estimates for 𝑔(𝑋1 , 𝑋2 )

(Youn and Wang 2008)

X1
Inner-loop Reliability
3.1047
0.99986
2.7750
0.84471
2.8175
0.91969
2.9277
0.99018
3.1706
0.99997
3.4741
1.00000
2.9029
0.98353
2.8196
0.92247
2.7157
0.67025
2.8869
0.97730
2.7605
0.80983
3.1006
0.99984
2.5933
0.19228
2.9604
0.99520
2.9354
0.99168
2.9575
0.99488
2.9430
0.99295
2.9706
0.99618
2.6738
0.50480
2.8185
0.92101

The inner-loop reliabilities in Table 3.6 are combined through Bayesian updating
to give a beta posterior distribution (𝛼𝑏 = 18.7066 and 𝛽𝑏 = 3.2934) to estimate
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reliability (Youn and Wang 2008). The single value estimate of reliability is taken as the
mean of the posterior distribution, 𝜇𝑏 = 0.86. A Monte Carlo simulation using 106
samples and the true distribution of 𝑋1 give the actual reliability of the function as 0.84,
giving the double-loop method an error of just 2.38%.
Belief structures for the Bayesian-based methods are randomly generated using a
similar technique to that shown in Figure 3.10. Initial comparison between the Bayesianbased approximation of a belief structure and the double-loop technique, however, is
done with the sample points for 𝑋1 in Table 3.6 fixed to the midpoints of the focal
elements. The lengths of the focal elements are randomly generated from a uniform
distribution bounded by 0 and twice the 6σ value of the parent distribution. The average
reliability and average percent error of the three Bayesian-based methods are compared
with the double-loop approximation of reliability in Table 3.7.
Table 3.7

Comparison of Reliabilities using Fixed Sample Point Locations
Reliability Method True Reliability Double-loop PUG SUU SGG
Reliability
0.84
0.86
0.97 0.75 0.84
% Error
2.38
15.44 10.17 0.19

The underprediction of standard deviation by the Bayesian-based PUG method
noted throughout the previous section results in an overprediction of reliability.
Conversely, the overprediction of standard deviation by the Bayesian-based SUU method
results in an underprediction of reliability. The Bayesian-based SGG method, previously
shown to provide the most accurate approximations for the mean and standard deviation
of a belief structure in Figures 3.13 and 3.16—3.18, is also shown to be the most accurate
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method in approximating reliability with the location of the sample points fixed to the
focal element midpoints.
Since the problem with the Bayesian-based PUG method is known to be the
approximation of standard deviation, the posterior distribution is replaced by a Gaussian
distribution with the mean of the posterior distribution and the known standard deviation
from the parent distribution. The reliability of the constraint using this approximation is
found to be 0.83, an error of just 1.2%. The accuracy of the reliability calculation using
the mean from the Bayesian-based PUG posterior distribution and known standard
deviation gives evidence that the product likelihood function methods provide accurate
approximations of the mean, even as the standard deviation approximation breaks down
with more than 10 focal elements in a belief structure.
The comparison in Table 3.7 is repeated with randomly generated locations for
the sample points, as done in Figure 3.10. The performance of the Bayesian-based
methods is compared to the double-loop approximation based on the midpoints of the
focal elements in Table 3.8.
Table 3.8

Comparison of Reliabilities using Random Sample Point Locations

Reliability Method True Reliability Double-loop
Average Reliability
0.84
0.81
% Error
4.02

PUG
0.96
14.68

SUU
0.73
13.09

SGG
0.75
10.64

The accuracy of the double-loop, SUU, and SGG methods is reduced by the
randomized location of the sample points along the focal elements, while the accuracy of
the PUG method is slightly increased. Changes in the accuracy of the Bayesian-based
SUU, SGG, and PUG methods are all likely due to an increase in the approximation of
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standard deviation, due to the increased uncertainty with randomized locations of the
sample points. The double-loop method is seen to provide the most accurate
approximation of reliability with the randomized location of sample points. However, in
addition to accuracy, the consistency and percentage of overpredictions of the four
methods is also considered. Histograms of the reliability estimates from the randomly
generated belief structures and the true reliability are shown in Figures 3.24—3.27.

Figure 3.24

Histogram of Reliabilities from the Double-Loop Approximation

Figure 3.25

Histogram of Reliabilities from the Bayesian-Based PUG Approximation
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Figure 3.26

Histogram of Reliabilities from the Bayesian-Based SUU Approximation

Figure 3.27

Histogram of Reliabilities from the Bayesian-Based SGG Approximation

The histogram of reliabilities for the Bayesian-based PUG method in Figure 3.25
clearly illustrates the dangers associated with the underprediction of standard deviation
seen previously for the Bayesian-based PUG method, with most reliability estimates
falling between 0.94 and 1. It was previously commented that the Bayesian-based PUG
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method was ill-suited for approximating well-populated belief structures of more than 10
focal elements. The histogram in Figure 3.25, generated from belief structures with 25
focal elements, provides further evidence supporting this conclusion.
Unlike the Bayesian-based PUG method, reliability estimates from the doubleloop method in Figure 3.24 as well as the Bayesian-based SUU and SGG methods shown
in Figure 3.26 and 3.27, respectively, are somewhat symmetric. While the double-loop
approximation provides the most accurate average estimate of reliability, it also
demonstrates less consistency than the SUU and SGG methods, with a standard deviation
for the reliability estimates of 0.085 compared to 0.058 and 0.071 for the SUU and SGG
methods, respectively.
A more serious concern with the double-loop approximation is the overprediction
of reliability for 37% of the randomly generated belief structures, shown by the portion of
the histogram to the right of the true reliability in Figure 3.24. In comparison, the
Bayesian-based SUU method overpredicts reliability for just 3.5% of the belief
structures, and the Bayesian-based SGG method for only 8.5%, as shown in Figures 3.26
and 3.27, respectively. For the sake of completeness, the PUG method overpredicts
reliability for 93.5% of the randomly generated belief structures. To further explore this
behavior of the Bayesian-based SUU and SGG methods, the average focal element length
is increased from 6σ to 12σ and subsequently decreased to 3σ. The average reliability,
percent error, and percent of reliabilities greater than the true reliability (overprediction)
for the three cases are presented in Table 3.9.
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Table 3.9

Reliabilities and Overprediction Percentages of the Double-Loop and
Bayesian-Based Methods with Increasing Focal Element Length

Average Focal
Element Length
3σ
6σ
12σ

Reliability Method

Double-loop

PUG

SUU

SGG

Average Reliability
% Error
% Overprediction
Average Reliability
% Error
% Overprediction
Average Reliability
% Error
% Overprediction

0.90
6.85
84
0.81
4.02
37
0.71
15.14
12

0.97
15.65
77.5
0.96
14.68
93.5
0.95
12.75
89.5

0.81
3.05
26
0.73
13.09
3.5
0.65
22.54
0

0.84
0.39
52.5
0.75
10.64
8.5
0.68
19.56
1.5

Table 3.9 shows that even as the uncertainty in a belief structure is changed by
adjusting the maximum lengths of the focal elements, the Bayesian-based SUU and SGG
methods overpredict reliability at a much lower percentage than the other two methods.
Table 3.9 also illustrates an interesting relationship in the accuracy of the Bayesian-based
SUU and SGG methods: the percent error of the average reliability drops by
approximately 10 percentage points as the average focal element length is halved.
3.4

Summary of Results
Nine methods for approximating a belief structure were evaluated by examining

the behavior of the approximated mean and standard deviation as the number of focal
elements was increased. Six Bayesian-based methods using different combinations of
likelihood function, prior distribution, and error distribution were considered. Two
mixture models using uniform and Gaussian error distributions from each focal element
were also considered with the mean and standard deviation calculated using moments of
mixtures approximations. A frequentist approximation of the mean and standard
deviation of a belief structure using the midpoints of the focal elements was also
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considered. In addition to estimating the mean and standard deviation, the shapes of the
posterior distributions from the six Bayesian-based methods were compared to the parent
distribution of the belief structure. Finally, the posterior distributions of the Bayesianbased PUG, SUU, and SGG methods were used to estimate the reliability of a function
and compared to an existing double-loop reliability method.
All nine methods demonstrated a reduction in the average error of the estimate for
the mean of a belief structure and seven of the nine showed the same behavior for the
extreme errors. Additionally, the nine approximations for the mean behaved similarly
when applied to an asymmetric, bimodal distribution, providing confidence in their
extension to more general cases. None of the methods provided a desired approximation
for the standard deviation of a belief structure. The four Bayesian-based methods using
the summation likelihood function consistently overpredicted the standard deviation of a
belief structure, as shown in the posterior distribution approximation of the belief
structures in Figures 3.21 and 3.23.
The Bayesian-based PUG and PGG methods using the product likelihood function
showed a significant increase in the extreme errors of the mean approximation for belief
structures consisting of 10 to 50 focal elements. The behavior of the posterior distribution
with a product likelihood function as the number of focal elements was increased was
investigated in section 3.1.2 and it can be concluded that such methods are only
appropriate for belief structures with ten or fewer focal elements. Note that both methods
performed better than all but the SGG method below ten focal elements in a belief
structure for the standard-Gaussian parent distribution in terms of average and maximum
error, but more poorly for the bimodal parent distribution. This finding suggests that the
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Bayesian-based PUG and PGG methods would be most appropriate for belief structures
of ten or fewer focal elements where unimodality of a belief structure can be safely
assumed.
The effect of the unimodal assumption on the ability of the Bayesian-based PUG
and PGG methods to approximate general belief structures was shown in Figure 3.23.
Both methods were seen to be nearly equivalent for estimating the mean and standard
deviations of a belief structure, both in terms of average and extreme errors as well as the
shape of the posterior distributions in Figures 3.21 and 3.23. The ability to interchange
the two methods is only limited by the extra assumptions required to define the mean and
standard deviation of the Gaussian prior distribution in the PGG method.
The Bayesian-based SUU and moments of mixtures approximation assuming
uniform distributions were shown to be nearly equal in average and extreme errors when
estimating both mean and standard deviation in Figures 3.13—3.15 and Figures 3.17—
3.20. Further investigation into the difference between the average estimate for mean and
standard deviation in Tables 3.2 and 3.4 showed only slight difference between the
Bayesian-based SUU and moments of mixtures approximation assuming uniform
distributions, providing additional evidence for their equivalence. A similar conclusion
was reached for the Bayesian-based SUG and moments of mixtures approximation
assuming Gaussian distributions through Tables 3.3 and 3.5, although the error between
the two methods when approximating standard deviation was greater. The advantage of
replacing the moments of mixtures approximations with Bayesian-based methods was
stated to be the added PDF description of the Bayesian-based methods through the
posterior distributions. Further work is suggested to investigate the relationship between
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the Bayesian-based methods using a uniform prior distribution and summation likelihood
function and the moments of mixtures approximations where the error distributions and
mixture distributions are equal.
The Bayesian-based SGG method performed better in approximating the mean of
a belief structure than the other eight methods in both average and maximum error for the
standard-Gaussian parent distribution, as shown in Figures 3.13 and 3.15. Furthermore,
the SGG method consistently provided the lowest average error for approximating the
mean of the bimodal parent distribution. While the effect of agreement between the form
of the prior, error, and parent distributions has yet to be investigated, the ability to
accurately capture both unimodal and bimodal parent distributions is promising.
The effect of differently sized focal elements in a belief structure on the posterior
distribution of the four Bayesian-based methods with a summation likelihood function
was shown in Figure 3.22. The high level of influence shorter focal elements have on the
posterior distribution was mitigated through adjustment of their BPA values. A fiveelement belief structure from an asymmetric, bimodal parent distribution was
approximated in Figure 3.23 using adjusted BPA values for the four Bayesian-based
methods with a summation likelihood function and the common point technique for the
Bayesian-based PUG and PGG methods. Figure 3.23 clearly illustrated several of the
previous results, including: the unimodal assumption and underprediction of standard
deviation for the Bayesian-based PUG and PGG methods, and the overprediction of
standard deviation for the Bayesian-based methods using a summation likelihood
function.
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The Bayesian-based PUG, SUU, and SUG methods were compared with a
double-loop method for estimating reliability. Initial analysis with the sample points
centered at the midpoint of the randomly generated focal elements showed the Bayesianbased SGG method to be the most accurate estimate of reliability, closely followed by the
double-loop method. The underprediction of standard deviation by the Bayesian-based
PUG method resulted in an overprediction of reliability. The change to randomly located
sample points throughout the focal elements resulted in significant decreases in the
accuracy of the Bayesian-based SUU and SGG methods for estimating reliability.
The consistency of the Bayesian-based PUG, SUU, and SGG methods and the
double-loop method was also compared. Histograms of the reliabilities estimated using
the Bayesian-based SUU and SGG methods and the double-loop method were shown to
be more symmetric than the reliabilities calculated using the Bayesian-based PUG
method. The Bayesian-based SUU and SGG methods were shown to produce more
consistent estimates of reliability and a lower probability of overpredictions of reliability
than the double-loop method. The double-loop method was shown to overpredict
reliability for 37% of the belief structures, compared to overpredictions of 3.5% and 8.5%
for the Bayesian-based SUU and SGG methods, respectively. The Bayesian-based PUG
method was shown to overpredict reliability for 93.5% of the belief structures. These
tendencies were confirmed by repeating the analysis for belief structures composed of
focal elements of varying average lengths.
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CHAPTER IV
BAYESIAN-BASED DECOMPOSED MULTILEVEL OPTIMIZATION
The computational efficiency of the SLSV approach in RBDO would rapidly
diminish with direct consideration of evidence for epistemic variables. However, through
the probability distribution approximation discussed in the previous chapter, epistemic
variables can be considered in the SLSV and other reliability or optimization techniques
developed to consider aleatory uncertainty. In the SLSV approach, the epistemic
variables are transformed into a deterministic reduced normal space followed by
optimization based on the most probable point of failure as discussed in section 2.2.1.
The only difference in the consideration of aleatory and epistemic variables is that μ and
σ in (2.5) are replaced with estimated values for epistemic variables.
Integration of the Bayesian updating procedure for epistemic uncertainty
represented by a belief structure with DMO using ATC with exponential penalty function
formulation is demonstrated through solution of four example problems. The four
example problems include two physical problems, a two-bar truss in section 4.1 and a
gear reducer problem in section 4.3, and two non-phsical problems in sections 4.2 and
4.4. For simplicity, the Bayesian method using a uniform prior distribution, Gaussian
error distributions, and the likelihood function in (3.8), the Bayesian-based PUG
approach from Chapter 3 without assuming independent focal elements, is used for all
four example problems.
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4.1

Example Problem 1
In the two-bar truss problem from (Rao 2009) shown in Figure 4.1, the allowable

axial stress, 𝜎0 , and specific weight, 𝜌, of the bars are treated as epistemic variables
whereas the cross-sectional areas, 𝑥1 and 𝑥2 , height of the truss, 𝑥3 , and applied load, P,
are treated as aleatory variables. Distances between the anchor points and the meeting
point of the two bars remain fixed.

Figure 4.1

Two-Bar Truss Illustration

The all-in-one RBDO problem for minimizing the mass of the truss, with three
design variables and two reliability constraints, is expressed as
min 𝑓 = 𝜌 (𝜇𝑋1 √𝜇𝑋23 + 36 + 𝜇𝑋2 √𝜇𝑋23 + 1)
𝝁

s. t. 𝑃[𝑔1 (𝑋1 , 𝑋3 ) ≤ 0] ≥ 𝛷(𝛽01 ), 𝑃[𝑔2 (𝑋2 , 𝑋3 ) ≤ 0] ≥ 𝛷(𝛽02 )
where

𝑔1 (𝑿) =

𝑃 √𝑋32 + 36
−1
7 𝜎0 𝑋3 𝑋1

𝑔2 (𝑿) =

6 𝑃 √𝑋32 + 1
−1
7 𝜎0 𝑋3 𝑋2
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(4.1)

0 m2 ≤ 𝑋1 ≤ 0.1 m2 ; 0 m2 ≤ 𝑋2 ≤ 0.1 m2 ; 1 m ≤ 𝑋3 ≤ 6 m
Note that the design vector includes no epistemic variables. This allows the Bayesian
updating technique to be evaluated independent of the ATC framework, exponential
penalty function formulation, and SLSV approach. The DMO form of the all-in-one
optimization problem is developed by decomposing the problem along structural divides
(i.e., each bar) and is shown in Figure 4.2, where each element includes a single
reliability constraint and two design variables.

Figure 4.2

DMO Formulation of Problem 1

The mean values of the cross-sectional areas of the left and right bars, 𝜇𝑋1 and
𝜇𝑋2 , respectively, and mean truss height, 𝜇𝑋3 , are considered design variables, and the
corresponding standard deviations are held constant at 𝜎𝑋1 = 0.003 m2, 𝜎𝑋2 = 0.003 m2,
and 𝜎𝑋3 = 0.05 m. The applied load follows a normal distribution with 𝜇𝑃 = 1,000 N
and 𝜎𝑃 = 20 N. The belief structures for 𝜎0 and 𝜌 are generated from Gaussian
distributions with 𝜇𝜎0 = 105 Pa, 𝜎𝜎0 = 1,000 Pa, 𝜇𝜌 = 76,500 N/m3, and 𝜎𝜌 = 2,000
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N/m3 and are provided in Figures 4.3 and 4.4, respectively. Both belief structures include
many disjoint focal elements and approach the 10-focal element limit previously
established for the Bayesian-based method with a product likelihood function.

Figure 4.3

Belief Structure for Allowable Axial Stress, 𝜎0

Figure 4.4

Belief Structure for Specific Weight, 𝜌

The DMO problem in Figure 4.2 is solved using the flowchart in Figure 3.6 to
approximate the means of the belief structures for 𝜎0 and 𝜌, generated from known parent
distributions. The focal elements in each of the belief structures are weighted equally in
the analysis (equal in BPA) and the standard deviation of both variables is assumed to be
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known. The optimum design points found using both approaches with 𝛽01 = 𝛽02 = 3 (i.e.,
𝛷(𝛽0 ) = 𝑅𝑟 = 0.999) are presented in Table 4.1.
Table 4.1

Optimum Design for Problem 1
Method

g1
g2
f
time (s)
𝜇1
𝜇2
𝜇3
True mean 0.0040 0.0099 3.17 -0.23 -0.091 4,523
6.12
Bayes’ mean 0.0040 0.0100 3.17 -0.23 -0.090 4,559
6.23

The solution in Table 4.1 supports the previous conclusion for the accuracy of the
Bayesian-based PUG approach in modeling the mean of a belief structure. The accuracy
of the approximation for the mean is especially noteworthy given the disjoint focal
elements in Figures 4.3 and 4.4. Accurate approximation of the mean of a belief structure
with known standard deviation allows the non-deterministic DMO solution method to
consider epistemic uncertainty described as a belief structure without significantly
increasing the computational cost over the non-deterministic DMO solution using the true
distribution of the epistemic variables in the first example problem.
4.2

Example Problem 2
The all-in-one RBDO analytical benchmark problem (Cho and Lee 2011) with ten

design variables and eight inequality constraints is formulated as
min 𝑓 = 𝜇12 + 𝜇̅22 + 𝜇1 𝜇̅2 − 14𝜇1 − 16𝜇̅2 + (𝜇3 − 10)2 + 4(𝜇4 − 5)2 + (𝜇̅5 − 3)2 +
(𝝁,𝝁
̅)

2(𝜇6 − 1)2 + 5𝜇72 + 7(𝜇8 − 11)2 + 2(𝜇9 − 10)2 + (𝜇10 − 7)2 + 45
s. t.

𝑃[𝑔𝑝 (𝑿) ≤ 0] ≥ Φ(𝛽0𝑝 ) 𝑝 = 1, … ,8
0 ≤ 𝜇̅2 , 𝜇̅5 ; 0 ≤ 𝝁

where

𝑔1 (𝑿) = (4𝑋1 + 5𝑋2 − 3𝑋7 + 9𝑋8 )⁄105 − 1
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(4.2)

𝑔2 (𝑿) = 10𝑋1 − 8𝑋2 − 17𝑋7 + 2𝑋8
𝑔3 (𝑿) = (−8𝑋1 + 2𝑋2 + 5𝑋9 − 2𝑋10 )⁄12 − 1
𝑔4 (𝑿) = (3(𝑋1 − 2)2 + 4(𝑋2 − 3) + 2𝑋32 − 7𝑋4 )⁄120 − 1
𝑔5 (𝑿) = (5𝑋12 + 8𝑋2 + (𝑋3 − 6)2 − 2𝑋4 )⁄40 − 1
𝑔6 (𝑿) = (0.5(𝑋1 − 8)2 + 2(𝑋2 − 4)2 + 3𝑋52 − 𝑋6 )⁄30 − 1
𝑔7 (𝑿) = 𝑋12 + 2(𝑋2 − 2)2 − 2𝑋1 𝑋2 + 14𝑋5 − 6𝑋6
𝑔8 (𝑿) = −3𝑋1 + 6𝑋2 + 12(𝑋9 − 8)2 − 7𝑋10
where 𝑋2 and 𝑋5 are treated as epistemic variables and all others as aleatory. The design
variable associated with 𝑋2, denoted by 𝛥2 , describes the shift in the belief structure for
𝑋2 given in Figure 4.5 without changing the relative locations or BPA values of the focal
elements. Similarly, 𝛥5 serves as the design variable associated with 𝑋5 and defines the
shift in the belief structure given in Figure 4.6. These shifts are captured in the objective
function using 𝜇̅2 = (𝜇𝐵2 + 𝛥2 ) and 𝜇̅5 = (𝜇𝐵5 + 𝛥5 ), where 𝜇𝐵2 and 𝜇𝐵5 describe the
Bayesian approximation of the mean values of 𝑋2 and 𝑋5. The belief structure for 𝑋2 in
Figure 4.5 includes just three focal elements, none disjoint, while the belief structure for
𝑋5 in Figure 4.6 includes five focal elements with disjoint relationships.
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Figure 4.5

Belief Structure for 𝑋2 in Problem 2

Figure 4.6

Belief Structure for 𝑋5 in Problem 2

The DMO model of the problem, as shown in Figure 4.7, has two levels and three
elements, decomposed with attention to which design variables are present in each
constraint. The design variables and constraints are distributed among the three elements
with variables 𝑋1 and 𝑋2 present in all three. The exponential penalty function model for
𝒖

the consistency constraint 𝒄22 is defined as π(𝒄𝟐𝟐 ) = {𝒂22 (𝑒 𝒂22 (𝒕22 −𝒓22 ) − 1) +
22

𝒗22
𝒃22

(𝑒 𝒃22 (𝒓22 −𝒕22 ) − 1)} and π(𝒄𝟐𝟑 ) for 𝒄23 defined similarly. Unlike the two-bar truss
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problem in the first example, both epistemic variables belong to the design vector, and 𝑋2
serves as a linking variable requiring moment matching between elements. This allows
for the Bayesian model to be evaulated as part of the ATC with exponential penalty
function and SLSV solution methodology.

Figure 4.7

DMO Formulation of Problem 2

Following the flowchart in Figure 3.6, the belief structure for 𝑋5 is investigated
and found to have too many disjoint focal elements for a strict 𝑛𝜎 = 6 definition of the
error distribution. Hence, the standard deviation of the error distributions are defined by
(3.7) according to the common point method, where 𝑧𝛼 is defined such that 𝑃𝑚 = 0.05.
The numerical form of the belief structures for 𝑋2 and 𝑋5 as well as the parameters of the
error distributions each focal element are presented in Table 4.2.
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Table 4.2

Focal Element Bounds and Error Distribution for Epistemic Variables in
Problem 2
Variable

𝑋2

𝑋5

Focal
Lower Bound Upper Bound
Element
1
2
3
1
2
3
4
5

-0.0503
-0.0943
-0.0441
-0.2470
0.0956
-0.0284
-0.0648
-0.0893

0.0463
0.0398
0.0756
-0.1900
0.1620
0.0368
0.0657
-0.0374

Error Distribution
Parameters
𝜇𝐼
𝜎𝐼
-0.0367 0.0160
-0.0418 0.0220
0.0407 0.0200
-0.1780 0.0950
0.1288 0.0915
0.0042 0.0156
0.0004 0.0134
-0.0634 0.0254

Three approaches to integrating the epistemic variables with the SLSV technique
within the DMO framework are considered. In the first approach, the mean values of 𝑋2
and 𝑋5 are estimated using Bayesian updating and the standard deviations are
approximated by the frequentist approach from Chapter 3. In the second approach, the
Bayesian model is used to estimate the means of the epistemic variables, but the standard
deviations are assumed to be known quantities. The frequentist approximation from
Chapter 3 using only the midpoints of the focal elements in Table 4.2 as the sample is
used as the third approach to estimate both the means and standard deviations. The
approximated distribution parameters for the epistemic variables used in the three
approaches are detailed in Table 4.3 along with the true values of those parameters.
Table 4.3

Parameters of Distributions for Epistemic Variables
Approach
𝜇2
𝜎2
𝜇5
𝜎5
1
-0.0020 0.022 0.0072 0.112
2
-0.0020 0.020 0.0072 0.020
3
-0.0045 0.022 -0.0216 0.112
True Values
0
0.020
0
0.020
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Aleatory variables are defined by a Gaussian distribution with standard deviation
of 0.02 (Cho and Lee 2011) and mean values serving as design variables. The DMO
formulation of the problem shown in Figure 4.7 is solved with 𝛽0 = 3 (𝛷(𝛽0 ) = 0.999)
for all constraints and the optimum designs for each approach presented in Table 4.4.
Table 4.4

Optimum Solution for Problem 2

Approach:
f
μ1
μ̅2
μ3
μ4
μ̅5
μ6
μ7
μ8
μ9
μ10

1
28.99
2.110
2.391
8.719
5.104
0.697
1.495
1.343
9.771
8.108
8.514

2
27.78
2.112
2.390
8.719
5.104
0.940
1.443
1.343
9.773
8.110
8.512

3
28.99
2.110
2.394
8.719
5.104
0.712
1.495
1.343
9.771
8.108
8.514

True Values
27.78
2.112
2.388
8.719
5.104
0.933
1.443
1.343
9.773
8.110
8.512

The similarity of the optimum design vectors in Approach 2 and the optimum
design using the true mean and standard deviation of the epistemic variables in Table 4.4
once again illustrates the accuracy of the Bayesian-based PUG approach as an estimate
for the mean of epistemic variables. Differences between the optimum designs from
Approaches 1 and 3, in which the standard deviation of epistemic variables is
approximated, and Approach 2, where the standard deviation is known, illustrate the
importance of including an accurate model for 𝜎 alongside the Bayesian-based PUG
approximation for the mean. The total time for approximating the epistemic variables is
just 0.22% of the time required to solve the DMO problem, again demonstrating the

69

computational advantages of approximating the belief structure of an epistemic variable
through a PDF.
4.3

Example Problem 3
The third example problem describes a gear reducer optimization problem (Cho

and Lee 2011). The problem features seven design variables: gear diameter, 𝑋1; gear
module, 𝑋2; number of teeth, 𝑦; distances between gear bearings, 𝑋3 and 𝑋4; and shaft
diameters, 𝑋5 and 𝑋6. The number of teeth, 𝑦, is considered a deterministic design
variable, while 𝑋1 , 𝑋2, 𝑋5, and 𝑋6 are subject to aleatory uncertainty with design variable
mean and 𝜎 = 0.005. Variables 𝑋3 and 𝑋4 are subject to epistemic uncertainty and
described by the belief structures in Figures 4.8 and 4.9, respectively. Neither belief
structure includes disjoint focal elements, and both contain fewer than 10 focal elements.

Figure 4.8

Belief Structure for Distance between Gear Bearings, 𝑋3
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Figure 4.9

Belief Structure for Distance between Gear Bearings, 𝑋4

Since neither belief structure contains disjoint focal elements, error distributions
are defined using (3.6) with 𝑛𝜎 = 6. Additionally, focal elements in the belief structures
for 𝑋3 and 𝑋4 have positive correlation coefficients of 0.1 and 0.15, respectively. This
correlation is included in the covariance matrix in (3.2). Design variables for 𝑋3 and 𝑋4
are defined using 𝛥3 and 𝛥4 , similar to the previous example problem.
The all-in-one problem formulation of the gear reducer problem is given as
Min 𝑓 = 0.7854𝜇1 𝜇22 (10𝑦 2 ⁄3 + 14.9334𝑦 − 43.0934) + 1.508𝜇1 (𝜇52 + 𝜇62 ) +
𝝁,𝑦

7.477(𝜇53 + 𝜇63 ) + 0.7854(𝜇3 𝜇52 + 𝜇4 𝜇62 )
s. t.

𝑃[𝑔𝑝 (𝑿, 𝑦) ≤ 0] ≥ Φ(𝛽0𝑝 ) 𝑝 = 1, … ,11

2.6 ≤ 𝜇1 ≤ 3.6, 0.7 ≤ 𝜇2 < 0.8, 17 ≤ 𝑦 ≤ 28 7.3 ≤ 𝜇̅3 ≤ 8.3
7.3 ≤ 𝜇̅4 ≤ 8.3, 2.9 ≤ 𝜇5 ≤ 3.9, 5.0 ≤ 𝜇6 ≤ 5.5
where

𝑔1 (𝑿, 𝑦) = 27⁄(𝑋1 𝑋22 𝑦) − 1
𝑔2 (𝑿, 𝑦) = 397.5⁄(𝑋1 𝑋22 𝑦 2 ) − 1
𝑔3 (𝑿, 𝑦) = 1.93𝑋33 ⁄(𝑋2 𝑦𝑋54 ) − 1
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(4.3)

𝑔4 (𝑿, 𝑦) = 1.93𝑋43 ⁄(𝑋2 𝑦𝑋64 ) − 1

𝑔5 (𝑿, 𝑦) =

𝑔6 (𝑿, 𝑦) =

745𝑋 2
(( 𝑋 𝑦 3 ) + 16.9 × 106 )
√
2
0.1𝑋53

− 1100

745𝑋 2
(( 𝑋 𝑦 4 ) + 157.5 × 106 )
√
2
0.1𝑋63

− 850

𝑔7 (𝑿, 𝑦) = 𝑋2 𝑦 − 40
𝑔8 (𝑿) = 5 −
𝑔9 (𝑿) =
𝑔10 (𝑿) =

𝑋1
𝑋2

𝑋1
− 12
𝑋2
1.5𝑋5 + 1.9
−1
𝑋3

𝑔11 (𝑿) = (1.1𝑋6 + 1.9)/𝑋4 − 1
and the associated DMO formulation with two levels and three elements is given in
Figure 4.10. Like the second example problem, the all-in-one problem is decomposed
based on the design variable makeup of the constraints. This example problem, unlike the
previous two, considers both deterministic and non-deterministic variables as well as
correlation between focal elements in the belief structures. These additional complexities
help illustrate the flexibility of the Bayesian approximation of a belief structure and its
integration with the ATC, exponential penalty function, and SLSV techniques.
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Figure 4.10

DMO Formulation of Problem 3

The starting point for optimization is set to the deterministic solution, 𝝁𝑿 =
[3.5, 0.7, 7.3, 7.72, 3.35, 5.29], 𝑦 = 17. The optimum design point for the third example
problem is found using the flowchart in Figure 3.6 with the posterior distribution fully
characterizing the epistemic variables and 𝛷(𝛽0 ) = 0.999 for all constraints. The
numerical descriptions of the belief structures and the mean and standard deviation from
the posterior distributions for 𝑋4 and 𝑋5 are provided in Table 4.5.
Table 4.5

Focal Element and Posterior Distribution Information for Problem 3
Variable
𝑋3

𝑋4

Focal
Posterior Distribution
Lower Bound Upper Bound
Element
Parameters
1
6.80
8.00
𝜇𝐵 = 7.22
2
6.85
7.50
𝜎𝐵 = 0.095
1
6.70
8.37
2
6.77
8.53
𝜇𝐵 = 7.73
3
7.30
8.03
𝜎𝐵 = 0.105
4
7.50
8.87
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The optimum design is found to be 𝝁𝑿 = [3.58, 0.70, 7.30, 8.06, 3.37, 5.30] and
𝑦 = 17 with constraints p = 1, 2, 3, 4, 8, 10, and 11 active and 𝑓 = 3,470.8. The
similarity of the deterministic and non-deterministic solutions can be attributed to the
small standard deviations of uncertain variables.
4.4

Example Problem 4
The fourth example problem, an analytical benchmark problem adapted from

(Kim et al. 2001), features a more complex decomposition than the previous examples. A
simple nonlinear objective function is accompanied by eight inequality and two equality
constraints. Five of the fourteen variables are considered uncertain, two (𝑋1 and 𝑋2)
subject to aleatory uncertainty, and three (𝑋3, 𝑋4, and 𝑋5) subject to epistemic
uncertainty, resulting in four reliability constraints. The problem in all-in-one RBDO
form is given as
min 𝑓 = 𝜇12 + 𝜇22
𝝁

𝑔𝑙 (𝒚) ≤ 0; ℎ𝑚 (𝒚) = 0; 𝑙 = 1, … ,4; 𝑚 = 1, 2

s. t.

𝑃[𝑔𝑝 (𝑿, 𝒚) ≤ 0] ≥ Φ(𝛽0 ) 𝑝 = 5, … ,8
0 ≤ 𝝁𝑿 , 0 ≤ 𝒚
where

𝑔1 (𝒚) = (𝑦32 + 𝑦42 )⁄𝑦62 − 1
𝑔2 (𝒚) = (𝑦3−2 + 𝑦52 )⁄𝑦62 − 1
𝑔3 (𝒚) = (𝑦62 + 𝑦7−2 )⁄𝑦8 − 1
𝑔4 (𝒚) = (𝑦62 + 𝑦72 )⁄𝑦9 − 1
𝑔5 (𝑿, 𝒚) = (𝑦1−2 + 𝑋32 )⁄𝑋42 − 1
𝑔6 (𝑿, 𝒚) = (𝑋42 + 𝑦2−2 )⁄𝑋62 − 1
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(4.4)

𝑔7 (𝑿, 𝒚) = −(𝑋12 − (𝑦12 + 𝑋3−2 + 𝑋42 ))
𝑔8 (𝑿, 𝒚) = −(𝑋22 − (𝑋42 + 𝑦22 + 𝑋52 ))
ℎ1 (𝒚) = 𝑦12 − (𝑦32 + 𝑦4−2 + 𝑦5−2 + 𝑦62 )
ℎ2 (𝒚) = 𝑦22 − (𝑦62 + 𝑦72 + 𝑦82 + 𝑦92 )
The ten constraints are divided among five elements in three levels in the
decomposition shown in Figure 4.11. Note that coordination of shared variables in level 3
elements is handled through communication with the top-level element. The objective
functions in all but the top-level element are populated by the exponential penalty
function alone, and only elements 22 and 23 include reliability constraints.

Figure 4.11

DMO Formulation for Problem 4
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The belief structure for 𝑋3, shown in Figure 4.12, shows little conflict between
elements, allowing for a 𝑛𝜎 = 6 in (3.6) assignment of standard deviation for the error
distributions. However, the belief structures for 𝑋4 and 𝑋5, shown in Figures 4.13 and
4.14, respectively, contain enough disjoint focal elements to necessitate adjustment of the
error distributions. The standard deviations are adjusted through the common point
technique using (3.7) with 𝑃𝑚 = 0.2 for the belief structure in Figure 4.13 and 𝑃𝑚 = 0.1
for the belief structure in Figure 4.14. Numerical information for the focal elements and
posterior distribution parameters are given in Table 4.6.

Figure 4.12

Belief Structure for 𝑋3 in Problem 4

Figure 4.13

Belief Structure for 𝑋4 in Problem 4
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Figure 4.14

Belief Structure for 𝑋5 in Problem 4

Table 4.6

Focal Elements and Posterior Distribution Information for Problem 4

Variable
𝑋3

𝑋4

𝑋5

Focal
Lower Bound Upper Bound Posterior Distribution Parameters
Element
1
-0.2
0.8
𝜇𝐵 = 0.55
2
0.3
1.3
𝜎𝐵 = 0.10
3
0.05
1.05
1
-0.4
0.5
2
0.2
1.05
𝜇𝐵 = 0.55
3
-0.32
0.75
𝜎𝐵 = 0.20
4
2.5
3.7
5
-0.3
0.45
1
-4.3
2.8
2
-0.3
1.1
3
-0.6
2.2
𝜇𝐵 = 0.39
4
-0.3
1.45
𝜎𝐵 = 0.14
5
-3.1
-2.15
6
0.6
2.15
7
-0.3
2.65

Optimization of the DMO problem in Figure 4.11 with 𝛽0 = 3 for all nondeterministic constraints gives an optimum design of 𝝁𝑿 = [4.52, 3.98, 0.72, 1.43, 2.11]
and 𝒚 = [4.02, 2.50, 1.00, 0.38, 0.38, 1.07, 0.84, 1.60, 1.36] with an objective function
value of 𝑓 = 36.33 and all constraints active except 𝑔8 . The computational cost of the
solution is examined through the total number of function calls for the objective and
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constraint functions as well as the time required by each element. Both the number of
function calls and solution times are presented in Table 4.7.
Table 4.7

Computational Cost of the Solution to Problem 4
Element Number of Function Calls Time Requireda (s)
11
4,319
2.67
22
19,632
84.39
23
9,680
45.69
34
5,149
2.15
35
4,660
1.36

Approximation of the belief structures for epistemic variables through probability
distribution estimation via Bayesian updating allows for the parameters of the posterior
distributions to be passed into the SLSV method alongside aleatory random variables,
preventing the solution from having to evaluate reliability for epistemic variables
separately in each function call. It is clear from the number of function calls for nondeterministic elements 22 and 23 that even computationally efficient direct evaluation of
epistemic variables, such as the double-loop methods mentioned previously, at each
iteration of the solution would have a large impact on the computational efficiency of the
overall solution.

a

AMD A8-6500 quad core processor at 3.75 GHz with 16 Gb of memory.
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CHAPTER V
MATERIAL-PRODUCT DESIGN OF A COMPOSITE SANDWICH PANEL
WITH MIXED UNCERTAINTIES
Sandwich panels are commonly used as structural elements in aerospace and other
systems. In its simplified form, a flat panel can be defined as a rectangular plate. The
composite sandwich panel (CSP) considered here consists of identical laminated
carbon/epoxy composite facesheets and an aluminum honeycomb core. Each facesheet
consists of multiple unidirectional plies with orthotropic properties. The fiber material,
orientation angle, matrix composition, thickness and number of plies, combined with the
core material and configuration, allow for a CSP to be extensively tailored to suit a
specific design. Recent advances in composite materials include the use of carbon
nanofibers (CNF) that may improve the overall performance of the composite (Chisholm
et al. 2005; Gojny et al. 2005; Zhou et al. 2008). The addition of CNF to reinforce the
matrix introduces an additional feature that may be used to tailor the CSP, as well as
uncertainties that must be considered in the modeling the performance of the CSP.
An ICME-inspired decomposition of an aircraft structure with CSP is presented in
Figure 5.1. The CSP problem outlined in the bolded subsections in Figure 5.1 is selected
to demonstrate the integration of Bayesian uncertainty quantification with optimization of
a material-product engineering design problem. The CSP is decomposed first by
separating structural and material objects, and then further decomposing the material
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subproblem into micro and macro levels. The resultant three-level decomposition is
illustrated in Figure 5.2 with descriptions of the failure modes, local design variables, and
target and/or response variables contained within each element.

Figure 5.1

ICME-Inspired Decomposition of an Aircraft Structure with CSP Wing
Structure
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Figure 5.2

Three Element Decomposition of the Nano-Enhanced CSP

The bottom element in the decomposition in Figure 5.2, element 33, contains the
target elastic properties of the matrix from element 22 and local variables associated with
the micro-material design subproblem, namely the CNF volume fraction. The middle
element, element 22, sets the target elastic properties of the matrix for the micro-material
model and includes the response values of those properties returned from element 33.
Additionally, element 22 includes the target facesheet stiffness matrices, facesheet
thickness, and core thickness from the structural model in element 33, and the local
design variables for the macro-level material model: orientation angle and thickness of
the plies, and volume fraction of the long fibers. The top element, element 11, sets the
target facesheet stiffness matrices, facesheet thickness, and core thickness values for the
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macro-level material model and contains the responses for those values from element 22
as well as the local design variables for the macro-level structural model: cell size of the
honeycomb core and foil thickness.
5.1

Element 33: Micro-Level Material Subproblem
The micro-level material subproblem optimizes the CNF-enhanced matrix. The

waviness, aspect ratio, and volume fraction of the CNF along with the interphase model
and elastic matrix properties are used to determine the effective Young’s modulus and
Poisson’s ratio of the homogenized CNF/polymer nanocomposite (Rouhi et al. 2010).
The effective stiffness tensor of the CNF/polymer nanocomposite is given as
𝑳𝐸𝐹𝑀 = 𝑳𝑀𝑡 + 𝑉𝐶𝑁𝐹 {(𝑳𝐶𝑁𝐹 − 𝑳𝑀𝑡 )𝑻}[(1 − 𝑉𝐶𝑁𝐹 )𝑰 + 𝑉𝐶𝑁𝐹 {𝑻}]−1

(5.1)

where the 𝑀𝑡 subscript indicates the neat matrix properties, the subscript 𝐸𝐹𝑀 denotes
effective matrix properties, 𝑉𝐶𝑁𝐹 is the volume fraction of the CNF, 𝑳 is the fourth-order
stiffness tensor, and 𝑰 the fourth-order identity tensor. The {} brackets indicate properties
which are averaged over all possible orientations of the CNF. The tensor 𝑻 relates the
uniform strain in an inclusion to the average strain in the matrix through
−1
𝑻 = [𝑰 + 𝑺𝑳−1
𝑀𝑡 (𝑳𝐶𝑁𝐹 − 𝑳𝑀𝑡 )]

(5.2)

where 𝑺 is the fourth-order interior Eshelby tensor, which depends on the CNF geometry
and the Poisson’s ratio of the matrix.
For non-aligned CNF distribution, 𝑳𝐸𝐹𝐹 is transformed and multiplied by an
orientation distribution function, before being integrated over all possible fiber
orientations (Mura 2013; Schodt-Thomsen and Pyrz 2001) according to
2𝜋

2𝜋

𝜋

{𝑳𝑖𝑗𝑘𝑙 } = ∫0 ∫0 ∫0 𝜆(𝜑)𝛼𝑖𝑝 𝛼𝑗𝑞 𝛼𝑘𝑟 𝛼𝑙𝑠 𝑳𝑖𝑗𝑘𝑙 sin(𝜑) 𝑑𝜑𝑑𝜓𝑑𝜔
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(5.3)

where 𝜆(𝜑) is the orientation distribution function and 𝜆(𝜑) = 1/8𝜋 2 for randomly
oriented CNF. The 𝛼𝑖𝑗 terms are functions of Euler angles given as
𝛼11 = cos(𝜑) cos(𝜓) cos(𝜔) − sin(𝜓) sin(𝜔)
𝛼12 = −cos(𝜑) cos(𝜓) cos(𝜔) − sin(𝜓) cos(𝜔)
𝛼13 = sin(𝜑) cos(𝜓)
𝛼21 = cos(𝜑) sin(𝜓) cos(𝜔) + cos(𝜓) sin(𝜔)
𝛼𝑖𝑗 = 𝛼22 = −cos(𝜑) sin(𝜓) sin(𝜔) + cos(𝜓) cos(𝜔)
𝛼23 = sin(𝜑) sin(𝜓)
𝛼31 = − sin(𝜑) cos(𝜔)
𝛼32 = sin(𝜑) sin(𝜔)
{𝛼33 = cos(𝜑)

(5.4)

Partial alignment of the CNF in one direction is considered through an incomplete beta
function (Maekawa 1989) defined as
𝜆(𝜑) =

sin(𝜑)2𝐹−1 cos(𝜑)2𝐻−1

(5.5)

𝜑
∫𝜑 𝑏 sin(𝜑)2𝐹−1 cos(𝜑)2𝐻−1 𝑑𝜑
𝑎

where 𝜑𝑎 and 𝜑𝑏 describe the range in which the CNF are oriented, and 𝐹 ≥ 0.5 and
𝐻 ≥ 0.5 dictate whether the matrix is considered isotropic or transversely isotropic with
respect to the axis normal to the φ plane of the matrix.
Waviness of the CNF is assumed to be sinusoidal, and Castigliano’s second
theorem is used to find the effective modulus of the wavy CNF (DorMohammadi et al.
2015; Fisher et al. 2003). The inhomogeneous interphase is modeled using the multiinclusion approach (Hori and Nemat-Nasser 1993) and a functionally graded model
(Rouhi et al. 2010; Rouhi and Rais-Rohani 2013). The elastic properties of each
homogenous layer of the functionally graded interphase are approximated as
𝑑 𝑛

𝑠−1 𝑛

𝑃 = 𝑃0 + (𝑃𝐿 − 𝑃0 ) (𝐼 ) ≈ 𝑃0 + (𝑃𝐿 − 𝑃0 ) ( 𝑁 )
𝐵

𝐼
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(5.6)

where d is the distance from the surface of the CNF, 𝑃0 and 𝑃𝐿 represent any of the elastic
properties at the surface of the CNF (𝑑 = 0) and the matrix interphase (𝑑 = 𝐼𝐵 ),
respectively, 𝑛 is the interphase variation parameter, 𝑁𝐼 is the number of homogeneous
segments within the interphase, and 𝑠 varies from 1 to 𝑁𝐼 + 1. The influence of the
interphase variation parameter and number of homogeneous segments and their potential
uncertainties on the micro-mechanical model and the elastic properties of the nanoenhanced matrix was a topic of prior research (Rouhi and Rais-Rohani 2013). For
simplicity, the interphase variation parameter and number of homogeneous segments are
assigned fixed values of 𝑛 = 1 and 𝑁𝐼 = 10. The equivalent properties of the CNF and
the interphase region are combined to give the effective properties of the CNF/polymer
nanocomposite in a MATLAB code developed by Rouhi (2011).
The micro-mechanical model includes epistemic uncertainty in the orientation
angles of partially aligned CNF. Controlling the orientation of reinforcing fibers in a
matrix is a complex problem with a number of proposed solutions (Barrera et al. 2000;
Chang et al. 2009). The assumed sinusoidal waviness and amplitude of the CNF are used
to approximate wavy CNF as an equivalent straight (ellipsoidal) inclusion with
equivalent properties (Fisher et al. 2003; Rouhi 2011) before calculating the elastic
properties of the CNF/polymer nanocomposite. Other factors not currently accounted for
in the model include dispersion and distribution of the nanofibers inside the polymer
matrix (Feng et al. 2014; Hammel et al. 2004). With the assumption that the nanofibers
are widely distributed (homogenized) and adequately dispersed (minimum
agglomeration), only the uncertainty due to the orientation angle or alignment of the
equivalent straight CNF is considered.
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Three focal elements in Figure 5.3 describe the partial alignment of CNF. Each
focal element is divided into three equal subintervals. These subintervals describe the
range of expected orientation angles and the portion (given by the number above each
segment in Figure 5.3) of the CNF expected to be oriented within that range in each focal
element. The midpoint of each focal element is located at the orientation angle of the long
fiber.

Figure 5.3

Belief Structure for CNF Alignment Distribution Uncertainty

The Bayesian updating technique for belief structures using a uniform prior
distribution, Gaussian error distributions, the likelihood function defined in (3.3), and
standard deviation defined in (3.6) with 𝑛𝜎 = 3 is used to approximate the belief
structure in Figure 5.3, given in tabulated form in Table 5.1, with a Gaussian posterior
distribution (𝜇 = ±0° and 𝜎 = 21.6°). This method is chosen because of the overlapping
relationship of the focal elements and the low number of focal elements in the belief
structure. The 6σ range of the posterior distribution is divided into three equal
subintervals (2𝜎𝐵 each) to determine [𝜑𝑎𝑖 , 𝜑𝑏𝑖 ], 𝑖 = 1, 2, 3 in (5.5).
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Table 5.1
Focal
Element
1
2
3
Posterior

Tabulated Belief Structures for CNF Alignment Distribution Uncertainty
Lower Bound
(deg.)
-75
-45
-60
-64.9

Lower Inner Bound
(deg.)
-25
-15
-20
-21.6

Upper Inner Bound
(deg.)
+25
+15
+20
+21.6

Upper Bound
(deg.)
+75
+45
+60
+64.9

The portion of the CNF within each range, 𝑝𝐶𝑁𝐹 , is considered an epistemic
variable described by the sample of values given in Table 5.2, and estimated using
Bayesian updating through (3.5). The final boundaries and their associated 𝑝𝐶𝑁𝐹𝑖 values
are presented in Table 5.3.
Table 5.2

Portion of CNF Within Each Subinterval
Focal Element
Subinterval
1
2
3
1
0.15 0.2 1/3
2
0.7 0.6 1/3
3
0.15 0.2 1/3

Table 5.3

Posterior Distribution of CNF Alignment
Orientation Angles (deg.) Portion of CNF
[-64.9, -21.6]
0.28
[-21.6, 21.6]
0.44
[21.6, 64.9]
0.28

The fiber orientation distribution function in (5.5) is defined per the orientation
angles in Table 5.3. The tensor 𝑳𝐸𝐹𝐹 is then calculated as the sum of the tensors found
using the three orientation distribution functions and (5.3) each weighted by the portion
of CNF in Table 5.3. The minimization subproblem for element 33 is presented as
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min 𝜋(𝒕33 , 𝒓33 )
𝒙33

s. t. 0 ≤ 𝑉𝐶𝑁𝐹 ≤ 0.03

(5.7)

where 𝒕33 = [𝐸𝐸𝐹𝑀 , 𝜈𝐸𝐹𝑀 ]
̅33 ) = [𝐸𝐸𝐹𝑀 , 𝜈𝐸𝐹𝑀 ])
𝒓33 = 𝑓𝐼𝑁𝑇 (𝒙
𝒙33 = 𝑉𝐶𝑁𝐹
π(𝒕33 , 𝒓33 ) = {

𝒗33 𝒃 (𝒓 −𝒕 )
𝒖33 𝒂 (𝒕 −𝒓 )
(𝑒 33 33 33 − 1) +
(𝑒 33 33 33 − 1)}
𝒃33
𝒂33

where the function 𝑓𝐼𝑁𝑇 is the functional relationship described previously.
5.2

Element 22: Macro-Level Material Subproblem
The macro-material level subproblem optimizes the facesheets of the CSP using

the CNF-enhanced matrix properties from the micro-material model and the target
properties imposed from element 11. The elastic moduli of the lamina are determined
through a simple rule of mixtures calculation as
𝑃𝐸𝐹𝐶 = 𝑉𝐿𝐹 𝑃𝐿𝐹 + (1 − 𝑉𝐿𝐹 )𝑃𝐸𝐹𝑀

(5.8)

where the subscripts 𝐿𝐹 and 𝐸𝐹𝐶 denote long fiber and effective composite properties,
respectively, and 𝑃𝐸𝐹𝐶 and 𝑃𝐸𝐹𝑀 are either Young’s modulus, 𝐸𝐸𝐹𝑀 and 𝐸𝐸𝐹𝐶 , or
Poisson’s ratio, 𝜈𝐸𝐹𝑀 and 𝜈𝐸𝐹𝐶 . Note that the matrix is assumed to be isotropic with the
homogenized properties from element 33 before the addition of the long fibers.
With the unidirectional lamina properties defined, classical lamination theory,
Kirchoff-Love plate theory, Hooke’s law, and basic equations of equilibrium are
combined to relate resultant in-plane forces, 𝑵 and moments, 𝑴 to the mid-plane strains,
𝜺 and curvatures, 𝜿 by
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𝑵
𝐴
{ }=[
𝑴
𝐵

𝐵 𝜺
]{ }
𝐷 𝜿

(5.9)

The extension matrix, 𝐴, coupling matrix, 𝐵, and bending stiffness matrix, 𝐷, are defined
by
𝑁𝑝
𝐾
(𝑧𝐾 − 𝑧𝐾−1 )
𝐴𝑖𝑗 = ∑𝐾=1
𝑄̅𝑖𝑗
1 𝑁𝑝
𝐾 2
2 )
(𝑧𝐾 − 𝑧𝐾−1
𝐵𝑖𝑗 = 2 ∑𝐾=1 𝑄̅𝑖𝑗

𝐷𝑖𝑗 =

(5.10)

1 𝑁𝑝 𝐾 3
3 )
∑
𝑄̅ (𝑧 − 𝑧𝐾−1
3 𝐾=1 𝑖𝑗 𝐾

𝐾
where 𝑁𝑝 is the number of plies, 𝑄̅𝑖𝑗
is the transformed reduced stiffness matrix of lamina

𝐾, and 𝑧 is the distance from the mid-plane to lamina K. Two failure modes are
considered in the macro-material subproblem: first-ply failure based on Tsai-Hill criteria,
𝑔𝑇𝐻 , and first-ply failure based on maximum strain criteria, 𝑔𝑀𝑆 . The process of
determining the facesheet properties was implemented in a FORTRAN code by (Harris
1996), modified by (Clements 1997) and previously implemented for DMO of composite
sandwich plates by DorMohammadi (2013). The minimization subproblem for element
22 is presented as
min 𝑓22 + 𝜋(𝒕22 , 𝒓22 ) + 𝜋(𝒕33 , 𝒓33 )
𝒙22

s. t. 𝑔𝑇𝐻 ≤ 0, 𝑔𝑀𝑆 ≤ 0
0.25 ≤ 𝑉𝐿𝐹 ≤ 0.5, 0.001 ≤ 𝒕𝒑 ≤ 0.05 in, 0.1 ≤ 𝑡𝑐 ≤ 0.4 in
where 𝑓22 = 𝑊𝐹𝑆
𝒕22 = [𝑨, 𝑩, 𝑫, 𝑡𝐹𝑆 , 𝑡𝑐 ]
𝒓22 = [𝑨, 𝑩, 𝑫, 𝑡𝐹𝑆 , 𝑡𝑐 ]
𝒕33 = [𝐸𝐸𝐹𝑀 , 𝜈𝐸𝐹𝑀 ]
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(5.11)

𝒓33 = [𝐸𝐸𝐹𝑀 , 𝜈𝐸𝐹𝑀 ]
𝒙22 = [𝑉𝐿𝐹 , 𝒕𝒑 ]
π(𝒕33 , 𝒓33 ) = {

𝒗33 𝒃 (𝒓 −𝒕 )
𝒖33 𝒂 (𝒕 −𝒓 )
(𝑒 33 33 33 − 1) +
(𝑒 33 33 33 − 1)}
𝒃33
𝒂33

π(𝒕22 , 𝒓22 ) = {

𝒗22 𝒃 (𝒓 −𝒕 )
𝒖22 𝒂 (𝒕 −𝒓 )
(𝑒 22 22 22 − 1) +
(𝑒 22 22 22 − 1)}
𝒃22
𝒂22

where 𝑊𝐹𝑆 and 𝑡𝐹𝑆 are the weight and thickness of the facesheets, respectively, 𝒕𝒑 is the
vector of ply thicknesses, and 𝑡𝑐 is the thicknessof the core.
5.3

Element 11: Macro-Level Structural Subproblem
The macro-level subproblem uses the facesheet properties determined in element

22 to optimize the structure of the CSP based on the general small-deflection theory for
rectangular orthotropic sandwich plates (Libove and Batdorf 1948; Rao 1985). The CSP
utilizes an aluminum honeycomb core described by the cell size, 𝐶, foil thickness, 𝑡𝑓𝑜𝑖𝑙 ,
and the overall core thickness, introduced in the previous section as 𝑡𝑐 .
The contribution of the core to the bending rigidity of the CSP is considered
negligible compared to that of the facesheets, and thus ignored. Similarly, the
contribution of the facesheets to the transverse stiffness is considered negligible
compared to the core, and therefore ignored when computing the transverse shear
properties of the CSP. The transverse shear forces of the CSP are calculated as
𝑄𝑥
𝑆𝑥
{𝑄 } = [ 0
𝑦

0 𝛾𝑥𝑦
𝑆𝑦 ] {𝛾𝑦𝑧 }

(5.12)

where 𝛾𝑥𝑦 and 𝛾𝑦𝑧 are the shear strains, and the shear rigidities are defined as
𝑆𝑥 = 𝑡𝑐 𝐺𝑥𝑧 , 𝑆𝑦 = 𝑡𝑐 𝐺𝑦𝑧
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(5.13)

Four failure modes are considered and serve as design constraints for the CSP:
global buckling of the plate, 𝑔𝐺𝐵 , shear crimping or local buckling of the core, 𝑔𝑆𝐶 , intracell buckling or facesheet dimpling, 𝑔𝐼𝐵 , and wrinkling of the facesheets, 𝑔𝐹𝑊 . The
critical global buckling stresses for the CSP are found using
𝑁𝑥

𝜎𝑥𝑐𝑟 = 2𝑡 𝑐𝑟 , 𝜎𝑦𝑐𝑟 =
𝐹𝑆

𝑁𝑦𝑐𝑟
2𝑡𝐹𝑆

, 𝜏𝑥𝑦𝑐𝑟 =

𝑁𝑥𝑦𝑐𝑟

(5.14)

2𝑡𝐹𝑆

where 𝑁𝑥𝑐𝑟 , 𝑁𝑦𝑐𝑟 , and 𝑁𝑥𝑦𝑐𝑟 are found using the Rayleigh-Ritz and the principle of
minimum total potential energy (Rais-Rohani and Marcellier 1999). The critical stresses
for shear crimping, denoted by the superscript 𝑆𝐶, are calculated as (Bruhn 1973; Vinson
and Sierakowski 2012)
2 𝑡𝑓𝑜𝑖𝑙 𝑡𝑐 𝐺𝑐

𝜎𝑥𝑆𝐶
=3
𝑐𝑟

𝐶𝑡𝐹𝑆

4 𝑡𝑓𝑜𝑖𝑙 𝑡𝑐 𝐺𝑐

, 𝜎𝑦𝑆𝐶
= 15
𝑐𝑟

𝐶𝑡𝐹𝑆

8 𝑡𝑓𝑜𝑖𝑙 𝑡𝑐 𝐺𝑐

𝑆𝐶
, 𝜏𝑥𝑦
= √45
𝑐𝑟

𝐶𝑡𝐹𝑆

(5.15)

where 𝐺𝑐 is the shear modulus of the core. The critical stresses for intra-cell buckling,
denoted by the superscript 𝑖𝑏, are calculated as
𝑖𝑏
𝜎𝑐𝑟

=

𝑖𝑏
𝜏𝑐𝑟

2√𝐸̅𝑥 𝐸̅𝑦

= (1−𝜈̅

̅𝑦𝑥
𝑥𝑦 𝜈

𝑡𝐹𝑆 2

)(

𝐶

)

(5.16)

where the Young’s modulus and Poisson’s ratios are effective laminate properties
calculated from only the facesheets and extension stiffness matrix, 𝐴, denoted by the bar
over the variable (Daniel and Ishai 1994). Finally, the critical stress for facesheet
wrinkling, denoted by the superscript 𝑤, is calculated as (Vinson and Sierakowski 2012)

𝑤
𝑤
𝜎𝑐𝑟
= 𝜏𝑐𝑟
=√

16𝑡𝐹𝑆 𝑡𝑓𝑜𝑖𝑙 𝐸𝑐 √𝐸̅𝑥 𝐸̅𝑦
̅𝑥𝑦 𝜈
̅𝑦𝑥 )
9𝑡𝑐 𝐶(1−𝜈

where 𝐸𝑐 represents the Young’s modulus of the core normal to the facesheets.
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(5.17)

The macro-level model and associated failure modes were implemented in a
FORTRAN code by (Harris 1996), modified by (Clements 1997) and originally
implemented by (DorMohammadi 2013). The minimization subproblem for element 11 is
presented as
min 𝑓11 + 𝜋(𝒕22 , 𝒓22 )
𝒙11

s. t. 𝑔𝐺𝐵 ≤ 0, 𝑔𝑆𝐶 ≤ 0, 𝑔𝐼𝐵 ≤ 0, 𝑔𝐹𝑊 ≤ 0

(5.18)

0.0625 ≤ 𝐶 ≤ 2.0 in, 0.0007 ≤ 𝑡𝑓𝑜𝑖𝑙 ≤ 0.01 in, 0.1 ≤ 𝑡𝑐 ≤ 0.4 in
where 𝑓11 = 𝑊𝐶𝑆𝑃
𝒕22 = [𝑨, 𝑩, 𝑫, 𝑡𝐹𝑆 , 𝑡𝑐 ]
𝒓22 = [𝑨, 𝑩, 𝑫, 𝑡𝐹𝑆 , 𝑡𝑐 ]
𝒙11 = [𝐶, 𝑡𝑓𝑜𝑖𝑙 ]
π(𝒕22 , 𝒓22 ) = {

5.4

𝒖22 𝒂 (𝒕 −𝒓 )
𝒗22 𝒃 (𝒓 −𝒕 )
(𝑒 22 22 22 − 1) +
(𝑒 22 22 22 − 1)}
𝒃22
𝒂22

Results
The micro-material MATLAB code, macro-material FORTRAN code, and

macro-structural FORTRAN code are combined using VisualDOC® design optimization
and process integration software. A rectangular CNF-enhanced carbon-epoxy CSP with
edge dimensions 𝑎 = 𝑏 = 36 in is optimized with and without considering the effects of
uncertainty. The facesheets are defined with 8 plies that are then doubled and the
resultant 16 plies mirrored to give a 32-ply symmetric laminate. The angles of the 8 plies
are fixed with the thicknesses serving as design variables. A generalized diagram of the
dimensions of the CSP with honeycomb core and potential in-plane loads is given in
Figure 5.4 (Clements 1997).
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Figure 5.4

General Layout and In-Plane Loading of a CSP

(Clements 1997)
Four solution cases are considered: randomly oriented CNF with deterministic ply
thicknesses, RODET, partially aligned CNF with deterministic ply thickness, AODET,
randomly oriented CNF with non-deterministic ply thicknesses, ROND, and partially
aligned CNF with non-deterministic thicknesses, AOND. A cross-ply laminate—
((0/90/0/90/0/90/0/90)2)s—under compressive loading (𝑁𝑥 = 1,000 lb/in) is optimized
for all four cases. Alignment of the CNF is considered an epistemic variable defined by
the belief structure in Figure 5.3 and the standard deviation of the ply thicknesses for the
ROND and AOND solutions set to 10% of the lower bound, 𝜎𝑡 = 0.0001 in.
The initial and optimal designs for all four cases are shown in Table 5.4. Global
buckling is the only active constraint for all four cases. The Young’s modulus of the
matrix is bounded by 𝐸𝐸𝐹𝑀 = 770.2 ksi for randomly oriented CNF at 𝑉𝐶𝑁𝐹 = 0.03 and
𝐸𝐸𝐹𝑀 = 3,207.3 ksi using partially aligned CNF at 𝑉𝐶𝑁𝐹 = 0.03, resulting in a 21.5%
reduction in overall weight of the CSP by considering partially aligned CNF with
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deterministic thicknesses (AODET), and a 17.5% reduction in optimum weight of the
CSP with uncertain ply thicknesses (AOND). Furthermore, approximating the belief
structure in Figure 5.3 using Bayesian updating outside of the optimization effort allows
the inclusion of epistemic uncertainty without increasing the computational cost of the
solution despite the increased complexity of the CSP model over the analytical examples
in Chapter 4. The inclusion of non-deterministic ply thicknesses results in a 20.4%
increase in the optimum weight of the CSP for randomly oriented CNF (RODET) and a
26.5% increase for partially aligned CNF (ROND) as the design adjusts to accommodate
the uncertainty by increasing ply thickness. The consideration of uncertainty in the ply
thicknesses results in more than a three-fold increase in the computational cost of the
solution with randomly oriented CNF (RODET to ROND) or partially aligned CNF
(AODET to AOND).
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Table 5.4
Design
Variables
𝑉𝐶𝑁𝐹
𝑉𝑓
𝑡1 , in (0)
𝑡2 , in (90)
𝑡3 , in (0)
𝑡4 , in (90)
𝑡5 , in (0)
𝑡6 , in (90)
𝑡7 , in (0)
𝑡8 , in (90)
𝑡𝐹𝑆 , in
𝑡𝑐 , in
𝑆, in
𝑡𝑓𝑜𝑖𝑙 , in
Weight, lb
Time, s

Optimum Solutions for Cross-ply Facesheet Laminate under 𝑁𝑥 = 1,000
lb/in
Lower
Bound
0.001
0.25
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.032
0.1
0.0625
0.0007
5.1

Initial
Design
0.02
0.3
0.03
0.03
0.03
0.03
0.03
0.03
0.03
0.03
0.96
0.1
0.1
0.01
144.13

Upper
Bound
0.03
0.6
0.05
0.05
0.05
0.05
0.05
0.05
0.05
0.05
1.6
0.4
2
0.01
240.93

RODET

ROND

AODET

AOND

0.03
0.6
0.0144
0.0070
0.0145
0.0070
0.0145
0.0070
0.0145
0.0077
0.3464
0.4
0.1
0.0007
53.11
75.47

0.03
0.6
0.0218
0.0010
0.0159
0.0010
0.0176
0.0010
0.0295
0.0010
0.3552
0.4
0.1
0.0007
54.43
340.14

0.03
0.6
0.0100
0.0010
0.0100
0.0010
0.0100
0.0010
0.0200
0.0010
0.2160
0.4
0.1
0.0007
33.58
79.31

0.03
0.6
0.0010
0.0027
0.0010
0.0014
0.0203
0.0199
0.0205
0.0010
0.2713
0.4
0.1
0.0007
41.85
303.78

The density of the honeycomb aluminum core (~0.00589 lb/in3) compared to the
carbon/epoxy facesheets (0.0578 lb/in3) results in the thickness of the core being
maximized for all cases to minimize weight. Likewise, the lack of realistic penalties in
the micro-material subproblem for increasing the volume fraction of the CNF, such as
agglomeration or distribution penalties, results in a maximum 𝑉𝐶𝑁𝐹 for all cases, hence
the restrictive 0.03 upper bound for 𝑉𝐶𝑁𝐹 . A beneficial effect of this restriction is the
ability to linearly approximate the micro-material model described previously with a high
degree of accuracy, as the relationships between 𝑉𝐶𝑁𝐹 and the elastic properties of the
matrix are almost perfectly linear from 𝑉𝐶𝑁𝐹 = 0 to 0.03. This is demonstrated for
Young’s modulus of vinyl ester in Figure 5.5 (Rouhi 2011) and a similar effect observed
for Young’s modulus and Poisson’s ratio for epoxy.
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Figure 5.5

Relationship between CNF Volume Fraction and Young’s Modulus

(Rouhi 2011)
The optimization subproblems in each element are solved using Modified Method
of Feasible Directions (Vanderplaats 1973). The non-linear nature of the CSP problem
coupled with the local-optimum solution method creates difficulties in determining
whether the optimum solutions for the four cases are the same local optima, illustrated by
the non-uniform change in ply thickness between RODET and ROND solutions and
AODET and AOND solutions shown in Figure 5.6 and Figure 5.7, respectively. In both
figures, dark lines indicate plies that gained thickness under the addition of aleatory
uncertainty, while the gray indicate plies that lost thickness. Ideally, since the same
uncertainty is being introduced to the thickness of each ply, the change in thickness
would be uniform, however, this is not the case. The total facesheet thickness and weight
of the CSP in Table 5.4 provide a more uniform comparison among the four solution sets.
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Figure 5.6

Change in Ply Thickness from RODET to ROND Solutions

Figure 5.7

Change in Ply Thickness from AODET to AOND Solutions

A second belief structure for the orientation angle of the CNF is considered to
further explore both the integration of epistemic variables into complex engineering
design problems and the effect of CNF orientation angle on the optimum design. The
tabulated belief structure and focal elements from the posterior distribution are presented
in Table 5.5, while the portion of CNF in each subinterval is presented in Table 5.6.
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Table 5.5
Focal
Element
1
2
3
Posterior

Table 5.6

Additional Belief Structure and Posterior Distribution Focal Elements for
Orientation Angles of CNF
Lower Bound
(deg.)
-40
-50
-45
-54.3

Lower Inner Bound
(deg.)
±0
-10
-15
-8.1

Upper Inner Bound
(deg.)
+40
+30
+35
38.1

Upper Bound
(deg.)
+80
+70
+75
84.3

Portion of CNF Within Each Subinterval for Additional Belief Structure
Focal Element
Subinterval 1
2
3
1
0.1 0.12 0.3
2
0.8 0.76 0.4
3
0.1 0.12 0.3

The portion of CNF in the two outside subintervals and interior subinterval of the
posterior distribution are 0.25 and 0.5, respectively. Note the posterior distribution
interval is skewed towards a positive angle away from the long fiber direction. Each
facesheet is made up of 32 unidirectional plies aligned with the loading direction. The
belief structures in Tables 5.1 and 5.2 as well as Tables 5.5 and 5.6 contain only
hypothetical focal elements, and with enough evidence the true orientation of the CNF
could be known and used with (5.5) directly. Here, the two belief structures serve as an
example of epistemic uncertainty within an engineering design problem. A compressive
loading (𝑁𝑥 = 1,000 lb/in) and non-deterministic ply thicknesses with 𝜎𝑡 = 0.0001 in is
used to compare three solution cases: first using randomly oriented CNF (Case 1), and
then using CNF orientations described by the belief structures from Tables 5.1 and 5.2
(Case 2) and Tables 5.5 and 5.6 (Case 3).
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The optimum designs for each solution case are presented in Table 5.7. Global
buckling is the only active constraint for all solution cases. The optimum facesheet
thicknesses and weights for the three cases reflect changes in the elastic properties of the
matrix between the three cases, as the skewness of the belief structure for Case 2 slightly
reduces the effective properties of the matrix. The inclusion of epistemic uncertainty
described by a belief structure with aleatory uncertainty in Case 2 increases the
computation time of the solution by 38% over Case 1, however the 13% increase in time
required by Case 2 over Case 3 despite both including epistemic uncertainty in the form
of the orientation angles of the CNF suggests a significant portion of that increase is
attributable simply to changes in the optimization problem, not the addition of epistemic
uncertainty. In both Case 2 and Case 3 the Bayesian updating solution for the posterior
distribution interval requires approximately 0.06 seconds, representing almost no added
cost to the solution.
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Table 5.7

Optimum Solutions for Unidirectional Facesheet Laminate with Varying
CNF Orientation

Design
Variables
𝑉𝐶𝑁𝐹
𝑉𝑓
𝑡1 , in (0)
𝑡2 , in (0)
𝑡3 , in (0)
𝑡4 , in (0)
𝑡5 , in (0)
𝑡6 , in (0)
𝑡7 , in (0)
𝑡8 , in (0)
𝑡𝐹𝑆 , in
𝑡𝑐 , in
𝑆, in
𝑡𝑓𝑜𝑖𝑙 , in
Weight, lb
Time, s

Case 1

Case 2

Case 3

0.03
0.6
0.0213
0.0216
0.0218
0.0165
0.001
0.0016
0.0025
0.001
0.3492
0.4
0.1
0.0007
53.53
397.45

0.03
0.6
0.001
0.001
0.001
0.0193
0.0194
0.0194
0.001
0.0029
0.2604
0.4
0.1
0.0007
40.17
548.79

0.03
0.6
0.001
0.001
0.001
0.0196
0.0197
0.0197
0.001
0.0030
0.2640
0.4
0.1
0.0007
40.77
484.91

Finally, a CSP with facesheet ply angles ((0/-45/45/90/90/45/-45/0)2)s under inplane shear loading (𝑁𝑥𝑦 = 1,000 lb/in) is optimized for the RODET, ROND, AODET,
and AOND conditions described previously. Once again, global buckling is the only
active constraint for all solution cases. The facesheet thickness, core thickness, and
weight at the optimum design point as well as computation time for the four solutions are
presented in Table 5.8.
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Table 5.8

Optimum Solutions for CSP under 𝑁𝑥𝑦 = 1,000 lb/in.

Design
Variables
𝑡𝐹𝑆 , in
𝑡𝑐 , in
Weight, lb
Time, s

RODET

ROND

AODET

AOND

0.0620
0.36
10.39
90.75

0.1436
0.4
22.73
251.85

0.0416
0.34
7.27
134.22

0.0628
0.34
10.44
504.94

The non-deterministic ply thicknesses results in a heavier optimum CSP for both
randomly oriented and partially aligned CNF. Accounting for partial alignment of the
CNF allows for a 30.0% reduction in the weight of the CSP for randomly oriented CNF
and 54.1% reduction for partially aligned CSP. The solution times appropriately reflect
the relative complexity of the four cases. The addition of epistemic uncertainty in the
orientation of the CNF results in a 47.9% increase in the computation time of the AODET
solution compared to the RODET solution. The inclusion of aleatory uncertainty in the
ply thicknesses results in a 177.5% increase in computation time for randomly oriented
CNF and a 276.2% increase for partially aligned CNF. Overall, the solutions in Table 5.8
summarize the impact of both epistemic and aleatory uncertainties as described on the
optimum design of the CSP.
Consideration of aleatory and epistemic uncertainties, both separately and
combined, results in definitive changes in the optimum solution of the CSP. Increases in
computation time are seen in association with the inclusion of both types of uncertainty.
The Bayesian updating process for determining the posterior distribution for epistemic
uncertainty described through a belief structure accounts for under 0.06 s of computation
time, compared to 75.5 s for the fastest solution case considered. The ability to account
for partial alignment of the CNF results in reduced weight of the CSP in all the cases
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considered, while considering uncertainty in ply thicknesses results in a more
conservative and reliable solution.

101

CHAPTER VI
SUMMARY AND CONCLUSIONS
A methodology for applying Bayesian theory to epistemic uncertainty in
decomposed multilevel optimization was developed. Approximation of the belief
structures for epistemic variables using posterior distributions allowed epistemic
variables to be treated alongside aleatory variables in a single loop single vector (SLSV)
approach for reliability-based design optimization in each decomposed subproblem. The
Bayesian updating process also allowed for a belief structure description of epistemic
uncertainty to be integrated with the analytical target cascading (ATC) strategy for
decomposed multilevel optimization without increasing the computational cost of the
solution over that of a similar problem with aleatory uncertainty.
The ability to approximate epistemic uncertainty described by a belief structure
through a probability density function (PDF) was essential for the integration of such
uncertainties with the ATC and SLSV strategies. Several Bayesian updating-based
approaches to approximating a belief structure through PDF were evaluated. These
approaches consisted of different combinations of prior distribution, likelihood function,
and error distributions. In addition to the Bayesian-based methods, two moments of
mixtures approximations and a frequentist approximation of a belief structure were also
considered. A total of nine methods were initially evaluated through their estimation of
the mean and standard deviation of a parent distribution.
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A Bayesian-based method with beta prior and error distributions was included for
the ability to account for skewed and asymmetric error distributions, but was not fully
investigated. The two Bayesian-based methods using a product likelihood function were
found to underpredict the standard deviation of belief structures with more than ten focal
elements; however, the approximation of the mean remained accurate for increasing
numbers of focal elements. The moments of mixtures approximations were found to be
nearly equivalent for approximating mean and standard deviation of a belief structure to
Bayesian-based methods with a summation likelihood function and uniform prior
distribution when the mixture and error distributions were equal. The Bayesian-based
methods were considered more desirable than the moments of mixtures approximations
because of the added benefit of a PDF approximation of the belief structure through the
posterior distributions. The Bayesian-based method using a summation likelihood
function and Gaussian prior and error distributions outperformed the other eight methods
with regard to average error when approximating both mean and standard deviation.
The shapes of the posterior distributions from the six Bayesian-based
approximations of a belief structure were also compared to the shape of the parent
distribution for both a unimodal and an asymmetric, bimodal parent distribution. This
comparison highlighted the importance of considering variations in focal element size
and conflict within a belief structure as well as the limitations of the unimodal
assumption in the Bayesian-based methods with a product likelihood function. Disjoint
focal elements in a belief structure could be addressed by increasing the standard
deviation of the Gaussian error distributions. A less subjective method than ad hoc
adjustment of the error distributions was proposed involving determination of a common
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point beyond which a minimum probability of each error distribution had to be present.
Variations among the lengths of the focal elements could be accounted for by adjusting
the basic probability assignment of the focal elements.
The purpose of examining the posterior distributions compared to the parent
distribution was to provide an initial indication on their suitability for calculating
reliability. Posterior distributions from Bayesian-based methods using a product
likelihood function were found to be ill-suited for estimating reliability because of the
underprediction of standard deviation and unimodal assumption. Bayesian-based methods
using a summation likelihood function showed promise in their ability to capture
multimodal parent distributions and an overprediction of standard deviation, reducing the
chances of overpredicting reliability.
Three of the Bayesian-based methods were chosen for a comparison of reliability
calculations with an existing double-loop reliability method. Comparisons between the
point-based double-loop reliability method and the Bayesian-based approximations of a
belief structure were facilitated through random generation of belief structures. The four
methods were evaluated for accurate and consistent approximation of reliability as well
as for the likelihood of overprediction.
As expected from previous results, the Bayesian-based method with a product
likelihood function consistently overpredicted reliability. However, when paired with a
known standard deviation a Gaussian approximation of the posterior distribution
performed well for calculating reliability, due to the accuracy of the mean estimate from
the Bayesian method. Bayesian-based methods with a summation likelihood function
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were, in general, less accurate than existing double-loop reliability methods, but were
also much less likely to overpredict reliability.
The integration of the Bayesian approach with the ATC and SLSV techniques was
demonstrated using four analytical example problems. The first problem, a two-bar truss,
was decomposed into a two-level hierarchy with two elements and included two
parameters subject to epistemic uncertainty, one parameter subject to aleatory
uncertainty, and three aleatory design variables. The mean of each belief structure was
modeled using the Bayesian approach with the standard deviations assumed to be known.
This allowed the Bayesian-based approach with a product likelihood function to be
accurately used with the example problem. The solution was compared to the solution
using the true distributions of each parameter to illustrate the accuracy of the Bayesian
approach in modeling the mean of a belief structure.
The second problem had no physical representation and featured a two-level
decomposition of three elements with two design variables subject to epistemic
uncertainty and eight design variables subject to aleatory uncertainty. The problem was
solved for four approaches using a combination of frequentist approximation, the
Bayesian updating approach, and known values for the mean and standard deviation of
each belief structure. The four approaches were compared to illustrate both the accuracy
of the Bayesian approach with product likelihood function for modeling the mean of a
belief structure and the importance of pairing that model with an equally accurate model
for the standard deviation.
The third example problem was a gear reducer problem decomposed into two
levels with three elements and included two epistemic variables, four aleatory variables,
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and one deterministic variable. Belief structures for both epistemic variables were well
behaved and the posterior distribution used to approximate the standard deviation,
however, focal elements in both belief structures were positively correlated. This problem
illustrated the ease of integrating the Bayesian approach for epistemic uncertainty
modeling with mixed aleatory and deterministic variables, and correlations between focal
elements.
The fourth example problem, like the second problem, had no physical definition
and was decomposed into five elements divided between three levels with an interesting
coordination scheme. Two elements in the third level were required to communicate
directly with the topmost level to coordinate a shared variable. Two of the problems
fourteen variables were subject to aleatory uncertainty, three subject to epistemic
uncertainty, and nine considered deterministic. The problem included four nondeterministic inequality constraints, four deterministic equality constraints, and two
deterministic equality constraints. The problem demonstrated the advantages of the
Bayesian approach in considering complex coordination schemes.
Design optimization problems considering belief structures of epistemic variables
were solved using a Bayesian updating approach integrated with the ATC coordination
and SLSV solution strategies without increasing the computational cost of either, a major
advantage of approximating a belief structure through a PDF. A number of complicating
factors were considered through four example problems without requiring major changes
to the Bayesian updating approach.
Finally, the Bayesian updating approach for approximating a belief structure was
demonstrated through optimization of a nano-enhanced composite sandwich panel (CSP).
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The orientation angle of the reinforcing carbon nanofibers (CNF) was subject to
epistemic uncertainty described through a belief structure. The belief structures
considered included just three focal elements and unimodality could be safely assumed,
so the Bayesian approach with product likelihood function was used with an adjusted
standard deviation of the error distributions. The ply thicknesses within the facesheets
were subject to aleatory uncertainty described by a Gaussian distribution. Optimum
solutions for the CSP under different loading conditions were compared considering
randomly oriented CNF without epistemic uncertainty and both deterministic and nondeterministic ply thicknesses, as well as considering CNF partially aligned with the long
fibers and both deterministic and non-deterministic ply thicknesses. Solutions considering
partial alignment of the CNF were also compared for two belief structures describing the
orientation of CNF.
Mixed or limited uncertainties present in the optimization of the CSP resulted in a
variety of optimum solutions for the CSP. The computation time for a solution was seen
to increase as epistemic and aleatory uncertainties were added to the problem both
individually and together; however, the Bayesian approximation of a belief structure
represented only a small fraction of the increase in solution time. Inclusion of partial
alignment of the CNF through Bayesian updating of a belief structure resulted in reduced
weight of the CSP, while uncertainty in ply thicknesses produced a more conservative
solution. These results effectively demonstrate both the importance of accounting for
uncertainty in engineering design and the efficiency of the Bayesian updating approach in
integrating epistemic uncertainty with non-deterministic design optimization.
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There are numerous opportunities for further investigation within this research.
The investigation of the Bayesian-based approximations of a belief structure can be
significantly expanded. For example, only one form of the beta distribution was
considered for the error distributions. Additional comparisons using a variety of shapes
from the beta distribution could provide a better approximation for asymmetric parent
distributions. The link between Bayesian-based approximations with a summation
likelihood function and the moments of mixtures approximations of mean and standard
deviation also requires additional investigation. The overall strategy of decomposition
with mixed uncertainties has numerous applications within engineering design. Of
particular interest is the area of Integrated Computational Material Engineering (ICME)
where decomposition is already a fundamental component. The differing impact of
uncertainties throughout the length scales in ICME also provides an interesting challenge
for the computation and propagation of uncertainty in the design, especially when
combined with optimization.
In addition to furthering the investigation and application of the Bayesian-based
approximations of belief structures, there are significant opportunities to improve the
model of the CSP used in this research. For example, the micro-mechanical model for
determining the enhanced properties of the polymer matrix assumes both even dispersion
and distribution of CNF and contains no penalty for increasing the volume fraction of the
CNF. The ability to account for uneven dispersion and distribution, especially as a
function of the volume fraction of CNF would greatly improve the micro-mechanical
model. Moreover, only the elastic properties of the CSP were considered throughout the
problem. The additional consideration of strength properties and failures would provide a
108

substantial increase in the completeness of the model. Finally, the number of
uncertainties considered in the CSP model can be significantly expanded to include nondeterministic material, loading, and dimensional properties as well as model
uncertainties.
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