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Abstract
Let G be the general linear group or the symplectic group over the complex numbers, and U be its
maximal unipotent subgroup. We study standard monomial theory for the ring of regular functions on G/U ,
called the flag algebra, using the philosophy of Gröbner bases and SAGBI bases combined with classical
invariant theory. From the realization of the flag algebra in a concrete polynomial setting, we obtain explicit
standard monomial bases for irreducible representations. We also recreate known combinatorics of Young
tableaux and Gelfand–Tsetlin patterns, and toric degenerations of flag varieties from the structure of leading
monomials.
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1. Introduction
Let G be a connected reductive complex linear algebraic group and UG be its maximal unipo-
tent subgroup, which is unique up to conjugacy. The ring of regular functions on G/UG, denoted
by R(G/UG) and called the flag algebra, has a special role in studying the representation theory
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of G:
R(G/UG)∼=
∑
λ∈Â+G
Vλ
where Â+G is the set of dominant characters of a maximal torus AG of G normalizing UG, and
Vλ is the irreducible representation with highest weight λ. Here we note that, by the theory of
highest weight, there is a bijection between Â+G and the set of equivalence classes of irreducible
rational representations of G. A finite presentation of this ring is known for every linear reductive
group G: the generators are given by a collection of bases for the fundamental representations
of G, and the relations consist of the kernels of the Cartan products Vωp ⊗Vωq → Vωp+ωq , where
ωk are fundamental weights [LT79,LT85].
We start our discussion by introducing three combinatorial objects, and study their associ-
ated semigroup structures and their relation to one another. Then we set up polynomial models
for representation spaces for GL(m) and Sp(2n). This allows us to calculate Cartan products or
straightening laws explicitly, and then we obtain standard monomial bases for individual repre-
sentations.
Let Mm,n be the space of m by n matrices. For the general linear group, focusing on its
polynomial representations, we begin with the UGL(n)-invariant subring of the coordinate ring
of Mm,n. Then as a GL(m)-module, it contains all irreducible polynomial representations ρDm
labeled by Young diagrams D with depth less than or equal to n:
C[Mm,n]UGL(n) ∼=
∑
d(D)n
ρDm
and, by setting m = n we can take it as a polynomial model for the flag algebra of GL(n). To
obtain the parallel results for the symplectic group, we take a quotient ring:
C[M2n,n]UGL(n)/JSp ∼=
∑
d(D)n
τD2n
by a graded ideal JSp =⊕D J D . Then we develop a relative theory of Sp(2n) embedded in
GL(2n) by computing a Gröbner basis for JSp. Our treatment of the flag algebra for Sp(2n)
provides an example for Gröbner basis theory in an algebra described by a SAGBI basis.
In our setting of flag algebras, the standard combinatorics of representations can be deduced
only from the structure of the leading monomials. Also, our treatment not only exhibits the
relation between the general linear group and the symplectic group, but also provides a simple,
unifying machinery studying a various results.
In particular, we study an explicit polynomial type standard monomial basis for GL(n) and
Sp(2n) discussed in a homological setting in [LMS79]. Gelfand–Tsetlin (GT) patterns, which
were originated from successive branchings of GL(k + 1) down to GL(k), can be obtained from
the distributive lattice structure of the generators of the flag algebra. Therefore, the toric va-
riety associated to GT patterns can be directly induced from the structure of the flag algebra.
By applying Gröbner basis theory in a subpolynomial algebra described by a SAGBI basis, we
can make GT patterns for Sp(2n) in a natural way, i.e., they are the quotients of GT patterns
for GL(2n) by the ideal generated by the symplectic form. This result confirms known results
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[KM05,MS05], Young tableaux and GT patterns for Sp(2n) (for example, [Be86] and [Pr94]),
and also reproduces the toric degeneration of the flag variety for Sp(2n) given in [Ke05]. Using
the same approach, a corresponding theory for the even and odd orthogonal groups can be stud-
ied [Ki06]. We hope that our results present a more explicit picture on standard monomial theory
and combinatorial representation theory for classical groups.
Let us give a brief historical background for standard monomial theory and toric degenera-
tions. Standard monomial theory was created by Hodge [Hod43,HP68] in order to study the flag
manifold for algebraic geometry, then was gradually refined, notably by De Concini, Eisenbud
and Procesi with their abstract formulation of the structure supporting it [DEP80,DEP82]. The
subject has come to be called standard monomial theory, since the basis elements for an algebra
are monomials in generators.
For a collection of representation spaces, one can consider the sum of the zeroth cohomology
of line bundles Lλ on the flag variety G/B for a Borel subgroup B of G and λ ∈ Â+G:
∑
λ∈Â+G
H 0(G/B,Lλ).
The special types of bases with desired properties for the vector spaces H 0(G/B,Lλ) and more
general spaces have been studied to acquire results on Schubert varieties by Lakshmibai, Musili,
Seshadri, and their collaborators in the spirit of standard monomial theory. For this direction, we
refer to [LLM98,La03,Mu03], and the references therein.
Sturmfels [Str95] shows that Grassmann varieties are toric deformations by using subalgebra
bases arguments which can be generalized for the flag variety [MS05]. By using Hibi algebras,
Gonciulea and Lakshmibai [GL96] show that the flag manifold SL(n,C)/B and Schubert va-
rieties have flat degenerations to toric varieties, and this theme has been strongly developed
since their work. Kogan and Miller [KM05] show that such toric varieties can be encoded by
Gelfand–Tsetlin polytopes. Using Lusztig’s canonical basis and a filtered structure of represen-
tation spaces, Caldero [Ca03] shows that toric degenerations of Schubert varieties of all types of
semisimple Lie groups are possible.
2. Tableaux, exponents, and patterns
In this section, we study three families of combinatorial objects and their associated semi-
group structures which will be used to investigate flag algebras.
2.1. Tableaux
A shape or Young diagram is a left-justified array of boxes with weakly decreasing row
lengths. We identify a shape with its sequence of row lengths D = (l1, l2, . . .). The following
example shows the shape of D = (8,5,3,3,1):
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shape D over its main diagonal that slants down from upper left to lower right, then we obtain
its conjugate Dt . With the previous example, we have d(D)= 5 and Dt = (5,4,4,2,2,1,1,1).
A standard tableau (or more commonly called a semistandard tableau) is a filling of a shape
with positive integers such that entries in rows are non-decreasing from left to right and entries
in columns are strictly increasing from top to bottom. Let T(m,n) denote the set of all standard
tableaux whose shapes have less than or equal to n rows and whose entries are from {1,2, . . . ,m}.
If m= n then, we use TGL to denote T(n,n) where GL = GL(n).
2.2. Exponents
Our second collection of combinatorial objects is a subsemigroup of Zmn. It will turn out to
be the set of exponents of leading monomials of some special polynomials.
Definition 2.1. An exponent of type (m,n) is an array of non-negative integers (ai,j ∈ Z: 1 
i m; 1 j  n) satisfying the conditions:
ai,j = 0 for i < j, and (2.1)
p−1∑
l=1
al,j 
p∑
l=1
al,j+1 for all non-zero ap,j+1. (2.2)
Let E(m,n) denote the set of all exponents of type (m,n). If m = n, then we use EGL instead of
E(m,n) where GL = GL(n).
We note that E(m,n) is a subsemigroup of Zmn under the usual addition. Since two conditions
(2.1) and (2.2) defining exponents are linear, α + β is an exponent of type (m,n).
Proposition 2.2. For m n, there is a bijection between T(m,n) and E(m,n).
Proof. For a standard tableau T in T(m,n), let us consider αT = (ai,j ) ∈ Zmn where ai,j is the
number of i’s appearing in the j th row of T . Since the entries of each row of T are in weakly
increasing order, αT = (ai,j ) determines T . Since the entries in T are strictly increasing along
the column the entries in the j th row of T are greater than or equal to j . Therefore, αT = (ai,j )
satisfies the condition (2.1). Let p be in the ith column and the (j + 1)th row of T such that the
entry in the (i+1)th column and the (j +1)th row is strictly greater than p. Then since the entry
in the ith column and the j th row of T is strictly smaller than p, the number of entries not greater
than p − 1 in the j th row is greater than or equal to i which is the number of entries not greater
than or equal to p in the (j + 1)th row. Therefore αT = (ai,j ) satisfies the condition (2.2). For
α = (ai,j ) ∈ E(m,n), if we form a tableau Tα with ai,j i’s in the j th row such that the entries of
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of the mapping T → αT . 
2.3. Patterns
Gelfand–Tsetlin (GT) patterns are originally designed to label weight vectors stable under
successive branchings of GL(n) down to GL(n−1)×GL(1), GL(n−1)×GL(1) down to GL(n−
2)×GL(1)×GL(1), . . . , and GL(2)×GL(1)n−1 down to GL(1)n [GT50]. In this paper, we want
to understand GT patterns as order preserving maps defined on the following poset.
Definition 2.3. The GT poset of GL = GL(n) is
ΓGL = {ti,j : 1 i  n; 1 j  n+ 1 − i}
with interlacing conditions: ti,j  ti+1,j  ti,j+1. We will draw it as
t1,1 t1,2 · · · · · · t1,n−1 t1,n
t2,1 t2,2 · · · t2,n−1
t3,1 · · · · · · t3,n−2
. . . · · ·
tn−1,1 tn−1,2
tn,1
with ti,j are decreasing from left to right along diagonals. The element ti,j is in the j th position
of the ith row, thus we will call (tk,1, tk,2, . . . , tk,n+1−k) the kth row of ΓGL.
A GT pattern for GL(n) is an order preserving map from the GT poset to the set of non-
negative integers:
φ :ΓGL → Z.
We let PGL denote the set of all GT patterns for GL = GL(n), then PGL is a semigroup with
function addition as its multiplication.
Remark 2.4. By identifying GT patterns with their images, our definition is equivalent to the
usual definition of GT patterns. The well-known conversion procedure between standard tableaux
and GT patterns (e.g., [GW98,Ho95]) provides a bijection between TGL and PGL.
Let us consider the set QGL of all non-zero GT patterns whose images are in {0,1}. Then we
can identify ζ ∈QGL with the characteristic function χA on A= ζ−1(1)⊂ ΓGL, i.e.,
QGL =
{
ζ ∈ PGL: ζ(ΓGL)⊂ {0,1}
}
,
ζ = χA where A= ζ−1(1).
Since GT patterns are order preserving maps, every element in QGL is a characteristic function
χA on an order increasing subset A of ΓGL, i.e., x ∈ A and x  y imply that y ∈ A. We also
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increasing subsets of ΓGL. The following result is studied in [Ho05].
Proposition 2.5. The semigroup PGL is the quotient of the free commutative semigroup with
generators QGL by the relations χU + χV = χU∩V + χU∪V for every pair of order increasing
subsets U and V of ΓGL.
Proof. For a given GT pattern ϕ :ΓGL → Z, let {i1 > i2 > · · · > im} be all the positive integers
in the image of ϕ. Then we can express ϕ as a sum of GT patterns whose images are in {0,1}:
ϕ =
m∑
k=1
ckζk (2.3)
where the support of ζk is the union of ϕ−1({j}) for ik  j  i1, and ck = ik − ik+1 for 1 k 
m− 1 and cm = im. Note that the coefficients ck satisfy ∑ml=k cl = ik for 1 k m. Therefore,
PGL is generated by QGL. Moreover, in the expression (2.3) of ϕ, we have ζ−1k (1) ⊂ ζ−1k′ (1) for
k < k′. Let us identify ζk with the character function χAk on Ak = ζ−1k (1).
Now we want to show that any sum of GT patterns can be expressed, only by using relations
χU + χV = χU∩V + χU∪V , as a sum ϕ =∑mk=1 ckχAk of character functions χAk ∈QGL whose
supports form a chain, i.e., A1 ⊂A2 ⊂ · · · ⊂Am. The relation χU +χV = χU∩V +χU∪V clearly
holds for every pair of order increasing subsets U and V of ΓGL. By induction, it is enough to
show
∑m
k=1 ckχAk +χB can be expressed as a sum of character functions whose supports form a
chain. If B is comparable with every Ak , i.e., either B ⊂Ak or B ⊃Ak , then we have nothing to
prove. Suppose that Al+1 is the smallest set among {Ak} such that B ⊂Al+1, i.e., Al is the largest
set which is not comparable with B . Then we can apply the relation χAl + χB = χAl∩B + χAl∪B
in the sum ϕ + χB to obtain
ϕ + χB =
l−1∑
k=1
ckχAk + χAl + χB + (cl − 1)χAl +
m∑
k=l+1
ckχAk
=
l−1∑
k=1
ckχAk + χAl∩B + (cl − 1)χAl + χAl∪B +
m∑
k=l+1
ckχAk .
We note that Al ∩ B ⊂ Al ⊂ Al ∪ B ⊂ Ak for k > l. Hence, in our new expression, the largest
set in {Ak,Al ∪ B: 1  k  m} which is not comparable with Al ∩ B should be an element in
{Ak: 1 k  l− 1}. By the induction argument on l, this shows that ϕ +χB can be expressed as∑
k c
′
kχA′k with A
′
k ⊂A′k′ for k < k′ by using relations χU + χV = χU∩V + χU∪V . 
Proposition 2.6. The semigroup of patterns PGL is isomorphic to the semigroup of expo-
nents EGL.
Proof. Let us define a map h :PGL → EGL mapping GT pattern φ :ΓGL → Z to
αφ = (a1,1, a1,2, . . . , an,n) ∈ Zn2
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otherwise. It is clear that h is a semigroup homomorphism. The bijectivity of h can also be
shown directly. Here for the simplicity of proof, we will refer to the connection of patterns and
exponents with tableaux. From the well-known conversion procedure between standard tableaux
and GT patterns, given in for example [GW98] or [Ho95], the number ap,q defined in this way
is equal to the number of p in the qth row of the tableau corresponding to the GT pattern φ.
Therefore, by using Proposition 2.2, h is bijective. 
3. Semigroup of tableaux and GT poset
In this section, we define a semigroup structure on tableaux which is compatible with the
semigroup of exponents and the semigroup of patterns. It turns out that elementary lattice the-
ory is a nice tool to study such structure. Let us begin by introducing some terminologies with
notations and refer to [Gr98] or [Sta97] for more details.
3.1. Lattice of column tableaux
Let P be a partially ordered set (poset). If there is an element which is smaller than or equal
to every element of P , then we call it the zero element. For two disjoint posets, P and Q, the
linear sum P ⊕Q is defined by taking the following order relation on P ∪Q: x  y if x, y ∈ P
and x  y in P ; or x, y ∈Q and x  y in Q; or x ∈ P and y ∈Q. A linear extension of a partial
order  on P is a total order  on P compatible with ; that is, for all x, y ∈ P either x  y or
y  x, and x  y implies x  y.
A lattice is a poset L such that every pair {x, y} of elements has a least upper bound ( join)
x ∨ y and a greatest lower bound (meet) x ∧ y. If a lattice L satisfies the following distributive
laws, then we call L a distributive lattice: x ∨ (y ∧ z) = (x ∨ y) ∧ (x ∨ z) and x ∧ (y ∨ z) =
(x ∧ y) ∨ (x ∧ z) for all x, y, z in L. For a distributive lattice L, J (L) denotes the subposet of
L consisting of all non-zero join-irreducible elements, i.e., elements which cannot be expressed
as the join of two different elements. For a poset P , we call A ⊆ P decreasing (or hereditary) if
x ∈ A and y  x imply that y ∈ A. Let H(P ) denote the poset of all decreasing sets in P with
the order given by the set inclusion: for U,V ∈ H(P ), U  V if U is a subset of V . Note that
H(P ) is a distributive lattice with ordinary intersection and union of sets as lattice operations:
for U,V ∈H(P ), U ∧ V =U ∩ V and U ∨ V =U ∪ V .
The following theorem is called the fundamental theorem for finite distributive lattices, or
Birkhoff’s theorem.
Theorem 3.1. (See Theorem 3.4.1 in [Sta97].) Let L be a finite distributive lattice. Then there is
a unique (up to isomorphism) finite poset P for which L is order isomorphic to the lattice H(P )
of decreasing sets of P . Moreover, P can be given by the subposet J (L) of join-irreducibles of L.
Let us consider the set of standard tableaux whose shapes are columns and whose entries are
from {1,2, . . . ,m}:
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Note that L(m,n) ⊂ T(m,n). For typographical convenience, we will use the row notation
I = [i1, i2, . . . , ip] for the elements of L(m,n), and call I the column tableau with entries
{i1, i2, . . . , ip}. We also use the notation (I )r to indicate the r th entry ir of I . If m = n, then
we use LGL for L(n,n) where GL = GL(n).
Definition 3.2. The tableau order  is a partial order on L(m,n) defined as follows: for I =
[i1, i2, . . . , ip] and J = [j1, j2, . . . , jq ] in L(m,n), I  J if p  q and ir  jr for all 1 r  q .
Remark 3.3. We note that the columns of a tableau correspond to a finite sequence of elements in
L(m,n), and a finite sequence of column tableaux ordered by their size corresponds to a tableau.
Given a standard tableau T ∈ T(m,n), the columns of T form a chain in L(m,n) with respect to
the tableau order, i.e., the columns of T form a set of totally ordered column tableaux allowing
repetition. Conversely, every chain {I1  I2  · · ·  Il} in L(m,n) corresponds to a standard
tableau whose columns are I1, I2, . . . , Il . Therefore, we have a bijection between T(m,n) and the
set of chains in L(m,n).
Lemma 3.4. The poset (L(m,n),) of column tableaux is a distributive lattice.
Proof. Let two elements of L(m,n), I = [i1, i2, . . . , ip] and J = [j1, j2, . . . , jq ] with p  q
be given. We want to find their meet I ∧ J and their join I ∨ J in L(m,n). Let us set I ∧
J to be the column tableau of depth p with entries (I ∧ J )l = min{il , jl} for 1  l  q and
(I ∧ J )l = il for l  q+1; and I ∨J to be the column tableau of depth q with entries (I ∨J )l =
max{il , jl} for 1 l  q . It can be easily checked that they are the greatest minimum and the least
maximum, hence L(m,n) is a lattice. For I , J and K in L(m,n), using min{il ,max{jl, kl}} =
max{min{il , jl},min{il , kl}}, it is easy to show I ∧ (J ∨ K) = (I ∧ J ) ∨ (I ∧ K). Similarly,
we have I ∧ (J ∨ K) = (I ∧ K) ∨ (J ∧ K). This shows that (L(m,n),∧,∨) is a distributive
lattice. 
3.2. Semigroup of tableaux
Using Lemma 3.4, we give the set of tableaux a semigroup structure compatible with the
tableau order in L(m,n).
Definition 3.5. The semigroup of tableaux L(m,n) is the quotient of the free commutative semi-
group with generators L(m,n) by the relations I · J = (I ∧ J ) · (I ∨ J ) for all incomparable
pairs {I, J } in L(m,n). Multiplication becomes concatenation:
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From Remark 3.3, every product of elements in a chain {I1  I2  · · ·  Il} ⊂ L(m,n) is a
standard tableau. In fact, every element in L(m,n) is congruent to a standard tableau:
Proposition 3.6. The standard tableaux form a system of representatives for the semigroup of
tableaux L(m,n).
Proof. Let a product
∏l
i=1 Ii of column tableaux be given. If {I1, I2, . . . , Il} is not a chain in
L(m,n), then we can find an incomparable pair {Ia, Ib} and replace them with {Ia ∧ Ib, Ia ∨ Ib}
by using the relation Ia · Ib = (Ia ∧ Ib) · (Ia ∨ Ib) in L(m,n). If we have a standard tableau after
this replacement, then we are done. If not, we can replace a next incomparable pair {Ia′ , Ib′ } with
{Ia′ ∧ Ib′ , Ia′ ∨ Ib′ }. We continue this process until every pair of column tableaux is comparable.
At each step, Ia is replaced by the strictly smaller column tableau Ia ∧ Ib . Since there are only a
finite number of elements in L(m,n), the process terminates in finitely many steps. 
For a given finite distributive lattice D, let us consider a polynomial algebra C[Xα: α ∈ D]
with indeterminates labeled by D and its ideal ID generated by elements XαXβ − Xα∧βXα∨β
for all incomparable pairs {α,β} of D. Then the quotient algebra C[Xα: α ∈D]/ID is called the
Hibi algebra on D [Hi87]. Let us consider the semigroup algebra C[L(m,n)] generated by the
semigroup L(m,n) of tableaux over the complex numbers, and the algebra homomorphism
ϕ :C
[
XI : I ∈ L(m,n)
]→ C[L(m,n)]
defined by ϕ(XI ) = I . Then the kernel of ϕ is generated by XIXJ −XI∧JXI∨J for all incom-
parable pairs {I, J } of L(m,n). This leads us to the following lemma.
Lemma 3.7. The semigroup algebra C[L(m,n)] is isomorphic to the Hibi algebra on L(m,n).
3.3. GT poset and J (LGL)
Our next task is to find the relation between the GT poset ΓGL (Definition 2.3) and the dis-
tributive lattice LGL = L(n,n) of column tableaux in the sense of the fundamental theorem for
finite distributive lattices (Theorem 3.1). Since we will impose a partial order induced from LGL
on the generating set of the flag algebra for the general linear group or the symplectic group, the
relation between ΓGL and LGL may explain why the flag algebra can be naturally described in
terms of GT patterns.
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tableaux and GT patterns whose images are in {0,1}:
(i) From tableaux to patterns: for a given column tableau I = [i1, i2, . . . , ip], we define the
corresponding GT pattern φI : ΓGL → {0,1} as follows. For the first row of ΓGL = {ti,j }, the
number of entries in I less than or equal to n being p, we define φI (t1,j )= 1 for 1 j  p; and
φI (t1,j ) = 0 for j > p. For the ath row of ΓGL, let the number of entries in I less than or equal
to n− a + 1 be qa . Define φI (ta,j )= 1 for 1 j  qa ; and φI (ta,j )= 0 for j > qa .
(ii) From patterns to tableaux: for a given GT pattern φ :ΓGL → {0,1}, let N(a) de-
note the largest number in {j : φ(ta,j ) = 1}. Then N(a) is the number of 1’s in the image
(φ(ta,1),φ(ta,2), . . . , φ(ta,n+1−a)) of the ath row of ΓGL. The corresponding column tableau
Iφ is of depth N(1) and has entries
(Iφ)k = min
{
n− a + 1: N(a)= k}
for 1 k N(1).
Theorem 3.8. The GT poset ΓGL is order isomorphic to J (LGL)⊕ {t11}.
Proof. For every surjective order preserving map from ΓGL to {0,1}, its inverse image of {0} is
a decreasing subset of ΓGL which is not all of ΓGL. On the other hand, for a given decreasing
set S of ΓGL with S = ΓGL, we have a surjective order preserving map f such that f (x) = 0 if
x ∈ S, and f (x) = 1 otherwise. Therefore, every proper decreasing set of ΓGL is given by a GT
pattern whose images are in {0,1}. Using the bijection between column tableaux and GT patterns
whose images are in {0,1} explained above, we want to construct an order isomorphism between
column tableaux and the decreasing sets of ΓGL.
For I ∈ LGL, let φI be the corresponding GT pattern. We set NI (a)= max{j : φI (ta,j )= 1} as
introduced in the conversion procedure from patterns to tableaux. Consider two column tableaux
I = [i1, i2, . . . , ip] and J = [j1, j2, . . . , jq ] with I  J , i.e., p  q and ik  jk for 1  k  q .
Then since ik  jk , we have
min
{
n− a + 1: NI (a)= k
}
min
{
n− a + 1: NJ (a)= k
}
,
or equivalently,
max
{
a: NI (a)= k
}
max
{
a: NJ (a)= k
}
.
This implies that NI (a)NJ (a) for 1 a  n. Since NI (a) is the number of 1’s in the image
(φI (ta,1),φI (ta,2), . . . , φI (ta,n+1−a)) of the kth row, we have φ−1I (1) ⊃ φ−1J (1). Therefore, we
have φ−1I (0) ⊂ φ−1J (0). For the column tableau K = [n], we have I  K for all I ∈ LGL, and
φ−1K (0)= ΓGL\{t11}. Thus φ−1I (0)⊂ ΓGL\{t11} for all I ∈ LGL.
Moreover, since the conversion procedure from column tableaux to GT patterns whose im-
ages are in {0,1} is bijective, the map from LGL to ΓGL\{t11} sending I to φ−1I (0) is an order
isomorphism:
LGL →H
(
ΓGL\{t11}
)
,
I → φ−1I (0).
With Theorem 3.1, this shows that J (LGL) ΓGL\{t11}. Hence J (LGL)⊕ {t11}  ΓGL. 
544 S. Kim / Journal of Algebra 320 (2008) 534–568Example 3.9. The case for n= 4 is given in Appendix A.
Next we want to describe the elements in J (LGL), i.e., join-irreducible elements of LGL.
Proposition 3.10. Let A ∈ LGL be a column tableau of depth r with r < n which is a join of two
incomparable elements in LGL. Then A satisfies at least one of the following conditions:
(1) if (A)r < n, then there exists k such that k < (A)k with 1 k  r ; or
(2) there is k with 1 k < r such that k < (A)k and (A)k+1 − (A)k  2.
Conversely, any element A ∈ LGL satisfying (1) or (2) is a join of two incomparable elements
in LGL.
Proof. Let us suppose that I = [i1, i2, . . . , ip] and J = [j1, j2, . . . , jq ] are incomparable in LGL.
Then there are two possibilities:
(a) p > q and the entries js are less than or equal to is for 1 s  q but not all js is equal to is ;
or
(b) there is a pair {s, t} with 1 a < bmin{p,q} such that ia < ja and ib > jb , or ia < ja and
ib > jb .
For the case (a), since the entries of I and J are strictly increasing, i.e., i1 < i2 < · · ·< ip and
j1 < j2 < · · ·< jq , we have s  js  is for 1 s  q . Since there is t such that jt < it , we have
t < it < it+1 < · · · < iq . Therefore we have q < iq . Let us set A = I ∨ J . Then d(A) = q and
(A)s = max{is , js} = is for 1 s  q . Since q < iq < iq+1  n, A satisfies the condition (1).
Let us consider the case (b) with ia < ja and ib > jb . The other case can be proved in the same
way. We can assume that v is the smallest number such that iv+1 > jv+1. If we set A = I ∨ J
then d(A) = min{p,q} and (A)s = max{is, js} for 1  s  min{p,q}. In particular, we have
(A)s = js for 1  s  v and (A)v+1 = iv+1. Since iv  jv < jv+1 < iv+1, we have (A)v+1 −
(A)v = iv+1 − jv  2. As we noted in the previous case, since entries in I and J are strictly
increasing, ik and jk are greater than or equal to k. Moreover, since we have a  ia < ja , we
have a < ja < ja+1 < · · · < jv . Accordingly we have v < jv . This shows that A satisfies the
condition (2).
To prove the converse statement, for A ∈ LGL satisfying (1) or (2), we should find two incom-
parable elements I and J such that A= I ∨ J , which we already described. 
Corollary 3.11. The set of join-irreducible elements in LGL consists of the following column
tableaux:
[1,2, . . . , r, s, s + 1, . . . , n] for 1 r < s  n, s − r  2;
[1,2, . . . , p] for 1 p  n− 1;
[q, q + 1, . . . , n] for 2 q  n− 1.
Let us separate the argument used in the proof of Theorem 3.8.
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H(ΓGL\{t11}) of decreasing subsets of ΓGL\{t11}. The map sending I to φ−1I (0) provides an
order isomorphism.
Since taking a maximal chain of elements in H(ΓGL\{t11}) is equivalent to taking a linear
extension of ΓGL, we have the following corollary.
Corollary 3.13. There is a bijection between the maximal chains of LGL and the linear extensions
of the GT poset ΓGL.
3.4. Semigroup algebra of GT patterns
Now let us consider the semigroup algebra C[PGL] generated by GT patterns for GL(n) over
the complex numbers. Recall that by Proposition 2.5, the set QGL of GT patterns whose images
are in {0,1} generates C[PGL]. Let us give a partial order  on QGL as follows: ζi  ζj if
ζ−1i (0) ⊂ ζ−1j (0) for ζi, ζj ∈ QGL. Then from Proposition 3.12, QGL is order isomorphic to
LGL. Therefore, we have the following corollary.
Corollary 3.14. The semigroup algebra C[PGL] of GT patterns is isomorphic to the semigroup
algebra C[LGL] of tableaux. In particular, C[PGL] is isomorphic to the Hibi algebra on LGL.
3.5. Simplicial decomposition of GT cone
Let us consider the set of all order preserving non-negative real valued functions C(R+Γ )
on the GT poset Γ = (ΓGL,). Then C(R+Γ ) is a convex cone in the vector space RΓ of real
valued functions on Γ and the set of all GT patterns forms the integral points in the cone. Let
Cη(R+Γ ) be the set of all mappings compatible with the linear extension <η of  in Γ . In other
words, C(R+Γ ) consists of the maps f from Γ to the set R+ of non-negative real numbers
such that tb <η tb implies f (ta) <η f (tb). In the following theorem, we say that Cη(R+Γ ) is a
simplicial cone in that it is spanned by a basis of RΓ . The following result is studied in [Ho05].
See also §4.5 in [Sta97].
Theorem 3.15. We have the simplicial decomposition: C(R+Γ ) = ⋃η Cη(R+Γ ) where the
union is over all the linear extensions <η of  in Γ .
Proof. First, we want to show that Cη(R+Γ ) are simplicial cones. For the given linear extension
η of, we have the chain tm <η tm−1 <η · · ·<η t1 of all elements of Γ , where m= |Γ | = n(n+1)2 .
For 1 k m, let us define
θk(tj )= 1 for all j  k; and θk(tj )= 0 otherwise.
Then we observe that {θk} is a basis of R+Γ , and {θk} ⊂ C(R+Γ ). For f ∈ R+Γ , we can write
f = f (t1)θ1 +
m∑
f (tk)(θk − θk−1)=
m−1∑(
f (tk)− f (tk+1)
)
θk + f (tm)θm.k=2 k=1
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Now we want to prove the equality C(R+Γ ) =⋃η Cη(R+Γ ). One side of the inclusion is
easy to see, since C(R+Γ ) ⊃ Cη(R+Γ ) for all the linear extensions η of . For the other di-
rection, let f ∈ C(R+Γ ) be given. Since f is a GT pattern, we can find a standard tableau
I1  I2  · · ·  Id corresponding to f . Hence we can find a maximal chain in LGL contain-
ing {I1, I2, . . . , Id}, and by Corollary 3.13 we can find the corresponding linear extension η of
(ΓGL,) such that f ∈ Cη(R+Γ ). 
After studying standard monomial theory for the flag algebra, we will explain that this simpli-
cial decomposition provides a decomposition of the flag algebra into its polynomial subalgebras.
4. Standard monomial theory for C[Mm,n]Un and toric degeneration
Standard monomial theory for the coordinate rings of flag varieties and their toric degenera-
tions have been studied in [GL96,MS05]. Some of our treatment in this topic is similar to [MS05].
However, we give full details, because it will be basic to the rest of the paper including the case
for the symplectic group. We also discuss the role of tableaux and GT patterns in representation
theory in their connection with explicit bases of representation spaces without referring to any
results from algebraic combinatorics.
4.1. Standard monomial theory
Let An ⊂ GL(n) be the group of diagonal matrices and Un ⊂ GL(n) be the group of up-
per triangular unipotent matrices. For each D = (l1, l2, . . . , ln) ∈ Zn, we can find the character
of An = {diag(a1, a2, . . . , an)} given by diag(a1, a2, · · · , an) → al11 al22 · · ·alnn . Then the semi-
group Â++n of dominant polynomial weights for GL(n) can be identified with {(l1  l2  · · ·
ln  0) ∈ Zn} or the set of Young diagrams with less than or equal to n rows.
Let V and W be vector spaces over the complex numbers whose dimensions are m and n
respectively with m n. Then V ⊗W is naturally a GL(V )× GL(W) module. By fixing bases
of V and W , we may identify V ∗ ⊗W ∗ with the space of m by n matrices Mm,n = {(zi,j ): 1
i  m; 1  j  n} with the action of GL(V ) × GL(W) on Mm,n by (g, g′)(T ) = (gt )−1T g′−1
for g ∈ GL(V ), g′ ∈ GL(W), and T ∈ Mm,n. Then GL(V )× GL(W) acts on the coordinate ring
C[Mm,n] of Mm,n by (
(g, g′)f
)
(T )= f ((gt)T g′).
Observe that Â++n is isomorphic to the set of all dominant polynomial weights of depth less
than or equal to n in Â++m . We let ρDm denote the irreducible representation of GL(m) with highest
weight D. The following result is known as the GL(m)–GL(n) duality. See, for example, [GW98,
Ho95].
Theorem 4.1. As a GL(m)× GL(n)-module,
C[Mm,n] =
∑
D
ρDm ⊗ ρDn
where the sum is over all D = (l1  l2  · · · ln  0).
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of Un:
C[Mm,n]Un =
∑
d(D)n
ρDm ⊗
(
ρDn
)Un.
Then since ρDn is irreducible, (ρDn )Un is the one-dimensional space spanned by its highest weight
vector. Thus as a GL(m)-module, we have
C[Mm,n]Un =
∑
d(D)n
ρDm (4.1)
where the sum is over all irreducible polynomial representations ρDm of GL(m) with the depth
d(D) of diagrams less than or equal to n.
Remark 4.2. Since An normalizes Un, the action of An on C[Mm,n] stabilizes C[Mm,n]Un . The
group An acts on (ρDn )Un by the character diag(a1, . . . , an) → al11 · · ·alnn given by D = (l1 
l2  · · ·  ln  0), thus ρDm  ρDm ⊗ (ρDn )Un is the space of An-eigenvectors of weight D in
C[Mm,n]Un . Hence, if f ∈ ρDm and g ∈ ρD′m then fg ∈ ρD+D′m , and the C-algebra C[Mm,n]Un is
graded by the semigroup of dominant polynomial weights Â++n .
Now we want to identify a finite set of generators for C[Mm,n]Un . First, let us consider the
pth fundamental representation
∧p Cm of GL(m). The Young diagram corresponding to the pth
fundamental representation is (1,1, . . . ,1) ∈ Zp , that is, p rows with one box in each row. The
standard basis {ei : 1 i m} of Cm gives a basis {eI = ei1 ∧ ei2 ∧ · · · ∧ eip } of
∧p Cm for all
p-element subsets I = {1  i1 < i2 < · · · < ip  m} of {1,2, . . . ,m}, and the standard tableau
corresponding to eI has entries {1 i1 < i2 < · · ·< ip m}:
eI = ei1 ∧ ei2 ∧ · · · ∧ eip ↔ I = [i1, i2, . . . , ip].
Observe that eI is a weight vector and the weight of eI is equal to the weight (c1, c2, . . . , cm) of
the corresponding tableau I where cl = 1 if l = ir for some r , and cl = 0 otherwise.
Given T = (ta,b) ∈ Mm,n and I = [i1, i2, . . . , ip] ∈ L(m,n), we define δI (T ) to be the minor
of T with the i1, i2, . . . , ip th rows and the 1,2, . . . , pth columns:
δI (T )= det
⎡⎢⎢⎣
ti11 ti12 · · · ti1p
ti21 ti22 · · · ti2p
...
...
. . .
...
tip1 tip2 · · · tipp
⎤⎥⎥⎦ .
Then we have δI ∈ C[Mm,n] and since Un acts on Mm,n by left-to-right column operations,
δI ∈ C[Mm,n]Un .
Proposition 4.3. The set G = {δI : I ∈ L(m,n)} generates the C-algebra C[Mm,n]Un .
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GL(m) with d(D)  n, as a C-vector space, the Um-invariant subalgebra C[Mm,n]Um×Un is
spanned by (ρDm )Um :
C[Mm,n]Um×Un =
∑
d(D)n
(
ρDm
)Um.
Under the action of Am on the left, δ[1,2,...,p] is a highest weight vector of the pth fundamental
weight ωp of GL(m). Moreover, since every highest weight of GL(m) of depth less than or
equal to n is of the form D = a1ω1 + a2ω2 + · · · + anωn, the monomial ∏np=1 δap[1,2,...,p] in
{δ[1,2,...,p]: 1 p  n} is a highest weight vector of the irreducible representation ρDm . Therefore,
we have
n∏
p=1
δ
ap
[1,2,...,p] ∈
(
ρDm
)Um.
Since C[Mm,n]Un is the smallest GL(m)-stable subalgebra containing C[Mm,n]Um×Un and
{δI : I ∈ L(m,n)} spans a GL(m) stable space, C[Mm,n]Un is generated by G. 
We can turn the set of generators into a poset by using the tableau order on its indexing set.
Definition 4.4. We call
∏c
l=1 δIl ∈ C[Mm,n]Un a standard monomial, if a top-justified array of
indexing column tableaux {Il} can form a standard tableau, i.e., {Il} is a chain in L(m,n).
Theorem 4.5 (Standard monomial theory [Hod43,DEP80]). The standard monomials form a
C-vector space basis of the algebra C[Mm,n]Un .
Remark 4.6. (i) It is easy to relate the standard monomial basis for C[Mm,n]Un in Theorem 4.5 to
the individual members ρDm . Let
∏c
l=1 δIl ∈ C[Mm,n]Un be a standard monomial with I1  I2 · · · Ic. Then Dt = (d(I1), d(I2), . . . , d(Ic)) if and only if ∏cl=1 δIl ∈ ρDm . To prove this, from
Remark 4.2, it is enough to show that
∏c
l=1 δIl is a weight vector of An with weight D, which is
clear.
(ii) For I = [i1, i2, . . . , ip] ∈ L(m,n) and T ∈ Mm,n, since δI (T ) is an eigenvector under the
left action of Am = diag{a1, a2, . . . , am}:
Am · δI (T )= δI
(
AtmT
)
= ai1ai2 · · ·aipδI (T ),
the function δI ∈ C[Mm,n]Un is a weight vector under the action of GL(m) with the weight
λ :Am → C×:
λ
(
diag(a1, a2, . . . , am)
)= ai1ai2 · · ·aip
which is given by the entries of the column tableau I . Therefore, the standard monomial∏c
l=1 δIl ∈ C[Mm,n]Un labeled by the standard tableau I1  I2  · · ·  Ic is a weight vector
under the action of GL(m) with the weight given by the entries of the labeling standard tableau.
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among {δI : I ∈ L(m,n)}.
Definition 4.7. Let two incomparable column tableaux I and J from L(m,n) are given where
I = [i1, i2, . . . , ip] and J = [j1, j2, . . . , jq ] with p  q . Note that if l is the smallest number
such that il > jl , then j1 < j2 < · · · < jl < il < il+1 < · · · < ip , and A = {il , il+1, . . . , ip} and
B = {j1, j2, . . . , jl} do not intersect. The Garnir relation for δI δJ is
δI δJ = −
∑
σ
sgn(σ )δσ(I)δσ(J )
where the sum is over non-identity permutations σ in the symmetric group on A ∪ B chosen so
that the elements of I ∪J are increasing down the column tableaux σ(I) and σ(J ) whose entries
are {i1, . . . , il−1, σ (il), . . . , σ (ip)} and {σ(j1), . . . , σ (jl), jl+1, . . . , jq} respectively.
Note that if there is any repetition in the entries of σ(I) or in the entries of σ(J ), then the term
δσ(I)δσ(J ) does not appear in the sum of the Garnir relation. For the validity of the Garnir relation
among minors, we refer to §7.2 in [BH93]. The following proposition is known (for example
[BH93]), but we provide the details of its proof, since it is important to our later discussion.
Proposition 4.8. The standard monomials span C[Mm,n]Un as a C-vector space.
Proof. Since {δI : I ∈ L(m,n)} generates the algebra, we want to prove that any monomial in
{δI : I ∈ L(m,n)} can be expressed as a linear combination of standard monomials. First, we
want to show that any quadratic monomial can be expressed by a linear combination of quadratic
standard monomials. We want to apply the Garnir relation to δI δJ with the same notation intro-
duced in the definition. For a non-zero term δσ(I)δσ(J ) in the right-hand side of the relation, let
us set σ(I) = [x1, x2, . . . , xp] and σ(J ) = [y1, y2, . . . , yq ]. Since σ exchanges entries in I with
smaller ones in J to form σ(I) and σ(J ), we have σ(I) I and xk  yk for all 1 k  l. Induc-
tion on l will show that the successive applications of Garnir relations will give the presentation
of δI δJ =∑ rmδCmδDm as a linear combination of δCmδDm with Cm Dm and Cm ≺ I .
In general, if a given monomial
∏c
l=1 δIl is not standard, then we can find an incompara-
ble pair {Ia, Ib}. By replacing δIa δIb in
∏c
l=1 δIl with its standard monomial expression, we
have
∏c
l=1 δIl =
∑
h rh(
∏c
l=1 δJh,l ). If every non-zero summand
∏c
l=1 δJh,l is standard, then we
are done. Otherwise, we can replace a non-standard quadratic monomial factor with its stan-
dard monomial expression. We continue this process until all monomials are standard. Next, we
want to claim that this algorithm terminates in finitely many steps. We note that in the standard
monomial expression of quadratic monomial δI δJ =∑m rmδCmδDm , we have Cm ≺ I for all m.
Hence every newly generated monomial summand
∏c
l=1 δJh,l of
∏c
l=1 δIl is strictly smaller than∏c
l=1 δIl with respect to the following order:
∏c
l=1 δJl is smaller than
∏c
l=1 δIl if Jl ≺ Il for the
smallest l such that Il and Jl are different. Moreover, the diagram of the tableau with two columns
I and J is the diagram of the standard tableau Cm Dm for all m, and the entries in I and J is
the same as those in Cm and Dm. Thus the collection of entries of {Il} does not change for each
step of the algorithm. Since there are only a finite number of tableaux with a fixed diagram, this
algorithm terminates in finitely many steps. 
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standard monomials
δI δJ =
∑
m
rmδCmδDm
such that Cm Dm and Cm ≺ I for rm = 0.
To prove Theorem 4.5, with Proposition 4.8, it is enough to show that standard monomials
are linearly independent in C[Mm,n]Un . The linear independence of standard monomials can
be proved in various ways. Notes in §7 of [BH93] discuss this issue and introduce relevant
references. At this point, we recall the usual argument using algebraic combinatorics. For a given
diagram D, the dimension of the irreducible GL(m) representations ρDm with highest weight D
is equal to the number of standard tableaux of shape D (for example, [Su90]). Hence the number
of standard monomials labeled by standard tableaux of shape D is equal to the dimension of ρDm .
Since C[Mm,n]Un is the direct sum of GL(m) representations ρDm with d(D)  n and standard
monomials span C[Mm,n]Un as a C-space, we can conclude that standard monomials are linearly
independent. Later, by studying leading monomials of elements in C[Mm,n]Un with respect to
a monomial order on C[Mm,n], we will deduce the linear independence of standard monomials
without relying on this counting argument of standard tableaux.
By taking m= n in C[Mm,n]Un from (4.1), we have
C[Mn]Un =
∑
d(D)n
ρDn
where Mn =Mn,n and the sum is over all diagrams D with d(D) n thus all irreducible polyno-
mial representations of GL(n). To consider non-polynomial representations of GL(n), we should
also allow division by the one-dimensional determinant representation, but since all the irre-
ducible representations of GL(n) are polynomial representations up to tensoring by some powers
of the determinant representation, here we focus on polynomial representations. Therefore, our
discussion on the flag algebra can be reduced to the Un-invariant algebra C[Mn]Un .
4.2. Straightening laws
Let us add one more remark on standard monomial theory. We can interpret the relations
expressed in Remark 4.9 which are often called straightening laws (for example, [DEP82]) in
terms of the simplicial decomposition of GT cone discussed in Section 3.5. A simplicial cone
in C(R+Γ ) provides a polynomial subalgebra of R(GL/Un) which is generated by the ele-
ments labeled by column tableaux in the maximal chain of LGL corresponding to the cone. More
precisely, let us consider the simplicial cone Cη(R+Γ ) of a linear extension <η of  in Γ. From
Corollary 3.13, we have the maximal chain {Il} of LGL corresponding to the linear extension <η.
Consider the subalgebra Aη of R(GL/Un) generated by {δIl }. Then the algebra homomorphism
C[x1, x2, . . . , xc] →Aη given by xl → δIl is injective, since any monomials in {δIl } are standard
monomials in R(GL/Un), thus they are linearly independent. Hence for every linear extension
<η, Aη is a polynomial subalgebra of R(GL/Un).
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Next we study the leading monomials of elements in C[Mm,n]Un with respect to a term order
on C[Mm,n]. A term order on C[x1, x2, . . . , xl] is a total order on the monomials in xi satisfying
some simple properties. See, for example, [CLO96]. For details on Gröbner basis and SAGBI
basis theory, we refer to [Str95,RS90].
Definition 4.10. We define a total ordering on the coordinates za,b on Mm,n by za,i >d zb,j if
i < j , and za,i >d zb,i if a < b. The diagonal term order on C[Mm,n] is the graded lexicographic
order on C[Mm,n] with >. For an element f ∈ C[Mm,n], we let LM(f ) denote the leading
monomial of f with respect to the diagonal term order.
Let us denote by LM(f ) the leading monomial of f ∈ C[Mm,n]Un with respect to the diagonal
term order. The diagonal term order is used in [Str95] to study Grassmann varieties. In [MS05],
this analysis is extended to the full flag variety.
Next we want to determine the leading monomials of elements in C[Mm,n]Un with respect to
the diagonal term order. The following lemma can be checked easily.
Lemma 4.11. For I = [i1, i2, . . . , ip] ∈ L(m,n), the leading monomial LM(δI ) of the minor δI
with respect to the diagonal term order is zi1,1zi2,2 · · · zip,p .
Corollary 4.12. Distinct standard monomials have distinct leading monomials with respect to
the diagonal term order.
Proof. Given any standard monomial
∏c
l=1 δIl , suppose that LM(
∏c
l=1 δIl ) =
∏
i,j z
ai,j
i,j . Since
LM(
∏c
l=1 δIl )=
∏c
l=1 LM(δIl ), from the above lemma, ai,j indicates the number of i’s in the j th
row of the standard tableau I1  I2  · · · Ic. Since distinct standard monomials are labeled by
distinct standard tableaux, their leading monomials are distinct. 
Now, we can finish the proof of Theorem 4.5 without referring to any result on the cardinality
of standard tableaux.
Proof of Theorem 4.5. By Proposition 4.8, it is enough to show the linear independence of
standard monomials. Suppose that
∑l
a=1 caXa = 0 with non-zero coefficients ca , and distinct
standard monomials Xa . Since LM(Xa) are all distinct, LM(
∑l
a=1 caXa) is the maximum among
{LM(Xa): 1 a  l}, and it is not annihilated. This contradicts∑la=1 caXa = 0. Hence standard
monomials are linearly independent. 
Lemma 4.13. The collection of leading monomials of all elements of C[Mm,n]Un is the same as
the collection of leading monomials of standard monomials.
Proof. For f ∈ C[Mm,n]Un , we want to show that LM(f ) = LM(X) for some standard mono-
mial X. From Proposition 4.8, every element of C[Mm,n]Un can be expressed by a linear com-
bination of distinct standard monomials, and distinct standard monomials have distinct leading
monomials by Corollary 4.12. If
∑l
m=1 rmXm is the standard monomial expression of f with
rm = 0, then LM(f ) is the maximum among {LM(Xm): 1m l}. 
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Proposition 4.14. A monomial m=∏i,j zai,ji,j is a leading monomial of an element of C[Mm,n]Un
if and only if the exponents ai,j satisfy the inequalities
ai,j = 0 for i < j, and (4.2)
p−1∑
l=1
al,j 
p∑
l=1
al,j+1 for all non-zero ap,j+1. (4.3)
Remark 4.15. We note that the conditions (4.2) and (4.3) are the same as the conditions for the
exponents given in Definition 2.1.
Proof. Let m =∏i,j zai,ji,j be a leading monomial of an element in C[Mm,n]Un . We can assume
that m is the leading monomial of a standard monomial δI1δI2 · · · δIk by Lemma 4.13. Then
from Lemma 4.11, the exponent ai,j is the number of i’s in the j th row of the standard tableau
I1  I2  · · ·  Ik . For every column tableau Il , its j th entry is greater than or equal to j .
Therefore, we have ai,j = 0 for all i < j . This shows that the exponents ai,j satisfy (4.2). Sup-
pose that ap,j+1 > 0. Then there is at least one p in the (j + 1)th row of the standard tableau
I1  I2  · · ·  Ik . More precisely, the entry in the (j + 1)th row of the column Ic is p where
c =∑pl=1 al,j+1. Since entries in each column of I1  I2  · · · Ik are strictly increasing, the
entry in the j th row of the column Ic should be less than or equal to p − 1. Thus the number of
entries less than or equal to p − 1 in the j th row of the standard tableau should be greater than
or equal to c, that is,
∑p−1
l=1 al,j  c. This shows that the exponents ai,j satisfy (4.3).
To prove the other direction, let us consider a monomial m=∏i,j zai,ji,j with the exponents ai,j
satisfying the inequalities (4.2) and (4.3). We want to find a standard tableau I1  I2  · · · Ik
such that
m= LM(δI1δI2 · · · δIk ).
For 1  j  n, let us construct a standard tableau Rj of one row having ai,j i’s. Observe that
from the condition (4.2), the entries in Rj are greater than or equal to j . Suppose that ap,j+1 = 0.
If we set c =∑pl=1 al,j+1, then the cth column of Rj+1 has its entry p. The cth column entry of
Rj is less than or equal to p−1, because the number of entries less than or equal to p−1, which
is
∑p−1
l=1 al,j , is greater than or equal to c by the condition (4.3). Moreover, this shows that the
number of boxes in Rj is greater than or equal to that of Rj+1. Hence we have a standard tableau
I1  I2  · · · Ik whose j th row is Rj , and m= LM(δI1δI2 · · · δIk ). 
Definition 4.16. The leading monomial algebra S(m,n) of C[Mm,n]Un is the algebra generated by
the leading monomials of elements in C[Mm,n]Un with respect to the diagonal term order.
Proposition 4.17. The generating set {δI : I ∈ L(m,n)} is a SAGBI basis of the algebra
C[Mm,n]Un with respect to the diagonal term order. That is, S(m,n) is generated by {LM(δI ):
I ∈ L(m,n)}.
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a=1 caXa of distinct standard monomials Xa =
∏ma
j=1 δIa,j with ca = 0. Since Xa are distinct,
LM(Xa) are distinct by Corollary 4.12. Hence
LM(f )= max
{
LM(Xa)=
ma∏
j=1
LM(δIa,j ): 1 a  l
}
which is a monomial in {LM(δI ): I ∈ L(m,n)}. 
Since any leading monomial of C[Mm,n]Un is the leading monomial of a standard monomial,
the leading monomials of standard monomials span S(m,n) as a C-vector space. Since all leading
monomials of standard monomials are distinct, they form a C-basis of S(m,n).
Corollary 4.18. The leading monomials of standard monomials form a C-basis of S(m,n).
The relations among generators of S(m,n) can be described easily from multiplication of mono-
mials.
Lemma 4.19. For an incomparable pair {I, J } in L(m,n), there is a unique pair {U,V } with
U ≺ V such that LM(δI δJ )= LM(δUδV ).
Proof. If I = [i1, i1, . . . , ip] and J = [j1, j1, . . . , jq ] with p  q , then
LM(δI δJ )=
q∏
l=1
zil ,lzjl ,l
p∏
l=q+1
zil ,l .
Let us set U to be a column tableau of depth p with (U)l = min(il, jl) for 1 l  q and (U)l = il
for l  q + 1; and V to be a column tableau of depth q with entries (V )l = max(il, jl) for
1  l  q . Because of the equality {il , jl} = {(U)l, (V )l}, the row indices of za,b appearing in
LM(δI δJ ) and LM(δUδV ) are same. Hence LM(δI δJ ) = LM(δUδV ). The uniqueness follows
from Corollary 4.12. 
4.4. Semigroups and GT toric variety
Next we study S(m,n) as a semigroup algebra in terms of two combinatorial objects, tableaux
and GT patterns we studied in Section 2. As a result, we can define a toric variety presented by
GT patterns from the leading monomial algebra of C[Mn]Un . For affine toric varieties, semigroup
algebras, and monomial algebras, we refer to [Str95].
Recall that the leading monomial algebra SGL = S(n,n) of C[Mn]Un is generated by the finite
monomials {LM(δI ): I ∈ LGL} (Proposition 4.17). Since the semigroup EGL of exponents of
leading monomials is isomorphic to the semigroup PGL of GT patterns (Proposition 2.6), we
have the algebra isomorphism between the leading monomial algebra and the semigroup algebra
of GT patterns:
SGL  C[EGL]
 C[PGL].
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gebra. The GT toric variety for GL(n) is the affine scheme Spec(SGL) defined from the GT
semigroup algebra.
4.5. Degeneration of C[Mn]Un
To show that the GT semigroup algebra SGL is a flat degeneration of C[Mn]Un , we want to
construct a flat one-parameter family of C-algebras following the argument from [CHV96].
Let Z0 denote the set of all non-negative integers, and let R be the polynomial algebra
C[x1, x2, . . . , xl] over C in l indeterminates {x1, x2, . . . , xl}. For a vector α = (α1, α2, . . . , αl) of
positive integers, let us set the degree of xi to be αi for 1 i  l. The degree-filtration Fα of R
with respect to α is a Z0-filtration such that
Fαi R =
⊕
ji
Rj
where Rj is spanned by {∏li=1 xcii : ∑li=1 αici = j}. Thus we have a Z0-filtered structure for R:
R =
⊕
i∈Z0
Fαi R.
We will use the same notation Fα for the induced filtration of a C-subalgebra of R.
Lemma 4.21. (See Theorem 1.2 in [CHV96].) Let A be a C-subalgebra of the polynomial alge-
bra R = C[x1, x2, . . . , xl], and LMτ (A) be a C-algebra generated by the leading monomials of
elements in A with respect to a term order τ . If LMτ (A) is finitely generated, then there exists
a degree-filtration Fα on A such that LMτ (A) is equal to the associated graded algebra with
respect to Fα :
LMτ (A)= grFα (A).
Recall that the GT semigroup algebra SGL is the leading monomial algebra of C[Mn]Un with
respect to the diagonal term order. Let Fα be a degree filtration such that SGL = grFα (C[Mn]Un)
from the above lemma, and let us consider the Rees algebra
R=
⊕
i∈Z0
Fαi
(
C[Mn]Un
)
t i
with respect to Fα . Then from the fact that there is no t-torsion inR and by the following lemma,
R is a flat C[t] module.
Lemma 4.22. (See Corollary 6.3 in [Ei94].) Suppose that a ring R is a principal ideal domain
and M is an R module. Then M is flat as an R-module if and only if M is torsion free.
Moreover, from the general properties of Rees algebras, we have
(1) R[t, t−1] ∼= (C[Mn]Un)[t, t−1], and
(2) R/tR∼= grFα (C[Mn]Un)= SGL.
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Theorem 4.23. The GT semigroup algebra SGL is a flat degeneration of C[Mn]Un .
By understanding the flag algebra as a multi-homogeneous coordinate ring of the flag variety,
this shows that the flag variety is a deformation of the GT toric variety.
5. Standard monomial theory ofR(Sp/USp) and toric degeneration
We now show that results parallel to those developed above for GL(n) are also valid for
the symplectic group Sp(2n). First, we study the flag algebra R(Sp/USp) as a quotient ring of
C[M2n,n]Un by an ideal JSp. In spite of some new complications such as a Gröbner basis for an
ideal in a non-polynomial ring and a SAGBI basis for a quotient of a subring of a polynomial
ring, our realization of the flag algebra R(Sp/USp) as a quotient ring seems to be the correct
setting for the results.
A careful investigation of the fundamental representations of Sp(2n) provides us a concrete
description of generators of the ideal JSp which share the same properties that Gröbner bases
have for ideals of polynomial rings. After defining leading monomials of representative elements
in C[M2n,n]Un/JSp, we study the GT semigroup and the GT toric variety for Sp(2n) using the
analysis of the leading monomials. These turn out to be as effective and powerful as the case of
GL(n).
5.1. Polynomial model for R(Sp/USp)
Let us fix a basis {ei : 1  i  2n} of the vector space C2n and give the following skew
symmetric bilinear form 〈,〉 on the space:
〈e2i−1, e2i〉 = −〈e2i , e2i−1〉 = 1 for 1 i  n;
〈ea, eb〉 = 0 otherwise.
The general linear group GL(2n) acts on n-tuples of elements (v1, v2, . . . , vn) of vectors in C2n,
and the set of n-tuples (v1, v2, . . . , vn) can be identified with the space M2n,n = M2n,n(C) =
{zi,j }1i2n; 1jn of 2n by n matrices with
〈va, vb〉 =
n∑
l=1
z2l−1,az2l,b − z2l,az2l−1,b.
Then the symplectic group Sp = Sp(2n) of rank n is the subgroup of GL(2n) preserving 〈,〉.
A suitable maximal unipotent subgroup of Sp(2n) will be denoted by USp.
As an Sp(2n) module, the flag algebra R(Sp/USp) is the sum of all finite-dimensional irre-
ducible representations. Since every finite-dimensional irreducible representation τD2n of Sp(2n)
can be labeled by a Young diagram D = (l1  l2  · · · ln  0) of depth less than or equal to n
(§17 of [FH91]), we have
R(Sp/USp)∼=
∑
d(D)n
τD2n.
The usual ordering on dominant weights is used in the following result. See §17 of [FH91].
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weight D ∈ Â++2n contains the irreducible representation τD2n of Sp(2n) with highest weight D if
and only if d(D) n. If d(D) n, then as an Sp(2n) module, we have
ρD2n = τD2n ⊕J D
where J D consists of irreducible Sp(2n) representations in ρD2n whose highest weights are
strictly smaller than D.
Proposition 5.2. The flag algebra R(Sp/USp) is isomorphic to a quotient of the algebra
C[M2n,n]Un :
R(Sp/USp)∼= C[M2n,n]Un/JSp
where JSp =⊕D J D and the sum is over all D ∈ Â++2n with d(D) n.
Proof. Recall that from (4.1), the algebra C[M2n,n]Un contains exactly one copy of GL(2n)
irreducible representations ρD2n with highest weights D of depth less than or equal to n, i.e.,
C[M2n,n]Un ∑d(D)n ρD2n. Therefore, as an Sp(2n) module we have
C[M2n,n]Un/JSp ∼=
∑
D
τD2n.
Consequently, C[M2n,n]Un/JSp and R(Sp/USp) are isomorphic as Sp(2n) modules. Moreover,
they are isomorphic as algebras, because C[M2n,n]Un/JSp has the same grading structure as
the flag algebra R(Sp/USp): since J D is the sum of all irreducible Sp(2n) representations in ρD2n
whose highest weights are strictly less than D, in C[M2n,n]Un the multiplication J DρE2n ⊂ ρD+E2n
is a sum of Sp(2n) representations with highest weights strictly less than D +E. Therefore, we
have J DρE2n ⊂ J D+E . This shows that JSp =
⊕
D J D is a graded ideal of C[M2n,n]Un . From
the grading structure ρD2nρ
E
2n ⊆ ρD+E2n of C[M2n,n]Un , the quotient algebra C[M2n,n]Un/JSp is
graded by Â++2n with multiplication (τD2n +JSp)(τE2n +JSp)⊆ τD+E2n +JSp. 
5.2. Leading monomials of ideal elements
Now we want to describe the leading monomials of elements in the ideal JSp with respect
to the diagonal term order (Definition 4.10) on the polynomial ring C[M2n,n]. The following
theorem will play a key role in describing the leading monomials of standard monomials of
C[M2n,n]Un/JSp in terms of GT patterns.
Theorem 5.3. A monomial m in the cone of leading monomials of C[M2n,n]Un is a leading
monomial of an element of the ideal JSp if and only if m is divisible by z2i−1,iz2i,i+1 for some i.
Let ISp denote the ideal generated by the elements of J F for all fundamental weights F . Then
we have ISp ⊂ JSp. First, we will describe the leading monomials of elements in the ideal ISp,
and then we will prove that ISp is equal to JSp (Proposition 5.19). Accordingly, we will have the
description of the leading monomial of every element in the ideal JSp.
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simplify our computation, we work on the space
∧
C2n. Note that the C-vector space spanned by
{δI : I = [i1, i2, . . . , ip] ∈ L(2n,n)} ⊂ C[M2n,n]Un is isomorphic to ∧p C2n by the map sending
δI to eI = ei1 ∧ ei2 ∧ · · · ∧ eip .
The pth fundamental representation of GL(2n) is isomorphic to
∧p C2n. For 2 p  n, we
have an Sp(2n) module decomposition
p∧
C2n =
( p∧
C2n
)
prim
⊕ω ∧
(p−2∧
C2n
)
where (
∧p C2n)prim is the pth fundamental representation of Sp(2n) and ω =∑ni=1 e2i−1 ∧ e2i
(§17.3 of [FH91]). The space ω ∧ (∧p−2 C2n) consists of the (p − 2l)th fundamental represen-
tations of Sp(2n) for 1 l  p/2, and the isomorphic image of ω ∧ (∧p−2 C2n) in C[M2n,n]Un
is in the homogeneous piece J F of JSp =⊕D J D where F = (1,1, . . . ,1) ∈ Zp .
We define an order on the elementary basis of
∧p C2n which will be helpful for identifying
the leading monomials of elements in J F . Recall that J ≺ J ′ with respect to the tableau order
implies that LM(δJ ) >d LM(δJ ′) with respect to the diagonal term order on C[M2n,n].
Definition 5.4. For x =∑lv=1 rveJv ∈∧p C2n with rv = 0, we call non-zero eJ1 the initial term
in(x) of x if LM(δJ1) >d LM(δJv ) for 2 v  l.
Let us set I0 = [1,3, . . . ,2n− 1] ∈ L(2n,n) from now on.
Lemma 5.5. For I ∈ L(2n,n), the following are equivalent:
(1) With respect to the tableau order, I  I0.
(2) There exists i such that the ith entry (I )i of I is 2i − 1 and the (i + 1)th entry (I )i+1 of I
is 2i.
(3) The leading monomial LM(δI ) of δI ∈ C[M2n,n]Un is divisible by z2i−1,iz2i,i+1 for some i.
Proof. Suppose that I  I0. Then we have at least one a such that (I )a < (I0)a . Let us set
i + 1 = min{a: (I )a < (I0)a}. Since (I0)i+1 = 2i + 1, we have (I )i+1 < 2i + 1. Since (I )i <
(I)i+1 and 2i − 1 = (I0)i  (I )i by the choice of i, we must have (I )i = 2i − 1 and (I )i+1 = 2i.
This shows that (1) implies (2). From (2) to (1) is obvious. The equivalence between (2) and
(3) follows directly from the description of the leading monomial of δI , LM(δI )=∏pt=1 zit ,t by
Lemma 4.11. 
Proposition 5.6. For I ∈ L(2n,n) such that I  I0, there is an element SI =∑ rmeIm ∈ ω ∧
(
∧p−2 C2n) with in(SI )= eI . Therefore, we have SI =∑ rmδIm ∈ ISp with LM(SI )= LM(δI ).
Proof. Let I = [i1, i2, . . . , ip] and j be the smallest number such that ij = 2j −1 and ij+1 = 2j .
Such j exists from the previous lemma. Let us define J , Q, and S as follows:
J = {i1, i2, . . . , ij , ij+1},
Q= {l: 2l − 1 and 2l ∈ J },
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Note that j ∈ Q. If we denote the number of elements in Q by q and the number of elements in
S by s, then by counting the number of elements in J we have j + 1 = 2q + s.
Starting from the expression of ω in the algebra
∧
C2n, we have
ω −
∑
A
e2i−1 ∧ e2i =
∑
B
e2i−1 ∧ e2i
where A= {1,2, . . . , j − 1}\Q and B = {j, j + 1, . . . , n} ∪ (Q\{j}). Note that {j, j + 1, . . . , n}
and Q\{j} do not intersect and the number of elements in A is j − q . Raise both sides to the qth
power, then we have
ω ∧Ω +
(
−
∑
A
e2i−1 ∧ e2i
)q
=
(∑
B
e2i−1 ∧ e2i
)q
(5.1)
where here Ω is an appropriate polynomial in ω and
∑
A e2i−1 ∧ e2i . Observe that(∑
i∈A
e2i−1 ∧ e2i
)q
= q!
∑
F
ef1 ∧ · · · ∧ efq
where efc = e2fc−1 ∧ e2fc and F = {(f1 < f2 < · · ·< fq): fi ∈A}.
Let us multiply both sides of (5.1) by eS = ea1 ∧ ea2 ∧ · · · ∧ eas where S = {a1, a2, . . . , as}.
Since in
∑
A e2i−1 ∧ e2i there are only j − q − s = q − 1 terms which do not have a factor eal
with al ∈ S, and all summands of (∑i∈A e2i−1 ∧ e2i )q have q factors, we have(
−
∑
A
e2i−1 ∧ e2i
)q
∧ eS = 0.
Therefore, we have an element of the ideal of
∧
C2n generated by ω, i.e.,
L=
(∑
B
e2i−1 ∧ e2i
)q
∧ eS (5.2)
and L ∈ ω ∧ (∧C2n). In the expression of L, if we expand (∑B e2i−1 ∧ e2i )q , then(∑
B
e2i−1 ∧ e2i
)q
= q!
∑
K
ek1 ∧ · · · ∧ ekq
where ekc = e2kc−1 ∧e2kc and K = {(k1 < k2 < · · ·< kq): ki ∈ B}. Since B =Q∪{j +1, . . . , n}
and elements in Q are strictly smaller than j + 1,
in
((∑
B
e2i−1 ∧ e2i
)q)
= eQ
where eQ = er ∧ er ∧ · · · ∧ er with {r1, r2, . . . , r2q} = {2l − 1,2l: l ∈Q}.1 2 2q
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is eQ ∧ eS ∧ (eij+2 ∧ · · · ∧ eip ) which is ±eI . Finally, we have
L∧ (eij+2 ∧ · · · ∧ eip ) ∈ ω ∧
(∧
C2n
)
, and
in
(
L∧ (eij+2 ∧ · · · ∧ eip )
)= eI .
From (5.2), L ∈∧2q+s C2n and 2q+ s = j +1. Therefore, we have SI = L∧ (eij+2 ∧· · ·∧eip ) ∈
ω ∧ (∧p−2 C2n). 
Remark 5.7. The tableau operation introduced in [Be86] is equivalent to the calculation we
showed in the above proof.
Now we want to prove the converse of the above proposition. We begin with a simple counting
problem:
Lemma 5.8. For 1  p  n, the set {I ∈ L(2n,n): d(I) = p, I  I0} has
( 2n
p−2
)
elements, or
equivalently, {I ∈ L(2n,n): d(I)= p, I  I0} has
(2n
p
)− ( 2n
p−2
)
elements.
Proof. We will use an induction argument on p. Let i be the smallest such that (I )i = 2i − 1
and (I )i+1 = 2i. Since the number of possible entries in the first i − 1 entries of I is the number
of {I ∈ L(2n,n): d(I)= i − 1, I  I0} ⊂ L(2i − 2, i − 1), by induction hypothesis it is
(2i−2
i−1
)−(2i−2
i−3
)
. Hence the number of possible I will be {(2i−2
i−1
) − (2i−2
i−3
)}( 2n−2i
p−i−1
)
. Thus the statement
follows from this binomial equality: For p  n,
p−1∑
i=1
{(
2i − 2
i − 1
)
−
(
2i − 2
i − 3
)}(
2n− 2i
p − i − 1
)
=
(
2n
p − 2
)
.
To prove this identity, we let A denote the left-hand side of the above equality. Our goal is to show
that A = ( 2n
p−2
)
. Note that
(2i−2
i−1
)− (2i−2
i−3
) = 1
i+1
(2i
i
)
and 1
i+1
(2i
i
)
is the ith Catalan number Ci .
Accordingly, we have
A+
(
2n
p − 1
)
=
p−1∑
i=0
Ci
(
2n− 2i
p − i − 1
)
.
In order to show that A= ( 2n
p−2
)
, from the identity
( 2n
p−2
)+ ( 2n
p−1
)= (2n+1
p−1
)
, it is enough to prove
the following equality1:
p−1∑
i=0
Ci
(
2n− 2i
p − i − 1
)
=
(
2n+ 1
p − 1
)
.
1 The author thanks to Mikhail Ershov for the suggestion for this proof.
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(2n+1
p−1
)
is the number of paths from (0,0) to (2n − p + 2,p − 1) which go up or to
the right in the lattice Z × Z. Note also that p − 1 < 2n− p + 2. Since in the lattice Z × Z the
number of paths from (0,0) to (i, i) above the diagonal line y = x is equal to Ci , the number of
paths from (0,0) to (2n− p + 2,p − 1) is ∑p−1i=0 Ci( 2n−2ip−i−1). 
Proposition 5.9. If x ∈ ω ∧ (∧p−2 C2n) for p  n, then its initial term in(x) = eJ satisfies
J  I0.
Proof. For distinct column tableaux I ∈ L(2n,n) of depth p  n with I  I0, the elements
SI ∈ ω ∧ (∧p−2 C2n) we construct in Proposition 5.6 have distinct initial terms eI . Thus
{SI : d(I) = p, I  I0} is linearly independent. From the above lemma, the number of ele-
ments in {SI : d(I)= p, I  I0} is equal to the dimension of∧p−2 C2n. Therefore, the elements
SI form a basis of ω ∧ (∧p−2 C2n). As a result, any element x ∈ ω ∧ (∧p−2 C2n) is a linear
combination of {SI : d(I)= p, I  I0}:
x =
∑
I
cI SI
where the sum is over all I ∈ L(2n,n) of depth p with I  I0 and non-zero cI ∈ C. Since eI are
distinct and in(SI )= eI , the initial term in(x) of x is one of eI for some non-zero cI . 
Now we want to describe the leading monomials of elements in J F in terms of GT patterns.
We begin by splitting the GL(2n) GT poset ΓGL(2n) = {ti,j } into two parts.
Definition 5.10. Consider the GL(2n) GT pattern corresponding to the column tableau I0 =
[1,3, . . . ,2n− 1]:
φI0 :ΓGL(2n) → Z.
Let LΓ GL(2n) denote the support φ−1I0 (1) = {ti,j : 1 j  n + 1 − i/2} of φI0 ; and RΓ GL(2n)
denote φ−1I0 (0)= ΓGL(2n)\LΓGL(2n).
In the picture realization of the GT poset, they are the left half and the right half of ΓGL(2n).
The following example shows the case when n= 3:
ΓGL(6) =
t11 t12 t13 t14 t15 t16
t21 t22 t23 t24 t25
t31 t32 t33 t34
t41 t42 t43
t51 t52
t61
,
LΓ GL(6) =
t11 t12 t13
t21 t22 t23
t31 t32
t41 t42
t51
and RΓ GL(6) =
t14 t15 t16
t24 t25
t33 t34
t43
t52
.t61
S. Kim / Journal of Algebra 320 (2008) 534–568 561Lemma 5.11. Let I ∈ L(2n,n), and φI be its corresponding GT pattern. Then the following are
equivalent:
(1) With respect to the tableau order, I  I0.
(2) The intersection of the support of the GT pattern φI with RΓ GL(2n) is non-empty.
Proof. Note that φ−1I (1) ∩ RΓ GL(2n) is non-empty if and only if φ−1I (0) does not contain
φ−1I0 (0) = RΓ GL(2n). From the order isomorphism between LGL and H(ΓGL\{t11}) given by
I → φ−1I (0) in Proposition 3.12, φ−1I (0)  φ−1I0 (0) if and only if I  I0. 
Using this lemma, we can visualize the leading monomials of elements in J F . Note that from
Proposition 5.9, if x ∈ J F , then LM(x)= LM(δJ ) with J  I0. Without referring to its labeling
tableau, we will call φJ the associated GT pattern of LM(x). In general, if f ∈ C[M2n,n]Un , then
LM(f ) = LM(∏cl=1 δIl ) for some standard tableau I1  I2  · · ·  Ic. We call the GT pattern
associated to the standard tableau I1  I2  · · · Ic the associated GT pattern of LM(f ).
Using the above lemma, Propositions 5.6 and 5.9 can be translated as follows:
Corollary 5.12. For I ∈ L(2n,n), let us consider the corresponding GT pattern φI . If the in-
tersection of the support of φI with RΓ GL(2n) is non-empty, then there is SI ∈ J F for some
fundamental weight F such that LM(SI ) = LM(δI ). Conversely, if x ∈ J F for some fundamen-
tal weight F , then the intersection of the support of the corresponding GT pattern of LM(x) with
RΓ GL(2n) is non-empty.
Now let us extend the previous result to the ideal ISp.
Theorem 5.13. If a monomial m in the cone of leading monomials of C[M2n,n]Un is divisible by
z2i−1,iz2i,i+1 for some i, then it is the leading monomial of some element f in the ideal ISp, that
is, there is f ∈ ISp such that LM(f )=m.
Proof. Every monomial in the cone of leading monomials of C[M2n,n]Un is the leading mono-
mial of some standard monomial. Thus we can assume that m = LM(∏cq=1 δIq ) for some stan-
dard monomial
∏c
q=1 δIq . Since m is divisible by z2i−1,iz2i,i+1 for some i, there is a minor δIl
with 1 l  c and Il  I0. In particular, since I1  I2  · · · Ic, we have I1  I0. Thus we can
find SI1 ∈ ISp with LM(SI1)= LM(δI1) (Proposition 5.6) and we have an element in the ideal,
f = SI1
(
c∏
q=1
δIq
)/
δI1 ∈ ISp,
and m is the leading monomial of f . 
Remark 5.14. Note that in the above proof, as elements of C[M2n,n]Un/ISp, ∏cq=1 δIq and f −∏c
q=1 δIq are equivalent. By Proposition 5.6, if SI1 =
∑
r crδJr , then I1  Jr for all r with non-
zero cr . Thus as an element of C[M2n,n]Un , f −∏cq=1 δIq is equal to a linear combination of
standard monomials Xr such that LM(Xr) is strictly less than LM(
∏c
q=1 δIq ) with respect to the
diagonal term order.
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patterns, we have the following corollary:
Corollary 5.15. If the intersection of the support of a GT pattern φ with RΓ GL(2n) is non-empty,
then we can find f ∈ ISp such that the associated GT pattern of LM(f ) is φ.
5.3. Standard monomials for Sp(2n)
Let us define analogues of GT patterns for the symplectic group and study standard monomial
theory for the flag algebra for the symplectic group.
Definition 5.16. Let ΓSp(2n) = LΓ GL(2n). An Sp(2n) GT pattern is an order-preserving function
from ΓSp(2n) to the set of non-negative integers. The Sp(2n) GT semigroup algebra SSp is the
semigroup algebra of Sp(2n) GT patterns. We call Spec(SSp) the Sp(2n) GT toric variety.
Note that the associated GT pattern of a standard monomial
∏c
l=1 δIl is the sum of GT patterns
φIl corresponding to Il for 1 l  c. Therefore, a standard monomial
∏c
l=1 δIl ∈ C[M2n,n]Un is
corresponding to an Sp(2n) GT pattern if the intersection of the support of φIl with RΓ GL(2n) is
empty for 1 l  c. Thus we can define Sp(2n) standard monomials as follows.
Definition 5.17. Let us define the set LSp of symplectic column tableaux as
LSp =
{
I ∈ L(2n,n): I  I0
}
.
We define an Sp(2n) standard monomial to be a standard monomial
∏c
l=1 δIl ∈ C[M2n,n]Un
such that Il ∈ LSp for all l. Equivalently, a standard monomial ∏cl=1 δIl is Sp(2n) standard if
LM(
∏c
l=1 δIl ) is not divisible by z2i−1,iz2i,i+1 for any i.
Remark 5.18. (i) Essentially the same types of standard tableaux and GT patterns for the
symplectic group have been used to label weights for Sp(2n) representations or to count the
dimension of Sp(2n) representation spaces in the literature (see [Be86,Pr94,Su90]). Chains of
symplectic column tableaux and the images of Sp(2n) GT patterns can be easily identified with
known Sp(2n) standard tableaux and Sp(2n) GT patterns respectively.
(ii) Note that Sp(2n) standard monomials are labeled by Sp(2n)standard tableaux, i.e., chains
in LSp. In Theorem 5.20, we will show that Sp(2n) standard monomials as representatives for the
quotient C[M2n,n]Un/JSp form a basis for the flag algebra for Sp(2n). Once this is done, one can
easily decompose this basis into bases for irreducible representations for Sp(2n) as explained in
Remark 4.6.
Note that the Sp(2n) GT semigroup algebra SSp is isomorphic to the monomial algebra gener-
ated by the leading monomials of Sp(2n) standard monomials, hence by the leading monomials
of elements in {δI : I ∈ LSp}. By taking LSp for the labeling set of generators, the properties of
the Sp(2n) GT semigroup algebra SSp can be induced by the same arguments we used for the
leading monomial algebra S(m,n) of C[Mm,n]Un . In particular, LSp is also a distributive lattice
and we can think of the Hibi algebra on LSp. The surjective map
ϑ :C[xI : I ∈ LSp] → SSp
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LSp]/kerϑ on LSp and the Sp(2n) GT semigroup algebra SSp. Note that the kernel of ϑ is
generated by xI xJ − xI∧J xI∨J for all incomparable pairs {I, J } ⊂ LSp.
Then from the discussion in Sections 3.5 and 4.2, the transcendental degree of C[xI : I ∈
LSp]/kerϑ over C is the number of elements in a maximal chain of LSp. The number of elements
in a maximal chain of LSp is equal to the number of elements in its join-irreducible poset ΓSp(2n),
i.e., n(n + 1). Therefore, the Sp(2n) GT semigroup algebra SSp is an affine ring of dimension
n(n+ 1).
Now we want to prove the converse to Theorem 5.13.
Proposition 5.19. If f ∈ ISp, then LM(f ) is divisible by z2i−1,iz2i,i+1 for some i. Moreover, we
have ISp = JSp.
Proof. Note that the algebra C[M2n,n]Un/JSp is isomorphic to R(Sp/USp) and the dimension of
Sp/USp is n(n+1). Thus the dimension of the subvariety of M2n,n/Un defined byJSp is n(n+1).
Since ISp ⊂ JSp, the dimension of C[M2n,n]Un/ISp is greater than or equal to n(n + 1). Note
also that the semigroup algebra SSp is isomorphic to the quotient of the algebra S(2n,n) by the
monomial ideal generated by {LM(δI ): I ∈ L(2n,n)\LSp}, and the dimension of the algebra SSp
is n(n+ 1).
Suppose that there is an element f ∈ ISp whose leading monomial is not divisible by
z2i−1,iz2i,i+1 for any i. Then the intersection of the support of the associated GT pattern of
LM(f ) with RΓ GL(2n) is empty, and therefore, LM(f ) is not in the monomial ideal of S(2n,n)
generated by {LM(δI ): I ∈ L(2n,n)\LSp}. Note that LM(ISp) contains the ideal generated by
monomials divisible by z2i−1,iz2i,i+1 for some i, and that the quotient of S(2n,n) by this mono-
mial ideal is SSp. Therefore, the dimension of C[M2n,n]Un/ISp is strictly less than the dimension
of the semigroup algebra SSp (for example, §9 of [CLO96]). Consequently, the dimension of
the subvariety of M2n,n/Un defined by JSp is strictly less than the dimension of the semigroup
algebra SSp. This is not possible, since both of them are n(n + 1). Thus LM(f ) is divisible by
z2i−1,iz2i,i+1 for some i, and ISp should be equal to JSp. 
With the description of the leading monomials of elements in JSp, the standard monomial
theory for C[M2n,n]Un/JSp follows easily.
Theorem 5.20 (Standard monomial theory for Sp(2n)). The Sp(2n) standard monomials project
to a C-basis for C[M2n,n]Un/JSp.
Proof. From the standard monomial theory for C[M2n,n]Un , the leading monomial of an el-
ement in JSp is of the form LM(
∏c
l=1 δIl ) and it is divisible by LM(δK) for some K  I0.
Therefore, as a C-space, C[M2n,n]Un is the direct sum of JSp and the space spanned by stan-
dard monomials
∏c
l=1 δIl such that Il ∈ LSp for all l, which is therefore isomorphic to the space
C[M2n,n]Un/JSp. 
Suppose that
∏s
q=1 δIq is a standard monomial in C[M2n,n]Un but not an Sp(2n) standard
monomial. Let us describe a method to find the Sp(2n) standard monomial expression of
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q=1 δIq in C[M2n,n]Un/JSp. From Remark 5.14, we can find an equivalent element to
∏s
q=1 δIq
in C[M2n,n]Un/JSp:
s∏
q=1
δIq ≡
∑
v
rvXv (5.3)
where Xv is a standard monomial in C[M2n,n]Un with LM(∏sq=1 δIq ) >d LM(Xv) for all v with
non-zero rv . If there is a non-Sp(2n) standard monomial Xu, then again we can replace Xu by a
linear combination of standard monomials Yt in C[M2n,n]Un with LM(Xu) >d LM(Yt ) for all t .
We can continue these substitutions until we do not have any non-Sp(2n) standard monomial in
the right-hand side of (5.3). Since there are only finite number of monomials with fixed degree
and these substitutions do not change the degree of the homogeneous polynomial
∏s
q=1 δIq , this
process terminates in finitely many steps. As a result, we can find the Sp(2n) standard monomial
expression of
∏s
q=1 δIq in C[M2n,n]Un/JSp, and its expression is unique by Theorem 5.20.
Remark 5.21. Let
∏s
q=1 δIq be a standard monomial in C[M2n,n]Un but not an Sp(2n) stan-
dard monomial. If
∑
v rvZv is the Sp(2n) standard monomial expression of
∏s
q=1 δIq in
C[M2n,n]Un/JSp, then LM(Zv) is strictly less than LM(∏sq=1 δIq ) with respect to the diagonal
term order for all v with non-zero rv .
Although C[M2n,n]Un/JSp is a quotient algebra, since its elements have a unique repre-
sentative expressed via Sp(2n) standard monomials, we can talk about leading monomials
of elements in C[M2n,n]Un/JSp with respect to the diagonal term order on C[M2n,n]. Let
f ∈ C[M2n,n]Un/JSp, and ∑la=1 caXa be its Sp(2n) standard monomial expression. We define
the leading monomial LM(f ) of f to be the leading monomial of
∑l
a=1 caXa with respect to the
diagonal term order on C[M2n,n]. Then the leading monomial of non-zero f ∈ C[M2n,n]Un/JSp
is a monomial in {LM(δI ): I ∈ LSp}, and the Sp(2n) semigroup algebra SSp can be considered
as the leading monomial algebra of C[M2n,n]Un/JSp.
Proposition 5.22. Let us consider two elements f and g in C[M2n,n]Un which are linear com-
binations of Sp(2n) standard monomials. The leading monomial of the product of f and g in
C[M2n,n]Un/JSp is equal to LM(f )LM(g).
Proof. Let φf and φg denote the associated GT patterns of LM(f ) and LM(g) respectively.
Since f and g are linear combinations of Sp(2n) standard monomials, the intersection of the
support of φf with RΓ GL(2n) and the intersection of the support of φg with RΓ GL(2n) are both
empty. Thus, if φfg denotes the associated GT pattern of LM(fg), then the intersection of the
support of φfg with RΓ GL(2n) is also empty. Accordingly, LM(fg) is a leading monomial of an
Sp(2n) standard monomial, that is, LM(fg)= LM(∏sq=1 δKq ) where Kq  I0 for all q . Thus we
have the following equality in C[M2n,n]Un :
fg −
s∏
δKq =
∑
r
cr
(
s∏
δIr,q
)
q=1 q=1
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∏s
q=1 δIr,q are standard monomials in C[M2n,n]Un for all r . Observe that the leading
monomial of fg −∏sq=1 δKq is strictly less than that of fg. Moreover, by Remark 5.21, the
leading monomial of the Sp(2n) standard monomial expression of
∏s
q=1 δIr,q is not greater than
LM(
∏s
q=1 δIr,q ) for all r with non-zero cr . Therefore, the leading monomial of the Sp(2n) stan-
dard monomial of fg is LM(
∏s
q=1 δKq ) which is LM(f )LM(g). 
5.4. Degeneration of C[M2n,n]Un/JSp
As in the case of GL(n), by understanding the flag algebra as a multi-homogeneous coordinate
ring of the flag variety for Sp(2n), we want to describe a toric degeneration of the flag variety for
Sp(2n) in terms of Sp(2n) GT patterns.
Theorem 5.23. The GT semigroup algebra SSp is a flat degeneration of C[M2n,n]Un/JSp.
First we want to define a degree filtration for C[M2n,n]Un/JSp whose associated graded ring
is equal to the symplectic GT semigroup algebra SSp. Such filtration exists basically because the
leading monomials of both C[M2n,n]Un and JSp are finitely generated, and therefore the proof
for Lemma 4.21 in [CHV96] works. Recall that S(2n,n) denotes the leading monomial algebra of
C[M2n,n]Un with respect to the diagonal term order on C[M2n,n]. Since S(2n,n) is generated by
the finite set {LM(δI ): I ∈ L(2n,n)} (Proposition 4.17), from Lemma 4.21, there exists a Z0
filtration Fα on C[M2n,n]Un such that S(2n,n) is equal to the associated graded ring of the filtered
algebra C[M2n,n]Un :
C[M2n,n]Un =
⊕
i∈Z0
Fαi
(
C[M2n,n]Un
)
.
From Theorem 5.20, every element in C[M2n,n]Un/JSp can be expressed uniquely by a
linear combination of Sp(2n) standard monomials. Thus we can continue to use the filtra-
tion Fα of C[M2n,n]Un for its quotient C[M2n,n]Un/JSp as follows: f ∈ C[M2n,n]Un/JSp be-
longs to Fαi (C[M2n,n]Un/JSp) if the Sp(2n) standard monomial expression of f belongs to
Fαi (C[M2n,n]Un).
Lemma 5.24. The algebra C[M2n,n]Un/JSp is a Z0 filtered algebra with respect to Fα .
Proof. To show that Fα is a filtration of B = C[M2n,n]Un/JSp, we need to check the following
properties: (1) Fαi B ⊂ Fαj B for i < j ; (2)
⋃
i∈Z0 F
α
i B = B; (3) 1 ∈ Fα0 B; (4) (Fαi B)(Fαj B)⊂
Fαi+jB for all i and j . It is clear that Fα satisfies (1), (2), and (3). For (4), let us consider
two linear combinations fi and fj of Sp(2n) standard monomials from Fαi (C[M2n,n]Un) and
Fαj (C[M2n,n]Un) respectively. Since the leading monomial of the Sp(2n) standard monomial
expression of fifj is equal to LM(fi)LM(fj ) by Proposition 5.22, we have (Fαi B)(Fαj B) ⊂
Fαi+jB for all i and j . 
Let us consider the Rees algebra for C[M2n,n]Un/JSp with respect to Fα :
R=
⊕
i∈Z
Fαi
(
C[M2n,n]Un/JSp
)
t i .0
566 S. Kim / Journal of Algebra 320 (2008) 534–568Since there is no t-torsion in R, it is a flat C[t] module. From the properties of Rees algebras, we
have R[t, t−1] ∼= (C[M2n,n]Un/JSp)[t, t−1], and R/tR ∼= grFα (C[M2n,n]Un/JSp) = SSp as in
the case of GL(n). The last equality grFα (C[M2n,n]Un/JSp)= SSp follows from the observation
that the associated graded ring grFα (C[M2n,n]Un/JSp) with respect to Fα is generated by the
leading monomials of C[M2n,n]Un/JSp. This completes the proof of the theorem.
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Appendix A
The Hasse diagram of the distributive lattice LGL(4) of column tableaux for GL(4) is
4
3
3
4 2
2
4 1
2
3
1
4
2
3
4
1
3
1
3
4
1
2
1
2
4
1
2
3
1
2
3
4
S. Kim / Journal of Algebra 320 (2008) 534–568 567The following is the Hasse diagram of the poset of join-irreducible elements of LGL(4) with an
extra element t11, i.e., J (LGL(4))⊕ {t11}. We note that J (LGL(4))⊕ {t11} is order isomorphic to
the GT poset ΓGL(4) for GL(4).
t1,1
4
3
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2
3
4
1
4
1
3
4
1
2
1
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