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Abstract
The localization of epileptic zone in pharmacoresistant focal epileptic patients is a daunt-
ing task, typically performed by medical experts through visual inspection over neural
recordings. For a finer localization of the epileptogenic areas and a deeper understand-
ing of the pathology both the identification of pathogenical biomarkers and the automatic
characterization of epileptic signals are desirable. In this work we present a data integra-
tion learning method based on multi-level representation of stereo-electroencephalography
recordings and multiple kernel learning. To the best of our knowledge, this is the first at-
tempt to tackle both aspects simultaneously, as our approach is devised to classify critical
and non-critical recordings while detecting the most discriminative frequency bands. The
learning pipeline is applied to a data set of 18 patients for a total of 2347 neural recordings
analyzed by medical experts. Without any prior knowledge assumption, the data-driven
method reveals the most discriminative frequency bands for the localization of epileptic
areas in the high-frequency spectrum (≥ 80 Hz) while showing high performance metric
scores (mean balanced accuracy of 0.89 ± 0.03). The promising results may represent a
starting point for the automatic search of clinical biomarkers of epileptogenicity.
1. Introduction
Epilepsy is a neurological disorder that affects more than 50 million people worldwide. This
disease is characterized by abrupt loss of consciousness and convulsions which may cause
severe impairments in daily life. The occurrence of epileptic symptoms can be localized (focal
seizure) or general (general seizure). In the first case, the seizure onset zone is restricted to
a portion of the brain which produces both hyper synchronization and hyper activity typical
of the pathology (Jiruska et al., 2013). The onset zone can be further sub-categorized into
epiloptogenic areas which generate the epileptic activity and irritative areas that actively
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Figure 1: Example of epileptic signal corresponding to 10 minutes of acquisition. The SEEG record-
ings are characterized by high sampling frequencies (1 kHz). These signals are usually analyzed by
clinical experts that look for biomarkers. This process is very subjective and prone to error.
contribute to the propagation. In the rest of the work we refer more generally to these areas
as critical (or, equivalently, pathological).
About 30% of focal epileptic patients do not respond to pharmacological treatments and
therefore may need surgical ablation of the pathological area. In such cases, the identifi-
cation of the minimal amount of neural cortex to ablate for seizure-free outcomes, namely
the epileptic zone (EZ), is an extremely delicate, precise and necessary task. To this aim,
clinicians use non-invasive methodologies such as magnetic resonance imaging, computed
tomography and scalp electroencephalography as first clinical tests, seeking for clear evi-
dence of tumors or dysplasia which may cause the seizures. Nonetheless, in some cases,
EZ borders may be difficult to localize. Medical experts often resort to the use of inva-
sive investigation techniques such as stereo-electroencephalography (SEEG) to assess critical
areas.
SEEG measures the electrical activity from intracranial areas through filiform electrodes
implantation, where each sensor is endowed with dozen of acquisition channels. These
recordings are characterized by high spatial and temporal correlation (see Figure 1). The
former is due to the complexity of the brain structure, while the latter is intensified by the
long period acquisitions at high sampling frequencies (≥ 1 kHz). The characterization of
SEEG signals is an extremely challenging and time-consuming task, usually based on visual
inspection or signal processing tools, and it is intrinsically subjective, possibly leading to
misclassification (Soriano et al., 2017; Yardi et al., 2016; Staba et al., 2014). Therefore,
automatic classification of neural recordings is an emerging field. In this context, methods
consider both temporal and spectral representation of the signal (Omerhodzic et al., 2013).
The signal can in fact be described by its energy at different frequency bands, which shows
highest discriminative power in seizure onset zone detection (γ frequency band, 20-70 Hz)
(Vila-Vidal et al., 2017). Also, the quantification of energy concentration at different bands
can be a measured with wavelet entropy (Rosso et al., 2001; Mooij et al., 2016).
Another typical approach for the classification of epileptogenic channels, is through
the definition of the most informative biomarkers. Interictal spikes and spike-and-wave
complexes are considered a well established evidence of the pathological condition (de Curtis
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and Avanzini, 2001; Avoli et al., 2006). High-frequency oscillations (HFOs) are short events
(2-5 ms) at frequencies in the range of (80-500 Hz), usually sub-categorized in ripples (80-
200 Hz) and fast ripples (200-500 Hz). HFOs have been pointed out as a good predictors for
the EZ localization (Fedele et al., 2017). The role of HFOs in seizure generation has been
object of investigation, which attest reliable co-occurrence of HFOs in critical areas (Jacobs
et al., 2012). Indeed, several works reveal the primary role played by HFOs as biomarkers
for epilepsy, see Zijlmans et al. (2012) and Höller et al. (2015) for a comprehensive review.
Clinical Relevance. The main contribution of this work is a machine learning method
which simultaneously tackles the problem of searching for informative frequency bands
and localizing critical areas in focal epilepsy, through a multi-scale integration of SEEG
recordings. The method leverages on continuous wavelet representation of the signal, and
exploits its multi-level nature to obtain a redundant description that is integrated through
pairwise similarity measures in the learning pipeline.
Technical Relevance. The number of channels and the type of signal acquired changes
from patient to patient. Therefore, a direct comparison between patients is not feasible. Our
procedure overcomes this issue by extending a multiple kernel learning (MKL) algorithm
(Borgwardt, 2011; Wang et al., 2010). This learning method, namely multi-task multiple
kernel learning (MT-MKL), performs a multi-task classification problem. It includes some
additive constraints that guarantee robustness to noise and provides interpretable, stable
results. The outcome of the method incorporate both a personalized description for each
patient and the selection of the best descriptors of the pathology across the population.
Outline. The rest of the paper is organized as follows. Section 2 presents the methodolog-
ical background needed for our analysis. Section 3 describes our data set and the proposed
learning pipeline. The related results of the method and further discussion are detailed in
Section 4. Finally, Section 5 concludes by giving possible future directions.
2. Methodological background
Here we recall state-of-the-art multi-scale representation methods with the aim of differen-
tiate the SEEG recordings in several frequency bands. Then we introduce standard phase
and amplitude correlation measures computed for each band to quantify the pairwise simi-
larity between neural signals. Finally we present the background concepts of multiple kernel
learning.
2.1. Data representation through multi-scale analysis
A multi-scale representation of a 1D signal allows to separately consider its behavior at
different frequency bands. To such purpose, we used the wavelet transform that, due to its
local nature, is able to detect transients through a time-frequency representation.
In particular, the continuous wavelet transform (CWT) with a set of generators (mother
wavelet) gives a rich and redundant decomposition of the signal (Mallat, 1999).
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where τ, s denote respectively the temporal shift and the scaling parameter. For any one
dimensional signal x(t), its representation through wavelet transform Ψ at a fixed scale s is
given by the coefficients Wτ,s(x). Therefore, CWT results in a two dimensional representa-
tion of the original signal.
2.2. Similarity measures
The decomposition of neural signals through CWT is necessary in the perspective of a multi-
level pairwise comparison and a deeper insight in the role played by different frequency
rhythms in the discrimination of EZ. In order to obtain a comprehensive description of the
signal, it is necessary to consider measures involving both phase and amplitude correlation.
In the following, for any 1D signal x(t) we denote as |Wτ,s(x)| the element-wise magni-
tude of the wavelet coefficients and its phase as Φτ,s(x) = arctan(=(Wτ,s(x))/<(Wτ,s(x))).
All the considered measures are bivariate and computed by taking into consideration
two signals x(t) and y(t) at a specific scale s, resulting in positive semi-definitive symmetric
matrices.
Phase locking value. A measure of phase synchrony between bivariate measures in














that is, the phase difference of the two signals at each time point. PLV ranges in [0, 1],
where the maximum value corresponds to two signals perfectly synchronous (e.g., when
x(t) is the same as y(t) during all the acquisition period).
Normalized correlation. The amplitude similarity of two neural recordings is quantified








where σ|Wτ,s(x)| is the standard deviation of the coefficients |Wτ,s(x)|. Normalized correlation
measures the amplitude similarity of two signals, but it is not invariant to relative temporal
shift. For this reason, correlation is a reliable quantity when the lag between similar patterns
is negligible compared to the pattern length.
Spectral measures. To overcome the problem of temporal lag between two time series,
we resort to shift invariant spectral measures of similarities. We define the cross power
spectral density as the Fourier transform of the convolutional product, denoted by ∗, of the
absolute value of wavelet coefficients for the two signals, computed as follows:
(Px,y)s = F(|W (x)τ,s| ∗ |W (y)τ,s|). (4)
In fact, the module of cross power spectral density is invariant in the time and frequency
domain, as stated in Parseval theorem (Tolstov, 2012). In order to get the similarity between
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2.3. Multiple kernel learning
Multiple kernel learning (MKL) integrates data by combining sets of kernel functions (Lanck-
riet et al., 2004; Borgwardt, 2011). Kernels are positive semi-definite matrices whose entries
Ki,j = k(xi, xj) encode pairwise similarities between data points (xi, xj). However, the
choice of the most suitable kernel function for each problem at hand is tricky, and heavily
depends on available data. Therefore, the idea behind MKL is to construct different mea-
sures of similarity on the same data set and then integrate them into a single kernel (Gönen
and Alpaydın, 2011). For example, a straightforward MKL may be a linear combination of
different kernels (Borgwardt, 2011). This is possible given the fact that kernels allow linear
operations while preserving their mathematical properties, such as positive semi-definiteness
and symmetricity (Friedman et al., 2001). Formally, consider k kernels {K1, . . . ,Kk} that
represent different similarities measures among points of a data set. Such kernels can be
combined linearly as a weighted sum
∑k
i=1wiKi, where w = (w1, . . . , wk)
> ∈ Rk+ is a list of
(non-negative) coefficients, obtained through an optimization procedure. Such coefficients
measure the importance of each kernel for the particular problem at hand.
3. Materials and methods
The data set was acquired at Ospedale Ca’ Granda Niguarda, Milan (Italy). Patients
provided written consent for further analysis with scientific research purpose. We registered
local field potential with common reference in white matter, using multi-lead electrodes in
platinum iridium. Each electrode was endowed with a number of channels that varies from
8 to 15. For further details on the acquisition system we refer to Arnulfo et al. (2015).
We analyzed signals recorded from 18 patients. For each patient we considered 590
seconds of spontaneous interictal activity with closed eyes at resting state, at 1 kHz sampling
frequency. The total number of channels was 2347, 984 of which were tagged as critical by
medical experts.
3.1. Multi-task Multiple Kernel Learning
The implantation settings are strongly dependent on the patient clinical condition and on
preliminary medical evaluations, derived from previous non-invasive clinical tests. Such
variability does not allow for a direct comparison of the neural activity across patients. In
other words, given the fact that data from each patient was acquired differently, it is not
possible to use a unified regression model for all patients. Therefore we need to look at
part of the channels of each patient in order to classify the rest, for this reason classifying
a completely new patient is not a straightforward task. In order to handle such problem
we extended the MKL to multi-task multiple kernel learning (MT-MKL) to account for
different patient conditions. Each kernel represents a particular similarity matrix among all
the channels in a single patient at a specific scale. The innovation in our method consists
in the capability of jointly analyzing the patients by taking into account their diversity.
Our goal is two-fold: (i) to combine kernels to predict whether a channel is epileptic or
not, and (ii) to identify the most informative kernels for prediction across patient. For
each patient we have a matrix X(p) ∈ Rcp×T and a vector of labels y(p) which denotes
the pathological or physiological nature of each signal in X(p). Note that the number of
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channels cp varies across patients, and the proportion of epileptic channels is not uniform
across the population considered. We denote with (K
(p)
1 , . . . ,K
(p)
k ), where K
(p)
j ∈ Rcp×cp
the set of k kernels for the generic patient p. The decision function f (p) for a patient p and
a channel x is defined as:













i denotes the i-th component of the regression parameter α
(p) specific for each
patient p. Having separate parameters (α(p) and w) is fundamental for the resolution of
our problem. In fact, α(p) allows to better approximate the labels y(p) by capturing the
variance of each patient, while w combines the kernels by weighting them and, as it holds
across patients, it provides relevant indication of the most discriminative kernels.
In order to obtain interpretable results and a more stable solution we also add an `1`2
penalty on w and α = (α(1), . . . ,α(n)). By considering all the patients, our goal translates
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i=1 log(1 + exp(−y
(p)
i f
(p)(xi))) is the negative log-likelihood
of the logistic probability function and rλ and rβ are the elastic-net penalty penalty ratios
on α and w, respectively. The elastic-net penalty benefits indeed from the well-known
stability property of the `2 regularization term (Zou and Hastie, 2005).
For the optimization of the functional in Equation (7) we rely on alternating minimiza-
tion (Bolte et al., 2014). Note that the problem is not jointly convex in both α and w and
therefore there is no theoretical guarantee to converge to a global minimum. Further details
on the minimization procedure are given in Appendix A.
3.2. Pipeline design
Our pipeline consists of three main steps: (i) signal preprocessing and multi-scale represen-
tation of the signals, (ii) computation of similarity measures, and (iii) learning the optimal
combination of kernels and channels weights for signal classification (Figure 2).
In step (i), given an input matrix X(p) we re-refer the potential using the bipolar
montage, which consists in the differential measures between two adjacent channels. Local
reference is standard for phase measures, as it reduces volume conduction effects caused
by white matter (Mercier et al., 2017). The output of this operation is then filtered, in
order to remove power line effect (50 Hz and harmonics in Europe), using a FIR bandstop
filter with 2 Hz bandwidth. Then, we compute the continuous wavelet transform over each
SEEG recording. With respect to Equation (1) the shift parameter τ takes discrete values
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Figure 2: Schematic representation of the learning pipeline. From top left, SEEG recordings are
first filtered. In the multi-scale step, we represent each time series through CWT obtaining a 2D
representation for each signal. The central panel represent the similarity measure computation step,
applied for each scale of the wavelet transform. The output of this operation consists in 300 kernels
for each patient. In the last panel, through multi-task multiple kernel learning algorithm we learn,
on the final data set the optimal hyperparameters. Then we repeat MT-MKL 50 times to obtain
statistics on the parameters (w, α), the vector of classification probabilities and permutation test
results.
in [1, T ], with T number of points of each time series. The scaling parameter s, instead, is
chosen to be a list of 100 elements equally spaced in the logarithmic scale in the interval




with ts = 1 ms, sampling period. Consequently, the values of fa vary in the range between
0.5 Hz and the Nyquist frequency, corresponding to 500 Hz.
In step (ii) the multi-scale representation is given as input to different similarity mea-
sures, namely PLV, correlation and spectral measures. For each patient p, data are trans-
formed into k = 3 × 100 kernels, each of dimension cp × cp. The computation of spectral
measure (see Equation (5)) over all the time series is heavily intensive, therefore we approx-
imate this quantity by averaging its estimation on smaller, non-overlapping windows of the
signal (5.9 seconds length each).
Finally, in step (iii), we apply MT-MKL on the resulting kernels. To assess the mean
performances we bootstrap 50 times the procedure. In particular the dataset was split, for
each patient, in half channels for the learning set and the other half for the validation set.
The proportion between critical and non-critical channels in each set is kept fixed. The
learning set is then used to select the optimal hyperparameters with a 3-fold grid search
7



































































































































































































































































Figure 3: Kernels which mostly contribute in the characterization of the epileptogenic areas. These
measures are reported on the x-axis. In square bracket we put the central frequency of the mother
wavelet, and the typical event type related to each frequency. We assign blue color to phase measures
and orange to amplitude. Each bar corresponds to weight mean value and standard deviation through
the 50 repetitions of the experiment. The right y-axis denotes the occurrence value, the green dots
correspond to the number of times each kernel was selected throughout the repetitions. The dashed
line indicates the 0.75% of occurrence value.
cross validation and the score is computed on the validation set. The procedure selected
as mean hyperparameters (across all the 50 repetitions) λ = 0.1, β = 5 · 10−3, rλ = 0.95,
rβ = 0.5, using balanced accuracy averaged on all patients. We also perform a permutation
test to quantify the difference between the normal and the permutated distributions.
The outcomes of the pipeline are: a vector w, whose components weight each similarity
measure, shared across all patients; measures on single subject that include statistics on
the set of coefficients α, through which we classify previously unseen channels; statistics on
the probability of each channel of being critical; metrics scores of the classification task and
permutation test value.
4. Results
For a more compact writing we present here results that are shared across patients, we refer
to Appendix C for discussion and results on single patient. In particular, we show, for each
patient, the most informative channels and the probability for each of them to belong to a
certain class. The selection of relevant channels is enlighten for further clinical evaluations,
since it constitutes an informative tool to detect areas which are likely characterized by
abnormal and relevant activity for the EZ discrimination task.
Figure 3 shows the kernels which were selected at least once and ordered by their oc-
currence throughout the 50 repetitions of the experiment. In fact, through `1`2 penalty
imposition in Equation (7) we obtain a sparse, stable and small-normed vector w. The
non-zero components of this vector can be analyzed to extract information about the im-
portance of similarity measures at specific frequency bands for the prediction task. The most
representative similarity measures (≥ 75% occurrence) and the related frequency bands for
the localization of critical areas are summarized in Table 0(a) and Table 0(b), ordered by
the mean value of their coefficient.
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(a) event type frequency[Hz]
HFO (fast ripples) 251
HFO (fast ripples) 284
HFO (fast ripples) 267
HFO (fast ripples) 235
HFO (fast ripples) 221
HFO (fast ripples) 208




HFO (fast ripples) 366
HFO (fast ripples) 343
HFO (fast ripples) 322
HFO (ripples) 161
HFO (fast ripples) 389
HFO (ripples) 152
HFO (ripples) 134


















Table 1: Most selected (≥ 75%) frequency bands divided in amplitude correlation (a) and PLV (b).
(a) amplitude similarity measures: most relevant frequencies for the characterization of critic areas
corresponding to amplitude correlation. The high frequency bands, typical of HFO events have a
strong predictive power. (b) phase similarity measures: PLV measures influence prediction at lower
frequencies than amplitude correlation. There is a strong prevalence of the γ and high-γ frequency
bands On the right of both (a) and (b) we report the central frequency of the wavelet filter. On the
left, the corresponding event type ordered by the mean value of its coefficient. We denote the high
frequencies using the same terminology for sub-cathegorization of HFOs, in ripples (80 − 200 Hz)
and fast ripples (≥ 200 Hz). Hence, it is possible to see how high frequency events mostly contribute
to the signal classification.
We can notice that the greatest components of w correspond to amplitude correlation at
high frequency and phase synchrony at γ and high-γ bands. Note that the learning pipeline
never selected the spectral measures (averaged power spectral density) as features of the
model throughout all the repetitions of the experiment. This can be due to how this simi-
larity measure has been performed, since non-overlapping windows cause an underestimate
of this quantity.
We retain the selection of relevant similarity measures at specific frequency bands to
constitute the most statistical reliable payback of the entire procedure, since it is computed
across patients. Without imposition of any prior, the method confirms the relevance of
high frequencies and abrupt changes in the brain activity for the localization of pathological
areas in focal epilepsy, in a data-driven fashion. The selection of ripples and fast ripples
frequencies is in line with the recent result of Fedele et al. (2017), which shows that the
co-occurrence of the two patterns allows a more precise localization of the EZ. Also, we
confirmed that the co-occurrence of γ and high-γ bands play a relevant role in the definition
of EZ, as observed by van Diessen et al. (2013).
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Figure 4: Average of performance scores across patients. Mean and standard deviation are computed
across 50 repetitions for each patient over all channels. Several scores are used to evaluate the
goodness of the method, given the unbalance of the data set.
The MT-MKL results in classification over the validation set, given the unbalance of
the data set and the different proportion of critical areas across patients, are firstly evalu-
ated on each patient. By assigning the label +1 to critical channels, and -1 to non-critical
ones, we measured the performance of our model according to the following metrics scores:
precision (P), recall (R), true negative rate (TNR), false positive rate (FPR), false negative
rate (FNR), F1 score and balanced accuracy (BA); see Appendix B for more details. Fig-
ure 4 shows mean and standard deviation of metrics obtained across 50 repetitions of the
experiment on all patients. Our results show excellent performance in the tag assignment,
in particular for what concerns FPR and FNR, which are essential for a future definition of
a reliable support in the clinical context. Given the double purpose of our method, we did
not find a straightforward way to compare it with state-of-the-art classification methods for
epileptic signal classification (Omerhodzic et al., 2013; Ghaffari and Ebrahimi Orimi, 2014).
5. Conclusions and future work
The proposed method allows the pairwise comparison between multi-scale representation
of time series, in such a way to automatically select the most relevant similarity measures
at specific frequency bands and to differentiate pathological activity from physiological in
focal epilepsy. To the best of our knowledge, this represents a first attempt to integrate
multi-scale kernel representation of neural signals for EZ localization. In order to achieve
this purpose we devised an analysis pipeline which core is an extension of multiple kernel
learning method, able to perform multi-task classification and kernels selection.
The methodology provides a promising starting point in the direction of data-driven
definition of clinical biomarkers and of a general deeper understanding of focal epilepsy.
In the next future we plan to further inspect the achieved results in order to gain insights
on the neural activity of epilepsy. In the light of our results the very first step will be the
characterization of these signals at high frequencies (≥ 80 Hz) in order to look for high
frequency patterns which are informative for the critical/non-critical state discrimination.
Given the automatic nature of the defined procedure, we have not removed interictal spiking
activity and we do not exclude the presence of spikes contribution at high frequencies. In the
10
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next future we aim to specifically characterize this activity, in order to define the role played
by interictal spikes and high frequency oscillations in the discrimination of the epileptogenic
areas.
Moreover we restricted our consideration to the interictal phase, but it would be in-
teresting to consider also the preictal and ictal phases. Indeed, it is known that the syn-
chronization level changes across these stages (Burns et al., 2014). This could result in
both identification of different frequency bands and a better classification outcome. We
retain that the analysis of these phases is mandatory to completely validate our work. Fur-
thermore, we aim at looking at correlation between different brain areas in focal epilepsy
through network inference methods that reduce spurious signal correlations (Tomasi et al.,
2018).
All these steps represent further efforts in the direction of a personalized medicine ap-
proach to focal epileptic patients, with the double aim of explicitly understand the main
features of the pathology and detect the EZ in the most efficient and precise way possible.
6. Implementation
All of the code we used in the analysis is freely available online, as an open-source Python
framework, available under BSD-3-Clause at https://github.com/fdtomasi/multikernel.
The implementation is largely based on high-performance libraries for numerical computa-
tions, scaling properly to an arbitrary number of patients and acquisition areas per patient.
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Appendix A. Minimization method
Problem (7) is bi-convex — i.e., it is convex in each variable keeping the other fixed. Its
optimization is based on an alternating forward-backward splitting procedure given the
non-differentiability of some parts of the functional (`1 norm) (Combettes and Vũ, 2014;
Bolte et al., 2014). The optimization procedure is described in Algorithm 1.
Algorithm 1: Alternating minimization algorithm.
Initialize α(1)(0), . . . ,α(n)(0),w(0)
for t < tmax do
for p = 1, . . . , n do
α(p)(t)← minimize Problem (7) with w = w(t− 1)
end
w(t)← minimize Problem (7) with α = α(t)
if stop criterion is met then
return α(1)(t), . . . ,α(n)(t),w(t)
end
end
Minimization of α. Fixing w, for each patient p the functional w.r.t. α(p) takes the
form of a standard logistic regression. Its minimization is then performed by computing
the derivative on the logistic loss and then applying the soft-threshold operator (Tibshirani,
1996) on the result of the gradient descent step.
Minimization of w. The minimization of w is more tricky, given its non-separability
across various patients. Its gradient, computed on the differentiable part of the functional,
is a sum of gradient computed for each patient p. Then, we apply the soft-thresholding
operator to enforce sparsity in the solution. Also, we project the kernel weights into the
positive half-space by applying a threshold on zero. This ensures that a kernel is considered
only if its weight is positive, otherwise it is discarded.
Appendix B. Metric scores
With the aim of learning the best decision function, we denote the class of critical areas
through the label y = 1, and the non-critical one through y = −1. The tag is given
by medical experts for each channel and we assume it as the ground truth. We evaluate
the model performance by quantifying over the validation set. The number of predicted
samples which are correctly classified is defined as true negative (TN) and true positive
(TP) respectively for the non-critical and critical classes. False negative (FN) quantifies the
number of true critical channels which are predicted to belong to the class of non-critical.
Vice versa, false positive (FP) corresponds to the number of true non-critical areas which
the model predicts to be critical ones.
Given the unbalancedness of our data set, we decide to use several metric scores which
are able to reliably attest our model performance.
14





























The goodness of the methodology is shown by high values of P, R, TNR, F1 and BA (the
higher, the better) and low values of FNR and FPR (the lower, the better).
Appendix C. Results on single patient
We here present the results obtained for each patient. From the top left to the bottom right
of each page, the plots represent:
1. Channels importance for discriminative task. Recalling Equation (7), we obtain, by
repeating the experiment 50 times, the classification coefficients α(p) for each patient
p. We remark that each component of α(p) is linked to a specific channel selected
in the training phase. This vector is constrained to be sparse and small normed via
the `1`2 regularization term. For each patient we show the highest values of α
(p)
across all the repetitions. We also computed the occurrence for each channel as the
number of times its coefficient was non-zero on the number of times it was selected
in training. In the plot, channels are ordered both in their average coefficient value
and occurrence. Note that the algorithm correctly assign positive weights to the
critical channels and negative weights to the non critical ones in all of the cases.
We noticed that, for some patients, channels frequently used for the classification task
during training, correspond to the ones that, in the validation set, are more difficult to
discriminate. In our hypothesis these recordings could be more informative for critical
area detection, possibly the generator of crucial activity for the discrimination.
2. Probabilities of each channel to be critical. The logistic function, quantifies the
probability of belonging to the class of critical channels. Therefore, we provide, for
each patient, the statistics on the probabilities values for the critical class when se-
lected as validation samples. In red are shown the true critical channels; in cyan the
15
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non-critical ones, as tagged by medical experts. The red dashed line, instead, corre-
sponds to 50% probability. This allows to individuate the channels corresponding to
less reliable prediction. Note that generally most of the channels are far from chance.
3. Permutation test for reproducibility. We performed a random shuffling of the la-
bels throughout 50 repetitions of the experiment, in order to assess the reliability of
our model. We use a non-parametric test (Kolmogorov-Smirnov) to reject the null
hypothesis. For all the patients we rejected the null hypothesis with high significance
values (p < 10−5).
4. Metric evaluation. We report in Table 2 the metric scores obtained for each patient
across the 50 repetitions in validation. We used several metrics which quantify the
model performance taking into account classes unbalancedness. Note that all the
results have a low variance, meaning that the learning pipeline is stable across all
repetitions.
P R TNR FPR FNR F1 score BA
Patient 1 0.88± 0.06 0.86± 0.06 0.92± 0.04 0.08± 0.04 0.14± 0.06 0.87± 0.04 0.89± 0.04
Patient 2 0.78± 0.11 0.87± 0.06 0.88± 0.05 0.12± 0.05 0.13± 0.06 0.82± 0.07 0.88± 0.04
Patient 3 0.87± 0.08 0.89± 0.06 0.91± 0.05 0.09± 0.05 0.11± 0.06 0.88± 0.05 0.90± 0.04
Patient 4 0.60± 0.13 0.91± 0.08 0.88± 0.03 0.12± 0.03 0.09± 0.08 0.71± 0.11 0.89± 0.05
Patient 5 0.92± 0.27 0.75± 0.22 0.92± 0.27 0.0± 0.0 0.17± 0.05 0.83± 0.24 0.84± 0.25
Patient 6 0.88± 0.06 0.89± 0.06 0.89± 0.05 0.11± 0.05 0.11± 0.06 0.88± 0.05 0.89± 0.04
Patient 7 0.73± 0.11 0.93± 0.05 0.89± 0.04 0.11± 0.04 0.07± 0.05 0.81± 0.07 0.91± 0.03
Patient 8 0.92± 0.06 0.84± 0.05 0.90± 0.06 0.10± 0.06 0.16± 0.05 0.88± 0.04 0.87± 0.04
Patient 9 0.95± 0.06 0.91± 0.06 0.92± 0.08 0.08± 0.08 0.09± 0.06 0.92± 0.03 0.91± 0.04
Patient 10 0.58± 0.14 0.85± 0.10 0.84± 0.05 0.16± 0.05 0.15± 0.10 0.68± 0.11 0.84± 0.06
Patient 11 0.89± 0.06 0.81± 0.06 0.88± 0.05 0.12± 0.05 0.19± 0.06 0.85± 0.04 0.85± 0.04
Patient 12 0.82± 0.11 0.93± 0.04 0.90± 0.06 0.10± 0.06 0.07± 0.04 0.87± 0.07 0.92± 0.04
Patient 13 0.77± 0.10 0.92± 0.06 0.86± 0.05 0.14± 0.05 0.08± 0.06 0.84± 0.06 0.89± 0.04
Patient 14 0.87± 0.08 0.90± 0.05 0.93± 0.04 0.07± 0.04 0.10± 0.05 0.88± 0.05 0.92± 0.03
Patient 15 0.93± 0.04 0.94± 0.04 0.93± 0.04 0.07± 0.04 0.06± 0.04 0.94± 0.03 0.94± 0.03
Patient 16 0.72± 0.10 0.87± 0.06 0.83± 0.05 0.17± 0.05 0.13± 0.06 0.78± 0.07 0.85± 0.04
Patient 17 0.89± 0.10 0.92± 0.05 0.92± 0.07 0.08± 0.07 0.08± 0.05 0.90± 0.05 0.92± 0.04
Patient 18 0.56± 0.14 0.87± 0.11 0.81± 0.05 0.19± 0.05 0.13± 0.11 0.67± 0.12 0.84± 0.06
Average 0.81± 0.12 0.88± 0.05 0.89± 0.03 0.11± 0.04 0.11± 0.04 0.83± 0.08 0.89± 0.03
Table 2: Performance of the model obtained by repeating the learning and validation procedure 50
times for each patient. Several scores are used to evaluate the goodness of the method, given the
unbalancedness of the dataset.
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