Abstract
tions. We formulate this problem in such a way as to avoid some of the numerical difficulties resulting 141 from the approach of Bjork et al. (2016) ; Bjork and Murgoci (2014) . Secondly, using actual long-term 142 data, we present a comprehensive study of the impact of simultaneously imposing those investment 143 constraints on the efficient frontier, as well as on the optimal investment strategies, for both the 144 time-consistent and pre-commitment approaches.
145
The main contributions of this paper are as follows.
146
• We formulate the time-consistent MV portfolio optimization problem as a system of two-dimensional 147 impulse control problems, with a time-consistency constraint enforced via a discretized version 148 of the dynamic programming principle.
149
This approach results in only linear partial integro-differential equations (PIDEs) to solve be-150 tween intervention times, which is not only numerically simpler than the approach of Bjork et al.
151
(2016); Bjork and Murgoci (2014) , but also computationally efficient.
152
• We study the simultaneous application of realistic investment constraints, including (i) discrete
153
(infrequent) rebalancing of the portfolio, (ii) liquidation in the event of insolvency, (iii) leverage 154 constraints, (iv) different interest rates for borrowing and lending, and (v) transaction costs.
155
• Since the viscosity solution theory (Crandall et al. (1992) ) does not apply in this case, we have 156 no formal proof of convergence of our numerical PDE method. However, we (i) show that our
Underlying processes
We consider portfolios consisting of just two assets, namely a risky asset and a risk-free asset. Let 174 S (t) and B (t) respectively denote the amounts (i.e. total dollars) invested in the risky and risk-free 175 asset, at time t ∈ [0, T ], where T > 0 is the fixed horizon investment.
176
Define t − = lim ↓0 (t − ), t + = lim ↓0 (t + ), i.e. t − (resp. t + ) as the instant of time before (resp. 177 after) the (forward) time t. First, consider the risky asset. Let ξ be a random number representing a 178 jump multiplier, with probability density function (pdf) p (ξ). When a jump occurs, S(t) = ξS(t − ).
179
As a specific example, we consider two jump distributions for ξ, namely the log-normal distribution 180 (Merton, 1976 ) and the log-double-exponential distribution (Kou, 2002) . Specifically, in the former 181 case, log ξ is normally distributed, so that operator. In the latter case, log ξ has an asymmetric double-exponential distribution, so that having the same distribution as ξ. Moreover, ξ i , π t and Z are assumed to all be mutually independent.
198
For later use in the paper, we also define κ 2 = E (ξ − 1) 2 .
199
It is assumed that the investor can earn a (continuously compounded) rate r on cash deposits, 
Dynamics of the controlled system
We denote by X (t) = (S (t) , B (t)), t ∈ [0, T ], the multi-dimensinal controlled underlying process, and 212 by x = (s, b) the state of the system. Furthermore, the liquidation value of the (controlled) wealth,
213
denoted by W (t). We note that W (t) may include liquidation costs (see (2.8)).
214
Let (F t ) t≥0 be the natural filtration associated with the wealth process {W (t) : t ∈ [0, T ]}. We use at time t ∈ [0, T ], i.e. C t (·) : (X(t), t) → C t = C(X(t), t), for the time interval [t, T ]. Following Dang
217
and Forsyth (2014), we make use of impulse controls, which allows for efficient handling of jumps, as 218 well as other realistic modelling assumptions, such as transaction costs. A generic impulse control C t 219 is defined as a double, possibly finite, sequence (Oksendal and Sulem, 2005) 220 C t = {t 1 , , t 2 , . . . , t n ; η 1 , η 2 , . . . , η n , . . .} n≤nmax = {{t n , η n }} n≤nmax , n max ≤ ∞.
(2.5)
221
Here, intervention times t ≤ t 1 < . . . < t nmax < T are any sequence of (F t )-stopping times, associated 222 with a corresponding sequence of random variables (η n ) n≤nmax denoting the impulse values, with each 223 η n being F tn -measurable, for all t n . We denote by Z the set of admissible impulse values, and by A 224 the set of admissible impulse controls. For use later in the paper, we denote by
n max ≤ ∞, the optimal impulse control.
226
In our context, the intervention time t n correspond to the re-balancing times of the portfolio,
227
and the impulse η n corresponds to readjusting the amounts of the stock and bond in the investor's 228 portfolio at time t n . Specifically, assume that the system is in state x = (s, b) at time t − n . We denote by
) the state of the system immediately after application 230 of the impulse η n at time t n . More specifically, we assume that fixed and proportional transaction 231 costs, respectively denoted by c 1 > 0 and c 2 , where c 2 ∈ [0, 1), may be imposed on each rebalancing 232 of the portfolio. Applying the impulse η n at time t n results in
where the transaction costs have been taken into account.
236
Between intervention times, for t ∈ t + n , t − n+1 , the amounts S and B evolve according to the 237 dynamics specified in (2.4) and (2.3), respectively. Specifically, To include transaction costs, the liquidation value W (t) of the portfolio is defined to be 244
We strictly enforce two investment constraints on the joint values of S and B, namely a solvency 246 condition and a maximum leverage condition. The solvency condition takes the following form: if 247 insolvent, defined to be the case when W (s, b) ≤ 0, we require that the position in the risky asset 248 be liquidated, the total remaining wealth be placed in the risk-free asset, and the ceasing of all 249 subsequent trading activities. More formally, we define a solvency region N and an insolvency or 250 bankruptcy region B as follows:
The solvency condition can then be stated as
and remains so for ∀t ∈ [t n , T ].
(2.12)
257
The investors net debt then accumulates at the borrowing rate. It is noted that due to the S-dynamics 258 (2.3), the wealth can jump into the bankruptcy region (regardless of whether we trade continuously 259 or not).
260
We also constrain the leverage ratio, i.e. at each intervention time t n , the investor must select an Using the standard linear scalarization method for multi-criteria optimization problems (Yu, 1971 ),
270
we define the (time-t) pre-commitment MV (PCMV) problem by
Here, the scalarization parameter ρ reflects the investor's level of risk aversion. The MV "efficient 273 frontier" is defined as the following set of points in R 2 :
274
V ar 
282
(2016); Wang and Forsyth (2010) for the numerical treatment of the problem as well as a discussion 283 of technical issues.
284
The second issue is the "time-inconsistency" of the resulting optimal control (see Bjork et al.
285
(2016); Bjork and Murgoci (2014) "time-consistency constraint" is imposed on (2.14), and this gives the time-consistent MV (TCMV) 
where, it is implicitly understood hereafter that C * t is the optimal control for the TCMV t (ρ) problem.
We also define the following operators, applied to an appropriate test function f :
We now primarily focus on the continuous re-balancing case. The discrete rebalancing case is discussed 327 in Subsection (4.4).
328
Fix an arbitrary point in time t ∈ [0, T ), and assume we are in state x = (s, b) at time t − . We 329 define the intervention operator, a fundamental object in impulse control problems ( 
where C 1 is positive and independent of the discretization parameter h > 0. In the limit as h → 0,
354
we shall demonstrate via numerical experiments that, at least for some known cases, the numerical 
357
To avoid heavy notation, we now introduce the following notational convention: any admissible 358 impulse control C ∈ A will be written as the set of impulses
where the corresponding set of (discretized) intervention times is implicitly understood to be {t n } nmax n=0 .
361
Given an impulse control C as in (3.8), we also define the control C n ≡ C tn ⊆ C, n = 0, . . . , n max , as 362 the subset of impulses (and, implicitly, corresponding intervention times) of C applicable to the time interval [t n , T ]:
Subsequently, we use
to denote the optimal impulse control to the problem (TCMV tn (ρ)) defined in (2.17)-(2.18).
368
With this time discretization and notational conventions, for a given scalarization parameter ρ > 0
369
and an intervention time t n , we define the scalarized time-consistent MV problem (TCMV tn (ρ)) as 370 follows:
where C * n+1 is optimal for problem TCMV t n+1 (ρ) .
374
We note that the definition of (3.11)-(3.12) agrees conceptually with the continuous-time definition
375
given by (2.17)-(2.18), but is more convenient from a computational perspective. The particular form
376
of the time-consistency constraint in (3.12) is a discretized equivalent of the constraint in (2.18), since,
377
given the optimal impulse control
to the time period [t n+1 , T ], any arbitrary admissible impulse control C n ∈ A will necessarily be of the
for some admissible impulse value η ∈ Z applied at time t n .
382
We use the notation E x,tn η
[·] to indicate that the expectation is evaluated using an (arbitrary)
383
impulse value η ∈ Z at time t n , with the implied application of C * n+1 over the time interval [t n+1 , T ].
384
We note that, given X t
at time t − n+1 , we have the following recursive 385 relationships for U (s, b, t n ) and Q (s, b, t n ):
where, as defined previously in (3.10), η * n is the optimal impulse value for time t n . For the special case
We similarly obtain a recursive relationship for the value function (3.11)
where, for the special case of t nmax , we have
. This is effectively 396 the discretized version of the intervention operator M, defined in (3.6).
397
Assume that E 
Relations (3.14)-(3.19) form the basis for a recursive algorithm to determined the value function and 402 the optimal impulse value.
403

Computation of expectations
404
We now introduce the change of variable τ = T − t, and let
and hence (3.1) becomes
In terms of τ , time grid (3.7) now becomes
Next, we define the following "candidate" expectation values at the rebalancing time τ n under an
To handle the computation of expectations in (3.23) and (3.24), we proceed as follows. For solvent 
with initial condition Ψ s, b, τ
with initial condition Φ s, b, τ
where, for the special case of τ 0 = 0, we have
Here, the operators L and J in the PDEs (3.25) and (3.27) are defined in (3.4) and (3.5), respectively.
425
Then, for a given arbitrary impulse η ∈ Z, we obtain the "candidate" expectation valuesÛ n η (s, b) and
where
− s|, as per (2.6), subject to the leverage constraint (2.13). Finally, using (3.30)-(3.31), we can find the optimal impulse value η * n via
For insolvent portfolios, i.e. (s, b) ∈ B, the solvency constraint (2.12) results in enforced liquidation.
433
This is captured by a Dirichlet condition
(3.32)
436
In Algorithm 3.1, we present a recursive algorithm for the time-consistent MV (TCMV n (ρ)) for a 437 fixed ρ > 0.
Algorithm 3.1 Recursive algorithm to solve (TCMV n (ρ)) for a fixed ρ > 0.
2: for n = 1, . . . , n max do 3:
enforce the solvency constraint (2.12) via (3.32) to obtainŪ (s, b, τ n ) andQ (s, b, τ n );
5:
solve (3.25)-(3.26) and (3.27)-(3.28) from τ
for each η ∈ Z do 8:
set B + = η and S + = s + b − η − c 1 − c 2 · |S + − s| as per (2.6), subject to the leverage constraint (2.13);
9:
end for 11:
end if 14: end for 
461
We emphasize that the above argument is an intuitive explanation of the semi-Lagrangian scheme.
462
In fact, we can prove rigorously that in the limit as ∆τ → 0, this treatment converges to the case 463 where interest is paid continuously. 2 Moreover, this approach is also valid for discrete rebalancing,
464
regardless of whether the interest is paid continuously or discretely.
465
Applying this reasoning to the two PIDEs (3.25) and (3.27), we have
and we can replace the operator L in the PDEs (3.25) and (3.27) by the operator P defined as
Therefore, instead of solving a two-dimensional PDE in space variables (s, b) for both Ψ and Φ, we 470 now solve, for each discrete value of b, two one-dimensional PIDEs (in a single space variable s):
The second consequence of semi-Lagrangian timestepping is that the calculation of the value of
as per (3.30) and (3.31), has to be adjusted to reflect 478 the payment of interest at time τ n : 
. For computational purposes, we localize this 483 domain to the set of points 
(4.10)
499
while the localized problem for Φ is as follows:
(4.11)
505
Here, 
512
We solve the localized problems (4.10)-(4.11) using finite differences as described in Dang and 
520
Central differencing is used as much as possible for the discrete approximation to the operator P 521 in (4.1), but we require that the scheme be a positive coefficient method (Wang and Forsyth, 2008) .
522
The operator J in (4.12) is handled using the method described in We assume that the given initial wealth, denoted by W (t = 0) = W init , is invested in the risk-free 527 asset, so that the time t = 0 portfolio is given by (S (0) , B (0)) = (0, W init ). For initial wealth W init ,
528
and given the positive discretization parameter h, the goal is the tracing out of the efficient frontier 529 using the scalarization parameter ρ:
where (·) h refers to a discretization approximation to the expression in the brackets.
532
This can be achieved as follows. For a fixed value ρ ≥ 0 in {ρ min , . . . , ρ max } ⊂ [0, ∞), executing
533
Algorithm 3.1 gives us the following quantities:
Using these, we compute the corresponding single point on the efficient frontier Y h (4.13): costs, it is also not practically feasible.
550
For the construction of efficient frontiers (see Section 5), we therefore assume discrete rebalancing.
551
That is, the portfolio is only rebalanced at a set of pre-determined intervention times 0 =t 0 ≤t 1 <
552
. . . <t mmax < T , where t 0 is the inception of the investment. With the change of variable τ = T − t, .
558
Other steps of the algorithm remain unchanged. In this case, the complexity of the algorithm for 559 constructing the entire efficient frontier is O(1/h 4 | log h|). 
Empirical data and calibration
562
In order to obtain the required process parameters, the same data and calibration technique is used n/a -0.0700 n/a γ (log jump multiplier stdev) n/a 0.1924 n/a ν (probability of up-jump) n/a n/a 0.2903 ζ 1 (exponential parameter up-jump) n/a n/a 4.7941 ζ 2 (exponential parameter down-jump) n/a n/a 5.4349 r (Risk-free rate) 0.00623 0.00623 0.00623 assumptions: (i) continuous rebalancing of the portfolio, (ii) trading continues in the event of in-600 solvency, (iii) no investment constraints or transaction costs, and (iv) same lending and borrowing 601 rate (= r). Under these assumptions, the efficient frontier solution is given by
where we set λ = 0 to obtain the special solution in the case where the risky asset follows GBM.
605 Table 5 .2 provides the timestep and grid information for testing convergence to the analytical 606 solution (5.2). While equal timesteps are used, the grids in the s-and b-directions are not uniform. 
Monte Carlo validation
615
Consider now the following case where analytical solutions are not available: we assume discrete At each timestep of our numerical PDE procedure, we output and store the computed optimal strategy 624 for each discrete state value. We then carry out Monte Carlo simulations for the portfolio (using the 
641
In order to consider the impact of investment constraints and other assumptions, including trans-action costs, we construct five experiments as outlined in Table 5 .5. We highlight the following: 
643
• The interest rates for Experiments 4 and 5 were obtained by assuming that the approximate 644 relationship between current interest rates paid on margin accounts in relation to current 3-645 month US T-bill rates 7 , also holds in relation to the historically observed 3-month US T-bill 646 rates used to obtain the constant rate of 0.00623 (see Table 5 .1).
647
• The transaction costs in the case of Experiment 5 are perhaps somewhat extreme. As in the of the standard deviation,
Fixing a standard deviation value on the efficient frontier, we observe that the effect of model 665 choice on the associated expected value on the efficient frontier is entirely due to the multiplier
The interest paid/charged currently on margin accounts at major stockbrokers can be obtained with relative ease.
For these experiments, the information was obtained as follows. On 15 March 2017, Merrill Edge (an online brokerage service of the Bank of America Merrill Lynch) charged roughly 5.75% on negative balances in margin accounts -the exact rate can depend on a number of factors. At that time, the short-term deposit rates of 0.03% paid by Bank of America was used as the interest rate paid on positive balances. These figures were then inflation-adjusted and scaled with the difference between current and historical real returns on T-bills, so that we assume in effect that the observed spread (difference between borrowing and lending rates) remained the same historically as they were in early 2017. This resulted in the rates of 6.10% and 0.40% shown in Table 5 .5. (µ − r) / √ σ 2 + λκ 2 in (5.4). With calibrated process parameters as given in Table 5 .1, we have 667 combinations of parameters as given in Table 5 .6. In particular, we conclude that the multiplier
668
(µ − r) / √ σ 2 + λκ 2 is lower for the Kou model, due to the higher variance of the log-double exponential 669 distribution of the jump multipliers (resulting in a higher value of
compared to the that of the lognormal distribution in the case of the Merton model. We also note 671 that, as observed from Table 5 .6, both the GBM and Merton models have almost the same value of 672 the multiplier (µ − r) / √ σ 2 + λκ 2 . optimal cash withdrawals will move the efficient upward for the pre-commitment MV strategy. 
727
It is observed that the effect on the efficient frontiers of not allowing leverage is quite dramatic. to these points on the efficient frontiers, at each timestep of our numerical PDE procedure, we output 744 and store the computed optimal strategy for each discrete state value. We then carry out Monte Carlo 745 simulations for the portfolio, using the specified parameters, from t = 0 to t = T , rebalancing the it is interesting to observe that the pre-commitment strategy at the 25th percentile shows a very rapid To further investigate the differences between the pre-commitment and time-consistency optimal 780 strategies, in Figure 5 .7, we present the heatmaps of the MV-optimal control (as the fraction of Monte Carlo simulation, indicate that the algorithm provides reliable and accurate results.
816
The economic implications of investment constraints on the efficient frontiers and on the resulting 817 optimal controls have been explored in detail. The numerical results illustrate that these realistic 818 considerations can have a substantial impact on the efficient frontiers and associated optimal controls, 819 resulting in economically plausible conclusions. In addition, the results from the time-consistent 820 problem are compared to those of the pre-commitment problem, leading to the conclusion that the 821 time-consistent problem is less sensitive to the maximum leverage constraint than the pre-commitment 822 problem.
823
As a result of the long investment time horizon, as well as the typical application of MV opti-824 mization to pension fund investments, a potential shortcoming of the analysis and results presented 825 is that it does not consider the full accumulation/de-cumulation cycle associated with pension fund 826 investments. We intend to investigate this further in future work.
