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Ozone dry deposition, an important tropospheric ozone sink, is expected to evolve with
climate and land use, but coarse representation of ozone dry deposition in most large-scale
atmospheric chemistry models hinders understanding of the influence of this sink on ozone
air quality. Ozone uptake by stomata, injurious to plants, has been emphasized in the
atmospheric chemistry community as the predominant terrestrial ozone depositional sink.
However, there is an abundance of observational evidence from monitoring sites around
the world suggesting that nonstomatal deposition processes (e.g., surface-mediated aqueous
reactions on leaf cuticles, reactions with soil organic matter) are important ozone sinks.
With observations from one of the longest ozone eddy covariance datasets available and a
model hierarchy, I find substantial variations in nonstomatal ozone dry deposition, which
is a non-negligible amount of the total ozone dry deposition, and identify the individual
deposition processes driving observed variability. I pinpoint the responses of ozone pollution
to changes in precursor emissions, climate, and ozone dry deposition at the beginning and
end of the 21st century using a new version of the NOAA GFDL chemistry-climate model
that more explicitly resolves deposition processes by leveraging the interactive biophysics of
the land component of the model. My work highlights that under strong precursor emission
controls there is a shift in the high ozone pollution season over northern mid-latitudes to
a wintertime peak, and that wintertime ozone is sensitive to ozone dry deposition due to
the long ozone lifetime. For both summer and winter, I find that neglecting variations in
nonstomatal deposition and dependencies on environmental conditions may hinder accurate
identification of the processes driving observed trends and variability in ozone pollution.
In light of the sensitivity of ozone to dry deposition during winter, I identify a need for
developing observational constraints on the wintertime depositional sink.
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CHAPTER 1. INTRODUCTION 1
Chapter 1
Introduction
1.1 Background and motivation
Tropospheric ozone plays an important role in climate, atmospheric chemistry, the bio-
sphere and air quality. Observed lower-tropospheric ozone abundances over northern mid-
latitude regions have approximately doubled from 1950 to 2000 due to rising anthropogenic
emissions of precursor gases (Parrish et al., 2012). A greenhouse gas, tropospheric ozone’s
preindustrial-to-present radiative forcing is 0.4 W m−2 (Myhre et al., 2013). Tropospheric
ozone is also central to the atmospheric chemistry controlling the removal of air pollutants
and reactive greenhouse gases. For example, photolysis of tropospheric ozone in the pres-
ence of water vapor is the primary source of the hydroxyl radical (Levy II, 1971, 1973), a
powerful oxidizing agent. The hydroxyl radical controls the removal of methane (a potent
greenhouse gas) and carbon monoxide (a toxic air pollutant) and regulates some aerosol
formation (Hallquist et al., 2009). In near-surface air, ozone is a primary constituent of
photochemical smog and harmful to humans (U.S. EPA, 2013; World Heath Organization,
2013) and vegetation (Ainsworth et al., 2012; Lombardozzi et al., 2013; Wittig et al., 2007,
2009), including crops (Feng et al., 2008; Mauzerall and Wang, 2001; Morgan et al., 2003;
Rich, 1964).
In the troposphere, ozone forms ambiently through nonlinear photochemical reactions
between nitrogen oxides (NOx) and reactive carbon species, such as methane, carbon monox-
ide, and volatile organic compounds (VOCs). Ozone precursors have both natural and an-
thropogenic sources. Input from the stratosphere is around 11% of the total tropospheric
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ozone source on an annual mean basis (e.g., Stevenson et al. (2006)). The sinks of tro-
pospheric ozone are ambient chemical loss (e.g., photolysis in the presence of water vapor,
reaction with the hydroxyl and hydroperoxy radicals, reaction with biogenic VOCs) and dry
deposition (Figure 1.1), occurring when the gas is transported to the Earth’s surface via
turbulence and removed by the surface-mediated reactions. The term “dry deposition” is
analogous to wet deposition, or removal of soluble aerosols and trace gases by precipitation.
The average amount of time that ozone spends in the troposphere (called the “lifetime”,
which is calculated as the abundance divided by loss) is about three weeks (e.g., Stevenson
et al. (2006)), allowing ozone to be transported to regions far from chemical production.
Transport can occur in the boundary layer or in the free troposphere. At any given location,
ground-level ozone pollution is a combination of locally-produced ozone and transported
ozone (ozone that is transported in the free tropospheric can mix down into near-surface
air). While methane increases tropospheric ozone on hemispheric-to-global scales (Fiore et
al., 2002b, 2008), reactions between NOx and VOCs drive local-to-regional ozone pollution
episodes. Following the nonlinear relationship between ozone and NOx, ozone production
can be suppressed depending on the levels of NOx vs. VOCs (National Research Council,
1991; Sillman et al., 1990). For the most part, suppressed ozone production occurs when
there is very high NOx, but low VOCs (“NOx titration”).
The past couple of decades of research have largely focused on the roles of nonlinear am-
bient chemistry, anthropogenic and natural sources of ozone precursors, transport through
large-scale tropospheric circulations patterns, and input from the stratosphere on tropo-
spheric ozone distributions (e.g., Cooper et al. (2010), Cooper et al. (2012), Fiore et al.
(2003), Fiore et al. (2005), Guo et al. (2018), Jacob et al. (1995), Jaffe (2011), Lelieveld
and Dentener (2000), Lin et al. (2012a, 2017), Liu et al. (1987), Logan (1985), and Par-
rish et al. (2013)). Because ground-level ozone is regulated as an air pollutant in many
countries, and ozone abundances are temporally variable and regionally specific, research
on the sources and sinks driving variability and trends in observed ozone is policy-relevant.
Despite emphasis on sources and the chemical sinks of ozone in investigating observed ozone
abundances, ozone dry deposition is typically overlooked. However, the ozone depositional
sink is about 20% of the annual total tropospheric ozone loss (Lelieveld and Dentener, 2000;
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Stevenson et al., 2006; Wild, 2007; Young et al., 2013), and global atmospheric chemistry
models vary by a factor of 2-3 in their estimates of the depositional loss (Hardacre et al.,
2015). In the afternoon mixed layer, dry deposition is 30-95% of ozone loss over the United
States (Fiore et al., 2002a), suggesting that the depositional sink is an important control
on ozone pollution.
One pathway of ozone dry deposition occurs when the gas diffuses into the small pores
on plant leaves called stomata (Rich, 1964; Turner et al., 1974) and reacts quickly with
internal fluids and tissues (Laisk et al., 1989; Wang et al., 1995). These reactions are not
only an important sink of ozone (as reviewed by Fowler et al. (2009)), but also result in
plant oxidative stress (as reviewed by Ainsworth et al. (2012)). On average, plant physiology
observations show that chronic ozone exposure decreases stomatal conductance by 11% and
photosynthesis by 21% (Lombardozzi et al., 2013). This decreases ecosystem productivity
(Ainsworth et al., 2012; Fuhrer et al., 2016) and crop yields (Feng et al., 2008; Fishman
et al., 2010; Mauzerall and Wang, 2001; Morgan et al., 2003). For example, the ozone
impact on U.S. maize and soybean yields for 1980 to 2011 is estimated to be $9 billion per
year (McGrath et al., 2015). Ozone damage to plants impacts large-scale terrestrial water
and carbon cycling (Hoshika et al., 2015; Li et al., 2016; Lombardozzi et al., 2015; Sun
et al., 2012), providing a way that couple ozone and climate separately from ozone’s role as
a greenhouse gas and influence on tropospheric oxidation (Sitch et al., 2007).
Other important (”nonstomatal”) pathways for ozone dry deposition include leaf cuticles
and soil (Figure 1.1), as well as snow, ice, and water. Ozone dry deposition to snow, ice,
and bodies of water is low (Gallagher et al., 2001; Helmig et al., 2012; Helmig et al.,
2007a, 2009; Helmig et al., 2007c). However, a substantial fraction of the earth’s surface
is water so the oceanic ozone sink is important for the total loss of tropospheric ozone
through dry deposition (Hardacre et al., 2015; Helmig et al., 2007a; Luhar et al., 2017).
Ozone dry deposition to snow and ice over polar and boreal regions influences the lifetime
of ozone and thus the distance transported from the source region. Thus quantifying these
sinks accurately is important for large-scale pollution (Helmig et al., 2007c). Field and
laboratory observations suggest that ozone loss on leaf cuticles can be enhanced by wetness
(Finkelstein et al., 2000; Fuentes et al., 1992; Zhang et al., 2002), with the magnitude of




Deposition pathways over 
vegetation during the 
growing season
Figure 1.1: Ozone dry deposition pathways over vegetation during the growing season. Ar-
rows indicate important sinks. A crossed-out arrow for ozone uptake by wet soil emphasizes
that this process is inhibited (Massman, 2004). The image of a plant stomate is from
http://remf.dartmouth.edu/images/botanicalLeafSEM/source/16.html.
the enhancement depending on the compounds previously deposited or exuded by leaves
available for reaction with ozone (Potier et al., 2017; Sun et al., 2016a). Ozone deposition to
soil likely results from ozone diffusing into soil pores spaces and reacting with unsaturated
double carbon bonds in soil organic matter (Fowler et al., 2009; Garland and Penkett, 1976;
Massman, 2004; Sorimachi and Sakamoto, 2007). There is strong evidence that deposition
to soil is low when soil water content is high, following the decrease in surface area available
for reaction (Massman, 2004).
It is often assumed that when plants are growing, ozone dry deposition is mostly stom-
atal deposition. However, most observational studies suggest nonstomatal deposition is an
important fraction of the total deposition, even over forests (Cieslik, 2009; Fowler et al.,
2009; Hogg et al., 2007). Most measurements are short term, represent ozone dry deposition
integrated over the entire plant canopy (e.g., eddy covariance (Baldocchi, 2003)) and may
be influenced by ambient chemistry (Dorsey et al., 2004; Goldstein et al., 2004). These
factors, in addition to the challenges of estimating the amount and reactivity of substrate
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available for ozone dry deposition, hinder robust understanding of the relative importance
of individual deposition pathways, and changes in the relative importance in time and space.
Ozone deposition velocity represents the efficiency of the removal by the surface inde-
pendently of ambient ozone concentrations. The deposition velocity is often considered in a
resistance framework (Wesely and Hicks, 2000; Wesely and Hicks, 1977), analogous to the
treatment of resistances in Ohm’s law for electrical circuits, with resistances to above-canopy
turbulence (Ra), molecular diffusion in the small boundary layer between the atmosphere
and the surface (Rb), and the surface (Rc). This follows application of Fick’s Law, and
assuming that the concentration of ozone at a given height is unchanging in time (Seinfeld
and Pandis, 2012):







where F is the ozone flux to the surface and C is the ozone concentration at height (zi)
where z3 is the measurement or model height, z2 and z1 are the top and bottom of the small
boundary layer between the atmosphere and the surface, respectively, and z0 is the height
of the depositional surface. Because ozone is reactive with surfaces, we assume C(z0) = 0.
Equation 1.1 becomes:
F = C(z3)(Ra +Rb +Rc)
(1.2)




= (Ra +Rb +Rc)−1 (1.3)
The resistance framework for ozone dry deposition differs depending on how one accounts
for the number of heights with surfaces that ozone can deposit to. The framework above
(equations 1.1 to 1.3) is a “big-leaf” model (where the entire leaf surface area of the footprint
of an instrument or model grid cell is modeled as a single leaf). The resistances to deposition
to different surfaces are added in parallel to form the Rc. The inverse of a resistance is a
conductance. In the case of the resistance to uptake by a given surface (i.e., plant stomata,
leaf cuticles, soil), the conductance indicates how efficiently ozone reacts with or decomposes
on that surface. These conductances can be measured indirectly, or estimated with process
or empirical models.
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In the late 1980s, a parameterization of ozone dry deposition using a big-leaf resistance
framework was developed for large-scale atmospheric chemistry models (Wesely, 1989). The
scheme was largely tuned to short-term observations and represents ozone dry deposition
differences during the day vs. night and over different land cover types and seasons (Wesely,
1989). Coarse representation of ozone dry deposition in most large-scale atmospheric chem-
istry models has largely remained unchanged from Wesely (1989), although some models
have added observed effects of meteorology and surface wetness on ozone deposition veloc-
ity according to the Zhang et al. (2003) scheme (Centoni, 2017; Miao et al., 2006), and
more process-oriented representation of stomatal conductance (Charusombat et al., 2010;
Hollaway et al., 2016; Pleim et al., 2001; Ran et al., 2017; Val Martin et al., 2014). Over-
all, our understanding of the influence of stomatal and nonstomatal depositional sinks on
ozone abundances is lacking. Simulated surface ozone abundances are sensitive to ozone
deposition velocity (Hogrefe et al., 2018; Walker, 2014), implying that failing to capture the
strong observed changes in ozone deposition velocity (Bauer et al., 2000; Coyle et al., 2009;
Cros et al., 2000; Finkelstein, 2001; Fowler et al., 2001; Galbally and Roy, 1980; Helmig
et al., 2012; Helmig et al., 2007c; Lamaud et al., 2009; Rannik et al., 2012; Wolfe et al.,
2015) accurately in atmospheric chemistry models may compromise the simulation of ozone
and misrepresent the influence of other processes on ozone abundances. The overarching
question that I aim to address in this dissertation is: how does surface ozone respond to
changing precursor emissions, climate, and ozone dry deposition? More specifically,
1. How does ozone dry deposition vary on different temporal and spatial scales, and what
controls this variability?
2. How much does neglecting variability in ozone dry deposition matter for projecting
ozone pollution accurately?
3. How do stomatal and nonstomatal ozone deposition pathways influence surface ozone?
1.2 Dissertation overview
In Chapter 2 of this dissertation, I examine 21st century changes in surface ozone using
the NOAA GFDL global chemistry-climate model. I probe the response of surface ozone
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seasonality to changes in anthropogenic NOx emissions, global methane, and climate over
the northeastern United States and the InterMountain West United States. I compare the
two regions because the processes governing the present-day surface ozone seasonality over
these two regions are quite different, but the seasonalities tend towards convergence by the
end of the 21st century due to large reductions in regional anthropogenic NOx emissions.
Namely, there is a reversal of the surface ozone seasonality from a summertime to a win-
tertime peak over the northeastern US. In the chemistry-climate model simulations used,
ozone dry deposition is prescribed with a global monthly climatology calculated offline from
the widely-used Wesely (1989) dry deposition scheme. While Chapter 2 does not explicitly
examine changes in ozone dry deposition with climate and land use, or the influence on
ozone abundances, my findings from this chapter motivate and provide context for the last
chapter of the thesis (Chapter 5), which examines the role of changing ozone dry deposition
on ozone pollution under projected changes in precursor emissions and climate.
In Chapters 3 and 4, I use the observational ozone eddy covariance fluxes from Harvard
Forest, a deciduous forest in central Massachusetts and one of the only long-term monitor-
ing sites for ozone dry deposition, to identify and advance the understanding of variability
in ozone dry deposition over the northeastern US (Question 1). I find strong interannual
variability in observed ozone deposition velocity at Harvard Forest. Using meteorological
and biophysical measurements, I attribute this strong interannual variability to nonstom-
atal deposition in Chapter 3. To pinpoint the individual processes driving the interannual
variability in ozone deposition velocity at Harvard Forest in Chapter 4, I expand my analy-
sis to investigating ozone dry deposition on other timescales, such as daily and weekly, and
under specific environmental conditions, such as rainy days, and leverage short-term ozone
eddy covariance flux measurements from nearby forests in the northeastern US.
In Chapter 5, I revisit my work in Chapter 2 with a new dry deposition scheme in the
NOAA GFDL global chemistry-climate model and a better understanding of the drivers of
observed variability in ozone deposition velocity. Motivated by my findings from Chapter 2
that winter becomes the new high-ozone season, I examine both wintertime and summer-
time changes in surface ozone due to ozone dry deposition and expand the analysis to the
northern mid-latitudes. I benchmark changes in ozone pollution using the configuration of
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the GFDL model with ozone dry deposition calculated explicitly in the land component
of the GFDL model versus the global monthly climatology of ozone deposition velocities
calculated offline with the Wesely (1989) scheme (Question 2). To address Question 3, I
identify the depositional pathways driving changes in ozone deposition velocity and ozone
pollution.
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Chapter 2
Twenty-first century reversal of the
surface ozone seasonal cycle over
the northeastern United States
Note: A modified version of this chapter is published as Clifton, O. E., A. M. Fiore, G.
Correa, L. W. Horowitz, & V. Naik (2014). Twenty-first century reversal of the surface
ozone seasonal cycle over the northeastern United States. Geophysical Research Letters, 41.
https://doi.org/10.1002/2014GL061378
Abstract
Changing emissions can alter the surface ozone seasonal cycle, as detected from North-
eastern US (NE) observations during recent decades. Under continued regional precursor
emission controls (i.e., 72% decreases in NE emissions of nitrogen oxides (NOx) by 2100),
the NE surface ozone seasonal cycle reverses (to a winter maximum) in 21st Century tran-
sient chemistry-climate simulations. Over polluted regions, regional NOx largely controls
the shape of surface ozone seasonal cycles. In the absence of regional NOx controls, cli-
mate warming contributes to a higher surface ozone summertime peak over the NE. A
doubling of the global methane abundance by 2100 partially offsets summertime surface
ozone decreases attained via NOx reductions and contributes to raising surface ozone dur-
ing December-March when the ozone lifetime is longer. The similarity between surface
ozone seasonal cycles over the NE and the InterMountain West by 2100 indicates a NE
transition to a region representative of baseline surface ozone conditions.
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2.1 Introduction
The observed surface ozone seasonal cycle at any particular location reflects contribu-
tions from both free-tropospheric ozone mixed down to the surface and chemically-produced
ozone from local precursor emissions (both natural and anthropogenic). The seasonal cycle
is expected to evolve in response to changing local and global emissions and possibly to a
changing climate. Parrish et al. (2013) document observed changes in ozone seasonal cycles
at remote sites during past decades, hypothesizing that the seasonal maximum has shifted
to earlier in the year over remote northern mid-latitudes due to changes in precursor emis-
sions and circulation patterns. Here, we investigate changes in surface ozone seasonal cycles
over polluted versus relatively remote U.S. regions in response to changing ozone precursor
emissions and climate under 21st century global change scenarios with the Geophysical Fluid
Dynamics Laboratory (GFDL) Coupled Model version 3 (CM3), a chemistry-climate model
(CCM) that includes online fully-coupled stratospheric and tropospheric chemistry within
an atmosphere-ocean general circulation model (GCM). CM3 has approximately 2◦ by 2◦
resolution and previous studies show that global chemistry models are able to reproduce
synoptic-scale surface ozone patterns (e.g., Fiore et al. (2003) and Fiore et al. (2002a)).
We contrast two regions of the United States (US): the polluted Northeast (NE) and
the relatively remote InterMountain West (IMW) that mainly reflects baseline conditions
(defined as O3 that has not been influenced by local precursor emissions recently in HTAP
(2010)). There is higher background ozone (defined as ozone that occurs in absence of North
American anthropogenic emissions) over the IMW compared to the Eastern US (EUS) (Fiore
et al., 2002a; Zhang et al., 2011). This stems from more sources of background ozone and
a slower lifetime over the IMW (the latter in part is due to more sources, but also lower
chemical losses due to higher aridity and lower depositional losses due to less vegetation).
The high elevation and deep boundary layer characteristic of the IMW also allow more free
tropospheric ozone to influence regional ozone pollution (Fiore et al., 2002a; Jaffe, 2011;
Zhang et al., 2011). Over the Western US (WUS), background ozone typically peaks dur-
ing the spring due to the seasonal peak in stratospheric influence and ozone transport at
northern mid-latitudes (e.g., Fiore et al. (2003) and Wang et al. (1998a)). Over the densely
populated NE, the highest surface ozone occurs during the summer; high ozone is often asso-
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ciated with weak high pressure systems and the accompanying high temperatures, low cloud
cover, and stagnation that are amenable to photochemical production and accumulation of
ozone (Logan, 1989).
Tropospheric ozone forms ambiently through photochemical reactions between nitrogen
oxides (NOx) and reactive carbon species, such as methane, carbon monoxide, and volatile
organic compounds (VOCs) but ozone production can be suppressed depending on the
levels of NOx vs. VOCs (National Research Council, 1991; Sillman et al., 1990). Thus,
there is a nonlinear relationship between ozone and NOx. After the U.S. Environmental
Protection Agency (EPA) lowered the National Ambient Air Quality Standard (NAAQS)
for ozone in 1997 to 0.08 ppm, decreases in regional NOx emissions were regulated through
NOx State Implementation Plans (hereafter referred to as the NOx SIP Call). Over the
NE, Cooper et al. (2012) find summertime decreases of surface ozone in the 50th and 95th
percentiles from 1990 to 2010, but wintertime increases in 5th and 50th percentiles. Bloomer
et al. (2010) attribute observed surface ozone decreases during the summer and increases
during winter and early spring over the EUS to the NOx SIP Call. The hypothesis is that
wintertime ozone increases because lower NOx inhibits the suppression of ozone production
(or NOx titration) that occurs without high VOC emissions from deciduous vegetation,
but summertime ozone decreases because when there are high emissions of VOCs from
vegetation in summer, reduced NOx decreases ozone production. Regional modeling also
indicates summertime decreases (particularly for the highest ozone events), but wintertime
increases over much of the EUS in response to regional ozone precursor emission controls
(U.S. EPA, 2014).
Recently developed global change scenarios, the Representative Concentration Pathways
(RCPs) (Moss et al., 2010; van Vuuren et al., 2011), project continued reductions in U.S.
ozone precursor emissions (e.g., 70-80% decreases in NE NOx by 2100 under RCP4.5 and
RCP8.5; Table 1), but changes in global methane abundance under the four RCPs range
from decreases of 40% (RCP2.6; not used here) to increases of 114% (RCP8.5). Recent work
has emphasized the potential for increasing global methane to raise tropospheric ozone and
zonal mean surface ozone under RCP8.5 (Kawase et al., 2011; Lamarque et al., 2011). With
a set of three-year regional downscaling simulations, Gao et al. (2013) find that by the middle
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of the 21st century under RCP4.5, surface ozone over the EUS increases during winter and
decreases over the US during spring, summer, and fall, and under RCP8.5, surface ozone
increases over the US during winter, increases over the NE and IMW during fall and spring,
and decreases over the US during summer. Gao et al. (2013) attribute the changes in ozone
to reductions in regional NOx emissions, and differences in spatial extent and magnitude of
the surface ozone changes between RCP4.5 and RCP8.5 to increased methane by mid-21st
century (+56%) under RCP8.5.
We build on earlier work through the systematic evaluation of changes in the surface
ozone seasonal cycle with a set of transient (2005-2100) simulations with a global CCM. Our
study provides context for interpretation of multi-model studies, such as Young et al. (2013),
that consider only the combined response of annual mean tropospheric ozone to changing
precursor emissions and climate in time-slice experiments under the RCPs. Our use of
multiple ensemble members and analysis of decadal mean changes (2006-2015 vs. 2091-2100)
in these transient CCM simulations is an advance from earlier approaches and is crucial to
differentiate a climate change signal from interannual variability in meteorology (climate
noise) (Deser et al., 2012). This approach enables us to interpret the role of changing climate
due to well-mixed greenhouse gases (WMGG) independently from the roles of rising global
methane and changing regional ozone precursor emissions on the surface ozone seasonal
cycle.
2.2 Twenty-first century climate scenarios and model evalu-
ation
We conduct 21st century transient simulations with CM3, which includes online fully-
coupled tropospheric and stratospheric chemistry (Austin et al., 2013; Donner et al., 2011;
Golaz et al., 2011; Naik et al., 2013). Earlier work has analyzed some of the simulations
used here (John et al., 2012; Levy II et al., 2013) and we conduct new sensitivity simulations
relative to RCP4.5 and RCP8.5 to investigate the scenarios further. Table 2.1 summarizes
the changes in global carbon dioxide and methane that are prescribed in CM3 to historical
or RCP values (Van Vuuren et al., 2011) and in global and regional NOx in our simulations.
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Table 2.1: Percentage changes in global abundances of carbon dioxide (CO2) and methane
(CH4) (treated separately for model chemistry versus radiation) from 1990-1994 to 2004-
2009 in the Historical and RCP8.5 and from 2005 to 2100 in the 21st century projections.
Percentage changes in anthropogenic NOx emissions (NE US, IMW US, and global) from
1990 to 2005 in the Historical and RCP8.5 and from 2005 to 2100 in the 21st century
projections.
aMeinshausen et al. [2011]. For recent changes in CO2 and CH4 we use mid-year concentrations from Historical for 
1990-2004 and RCP8.5 for 2006-2009 [Meinhausen et al., 2011]. 
bFor 2001-2005 NOx emissions, we linearly interpolate from 2000 (Historical) to 2010 (RCP4.5) because the Historical 
inventory only includes emissions up to 2000.  
cWe include the anthropogenic emissions of NO (Tg N a-1) in 1990 for context.
Scenario or sensitivity 
simulation (number of 
ensemble members)




NE U.S. NOxb IMW U.S. NOxb Global 
NOxb
Recent changes
Historical + RCP8.5 (3) +0.067% +0.024% +0.024% -32% 
[1.2 Tg N a-1]c
-15% 
[0.3 Tg N a-1]c
-3%
Future changes 
RCP8.5 (3) +147% +114% +114% -92% -36% -52%
RCP8.5_WMGG (3) +147% 0% +114% 0% 0% 0%
RCP8.5_2005CH4 (1) +147% 0% 0% -92% -36% -52%
RCP8.5_2005CH4_chem (1) +147% 0% +114% -92% -36% -52%
RCP8.5_2005CH4_rad (1) +147% +114% 0% -92% -36% -52%
RCP4.5 (3) +42% -10% -10% -84% -80% -70%
RCP4.5_WMGG (3) +42% 0% -10% 0% 0% 0%
Sensitivity simulations RCP4.5_WMGG and RCP8.5_WMGG (three ensemble mem-
bers each) isolate the effect of WMGGs on climate change by allowing only WMGGs to
evolve throughout the 21st century while ozone precursors and aerosols remain at 2005 lev-
els. To quantify the impact of a doubling of global methane abundance by 2100 on monthly
mean surface ozone, we hold methane at 2005 levels RCP8.5_2005CH4. Under RCP8.5,
the effective radiative forcing increase from 2000 to 2100 is 0.47 W m−2 due to methane
and 6.49 W m−2 due to carbon dioxide (IPCC, 2013). We further separate the influence
of global methane into (1) the chemical impact of methane with RCP8.5_2005CH4_rad,
in which the global methane increase does not affect radiation (climate forcing), but con-
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tributes to raising tropospheric ozone; and (2) the climate impact of methane on surface
ozone with RCP8.5_2005CH4_chem, in which global methane used by the chemical mech-
anism remains at 2005 levels, but evolves along RCP8.5 in the radiation scheme and thus
contributes to climate forcing.
Previous evaluation of GFDL AM3, the atmospheric component of CM3, with surface
ozone measured at the Clean Air and Status Trends Network (CASTNet) shows that AM3
is biased high during all months over the NE (10-20 ppb) as well as during January-April
(2-8 ppb) over the IMW (Naik et al., 2013). Despite this bias, the model captures the
relationship between surface ozone and temperature over the NE (Rasmussen et al., 2012)
and the relationship between relative ozone variability and location of the mid-latitude jet
(Barnes and Fiore, 2013). Here, we evaluate whether CM3 captures observed changes in
the surface ozone seasonal cycle associated with changing regional NOx emissions.
Figure 2.1 shows the CASTNet and CM3 24-hour mean (M24) surface ozone seasonal
cycles during 1991-1996 and 2004-2009 over the NE and IMW. We select the regionally
representative CASTNet sites (Reidmiller et al., 2009) that have 4-6 years of observations
during each period. For the IMW, we average across two sites: Pinedale, Wyoming (there
are only thre years of observations at this site during June 2004-2009) and Grand Canyon
National Park, Arizona. For the NE, we average across three sites: Washington Crossing,
New Jersey, Penn State, Pennsylvania, and Connecticut Hill, New York. CM3 captures the
small surface ozone wintertime increases and summertime decreases over the NE evident
in the observations (Figure 2.1). The simulated change is overestimated by up to 4 ppb
during September-March and underestimated by up to 4 ppb during April-August. One
possible explanation for this bias is that precursor emission controls were imposed most
strongly during the ozone pollution season (May-September), whereas CM3 does not include
seasonally varying anthropogenic emissions (Naik et al., 2013).
Despite the high model mean bias during both time periods (14-16 ppb), CM3 captures
the overall structure of the changes in the seasonal surface ozone seasonal cycle over the NE
(Figure 2.1) and thus the response of surface ozone to the NOx SIP Call (see Table 2.1 for
emission changes). Over the IMW, there is no change in the surface ozone seasonal cycle
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Figure 2.1: Monthly mean surface ozone (M24) as observed (dashed) and modeled (solid)
at selected CASTNet sites in the NE (left) and IMW (right) US during 1991-1996 (black)
and 2004-2009 (red). We use the closest CM3 model grid cell to sample the monthly surface
ozone at each observational site and average over 2-3 sites to create a regional mean. We
then average across the six years and three ensemble members. Vertical bars for monthly
mean surface ozone show the 95% Confidence Interval (CI) (two standard errors, which
represent the uncertainty across years). There are 4-6 years of observational values from
each site depending on availability of observations except there are only 3 years during
June 2004-2009 at one of the IMW sites. Each model CI corresponds to one ensemble
member. Also shown are the mean bias and correlation coefficient (r) between observations
and CM3 for 1991-1996 (black; ensemble mean of Historical simulation) and for 2004-2009
(red; ensemble mean of Historical simulation and RCP8.5).
in the observations or CM3. The model overestimates surface ozone over the IMW by 4-10
ppb during January-March (Figure 2.1).
2.3 A reversal of the Northeast U.S. surface ozone seasonal
cycle during the twenty-first century
The month of peak monthly mean surface ozone shifts from July-August to February-
March by the end of the 21st century over the densely populated and highly polluted NE US
under RCP8.5 (Figure A.1). We find that the month holding the peak monthly mean value
is robust across ensemble members and the individual years within each period considered
(not shown). We hypothesize that the shift of the NE surface ozone peak is due to the
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projected decreases in NE NOx emissions (Table 2.1). We further investigate the drivers of
this shift over the NE by evaluating the magnitude of the change in monthly mean surface
ozone from 2006-2015 to 2091-2100 and the shapes of the seasonal cycles over the NE and
IMW under the sensitivity simulations in Table 2.1.
2.3.1 The role of regional NOx emission changes
At the beginning of the 21st century, summertime monthly mean surface ozone over the
NE differs in magnitude under the RCPs and the respective WMGG simulations (black
triangles vs. circles in Figure 2.2a,c). During 2006-2015, summertime NE NOx decreases
by 16% under RCP4.5 and by 25% under RCP8.5, while under the WMGG simulations,
all NOx sources except lightning remain at 2005 levels. The higher regional NOx emissions
during 2006-2015 under the WMGG simulations contribute to higher surface ozone during
peak months (July-August).
By 2091-2100, surface ozone during February-March is greater than during June-August
under simulations with regional NOx emission decreases: over the IMW by 13-16 ppb under
RCP4.5, by 11-15 ppb under RCP8.5_2005CH4, and by 15-17 ppb under RCP8.5 and over
the NE by 10-13 ppb under RCP4.5, by 13-15 ppb under RCP8.5_2005CH4, and by 18-
20 ppb under RCP8.5 (Figure 2.1). At 2091-2100, the 95% Confidence Intervals (CI) of
February-March monthly mean surface ozone are well above the CI during June-August
over the NE and IMW, indicating a reversal of the NE surface ozone seasonal cycle by 2100.
Similar to the conclusions of Gao et al. (2013) and U.S. EPA (2014) over the EUS, we find
that reduced regional NOx emissions play a role in raising wintertime surface ozone through
nonlinear ozone production chemistry.
This transition to February-March peak monthly mean surface ozone occurs early in
the 21st century over the NE: by 2026-2035, monthly mean surface ozone over the NE is
consistently higher during February-March than during June-August under RCP4.5 and
RCP8.5 (Figure A.2). By 2026-2035, summertime surface ozone is 3-4 ppb lower under
RCP4.5 than under RCP8.5 (consistent with larger regional NOx decreases under RCP4.5
during the first few decades of the 21st century), while the difference in surface ozone
between RCP4.5 and RCP8.5 during February-March is 1-2 ppb (Figure A.2).
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2.3.2 Role of tropospheric background
The sensitivity of the ozone mixing ratio to different 21st century changes in global
methane abundance (RCP4.5 versus RCP8.5; Table 2.1) is evident during all months over
the NE and IMW (Figure 2.2). At the end of the 21st century, RCP8.5 and RCP4.5 surface
ozone differs by 7-16 ppb over the NE (Figure 2.2a,c) and by 12-19 ppb over the IMW
(Figure 2.2b,d), with the largest differences over both regions during cooler months.
Despite regional and global NOx emission reductions (uniform during all months), there
are increases in surface ozone during cooler months under RCP8.5, RCP8.5_2005CH4
and RCP4.5 (NE only) (Figure 2.2). We investigate the differences between RCP4.5 and
RCP8.5_2005CH4 end of 21st century seasonal cycles (due to the similar net changes in
global methane abundance by 2100) in order to probe the role of global versus regional NOx
emission changes on monthly mean surface ozone. In addition to higher global anthropogenic
NOx emissions, the global lightning NOx (LNOx) source is higher under RCP8.5_2005CH4
relative to RCP4.5 because global LNOx roughly scales with global surface temperature
in CM3 (John et al., 2012) (2006-2015 to 2091-2100 ensemble annual global mean surface
temperature changes are 4.4◦C under RCP8.5, 3.5◦C under RCP8.5_2005CH4, and 2.2◦C
under RCP4.5).
Over the NE, surface ozone at 2091-2100 under RCP8.5_2005CH4 is on average 4 ppb
(7-8 ppb during February-March and 2 ppb during July-August) greater than under RCP4.5.
We attribute this to the combined influence of higher global LNOx, global anthropogenic
NOx, and global methane under RCP8.5_2005CH4 relative to RCP4.5 (Table 2.1). Similar
decreases in NE NOx emissions under RCP4.5 and RCP8.5_2005CH4 contribute to the
smaller differences in surface ozone during July-August when regional photochemistry peaks.
Higher background ozone (e.g., free tropospheric ozone mixed down to the surface) under
RCP8.5_2005CH4 thus contributes to higher surface ozone than under RCP4.5.
Over the IMW, surface ozone in 2091-2100 under RCP8.5_2005CH4 is on average 6 ppb
(6-7 ppb during all months except 4 ppb during October and December) greater than under
RCP4.5. This reflects the larger decreases in IMW NOx emissions, as well as the lower
global methane abundance and LNOx source under RCP4.5 relative to RCP8.5_2005CH4
(Table 2.1).
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When the global methane abundance remains at 2005 levels, we detect a reversal of
the NE seasonal cycle similar to that under RCP8.5 (Figure 2.2vc,e). Over the NE and
IMW, monthly mean surface ozone under RCP8.5_2005CH4 during 2091-2100 is 4-13 ppb
lower than under RCP8.5, with the greatest differences between scenarios during cooler
months. Gao et al. (2013) also suggest that the rise in global methane under RCP8.5
could substantially increase surface ozone, specifically by 4-8 ppb by the middle of the 21st
century. The differences between RCP8.5_2005CH4 and RCP8.5 in CM3 during the middle
of the 21st century support their finding (not shown).
We do not detect any impacts via climate forcing from the doubling of methane under
RCP8.5 on surface ozone over our focus regions (compare RCP8.5_2005CH4_chem with
RCP8.5_2005CH4 and RCP8.5_2005CH4_rad with RCP8.5). Thus, the methane impact
on surface ozone in CM3 occurs mainly through atmospheric chemistry, rather than through
the additional climate forcing from methane.
2.3.3 Regional and scenario differences in shapes of seasonal cycles
By 2091-2100, monthly mean surface ozone differs over the IMW and NE during spring
and summer (Figure 2.2). There is higher springtime surface ozone over the IMW than
the NE due to a combination of the longer ozone lifetime over the IMW and increased
stratosphere-to-troposphere transport over northern mid-latitudes as stratospheric ozone
recovers and climate warms due to the strengthening of the Brewer-Dobson circulation
(Hegglin and Shepherd, 2009; Kawase et al., 2011), which should preferentially affect the
WUS during spring (Fiore et al., 2003). NE surface ozone increases from spring to sum-
mer, reflecting regional photochemistry, under RCP4.5 and RCP8.5_2005CH4, but not
under RCP8.5 (Figure 2.2a,e,c). During 2091-2100, the difference between RCP8.5 and
RCP8.5_2005CH4 surface ozone during May-June is 9-10 ppb and during July-August is
6-7 ppb. This suggests that the doubling of methane under RCP8.5 enhances NE surface
ozone more during May-June than July-August. However, the standard deviation under
RCP8.5 during June 2091-2100 is 1-2 ppb greater than during surrounding months, sug-
gesting that larger variability (among model years and ensemble members) during June
contributes to the apparent lack of a spring-to-summer increase under RCP8.5 (not shown).
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Figure 2.2: Monthly mean M24 surface ozone (land-only; in ppb) averaged across 2006-2015
(black) and 2091-2100 (colors) over the NE (left) and the IMW (right) US under a,b) RCP4.5
(circle, blue) and RCP4.5_WMGG (upward triangle, light blue); c,d) RCP8.5 (circle, red)
and RCP8.5_WMGG (upward triangle, orange); e,f) RCP8.5_2005CH4 (circle, green),
RCP8.5_2005CH4_chem (downward triangle, green dashed), and RCP8.5_2005CH4_rad
(upward triangle, purple). Symbols show each ensemble member; lines show ensemble
mean (if available). Vertical bars for monthly mean values are 95% confidence intervals
(two standard errors representing the uncertainty across 10 years).
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Under both RCP4.5 and RCP8.5, the amplitude (maximum-minimum) of the 2006-2015
seasonal cycles is 10 ppb greater over the NE than over the IMW (Figure 2.2a,b,c,d). By
2091-2100, this difference in amplitudes reduces to 1 ppb. The similar amplitudes and
shapes of the IMW and NE seasonal cycles during 2091-2100, and the similarity to the
observed shape of the Mace Head, Ireland marine boundary layer site (25 meter elevation)
seasonal cycle during 2006-2010 (Parrish et al., 2013) suggest that the IMW and NE rep-
resent baseline ozone (National Research Council, 2010) conditions by 2100. Overall, the
reductions in regional ozone precursors lessen the influence of photochemical ozone produc-
tion on the surface ozone seasonal cycle and the dominant source of surface ozone becomes
background ozone (i.e., free tropospheric ozone mixed down to the surface).
We find similar results over urban southeastern China. There, monthly mean surface
ozone peaks during summer 2006-2015, but peaks during winter and early spring by 2091-
2100 (top row in Figure A.3). By 2091-2100, the seasonal cycle over southeastern China
becomes similar in shape to the seasonal cycles at the beginning and end of the 21st cen-
tury over the more remote northwest of China, but lower in magnitude, with the greatest
differences between remote and urban seasonal cycles during winter and spring. Over both
regions in South Asia (middle row in Figure A.3), the seasonal cycle is controlled by the
monsoon season at the beginning and end of the 21st century, but there is enhanced winter-
time and springtime surface ozone by the end of the 21st century. Over urban and remote
regions in Australia (last row in Figure A.3), monthly mean surface ozone increases during
all months with the greatest enhancement during May-October.
2.3.4 Impact of a warming climate on the surface ozone seasonal cycle
In the absence of precursor emission changes, a warming climate is expected to de-
grade ozone air quality over some regions, implying a need for stricter emission controls in
order to achieve a given level of air quality, or the “climate change penalty” (Wu et al.,
2008). By 2091-2100, NE surface ozone during June-August increases by 1-2 ppb under
RCP4.5_WMGG and during June-August by 3 ppb under RCP8.5_WMGG (we note that
these changes are more challenging to detect relative to interannual variability than the
emission-driven changes; Figure 2.2a,c). Consistent with Nolte et al. (2008) and Racherla
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and Adams (2008), we find that WMGG-induced climate change enhances the NE sum-
mertime surface ozone peak (Figure 2.2a,c). We attribute these changes over the NE to
a warmer climate: NE surface temperature during June-August increases by 2.5◦C un-
der RCP4.5_WMGG and 5.5◦C under RCP8.5_WMGG. It is possible that summertime
NE surface ozone increases are attributable to decreased mid-latitude cyclone frequency
(Leibensperger et al., 2008) associated with a summertime northward shift of the mid-
latitude jet (Barnes and Fiore, 2013), although the findings of Turner et al. (2013) suggest
that the relationship between ozone and cyclone frequency is weak in these simulations.
We find that the NE NOx emissions reductions (e.g., under RCP4.5 and RCP8.5; Table
2.1) fully offset the climate change penalty, leading to overall decreases in surface ozone.
A caveat is that these simulations do not include feedbacks via soil NOx, dry deposition,
biogenic volatile organic compounds, or wildfires, which might alter this conclusion.
Over the IMW, surface ozone decreases by 1-4 ppb during June-November under RCP4.5-
_WMGG and RCP8.5_WMGG, consistent with the finding of Johnson et al. (1999) that
increasing water vapor in a warmer atmosphere leads to lower background ozone. We con-
clude that the climate change penalty predominantly occurs during the photochemically
active season, May-September, over regions with sufficiently high anthropogenic NOx emis-
sions, such as the NE.
2.4 Conclusion
We investigated possible 21st century changes in the surface ozone seasonal cycle under
climate and air pollutant emission scenarios with the GFDL CM3 chemistry-climate model.
We conclude that while regional NOx emissions control the shape of the surface ozone
seasonal cycle (i.e., by controlling the strength of the regional summertime photochemical
production), the global methane abundance contributes to raising surface ozone during
all months, with the largest influence during cooler months when the ozone lifetime is
longer. In the absence of NOx emission controls, WMGG-induced climate change enhances
NE summertime surface ozone. Under RCP8.5, doubling methane partially offsets the
summertime surface ozone decreases due to reductions in NOx emissions. By 2100, under
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RCP4.5 and RCP8.5, the surface ozone seasonal cycle reverses over the NE, a region with
high NOx emissions at present, to resemble a seasonal cycle representative of baseline ozone
conditions (i.e., the IMW). Under RCP4.5 and RCP8.5, monthly mean surface ozone peaks
during February-March after the 2020s. Detecting such a shift at the EPA Air Quality
System monitoring sites requires year-round operation in high-NOx regions.
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Chapter 3
Interannual variability in ozone
removal by a temperate deciduous
forest
Note: A modified version of this chapter was published as Clifton, O. E., A. M. Fiore, J.
W. Munger, S. Malyshev, L. W. Horowitz, E. Shevliakova, F. Paulot, L. T. Murray, & K.
L. Griffin (2017). Interannual variability in ozone removal by a temperate deciduous forest.
Geophysical Research Letters, 44. https://doi.org/10.1002/2016GL070923
Abstract
The ozone dry depositional sink and its contribution to observed variability in tro-
pospheric ozone are both poorly understood. Distinguishing ozone uptake through plant
stomata versus other pathways is relevant for quantifying the ozone influence on carbon
and water cycles. We use a decade of ozone, carbon, and energy eddy covariance fluxes at
Harvard Forest to investigate interannual variability in ozone deposition velocities (vd). In
each month, monthly mean vd for the highest year is twice that for the lowest. Two indepen-
dent stomatal conductance estimates, based on either water vapor eddy covariance fluxes
or gross primary productivity inferred from carbon dioxide fluxes, vary little from year to
year relative to canopy conductance. We conclude that nonstomatal deposition controls the
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substantial observed interannual variability in summertime vd during the 1990s over this
deciduous forest. The absence of obvious relationships between meteorology and vd implies
a need for additional long-term, high-quality measurements, and further investigation of
nonstomatal mechanisms.
3.1 Introduction
Tropospheric ozone is a potent greenhouse gas, deleterious to human health and vege-
tation, and central to the atmospheric chemistry controlling the removal of air pollutants
and reactive greenhouse gases. Attributing observed variability and long-term trends in
tropospheric ozone to specific processes requires a clear understanding of major ozone sinks
(Wild, 2007). Global atmospheric chemistry models suggest that ozone dry deposition,
the process by which ozone is taken up by Earth’s surface, is 20% of the annual global
tropospheric ozone loss (Lelieveld and Dentener, 2000; Stevenson et al., 2006; Wild, 2007;
Young et al., 2013). However, ozone dry deposition is highly parameterized and varies
widely across these models (Hardacre et al., 2015). Poor mechanistic understanding of the
processes leading to ozone dry deposition (Pleim and Ran, 2011; Wolfe et al., 2011; Zhang
et al., 2003) precludes our ability to characterize variability in this sink accurately. Here,
we examine interannual variability (IAV) in ozone deposition velocities (vd) at Harvard For-
est, a broadleaf deciduous forest in Massachusetts, USA, using eleven years of ozone eddy
covariance measurements.
Turbulence above a forest facilitates contact between vegetation and ambient ozone, but
the dominant control on daytime vd is usually the canopy resistance (Fuentes et al., 1992;
Gao and Wesely, 1995; Mikkelsen et al., 2004), which has stomatal and nonstomatal compo-
nents. Stomatal uptake of ozone is around 40-60% of the total (Fowler et al., 2009) and can
be injurious to vegetation (Ainsworth et al., 2012; Wittig et al., 2009), thereby changing
the ability of vegetation to act as an ozone and carbon sink and as a water vapor source
(Lombardozzi et al., 2013; Sitch et al., 2007; Sun et al., 2012). Variability in nonstomatal
deposition is poorly characterized (Fowler et al., 2009; Neirynck et al., 2012; Rannik et al.,
2012). Recent field-based evidence suggests that nonstomatal processes include thermal
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decomposition and light-mediated and aqueous chemical reactions on vegetation and soil
(Fowler et al., 2009; Fumagalli et al., 2016; Ganzeveld et al., 2015). If deposition is consid-
ered to include all of the processes leading to ozone loss below the top of the canopy, then
ambient chemical reactions with biogenic volatile organic compounds (BVOCs) or nitrogen
oxide (NO) in canopy air spaces are also nonstomatal pathways. However, distinguishing
between ozone dry deposition on physical surfaces and ambient in-canopy ozone chemical
destruction is relevant for estimating the production of secondary organic aerosol precursors,
which happens when ozone reacts ambiently with BVOCs (Hallquist et al., 2009; O’Dowd
et al., 2002).
Several long-term studies show that nonstomatal ozone dry deposition dominates the
total (stomatal plus nonstomatal) on a multiyear average basis (e.g., pine plantation (Fares
et al., 2010), moorland (Fowler et al., 2001), spruce forest (Mikkelsen et al., 2004), and
mixed temperate forest (Neirynck et al., 2012)). However, stomatal ozone dry deposition
dominates the multiyear mean total at a subalpine site (Turnipseed et al., 2009) and a
boreal forest (Rannik et al., 2012). Although several observational studies demonstrate
IAV in flux and some include analysis of IAV in canopy, stomatal, and/or nonstomatal
components (Fares et al., 2010; Fowler et al., 2001; Gerosa et al., 2009; Mikkelsen et al.,
2004; Munger et al., 1996; Rannik et al., 2012), we lack a complete evaluation of IAV in
stomatal versus nonstomatal deposition and their relative contributions to IAV in total
ozone dry deposition.
The present understanding of the controls on variability in vd over temperate decidu-
ous forests is informed mainly by short-term observational studies (e.g., Finkelstein et al.
(2000) and Fuentes et al. (1992)). The decade-long ozone eddy covariance flux dataset from
Harvard Forest is unique for temperate deciduous forests. Here, we explicitly quantify IAV
over eleven years, focusing on vd instead of the ozone flux in order to probe variability in
the strength of this ozone sink irrespective of near-surface ozone concentrations. We extend
our summertime analysis to stomatal and nonstomatal ozone dry deposition, and attempt
to identify environmental drivers of the vd IAV. Knowledge of IAV in the depositional sink
is necessary to interpret observed long-term trends and IAV in surface ozone.
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Current global models typically utilize ozone dry deposition routines based on the We-
sely (1989) parameterization (“the Wesely scheme”) (Hardacre et al., 2015). This scheme is
designed to represent the diel cycle (i.e., day-night changes) of deposition on timescales of
at least a few weeks and coarse spatial resolution (Wesely, 1989). The Wesely scheme is a
resistance-in-series parameterization that includes resistances posed by turbulence, molec-
ular diffusion, and the canopy, which incorporates stomatal and nonstomatal resistances.
The rates of nonstomatal deposition in the Wesely scheme in most models do not vary with
meteorology or surface wetness.
We show substantial IAV in vd from ozone eddy covariance flux measurements at Harvard
Forest. This IAV is not simulated by a widely-used chemistry-transport model with a
modified Wesely scheme. We use the wealth of meteorological and biophysical observations
at Harvard Forest to investigate ozone dry deposition in a traditional resistance-in-series
framework, acknowledging limitations with this approach (Baldocchi et al., 1987; Erisman
et al., 1994; Wesely and Hicks, 2000). By using independent methods to determine stomatal
conductance and estimating nonstomatal conductance as the residual from the total canopy
conductance, we probe the changing roles of stomatal versus nonstomatal ozone deposition
from year to year.
3.2 Methods
3.2.1 Observations at Harvard Forest
Observations are from the red oak dominated Environmental Measurements Site (EMS)
at Harvard Forest (42.538◦N, 72.171◦W) in Massachusetts, USA (Munger andWofsy, 1999a).
We calculate eleven years (1990-2000) of hourly ozone deposition velocities (vd) from ozone
eddy covariance (EC) fluxes (Fozone) and concentrations (Cozone) from 5 meters above mean
canopy height (24 meters) (Munger et al., 1996). Other Harvard Forest micrometeorolog-
ical and biophysical observations are described in Section 3.2.2 and Table B.1. The other
EC (e.g., sensible heat, water vapor, carbon dioxide) and meteorological measurements at
Harvard Forest (Munger and Wofsy, 1999a) start October 28, 1991. Ozone EC flux (Fozone)
and ambient ozone concentration (Cozone) are reported in µmol ozone m−2 s−1 and ppb,
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respectively. To calculate ozone deposition velocity (vd), we use air density at 25◦C and
1013 hPa (1.183 kg m−3) in order to use the observed vd from January 1, 1990 to October
27, 1991 (when ambient temperature measurements at Harvard Forest are missing), even
though vd are based on observed ambient temperature and mean pressure of 987 hPa. The
mean offset for vd calculated with air density at 25◦C and 1013 hPa vs. with ambient tem-
perature and 987 hPa for October 28, 1991 to December 31, 2000 is 0.01 cm s−1. We only
report vd for intervals when there are valid EC fluxes of sensible heat and water vapor. 55%
of derived hourly vd estimates are available. We remove outliers in vd by requiring hourly
vd to fall within the mean ± three standard deviations of the entire hourly time series (i.e.,
we retain 99.7% of the data; µ = 0.28 cm s−1 and σ = 0.50 cm s−1). The slight overesti-
mate and underestimate (less than 20%) in summertime mean ozone dry deposition during
morning and evening, respectively, at Harvard Forest due to sub-canopy storage (Munger
et al., 1996) are not accounted for here.
3.2.2 Resistance framework
Ozone dry deposition is typically described in a resistance-in-series framework analogous
to the treatment of resistances in Ohm’s law for electrical circuits:
vd = (Ra +Rb +Rc)−1 (3.1)
Using the vd from ozone EC and other observations at Harvard Forest under this frame-
work, we separate the total resistance (v−1d ) into aerodynamic (Ra), quasi-laminar (Rb), and
canopy (Rc) resistances. We focus on stomatal and nonstomatal contributions to canopy
conductance (R−1c ), examining June 1-September 15 (JJAS15) averages for all quantities.
Averaging across summer also serves to minimize the uncertainty on all components calcu-
lated with hourly observations.
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k is the von Kármán constant (0.40); u∗ is friction velocity; zr is reference height (29 m); d
is zero-plane displacement height; z0,m is roughness length for momentum; and ΨH is the





g is gravitational acceleration; Tv is virtual temperature; H is sensible heat flux; cp is specific
heat capacity at constant pressure (1010 J K−1 kg−1) corrected for moist air; and ρa is air
density at 25◦C and 1013 hPa. We use mean canopy height (24 meters) and leaf area index
(LAI) to calculate z0,m and d (Meyers et al., 1998; Wu et al., 2015). We use multiyear
(1998, 1999, 2005-2014) mean LAI from Harvard Forest (Munger and Wofsy, 1999b) after
linearly interpolating ecosystem-LAI measurements to a daily time series. Substituting
multiyear mean instead of interannually varying LAI has little influence on Ra. ΨH (Foken,
2008; Paulson, 1970) is an integral form of the dimensionless heat profiles (φH) (Businger
et al., 1971; Högström, 1988). We use (φH) summarized as the current understanding of
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κ is thermal diffusivity of air (0.2 cm2 s−1) and Dozone is diffusivity of ozone (0.13 cm2 s−1).
Using formulations of Rb that address limitations to the K-theory approach (Massman,
1999) or the lack of information about leaf length scales (Jensen and Hummelshøj, 1995;
Jensen and Hummelshøj, 1997) in equation 3.6 has little influence on our results.
We calculate hourly canopy resistance (Rc) using equation 3.1, and invert to get hourly
canopy conductance (gc). Uncertainties in our gc estimate result from uncertainties in
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turbulent flux observations (Goulden et al., 1996; Richardson et al., 2006) and in the pa-
rameterizations of Ra and Rb. We remove outliers by requiring hourly gc to fall within the
mean ± three standard deviations of the hourly time series during JJAS15 1992-2000 (i.e.,
we retain 99.7% of the data; µ = 0.51 cm s−1 and σ = 0.96 cm s−1). We assume gc is the
sum of parallel uptake pathways: stomatal conductance (gs) and nonstomatal conductance
(gns) (e.g., Massman et al. (1994)).
gc = gs + gns (3.7)
3.2.3 Stomatal conductance models
We calculate hourly gs using two independent process-level models driven by observa-
tions from Harvard Forest. One model incorporates carbon dioxide EC fluxes and the other
uses water vapor EC fluxes. For an estimate of gs based on water vapor EC, we use the














∆’ is the slope of the saturated humidity curve for air temperature (Ta); λ is latent heat of
vaporization of water (2442 kJ kg−1); E is the water vapor flux; cp is specific heat capacity
at constant pressure (1010 J K−1 kg−1) corrected for moist air; ρa is air density at 25◦C
and 1013 hPa; β is the Bowen ratio (H/λE); qw(Ta) is saturation specific humidity at Ta;
and q is specific humidity. We use Ra from equation 3.2. We account for the roughly 10%
of E that comes from below the canopy (Moore et al., 1996) by subtracting 10% of hourly
E before use in equation 3.8, noting that this may be an oversimplification that fails to
capture short-term variability. We scale gs for water vapor from equation 3.8 by the ratio
of the ozone diffusivity to the water vapor diffusivity (0.61).
The second gs estimate, based on carbon dioxide EC, uses the Lin et al. (2015) model
(hereafter, L15) based on optimization of photosynthesis and minimization of the carbon
cost of transpiration (Cowan and Farquhar, 1977; Medlyn et al., 2011):










1.6 is the ratio of water vapor diffusivity to carbon dioxide diffusivity; na is the number
density of air at 25◦C and 1013 hPa; VPD is the atmospheric vapor pressure deficit; Anet
is net photosynthesis rate; and CCO2 is the carbon dioxide mixing ratio. We employ gross
primary productivity (GPP) at Harvard Forest (Urbanski et al., 2007) as the best estimate
of Anet at Harvard Forest during the 1990s (GPP may be an upper limit for Anet as leaf
respiration is not accounted for). L15 calculate g1 (a constant, inversely proportional to the
square root of the cost of carbon per unit water used by the plant) for red oak at Harvard
Forest (5.14) by fitting Equation 3.9 to short-term leaf-level measurements. As for the first
method, we scale the gs for water vapor by the ratio of the ozone diffusivity to the water
vapor diffusivity (0.61).
We also use the single-point version of the Geophysical Fluid Dynamics Laboratory
(GFDL) land model version 3 (LM3) (Milly et al., 2014; Shevliakova et al., 2009) configured
for Harvard Forest and driven by Sheffield et al. (2006) meteorology (combination of re-
analysis products and recent observation-based datasets) to examine gs. LM3 simulates gs
according to Leuning (1995) with modification for water stress (Milly et al., 2014). When
the simulated leaf area index goes to zero in LM3 due to drought (Milly et al., 2014) during
August 1991 and 1997 and September 1999, we consider gs as missing data.
3.3 Interannual variability in monthly mean ozone deposi-
tion velocity
We examine here seasonal cycles of monthly daytime mean ozone deposition velocity
(vd). We define daytime as 9am-3pm because there is daylight during this time period for
all months of the year. During summer, some years have consistently high (1998, 1999) or
low (1992, 1996) monthly daytime mean vd (Figure 3.1a). In each month, monthly daytime
mean vd during the lowest versus highest year differs by about a factor of two. Using a
bootstrapping technique (Text B.3.1), we find that for each month, the highest and lowest
monthly daytime mean vd are significantly different from each other at a 95% confidence
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level (Figure 3.1a). The shapes of the vd seasonal cycles also differ by year, with the caveat
that missing data prevents an illustration of the complete seasonal cycle during several
years. Monthly daytime mean ozone fluxes differ by about a factor of two in each month
(Figure B.1), but the ranking by year and seasonality of vd does not simply follow that of
the fluxes (due to variability in the near-surface ozone concentrations).
The substantial IAV in vd from Harvard Forest ozone eddy covariance (EC) observations
is not apparent in the nine years of daytime mean vd at Harvard Forest in GEOS-Chem
(2004–2012; Figure 3.1b), a widely used chemistry-transport model with a modified Wesely
scheme (Bey et al., 2001; van Donkelaar et al., 2008; Wang et al., 1998b) and driven
by observed meteorology (Rienecker et al., 2011). While we only have hourly vd for the
years 2004–2012 available from this 2◦x2.5◦ v9-02 simulation, examination of 1990–2000
daily mean vd from a 4◦x5◦ v9-01-03 simulation shows a similar lack of IAV. The factors
controlling IAV in monthly mean vd are therefore not represented adequately in GEOS-
Chem. As Walker (2014) demonstrates a strong sensitivity of surface ozone over the eastern
US to vd in GEOS-Chem, the poor representation of IAV may lead to model overemphasis
of the role of emissions on observed IAV in near-surface ozone concentrations.
Our understanding of vd over temperate deciduous forests has been largely based on
ozone EC datasets that span a few years or less: at Kane Experimental Forest in Pennsyl-
vania from 1997 (Finkelstein, 2001; Finkelstein et al., 2000; Zhang et al., 2001, 2002, 2006),
Harvard Forest from 1990-1994 (Munger et al., 1996) and from 2000 (Wu et al., 2011), and
Camp Borden in southern Ontario from 1988 (Fuentes et al., 1992; Padro, 1996). The IAV
in eleven years of vd suggests that model development guided by short-term (weeks to a
few years) observations over temperate deciduous forests may restrict model representation
to capturing the dynamics of solely high or low years. The lack of IAV in models may
contribute to inter-model and model-observations differences that span a factor of two in
vd (Hardacre et al., 2015; Park et al., 2014; Schwede et al., 2011; Val Martin et al., 2014).
Understanding the mechanisms responsible for the observed IAV in vd is crucial to ensure
that key processes are incorporated into ozone deposition parameterizations in the models
used to interpret observations and to project changes under emissions and climate scenarios.
CHAPTER 3. INTERANNUAL VARIABILITY IN OZONE REMOVAL 32

























































Figure 3.1: Monthly daytime (9am-3pm) mean ozone deposition velocity (vd) at Harvard
Forest (a) calculated using a bootstrapping technique (Text B.3.1) on vd from ozone eddy co-
variance flux observations and (b) from GEOS-Chem (v9-02; http://geos-chem.org) (42◦N,
73◦W; deciduous land cover type). Black indicates the multiyear mean and colors denote
individual years in (a); shades of grey denote individual years in (b). Error bars in (a)
indicate 95% confidence intervals. If the percentage of days with missing data for any hour
between 9am and 3pm for a particular month and year is greater than 75% then the monthly
mean is not included.
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The tendency for observed monthly daytime mean vd to remain consistent in magni-
tude during a given summer (Figure 3.1) implies a role for environmental controls that
persist over seasonal timescales. We seek to identify climate drivers of this IAV, but find
no obvious relationship between June 1-September 15 (JJAS15) mean vd and net radiation,
photosynthetically active radiation, temperature, atmospheric vapor pressure deficit, rela-
tive humidity, precipitation (Boose and Gould, 1999), wind speed, wind direction, friction
velocity, surface ozone concentration or bud break (Jeong et al., 2012) at Harvard Forest,
or statewide Palmer Drought Severity Index (Table B.1). Soil NO emissions are unlikely to
contribute substantially to vd at Harvard Forest (Horii et al., 2004; Munger et al., 1996).
Recent field-based work (Fares et al., 2014; Fares et al., 2010, 2012; Goldstein et al.,
2004; Hogg et al., 2007; Kurpius and Goldstein, 2003; Launiainen et al., 2013; Mikkelsen
et al., 2000; Neirynck et al., 2012; Rannik et al., 2012) conflicts as to whether in-canopy am-
bient ozone destruction by BVOCs such as highly-reactive terpenoids is a key non-stomatal
pathway determining variability in observed ozone dry deposition. Using June-August mean
monoterpene emissions simulated by GEOS-Chem (Table B.1), we find that a high vd year,
1999, matches a high year for monoterpene emission, while 1992 and 1996 are low years
for both monoterpene emission and vd. This finding implies that in-canopy reactions be-
tween terpenoids and ozone may contribute to IAV in vd although the yearly ranking of
monoterpene emission magnitude does not simply explain the observed ranking in vd (Table
B.1), assuming that emissions of highly-reactive terpenoids follows simulated emission of
monoterpenes.
Figure 3.1a shows steep declines in vd after July during 1995, 1996, 1998, and 1999,
years with late-summertime soil moisture deficits (Savage and Davidson, 2001). For other
years, the decline is weaker, or shifts to after August-September. The occurrence of drought
at Harvard Forest thus may be an important control on the timing of the vd downturn at
the end of summer. However, soil moisture was not measured during several years during
the ozone EC observational period, hindering full understanding of the relationship between
drought and mid-to-late summer decreases in vd.
Interestingly, in terms of whether there is an influence of drought on the magnitude of
vd, half of the full range of JJAS15 daytime mean vd (0.43 cm s−1) is spanned by years
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with severe drought (1995 and 1999) (Savage and Davidson, 2001) (Table B.1). One of
these years, 1999, is a high summertime vd year, whereas daytime mean vd during the other
year, 1995, is 0.01-0.14 cm s−1 less than the multiyear mean (Figure 3.1a). During August-
October 1997, a year without a late-summertime drought (Savage and Davidson, 2001), the
magnitude of vd is at least 0.11-0.19 cm s−1 higher than other years (Figure 3.1a). With
only a few years of soil moisture measurements, there is not a clear relationship between
drought and the magnitude of vd across years. Concurrent, longer-term observations of soil
moisture and ozone dry deposition are needed to pinpoint the role of drought on the ranking
of vd across years at this temperate deciduous forest.
Leaf area index (LAI) is a primary driver of seasonality in observed and simulated vd
(Finkelstein et al., 2000; Gao and Wesely, 1995), and the response of simulated vd to long-
term changes in LAI is strong (Fu and Tai, 2015; Ganzeveld et al., 2010; Wu et al., 2012),
but whether yearly variations in LAI strongly influence IAV in vd is unknown. There are
only LAI observations at Harvard Forest for 1998 and 1999 out of the years with ozone EC
fluxes. However, LAI measurements from 1998-1999 and 2005-2014 (Munger and Wofsy,
1999b) indicate that LAI during June 1998 is 0.54 and 0.57 m2 m−2 lower than 1999 and
the multiyear mean, respectively, due to stunted canopy growth (Urbanski et al., 2007).
June daytime mean vd during 1998, however, is the same magnitude as 1999 and 0.14 cm
s−1 higher than the multiyear mean (Figure 3.1a). This suggests that the response of vd
to changes in LAI of this magnitude may be weaker than suggested by previous studies
(Charusombat et al., 2010; Fu and Tai, 2015; Ran et al., 2016; Schwede et al., 2011), at
least in terms of IAV.
3.4 Interannual variability in stomatal versus nonstomatal
ozone deposition
We now examine IAV in June 1-September 15 (JJAS15) daytime mean ozone deposition
velocity (vd). We also examine diurnal cycles to probe the mechanisms that control vd. We
find IAV in the shape of the JJAS15 mean diurnal cycle (Figure 3.2a): some years have
CHAPTER 3. INTERANNUAL VARIABILITY IN OZONE REMOVAL 35
a broad daytime maximum (1992, 1996), while others have a morning or afternoon peak
(1993, 1995 versus 1997, 2000).
JJAS15 daytime mean canopy resistance (Rc) exceeds both the aerodynamic and quasi-
laminar resistances by roughly an order of magnitude (Figure B.2), confirming that Rc
controls IAV in JJAS15 daytime vd. We investigate how stomatal and nonstomatal con-
ductance (gs and gns, respectively) impact IAV in Rc using two process-level gs models
driven by Harvard Forest observations and derived parameters (e.g., GPP) (Section 3.2.3).
During 1992-2000, JJAS15 daytime mean gs spans 1.1-1.6 cm s−1 for the Lin et al. (2015)
model (L15) and 0.37-0.54 cm s−1 for the Shuttleworth et al. (1984) inversion of the Penman-
Monteith equation (P-M). Figure 3.2b shows JJAS15 daytime mean gs for 1992-2000 (values
for each year are normalized by the respective multiyear means, which are shown in cm s−1
in black asterisks). Despite the discrepancies in magnitude, both estimates consistently
show little IAV: the relative interannual spread (i.e., relative standard deviation, or coef-
ficient of variation, across yearly values) of daytime mean gs for 1992-2000 is ±10.9% for
P-M and ±13.8% for L15. Neither approach to estimating gs yields a ranking of low to
high years that matches the gs ranking (e.g., high gs years are not high vd years and low
gs years are not low vd years) (Figure 3.2b,c). The similarities in IAV between P-M and
L15 suggest that gs does not control IAV in JJAS15 daytime mean vd with the caveat that
these models may not be sufficiently sensitive to low-frequency environmental controls.
For each gs estimate, the shape of the mean diurnal cycle for most years deviates little
from the shape of the multiyear mean diurnal cycle (Figures 3.2d, B.3b,d). Assuming that
existing gs models can adequately represent IAV in the gs diurnal cycle, we conclude that
deviations from the shape of the climatological diurnal cycle of vd (Figure 3.2a) are largely
controlled by gns.
We place more confidence in P-M than L15 for the following reasons. First, a recent
finding using isotopic methods suggests that standard partitioning between daytime ecosys-
tem respiration and GPP overestimates GPP by 25% during June-July at Harvard Forest
(Wehr et al., 2016). This finding may challenge the assumptions inherent in photosynthesis-
based approaches to estimate gs (e.g., L15). Second, the magnitude of P-M gs is less than
gc (Figure 3.2d) so P-M gs can be accommodated in our resistance-in-series framework for
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Figure 3.2: (a) June 1-September 15 (JJAS15) hourly mean ozone deposition velocity (vd)
from observations at Harvard Forest. Black indicates the multiyear mean. Error bars
indicate two standard errors. JJAS15 daytime (9am-3pm) mean (b) L15 and P-M stomatal
conductance (gs) for each year, normalized to the respective multiyear mean (the multiyear
means are shown in asterisks in cm s−1), and (c) canopy conductance (gc), and nonstomatal
conductance (gns) (cm s−1) and the percentage stomatal contribution to gc (gs g−1c ; %); the
latter two are inferred using P-M gs. (d) JJAS15 multiyear hourly mean gc and gs from
P-M, L15, and L15 without hourly values greater than 3 cm s−1 (“L15 gs low”) (cm s−1).
Error bars indicate two standard deviations (interannual spread). These quantities are
calculated using observations during 1992-2000 (Section 3.2.3). (e) JJAS15 daytime mean
P-M and L15 gs (cm s−1) driven by Harvard Forest observations for 1992-2014. Shades of
red indicate years when Harvard Forest ozone EC observations are available (1992-2000);
other years are in shades of blue. Black indicates the multiyear means for 1992-2000 and
2001-2014. (f) JJAS15 daytime mean gs simulated by GFDL LM3 at Harvard Forest for
1990-2000 and L15 and P-M gs calculated with LM3 archived fields (Text B.3.2). For all
quantities, the seasonal mean by hour has at least 25 days of data.
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ozone dry deposition, whereas L15 gs yields an unphysical, negative gns. We thus use P-M
to examine IAV in the relative stomatal contribution to canopy conductance (gs g−1c or
“stomatal fraction”) and gns (Figures 3.2c, B.3c,e).
From year to year, the JJAS15 daytime mean P-M-derived stomatal fraction spans 41-
82% (multiyear mean is 60%) at Harvard Forest (Figure 3.2c). The summertime stomatal
fraction over Kane Experimental Forest is 55% for 1997 (Zhang et al., 2006). Estimates for
mixed temperate forests are 34% for 2002 (Hogg et al., 2007), 28% for 2000-2010 (Neirynck
et al., 2012), 50% for 1998 (Zhang et al., 2006), and 47% for 2007 (Nunn et al., 2010).
JJAS15 mean gs accounts for a substantial fraction of gc each year at Harvard Forest, but
the variance in P-M gs across years is 5% of the variance in daytime mean gc, in contrast
to 106% for P-M-derived gns. The ranking across years of vd and gc is similar to that of gns
(and inverse that of the stomatal fraction; Figure 3.2c), implying that gns drives IAV in vd.
Meteorological and carbon and energy eddy covariance (EC) measurements have con-
tinued after ozone EC was discontinued at Harvard Forest, allowing us to compute P-M
and L15 for more recent years (Figures 3.2e, B.4). The relative interannual spreads in P-M
and L15 gs estimates are ±26.9% and ±11.6% for 2001-2014. While the relative spread in
L15 slightly decreases, the P-M relative spread for 2001-2014 is 2.5 times that for 1992-
2000. This finding raises the possibility of decadal variability in the contribution of gs to
IAV in gc. Our conclusion that gns drives IAV in JJAS15 mean vd thus may be limited to
1992-2000. Ozone dry deposition and coincident meteorological observations are needed for
several decades to elucidate the impact of IAV in gs on gc.
We return to 1990-2000 to examine gs as simulated by GFDL LM3 at Harvard Forest.
The relative interannual spread of JJAS15 daytime mean LM3-simulated gs is ±18.3%,
slightly higher but similar to that for the 1990-2000 observation-driven estimates. The
ranking of years for LM3-simulated gs does not follow that for vd from ozone EC (Figure
3.2c,f), consistent with our conclusion from the observation-driven gs estimates that IAV in
gs does not control IAV in vd at Harvard Forest during the 1990s. Similar to the observation-
driven L15 gs, we find that the LM3-simulated gs is greater than gc, indicating unphysical,
negative gns (Figure 3.2c,f). Even if we scale the LM3-simulated gs to the magnitude of
the observation-driven P-M 1992-2000 JJAS15 daytime mean gs (Figure 3.2b), the variance
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only explains 14% of the variance in gc across years, implying a dominant role for IAV in
gns on gc.
We use LM3 to test how well the P-M and L15 approaches capture the IAV in LM3-
simulated gs (Figures 3.2f, B.5). P-M and L15 gs are calculated from archived fields (Text
B.3.2). Relative interannual spreads are similar, but slightly higher for LM3-driven L15 and
P-M estimates (±22.5% and ±21.9%) than for LM3-simulated gs. The LM3-driven P-M
and L15 approaches emulate the ranking across years in LM3-simulated gs (Figure 3.2f),
indicating that both methods are capable of capturing IAV in LM3-simulated gs. This
consistency across independent approaches lends confidence to constraining gs IAV using
observation-driven P-M and L15.
The diurnal course of ecosystem-scale summertime mean gs at Harvard Forest remains
uncertain. The 1992-2000 multiyear mean diurnal cycle calculated via P-M has a broad
daytime maximum, whereas L15 simulates gs with an early-morning peak declining into
the afternoon (Figures 3.2d, B.3b,d). This early-morning peak in observation-driven L15
gs also occurs in LM3-driven L15 (Figure B.5), but is produced neither by LM3 (Figure
B.5) nor by P-M estimates (Figures B.5, 3.2d, B.3b). Leaf-level gs measurements during
summers 1991-1992 (Bassow and Bazzaz, 1999) offer little constraint on the summertime
mean diurnal cycle (Figure B.5). Differences (e.g., in IAV, magnitude, diurnal-cycle shape)
between 1992-2000 observation-driven L15 and P-M lessen when we omit hourly gs greater
than 3 cm s−1 from L15 (Figure 3.2d). For 84% of times that gs is greater than 3 cm
s−1 during JJAS15 1992-2000 for 5am-6pm, VPD is less than 0.02 kPa, suggesting that
some of the differences between P-M and L15 are from an overly-high sensitivity of gs to
VPD in L15. Note that when L15 gs is greater than 3 cm s−1 during JJAS15 5am-6pm,
mean GPP is 1.3 mol m−2 s−1 lower when VPD is less than 0.02 kPa. If stomatal and
nonstomatal processes operate most strongly at different times of the day, constraining the
stomatal contribution to the summertime mean diurnal cycle of vd should provide insight
into driving nonstomatal mechanisms.
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3.5 Discussion and conclusion
The understanding of ozone removal by temperate deciduous forests, prevalent over
the eastern USA, is largely based on short-term observations, with interannual variability
in ozone dry deposition receiving little attention. However, source attribution and top-
down approaches using observations (e.g., satellite data) to infer precursor emissions and
their interannual variability rely on accurate estimates of sinks such as ozone dry depo-
sition. Our analysis using eleven years (1990-2000) of ozone eddy covariance at Harvard
Forest, a broadleaf deciduous forest in the northeastern USA, reveals substantial interan-
nual variability in ozone deposition velocities. This interannual variability is not captured
by a chemistry-transport model with a modified Wesely (1989) dry deposition scheme that
is frequently applied for source attribution, despite a known model sensitivity of surface
ozone concentrations over the eastern USA to ozone dry deposition (Walker, 2014).
Examining ozone dry deposition in the traditional resistance-in-series framework with
two independent stomatal conductance models driven by Harvard Forest observations, we
conclude that interannual variability in summertime ozone deposition velocity during 1992-
2000 mainly reflects nonstomatal processes. During other periods (e.g., 2001-2014), stom-
atal uptake may contribute substantially to interannual variability in ozone deposition ve-
locity at Harvard Forest, as suggested by a twofold increase in interannual variability in
stomatal conductance estimated from water vapor eddy covariance fluxes during 2001-2014
(when ozone eddy covariance fluxes are unavailable) versus 1992-2000. Constraining stom-
atal ozone uptake is necessary to quantify the impacts of ozone-induced damage on long-term
trends and variability in gross primary productivity (Fares et al., 2013; Sitch et al., 2007;
Yue et al., 2016) and water use efficiency (Holmes, 2014; Hoshika et al., 2015; Keenan et al.,
2013; Keenan et al., 2014; Lombardozzi et al., 2015).
Summertime daytime mean nonstomatal conductance as inferred from the stomatal
conductance estimate based on water vapor fluxes at Harvard Forest varies from 20-58%
of canopy conductance during 1992-2000 (40% on a multiyear basis). Similarly, the range
of the summertime daytime mean nonstomatal contribution is 43-65% during 2001-2006
(multiyear mean is 52%) at a ponderosa pine plantation (Fares et al., 2010). The nonstom-
atal contribution to total deposition during a growing season or on a multiyear basis is also
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substantial (greater than 25%) at other temperate deciduous and mixed forests (Hogg et al.,
2007; Neirynck et al., 2012; Nunn et al., 2010; Zhang et al., 2006) and over other land cover
types (Altimir et al., 2006; Cieslik, 2009; Fares et al., 2014; Fares et al., 2012; Fowler et al.,
2001; Gerosa et al., 2009; Mikkelsen et al., 2004; Rannik et al., 2012; Zeller and Nikolov,
2000; Zona et al., 2014).
Pinpointing the role of climatic drivers of interannual variability in ozone dry deposi-
tion will improve projected changes of this process with climate. The persistent interannual
variability in the magnitude of monthly mean ozone deposition velocity at Harvard Forest
during summer 1990-2000 suggest that longer-term (several weeks to months) environmen-
tal conditions determine the magnitude of nonstomatal conductance and subsequently low
versus high ozone deposition velocity years. Earlier studies (Bauer et al., 2000; Gerosa
et al., 2009; Rannik et al., 2012) also suggest that there are longer-term controls on ozone
dry deposition. We find that the environmental variables (e.g., relative humidity, friction
velocity, temperature, solar radiation, NO concentration (Altimir et al., 2006; Coyle et al.,
2009; Fowler et al., 2001; Hogg et al., 2007; Lamaud et al., 2009; Neirynck et al., 2012; Ran-
nik et al., 2012; Zhang et al., 2002)) shown to influence daytime nonstomatal deposition
on various timescales during summer at other monitoring sites do not emerge as controls
on summertime mean interannual variability in ozone deposition velocity at Harvard For-
est. However, the generalizability of ozone dry deposition observations at Harvard Forest
and other sites needs to be established. Combining long-term ecosystem-scale measure-
ments over different land cover types is necessary for reliable scaling for global ozone dry
deposition estimates.
In-canopy ozone destruction by highly-reactive terpenoids may contribute to estimated
nonstomatal deposition at Harvard Forest, although the forest is not considered to emit
high terpene levels (McKinney et al., 2011). We speculate that interannual variability in
ozone deposition velocity at Harvard Forest is controlled by multiple nonstomatal deposi-
tional pathways, such as thermal decomposition and aqueous reactions on water films on
leaf waxes and soil and in-canopy chemistry (Fowler et al., 2009; Fumagalli et al., 2016)
that vary in complex ways with environmental parameters. We emphasize the need for
multidecadal observations over temperate deciduous forests to quantify nonstomatal ver-
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sus stomatal ozone deposition and attribute variability to meteorological and biophysical
drivers.
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Chapter 4
Space-time controls on observed
ozone deposition velocity over
Northeastern U.S. forests
Abstract
Spatiotemporal variability in ozone dry deposition is often overlooked despite its im-
plications for interpreting and modeling tropospheric ozone concentrations accurately. Ad-
vancing the understanding of stomatal and nonstomatal deposition pathways and their in-
fluence on variability in ozone deposition velocity is important for projecting changes in the
ozone depositional sink and associated damage to ecosystems. We pinpoint driving mecha-
nisms of observed variability in summertime ozone deposition velocity over the northeastern
USA using eleven years of ozone eddy covariance measurements from Harvard Forest (cen-
tral Massachusetts), short-term measurements at Kane Experimental Forest (northwestern
Pennsylvania) and Sand Flats State Forest (upstate New York), and observation-driven
modeling. Using a cumulative precipitation indicator of summertime soil wetness, we show
that high soil uptake during dry years and low soil uptake during wet years is a major
contributor to the twofold interannual variability in ozone deposition velocity at Harvard
Forest. On daily timescales, stomatal deposition and ambient humidity (likely a proxy for
cuticular deposition) are primary drivers of variability (relative standard deviation across
daily values is ±30% for a given year and site). Ozone deposition velocity is on average
CHAPTER 4. OZONE REMOVAL BY NE U.S. FORESTS 43
higher by 15% on rainy days, with variability in the response to rain linked with light avail-
ability and possibly in-canopy ambient chemistry in some years. Observational constraints
on the drivers of spatial heterogeneity in morning ozone dry deposition, and sub-seasonal
variability in ozone dry deposition to soil at northeastern U.S. forests, especially when the
soil is not easily characterized as wet or dry, are needed.
4.1 Introduction
Tropospheric ozone is a potent greenhouse gas and an air pollutant harmful to humans
and vegetation. It is also the primary source of the hydroxyl radical, which determines
how long other air pollutants and reactive greenhouse gases stay in the atmosphere, and
regulates formation of some aerosols. Attributing variability and trends in tropospheric
ozone concentrations requires quantifying sources and sinks. The global models used to
project atmospheric chemistry show that ozone dry deposition, which occurs when the gas is
removed by the Earth’s surface through surface-mediated reactions, is about 20% of global
annual tropospheric ozone loss (Stevenson et al., 2006; Wild, 2007; Young et al., 2013).
However, ozone dry deposition estimates vary by a factor of 2-3 across models (Hardacre
et al., 2015) and a widely-used ozone dry deposition parameterization does not simulate the
strong observed variability in this sink (Clifton et al., 2017; Silva and Heald, 2018). Closer
to the surface (i.e., the mixed layer), dry deposition is 30-95% of ozone loss over the United
States (Fiore et al., 2002a), implying that this sink may be an important control on ozone
pollution.
Ozone dry deposition to land occurs when the gas diffuses into pores on leaves (stomata)
and reacts internally, or when ozone is destroyed on other surfaces (“nonstomatal” path-
ways). Ozone uptake by stomata can be injurious to plants. On average, plant physiology
observations show ozone decreases stomatal conductance by 11% and photosynthesis by
21% (Lombardozzi et al., 2013). Ozone damage to plants impacts crop yields (Feng et al.,
2008; Mauzerall and Wang, 2001; McGrath et al., 2015; Morgan et al., 2003), local-to-global
carbon and water cycling (Lombardozzi et al., 2015; Sun et al., 2012), and climate (Li et al.,
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2016; Sitch et al., 2007), and exacerbates ground-level ozone smog (Li et al., 2016; Sadiq
et al., 2017).
Important nonstomatal deposition pathways over vegetation include surface-mediated
chemical destruction on soil and leaf cuticles. Aqueous ozone destruction on leaf cuticles
(i.e., dew, rain, or thin water films that form at higher ambient humidity) enhances cuticular
uptake (Altimir et al., 2006; Burkhardt and Hunsche, 2013; Fuentes et al., 1992; Pöschl
and Shiraiwa, 2015; Potier et al., 2015; Zhang et al., 2002), with the magnitude of the
enhancement depending on the compounds previously deposited to leaves or exuded by
leaves that ozone can react with (Potier et al., 2017; Sun et al., 2016a). At low humidity,
the cuticular deposition mechanism may be surface-mediated thermal decomposition (Coyle
et al., 2009). Most commonly, soil uptake of ozone is considered to occur through reaction
with double carbon bonds in soil organic matter (Fowler et al., 2009; Wesely and Hicks,
2000). There is strong observational evidence that ozone dry deposition to soil is inhibited
by wetness (Bassin et al., 2004; Fares et al., 2014; Fumagalli et al., 2016; Massman, 2004;
Sorimachi and Sakamoto, 2007; Stella et al., 2011a).
Laboratory and field measurements that isolate nonstomatal pathways advance funda-
mental process-level understanding (Fares et al., 2014; Fuentes and Gillespie, 1992; Fuma-
galli et al., 2016; Potier et al., 2017; Sun et al., 2016a,b), but are limited in constraining
the relative importance of a specific deposition pathway at the ecosystem scale (i.e., what
is measured through eddy covariance above the canopy). Ecosystem-scale nonstomatal de-
position is typically calculated as a residual, i.e., as the portion of the total deposition
as measured by eddy covariance not accounted for by estimated stomatal deposition. It
thus relies on observation-driven modeling for resistances to turbulence, molecular diffu-
sion, and stomatal deposition (Altimir et al., 2006; Clifton et al., 2017; Lamaud et al.,
2009; Launiainen et al., 2013; Rannik et al., 2012). Complicating matters, the observed
ozone flux can include contributions from chemical destruction of ozone by nitrogen oxide
(NO) and highly-reactive biogenic volatile organic compounds (BVOCs) in the canopy air
space (Dorsey et al., 2004; Goldstein et al., 2004). Therefore, we refer to ozone dry depo-
sition as measured by eddy covariance as “effective” dry deposition. At observational sites
worldwide, effective nonstomatal deposition is a substantial percentage of the total deposi-
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tion on average (40-60%) (Fowler et al., 2009). Partitioning effective deposition pathways
accurately is fundamental not only to advance predictive ability of ozone dry deposition
and its influence on biosphere-atmosphere exchange of ozone, water and carbon, but also
for estimating the production of precursors to secondary organic aerosol from ambient ozone
destruction by BVOCs (Holzinger et al., 2005; Kurpius and Goldstein, 2003; Wolfe et al.,
2011).
Some recent studies suggest that stomatal deposition may be an important control on
day-to-day variability in surface ozone concentrations, including during extreme pollution
episodes, through the plant response to moisture availability (Kavassalis and Murphy, 2017;
Lin et al., 2017; Vieno et al., 2010). On hourly-to-seasonal timescales, effective nonstomatal
deposition pathways have been shown to change with the environmental conditions that may
also influence stomatal conductance, such as air temperature or solar radiation (Coe et al.,
1995; Coyle et al., 2009; Fowler et al., 2001; Fumagalli et al., 2016; Hogg et al., 2007;
Rondón et al., 1993), soil moisture (Fumagalli et al., 2016; Massman, 2004), and ambient
humidity (Stella et al., 2011a; Sun et al., 2016a; Zhang et al., 2002). Thus, identifying the
processes driving variability in the total observed ozone deposition is critical for accurate
interpretation of observations and simulations of surface ozone concentrations.
We examine the ozone deposition velocity (vd), obtained by dividing the ozone eddy
covariance flux by the ozone concentration, at forests in the northeastern USA. Over this
region, simulated ground-level ozone concentrations are strongly sensitive to ozone dry
deposition (Hogrefe et al., 2018; Val Martin et al., 2014; Walker, 2014). We use ozone eddy
covariance observations from 1990 to 2000 at Harvard Forest (central Massachusetts), the
only eastern U.S. long-term monitoring site. We compare them to ozone eddy covariance
observations from 1997 and 1998 at Kane Experimental Forest (northwestern Pennsylvania)
and Sand Flats State Forest (upstate New York), respectively, because recent airborne
observations over the southeastern US suggest that ozone dry deposition varies strongly
(factor of three) in space (Wolfe et al., 2015). Our focus is summer daytime vd when there
is typically high ozone pollution at present day. We aim to address the following question:
which depositional processes control observed space-time variability in vd? Because the
complementary observations needed to confirm our hypotheses on the drivers on variations
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in vd are not always available, we identify the consistency of our hypotheses on multiple axes
of variation, such as space, time, and with environmental conditions. Our goal is that the
below analysis identifies key short-term and long-term measurements needed to interpret
future ozone flux measurements at temperate forests similar to the forests investigated here.
4.2 Methods
4.2.1 Observations at Harvard Forest
Harvard Forest is a long-term ecological measurement site within a deciduous forest
in central Massachusetts. Ozone eddy covariance (EC) fluxes are from the Environmental
Measurements Site (EMS) tower on the Prospect Hill Tract (42.53◦N, 72.11◦W) (Munger
et al., 1996). The dominant canopy tree species around the tower are red oak (Quercus
rubra), red maple (Acer rubrum), eastern hemlock (Tsuga canadensis), red pine (Pinus
resinosa), and white pine (Pinus strobus). EC fluxes are measured at 29 meters and mean
canopy height is 24 m. We use ozone EC measurements from 1990 to 2000. The fast ozone
sensor used for EC was an ethylene chemiluminescence sensor. For information on how vd
is calculated and filtered for outliers, see Text C.3.1 in the supporting information. Daily
total precipitation measurements for 1990 to 2000 are from the nearby Shaler Meteorological
Station (Boose and Gould, 1999). Other micrometeorological measurements are available
from October 28, 1991 (Munger and Wofsy, 1999a). For more details on the leaf area index
(LAI) measurements at Harvard Forest (Barford et al., 2001; Eisen and Plotkin, 2015;
Munger and Wofsy, 1999b; Urbanski et al., 2007), see Text C.3.2.
4.2.2 Observations at Kane Experimental Forest and Sand Flats State
Forest
Kane Experimental Forest (43.595◦N, 78.766◦W) is a deciduous forest in northwestern
Pennsylvania (Finkelstein et al., 2000). The dominant canopy tree species around the flux
tower are black cherry (Prunus serotina), red maple (Acer rubrum), sugar maple (Acer
saccharinum), and hemlock (Tsuga canadensis). Ozone EC and other measurements are
available from April 29 to October 23, 1997.
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Sand Flats State Forest (43.565◦N, 75.238◦W) is a mixed forest in New York State
(Finkelstein et al., 2000). The dominant canopy tree species around the site are white pine
(Pinus strobus), black cherry (Prunus serotina), sugar maple (Acer saccharinum), hem-
lock (Tsuga canadensis), and white spruce (Picea glauca). Ozone EC and complementary
measurements are from May 12 to October 20, 1998.
The ozone EC measurement system used at Kane and Sand Flats is described in (Meyers
et al., 1998) (see their appendices A1, A2, A5, A6). For information on how vd is calculated
and filtered for outliers, see Text C.3.1. The fast response ozone sensor measured the
chemiluminescent reaction between ozone and eosin-y dye. Fluxes were measured at 36.4
m (Kane) and 36.7 m (Sand Flats). Mean canopy heights are 22 m (Kane) and 21.8 m
(Sand Flats). Half-hourly precipitation measurements are available for Kane and Sand
Flats. Other micrometeorological measurements are described in Meyers et al. (1998) (see
their Table 2) and Finkelstein et al. (2000). For more details on the LAI measurements at
Kane and Sand Flats (Chason et al., 1991; Finkelstein, 2001; Meyers et al., 1998), see Text
C.3.2.
4.2.2.1 Leaf wetness at Kane and Sand Flats
Leaf wetness measurements are available from Kane and Sand Flats but not for Harvard
Forest. Leaf wetness is measured through electrical conductivity with a RM Young surface
wetness sensor (Meyers et al., 1998) at 22 m at Kane and 21.8 m at Sand Flats (Finkelstein
et al., 2000). Half-hourly leaf wetness values are between 0 and 1 and indicate averages
across a higher-frequency measurement (raw measurements are 0 or 1). These measurements
indicate droplets on leaves from precipitation and dew, but not microscopic water films
from local reductions in relative humidity that may be relevant for ozone dry deposition
(Burkhardt and Hunsche, 2013).
4.2.3 Stomatal conductance models
For Harvard Forest, we use three observation-driven estimates of stomatal conductance
(gs). The first two are modified slightly from the previous chapter (see Section 3.2.3). We
give a brief explanation here of these two models and any modifications to the methods of the
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previous chapter (hereafter referred to as Clifton et al. (2017)). The first gs estimate employs
water vapor EC fluxes; it is the Shuttleworth et al. (1984) inversion of the Penman-Monteith
equation (hereafter, P-M). We account for sub-canopy evapotranspiration by removing 10%
of the hourly observed water vapor flux value (Moore et al., 1996), acknowledging that this
may be an oversimplification, before including the term in P-M. In Clifton et al. (2017),
we applied this change to evapotranspiration in both of its instances in P-M, but here
we do not adjust evapotranspiration in the Bowen ratio because this part of the P-M
equation represents energy balance. Another change is that we use ambient temperature and
pressure instead of constant air density. The third modification is that we use wind-direction
dependent LAI in the aerodynamic resistance. Fourth, we remove hourly P-M gs on rainy
days except where mentioned. Fifth, we do not include hourly P-M gs with atmospheric
vapor pressure deficit (VPD) less than 0.5 kPa as the estimate generally becomes unreliable
at high humidity. Previous observational studies also exclude water-flux-based gs estimates
with high ambient humidity, employing various thresholds (Hogg et al., 2007; Lamaud et al.,
2009; Launiainen et al., 2013; Novick et al., 2016; Rannik et al., 2012). We select 0.5 kPa
because this threshold more or less optimizes the relationship between vd and gs on daily
timescales investigated in Section 4.4.3. These changes do not alter the conclusions of the
seasonal-scale analysis of Clifton et al. (2017).
The second gs estimate is obtained from an optimal photosynthesis, minimal transpira-
tion model (Lin et al., 2015; Medlyn et al., 2011) (hereafter, “L15”). For this model, we
employ gross primary productivity (GPP) as the best estimate of net photosynthesis. GPP
at Harvard Forest is inferred from observed carbon dioxide fluxes; the calculation assumes
daytime ecosystem respiration has the same relationship to soil temperature as nighttime
(Wofsy et al., 1993). For L15 we do not include hourly values with VPD less than 0.02 kPa
because this estimate becomes unreliable when GPP is divided by a small number. We use
this threshold because the majority of summer daytime hourly L15 gs outliers occur when
VPD is below 0.02 kPa (Clifton et al., 2017). We often halve hourly L15 gs as this brings
the mean magnitude into better agreement with P-M gs. Note that we never fully rely on
the magnitude of L15 gs; rather we use this estimate to build confidence in the variability
expressed by the other estimates.
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The third gs estimate is the Wehr and Saleska (2015) empirical model (hereafter, “W15”)







This model is a function of LAI, leaf-to-air vapor pressure deficit (LVD), clear sky index
(χ), and photosynthetically active radiation (PAR) (Wehr and Saleska, 2015). To allow for
long-term trends (e.g., due to LAI), the three free parameters in this model (b0, b1, b2)
are tuned such that W15 gs fits the five-year running average estimated from the measured
sensible and latent heat fluxes during periods with minimal evaporation (i.e., excluding
periods after rain and mornings with likely dew, as described in Appendix B4 of Wehr
and Saleska (2015)). The estimation of gs from heat fluxes in this approach is similar to
inversion of the P-M equation but is closer to the derivation from Fick’s Law (see Appendix
C of Wehr and Saleska (2015)).
For Sand Flats and Kane, we use the P-M gs estimate. Our method is the same as for
Harvard Forest. Unless otherwise noted, we discard gs on rainy days, but we always discard
gs during rain (there are half-hourly precipitation measurements at Sand Flats and Kane).
We remove half-hourly gs with VPD less than 0.3 kPa. This threshold is less stringent
than for Harvard Forest in order to maximize the data available (we only have one growing
season’s worth of data at these sites). However, our results are similar for both thresholds.
We estimate gs for ozone by multiplying gs obtained by the methods described above
by the ratio of the diffusivity of ozone to the diffusivity of carbon dioxide or water vapor,
depending on the model.
4.3 Key axes of variation in ozone deposition velocity ob-
served at northeastern U.S. forests
Summertime observed ozone deposition velocity (vd) varies on multiple scales (Figure
4.1). In our previous work, we found a twofold difference in summer daytime mean vd
between the highest and lowest vd years at Harvard Forest (Clifton et al., 2017), consistent
with the 21% relative spread (i.e., relative standard deviation, or coefficient of variation)
in summertime mean vd across the eleven years of measurements shown here (Figure 4.1a).
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The relative spread across weekly vd at Harvard Forest ranges from ±8 to ±32% (multiyear
average is ±17%), similar to the only other northeastern U.S. forests with ozone EC flux
measurements (Figure 4.1a). The multiyear mean relative weekly spread is lower than the
relative interannual spread (Figure 4.1a) so for most years there is less variation within a
season than among years. By construction, the relative daily spread vd for a given year is
higher compared to the relative weekly spread, but the point that we wish to illustrate is that
for many years day-to-day variability is stronger than that on lower-frequency timescales.
In addition to varying in time, observed vd varies in space and with environmental
conditions. Comparing forests in the northeastern US with the same year of measurements,
monthly mean vd differs by 26% on average for June-September (Figure 4.1c). The seasonal
progression of vd is similar at Harvard and Kane (1997) despite the consistent inter-forest
difference in magnitude. On the other hand, the seasonality at Harvard and Sand Flats
(1998) is quite different.
In terms of variations in vd with environmental conditions, we find that vd at all three
forests is higher on rainy days relative to dry days (Figure 4.1b). At Harvard Forest, vd
is 22% higher when wind comes from the northwest on average (Figure 4.1b), implying
either vd is higher in the area to the northwest of the flux tower or that the environmental
conditions associated with winds from the northwest are associated with higher vd. Below,
we explore the drivers of the different axes of variation in ozone dry deposition observed
at northeastern U.S. forests. We integrate our findings across these axes with the aim of
constructing a conceptual framework that describes the processes controlling variability in
ozone dry deposition across space and time.
4.4 Controls on space-time variations in observed ozone de-
position velocity at northeastern U.S. forests
4.4.1 Interannual variability
The strong (twofold) interannual variability (IAV) in summertime vd at Harvard Forest
cannot be attributed to stomatal uptake (based on our current best understanding of this
process) even though stomatal deposition is a substantial fraction of the total ozone dry
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Figure 4.1: (a) Relative spread (i.e., standard deviation divided by the mean) in June-
September (JJAS) ozone deposition velocity (vd) on yearly, weekly, and daily timescales.
Daily vd is calculated as the daytime (9am-4pm) median of hourly (half-hourly for short-
term sites) values (two hours of missing values are allowed). Weekly vd is calculated for a
given day as the eleven-day moving average of daytime median values centered on that day.
Daily and weekly relative spreads are given for individual years in colored circles (diamonds
for short-term sites) and the average relative spread across years at Harvard is shown in
black x’s. Yearly vd is calculated as the JJAS average across all daytime median values for
a given year. The relative spread in yearly vd is shown with a black circle. (b) The relative
difference in JJAS daytime vd between rainy and dry days and between northwest (NW)
and southwest (SW) wind sectors. A rainy day is defined as when daily total precipitation
is greater than zero and a dry day is zero daily total precipitation. SW is between 180◦ and
270◦ and NW is wind direction greater than 270◦. (c) Monthly daytime mean vd at Harvard
Forest (1997 and 1998), Kane (1997) and Sand Flats (1998). If the percentage of days with
missing data for any hour between 9am and 4pm for any month and year is greater than
75% then that monthly average is not included. Composites in (b) and averages and 95%
confidence intervals in (c) are calculated using a bootstrapping technique (see B.3.1).
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deposition (Clifton et al., 2017). Here we explore the nonstomatal deposition processes
driving summertime average IAV by examining three estimates of vd. For the resistance
framework and nonstomatal deposition processes, we use either the Zhang et al. (2002)
model (hereafter, Z02) or the Massman (2004) model (hereafter, M04). Text C.3.3 details
each model. Z02 constructed their model using regression analysis on several short-term
ozone EC datasets from the eastern US, including the observations from Kane and Sand
Flats that we use here. The M04 model employs a different resistance framework by more
explicitly accounting for soil vs. leaf surfaces. The M04 empirical constants, although
selected on the basis of a literature review, were not tuned directly to the datasets used
in this work. We use the two vd estimates as independent constraints on the nonstomatal
processes controlling the magnitude of observed summertime mean vd at the three forests
and adapt the M04 model based on our findings.
For all three estimates, we calculate hourly vd using hourly P-M gs, aerodynamic re-
sistance (Ra), and quasi-laminar resistance (Rb). Ra is the resistance posed by turbulence
and is calculated from Fick’s Law. Rb is the resistance to molecular diffusion in the small
boundary layer between the atmosphere and the bulk canopy. We calculate Rb using We-
sely and Hicks (1977). The methods for calculating Ra and Rb are described in Chapter 3
(see 3.2.2). We use P-M gs here but examine the consistency of our findings for the other
two gs estimates at Harvard in Section 4.4.4. In this section, our aim is to test the model
differences for nonstomatal deposition.
Hereafter we refer to vd estimated with Z02 and M04 as vd,Z02 and vd,M04, respectively.
We examine diurnal cycles to gain insight about the effective nonstomatal processes not
accounted for here. As the analysis in Section 4.4.1 is our first step towards building
the understanding of the processes controlling variability at these sites, we exclude rainy
days. Nonetheless, throughout the paper, we revisit our understanding of IAV in ozone
dry deposition at Harvard Forest, probing its consistency with other axes of variation and
identifying its limitations.
The substantial differences between vd,Z02 and vd,M04 and how they match the observed
vd largely reflect different magnitudes of modeled ozone dry deposition to soil (compare
Figures C.3 and C.4). In general, soil deposition is poorly constrained and both vd,Z02
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Figure 4.2: June-September hourly (5am-5pm) mean ozone deposition velocity (vd) at Har-
vard Forest in (a)-(i), Kane in (j), and Sand Flats in (k), as observed (blue lines) and
estimated (M04prec; bars). Colored sections of bars indicate effective contributions from
stomata (pink; egs), leaf cuticles (orange; egcut), and soil (brown; egsoil) to estimated vd
(i.e., vd,M04prec). Error bars indicate two standard errors across all values during June-
September for a given hour. No days with rain are included for any of the sites.
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and vd,M04 are uncertain. Even though rainy days are not included in this analysis, we
hypothesize that soil uptake may be overestimated for wet summers when the ground may
remain saturated with water for extended periods, suppressing the soil depositional pathway.
Without soil moisture measurements for all years at Harvard Forest, we use a daily indicator
of wet soil: cumulative precipitation since June 1 (Figure C.5). The idea is that soil moisture
changes with recent rain events (both the amount of rain and the occurrence) and has
memory.
If cumulative precipitation from June 1 on a given day is higher than the linear increase
of precipitation from June 1 to 450 mm at September 30 (Figure C.5) then we consider soil
deposition inhibited (resistance to soil deposition (Rsoil) = 10,000 s m−1). 450 mm is the
75th percentile of June-September (JJAS) cumulative precipitation over the observational
record at Shaler Meteorological Station at Harvard Forest (1962-2002; only years with less
than 10 days of missing data are considered). For the cumulative precipitation indicator,
we use the corresponding monthly average for 1990-2000 on days with missing precipitation
(see the red triangles in Figure C.5). After incorporating the dependence on soil wetness
and increasing Rsoil,M04 when the soil is dry to 200 s m−1 (we call this vd,M04prec), the
overestimates for 1992, 1995, and 1996 are ∼0.1 cm s−1 on average from 5am-5pm, and
the underestimates for 1997-1999 are ∼0.1 cm s−1 on average from 5am-5pm at Harvard
Forest (Figure 4.2). Therefore, vd,M04prec is close in magnitude to observed vd for all years
at Harvard Forest, not just a subset of them like vd,Z02 or vd,M04 (see Figures C.3 and
C.4). The estimate also matches observed vd at Sand Flats and Kane except during the
morning (e.g., ∼0.2 cm s−1 underestimate at 7-9am; Figure 4.2j,k). High morning ozone
dry deposition at Kane and Sand Flats has been attributed to enhanced uptake to leaf
cuticles with the presence of dew (Finkelstein et al., 2000), which we do not account for in
this model.
Daytime mean vd,M04prec ranges from 0.54 to 0.68 cm s−1 from year to year whereas
the observed vd ranges from 0.43 to 0.79 cm s−1. Even though vd,M04prec does not capture
the full interannual range or relative spread (±9% vs. ±21% for the observed), vd,M04prec
captures the ranking of observed summertime daytime mean vd from year to year (Spearman
rank correlation coefficient is 0.85). The lowest observed vd years (1992 and 1996) are years
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with low soil uptake, and two out of three years with the highest observed vd (1997 and 1999)
are years with high soil uptake (Figure 4.2). This analysis thus suggests that soil uptake is
an important control on the observed IAV in vd at Harvard Forest with contribution of soil
deposition varying by 0.03 to 0.21 cm s−1 from year to year (relative spread across years is
±57%) due to soil wetness. Our findings of up to a 33% contribution from soil uptake is
similar to previous work using short-term above- and sub-canopy ozone EC observations at
forests in other regions to constrain the contribution of the lower canopy and ground (Fares
et al., 2014; Fumagalli et al., 2016; Launiainen et al., 2013; Zhou et al., 2017).
4.4.2 Spatial differences due to upwind instrument footprint
Prevailing winds at Harvard Forest primarily come from the northwest (NW) or south-
west (SW) (Moody et al., 1998; Munger et al., 1996). On average, vd measured at the flux
tower is higher when wind comes from the NW (Figures 4.1b, 4.3a) (Munger et al., 1996),
indicating that vd is higher in the area NW of the tower or that the environmental conditions
associated with winds from the NW are associated with higher vd. We probe the drivers of
this difference and use this understanding to interpret variability in vd. Rainy days are not
included in this analysis. In general the NW vs. SW vd differences are consistent between
rainy and dry days, but there are some years when this is not the case (see also Section
4.4.5).
Red oaks are ∼44% of the canopy trees in the SW wind sector and ∼30% in the NW
wind sector. Conifer trees in the footprint of the flux tower are confined to the NW where
hemlocks are ∼20% and red and white pines are ∼20%. gs estimated from tree-ring iso-
topic measurements at Harvard Forest (Belmecheri et al., 2015; Belmecheri et al., 2014) is
substantially lower for hemlocks than red oaks (Figure C.6a). While tree-ring gs estimates
for pines at Harvard Forest are unavailable, conifers are generally expected to have lower
gs than oaks during summer because they have lower water use efficiency (e.g., Lin et al.
(2015)). Despite this, summertime mean P-M gs (i.e., gs inferred from observed water
vapor EC fluxes) is higher when wind comes from the NW (Figure 4.3b). This discrepancy
may be due to consistently higher LAI in the NW wind sector (Figure 4.3e), along with
higher photosynthetically active radiation (PAR; Figure C.6c). Our estimates for Ra and
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Figure 4.3: Multiyear June-September hourly mean (a) ozone deposition velocity (vd), (b)
P-M stomatal conductance (gs), and (c) non-stomatal conductance (gns) inferred from P-
M gs at Harvard Forest, composited by wind direction. Southwest (SW) is between 180◦
and 270◦ and northwest (NW) is wind direction greater than 270◦. Error bars indicate
two standard errors across all values for a given hour in June-September 1992-2000. (d)
Yearly June-September daytime (9am-4pm) vd at Harvard, composited by wind direction.
Averages and 95% confidence intervals are calculated using a bootstrapping technique (see
B.3.1). No days with rain are included in (a) through (d). (e) Multiyear monthly mean
LAI at Harvard for NW and SW wind sectors of the flux tower (see Figure C.2 for a map
of LAI plots).
Rb (Jensen and Hummelshøj, 1995; Jensen and Hummelshøj, 1997; O’Keefe, 2015; Wesely
and Hicks, 1977) suggest that they do not contribute to NW vs. SW differences in vd
(Figure C.7).
The deciduous trees in the flux tower footprint at Harvard Forest do not emit BVOCs
that are reactive enough with ozone to influence the ozone EC flux, but the conifers in the
NW wind sector do (Text C.3.4). While highly-reactive BVOCs could increase the observed
ozone flux when wind comes from the NW, the lack of NW vs. SW difference in multiyear
mean nonstomatal conductance (gns; obtained via inferring hourly canopy conductance from
observed vd and then subtracting P-M gs; same methods as Clifton et al. (2017)) does not
support this interpretation, at least in a climatological sense (Figure 4.3c). Clifton et al.
(2017) hypothesized that some of the ranking of years with respect to summertime mean vd
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at Harvard Forest stems from ambient ozone loss by highly-reactive terpenoids. However,
the ranking in vd, which is controlled by effective nonstomatal deposition (Clifton et al.,
2017), is consistent between the NW and SW (Figure 4.3d). Thus, while ambient chemistry
may play a role in the interannual spread or range in observed vd, the effective nonstomatal
deposition pathway(s) that controls the ranking of years for vd must be forest-wide. This
conclusion is consistent with our findings in the previous section that ozone dry deposition
to soil drives the observed ranking.
As discussed in Section 4.4.1, vd,M04prec largely captures the yearly ranking in sum-
mertime mean observed vd, but underestimates the highest summertime mean vd during
1997-1999 at Harvard Forest. If vd,M04prec is the best estimate of stomatal, cuticular and
soil deposition at Harvard Forest then effective depositional processes not considered in
the vd,M04prec estimate must explain the underestimate during 1997-1999. To investigate
whether ambient ozone loss through reaction with highly-reactive terpenoids contributes to
the underestimate, we composite hourly observed vd and vd,M04prec by wind coming from
the NW (Figure C.8) and SW (Figure C.9).
First, we should note that observed vd is higher than vd,M04prec for the NW (Figure C.8)
and SW (Figure C.9) relative to all wind directions combined (Figure 4.2). This is because
observed vd is lower when wind comes from the east than when wind comes from the west
(Figure C.10). Unlike the difference in observed vd between NW and SW, lower observed
vd for easterly winds may not be completely attributable to lower gs (Figure C.10). We
explore east-west differences in vd a little further in Section 4.4.3, but identification of other
driving processes is largely hindered by limited data availability for the east. In any case,
the vd,M04prec estimate not capturing lower vd corresponding to wind from the east does
not affect the ranking of vd,M04prec, which is consistent for all wind sectors combined, the
NW, and the SW (Figures 4.2, C.8 and C.9). This is an important constraint from the
observations (Figure 4.3d), which show that the depositional pathway(s) controlling IAV is
forest-wide.
The difference between vd and vd,M04prec for 1997-1998 is higher during most of the day
when wind comes from the NW (compare Figures 4.2 and C.8 for 1997-1999) whereas the
difference between vd and vd,M04prec for the SW is mostly confined to the morning (compare
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Figures 4.2 and C.9 for 1997-1999). As ambient loss of ozone should peak in the afternoon
when ozone concentrations are highest, we hypothesize that while ambient chemistry may
play a role in the afternoon vd underestimates, another depositional pathway, common to
both wind sectors, influences the morning underestimates.
Red and white pines, which are ∼20% of the forest trees in the NW wind sector, emit
the highly-reactive sesquiterpenes and monoterpenes that influence observed ozone fluxes
(Bouvier-Brown et al., 2009a; Calogirou et al., 1999; Goldstein et al., 2004; Helmig et al.,
1999; Richters et al., 2015; Shu and Atkinson, 1994), but emission is expected to be very
low (Duhl et al., 2008; Geron et al., 2000; Helmig et al., 2007b) (see Appendix C.3.4).
We hypothesize that emission of highly-reactive terpenoids from the pines in the NW wind
sector is high enough under ecosystem stress during 1998 and 1999 to influence ozone
fluxes. For 1999, we suggest that high seasonal-scale air temperature (JJAS daily mean air
temperature for 1999 is 19.3◦C, the second hottest year on record from 1992 to 2014) and
the yearlong severe drought ending in late September 1999 (Savage and Davidson, 2001)
led to ecosystem stress and ambient ozone loss due to highly-reactive BVOCs. For 1998,
ecosystem stress at Harvard Forest, perhaps associated with stunted canopy growth, likely
from springtime weather events, may be the cause of low photosynthetic capacity for the
following couple of years (Urbanski et al., 2007). This ecosystem stress, together with the
stress from declining soil moisture during this summer at Harvard (Savage and Davidson,
2001) may lead to ambient ozone loss during 1998. Why highly-reactive BVOC emissions
would be higher than normal at Harvard Forest during 1997, which has a relatively low-
rainfall, but cold summer, is unclear. NO concentrations are typically not high enough at
Harvard Forest to impact ozone fluxes (Munger et al., 1996).
4.4.3 Day-to-day variability in ozone deposition velocity
Although stomatal deposition is a substantial fraction of the total deposition at Harvard
Forest, we do not find that it is an important driver of IAV in observed vd (Clifton et al.,
2017). Many studies show that gs is an important control on vd at other monitoring
sites (Altimir et al., 2006; Lamaud et al., 2002; Launiainen et al., 2013; Turnipseed et
al., 2009), but variability on daily timescales is not separated from that on diurnal or
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seasonal timescales. In the following sections, we explore the role of stomatal deposition on
seasonality and day-to-day variability in vd. First, we isolate the day-to-day variability in vd
from the IAV and seasonality in vd by de-seasonalizing and detrending daytime median vd.
We do this by subtracting the 30-day backwards running mean from the daytime median.
Our results are largely consistent when we de-seasonalize and detrend with a running mean
centered on the current day, but we use a backwards running average here so that the
models from the regression analysis later in this section have predictive ability. We use a
daytime median instead of an average to lessen the influence of hourly outliers. Once we
move to lower frequency timescales, we use an average. We do not remove P-M gs on rainy
days because it would strongly limit the amount of data available. As the greater-than-ten-
percent contribution of evaporation to the observed water vapor flux at Harvard Forest on
rainy days (Wehr et al., 2017) may influence the P-M estimate, we build support for our
findings on how P-M gs explains variability in vd at Harvard Forest with the W15 and L15
gs estimates.
For JJAS 1992-2000 at Harvard Forest, vd anomalies correlate with P-M gs anomalies
(Pearson correlation coefficient (r) is 0.62; Figure 4.4a), W15 gs anomalies (r=0.52; Figure
4.4b), and L15 gs anomalies (r=0.26; Figure 4.4c). The lower correlation between vd and
L15 gs anomalies may stem from using GPP for net photosynthesis in the L15 model.
Isotopic constraints show that GPP inferred from carbon dioxide EC fluxes is biased at
Harvard Forest with the magnitude and direction of bias dependent on phenology and wind
direction (Wehr et al., 2016). Indeed, if we exclude hours when wind comes from the NW,
the relationship between vd and L15 gs anomalies improves (r=0.47, n=224).
The P-M and W15 estimates both show generally higher gs and vd anomalies when
the day’s dominant wind direction is the NW (compare green vs. black circles in Figure
4.4). The L15 estimate does not, but this may be because GPP used in L15 does not
capture wind-sector differences accurately (Wehr et al., 2016). The large spread in gs and
vd anomalies thus results from not only daily variability in stomatal functioning, but also
forest heterogeneity in stomatal functioning. The general agreement across three estimates
that gs correlates with vd on daily timescales leads us to conclude that gs is a primary
driver of day-to-day variability in vd.
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Figure 4.4: June-September daytime (9am-4pm) median ozone deposition velocity (vd)
and stomatal conductance (gs) anomalies at Harvard Forest for 1992-2000. The anomalies
are calculated by subtracting the 30-day backwards running mean daytime median for a
given year. For the daytime median calculation, we allow two hours of missing data, and
for calculating the anomalies we require at least seven days to have data for each month.
Green circles indicate days when wind predominately comes from the NW. We define these
days as when more than five (out of eight) daytime hours have wind coming from the NW.
The text in the lower left hand corner shows the Pearson correlation coefficient (r), the
p-value for the null hypothesis (p), and the number of observations (n) for all data points
on the plot (both black and green circles).
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We use least-squares multiple linear regression to further explain day-to-day variabil-
ity in vd at Harvard Forest, as well as the short-term forested monitoring sites. We use
detrended and de-seasonalized daytime median variables here. For gs, we use the P-M esti-
mate. For Harvard, daytime median P-M gs, relative humidity (RH), and sine of the wind
direction (the east-west component of the wind direction; sinWDIR) anomalies explain 47%
of the day-to-day variability in daytime median vd anomalies (equation 4.2). The cosine of
the wind direction is not an important predictor of vd because NW vs. SW differences in
vd are captured by P-M gs.
vd ∼ (0.01± 0.01) + (0.004± 0.00)RH + (−0.08± 0.02)sinWDIR+ (0.78± 0.07)gs (4.2)
Partial correlation coefficient analysis (Kleinbaum et al., 1988) shows that gs is most im-
portant for the linear prediction of vd and RH is second in importance.
For Kane, a similar amount of variability is explained by the same predictors: 59% of
the daily variability in vd anomalies is explained by daytime median RH, sinWDIR, and
P-M gs anomalies (equation 4.3). We take the daytime median of half-hourly data for Kane
and Sand Flats. RH is most important for the linear prediction of vd while sinWDIR and
gs are of similar secondary importance.
vd ∼ (0.07± 0.02) + (0.009± 0.00)RH + (−0.13± 0.03)sinWDIR+ (0.57± 0.14)gs (4.3)
For Sand Flats, P-M gs is not a significant predictor of daily variability in vd, but RH and
sinWDIR are. The model that explains 25% of day-to-day variability at Sand Flats is:
vd ∼ (−0.01± 0.02) + (0.003± 0.00)RH + (−0.24± 0.05)sinWDIR (4.4)
SinWDIR is most important for linear prediction of vd. More details on the models presented
in equations 4.2-4.4, including selection of predictors (we also examine air temperature, va-
por pressure deficit, friction velocity, solar radiation, wind speed, precipitation, and surface
wetness), are in Appendix C.3.5.
Lower vd at all three forests when wind comes from the east suggests that synoptic-
scale meteorology plays a role, but we do not find other meteorological variables to be
better predictors relative to sinWDIR. In addition, the sinWDIR predictor at Sand Flats
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may be due to LAI as LAI is higher west of the tower (Figure C.11). However, attribution
is impeded by our having only one growing season’s worth of data at this site.
For all three forests, vd anomalies increase with RH anomalies. Assuming the stomatal
response to RH is captured by the P-M estimate, the RH predictor represents day-to-day
variability in effective nonstomatal deposition at Kane and Harvard Forest. At Sand Flats,
RH may represent both stomatal and nonstomatal deposition because P-M gs is not a
significant predictor. This may be due to unaccounted-for variability in the contribution of
evaporation to observed water flux, or because gs does not strongly influence daily variability
in vd at Sand Flats. However, we cannot rule out stomatal deposition as an important
control on vd at Sand Flats because the regression model only explains a quarter of the
variability in vd.
We hypothesize that the RH predictor represents cuticular uptake as there is consistent
field and laboratory evidence showing a strong (exponential) dependence of this pathway on
RH (Altimir et al., 2006; Lamaud et al., 2009; Sun et al., 2016a; Zhang et al., 2002). Further,
soil deposition may be suppressed under high RH (Sorimachi and Sakamoto, 2007; Stella
et al., 2011a) and to our knowledge, there is no observational evidence that soil deposition
increases with RH at lower humidity. Employing an exponential function of RH in the
regression does not improve the amount of daily variability in vd explained. This is because
we discard hourly P-M gs during high humidity, which excludes days with high RH from
the regression, and the dependence is approximately linear for moderate RH. Nonetheless,
we assume that the dependence is exponential for the cuticular deposition model applied
below.
4.4.4 Weekly variability
Based on our findings that RH is an important control on daily variability in observed
vd, we adjust the M04 cuticular deposition model (equation C.9) to have an exponential
dependence on fractional RH. Increasing the coefficient in this model by a factor of three
allows summertime mean M04 cuticular conductance to be similar in magnitude as before.
We call this estimate vd,M04precRH . To evaluate how vd,M04precRH captures the weekly-scale
seasonality in observed vd, we examine three different weekly vd,M04precRH estimates at
CHAPTER 4. OZONE REMOVAL BY NE U.S. FORESTS 63
Harvard Forest, one for each gs estimate (Figure 4.5). In Figure 4.5, we also include weekly
M04prec soil conductance (gsoil,M04precRH ; defined as the inverse sum of the resistances to
in-canopy turbulence, molecular diffusion between the atmosphere and soil, and uptake by
the soil) to evaluate this pathway’s contribution to the model’s ability to capture observed
vd.
Weekly quantities are calculated with an eleven-day moving average centered on the
current daytime median. Three days of missing values are allowed per window. We keep
P-M gs on rainy days in this analysis, but we use the comparison of vd,M04precRH,L15,
vd,M04precRH,W15 and vd,M04precRH,P−M to build confidence in vd,M04precRH,P−M at Har-
vard Forest. For Kane and Sand Flats, we only have one gs estimate so we examine two
vd,M04precRH,P−M estimates, one when rainy days are excluded.
For the most part, the different vd,M04precRH estimates largely agree and the season-
ality and magnitude of observed weekly vd is captured (Figure 4.5). vd is overestimated
throughout 1992 and 1996, high rainfall summers with consistently low vd. These years
have zero gsoil,M04prec for the majority of the summer, implying underestimated resistances
to turbulence, molecular diffusion, stomatal and/or cuticular deposition. Whether these
underestimates only occur during wet years, or are most apparent during low vd years,
needs to be established. The end-of-summer observed vd during 1995 is not captured well
by estimated vd. This may be due to inaccurate soil deposition estimates that stem from
multiyear monthly averages in the place of missing precipitation (compare Figure 4.5 and
Figure C.5d).
Because the soil wetness model is a step function, soil deposition near the cumulative
precipitation threshold (see Figure C.5 or red dots in Figure 4.5) may not be simulated
well. Indeed, this seems to be the case at least at some times during 1992-1997 and 2000
at Harvard, and at Kane and Sand Flats. Including the soil deposition dependence on
wet vs. dry soil improves agreement of estimated vd with observed vd on daily timescales,
especially if we exclude days when the absolute difference between the observed cumulative
precipitation and the threshold is less than 30 mm (Figure C.12). Targeted measurements
of sub-canopy ozone EC fluxes at northeastern U.S. forests when soil is hard to distinguish





































Jun 1 Jun 21 Jul 11 Jul 31 Aug 20 Sep 9 Sep 29
1999
h)
Jun 1 Jun 21 Jul 11 Jul 31 Aug 20 Sep 9 Sep 29
2000
i)
Jun 1 Jun 21 Jul 11 Jul 31 Aug 20 Sep 9 Sep 29




1.5 Sand Flats (1998)k)
Jun 1 Jun 21 Jul 11 Jul 31 Aug 20 Sep 9 Sep 29
















Figure 4.5: Weekly observed and estimated ozone deposition velocity (vd) during June-
September at Harvard Forest, Kane, and Sand Flats. We calculate weekly quantities with
an eleven-day moving average centered on the current daytime median. Three days of
missing values are allowed. Weekly observed vd is in thick black lines. Daytime median
observed vd is in thin black lines and dots. Grey dots indicate vd on rainy days. For Harvard,
vd estimates in colors each use a different stomatal conductance (gs) estimate (i.e., L15,
W15, P-M). Estimated vd is calculated with weekly resistances (see equations C.7-C.10 in
Appendix C.3.3.2). For vd,M04precRH,L15, we halve hourly gs. We use the three vd estimates
to evaluate our confidence in vd,M04precRH,P−M around rain events. For Kane and Sand
Flats, we only have the P-M gs estimate so we additionally show vd,M04precRH,P−M when
rainy days are excluded in purple (vd,M04precRH,P−M,dry). When rainy days are excluded we
do not consider them as missing days. Weekly conductance for soil deposition (gsoil,M04prec)
is in blue. Red dots indicate days when the difference between cumulative precipitation and
the threshold is less than 30 mm.
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as wet or dry will be useful for determining the controls on finer-scale variability in ozone
dry deposition to soil.
Despite the importance of the sine of the wind direction at the daily timescale, incorpo-
rating it into the weekly estimates does not improve model ability to capture observed sea-
sonal trends, implying that the dependence is less important at lower frequency timescales.
None of the three vd,M04precRH estimates fully explain peak observed vd during 1998 and
1999 (Figure 4.5). We suggested in Section 4.4.2 that ambient ozone loss contributes to
high vd during these years, both of which have declining soil moisture throughout summer
(Savage and Davidson, 2001). That the highest ambient ozone loss during 1998 and 1999
occurs earlier rather than later in the summer (when the drought is stronger) agrees with
observational evidence from other ecosystems that sesquiterpene emissions can be elevated
under drought stress, but emissions decrease when drought is the most severe (Duhl et al.,
2008; Hansen and Seufert, 1999; Niinemets, 2010; Ormeño et al., 2007). This also may
explain why high ambient ozone loss and vd are not observed during 1995, another severe
drought year at Harvard Forest (i.e., ozone flux measurements are missing for the first half
of summer 1995).
The strong peak and decline in observed vd at Harvard Forest during late July and
September 1998, respectively, are not observed at Sand Flats (Figures 4.1c, 4.5g,k, 4.6b).
We suspect that the weekly vd peak at Harvard Forest is due to ambient chemistry, as
discussed in the previous paragraph and Section 4.4.2. The absence of this peak at Sand
Flats, which has a substantial amount of white pines, may be due to a lack of ecosystem
stress there. During September, estimated vd does not capture the inter-forest differences
in observed vd (Figures 4.1c, 4.5g,k, 4.6b). There is high gsoil,M04prec at this time at
both forests (Figure 4.5g,k) so an overestimate of soil deposition at Harvard Forest would
explain the observed inter-forest differences during September. For the rest of summer
1998, there are substantial inter-forest differences in morning (e.g., almost factor of two),
but not afternoon vd (Figure 4.6d,f). These differences are not as apparent when examining
the monthly average timescale (i.e., in a similar fashion to Figure 4.1c). Weekly vd at
Kane and Harvard during 1997 is also substantially different in the morning for most of
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Figure 4.6: Weekly observed ozone deposition velocity (vd) during June-September. The
first column shows weekly (a) daytime, (c) morning, and (e) afternoon median vd at Harvard
Forest and Kane during 1997. The second column shows weekly (b) daytime, (d) morning,
and (f) afternoon median vd at Harvard and Sand Flats during 1998. We calculate weekly
vd with an eleven-day moving average centered on the current daily median (two hours
of missing data allowed). Three days of missing values are allowed in the moving average
calculation. Thin lines and dots show daily values.
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the summer with observations at both sites despite similar afternoon magnitude (Figure
4.6c,e).
Recall the morning underestimates in vd for Harvard Forest for 1994, and 1997-1999, and
for Kane and Sand Flats shown in Figure 4.2. The morning underestimate for 1994 stems
from very low P-M gs during a few days at the end of September. L15 and W15 gs estimates
generally predict higher morning gs than P-M, but for all years (Figure C.13). Assuming
P-M gs is the best estimate of morning stomatal deposition, there may be unaccounted-for
interannual and inter-forest differences in morning cuticular deposition, i.e., to dew-covered
surfaces. For example, frequent precipitation may cleanse the leaf of compounds important
for surface-mediated reaction with ozone (Finkelstein et al., 2000). As 1997-1999 are low
rainfall years, constraints on rain’s ability to “wash” cuticles and the influence on morning
cuticular uptake in the following days will be insightful. However, why there would be
inter-forest differences in morning vd for the same year of measurements is unclear (i.e.,
the higher morning vd at Harvard vs. Sand Flats and Kane). P-M gs estimates do not
suggest that stomatal deposition controls the inter-forest differences in morning vd (not
shown). Nonetheless, more observational constraints on inter-forest differences in stomatal
deposition will be helpful, as differences in the evaporation fraction of evapotranspiration
may need to be accounted for. Otherwise, there may be inter-forest differences in the
aqueous ozone-destroying reactions on leaf cuticles wetted by dew. For example, differing
local sources of ambient particulate matter and/or forest composition may lead to inter-
forest differences in the amount and type of particles deposited to, or exuded by, leaves that
ozone can react with (e.g., Potier et al. (2017))
4.4.5 Differences on rainy vs. dry days
Several short-term observational studies show substantial increases in vd following rain
events (Altimir et al., 2006; Turnipseed et al., 2009). On average, summer daytime mean
vd is higher by ∼15% on rainy days at Harvard Forest (Figure 4.1b). The highest relative
increases in vd on rainy days occur during 1994, 1995, and 1997-1999 and the lowest relative
increases occur during 1990-1992, 1993, 1996, and 2000 (Figure 4.7a, 4.1b). Most effective
deposition pathways are expected to change with the surface wetness, ambient humidity,
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and/or mechanical disturbances associated with rain (Altimir et al., 2006; Massman, 2004;
Turnipseed et al., 2009). However, it is uncertain which pathways dominate the mean vd
response to rain.
Similar to Harvard Forest, vd at Sand Flats and Kane is higher on rainy days (Figure
4.7g). For Harvard, we only have daily precipitation measurements during the 1990s so there
could be some hourly vd included in the rainy-day composite that precede rain events. There
are half-hourly measurements of precipitation at Sand Flats and Kane. The rainy-day vd
composites there (“R24h” on Figure 4.7g), which only include vd following rain, show a
similar enhancement as Harvard. The magnitude of vd on rainy days at Kane and Sand
Flats is consistent whether we define the rainy day as rain occurring in the last 24 hours or
rain occurring within six hours or three hours (Figure 4.7g). This suggests that generally
the vd response to rain persists throughout the day. On rainy days with wet vs. dry leaves
for that half hour, vd is similar (compare yellow and green circles in Figure 4.7g), implying
that wet leaves (e.g., via wet-cuticular uptake) do not drive the response of vd to rain.
Without leaf wetness measurements at Harvard Forest, we take this as evidence that wet
leaves do not drive the vd response to rain there.
Both W15 and L15 estimates show higher gs on rainy days and generally consistent
differences between rainy and dry days across years (Figure 4.7c,e). Higher gs on rainy days
is consistent with previous work showing a higher rate of photosynthesis at Harvard Forest
on rainy days, which the authors attribute to cooler leaves and higher canopy humidity
(Medvigy et al., 2010). We do not examine the P-M estimate on rainy days because evap-
oration enhances the observed water vapor flux at Harvard Forest on rainy days by more
than 10% (Wehr et al., 2017). From year to year, the summertime mean differences in vd
are not as consistent as the differences in gs. For some years (e.g., 1992, 1993, 1994, 1996),
there are rainy days with relatively low vd (see grey circles in Figure 4.5). These values may
contribute to the relatively small difference in summer daytime mean vd between rainy and
dry days for these years.
To investigate whether sunlight plays a role in the varying vd response to rain, we
aggregate daytime mean vd and gs on rainy vs. dry days across all years for a given light
level (Figure 4.7b,d,f). First, the general gs response to photosynthetically active radiation
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Figure 4.7: June-September daytime (9am-4pm) mean (a) ozone deposition velocity (vd),
(c) W15 stomatal conductance (gs), and (e) L15 gs at Harvard Forest on rainy vs. dry days.
Light response curves for daytime median (b) vd, (d) W15 gs, and (f) L15 gs at Harvard
Forest. The light response curve of P-M gs for dry days only is shown in blue on (d). Error
bars indicate two standard errors across all daytime medians. We composite across PAR
bins of size 200 µEinstein m−2 s−1. The x-coordinate indicates the lower bound of the bin.
For (e) and (f), we halve hourly L15 gs. (g) Daytime mean vd at Kane (open circles) and
Sand Flats (closed circles). “Dry” does not include vd with rain in the last 24 hours, “R24h”
only includes vd with rain in the last 24 hours, “R24h,DL” only includes vd with rain in
the last 24 hours and half-hourly leaf wetness less than 0.1 (i.e., dry leaves), and “R3h”
(“R6h”) only includes vd with rain in the last three (six) hours. For all composites in (g),
we do not include half-hourly vd during rain. For (a), (c), (e), and (g), averages and 95%
confidence intervals are calculated using a bootstrapping technique (see B.3.1).
CHAPTER 4. OZONE REMOVAL BY NE U.S. FORESTS 70
(PAR) differs greatly between L15 and W15 (Figure 4.7d,f). We suspect that this difference
is due to the direct dependence of W15 on PAR. Regardless, both gs estimates agree that
the gs response to light is similar on rainy and dry days. Because the W15 gs response to
PAR is more similar to the P-M gs response to PAR on dry days at moderate-to-high light
levels (Figure 4.7d), we place more confidence in the general W15 response to light. The
L15 and W15 gs estimates also differ in how they suggest gs varies between rainy and dry
days for a given light level. However, neither gs estimate suggests that the vd response to
rain can be fully explained by the stomatal response, which we go over in more detail below.
Daytime median vd is higher on rainy days except at low PAR: at very low PAR (less
than 200 µEinstein m−2 s−1), vd is higher on dry days, and at low PAR (200-400 µEinstein
m−2 s−1), vd is similar on rainy and dry days. In contrast, gs is similar on rainy and dry
days at very low PAR and higher on rainy days at low PAR. The cause of the decrease in vd
on rainy days at very low light is uncertain, but may be related to stability conditions, so
we focus our analysis on higher light levels. While the vd response to rain may be explained
by gs at moderate PAR (see similar rainy vs. dry day differences for vd and gs at 400-1000
µEinstein m−2 s−1 in Figure 4.7b,d,f), the vd response to rain is substantially larger than
the gs response at high PAR for both gs estimates (e.g., greater than 1000 µEinstein m−2
s−1).
Most of the highest vd on sunny, rainy days (i.e., daytime median greater than 1 cm
s−1) occurs during 1998 and 1999 when wind predominately comes from the NW (Figure
C.14). Clear-sky conditions prevail when wind is from the NW (Moody et al., 1998) gen-
erally leading to higher PAR. This means that enhanced vd on sunny, rainy days may not
necessarily be caused by high PAR. Rather it may be due to rain-induced enhancements
of highly-reactive BVOC emissions in the NW wind sector of the flux tower during dry
summers. In a red oak and white pine dominated forest in New Hampshire, monoterpene
concentrations increase substantially after rain with the enhancement persisting hours after
the event (Haase et al., 2011). This is consistent with increases in BVOC emissions due to
the mechanical disturbance of rain observed at other forests (Helmig et al., 1998; Holzinger
et al., 2006). If the terpenoids that influence the ozone flux increase with the mechanical
disturbance of rain and mechanically-induced emission is highest during years with ecosys-
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tem stress, then this could explain the highest vd on rainy, bright days. Omitting 1998 and
1999 from the vd light response curves (not shown), vd differences on rainy vs. dry days
at high PAR are more similar in magnitude to the differences in W15 gs. If the magnitude
of the response of W15 gs to rain is correct, then enhanced vd on rainy days is mostly
caused by increased gs at moderate-to-high light levels. The summers with the darkest
rainy days (1992, 1993, 1995, 1996, 2000) are mostly the years with lowest vd responses to
rain. Interannual variability in the vd response to rain is thus linked with variations in light
availability on rainy days. While stomatal deposition drives most of the increase in vd on
rainy days, the vd response to rain may be due to changes in turbulence on the darkest days,
and further increased by in-canopy chemistry in the NW wind sector during dry years.
4.5 Conclusion
With the only observational ozone eddy covariance flux datasets from northeastern U.S.
forests, we find observed summertime ozone deposition velocity varies strongly along sev-
eral axes. We integrate our findings across these axes to form a consistent picture of the
processes controlling variability in ozone dry deposition. Two commonly-used observation-
driven frameworks for ozone dry deposition bound the decade’s worth of observed depo-
sition velocities from Harvard Forest on the seasonal scale, but do not explain the strong
observed interannual variability. By varying ozone dry deposition to soil using cumulative
precipitation to indicate soil wetness, we can largely explain the ranking of high to low
deposition years at Harvard Forest, and match the observed seasonal-scale deposition at
the two northeastern U.S. forests with one growing season’s worth of ozone eddy covariance
flux measurements each. These findings are consistent with abundant field evidence that
ozone dry deposition to wet soil is inhibited. Although it has been established that ozone
dry deposition to soil can be a substantial percentage of the total deposition at mid-latitude
forests, a major finding from this work is that ozone deposition to soil at Harvard Forest
varies strongly from year to year (e.g., 0 to 30%).
To investigate higher-frequency temporal variability in ozone dry deposition, we use
three observation-driven stomatal conductance estimates from Harvard Forest: an estimate
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from a process-level model, an estimate from an empirical model, and an estimate inferred
from observed evapotranspiration. Regression analysis shows that daily variability in ozone
deposition velocity at Harvard Forest is closely linked with stomatal conductance, humidity,
and wind direction. This is largely consistent with what is observed at the other short-term
monitoring sites, although inferred stomatal deposition does not explain daily variability
in ozone dry deposition at one of the forests. We expect that the humidity dependence at
all three forests represents cuticular deposition, which is consistent with previous field and
laboratory studies. There is improved representation of seasonality and daily variability
in ozone dry deposition when a cumulative precipitation indicator is used to indicate wet
vs. dry soil. However, to fully resolve sub-seasonal variability in ozone dry deposition at
northeastern U.S. forests, an advanced understanding of ozone dry deposition to soil is
needed, especially when the soil is not easily characterized as wet or dry.
An important question regarding the strong observed interannual variability in ozone
deposition velocity at Harvard Forest is whether this variability is consistent at the regional
scale. Currently multiyear measurements at nearby forests do not exist. However, compar-
ison between Harvard Forest and Kane Experimental Forest (northwestern Pennsylvania)
for 1997 as well as Harvard Forest and Sand Flats State Forest (New York State) for 1998
shows that while the magnitude of afternoon ozone deposition velocity is similar between
sites for most of the time when there are measurements at both sites, morning ozone de-
position velocity tends to be much higher at Harvard Forest. This, and the unexplained
high morning ozone deposition velocity during some years at Harvard as well as at Kane
and Sand Flats, highlight the need for observational constraints on spatial and interannual
variability in depositional processes that may be particularly high during the morning, such
as uptake to dew-covered leaf cuticles and plant stomata.
The highly-reactive BVOCs that impact observed ozone fluxes are not expected at Har-
vard Forest, which does not have a lot of conifers. Our analysis, however, leads us to
hypothesize that in-canopy ambient loss of ozone through reaction with BVOCs may con-
tribute to high observed ozone dry deposition during years with ecosystem stress, leading to
strong, but isolated, weekly-scale peaks in ozone dry deposition. Evidence for this hypoth-
esis includes the isolation of observed ozone deposition velocities not explained by other
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depositional processes to the northwest wind sector of the flux tower that contains highly-
reactive terpenoid emitting conifers, and the occurrence of these unexplained peaks during
years with known ecosystem stress. Ambient chemistry with highly-reactive BVOCs may
also contribute to high observed ozone dry deposition on rainy days during the two years
with major ecosystem stress. However, for most of the observational record, stomatal depo-
sition drives the increases in ozone dry deposition that we observe on rainy days. Simulating
the response of ozone dry deposition to rain accurately in air quality models may improve
model skill at capturing low near-surface ozone abundances on rainy days (Travis et al.,
2017).
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Chapter 5
Important role for dynamic
nonstomatal deposition on ozone
pollution
Abstract
Identifying the contributions of chemistry and transport to observed ozone (O3) pol-
lution using models relies on accurate representation of O3 uptake by the Earth’s surface,
or dry deposition. Here, we use a recently-developed configuration of the NOAA GFDL
chemistry-climate model where the atmosphere and land are coupled through not only ex-
changes of heat, carbon and water, but also dry deposition. Deposition pathways are tied to
interactive terrestrial processes, such as snow dynamics, water cycling through the canopy
and soil, photosynthesis, and biomass allocation. Increases in wintertime O3 dry deposi-
tion due to more process-based representation of snow lead to substantial hemispheric-scale
present-day reductions in simulated O3 and better agreement with observations compared
to a simulation without dynamic dry deposition. Additionally, declining snow cover by the
end of the 21st century tempers the influence of rising methane on O3 identified in previous
work. During summer, dynamic O3 dry deposition generally lowers mean surface O3 over
northern mid-latitudes by less than 5 ppb but influences changes in O3 from day to day. Di-
agnostic tracking of the pathways driving O3 dry deposition for the first time in a large-scale
model illustrates the widespread impact of nonstomatal deposition on O3 pollution. Our
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findings highlight a need for observational constraints on the pathways driving variability
in dry deposition for testing process representation in models.
5.1 Introduction
In the troposphere, ozone (O3) is an air pollutant, potent greenhouse gas, and an impor-
tant source of the hydroxyl radical, the main tropospheric oxidant. Large-scale atmospheric
chemistry models are key tools for quantifying pollution impacts on human and vegetation
health and chemistry-climate interactions, and for pinpointing the drivers of observed trends
and variability in tropospheric constituents. Representing O3 sources and sinks accurately
in these models is fundamental to their utility. O3 dry deposition is an important, but
uncertain and overlooked, tropospheric O3 sink (Hardacre et al., 2015; Wild, 2007). Here,
we investigate the role of O3 dry deposition on O3 pollution at northern mid-latitudes with
a global chemistry-climate model employing dynamic depositional processes.
O3 dry deposition (O3DD) occurs through surface-mediated reactions in plant stomata
and on leaf cuticles, other plant material, soil, water and snow. Despite the relatively low
wintertime O3 deposition velocity (a measure of the efficiency of the removal independent
from O3 concentration), wintertime O3 is sensitive to O3DD due to its long lifetime in
troposphere (due to lower photochemical and depositional losses). A long O3 lifetime also
leads to efficient transport through large-scale circulation patterns, implying that O3 at any
particular location depends on both local and remote sources and sinks. Although previous
studies have examined the wintertime O3 sensitivity to O3DD over the polluted Uintah oil
and gas basin in western US (Matichuk et al., 2017) and boreal and arctic regions (Helmig
et al., 2007c), it is unknown how representation of wintertime O3DD impacts large-scale O3
air quality over northern mid-latitudes. O3 pollution is typically regarded as a summertime
problem, but projected changes in precursor emissions drive large increases in wintertime O3
during the 21st century (Clifton et al., 2014; Gao et al., 2013; Rieder et al., 2018), implying
a need to advance understanding of the influence of wintertime O3DD on O3 pollution.
Far more attention has been placed on the role of O3DD on summertime O3. Previous
work has examined changes in summertime mean O3 with changes in O3DD with envi-
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ronmental conditions, ambient carbon dioxide, and land cover/land use (Anav et al., 2018;
Andersson and Engardt, 2010; Fu and Tai, 2015; Ganzeveld et al., 2010; Geddes et al., 2016;
Heald and Geddes, 2016; Hollaway et al., 2016; Huang et al., 2016; Solberg et al., 2008;
Trail et al., 2015; Wu et al., 2012). Most analyses linking surface O3 with O3DD assume
that plant stomata dominate O3DD and nonstomatal deposition is roughly constant. How-
ever, laboratory and field evidence suggests otherwise (Altimir et al., 2006; Cieslik, 2009;
Clifton et al., 2017; Fares et al., 2014; Fares et al., 2010, 2012; Fowler et al., 2009; Fuentes
et al., 1992; Fumagalli et al., 2016; Massman, 2004; Potier et al., 2015; Potier et al., 2017;
Rannik et al., 2012; Sun et al., 2016a). Capturing the surface O3 sink accurately is not only
fundamental for modeling O3, but also for estimating the damage to crops and ecosystems
that follows stomatal O3 uptake (Ainsworth et al., 2012; Lombardozzi et al., 2013, 2015;
McGrath et al., 2015; Wittig et al., 2009).
Here, we probe the influence of O3DD on decadal mean wintertime and summertime
O3 pollution over northern mid-latitudes under current and scenarios for future for changes
in climate and O3 precursor emissions using a new configuration of the NOAA GFDL
chemistry-climate model. We leverage the interactive biophysics of the land component of
the model to simulate O3DD to plant stomata and wet, dry, and snow-covered soil and leaf
cuticles. We compare present-day and future global chemistry-climate model simulations
with the new O3DD scheme to simulations using a prescribed climatology of O3 deposition
velocities from GEOS-Chem, a chemical-transport model that employs a variant of the
widely-used Wesely (1989) dry deposition scheme.
5.2 Methods
We conduct time-slice decadal simulations for the 2010s and 2090s with the NOAA
GFDL atmospheric model version 3 (AM3) coupled to the NOAA GFDL land model version
3 (LM3) through not only carbon, water, and energy exchanges but also dry deposition
(”DD”) of several atmospheric constituents (“AM3-DD”). Below, we describe the model
configuration and the DD scheme for O3, slightly modified from the general DD scheme
described by Paulot et al. (2018).
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AM3 is a chemistry-climate model with online fully-coupled stratospheric and tropo-
spheric chemistry (Donner et al., 2011; Naik et al., 2013). We use AM3 with approximately
2◦ by 2◦ and 48 vertical levels. Wet deposition of aerosols and gases follows Paulot et al.
(2016). Another change is that snow does not remove some aerosols, consistent with the
newest version of the atmospheric model (AM4).
We use Representative Concentration Pathway 8.5 (RCP8.5) (Lamarque et al., 2011;
Riahi et al., 2011; van Vuuren et al., 2011), the high warming scenario designed for the
Coupled Model Intercomparison Project 5 (CMIP5). Aerosol and O3 precursor emissions
and global concentrations of greenhouse gases are set to 2010 and 2090 levels. Isoprene
emissions are calculated with a modified version of MEGAN in AM3 (Emmons et al., 2010;
Guenther et al., 2006; Rasmussen et al., 2012). Simulations are forced with decadal mean
(2011-2020 or 2091-2100) sea ice and sea-surface temperatures from the transient RCP8.5
simulations averaged over three ensemble members taken from the NOAA GFDL coupled
model version 3 (CM3) used in Clifton et al. (2014).
LM3 is a global model with terrestrial carbon, energy and water cycling and land use
transitions (Milly et al., 2014; Shevliakova et al., 2009). A sub-grid tiling framework in
LM3 allows individual tiles to represent land that is primary vegetation, cropland, pasture,
or secondary vegetation. Primary vegetation has not been disturbed by humans whereas
secondary vegetation has been harvested and subsequently abandoned at least once. Each
grid cell can have up to twelve stages of secondary vegetation, allowing for differing recovery
times of vegetation. Modifications to crop harvesting and pasture grazing follow Paulot et
al. (2018). Each sub-grid tile has one land cover type. Land cover types include temperate
deciduous forests, tropical forests, coniferous forests, C3 grass, C4 grass, bodies of water,
and glaciers. The final two are time invariant, but the distribution of vegetation evolves with
climate. Phenology (i.e., leaf on and off) is updated monthly from biomass pools except for
temperate deciduous vegetation, for which leaf area index (LAI) has strong seasonality. We
thus change temperate deciduous vegetation to be updated daily according to Weng et al.
(2015). Land use distributions are prescribed using 2010 or 2090 RCP8.5 (Hurtt et al.,
2011). Plants sense 2010 global mean carbon dioxide for the 2010s, but the 2100 value for
the 2090s.
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The new O3DD parameterization in LM3 uses a big-leaf resistance framework. Pathways
for O3DD are leaf cuticles, stomata, stems, and the ground. We assume leaves and stems



















The resistance to turbulent transport between atmospheric and land models (Ra) and
the resistance to turbulent transport from the top of the land model to the plant canopy or
ground if there is no vegetation (Rac,v) follow Fick’s Law and Monin-Obukhov Similarity
Theory. Laminar resistance to leaves (Rb,v,leaf ) follows Jensen and Hummelshøj (1995) and
Jensen and Hummelshøj (1997) (equation 5.2). We use this model because it incorporates









DO3 is O3 diffusivity; u∗ is friction velocity; ν is kinematic viscosity. Time-invariant leaf
widths (lw) are prescribed by land cover type following Petroff and Zhang (2010).
We distinguish cuticular deposition among wet, dry, and snow-covered leaves (equations
5.3, 5.4, 5.5). Fractional leaf wetness is calculated from canopy-intercepted liquid water,
specifically the ratio of the canopy-intercepted liquid water to the maximum storage capacity






Ri,cut,dry is initial resistance to dry-cuticular deposition; RH is fractional in-canopy relative
humidity. Field and laboratory studies suggest that O3DD to cuticles is largely aqueous
surface-mediated chemistry (Fuentes et al., 1992; Potier et al., 2015; Potier et al., 2017;
Sun et al., 2016a; Zhang et al., 2002). While leaves wet by rain and dew are accounted
for with Rcut,wet (equation 5.4) and fractional leaf wetness, the strong dependence on RH
in Rcut,dry (equation 5.3) represents the formation of thin water films on leaves (Burkhardt
and Hunsche, 2013).









For pastures, crops, evergreen trees, and grasses, Ri,cut,dry is 4000 s m−1 and Ri,cut,wet is 200
s m−1 and for temperate deciduous and tropical trees, Ri,cut,dry is 6000 s m−1 and Ri,cut,wet
is 400 s m−1 (this follows Zhang et al. (2003)). Ri,snow is 2000 s m−1.
Stomatal resistance (Rstom) is calculated explicitly from photosynthesis (Collatz et al.,
1992; Collatz et al., 1991; Farquhar et al., 1980) via Leuning (1995), and scaled by fractional
water stress (Milly et al., 2014). The water stress is the ratio of the water supply from
the roots and soil to the transpiration that would have occurred assuming that the water
potential is at the wilting point; this allows transpiration and water uptake from soil and
roots to balance. We account for the different molecular weights of O3 and water vapor
by scaling stomatal resistance for water vapor by the ratio of the diffusivities of the two
gases. There is no mesophyllic resistance for O3 because it reacts immediately upon entering
stomata (Laisk et al., 1989; Wang et al., 1995). Stomatal deposition of O3 does not happen
on the part of the leaf that is wet. In future work, this will not be the case for deciduous
trees, which we will assume have stomata only on the underside of leaves.
Stem laminar resistance (Rb,v,stem) (equation 5.6) follows Wesely and Hicks (1977). As-
suming that momentum dissipation is proportional for all surfaces (and acting on each side
of a surface), we scale Rb,v,stem by the fraction of stem surfaces to all surfaces.
Rb,v,stem =
( 2SAI







SAI is stem area index; k is the von Kármán constant; Sc is the Schmidt number; Pr is the
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Ri,stem is 4000 s m−1. s(T) is a temperature (T; ◦ C) adjustment function that follows
Zhang et al. (2003). s(T) decreases O3DD for T below freezing, and essentially shuts off
O3DD at -5◦C. Tveg is vegetation T.
s(T ) = max[min[2, e−0.2(1+T )], 1] (5.8)
If vegetation is present (LAI+SAI > 0.25 m2 m−2) then there is an additional resistance





hc is canopy height. This was developed from regression analysis (Van Pul and Jacobs,
1994). Instead of setting LAI to unity when trees are leafless as Erisman et al. (1994), we
replace LAI with LAI+SAI for all conditions.








If vegetation is present (defined as LAI+SAI > 0.25 and hc > 0.1) then u∗ near the ground








z0,g is the roughness length of the ground. If z0,g is greater than hc then u∗ is used.









We distinguish DD to the ground among snow-covered, wet, and dry soil, deserts, lakes
and glaciers. If fractional surface soil moisture in a tile is >0.9 then the soil is wet. If there
is any snow in a tile then the ground is snow-covered. Lakes are frozen if there is solid
water. Ri,ground for snow and ice is 2000 s m−1, wet surfaces is 500 s m−1, deserts (defined
by < 0.25 kg m−2 biomass) is 500 s m−1, and dry vegetated surfaces is 200 s m−1 (Zhang
et al., 2003).
Rground = Ri,grounds(Tground) (5.13)
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Tground is ground T.
We refer to DD calculated by LM3 as “interactive” or “xactive” because DD evolves
with meteorology and biophysics. In addition to AM3-DD simulations with interactive
O3DD (hereafter, AM3-DD_xactive), we examine AM3-DD simulations where we prescribe
monthly mean O3 vd scaled to a diel cycle (hereafter, AM3-DD_staticO3DD). We use
single-year monthly average fields from a widely-used chemical transport model, GEOS-
Chem. Interannual variability in vd from GEOS-Chem is weak (Clifton et al., 2017; Silva
and Heald, 2018) so we do not expect much difference if we employ a multiyear average
climatology instead of a single year. AM3-DD_staticO3DD for the 2090s also uses present-
day monthly O3 vd fields.
Briefly, GEOS-Chem uses a modified Wesely (1989) DD scheme (Wang et al., 1998b).
Ra follows Fick’s Law and Monin-Obukhov Similarity Theory (specifically, Businger et al.
(1971)) and Rb follows Wesely and Hicks (1977). Rground and Rac,g are time-invariant, but
change with land cover type. O3DD to cuticles varies with LAI and land cover type. O3DD
to stomata varies with LAI, light, temperature and land cover type (Wang et al., 1998b).
This scheme also has a deposition pathway to the lower canopy. High albedo (>0.4) is
used as a proxy for snow-covered surfaces to which O3DD is inhibited. The temperature
adjustment function in GEOS-Chem Wesely (1989) is different than AM3-DD (see equation
5.2) but essentially also turns off O3DD at temperatures colder than -5◦C.
DD to the ocean in both AM3-DD_xactive and AM3-DD_staticO3DD follows GEOS-
Chem monthly average fields. Thus, O3 vd over oceans does not change with meteorol-
ogy, sea-surface temperatures, or surface-mediated chemistry as supported by observations
(Ganzeveld et al., 2009; Helmig et al., 2012; Luhar et al., 2017; Martino et al., 2012; Sarwar
et al., 2016). Future work should consider these oceanic depositional processes, but our
analysis is focused on terrestrial O3DD.
5.3 Model evaluation of O3 deposition velocities
We compare monthly mean vd from O3 eddy covariance fluxes at observational sites
(Table D.1) with AM3-DD_xactive (Figure 5.1). We archive simulated vd for each land
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use type within a grid cell (recall sub-tiling framework described above), which allows for
a more direct comparison with observations (Silva and Heald, 2018). Sites with long-term
observations (Harvard Forest in the northeast US (Clifton et al., 2017; Munger et al., 1996),
Blodgett Forest in the Sierra Nevadas in California, US (Fares et al., 2010), Niwot Ridge in
the Rocky Mountains in Colorado, US (Turnipseed et al., 2009), Castelporziano in central
Italy (Fares et al., 2014), Ispra in northern Italy, Hyytiälä in southern Finland (Altimir
et al., 2006; Rannik et al., 2012), Grignon in France (Lamaud et al., 2009; Stella et al.,
2011a,b; Stella et al., 2013b)) show strong observed interannual variability in vd, similar
to that identified by Clifton et al. (2017) for Harvard Forest. For most of these sites,
simulated vd is close to the multiyear mean observed vd, and mostly within the observed
range of interannual variability. One obvious exception is Ispra (simulated monthly mean
vd is too low by 0.1 to 0.3 cm s−1 averaged across years, or 30-60%); year-round model
underestimate of LAI (not shown) suggest that stomatal and cuticular deposition drive the
bias in vd there. Low simulated LAI at Harvard Forest also contributes to the low simulated
vd compared to the multiyear mean observed vd. At the sites with short-term measurements
(UMBS Prophet in northern Michigan, US (Hogg, 2007; Hogg et al., 2007), Sand Flats in
in the northeast US (Finkelstein et al., 2000), Kane in the northeast US (Finkelstein et al.,
2000), Lincove in the Central Valley of California, US (Fares et al., 2012), Bondville in the
Midwest US (Finkelstein, 2001), Beaufort in the southeast US, Nashville in the southeast
US (Finkelstein, 2001), Plymouth in the southeast US (Wu et al., 2003) and Sand Mountain
in the southeast US (Finkelstein, 2001)), simulated monthly mean vd is within 0.15 cm s−1
of the observed vd (averaged over years for UMBS Prophet), except at Sand Flats (October
only), Kane (May, June and October), Bondville (September only), and Sand Mountain
(May only). These absolute biases mostly correspond to relative absolute biases of greater
than 50%.
Model skill for vd over croplands probably hinges on accurate representation of harvest-
ing. But the comparison at crop sites (Grignon (Lamaud et al., 2009; Potier et al., 2015;
Stella et al., 2011a, 2013a; Vuolo et al., 2017), Lindcove (Fares et al., 2012), Bondville,
Beaufort, Nashville, Plymouth) shows that observed vd is generally captured (within 0.15
cm s−1) except at Grignon (too low by 0.19 cm s−1 during May) and at Bondville (too high
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Figure 5.1: Comparison of monthly mean O3 deposition velocities (vd) at sites with O3
eddy covariance fluxes (see Table D.1) and AM3-DD. Grey indicates the observational
monthly average for a given year; black shows the multiyear average if more than of year
of observations is available. Blue dashed lines show simulated vd for the land use type
that best characterizes the site. The land use type used is in blue text on each panel. For
the observations, we calculate the monthly daily average vd by first creating a monthly
average for each hour of the day and then averaging across the 24 monthly averages. For
the monthly average for each hour of the day, we require 25% data capture. If there are
more than three hours with missing data then the monthly daily average is not included.
by 0.31 cm s−1 during September). Similarly, for pastures, model skill hinges on capturing
grazing timing. Simulated vd is too high (by 0.19 cm s−1) for the one month of measure-
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ments at the only pasture observational site we have (Sand Mountain), but whether this
bias is systematic is unknown.
We note that the observations from Bondville, Nashville, Sand Mountain, Kane, and
Sand Flats were used in the development of the nonstomatal parameterization from Zhang et
al. (2003) and Zhang et al. (2002) that is modified here. Agreement between simulated and
observed vd at these sites is weaker relative to other sites, suggesting the model performance
does not follow any parameter tuning at these five sites. Overall, we conclude that AM3-DD
captures observed O3DD patterns on a climatological basis.
5.4 Impact of new dry deposition scheme on present-day O3
There are large decreases in DJF surface O3 across most northern latitudes in response
to generally higher DJF vd in AM3-DD_xactive vs. AM3-DD_static (Figure 5.2a,c). Re-
gional mean decreases for the regions outlined in yellow on Figure 5.2a range from 3 to
13 ppb. Simulated DJF surface O3 from AM3-DD_xactive better matches observations
across the northern hemisphere (Figure D.1), suggesting that O3DD is key for representing
wintertime surface O3 accurately. Here we use 2008-2015 DJF average daily mean surface
O3 mixing ratios from individual stations compiled for the Tropospheric O3 Assessment
Report (TOAR) (Schultz et al., 2017). Over North America, Europe and Asia, the bias
improvement is mostly within 5-15 ppb, but there are improvements of more than 20 ppb
at higher latitudes (e.g., southern Canada, Scandinavia).
The strongest increases in DJF vd occur at high northern latitudes (Figure 5.2c). There,
DJF vd is near zero in AM3-DD_staticO3DD because high albedo, used as a proxy for snow
cover, turns off O3DD in GEOS-Chem (the model used to estimate static vd fields; Figure
D.2). However, DJF vd is non-negligible over many boreal regions in AM3-DD_xactive
(see right side of Figure 5.3). Over these regions, vd is dominated by deposition to dry
cuticles. Notably, the model reproduces DJF multiyear mean observed vd at the only
boreal forest with wintertime measurements, Hyytiälä (Figure 5.1i). The DJF surface O3
bias at high northern latitude sites also lessens substantially (Figure D.1c). More year-
round measurements of vd at high-latitude forests are needed to confirm that DJF vd is as
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high as simulated by AM3-DD, but our findings suggest that boreal O3DD should be higher
than in GEOS-Chem.
Aside from regions with prognostically-determined coniferous forests (i.e., high northern
latitudes), DJF vd is almost completely dominated by deposition to the dry ground in AM3-
DD_xactive (see right side of Figure 5.3). Similar to northern high latitudes, near-zero
DJF vd at northern mid-latitudes in AM3-DD_staticO3DD occurs because O3DD has been
turned off due to “snow cover” in GEOS-Chem (Figure D.2). Thus, the difference in DJF
vd between AM3-DD_xactive and AM3-DD_staticO3DD is due to a more process-oriented
representation of snow in AM3-DD. Differences in vd to snow vs. bare ground during winter
are supported by short-term observations (Padro et al., 1992; Stocker et al., 1995; Van Dam
et al., 2016), but a better understanding of the processes is warranted.
Reductions in DJF surface O3 at any location may stem from local, upwind, and remote
increases in O3DD. The decreases in the DJF O3 bias by 5-20 ppb in the lower troposphere in
AM3-DD_xactive relative to AM3-DD_staticO3DD at remote locations where O3 sondes
are regularly launched (Tilmes et al., 2012) (Figure D.3) suggest that O3DD influences
baseline O3 (defined as O3 that has not been influenced by local precursor emissions recently
in HTAP (2010)).
DJF vd in AM3-DD_xactive is near-zero over southern Canada, southern Russia, Kaza-
khstan, and western China where ground temperature is too cold for O3DD (i.e., s(T)
increases the resistance to ground deposition at temperatures below freezing according to
equation 5.2) and the forests are deciduous so leaf O3DD is not possible. Near-zero vd in
these regions may be particularly uncertain. For example, this “dead zone” likely varies
across land models (e.g., with differing schemes for prognostic land cover distribution and
whether there is a ‘mixed forests’ vegetation type), and a better understanding of the de-
pendence of O3DD to the ground on temperature is warranted. Fumagalli et al. (2016)
find that soil deposition measured using a chamber technique at Ispra increases exponen-
tially with air temperature during winter, but more observational constraints are needed
to confirm that this temperature dependence operates over large scales. O3DD over these
“dead-zone” regions is likely relevant to wintertime O3 at lower latitudes. For example, DJF
O3 over the eastern US may be sensitive to O3DD upwind in southern Canada (Chan and
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Figure 5.2: Wintertime (December-January, or DJF) and summertime (June-August, or
JJA) differences between AM3-DD_xactive (xactive) and AM3-DD_staticO3DD (static)
for surface O3 mixing ratios and O3 deposition velocities (vd) at the 2010s, and differences
between the 2090s and 2010s for vd and surface O3 under AM3-DD_xactive and surface O3
under AM3-DD_staticO3DD.
Vet, 2010). Inferred multiyear DJF mean vd from observed O3 vertical profiles at Borden
Forest (44◦19’N, 79◦56’W) in southern Canada are 0.1-0.18 cm s−1 (Wu et al., 2016), higher
than vd in AM3-DD_xactive (vd is less than 0.05 cm s−1). This suggests that simulated vd
should be higher in southern Canada, which would likely lead to further reductions in O3
downwind.
DJF vd is lower under AM3-DD_xactive over Pakistan, Afghanistan, Iran, Turkmenistan
and Uzbekistan (Figure 5.2c). DJF vd over these regions is dominated by DD to the dry
ground (see right side of Figure 5.3). Differences likely stem from representation of snow
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cover — as these regions do not have high albedo (Figure D.2), GEOS-Chem permits O3DD
as the surface is assumed to be bare when in reality there may be snow as simulated by
AM3-DD). Model biases in O3DD over these regions are likely relevant for accurate mod-
eling for not only regional O3 air quality, but also boundary-layer pollution transport from
Europe to Asia (HTAP, 2010).
Figure 5.3: Wintertime (December-January, or DJF) effective conductances at the 2010s,
and differences between the 2090s and 2010s under AM3-DD_xactive. The effective con-
ductance for a given depositional pathway is the amount of deposition (in velocity units)
that actually occurred through that pathway. We do not show effective conductances for
stems, plant stomata, snow-covered ground, and wet ground because they are near-zero
during winter (closer to the tropics stomatal deposition is non-negligble in DJF but our
focus is northern mid-latitudes). Thus effective conductances shown in a), c), e), and g)
sum to the O3 deposition velocity (vd). The change in the effective conductances sum to
the net change in vd from the 2010s to 2090s shown in Figure 5.2i.
For June-August (JJA), surface O3 decreases substantially over high northern latitudes
due to higher vd in AM3-DD_xactive relative to AM3-DD_staticO3DD (Figure 5.2b,d).
Higher vd is from leaf deposition to boreal forests (Figure 5.4b,d). At Hyytiälä, simulated
vd is slightly higher than the observational multiyear average, but well within the range of
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interannual variability (Figure 5.1i). The JJA surface O3 bias is reduced at high-latitude
monitoring sites by 2-10 ppb (Figure D.4). Together, these findings suggest that vd should
be higher over northern latitudes than in GEOS-Chem. However, LAI over boreal forests
is higher than a satellite-based climatology (Figure D.5) although satellite-based estimates
over these regions are particularly uncertain (Fang et al., 2013).
Over northern mid-latitudes, the sign of the change in summertime surface O3 varies
(Figure 5.2b). Changes in JJA regional mean surface O3 for the regions defined in yellow
on Figure 5.2a range from -4 to < +1 ppb. Because the lifetime of summertime surface
O3 is short (a few days over continental northern mid-latitude regions), the surface O3
differences largely mirror the strong spatial heteorgeneity in the vd differences between
AM3-DD_xactive and AM3-DD_staticO3DD (compare Figures 5.2b and 5.2d). Overall,
regions with vd increases have higher LAI than a satellite-based climatology (Figure D.5)
similar to that used to drive GEOS-Chem (i.e., the source of the offline vd climatology in
AM3-DD_staticO3DD), while regions with vd decreases are generally dominated by O3DD
to the ground (Figure 5.4g). There may be lower O3DD to the ground in AM3-DD because
soil wetness is actually taken into account. Interactive O3DD decreases the summertime
mean surface O3 bias over North America and Europe by 1-15 ppb, with the exceptions of
parts of the western US and eastern Europe where interactive O3DD exacerbates the bias
by 1-10 ppb (Figures D.4c). The ozone bias is worse in parts of the western US and eastern
Europe because simulated LAI is lower than the satellite-based estimate (Figure D.5).
Underlying the JJA mean changes in surface O3 between AM3-DD_xactive and AM3-
DD_staticO3DD over most of the northern mid-latitudes (Figure 5.2b) are changes in the
daily O3 distribution (Figure 5.5). For the Northeast US, Southeast US, Midwest US,
Southwest US, and east Asia, the mode of the distribution decreases, and the distribution
shifts towards lower values. For the InterMountain West US, and central Europe, the dis-
tribution widens, with more high and low surface O3 extremes. The strong daily variability
in vd (Figure D.6b) may drive the changes in the distribution of O3. However, reducing vd
by 35% over drought-stricken regions of the eastern US in 1988 the version of AM3 employ-
ing the monthly vd climatology shifts the O3 distribution towards higher values, but also
slightly decreases the mode of the distribution (Lin et al., 2017), implying that there may
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Figure 5.4: Summertime (June-August, or JJA) effective conductances at the 2010s, and
differences between the 2090s and 2010s under AM3-DD_xactive. The effective conductance
for a given depositional pathway is the amount of deposition (in velocity units) that actually
occurred through that pathway. We do not show effective conductances for stems, snow-
covered cuticles, snow-covered ground, and wet ground because they are near-zero during
summer. Thus effective conductances shown in a), c), e), and g) sum to the O3 deposition
velocity (vd). The change in the effective conductances sum to the net change in vd from
the 2010s to 2090s shown in Figure 5.2j.
be a nonlinear O3 response to a mean shift in vd. Disentangling the contributions to the
changes in the daily O3 distribution from a daily-varying vd vs. a nonlinear O3 sensitivity
to vd is not possible with our model simulations. However, the strong correlations between
vd and surface O3 on daily timescales (Figure D.7) suggest that day-to-day variability in
O3DD plays an important role in shaping the summertime surface O3 distribution.
That variability in stomatal O3DD influences daily variability in O3 pollution was hy-
pothesized by Kavassalis and Murphy (2017), on the basis of the strong correlation between
observed surface O3 and vapor pressure deficit and the dependence of stomatal aperture on
aridity. In AM3-DD, nonstomatal deposition is an important fraction of the total O3DD
(see right side of Figure 5.4) and a key driver of daily variability in JJA vd (Figure D.8),
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suggesting that dynamic nonstomatal deposition also influences the changes in daily O3
distribution. In particular, wet-cuticular and ground deposition are highly variable, reflect-
ing the influence of wetness, and dominate the variability in vd in many regions (Figure
D.8,b,d).
For DJF, the shape of the daily O3 distribution is roughly the same between AM3-
DD_xactive and AM3-DD_staticO3DD (Figure D.9) although the distribution widens a
bit over some regions. DJF vd is actually more variable in a relative sense than JJA vd
(Figure D.6). This suggests that daily variability in vd, although important for DJF average
vd and thus O3, does not strongly affect daily variability in DJF O3, which is in line with
a longer wintertime O3 lifetime in the troposphere.
5.5 21st century changes in surface O3 from dry deposition
Wintertime surface O3 increases under 21st century reductions in anthropogenic nitrogen
oxide (NOx) emissions and an approximate doubling of the global methane abundance under
RCP8.5 (i.e., +105% increase from 2010 to 2090) (Clifton et al., 2014; Gao et al., 2013).
More specifically, drastic reductions in regional NOx emissions in RCP8.5 lead to a reversal
of the surface O3 seasonality from a summertime to a wintertime peak over polluted northern
mid-latitudes, and end-of-century wintertime O3 is amplified by the doubling of global
methane. However, increasing vd under AM3-DD_xactive tempers the rise in DJF surface
O3 over northern mid-latitudes relative to AM3-DD_staticO3DD (Figure 5.2e,g,i; e.g., by
4-7 ppb for regional averages for the regions defined on Figure 5.2a). Over some places
(e.g., parts of the western US, Gulf Coast US, Kazakhstan, Uzbekistan, Turkmenistan),
increasing vd tips the balance towards decreases in surface O3.
Higher DJF vd by the 2090s at northern mid-latitudes mainly reflects higher O3DD
to dry ground due to less snow. Andersson and Engardt (2010) also find that decreasing
snowmelt over Europe with climate warming is an important driver of regional vd and O3
pollution for their April-October analysis. Over the southeast US, coastal western US, and
parts of western Europe, there are increases in DJF vd from higher cuticular deposition
(Figure 5.3b,d) associated with higher LAI from the long-term effects of carbon dioxide
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(CO2) fertilization (i.e., plants accumulate more biomass under high CO2). O3DD to dry
ground decreases in these regions (Figure 5.3h), suggesting that more rain contributes to
the increase in wet-cuticular deposition.
With the expansion of deciduous forests into higher northern latitudes, there are de-
creases in both DJF and JJA cuticular and stomatal (JJA only) deposition over boreal
regions from the 2010s to 2090s (Figures 5.3b,d) and 5.4b,d). The corresponding increases
in vd (Figure 5.2i,j) exacerbate regional surface O3 at the 2090s (5.2e,f). High surface O3
over boreal regions may be relevant for pollution at lower latitudes through transport in
surface air when the O3 lifetime is long. There are some increases in DJF and JJA vd to
regions above 50◦N, but these regions have deciduous forests in the 2010s so the increase is
from higher LAI due to CO2 fertilization (JJA) or less snow (DJF), rather than the transi-
tion from coniferous to deciduous forests and the subsequent changes in LAI and stomatal
conductance. Our findings are in contrast to Wu et al. (2012) who find only widespread
increases in boreal JJA vd between 2000 and 2100 due to the expansion of deciduous forests
into higher northern latitudes and CO2 fertilization. Differences at least in part result from
different prognostic LAI in AM3-DD vs. their model (the LPG dynamic vegetation model),
which shows increases in LAI over boreal regions.
Large JJA decreases in surface O3 from the 2010s to the 2090s over northern mid-
latitudes occur with substantial decreases in regional NOx emissions under RCP8.5 (Clifton
et al., 2014; Gao et al., 2013). Similar to AM3-DD_staticO3DD, there are decreases in
JJA surface O3 from 2010s to 2090s under AM3-DD_xactive over most northern mid-
latitudes (Figure 5.2f,h). However, decreases under AM3-DD_xactive are slightly stronger
over eastern Europe and parts of the western US, and the sign of the change in JJA surface
O3 flips over the Tibetan Plateau. The expansion of plants into these regions (compare
Figures D.5a and D.10a) leads to widespread increases in cuticular and stomatal deposition.
Over other northern mid-latitude regions, stomatal deposition largely decreases due
to the short-term effects of CO2 fertilization (i.e., stomatal closure) and increased aridity
(Figure D.10d). But O3DD to dry cuticles increases nearly everywhere from the long-term
effects of CO2 fertilization on LAI (Figure 5.4b). In regions with higher rainfall (Figure
D.10c), wet-cuticular deposition also increases (Figure 5.4d). The sign of the change in
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Figure 5.5: Summertime (June-August, or JJA) probability density functions of daily sur-
face O3 mixing ratios in several northern mid-latitude regions for AM3-DD_xactive (xac-
tive) and AM3-DD_staticO3DD (static) estimated with a Gaussian kernel density. Solid
lines show 2010s, dashed lines show 2090s. Grid cells with less than 50% land are not
included. The regions are outlined in yellow on Figure 5.2a.
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O3DD to the ground reflects a tug-of-war between the impact of LAI vs. soil wetness
(compare Figures D.10a,b and 5.4h): while higher LAI raises the resistance to in-canopy
turbulence and decreases O3DD to the ground, decreasing soil moisture increases O3DD to
the ground. Over several northern mid-latitude regions (e.g., eastern US, southern Europe),
these opposing changes in individual deposition pathways from the 2010s to the 2090s offset
each other, leading to little net change in JJA mean vd and in the 2010s-to-2090s surface
O3 difference between AM3-DD_xactive and AM3-DD_staticO3DD.
Despite the different shapes of the JJA daily surface O3 distributions at the 2090s vs.
2010s, the influence of interactive O3DD on the distribution is largely consistent between the
2010s and 2090s (Figure 5.5), implying that O3DD influences daily surface O3 variability
similarly under higher vs. low regional NOx. For winter, the story is similar, but there
are substantial differences in shape of the 2090s DJF daily O3 distributions between AM3-
DD_xactive and AM3-DD_staticO3DD over east Asia, with many more high O3 days,
and the 2090s DJF AM3-DD_xactive distribution is wider over central Europe and the
southwest US.
5.6 Conclusion
Limited representation of O3 dry deposition in global atmospheric models hampers un-
derstanding of O3 pollution because simulated O3 is sensitive to O3 deposition velocity
(Hogrefe et al., 2018; Lin et al., 2008; Walker, 2014). Here we use a global chemistry-climate
model with land-atmosphere exchanges of heat, carbon, water, and some trace gases. Sim-
ulated O3 nonstomatal deposition processes are tied to soil moisture, canopy humidity, and
canopy interception of water and snow, and stomatal conductance is calculated explicitly
from photosynthesis. While large-scale stomatal deposition has long been recognized as an
important determinant of O3 dry deposition, we find that the seasonality, spatial distri-
bution, and daily variability in O3 deposition velocity across the northern hemisphere also
largely depend on nonstomatal deposition processes, in agreement with observations from
individual monitoring sites. The strong dependence of nonstomatal deposition on terres-
trial water cycling parameters (i.e., whether surfaces are wet, dry, or snow-covered) implies
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nonstomatal deposition may play a role in the relationship between ambient O3 and climate
or meteorological variability.
Our new O3 dry deposition scheme in the land component of the GFDL AM3 chemistry-
climate model (”AM3-DD”) generally reproduces observed monthly mean O3 deposition
velocities. For winter, AM3-DD improves simulation of O3 at surface monitoring sites across
the northern hemisphere and in the lower troposphere as compared to sondes launched
at remote northern mid-latitude sites, relative to the version of the model driven with a
climatology of O3 deposition velocities (taken from a widely-used chemical-transport model
with the Wesely (1989) dry deposition scheme). The substantial difference in wintertime
deposition velocities at northern mid-latitudes simulated by our new dry deposition scheme
vs. the climatology reflects our leveraging of model interactive snow dynamics in the new
scheme. A major finding from our study is that the wintertime O3 deposition velocity
influences baseline O3, suggesting that remote O3 dry deposition that occurs remotely is an
important lever on O3 pollution at any given location. We also find that large-scale increases
in wintertime deposition velocity during the 21st century limit the influence of rising global
methane on surface O3 (Clifton et al., 2014). For example, the change in surface O3 from
to 2010s to the 2090s between the simulations with interactive vs. static O3 dry deposition
is lowered by 4-7 ppb over many northern mid-latitude regions.
Dynamic O3 dry deposition generally leads to less than 5 ppb changes in mean summer-
time surface O3 over most of the northern mid-latitudes, relative to the model simulation
where we employ a climatology of O3 deposition velocities. Notably, we find that daily vari-
ations in summertime O3 deposition velocity with meteorology and biophysics, specifically
nonstomatal deposition processes, contribute to daily variations in O3 pollution. Evidence
for this includes the difference in the daily O3 distributions between the simulations with
interactive vs. static O3 dry deposition, the strong correlation between surface O3 and de-
position velocity in the interactive simulation, and the high fraction of variance explained by
nonstomatal deposition processes in simulated deposition velocity. Studies pinpointing the
drivers of day-to-day variability in observed O3 deposition velocity will be particularly use-
ful for ensuring that large-scale models capture the response of summertime O3 deposition
velocities to environmental variability on daily timescales accurately.
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Chapter 6
Conclusion, future work, and
recommendations
6.1 Conclusion
This thesis explores the response of ozone air quality to changes in precursor emissions,
climate, and ozone dry deposition. Ozone dry deposition through plant stomata has long
been recognized as an important control on ground-level ozone, but my research identifies
nonstomatal deposition processes as drivers of observed variations in ozone deposition ve-
locity and illustrates the importance of nonstomatal deposition processes on ozone pollution
across the northern hemisphere.
First, I identify the response of surface ozone to 21st changes in climate, methane oxi-
dation, and anthropogenic NOx emissions with the NOAA GFDL global chemistry-climate
model without considering changing ozone dry deposition with climate and land use (Chap-
ter 2). I find that the seasonality of surface ozone over the northeastern United States
reverses to a summertime minimum and wintertime maximum in response to regional NOx
emission reductions. The focus of my work is the beginning and end of the 21st century
but this reversal occurs by the 2030s in light of 62% decreases in regional NOx emissions
between 2005 and 2030. I also find that approximately 10 ppb of surface ozone by the end
of the 21st century at any given time during the year is due to the approximate doubling
of global methane from 2005 to 2100. Methane’s ability to influence ozone pollution on
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hemispheric-to-global scales was identified by Fiore et al. (2002b), but a new finding from
Chapter 2 is that the influence is strongest during winter when the ozone lifetime over
northern mid-latitudes is long due to lower photochemical and depositional losses. Most
previous research examines trends and variability in annual mean ozone, or summertime
ozone pollution because summer is currently the high-ozone season over populated regions.
My findings from Chapter 2 suggest that more emphasis should be placed on understand-
ing wintertime ozone pollution, and the impacts of high-ozone pollution during winter vs.
summer, which may differ.
With a decade’s worth of ozone, carbon, and energy eddy covariance fluxes from Har-
vard Forest, a temperate deciduous forest in the northeastern United States and one of the
only monitoring sites with multiple years of observations, I find strong interannual variation
in observed ozone deposition velocity (Chapter 3). I attribute this variability to nonstom-
atal deposition processes largely because two independent stomatal conductance estimates,
based on either observed water vapor fluxes or gross primary productivity inferred from
observed carbon dioxide fluxes, vary little from year to year relative to ozone deposition
velocity. Although previous studies have pointed out the importance of deposition pathways
other than plant stomata driving variations in ozone deposition velocity, my work empha-
sizes the persistence of their influence. From this analysis, I conclude that the absence of
obvious relationships between meteorology or biophysical controls and ozone deposition ve-
locities warrants additional long-term, high-quality measurements, and further investigation
of nonstomatal mechanisms.
The strong observed interannual variability in ozone deposition velocity at Harvard
Forest is not simulated by a leading atmospheric chemistry model with the widely-used
Wesely (1989) dry deposition scheme. Although some other work suggests that generally
the seasonal and diel cycles and land cover type differences of simulated ozone deposition
velocity by this scheme are generally captured (Park et al., 2014; Silva and Heald, 2018), my
work highlights a clear weakness of the scheme. Together with the sensitivity of simulated
ozone concentrations to ozone deposition velocity (Lin et al., 2008; Val Martin et al., 2014;
Walker, 2014), my findings suggests that the inability to capture observed interannual
variability in ozone deposition velocity undermines predictive ability of ozone air quality.
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My peer, Colleen Baublitz, finds that the influence of a twofold year-to-year range in U.S.
ozone deposition velocity on simulated surface ozone abundances is similar in magnitude to
changes in U.S. anthropogenic NOx emissions (i.e., similar to changes in regional emissions
suggested by Travis et al. (2016) for the southeastern US). Thus, not accounting for yearly
changes in ozone deposition velocity may obfuscate or exaggerate the response of surface
ozone to changes in NOx emissions.
In Chapter 4, I build on the Chapter 3 observational analysis and investigate the drivers
of observed variability in ozone deposition velocity at Harvard Forest on several axes of
variation. My work suggests that decreased ozone uptake by wet soil, as indicated by
cumulative rain over summer, shapes interannual variability in observed summertime mean
deposition velocity. The other main findings from Chapter 4 are that when the strong
seasonality and interannual variation are removed, stomatal deposition and humidity arise as
drivers of observed day-to-day variability in ozone deposition velocity, and higher observed
ozone deposition velocity on rainy days is largely from higher stomatal deposition. I show
that these findings are largely consistent with short-term ozone dry deposition observations
from nearby forests with overlapping years of measurements. I isolate several periods of
unexplained, high observed ozone deposition velocities at Harvard Forest to years with
drought stress, when the observations represent the part of the forest with emitters of
biogenic volatile organic compounds (BVOCs) that are highly-reactive with ozone (and
thus able to influence the ozone flux measurement), and sometimes rain. Emissions of
highly-reactive BVOCs have been shown to be higher during mild drought stress and rain
at other forested monitoring sites, suggesting that ambient in-canopy chemical destruction of
ozone may explain the several periods of high observed ozone fluxes at Harvard Forest. The
absence of key complementary measurements hinders full confidence in the attributed drivers
of variability in the observed ozone deposition velocities at Harvard Forest. Nonetheless, in
this work I present a consistent picture of the drivers of variability on different time scales
at Harvard Forest, which lends confidence to my hypotheses. In the Recommendations
section below, I highlight the observational constraints that my work identifies as necessary
for interpreting key uncertainties in long-term ozone flux measurements.
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Using the version of the NOAA GFDL chemistry-climate model with ozone dry depo-
sition calculated from interactive snow dynamics, water cycling through the canopy and
soil, photosynthesis, and biomass allocation, I show that ozone dry deposition influences
the daily distribution of surface ozone over populated northern mid-latitude regions (Chap-
ter 5). Evidence that daily variability in ozone deposition velocity drives daily variability
in surface ozone includes the strong correlation between surface ozone and deposition ve-
locity on daily timescales. Variations in ozone dry deposition to the ground and cuticles
with surface wetness and snow are important controls on simulated deposition velocity.
In particular, representation of snow cover substantially changes regional-to-hemispheric
wintertime ozone abundances via ozone dry deposition. The agreement between observed
and simulated wintertime ozone deposition velocities and enhanced agreement with sur-
face ozone at monitoring sites in the northern hemisphere supports ozone dry deposition
as a key process influencing wintertime ozone. The model improvement and reduction in
lower tropospheric ozone at remote sites in the northern hemisphere suggests that ozone
dry deposition influences baseline ozone, or ozone transported far from where chemical pro-
duction occurred. Quantifying baseline ozone accurately is fundamental to understanding
regional vs. global sources of ozone pollution. It should be noted that the NOAA GFDL
model tends to simulate higher wintertime ozone than some other global chemistry-climate
models (e.g., Schnell et al. (2015)). If other models have more accurate representations of
wintertime ozone dry deposition or other ozone sources and sinks then the role of ozone dry
deposition on wintertime ozone pollution may be overstated in Chapter 5. Insights into how
inter-model differences in wintertime ozone deposition velocities (range of over a factor of
three reported by Hardacre et al. (2015)) drive inter-model differences in wintertime ozone
may contextualize my findings with the NOAA GFDL model.
My results in Chapter 5 are consistent with the reversal of the surface ozone seasonality
over northern mid-latitudes under strong anthropogenic NOx emission reductions during the
21st century identified in Chapter 2. However, I find that increased ozone dry deposition
during the 21st century due to warmer temperatures and thus less snow tempers the influence
of rising global methane on wintertime ozone. My findings suggest that the distribution of
snow cover and deciduous vs. coniferous trees as well as assumptions about how ozone dry
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deposition decreases according to air temperature strongly influence simulated wintertime
ozone dry deposition.
In sum, I find that depositional processes other than uptake through plant stomata
are important controls on ozone dry deposition on hourly-to-decadal timescales, consis-
tent with observations from monitoring sites around the world showing strong variability
in non-negligible nonstomatal deposition. My emphasis on observed interannual and daily
variability in ozone deposition velocity inferred from ozone flux observations is particularly
new, and an important contribution because these timescales are relevant for investigat-
ing the causes of changes in ozone pollution. For example, ozone is measured routinely at
many sites around the world for air quality regulatory purposes. In the United States, non-
attainment of the ozone pollution standard is defined as the fourth highest daily maximum
8-hour average (MDA8) ozone per year, averaged over three years, at a given monitoring
site exceeding 71 ppb (U.S. EPA, 2015). Thus, many studies aim to attribute observed
daily and interannual variability in surface ozone to sources and sinks (e.g., Guo et al.
(2018), Jaffe (2011), and Lin et al. (2017)). However, typically there is less emphasis on the
role of ozone dry deposition. My finding that the strong interannual variability in ozone
deposition velocity at Harvard Forest is not captured by a chemical transport model widely
used for source attribution implies that using this model, or models with similar dry de-
position schemes, to interpret variability in observed ozone may lead to an overemphasis
of the role of precursor emissions, or other processes. Silva and Heald (2018) show that
ozone deposition velocity does not vary strongly from year to year over other regions in this
same chemical transport model. Together with the strong interannual variability in ozone
deposition velocity observed at other sites shown in Chapter 5, this implies my findings for
Harvard Forest are globally applicable. Ozone dry deposition, in particular nonstomatal
deposition processes, should not be overlooked in investigations of observed variability and
trends in ozone pollution, and future projections. Thus efforts to improve process repre-
sentation of stomatal deposition in large-scale models (Hollaway et al., 2016; Ran et al.,
2017; Val Martin et al., 2014) should proceed along side the same efforts for nonstomatal
deposition.
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6.2 Future Work
I will pursue the following tasks that directly build on my thesis work:
1. To confirm that daily variability rather than a mean shift in ozone deposition velocity
drives the ozone distribution differences between the global model simulations with
interactive ozone dry deposition and the global monthly climatology calculated offline
from a widely-used dry deposition scheme, I will perform a sensitivity simulation where
monthly mean archived fields from the interactive ozone dry deposition simulation are
used for the global offline monthly climatology.
2. I will perform 20 to 30 year model integrations of the NOAA GFDL model for all
simulations in Chapter 5 (currently, 10 year integrations are used) to dampen any
influence of climate variability on our results.
3. To quantify the impact of ozone dry deposition in a given region on other regions’
ozone pollution, I will perform sensitivity tests that perturb the mean ozone deposition
velocity over source regions. For example, I will test how different prescriptions of
ozone dry deposition in Asia change surface ozone abundances in the western US.
4. For the next step in establishing the skill of the ozone dry deposition parameterization
described in this thesis, I will test the GFDL model’s ability to capture observed
interannual variations in ozone deposition velocity and surface ozone with the version
of the model with winds nudged to observations (Lin et al., 2012b).
5. To identify how simulation of ozone dry deposition relies on the model description
of the sink vs. prognostic meteorology and biophysics, I will incorporate the same
nonstomatal processes into the deposition scheme in the NCAR global chemistry-
climate model (Val Martin et al., 2014) and compare simulated ozone dry deposition
between the NCAR and GFDL models. Here, I will pay attention to the role of
differences in the spatial distribution of prognostically-determined snow and forests.
Tasks (1) and (2) will be performed in preparation of submission of Chapter 5 to an academic
journal, whereas Tasks (3)-(5) will be for future publications.
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6.3 Recommendations
6.3.1 Ozone dry deposition measurements
Currently there are only a handful of flux towers around the world with ozone eddy
covariance flux measurements. My research suggests that observational constraints on the
following processes will be particularly useful for interpreting ozone flux measurements and
establishing confidence generally in our representation of ozone dry deposition at large
scales:
1. Ozone dry deposition to soil, in particular:
(a) When the soil is not easily characterized as wet or dry
(b) The temperature dependence of this process during winter
(c) Changes with snow cover
2. Ozone dry deposition to wet leaf cuticles, in particular:
(a) Differences between dry and wet years, i.e. whether higher uptake occurs during
dry years (when leaves are not “cleansed” as frequently)
(b) Differences between forests, in particular during the morning
(c) Whether high wet-cuticular uptake of ozone is episodic or systematic
3. Ozone loss through reaction with highly-reactive BVOC emissions, in particular:
(a) During and prior to periods of stress, including after rain
For the most part, the measurement infrastructure for each of the above suggestions has
been developed, or is in development. For example, there are ozone flux chambers used to
isolate the ozone flux to soil in the field (e.g., Breuninger et al. (2012) and Fumagalli et al.
(2016)) as well as special ozone flux measurements for snow-covered surfaces that allow for
small variations in ozone concentrations to be captured accurately (Helmig et al., 2007a).
Understanding how ozone dry deposition to snow depends on the underlying surface will
be helpful for building understanding of spatial variations in wintertime ozone deposition
velocity. Concentration measurements of highly-reactive BVOCs and measurement and
CHAPTER 6. CONCLUSION, FUTURE WORK, AND RECOMMENDATIONS 102
modeling techniques to constrain their contribution to ozone loss in the forest canopy have
been in development over the last decade (Bouvier-Brown et al., 2009a; Bouvier-Brown
et al., 2009b; Chan et al., 2016; Holzinger et al., 2005; Wolfe et al., 2011; Yee et al., 2018).
For advancing understanding of leaf cuticular deposition, there is a particular need to iso-
late the process from stomatal deposition. Thus, field campaigns should have concurrent
flux measurements of carbon dioxide and water vapor, but also other measurements that
help reconcile differences in stomatal conductance estimates derived from these fluxes, in
particular the magnitude and diurnal cycle of stomatal conductance. The following mea-
surements may be useful: (a) carbonyl sulfide fluxes, which have been recently identified as
a proxy for stomatal conductance at Harvard Forest (Commane et al., 2015; Wehr et al.,
2017), (b) carbon isotopic measurements, which will help to constrain net photosynthesis
estimates required for input to coupled stomatal conductance-photosynthesis models (Wehr
and Saleska, 2015; Wehr et al., 2016), and (c) leaf-level stomatal conductance measure-
ments, which are used widely in plant physiological research. Laboratory studies have been
used to quantify the enhancement of ozone deposition to leaf cuticles (Fuentes and Gille-
spie, 1992), including following application of different chemical compounds to the surface
(Sun et al., 2016a,b) and exudation of organic compounds from plant stomata (Potier et al.,
2017). Observational constraints on how the chemical composition of particles deposited to
leaves and the composition of dew or rain water changes with the frequency of rain, forest
composition, and regional particulate air pollution will be particularly useful for guiding
future laboratory studies.
Namely, (1) will aid efforts to identify whether large-scale soil deposition parameteriza-
tions should be tied to soil characteristics such as organic content, porosity and saturation
depth. (2) will help constrain whether large-scale cuticular deposition parameterizations
should distinguish wetness from dew vs. rain, and/or track previously-deposited com-
pounds (or employ an assumption about the different compounds on a leaf surface and
changes in time and space). (3) will inform empirical-parameterization development and
model evaluation for ozone dry deposition, both of which currently rely on a minimal in-
fluence of in-canopy ambient chemistry on observed ozone fluxes. My work highlights the
need for longer ozone eddy covariance flux measurements in order to identify the influ-
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ence of decadal variability or trends in stomatal deposition, and the utility of simultaneous
ozone eddy covariance flux measurements at nearby sites for pinpointing knowledge gaps
and strengthening understanding of environmental controls. In particular, the regional co-
herency of observed variability needs to be established to determine whether coarse-scale
atmospheric chemistry models should contain a similar amount of variability as observed
at individual flux towers. Here, a series of aircraft campaigns measuring spatial variations
in airborne ozone eddy covariance fluxes within a given region would be particularly useful
(Cros et al., 2000; Lenschow et al., 1982; Wolfe et al., 2015).
6.3.2 Health implications of rising wintertime ozone pollution
The shift of the high-ozone-pollution season from summer to winter during the 21st
century over polluted northern mid-latitude regions may have important human and veg-
etation health implications. For the most part, emphasis on the health-related effects of
projected ozone pollution tends to be skewed towards summer (Madaniyazi et al., 2015)
or annual totals. For example, Stowell et al. (2017) find annual excess deaths in the US
to increase by 50 and more than 2,200 due to ozone changes from the 2000s to 2050s un-
der RCP4.5 and RCP8.5, respectively, but no distinction is made for summer vs. winter.
However, Chen et al. (2018) find that decreases in ozone-induced mortality over China by
mid-century under RCP8.5 due to future decreases in summertime ozone pollution following
anthropogenic NOx emission controls are more-than offset by the wintertime increases (net
22% increases), but under RCP4.5 there is a net decrease (20%) in ozone-induced mortality.
Ozone exposure tends to lead to more hospital admissions and morbidity during warmer
months (Burnett et al., 1997; Ito et al., 2005; Ji et al., 2011; World Heath Organization,
2008), but there is some evidence that the correlation is strong in winter (Chen et al., 2018;
World Heath Organization, 2008). If there are substantially different health implications
of ozone during warmer vs. cooler months, and the statistical equations used to project
health-related effects are primarily based on summertime ozone pollution, then projections
may be biased. My findings motivate targeted investigation of seasonal differences in the
impacts of ozone exposure. For example,
1. Are humans more susceptible to ozone exposure under warmer or cooler temperatures?
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2. Ozone is typically considered to be an “outdoor” air pollutant (Lippmann, 1989),
meaning that exposure is at least in part a function of time spent outdoors. Are there
differences in the amount of time people, especially sensitive groups, spend outdoors
during winter vs. summer? How does this change with climate change?
3. Following the previous question, and higher ozone and the longer lifetime of ozone
during winter (i.e., weeks compared to days), is a standard such as the fourth highest
MDA8 ozone per year averaged across three years (the U.S. standard) appropriate for
regulating ozone pollution to reduce human exposure?
Under a reversal of the surface ozone seasonality over polluted regions, cumulative stomatal
uptake of ozone will be lower for plants who are dormant in the winter, but higher for
plants with growing seasons during cooler months. Similar to research on the human health
effects of ozone, the focus on understanding ozone damage to plants has primarily been
for summertime environmental conditions. Whether there are similar implications of ozone
exposure for plants growing during warmer vs. cooler months is uncertain. Future work
examining the impacts of projected ozone pollution under strong NOx emission reductions
on vegetation health should account for geographic variations and future changes in vege-
tation phenology and crop schedules. Currently some ground-level ozone monitoring sites
used for regulatory purposes only operate during April-November. Year-round operation
is necessary for not only detection of high wintertime ozone and exceedances of the regu-
latory standard during cooler months, but also use of these datasets for identification of
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Figure A.1: The month in which the peak of the monthly mean surface ozone occurs over
the continental US during 2006-2015 (left) and 2091-2100 (right). The peak monthly mean
value is selected after monthly mean M24 surface ozone is averaged across the 10-year
periods and three ensemble members of RCP8.5. Black boxes show regional domains for
InterMountain West (IMW) and northeastern (NE) US used in the other figures (only land
grid boxes included).
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Figure A.2: Monthly mean M24 surface ozone (land only; in ppb) averaged across 2026-2035
over the NE US under RCP4.5 (blue) and RCP8.5 (red). Each line shows the mean of three
ensemble members.
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Figure A.3: The month in which the peak monthly mean surface ozone occurs over East
Asia (top), South Asia (middle) and Australia (bottom) during 2006-2015 (left) and 2091-
2100 (center). The peak monthly mean value is selected after monthly mean M24 surface
ozone is averaged across the 10-year periods and the three ensemble members of RCP8.5.
Black boxes on maps show regional domains for urban (solid) and remote regions (dashed)
used in seasonal cycle plots (right column). Monthly mean M24 surface ozone (land only; in
ppb) averaged across 2006-2015 (black) and 2091-2100 (colors) over urban (circles, green)
and remote (upward triangle, blue) regions (right column). Symbols show each ensemble
member; lines show ensemble member mean for RCP8.5. Note that each seasonal cycle plot
has a different y-axis range.
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B.1 Supplemental figures


































Figure B.1: Monthly daytime (9am-3pm) mean observed ozone EC flux (Fozone; µmol ozone
m−2 hr−1) at Harvard Forest. The downward flux is shown as positive for ease in comparison
to vd in Figure 3.1a. Colors indicate years and black indicates the multiyear mean. Each
hour is given equal weight in the daytime mean. Each year is given equal weight in the
multiyear mean. If the percentage of days with missing data for any hour between 9am
and 3pm for a particular month and year is greater than 75% then we do not include the
monthly mean in this figure or in the multiyear mean.

















Figure B.2: Daytime (9am-3pm) mean aerodynamic resistance (Ra; s cm−1), quasi-laminar
resistance (Rb; s cm−1) and canopy resistance (Rc; s cm−1) at Harvard Forest during June
1 through September 15 (JJAS15), estimated from observed quantities. Colors denote
individual years and black indicates the multiyear mean. Each hour has at least 25 days
of non-missing data for the JJAS15 period within each year, and each hour is given equal
weight in daytime mean. Each year is given equal weight in the multiyear mean. To obtain
mean Rc, we average across hourly gc during JJAS15 for each year and then invert mean
gc.
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Figure B.3: Hourly mean (a) canopy conductance (gc; cm s−1), (b) Shuttleworth et al.
(1984) inversion of Penman-Monteith (P-M) stomatal conductance (gs; cm s−1), (c) non-
stomatal conductance (gns; cm s−1) inferred from P-M gs, (d) Lin et al. (2015) (L15) gs
(cm s−1), (e) the percentage stomatal contribution to total canopy conductance ( gs g−1c or
“stomatal fraction”; %) inferred from P-M gs, and (f) GFDL land model version 3 (LM3)
simulated gs (cm s−1) during JJAS15 at Harvard Forest. Colors denote individual years
and black indicates the multiyear mean. Each year is given equal weight in the multiyear
mean. Error bars indicate two standard errors (95% confidence). For each monthly mean
by hour, we require at least 25 days of non-missing data. Note that the y-axis ranges differ
across panels.
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Figure B.4: Hourly mean (a) P-M gs (cm s−1) and (b) L15 gs (cm s−1) driven by Harvard
Forest observations during June 1-September 15 (JJAS15) at Harvard Forest for 1992- 2014.
Shades of red indicate individual years when ozone EC measurements at Harvard Forest
are available (1992-2000); other individual years are in shades of blue. Black indicates the
multiyear mean for all years. Each year is given equal weight in the multiyear mean. Error
bars indicate two standard errors (95% confidence). For each hour, we require at least 25
days of non-missing data for the JJAS15 period. Note that the y-axis ranges differ. We
remove outliers in P-M ozone gs by first removing eight values with absolute values greater
than 100 cm s−1 and then requiring hourly gs to fall within the mean ± three standard
deviations of the entire hourly time series (i.e., we retain 99.7% of the data; µ=0.23 cm s−1
and σ = 1.3 cm s−1).
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Figure B.5: Multiyear (1990-2000) hourly mean GFDL land model version 3 (LM3) simu-
lated gs (cm s−1), and P-M gs (cm s−1) and L15 gs (cm s−1) as calculated with archived
fields from LM3 at Harvard Forest (see Text B.3.2) for June 1-September 15 (JJAS15).
Each year is given equal weight in the multiyear mean. Error bars indicate the interannual
spread (one standard deviation).
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Figure B.6: Hourly mean gs (µmol m−2 s−1) from leaf-level measurements on red oak
trees at the top of the canopy during several days (noted in the upper left of each panel)
in summers 1991 and 1992 on the Prospect Hill Tract of Harvard Forest (Bassow and
Bazzaz, 1999). Daytime mean observed leaf-to-air VPD is similar for all days (2.8-2.9 kPa).
Symbols show mean across replicate measurements; error bars indicate two standard errors
(95% confidence). The time of measurement is rounded to the nearest hour.
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Figure B.7: Monthly daytime (9am-3pm) mean vd (cm s−1) estimated from ozone EC
flux and concentration measurements at Harvard Forest. Colors indicate years and black
indicates the multiyear mean. Each hour is given equal weight in the daytime mean. Each
year is given equal weight in the multiyear mean. If the percentage of days with missing
data for any hour between 9am and 3pm for a particular month and year is greater than
75% then we do not include the monthly mean in this figure or in the multiyear mean.
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B.2 Supplemental tables
Table B.1: Multiyear mean and 1990 to 2000 seasonal quantities expected to be relevant for
ozone dry deposition at Harvard Forest. Bold numbers are the two highest values among
individual years for a given variable, while italicized numbers are the two lowest.
aMultiyear average. 
bJune 1-September 15 (JJAS15) total precipitation (prec; mm) is from Shaler Meteorological Station [Boose and 
Gould, 1999]. We require at least 102 days (95%) of data during JJAS15. 
cNot Available.  
dNet radiation (Rnet; W m-2), photosynthetically active radiation (PAR; µEinstein m-2 s-1), vapor pressure deficit (VPD; 
kPa), relative humidity (RH; %), air temperature (Ta; ºC), friction velocity (u*; cm s-1), wind speed (wspd; m s-1), and 
wind direction (wdir; degrees where 0º is due north) at Harvard Forest [Munger and Wofsy, 1999b] are JJAS15 24-
hour averages. All quantities are measured between 27.9 and 29 m. If the percentage of days with missing data for 
any hour is greater than 75% then we do not include the mean in this table or in the multiyear mean. 
eOzone concentrations (Cozone; ppb) and deposition velocities (vd; cm s-1) are JJAS15 daytime (9am-3pm) averages 
from observations at Harvard Forest [Munger and Wofsy, 1999b]. Each hour is given equal weight in the daytime 
mean. If the percentage of days with missing data for any hour between 9am and 3pm for JJAS15 and year is greater 
than 75% then we do not include the seasonal mean in this table or in the multiyear mean.   
fMonoterpene emissions (mono; 1x1011 atoms C cm-2 s-1) are June-August daily means from GEOS-Chem (v9-01-03) 
driven by Modern Era-Retrospective Analysis for Research and Applications [Rienecker et al., 2011] at 4º x 5º 
horizontal resolution. We use the grid box centered at 42ºN and 75ºW.   
gJJA mean Palmer Drought Severity Index (PDSI; unitless) for Massachusetts. Monthly mean PDSI for each year is 
from http://www7.ncdc.noaa.gov/CDO/CDODivisionalSelect.jsp. 
hMedian budburst (bb; day of year), defined as the day when 50% of buds on a tree have leaves emerging from them, 
for 17 tree species at Harvard Forest, calculated by Jeong et al. [2012].
1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 avga
precb 285.7 448.5 421.5 396 NAc NA 359.1 238.5 287.5 245.4 414.1 344.0
Rnetd NA NA 103 136 110 138 121 132 132 157 114 127
PARd NA NA 408 446 412 450 382 418 401 447 382 416
VPDd NA NA 0.43 0.57 0.39 0.53 0.43 0.50 0.47 0.65 0.42 0.49
RHd NA NA 82.6 75.4 83.3 79.1 81.8 78.2 80.5 75.7 81.8 79.8
Tad NA NA 19.05 18.15 18.48 18.88 18.19 17.77 18.48 20.07 17.67 18.53
u*d NA NA 40.1 43.8 43.7 39.8 39.5 40.0 40.0 42.1 43.8 41.4
wspdd NA NA 2.06 2.19 2.10 2.04 1.99 2.02 1.92 1.93 2.00 2.03
wdird NA NA 219 228 217 213 210 219 233 215 207 218
Cozonee 44 45 45 53 47 47 44 50 36 51 43 50
monof 2.3 2.5 2.1 2.6 2.3 2.5 2.2 2.3 2.3 2.6 2.1 2.3
PDSIg 2.04 -0.67 0.95 -2.16 -0.33 -2.36 2.30 -0.92 0.82 -2.31 2.08 -0.05
bbh NA NA 134 118 128 129 123 133 118 125 127 126
vdd 0.64 0.61 0.48 0.65 0.67 0.54 0.46 0.89 0.79 0.75 0.72 0.65
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B.3 Supplemental text
B.3.1 Bootstrapping technique
We use a bootstrapping technique to estimate 95% confidence intervals (CI) for the
11 years of monthly daytime (9am-3pm) mean vd from the Harvard Forest ozone EC flux
measurements (Munger and Wofsy, 1999a). For each hour, month and year, we create 1000
distributions (i) of n samples of vd by resampling with replacement where n is the number
of days with non-missing vd for each hour, month, and year. For example, for a month with
31 days, maximum n is 31. We set the minimum threshold for n to be 25% of the maximum
number of days for each month and year. We average across each of these 1000 distributions
to obtain 1000 means for each hour, month and year. Then we create 1000 daytime means
for each month and year by averaging the hours from 9am to 3pm at the same index i
= 1,. . . ,1000. The monthly daytime mean vd in Figure 3.1a is the mean vd of these 1000
daytime means for a given month and year. The 5th to 95th CIs are represented by the
26th to 975th daytime mean values. The IAV, magnitude, and seasonality of the monthly
daytime mean vd from the bootstrapping technique (Figure 3.1a) matches vd calculated
directly from the measurements (Figure B.7).
B.3.2 GFDL LM3 stomatal conductance estimates
We calculate the hourly Shuttleworth et al. (1984) inversion of Penman-Monteith (P-M)
and Lin et al. (2015) (L15) gs estimates using archived fields from the single-point version
of the Geophysical Fluid Dynamics Laboratory (GFDL) land model version 3 (LM3) (Milly
et al., 2014; Shevliakova et al., 2009) configured for Harvard Forest. We use atmospheric
variables such as specific humidity, pressure and air temperature from 35 meters, the bottom
layer of the atmospheric component of the model (canopy height is 18.5 meters in LM3).
We employ the same assumptions for the P-M and L15 gs estimates driven by Harvard
Forest observations as we do for those driven by LM3 archived fields, except that we use
LM3-simulated multiyear mean LAI from 1990-2000 and canopy transpiration for water
vapor flux (E) in LM3 P-M gs. Monthly mean diel cycles of ambient carbon dioxide mixing
ratio are used for LM3 L15 gs. We remove outliers in LM3 P-M ozone gs by requiring hourly
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gs to fall within the mean ± three standard deviations of the entire hourly time series (i.e.,
we retain 99.7% of the data; µ = 0.53 cm s−1 and σ = 2.19 cm s−1).
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Figure C.1: Ozone deposition velocity (vd) at Harvard Forest. The black lines show monthly
daytime (9am-4pm) mean vd calculated with a bootstrapping method for 1990 to 2000 after
we filter hourly values by the mean ± three standard deviations of the entire dataset (Clifton
et al., 2017). Solid colored lines show vd at Harvard Forest for 1997 and 1998, the years
when there are observations at nearby forests. Dashed colored lines indicate the monthly
daytime mean vd at Harvard Forest for 1997 and 1998 after we first remove any hourly
values with absolute value greater than 10 cm s−1 and then filter by the mean ± three
standard deviations of all the data in the year’s growing season (Table S1), which is defined
by the measurement periods of Kane Experimental Forest for 1997 and Sand Flats State
Forest for 1998. If the percentage of days with missing data for any hour between 9am and
4pm for any month and year is greater than 75% then that monthly average is not included.
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Figure C.2: Locations of LAI plots used. We do not use plots G3, H3, and H4 or any “X”
plots because there are not measurements at these plots for all years. This map is from the
Munger and Wofsy (1999b) dataset.
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Figure C.3: June-September hourly (5am-5pm) mean ozone deposition velocity (vd) at
Harvard Forest in (a)-(i), Kane Experimental Forest in (j), and Sand Flats State Forest in
(k), as observed (blue lines) and estimated with Z02 (bars; see C.3.3.2). Colored sections
of bars indicate effective contributions from stomata (pink; egs), dry leaf cuticles (orange;
egcut), and dry soil (brown; egsoil) to estimated vd (i.e., vd,Z02). Error bars indicate two
standard errors across all values during June-September for a given hour. No days with
rain are included for Harvard, Kane, and Sand Flats. The filtering method used for vd for
Sand Flats and Kane is described in Text C.3.1. For Harvard Forest, filtering method is
from Clifton et al. (2017). For this estimate only, we remove any estimated vd larger than
10 cm s−1 for Kane.
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Figure C.4: June-September hourly (5am-5pm) mean ozone deposition velocity (vd) at
Harvard Forest in (a)-(i), Kane Experimental Forest in (j), and Sand Flats State Forest in
(k), as observed (blue lines) and estimated with M04 (bars; see C.3.3.2). Colored sections
of bars indicate effective contributions from stomata (pink; egs), dry leaf cuticles (orange;
egcut), and dry soil (brown; egsoil) to estimated vd (i.e., vd,M04). Error bars indicate two
standard errors across all values during June-September for a given hour. No days with
rain are included for Harvard, Kane, and Sand Flats. The filtering method used for vd for
Sand Flats and Kane is described in Text C.3.1. For Harvard Forest, filtering method is
from Clifton et al. (2017).
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Figure C.5: June-September cumulative precipitation from June 1 (blue) and linear in-
creases in precipitation from 0 at June 1 to 450 mm at September 30 (black) at Harvard
Forest in (a)-(i), Kane Experimental Forest in (j) and Sand Flats State Forest in (k). Days
on x-axis are shown in Julian day. We replace any days with missing data (red triangles)
with 1990-2000 monthly mean precipitation for Harvard Forest and single-year monthly
averages for Kane and Sand Flats. We use whether cumulative precipitation is above or
below the linear trend as an indicator of soil wetness.
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Figure C.6: (a) Yearly gs (dimensionless) inferred from tree-ring isotope measurements at
Harvard Forest for hemlock and red oak (Belmecheri et al., 2015; Belmecheri et al., 2014).
Multiyear June-September hourly mean (b) ozone concentration (O3), (c) photosynthet-
ically active radiation (PAR), (d) air temperature (Ta), (e) relative humidity (RH), (f)
friction velocity (u∗), and (g) wind speed (wspd) at Harvard Forest composited by wind
direction (red for SW, blue for NW). Error bars indicate two standard errors across all
values during June-September 1992-2000 for a given hour. No days with rain are included
in (b) through (g). Southwest (SW) is wind direction greater than 180◦ and less than 270◦,
northwest (NW) is wind direction greater than 270◦.
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Figure C.7: Multiyear June-September hourly mean (a) total resistance to ozone dry de-
position (Rtotal; i.e., v−1d ), (b) aerodynamic resistance (Ra), (c) Wesely and Hicks (1977)
(W77) resistance to quasi-laminar sublayer (Rb) and (d) Jensen and Hummelshøj (1995)
and Jensen and Hummelshøj (1997) (JH95) Rb at Harvard Forest, composited by wind
direction. Error bars indicate two standard errors across all values during June-September
1992-2000 for a given hour. There are no error bars on Rtotal because we average across
vd before inverting. We exclude days with rain. Southwest (SW) is wind direction greater
than 180◦ and less than 270◦, northwest (NW) is wind direction greater than 270◦. For
JH95 Rb, we use the average of the maximum leaf length of two red oak measurements
(14.5 cm) (O’Keefe, 2015) for the leaf length scale and an empirical constant equal to one.
We show JH95 Rb in addition to WH77 Rb (the estimate used in this paper) because the
JH95 model employs LAI; we aim to see whether NW vs. SW differences in LAI influence
Rb differences.


























1 ) d) 1996e) 1997f)
1998
6 8 10 12 14 16












1 ) g) 1999
6 8 10 12 14 16
hour of the day
h)
egs,M04prec,NW egcut,M04prec,NW egsoil,M04prec,NW observed vd,NW
2000
6 8 10 12 14 16
hour of the day
i)
Figure C.8: June-September hourly (5am-5pm) mean ozone deposition velocity (vd) at Har-
vard Forest as observed (blue lines) and estimated (M04prec; bars). Here, we only include
hours when wind comes from the northwest (NW) at Harvard Forest. Colored sections of
bars indicate effective contributions from stomata (pink; egs), leaf cuticles (orange; egcut),
and soil (brown; egsoil) to estimated vd (i.e., vd,M04prec,NW ). Error bars indicate two stan-
dard errors across all values during June-September for a given hour. No days with rain
are included.
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Figure C.9: June-September hourly (5am-5pm) mean ozone deposition velocity (vd) at Har-
vard Forest as observed (blue lines) and estimated (M04prec; bars). Here, we only include
hours when wind comes from the southwest (SW) at Harvard Forest. Colored sections of
bars indicate effective contributions from stomata (pink; egs), leaf cuticles (orange; egcut),
and soil (brown; egsoil) to estimated vd (i.e., vd,M04prec,SW ). Error bars indicate two stan-
dard errors across all values during June-September for a given hour. No days with rain
are included.
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Figure C.10: Multiyear June-September hourly mean ozone deposition velocity (vd), P-M
stomatal conductance (gs), and relative humidity (RH) at Harvard Forest composited by
wind direction. No rainy days are included here. Error bars indicate two standard errors
across all values for a given hour in June-September 1992-2000. Southwest (SW) is wind
direction greater than 180◦ and less than 270◦, northwest (NW) is wind direction greater
than 270◦, and east (E) is wind direction less than 180◦.
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Figure C.11: June-September daytime (9am-4pm) hourly LAI at Sand Flats expressed as a
wind rose. This figure indicates that the highest LAI at Sand Flats occurs in the SW wind
sector of the flux tower. For this image, we use the WindRose MATLAB package created
by Daniel Pereira.
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Figure C.12: June-September daytime (9am-4pm) median observed and estimated ozone
deposition velocity (vd) at Harvard Forest. The three rows show the M04precRH vd esti-
mates for each stomatal conductance (gs) estimate. For the L15 estimate, we halve hourly
gs. The vd estimate in the first column has zero soil deposition. The vd estimate in the
second column includes M04prec soil deposition. For all plots, daytime medians are not
included when the observed cumulative precipitation is less than 30 mm. For the daytime
median calculation, we allow two hours of missing data. We calculate the daytime median
vd estimate with daytime median resistances (see equations C.7-C.10). The black text in the
lower right hand corner shows the root mean squared error (rmse), the Pearson correlation
coefficient (r), the p-value for the null hypothesis (p), and the number of observations (n)
for all data points on the plot. The green text shows the rmse, r, p, and n for all daytime
medians, including when cumulative precipitation is less than 30 mm. Blue indicates the
1:1 line.
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Figure C.13: Multiyear June-September hourly mean stomatal conductance (gs) at Harvard
Forest. We halve hourly L15 gs. Rainy days are included for P-M gs. Error bars indicate
two standard errors across all values for a given hour in June-September.
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Figure C.14: Daytime median photosynthetically active radiation (PAR) vs. ozone depo-
sition velocity (vd) at Harvard Forest during June-September on rainy (closed circles) and
dry (open circles) days. Green circles indicate days when wind predominately comes from
the NW. We define these days as when more than five (out of eight) daytime hours have
wind coming from the NW.
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C.2 Supplemental tables
Table C.1: The mean and standard deviation used to filter the ozone deposition velocities
from Harvard Forest, Kane Experimental Forest and Sand Flats State Forest (the short-term
monitoring sites) during the growing season 1997 and 1998, defined by the measurement
period at Kane and Sand Flats, respectively. We only use these values to filter Harvard
Forest ozone deposition velocites when we directly compare Harvard Forest with Kane and
Sand Flats.
April 29-October 23 1997 May 12-October 1998
Harvard Forest µ = 0.49, 휎 = 0.74 µ = 0.44, 휎 = 0.65
Short-term monitoring site µ = 0.36, 휎 = 0.68 (Kane) µ = 0.39, 휎 = 0.55 (Sand Flats)
C.3 Supplemental text
C.3.1 Ozone eddy covariance flux observations at Harvard Forest, Kane,
and Sand Flats
For Kane and Sand Flats, 30-minute mean ozone eddy covariance fluxes are given in ppb
m s−1 and ozone concentrations from the fast sensor are given in ppb. We calculate ozone
deposition velocity (vd) by dividing the flux by the concentration of the fast sensor. We
assume that the fluxes at Kane and Sand Flats are calculated using air density that varies
with virtual temperature (Tv) and pressure. At Kane and Sand Flats, there are erroneous
temperature measurements (e.g., Tv greater than 100◦C and Tv less than -10◦C during the
growing season) that have not been discarded; we discard the corresponding values of vd.
For Harvard Forest, fluxes are given in µmol m−2 s−1. We convert the fluxes using
constant air density at 25◦C and 1013 hPa because there are extended periods with missing
temperature measurements (e.g., all of 1990 and most of 1991). We find that calculating
vd with constant air density leads to a mean offset of 0.01 cm s−1 at Harvard Forest as
compared to varying air density with air temperature and the constant pressure that was
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used to calculate the fluxes (987 hPa) (Clifton et al., 2017). Thus, using constant air density
at Harvard Forest and varying air density at Kane and Sand Flats should only have a minor
impact on our comparison.
For Harvard Forest, we follow the same method as Clifton et al. (2017). This method
is: we remove outliers by requiring hourly vd to fall within the mean ± three standard
deviations of the entire hourly time series (i.e., we retain 99.7% of the data; µ = 0.28 cm
s−1 and σ = 0.50 cm s−1). Before doing this, we remove any periods with ozone fluxes
that correspond to missing latent and sensible heat fluxes as in Clifton et al. (2017) because
often these periods correspond to near-zero ozone fluxes. In addition, in this paper, we
remove any other extended time periods with near-zero vd (November 27, 1990 at 22:00
EST to November 29, 1990 at 0:00; September 4, 1999 at 14:00 to September 5, 1999 at
10:00; November 20, 1992 at 12:00 to November 23, 1992 14:00; October 28, 1992 16:00 to
October 31, 1992 at 11:00) before filtering, which does not change the µ and σ. We refer
to this method as the Clifton et al. (2017) filtering method.
This approach for removing outliers from Harvard Forest data is not appropriate for the
short-term monitoring sites because the short-term monitoring sites only have data for the
growing season (when vd is relatively high). Therefore, when we compare Harvard Forest
and Kane 1997 data and Harvard Forest and Sand Flats 1998 data directly, we filter vd for
1997 and 1998 by the µ ± 3σ of growing seasons 1997 and 1998, respectively (see Table
for the µ and σ at each forest and time period). We define the growing season as when
there were observations at Kane (April 29 to October 23, 1997) and Sand Flats (May 12 to
October 20, 1998), respectively, for 1997 and 1998. Before filtering, we remove |vd| greater
than 10 cm s−1 at each forest as there is a high incidence of outliers in the Kane and Sand
Flats datasets. The magnitude of vd depends on the filtering approach used, especially for
1997 and 1998 at Harvard Forest (Figure C.1), as these are high vd years and they have
more data filtered out by the Clifton et al. (2017) method. When we compare Harvard
Forest, Sand Flats and Kane directly in Figure 4.1c and Figure 4.6, we use the filtering
approach described in this paragraph. We retain this filtering method for Kane and Sand
Flats for the rest of the paper, but elsewhere for Harvard Forest we use the Clifton et al.
(2017) method.
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C.3.2 Leaf area index measurements
C.3.2.1 Harvard Forest
Leaf Area Index (LAI) measurements are available from 1998, 1999 and 2005-2014 (Bar-
ford et al., 2001; Munger and Wofsy, 1999b). LAI is measured using a LICOR 2000 plant
canopy analyzer. We use LAI averaged across 1998, 1999 and 2005-2014. In our estimate,
we include plots A through H (Figure C.2) except G3, H3, and H4, which only have data for
a couple of years. LAI is measured at several plots in the dominant wind sectors of the EMS
tower: the northwest (NW) and southwest (SW). We average across the plots in each wind
sector, interpolate to daily resolution and average across years. LAI differs between these
wind sectors consistently (by 0.9 m2 m−2 on a multiyear mean basis). In order to capture
the LAI of the flux tower footprint in models requiring input at hourly time resolution, we
repeat the daily estimate for each hour of the day, and use NW LAI when wind comes from
the NW and SW LAI when wind comes from the SW. When wind comes from the east, we
use LAI from the SW wind sector.
For models requiring LAI as input, we choose to include 2005-2014 in the multiyear
average to dampen interannual variability in LAI (±10%), especially because there is low
LAI during 1998 due to stunted canopy growth (Urbanski et al., 2007). However, canopy
tree biomass has increased from 1990 to 2010 by one third (Eisen and Plotkin, 2015).
Based our findings in this paper as well as (Clifton et al., 2017), we do not expect there
to be substantial differences in aerodynamic resistance, sublaminar resistance estimated
with Jensen and Hummelshøj (1995) and Jensen and Hummelshøj (1997), or cuticular
conductance due to the LAI trend or interannual variability. The other model that we
use in this paper and employs LAI is the Wehr and Saleska (2015) empirical stomatal
conductance model, which is described in Section 4.2.3. The multiyear mean LAI used in
this estimate differs slightly from our other calculations, but also accounts for varying LAI
with wind direction (Wehr and Saleska, 2015) (see their Appendix B4).
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C.3.2.2 Kane and Sand Flats
LAI is measured using a LICOR 2000 plant canopy analyzer (Finkelstein, 2001; Meyers
et al., 1998). Finkelstein et al. (2000) multiply the LAI by a correction factor Chason
et al. (1991) to account for clumping of leaves, but we do not use a clumping factor at
Harvard Forest, Kane or Sand Flats. LAI is homogeneous around the flux tower at Kane,
but heterogeneous around the flux tower at Sand Flats (Finkelstein et al., 2000). The
predominant wind sectors at Sand Flats are the southwest and the southeast; LAI is higher
in the southwest (for more information see Finkelstein et al. (2000) Section 3.1). To give
the reader a sense of how much LAI varies by wind sector at Sand Flats, maximum LAI is
3.74 m2 m−2 and minimum is 2.44 m2 m−2 during June-September 1998. We use LAI at
Sand Flats that varies with half-hourly observed wind direction to represent the instrument
footprint of the flux tower (e.g., in modeling requiring half-hourly input).
C.3.3 Ozone deposition velocity estimates
C.3.3.1 Zhang et al. (2002) model
The Zhang et al. (2002) model considers ozone deposition velocity (vd) to be the inverse
of the sum of three resistances.
vd = R−1total = (Ra +Rb +Rc)
−1 (C.1)
Rtotal is the total resistance to ozone dry deposition, Ra is the resistance posed by turbu-
lence, Rb is the resistance to molecular diffusion in the small boundary layer between the
atmosphere and the bulk canopy, and Rc is the canopy resistance. We combine equations
(C.1)-(C.5) to estimate vd (hereafter, vd,Z02) using hourly (Harvard) or half-hourly (Kane
and Sand Flats) meteorological and biophysical observations (or quantities inferred from
observations).
Rc,Z02 = g−1c,Z02 =
1
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Rc,leaf is the canopy resistance to leaf deposition, Rcut is the resistance to cuticular depo-
sition, and Rs is the resistance to stomatal deposition. Rac is the in-canopy aerodynamic
resistance and Rsoil is the resistance to soil deposition. The inverse of a resistance is a
conductance, denoted by “g”. Here, gsoil,Z02 is (Rac,Z02 + Rsoil,Z02)−1. For Rs we employ
the inverse of P-M gs. u∗ is friction velocity and RH is relative humidity. R0,cut,Z02 is
the initial resistance to cuticular deposition. R0,ac,Z02 is the initial resistance to in-canopy
turbulence. We employ R0,ac,Z02 = 250 s m−1, R0,cut,Z02 = 6000 s m−1 and Rsoil,Z02 = 200
s m−1, as defined by Zhang et al. (2002) for dry surfaces and deciduous forests.
To examine the contribution of each deposition pathway to vd,Z02 in velocity units, we
multiply the estimated fraction of the total ozone dry deposition that occurs through a






We refer to this quantity as the “effective conductance”. Because there are three de-
positional pathways (stomatal, cuticular, soil), there are three effective conductances. The
utility of the effective conductances is that they sum to the estimated vd.
C.3.3.2 Massman (2004) model
For the second vd estimate, we use the model of Massman (2004) (hereafter, M04). For
vd,M04 we use the same models for Ra and Rb (here Rb,leaf because M04 distinguishes Rb
between soil and leaves) that we use in the Z02 estimate and P-M gs.




















Rb,soil,M04 is 40 s m−1, Rsoil,M04 is 100 s m−1, R0,cut,M04 is 5000 s m−1, and R0,ac,M04 = 25
s m−1, all as prescribed by Massman (2004). Rsoil,M04 is for dry soil. The M04 constants
are not specific to land cover type.
The calculation of the effective conductances for M04 is different from that for Z02 due
to the different treatment of Rb. In the below equation for egs,M04, vd,M04 is scaled by
the stomatal fraction of leaf deposition (i.e., stomatal and cuticular deposition) and the
leaf fraction of the total deposition. The calculation of egcut,M04 is similar to egs,M04 (i.e.,
replace the first term, the stomatal fraction of leaf deposition, with the cuticular fraction




















C.3.4 Highly-reactive BVOC emissions from dominant trees at Harvard
Forest
Of the canopy tree composition to the northwest of the flux tower at Harvard Forest,
eastern hemlocks are about 20% and red and white pines are about 20%. While eastern
hemlock has low sesquiterpene emissions (0.9% of total BVOC), sesquiterpenes are 12% of
the total BVOC emissions from red and white pines (Duhl et al., 2008; Helmig et al., 1999).
There are emissions of β-caryophyllene and α-humulene, the sesquiterpenes that are highly
APPENDIX C. CHAPTER 4 SUPPLEMENTAL MATERIAL 165
reactive with ozone and often implicated in influencing ozone fluxes, from white pines (Duhl
et al., 2008; Helmig et al., 2007b). Another important highly-reactive BVOC at Harvard
Forest may be α-terpinene, a monoterpene emitted from red pines (Geron et al., 2000). The
rate constant for reaction with ozone and α-terpinene is similar to that of β-caryophyllene
and α-humulene (Calogirou et al., 1999; Richters et al., 2015; Shu and Atkinson, 1994).
Emission of β-caryophyllene and α-humulene from white pines and α-terpinene from red
pines is expected to be very low (Duhl et al., 2008; Geron et al., 2000; Helmig et al., 2007b).
However, observations at other forests suggest that these highly-reactive compounds can
impact the total in-canopy ambient ozone loss disproportionately to their emission (Bouvier-
Brown et al., 2009a; Jardine et al., 2015). Further, we do not expect the contribution of
ambient chemistry to the observed ozone flux to be very regular at Harvard Forest (see
discussion in Sections 4.4.2, 4.4.4, 4.4.5). Rather, we think that it is isolated to certain
times of ecosystem stress.
C.3.5 Multiple linear regression analyses on daily variability in ozone
deposition velocity
C.3.5.1 Selection of predictors in multiple linear regression for Harvard Forest
We use the P-M gs estimate in the regression, rather than W15 or L15 as we find the
strongest degree of correlation between P-M gs and vd anomalies (r=0.62). However, the
W15 and L15 have a factor of 1.7 and 1.4 as many estimates available as P-M, respectively.
We do not use the L15 estimate as it does not represent the NW vs. SW dependence of
gs. Swapping the W15 estimate for P-M in the multiple linear regression leads to a model
that explains less ( 35%) of the variability. There is the possibility that with more daily
estimates W15 captures more of the day-to-day variability in gs and this contributes to the
lower correlation between gs and vd anomalies (i.e., stomatal uptake does not control as
much day-to-day variability in vd as P-M suggests). However, the correlation coefficient
between W15 and P-M anomalies is 0.60 so the two estimates suggest somewhat different
variability in gs. We argue that P-M is a better estimate because as an empirical model
W15 may not fully capture variations in gs.
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Although sine of the wind direction (which represents the east-west component of the
wind direction because 0◦ is due north) is an important predictor of day-to-day variability
in vd, the cosine of the wind direction is not because P-M gs captures the NW vs. SW
differences in vd. At Harvard Forest, there is a difference in the magnitude of vd when wind
comes from the east vs. NW and SW. Some of this difference may be due to gs (Figure
C.10), which is presumably captured by the P-M gs in the multiple linear regression model.
Thus, we assume that the sine of the wind direction represents differences in nonstomatal
deposition pathways between the east vs. west. As there are ambient humidity differences
among the east, NW, and SW (Figure C.10), the relative humidity predictor should capture
any effective nonstomatal deposition differences across the wind sectors due to humidity.
Instead of relative humidity, air temperature and atmospheric vapor pressure deficit can
be used in the regression to yield a similar amount of variability explained as by equation
4.2 of the main text. Air temperature is not a significant predictor when relative humidity
is in the model, but it is when atmospheric vapor pressure deficit is. We present the model
with relative humidity as it is one less predictor than the model with both air temper-
ature and vapor pressure deficit. Daily total precipitation, wind speed, friction velocity,
and photosynthetically active radiation anomalies are not significant drivers of day-to-day
variability in vd anomalies at Harvard Forest.
C.3.5.2 Selection of predictors for Kane Experimental Forest and Sand Flats
State Forest
All predictors are de-seasonalized and detrended. For Kane and Sand Flats, we build
on the model given by equation 4.2 of the main text for Harvard Forest. For both forests,
replacing the sine with the cosine of the wind direction leads to much less variability ex-
plained and the cosine is not a significant driver. For Sand Flats, gs is not an important
driver. Air temperature, daytime precipitation, wind speed, friction velocity, leaf wetness,
and shortwave radiation anomalies are not significant drivers of day-to-day variability in vd
anomalies.
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C.3.5.3 Details on multiple linear regression model for Harvard Forest
The following details describe the multiple linear regression model for Harvard Forest in
equation 4.2 of the main text. Variance inflation factors (VIF) are between 1-2, suggesting
that collinearity among predictors has little influence on the model. We iterate three times
removing nine points that are outliers, or have disproportionate impact on the model (i.e.,
relatively high Cook’s distance or leverage points). In each iteration, we regress then remove
the outlier(s) and point(s) with disproportionate impact, and regress again. After iterating
three times, the number of observations used is 288. The root mean squared error is 0.13.
The y-intercept is not significantly different from zero.
C.3.5.4 Details on multiple linear regression model for Kane Experimental
Forest
The following details describe the multiple linear regression model at Kane in equation
4.3 of the main text. VIFs are less than 2. After iterating once to remove two points that
have a disproportionate impact on the model, the number of observations is 62 and the root
mean squared error is 0.13.
C.3.5.5 Details on multiple linear regression model for Sand Flats State Forest
The following details describe the multiple linear regression model at Sand Flats in
equation 4.4 of the main text. The y-intercept is not significantly different from zero. We
remove nine outliers with a disproportionate impact on the model with three iterations.
After this, the number of observations used in the model is 92 and the root mean squared
error is 0.14.
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Appendix D
Chapter 5 supplemental material
D.1 Supplemental figures
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Figure D.1: Wintertime (December-February, or DJF) model evaluation using 2008-2015
mean surface O3 mixing ratios from individual stations compiled and calculated for the
Tropospheric Ozone Assessment Report (TOAR) (Schultz et al., 2017). Panels A and B
show the surface O3 bias (simulated minus observed) at each site for AM3-DD_xactive
(xactive) and AM3-DD_staticO3DD (static). Negative biases are shown in light blue.
Panel C shows the difference in the biases. Negative values indicate improvement. If the
bias is negative under AM3-DD_staticO3DD (11 sites total) then the site is not shown —
therefore positive values on Panel C mean that the bias went from positive to negative at
a given site. We remove sites with less than 50% hourly data coverage (averaged over all
wintertime days in 2008 to 2015) and less than 50% of yearly coverage. We also discard sites
characterized as traffic, industry, urban, and suburban by individual monitoring networks
in order to lessen the influence of polluted urban air on our coarse-scale model evaluation,
with the caveat that most sites are not classified.
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Figure D.2: Wintertime (December-February, or DJF) albedo from a satellite-based cli-
matology for 2004-2014 used in GEOS-Chem (GC) v9-02 (similar to what is used in the
version of GEOS-Chem to produce the O3 deposition velocities that are prescribed in AM3-
DD_staticO3DD).


























Figure D.3: Wintertime (January) model evaluation using 1995-2009 O3 sondes at individual
stations north of 35oN from Tilmes et al. (2012) for AM3-DD_xactive (red dotted lines)
and AM3-DD_staticO3DD (blue dashed lines).
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Figure D.4: Summertime (June-August, or JJA) model evaluation using 2008-2015 mean
surface O3 mixing ratios from individual stations compiled and calculated for the Tropo-
spheric Ozone Assessment Report (TOAR) (Schultz et al., 2017). Panels A and B show the
surface O3 bias (simulated minus observed) at each site for AM3-DD_xactive (xactive) and
AM3-DD_staticO3DD (static). Negative biases are shown in light blue. Panel C shows
the difference in the biases. Negative values indicate improvement. If the bias is negative
under AM3-DD_staticO3DD (7 sites total) then the site is not shown — therefore positive
values on Panel C mean that the bias went from positive to negative at a given site. We
remove sites with less than 50% hourly data coverage (averaged over all wintertime days in
2008 to 2015) and less than 50% of yearly coverage. We also discard sites characterized as
traffic, industry, urban, and suburban by individual monitoring networks in order to lessen
the influence of polluted urban air on our coarse-scale model evaluation, with the caveat
that most sites are not classified.
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Figure D.5: Summertime (June-August, or JJA) leaf area index (LAI) from a satellite-
based climatology for 2004-2014 used in GEOS-Chem (GC) v9-02 (similar to what is used
in the version of GEOS-Chem to produce the O3 deposition velocities that are prescribed
in AM3-DD_staticO3DD) and for the 2010s AM3_DD_xactive model simulation.
Figure D.6: Wintertime (December-February, or DJF) and summertime (June-August, or
JJA) relative spread (i.e., relative standard deviation, or coefficient of variation) in daily
O3 deposition velocity (vd) for AM3-DD_xactive (xactive). Grid cells with less than 50%
land are not shown.
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Figure D.7: Correlation coefficient between summertime (June-August, or JJA) daily sur-
face O3 concentrations and O3 deposition velocity (vd) for AM3-DD_xactive (xactive).
Grid cells with less than 50% land are not shown.
Figure D.8: Variance explained in summertime (June-August, or JJA) daily O3 deposition
velocity (vd) by individual deposition pathways for AM3-DD_xactive (xactive). Grid cells
with less than 50% land are not shown. Note that we calculate this assuming that the
individual deposition pathways are not independent from each other because each effective
conductance is the fraction of deposition through a certain pathway multipled by vd.
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Figure D.9: Wintertime (December-February, or DJF) probability density functions of daily
surface O3 mixing ratios in several northern mid-latitude regions for AM3-DD_xactive
(xactive) and AM3-DD_staticO3DD (static) estimated with a Gaussian kernel density4 .
Solid lines show 2010s, dashed lines show 2090s. Grid cells with less than 50% land are not
included.
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Figure D.10: Summertime (June-August, or JJA) change from 2010s to 2090s in quantities
relevant for O3 dry deposition under AM3-DD_xactive (xactive). Grid cells with less than
50% land are not shown. VPD is atmospheric vapor pressure deficit. LAI is leaf area index.
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