We introduce a new type of linear and cyclic codes. These codes are defined over a direct product of two finite chain rings. The definition of these codes as certain submodules of the direct product of copies of these rings is given and the cyclic property is defined. Cyclic codes can be seen as submodules of the direct product of polynomial rings. Generator matrices for linear codes and generator polynomials for cyclic codes are determined.
Introduction
Linear codes are a special family of codes with rich mathematical structure. One of the most studied class of linear codes is the class of linear cyclic codes. The algebraic structure of cyclic codes makes easier their implementation. For this reason many practically important codes are cyclic.
The study of codes over rings has been growing since it was proven in [8] that certain notorious non-linear binary codes can be seen as binary images under the Gray map of linear codes over Z 4 . In particular, the family of codes over chain rings has received much attention because it includes some good codes (e.g. [6] , [9] ).
In recent times, linear codes with sets of coordinates over different rings are studied (e.g. Z α 2 × Z β 4 in [3] , Z α p r × Z β p s in [2] ). Also, linear cyclic codes over these kind of structures are studied, see [1] , [4] , [5] and [7] .
Linear and Cyclic Codes over direct product of Finite Chain Rings
In this paper we present the structure of linear and cyclic codes over direct product of finite chain rings, R 1 and R 2 . Linear codes can be seen as certain submodules of R α 1 × R β 2 , and cyclic codes as submodules of R α,β =
. We determine the generator matrix in standard form and the generator polynomials in the cyclic case. Finally, we present examples to illustrate some particular cases.
Review of cyclic codes over finite chain rings
Let R be a finite chain ring with maximal ideal γ and let e be the nilpotency of γ. It is well-know that there exist a prime p and a positive integer m such that |R/ γ | = q = p m and |R| = q e = p me .
Let C be a cyclic code of length n over R. It is known that we can identify C as an ideal of R[x]/(x n − 1). We assume that n is a positive integer such that it is coprime with p. Therefore, the polynomial x n − 1 has a unique decomposition as a product of basic irreducible polynomials that are pairwise coprime over R[x].
Theorem 2.1 ([6, Theorem 3.5]). Let C be a cyclic code of length n over a finite chain ring R, which has maximal ideal γ and e is the nilpotency of γ. Then, there exist polynomials g 0 , g 1 , . . . , g e−1 in R[x] such that C = g 0 , γg 1 , . . . , γ e−1 g e−1 and g e−1 | g e−2 | · · · | g 1 | g 0 | (x n − 1).
Let C = g 0 , γg 1 , . . . , γ e−1 g e−1 be a cyclic code of length n and let g = g 0 + γg 1 + · · · + γ e−1 g e−1 . Since g 0 is a factor of x n − 1 and for i = 1 . . . e − 1 the polynomial g i is a factor of g i−1 , we will denoteĝ 0 =
Lemma 2.2. Let C be a cyclic code of length n over a finite chain ring R, which has maximal ideal γ and e is the nilpotency of γ.
Proof. Let g = g 0 + γg 1 + · · · + γ e−1 g e−1 . Then
. . .
g e−2 g e−1 g e−1 = γ e−1 g e−1ĝ1ĝ2 . . .ĝ e−2ĝe−1 = γ e−1 g e−1 Ĝ g 0 , and 1 holds. For i = 1, . . . , e − 1 we have that
. 
Proof. From the previous definition ofĝ i , these polynomials are the same polynomials described in [6, Theorem 3.4] .
Theorem 2.4. Let C be a cyclic code of length n over a finite chain ring R, which has maximal ideal γ and e is the nilpotency of γ.
is a generating polynomial of C, i.e., C = g .
Proof.
Clearly g = g 0 +γg 1 +· · ·+γ e−1 g e−1 ∈ C. then, we only have to prove that γ i g i ∈ g , for all i = 0, . . . , e − 1. Case e = 2: We have that g = g 0 + γg 1 , and C = g 0 , γg 1 . Then, γg = γg 0 = γg 1
are coprime then γg 1 belongs to g and hence g 0 also belongs to g . Case e = 3: We have that g = g 0 + γg 1 + γ 2 g 2 , and
, since gcd(
Arguing as in case e = 2 it is straightforward that g = g 0 , γg 1 , γ 2 g 2 .
In the general case, let g = g 0 + γg 1 + · · · + γ e−1 g e−1 and define, as in Lemma 2.2, the polynomials G andĝ i for i ∈ {0, . . . , e − 1}. Then, γ e−1 g = γ e−1 g e−1
) = 1, we have that γ e−1 g e−1 ∈ g and g = g 0 + γg 1 + · · · + γ e−2 g e−2 , γ e−1 g e−1 .
Reasoned similarly, one obtains that g = g 0 , γg 1 , . . . , γ e−1 g e−1 .
Theorem 2.5. Let C = g = g 0 + γg 1 + · · · + γ e−2 g e−2 + γ e−1 g e−1 be a cyclic code of length n over a finite chain ring R, which has maximal ideal γ and e is the nilpotency of 
. We define the sets
for 0 ≤ j < e. Then,
S γ j forms a minimal generating set for C as an R-module.
In the worst case and reasoning similarly, one obtains that
Since r e−1 ( e−2 t=0ĝ t )g ∈ S γ e−1 then c ∈ S R , so S is a generating set. By the definition of
By Corollary 2.3, |C| = |S| and S is a minimal generating set.
Linear codes over
Let R 1 and R 2 be finite chain rings where γ 1 and γ 2 are generators of the maximal ideals of R 1 and R 2 with nilpotency indices e 1 and e 2 , respectively. We will suppose that R 1 and R 2 have the same residue field
we will denote the natural projection that maps r →r = r + γ i , for i = 1 or 2. Let T 1 = {r 0 , . . . , r q−1 } and T 2 = {r 0 , . . . , r q−1 } be the Teichmüller sets of representatives of R 1 and R 2 , resp., then we can arrange the subscripts such thatr i =r i . Assume that e 1 ≤ e 2 . Then we can consider the surjective ring homomorphism Note that π(γ 2 i ) = 0 if i ≥ e 1 . For a ∈ R 2 and b ∈ R 1 , define a multiplication * as follows: a * b = π(a)b. Then, R 1 is an R 2 -module with external multiplication * given by π. Since R 1 is commutative then * has the commutative property. Then, we can generalize this multiplication over the ring R α 1 × R β 2 as follows. Let a be an element of R 2 and
With this external operation the ring R α 1 × R β 2 is also an R 2 -module.
The next result gives the structure of a generator matrix of a linear code. I l e 2 −1 γ Let C X be the canonical projection of C on the first α coordinates and C Y on the last β coordinates. The canonical projection is a linear map. Then, C X and C Y are R 1 and R 2 linear codes of length α and β, respectively. A code C is called separable if C is the direct product of C X and C Y , i.e., C = C X × C Y . Moreover, if C is separable then
generated by the matrix
Hence, as described in Theorem 3.2, C is permutation equivalent to a code generated by the following matrix: Note that C is not separable.
Cyclic codes over
Let u = (u 0 , u 1 , . . . , u α−1 | u 0 , . . . , u β−1 ) be a codeword in C and let i be an integer. We then denote by u (i) = (u 0+i , u 1+i , . . . , u α−1+i | u 0+i , . . . , u β−1+i ) the ith shift of u, where the subscripts are read modulo α and β, respectively.
We remark that in this paper the definition of a cyclic code over R α 1 × R β 2 is clear as long as R 1 and R 2 are different rings, since the elements on the first α coordinates and the ones in the last β coordinates belong from different rings, R 1 and R 2 , respectively. In the c CMMSE ISBN: 978-84-608-6082-2 particular case that R 1 = R 2 , the cyclic code over R α 1 × R β 2 is known in the literature as double cyclic code, see [4] , [7] . The term double cyclic is given in order to distinguish the cyclic code over R α 1 × R β 1 from the cyclic code over R α+β 1
. Note that C X and C Y are R 1 and R 2 cyclic codes of length α and β, respectively. Denote by R α,β the ring
Note that we can extend the map π to the polynomial ring R 2 [x] applying this map to each of the coefficients of a given polynomial.
Definition 4.2. Define the operation
The ring R α,β with the external operation * is a R 2 [x]-module. Let u(x) = (u(x) | u (x)) be an element of R α,β . Note that if we operate u(x) by x we get
Hence, x * u(x) is the image of the vector u (1) . Thus, the operation of u(x) by x in R α,β corresponds to a shift of u. In general, x i * u(x) = u (i) (x) for all i.
Algebraic structure and generators of cyclic codes
In this subsection, we study submodules of R α,β . We describe the generators of such submodules and state some properties. From now on, S will denote the R 2 [x]-submodule generated by a subset S of R α,β . For the rest of the discussion we will consider that α and β are coprime integers with p. From this assumption, we know that R 1 [x]/ x α − 1 and R 2 [x]/ x β − 1 are principal ideal rings, see [6] . 
/(x β − 1) be the canonical projections, let C be a submodule of R α,β . Define C = {(p(x)|q(x)) ∈ C | q(x) = 0}. It is easy to check that C ∼ = ψ X (C ) by (p(x) | 0) → p(x). Hence, by Theorem 2.4, ψ X (C ) is finitely generated by one element and so is
So, C is finitely generated by (b(x) | 0), ( (x) | a(x)) .
From the previous results, it is clear that we can identify double cyclic codes in R α 1 × R β 2 as submodules of R α,β . So, any submodule of R α,β is a cyclic code. From now on, we will denote by C indistinctly both the code and the corresponding submodule of R α,β . In the following, a polynomial f (x) in R 1 [x] or R 2 [x] will be denoted simply by f . 
Proof. Let C be a cyclic code over R α 1 × R Example 2. Let R 1 =
u 3 , with γ 1 = u, e 1 = 2, γ 2 = u, and e 2 = 3. Let ξ be a generator of the multiplicative group F * 9 . Consider the cyclic code over
10 generated by
Then,
Minimal generating sets
Our goal is to find a set generators for a cyclic code, C, as an R 2 -module. Once we found it, we are going to use it to determine the size of C in terms of the generator polynomials. Since b 0 is a factor of x α − 1 and for i = 1 . . . e 1 − 1 the polynomial b i is a factor of b i−1 , we will denoteb 0 =
In the same way, we defineâ 0 =
Theorem 4.5. Let C be a cyclic code over R α 1 × R β 2 which has maximals ideals γ 1 ⊂ R 1 and γ 2 ⊂ R 2 with nilpotent indices e 1 and e 2 , respectively. Define
, for 0 ≤ j < e 1 , and
A k forms a minimal generating set for C as an R 2 -module. Moreover,
where q is the cardinality of the residue field. In the worst case and reasoning similarly, one obtains that c ∈ S R 2 if d e 2 −2 ( On one hand, r e 2 −1 ( Let b = u(x 2 − 1), = u and a = (x 4 + ξ 3 x 2 + 1) + u(x 2 + ξ 7 x + 1) + u 2 . Then, a minimal generating set for C is the union of
