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Abstract. The paper is a complement to the survey: M.I.Ostrovskii ”To-
pologies on the set of all subspaces of a Banach space and related questions of
Banach space geometry”, Quaestiones Math. (to appear). It contains proofs
of some results on stability of properties of Banach spaces with respect to
the geometric opening stated in the survey without proofs.
Some results of the present paper are of independent interest, in particular
the description of a predual property of the Banach–Saks property.2
The present paper is a complement to the survey [O1]. It contains proofs
of results stated in [O1] without proofs.
Let us recall some of the notions from [O1] and fix some notation. Let
X be a Banach space. The closed unit ball and the unit sphere of a Banach
space X are denoted by B(X) and S(X) respectively. Recall that the density
character of a topological space X is defined to be the least cardinality of
dense subset of X and is denoted by densX . We shall denote the set of all
closed subspaces of X by G(X).
Suppose Y, Z ∈ G(X). Let
Θ0(Y, Z) = sup{dist(y, Z) : y ∈ S(Y )}
Ω0(Y, Z) = sup{dist(y, S(Z)) : y ∈ S(Y )}.
It is clear that 0 ≤ Θ0(Y, Z) ≤ Ω0(Y, Z) ≤ 2Θ0(Y, Z).
The opening between Y and Z is defined to be
Θ(Y, Z) = max{Θ0(Y, Z),Θ0(Z, Y )}.
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The spherical opening between Y and Z is defined to be
Ω(Y, Z) = max{Ω0(Y, Z),Ω0(Z, Y )}.
We shall not distinguish terms “class of Banach spaces” and “property of
Banach spaces”.
Let P be a class of Banach spaces. Class P is called stable if there exists
a number α > 0 such that for every Banach space X and every Y, Z ∈ G(X)
the following implication holds
(Y ∈ P )&(Θ(Y, Z) < α)⇒ (Z ∈ P ).
Class P is called extendedly stable if there exists a number α > 0 such that
for every Banach space X and every Y, Z ∈ G(X) the following implication
holds
(Y ∈ P )&(Θ0(Z, Y ) < α)⇒ (Z ∈ P ).
One of the methods of establishing of unstability presented in [O1] is
based on the following construction.
Let Y and Z be Banach spaces and let T : S(Y ) → S(Z) and D :
S(Y ∗) → S(Z∗) be some surjective mappings (we suppose here that such
mappings exist). Let us introduce on the algebraic sum Y ⊕Z the following
seminorm:
p(y, z) = sup{|y∗(y)− (Dy∗)(z)| : y∗ ∈ S(Y ∗)}.
Seminorm p generates norm on the quotient of Y ⊕Z by the zero-space of p.
Denote the completion of this normed space by X .
By properties of D the spaces Y and Z are isometric to their natural
images in X . It is not hard to verify (see [O1], 6.14) that the spherical
opening between the images of Y and Z in X is not greater than the following
value:
sup{|y∗(y)− (Dy∗)(Ty)| : y ∈ S(Y ), y∗ ∈ S(Y ∗)}. (1)
Let us introduce the quantity k(Y, Z) as the infimum of quantities (1) taken
over all surjective mappings T : S(Y ) → S(Z) and D : S(Y ∗) → S(Z∗). If
such mappings (at least one of them) do not exist we let k(Y, Z) = 2.
Let us observe that the value (1) is not greater than 2 for every Y, Z, T,D.
So k(Y, Z) ≤ 2 for every pair (Y, Z).
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Following M.I.Kadets [K] we introduce for every pair (Y, Z) of Banach
spaces the value
dΩ(Y, Z) = inf
X,U,V
Ω(UY, V Z)
where the infimum is taken over all Banach spaces X containing isometric
copies of Y and Z and over all isometric embeddings U : Y → X and
V : Z → X .
Arguments above show that dΩ(Y, Z) ≤ k(Y, Z). In [O1] I asserted that
these values are equivalent. Now we shall prove this assertion.
Proposition 1. For every Banach spaces Y and Z the following inequal-
ity
20dΩ(Y, Z) ≥ k(Y, Z).
is valid.
Proof. From the inequality k(Y, Z) ≤ 2 it follows that we may restrict
ourselves to the case dΩ(Y, Z) < 1/10.
Let ε be an arbitrary number of the open interval (0,1). By definition of
dΩ there exists a Banach space X containing subspaces isometric to Y and
Z (we shall still denote them by Y and Z), for which
Ω(Y, Z) ≤ dΩ(Y, Z)(1 + ε).
We shall use the following definition. Subset L of a metric space X is said
to be τ -lattice (τ ∈ R, τ > 0), if the distance between each two elements
of L is not less than τ , and is said to be maximal τ -lattice, if L is not a
proper subset of any τ -lattice in M . By standard application of Hausdorff’s
maximality theorem it follows that every metric space contains a maximal
τ -lattice for arbitrary τ > 0.
Let {yα}α∈A be a maximal (2(1+ε)Ω(Y, Z))-lattice in S(Y ). By definition
of maximal τ -lattice we can find such subsets Bα ⊂ S(Y ) (α ∈ A) that the
following conditions are satisfied.
(a) Bα contains the intersection of S(Y ) with the open ball of radius
(1 + ε)Ω(Y, Z) centered at yα.
(b) Bα is contained in the ball of the radius 2(1 + ε)Ω(Y, Z) centered at
yα.
(c) Sets Bα are pairwise disjoint.
(d) ∪α∈ABα = S(Y ).
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For every α ∈ A we choose zα ∈ S(Z) such that ||zα − yα|| < (1 +
ε)Ω(Y, Z). It is easy to verify that {zα}α∈A is a 4(1+ ε)Ω(Y, Z)-net in S(Z).
Let us denote the intersection of S(Z) with the ball of radius 4(1+ε)Ω(Y, Z)
centered at zα by Rα (α ∈ A). We have S(Z) = ∪α∈ARα.
Since we may (and shall) assume without loss of generality that Ω(Y, Z) <
1/2 (see remark at the begining of the proof), then densY =densZ (see
[KKM] (Theorem 3) or [O1] (section 6.27.2)). Therefore by condition (a)
cardRα = cardBα. So we can define a mapping T : S(Y ) → S(Z) in such
a way that Tyα = zα and T (Bα) = Rα. It is clear that this mapping is
surjective.
Let y∗ ∈ S(Y ∗). It is easy to see that, if we extend it in a norm-preserving
manner onto the wholeX and then restrict this extension to Z, then the norm
of the obtained functional is not less than 1− Ω0(Y, Z).
Let {y∗γ}γ∈C be some maximal (2(1 + ε)Ω(Y, Z))-lattice in S(Y
∗). It is
easy to see that there exists subsets B∗γ ⊂ S(Y
∗) (γ ∈ C) satisfying the
following conditions:
(a) B∗γ contains the intersection of S(Y
∗) with the open ba ll of radius
(1 + ε)Ω(Y, Z) centered at y∗γ.
(b) B∗γ is contained in the ball of radius 2(1 + ε)Ω(Y, Z) centered at y
∗
γ.
(c) Sets B∗γ are pairwise disjoint.
(d) ∪γ∈CB
∗
γ = S(Y
∗).
Let {fγ}γ∈C be some norm-preserving extensions of functionals {y
∗
γ}γ∈C
onto X . Let z∗γ = fγ|Z/||fγ|Z ||. Show that {z
∗
γ}γ∈C is an (10(1 + ε)Ω(Y, Z))-
net in S(Z∗).
Suppose the contrary. Then there exists z∗ ∈ S(Z∗) such that ||z∗−z∗γ || >
10(1 + ε)Ω(Y, Z) for every γ ∈C.
Therefore for every γ ∈ C there exists zγ ∈ S(Z) such that
|(z∗ − fγ/||fγ|Z||)(zγ)| > 10(1 + ε)Ω(Y, Z).
Let g be some norm-preserving extension of z∗ ontoX . Let yγ ∈ S(Y ) (γ ∈
C) be such that ||zγ − yγ|| < (1 + ε)Ω(Y, Z). We have
|(g − fγ/||fγ|Z||)(yγ)| > 8(1 + ε)Ω(Y, Z).
Therefore
||||fγ|Z||g|Y − y
∗
γ|| > (1− Ω(Y, Z))8(1 + ε)Ω(Y, Z).
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Since we assumed that Ω(Y, Z) < 1/2, then
||||fγ|Z||g|Y − y
∗
γ|| > 4(1 + ε)Ω(Y, Z).
Since the lattice {y∗γ}γ∈C is maximal, it follows that for some γ ∈ C we have
||g|Y /||g|Y || − y
∗
γ|| < 2(1 + ε)Ω(Y, Z).
Hence
||y∗γ−||fγ |Z||g|Y || < 2(1+ε)Ω(Y, Z)+||g|Y ||(1/||g|Y ||−||fγ|Z||) < 4(1+ε)Ω(Y, Z).
This contradiction proves the assertion concerning {z∗γ}γ∈C . Let us denote
the intersection of S(Z∗) with the ball of radius 10(1 + ε)Ω(Y, Z) with the
centre in z∗γ by R
∗
γ (γ ∈ C). It is clear that S(Z
∗) = ∪γ∈CR
∗
γ .
By Ω(Y, Z) < 1/2 it follows (see e.g. [O2]) that densY ∗=densZ∗. There-
fore for every γ ∈ C we have cardR∗γ=cardB
∗
γ. Hence we can find a mapping
D : S(Y ∗)→ S(Z∗) such that D(y∗γ) = z
∗
γ and D(B
∗
γ) = R
∗
γ for every γ ∈ C.
It is clear that D is surjective.
Let us prove that the mappings D and T give us the desired estimate.
Let y∗ ∈ B∗γ and y ∈ Bα. We have
|y∗(y)− (Dy∗)(Ty)| ≤
|y∗γ(yα)−y
∗
γ(yα−y)− (y
∗
γ−y
∗)y− (z∗γ(zα)−z
∗
γ(zα−Ty)− (z
∗
γ−Dy
∗)(Ty))| ≤
|y∗γ(yα)− z
∗
γ(zα)|+ 2(1 + ε)Ω(Y, Z) + 2(1 + ε)Ω(Y, Z)+
4(1 + ε)Ω(Y, Z) + 10(1 + ε)Ω(Y, Z) ≤
|fγ(yα− zα)− (fγ − z
∗
γ)(zα)|+18(1+ ε)Ω(Y, Z) ≤ (1+ ε)Ω(Y, Z)+Ω(Y, Z)+
18(1 + ε)Ω(Y, Z) ≤ 20(1 + ε)Ω(Y, Z).
Hence
k(Y, Z) ≤ 20(1 + ε)Ω(Y, Z) ≤ 20dΩ(Y, Z)(1 + ε)
2.
Since ε is arbitrary number from the open interval (0,1), we obtain the desired
inequality. The proposition is proved.✷
The aim of the remaining part of the present paper is to support the con-
jecture on characterization of extendedly stable classes which was formulated
in [O1] (section 6.36).
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Recall necessary definitions.
Let Γ be a set, and let l1(Γ) be the corresponding space of functions on
Γ. Let X be a Banach space. By l∞(Γ, X) we denote the space of bounded
functions x : Γ→ X with the sup-norm.
Let A be a subset of the unit sphere of l1(Γ). For every a ∈ A we introduce
a linear operator from l∞(Γ, X) into X defined by the rule
x→
∑
γ∈Γ
a(γ)x(γ).
This operator will be also denoted by a. It is clear that the norm of this
operator equals 1. The supremum of those δ for which there exists x ∈
S(l∞(Γ, X)) such that infa∈A ||a(x)|| ≥ δ is called the index of A in X and
is denoted by h(X,A)
It is known (see [O1] (section 6.27)) that for many common proper-
ties of Banach spaces (reflexivity, B-convexity, Banach-Saks property) sets
Γ, A ⊂ S(l1(Γ)) and τ > 0 can be chosen in such a way that the absence
of the property for a Banach space X is equivalent to each of the following
inequalities:
h(X,A) > 0;
h(X,A) ≥ τ.
Properties admitting such descriptions are called l1-properties. It is not hard
to verify that l1-properties are extendedly stable (see [O1], Proposition 6.21).
In [O1] I conjectured that the converse is also true, more precisely, that for
every cardinal number α the intersection of every extendedly stable property
with the set of Banach spaces with density character less than α is an l1-
property.
We shall prove several results supporting this conjecture. In passing we
shall find new classes of l1-properties.
We introduce a subclass of the class of all l1-properties and prove that all
known at the moment extendedly stable classes belong to this subclass.
Definition 1. Class P of Banach spaces will be called a regular l1-
property if there exist a real number δ > 0, a set Γ and a subset A ⊂ S(l1(Γ))
satisfying the conditions:
1. The set A consists of finitely non-zero vectors.
2. If a0 ∈ A then A contains all vectors a ∈ S(l1(Γ)) for which
(∀γ ∈ Γ)(signa0(γ) = signa(γ)).
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3. For a Banach space X the following conditions are equivalent:
(a) X 6∈ P.
(b) h(X,A) > 0.
(c) h(X,A) ≥ δ.
Supremum of those δ > 0 for which there exist Γ and A ⊂ S(l1(Γ)) such
that conditions 1, 2 and 3 are satisfied will be called the regular exponent of
class P and will be denoted by reg(P ).
When working with regular l1-properties, we shall use the following def-
inition and notation. Let A ⊂ S(l1(Γ)). Mapping s: Γ → {0, 1,−1} will be
called an admissible sign for A if there exists a ∈ A such that
(∀γ ∈ Γ)(s(γ) = signa(γ)) (2)
The set of all admissible signs for A will be denoted by S(A). Let s be
an admissible sign for A. The set of all a ∈ A for which (2) is satisfied will
be denoted by A(s). It is clear that A = ∪s∈S(A)A(s).
When working with regular l1-properties we shall repeatedly use the fol-
lowing lemma.
Lemma 1. Let Γ be arbitrary set and let subset A ⊂ S(l1(Γ)) be such
that conditions 1 and 2 of Definition 1 are satisfied. Suppose the Banach
space X and x ∈ S(l∞(Γ, X)) are such that
inf
a∈A
||a(x)|| ≥ c. (3)
Then for every s∈S(A) there exists a functional fs ∈ B(X
∗) such that for
every γ ∈supps the following relations are valid:
|fs(x(γ)) |≥ c.
signfs(x(γ)) = s(γ).
Proof. Consider the set {s(γ)x(γ) : γ ∈supps}. By condition 2 of
Definition 1 and inequality (3), the convex hull of this set does not intersect
the open ball of radius c centered at zero. Using the separation theorem, we
find required functional.✷
Now we are going to show that all l1-properties listed in [O1] (section
6.27) are regular l1-properties. Here I should note that at the moment I do
not know l1-properties which are not regular.
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1. Reflexivity. Description presented in [O1] (in 6.19) doesn’t satisfy
condition 2 of Definition 1. Nevertheless reflexivity is a regular l1-property.
In order to prove this assertion we need another description of reflexivity (see
[B1, p. 51]):
Let X be a Banach space. The following conditions are equivalent:
(a) X is non-reflexive.
(b) For every θ, 0 < θ < 1, there exist a sequence {xk}k∈N in S(X) and
a sequence {fn}n∈N in S(X
∗) such that:
fn(xk) =
{
θ, if n ≤ k,
0, if n > k.
Let A ⊂ S(l1) be the set of all finitely non-zero vectors a = {ak}
∞
k=1 such
that for some n ∈ N (depending on a) we have ak ≤ 0 when k ≥ n and
ak ≥ 0 when k < n. It is clear that this set satisfies conditions 1 and 2 of
Definition 1.
Let X be a Banach space. Let us prove that the following conditions are
equivalent.
(a) X is non-reflexive.
(b) h(X,A) > 0.
(c) h(X,A) ≥ 1/3.
Since the set A contains the set considered in [O1] (6.19), we need to
prove implication (a)⇒(c) only.
Let a ∈ A and let n ∈ N be such that ak ≤ 0 when k ≥ n and ak ≥ 0
when k < n. We have
f1(
∞∑
k=1
akxk) = θ(
n−1∑
k=1
|ak| −
∞∑
k=n
|ak|).
fn(
∞∑
k=1
akxk) = −θ
∞∑
k=n
|ak|.
Hence
(f1 − 2fn)(
∞∑
k=1
akxk) = θ
∞∑
k=1
|ak| = θ.
Therefore ||a(x)|| ≥ θ/3. Since the description above is valid for every θ < 1,
it follows that h(X,A) ≥ 1/3.
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2. It is known (see [O1], Example 6.20) that for every uncountable car-
dinal α the class of all Banach spaces with density character less than α is
an l1-property. But the sets introduced in [O1] do not satisfy Condition 2
of Definition 1. Nevertheless these properties are regular l1-properties. This
can be shown in the following way. Let α be an uncountable cardinal and
let Γ be a set of cardinality α. Let us introduce subset A ⊂ S(l1(Γ)) as the
set of all vectors with two-point support. It is clear that this set satisfies
conditions 1 and 2 of Definition 1.
Let X be a Banach space. The following conditions are equivalent:
(a) densX ≥ α.
(b) h(X,A) > 0.
(c) h(X,A) ≥ 1/3.
Since the introduced set contains one considered in [O1] (6.20), then we
need to prove the implication (a)⇒(c) only.
Let X be a Banach space with densX ≥ α. We may consider Γ as a set
of all ordinals which are less than the least ordinal of cardinality α. By well-
known arguments (see [KKM, p. 98]) we can find subset {x(γ)}γ∈Γ ⊂ S(X)
such that for every γ ∈ Γ we have
dist(x(γ), lin{x(β) : β < γ}) > 1− ε.
It is easy to verify that for every pair {β, γ} ⊂ Γ with β 6= γ we have
inf{||rx(γ) + sx(β)|| : r, s ∈ R, |r|+ |s| = 1} ≥ (1− ε)/(3− ε).
Therefore for every a ∈ A we have ||a(x)|| ≥ (1 − ε)/(3 − ε). Since ε is
arbitrary, then h(X,A) ≥ 1/3.
3. The class of finite dimensional Banach spaces. In this case we take
Γ = N and A ⊂ S(l1) being the set of all vectors with two-point support.
Using arguments from the previous example it is easy to verify that for a
Banach space X the following statements are equivalent
(a) X is infinite dimensional
(b) h(X,A) > 0.
(c) h(X,A) ≥ 1/3.
Furthermore, using the main result of [P] it can be shown that the state-
ments (a)–(c) are equivalent to h(X,A) ≥ 1/2.
The sets introduced in [O1] (see 6.27) in order to describe classes 4–7
below satisfy all conditions of Definition 1. So these classes are regular l1-
properties.
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4. The class of Banach spaces whose dimension is not greater than n (for
every n ∈ N).
5. B-convexity.
6. The class of Banach spaces not containing isomorphic copies of l1.
7. Alternate signs Banach-Saks property.
8. Super-reflexivity. Subset of S(l1) introduced in [O1] to describe this
property does not satisfy condition 2 of Definition 1. Therefore we introduce
another subset A ⊂ S(l1). Let A be the set of all vectors of the following
form:
(0, . . . , 0, a1, . . . , an, 0, . . .),
where {ai}
n
i=1 are such that for some k ∈ {1, . . . , n+1} we have ai ≥ 0 when
i < k and ai ≤ 0 when i ≥ k, and a1 is preceded by n(n− 1)/2 zeros.
It is clear that A satisfies conditions 1 and 2 of Definition 1.
Let X be a Banach space. Prove that the following conditions are equiv-
alent:
(a) X is not super-reflexive.
(b) h(X,A) > 0.
(c) h(X,A) = 1.
Since the set A contains the set considered in [O1] the only thing which
we need to prove is that (a) implies (c). In order to do this let us recall [B1, p.
270–271] that in every non-super-reflexive space for every ε > 0 and n ∈ N
there exists a set {x1, x2, . . . , xn} ⊂ B(X) such that for every 1 ≤ k ≤ n we
have
||x1 + . . .+ xk − xk+1 − . . .− xn|| ≥ n(1− ε).
Let {ai}
n
i=1 be any sequence satisfying the conditions above with k ≤ n
(the case k = n+ 1 is easy). It is clear that
||
n∑
i=1
aixi|| ≥ ||x1+ . . .+xk−xk+1− . . .−xn−
k∑
i=1
(1−ai)xi+
n∑
i=k+1
(1+ai)xi|| ≥
n(1− ε)− (
k∑
i=1
|1− ai|+
n∑
i=k+1
|1 + ai|) =
n(1− ε)−
k∑
i=1
(1− |ai|)−
n∑
i=k+1
(1− |ai|) =
n(1− ε)− (n− 1) = 1− nε.
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The implication (a)⇒(c) can be easily derived from this estimate.
9. Banach–Saks property.
Consider the set A ⊂ S(l1) consisting of all vectors satisfying the condi-
tions
(a) The cardinality of support is not greater than the least of its elements.
(b) For every {ak}
∞
k=1 there exists n ∈ N such that ak ≥ 0 if k < n and
ak ≤ 0 if k ≥ n.
B.Beauzamy [B2] proved that a Banach space has Banach–Saks property
if and only if it is simultaneously reflexive and has alternate signs Banach–
Saks property. Using this result, characterization of alternate signs Banach–
Saks property (see [O1] (6.27.8)) and the above characterization of reflexivity
it is not hard to verify that the following statements are equivalent:
(a) X is not Banach–Saks
(b) h(X,A) > 0.
(c) h(X,A) ≥ 1/3.
Proposition 2. Let {Pα}α∈C be some set of regular l1-properties and the
inequality
inf
α
regPα > 0
is satisfied. Then ∪α∈CPα is a regular l1-property and reg(∪α∈CPα) ≥ infα regPα.
Proof. Let ε be an arbitrary number from the open interval (0,1). Let
Γα and Aα ⊂ S(l1(Γα)) (α ∈ C) be such that Aα satisfies conditions 1 and
2 of Definition 1 and for a Banach space X the following statements are
equivalent:
(a) X /∈ Pα.
(b) h(X,Aα) > 0.
(c) h(X,Aα) > (1− ε)regPα.
Let Γ = ∪α∈CΓα. Let A ⊂ S(l1(Γ)) be the union of natural images of Aα
in S(l1(Γ)). It is clear that A satisfies conditions 1 and 2 of Definition 1.
Let X be a Banach space. It is easy to see that the following statements
are equivalent:
(a) X /∈ (∪α∈CPα).
(b) h(X,A) > 0.
(c) h(X,A) ≥ (1− ε) infα∈C regPα.
Since ε ∈(0,1) is arbitrary, the proposition is proved. ✷
Definition 2. Let P be some class of Banach spaces. Preclass of P is
defined to be the class of all Banach spaces whose duals belong to P . Preclass
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of P is denoted by pre(P ).
It is known that if P is extendedly stable then pre(P ) is also extendedly
stable (for different versions and proofs of this result see [J], [AAG] and [O1]
(Proposition 6.34)).
Theorem 1. If P is a regular l1-property then pre(P ) is also a regular
l1-property and reg(pre(P )) ≥reg(P ).
Proof. Let θ be an arbitrary number from the open interval (0,1). Let us
choose a set Γ and a subset A ⊂ S(l1(Γ)) in such a way that all conditions of
Definition 1 with δ = θreg(P ) are satisfied. Put Ψ = S(A). LetD ⊂ S(l1(Ψ))
be a subset consisting of all finitely non-zero vectors d satisfying the following
condition. If suppd = {s1, . . . , sn}, then for some
γ ∈ ∩ni=1supp sn
we have
(∀i ∈ {1, . . . , n})(signd(si) = si(γ)).
It is clear that D satisfies the conditions 1 and 2 of Definition 1. In order
to prove Theorem 1 it is sufficient to prove that the following statements are
equivalent.
(a) X /∈pre(P ).
(b) h(X,D) > 0.
(c) h(X,D) ≥ θreg(P ).
It is clear that we need to prove implications (a)⇒(c) and (b)⇒(a) only.
Let δ be an arbitrary number from the open interval (0,1). LetX /∈pre(P ).
It means that X∗ /∈ P. Let vector x∗ ∈ S(l∞(Γ, X
∗)) be such that
inf
a∈A
||a(x∗)|| > θδregP.
By Lemma 1 we can find for every s ∈ S(A) a functional fs ∈ B(X
∗∗) such
that for every γ ∈ supps we have |fs(x
∗(γ))| > δθreg(P ) and signfs(x
∗(γ)) =
s(γ). It is clear that we may suppose that ||fs|| < 1.
Further we shall repeatedly use the following statement which goes back
to E.Helly (see [B1, p. 52]). Let f ∈ X∗∗ and ||f || < 1. Let {x∗1, x
∗
2, . . . , x
∗
n}
be a finite subset of X∗. Then there exists a vector x ∈ X such that ||x|| < 1
and x∗i (x) = f(x
∗
i ) for every i ∈ {1, . . . , n}. Every such vector we shall call a
reflection of f with respect to {x∗1, x
∗
2, . . . , x
∗
n}.
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Let {x(s)}s∈Ψ be some reflections of {fs}s∈Ψ with respect to sets
{x∗(γ)}γ∈supps.
Let d ∈ D. Let us estimate from below the value ||d(x)||. Let suppd =
{s1, s2, . . . , sn}. Let γ ∈ ∩
n
i=1suppsi be such that signd(si) = si(γ) for i ∈
{1, . . . , n}. We have
||d(x)|| = ||
n∑
i=1
d(si)x(si)|| ≥ x
∗(γ)(
n∑
i=1
d(si)x(si)) =
n∑
i=1
d(si)fsi(x
∗(γ)) =
n∑
i=1
si(γ)|d(si)|si(γ)|fsi(x
∗(γ))| ≥ δθreg(P ).
Since δ is arbitrary number from the open interval (0,1), the argument above
implies that (a)⇒(c).
Let us turn to the implication (b)⇒(a). Let h(X,D) > ε > 0. By
Lemma 1 and weak∗ compactness of B(X∗), for every γ ∈ Γ we can find
x∗(γ) ∈ B(X∗) such that |x∗(γ)x(s)| > ε and sign(x∗(γ)x(s)) = s(γ) for
every s for which γ ∈supps. Let a ∈ A(s). We have
||
∑
γ∈Γ
a(γ)x∗(γ)|| ≥ (
∑
γ∈supps
a(γ)x∗(γ))x(s) =
∑
γ∈Γ
|a(γ)|s(γ)|x∗(γ)x(s)|s(γ) > ε.
Hence X∗ /∈ P and X /∈ pre(P ). Theorem 1 is proved. ✷
Remark. If property P has a concrete description as a regular l1-
property, then the proof of Theorem 1 gives us a concrete description of
pre(P ). Hence we obtain e.g. a description of pre–Banach–Saks property.
Definition 3. Let P be a class of Banach spaces. Coclass of P is defined
to be the class of all Banach spaces for which the quotient space X∗∗/X is
in P . Coclass of P is denoted by P co.
J.Alvarez, T.Alvarez and M.Gonzalez [AAG] proved that the extended
stability of P implies the extended stability of P co. Our aim is to prove the
following result.
Theorem 2. Let P be a regular l1-property. Then P
co is also a regular
l1-property.
Proof. Let a set Γ, a subset A ⊂ S(l1(Γ)) and a number δ > 0 be such
that all conditions of Definition 1 are satisfied. Let Ψ be the set of all triples
(γ, α, k), where γ ∈ Γ, α is a finite subset of S(A), k ∈ N.
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We define subset E ⊂ S(l1(Ψ)) in the following way. Let {α1, . . . , αr}
be a finite collection of finite subsets of S(A) such that the following two
conditions are satisfied:
∩rk=1αk 6= ∅.
For some m ∈ {1, . . . , r − 1} and some finite subset α ⊂ S(A) we have
α ⊃ αk for k ∈ {1, . . . , m} and α ⊂ αk for k ∈ {m+ 1, . . . , r}.
Let n ∈ N and s ∈ ∩rk=1αk. We define E({α1, . . . , αr}, s, n,m) as the set
of finitely non-zero vectors of S(l1(Ψ)) satisfying the following three condi-
tions.
(a) Their supports are contained in the union of the following two sets:
supps× {α1, . . . , αm} × {1, . . . , n},
supps× {αm+1, . . . , αr} × {n+ 1, . . .}.
(b) The signs of all non-zero coordinates corresponding to the triples
(γ, αk, j) of the first set are equal to s(γ).
(c) The signs of all non-zero coordinates corresponding to the triples
(γ, αk, j) of the second set are equal to −s(γ).
The union of all sets E({α1, . . . , αr}, s, n,m) constructed in the described
way we shall denote by E. It is clear that E satisfies Conditions 1 and 2 of
Definition 1.
Let X be a Banach space. Let us show that the following statements are
equivalent.
(a) X /∈ P co.
(b) h(X,E) > 0.
(c) h(X,E) ≥ δ/3.
It is clear that we need to prove the implications (a)⇒(c) and (b)⇒(a)
only.
Let us start with the implication (a)⇒(c). Let 0 < θ < 1. By Lemma
1 we can find u ∈ S(l∞(Γ, X
∗∗/X)) such that for every s ∈ S(A) there
exists fs ∈ (X
∗∗/X)∗ = X⊥ ⊂ X∗∗∗ such that ||fs|| < 1 and for every
γ ∈ supps we have |fs(u(γ))| > δθ and signfs(u(γ)) = s(γ). It is clear that
all conditions above are satisfied for some u ∈ l∞(Γ, X
∗∗/X) satisfying the
inequality ||u|| < 1. So we shall suppose that ||u|| < 1.
Let x∗∗(γ) ∈ X∗∗ (γ ∈ Γ) be such that the image of x∗∗(γ) under the
quotient mapping X∗∗ → X∗∗/X coincides with u(γ) and ||x∗∗(γ)|| < 1.
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Now we define x ∈ S(l∞(Ψ, X)) for which infe∈E ||e(x)|| is “large”. This
function will be defined in stages. At first we define this function for triples
(γ, α, k) with one-element set α, then for triples with two-element set α, etc.
It is clear that it is sufficient to define x(γ, α, k) only for those triples for
which γ ∈ ∪s∈αsupps. (Since for other triples (γ, α, k) the numbers e(γ, α, k)
are equal to zero for every e ∈ E and so x(γ, α, k) can be defined arbitrarily.)
In the course of construction we shall also define functionals f(s, α, k),
where α is a finite subset of S(A), s ∈ α and k ∈ N.
For one-element sets α we define x(γ, α, k) by induction on k.
1. Let α = {s}.
1.1. Define f(s, {s}, 1) as a reflection of fs with respect to {x
∗∗(γ) : γ ∈
supps}. Let x(γ, {s}, 1) be reflections of {x∗∗(γ) : γ ∈ supps} with respect
to {f(s, {s}, 1)}.
. . .
1.k. Define f(s, {s}, k) as a reflection of fs with respect to
{x∗∗(γ) : γ ∈ supps} ∪ {x(γ, {s}, j) : γ ∈ supps, j = 1, . . . , k − 1}.
Let x(γ, {s}, k) be reflections of {x∗∗(γ) : γ ∈ supps} with respect to
{f(s, {s}, j) : j = 1, . . . , k}.
. . .
Let us suppose that we have already constructed x(γ, α, k) for all (m−1)-
element subsets α ⊂ S(A).
m. Let α = {s1, . . . , sm}. By suppα we shall denote ∪
m
i=1suppsm.
m.1. Define {f(si, α, 1)} as a reflections of fsi with respect to {x
∗∗(γ) :
γ ∈ suppα}. Let {x(γ, α, 1) : γ ∈ suppα} be reflections of {x∗∗(γ) : γ ∈
suppα} with respect to {f(s, β, 1) : β ⊂ α, s ∈ β}.
. . .
m.k. Define {f(si, α, k)} as a reflections of fsi with respect to
{x∗∗(γ) : γ ∈ suppα} ∪ {x(γ, β, j) : β ⊂ α, γ ∈ suppβ, j = 1, . . . , k − 1}.
Let {x(γ, α, k)} be reflections of {x∗∗(γ) : γ ∈ suppα} with respect to
{f(s, β, j) : β ⊂ α, s ∈ β, j = 1, . . . , k}.
. . .
Let us show that
(∀e ∈ E)(||e(x)|| ≥ δθ/3).
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Let e ∈ E({α1, . . . , αr}, s, n,m), where s ∈ ∩
r
i=1αi. We have
e(x) =
∑
γ∈supps
(
m∑
i=1
n∑
k=1
e(γ, αi, k)x(γ, αi, k) +
r∑
i=m+1
∞∑
k=n+1
e(γ, αi, k)x(γ, αi, k)).
Therefore we have
f(s, {s}, 1)(e(x)) =
∑
γ∈supps
(
m∑
i=1
n∑
k=1
e(γ, αi, k)x
∗∗(γ)f(s, {s}, 1)+
r∑
i=m+1
∞∑
k=n+1
e(γ, αi, k)x
∗∗(γ)f(s, {s}, 1)) =
∑
γ∈supps
(
m∑
i=1
n∑
k=1
|e(γ, αi, k)||fs(x
∗∗(γ))| −
r∑
i=m+1
∞∑
k=n+1
|e(γ, αi, k)||fs(x
∗∗(γ))|)
According to definition of m there exists α ⊂ S(A) such that ∪mi=1αi ⊂ α
and α ⊂ αi when i ≥ m+ 1. We have
f(s, α, n+ 1)(e(x)) =
∑
γ∈supps
(
m∑
i=1
n∑
k=1
e(γ, αi, k)f(s, α, n+ 1)x(γ, αi, k)+
r∑
i=m+1
∞∑
k=n+1
e(γ, αi, k)f(s, α, n+ 1)x(γ, αi, k)).
Since αi ⊂ α if i ≤ m and fs ∈ X
⊥ then the first sum equals zero. Since
α ⊂ αi when i > m, the second sum can be rewritten in the following way:
r∑
m+1
∞∑
k=n+1
e(γ, αi, k)x
∗∗(γ)f(s, α, n+1) = −
n∑
i=m+1
∞∑
k=n+1
|e(γ, αi, k)||fs(x
∗∗(γ))|.
Hence
2|f(s, α, n+ 1)(e(x))|+ f(s, {s}, 1)(e(x)) =∑
γ
∑
i
∑
k
|e(γ, αi, k)||fs(x
∗∗(γ))| > δθ.
Therefore ||e(x)|| ≥ δθ/3. Since θ is arbitrary, the implication (a)⇒(c) is
proved.
Now we turn to the implication (b)⇒(a). Let h(X,E) = τ > 0. Let θ be
arbitrary number from the open interval (0,1) and let x ∈ S(l∞(Ψ, X)) be
such that infe∈E ||e(x)|| > τθ.
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The set of pairs (α, k), where α is a finite subset of S(A) and k ∈ N is
a directed set with respect to the natural order. Let U be some ultrafilter
which majorize the filter induced by this order. Let
x∗∗(γ) = w∗ − lim
U
x(γ, α, k) (γ ∈ Γ).
Thus we defined x∗∗ ∈ B(l∞(Γ, X
∗∗)). It is clear that in order to finish the
proof of Theorem 2 it is sufficient to prove that
(∀a ∈ A)(||ϕ
∑
γ
a(γ)x∗∗(γ)|| ≥ τθ/2,
where ϕ is the quotient mapping ϕ : X∗∗ → X∗∗/X .
Assume the contrary, i.e. there exists a ∈ A and x ∈ X such that
||
∑
γ
a(γ)x∗∗(γ)− x|| < τθ/2.
By the definition of x∗∗(γ) for every finite subset α0 ⊂ S(A) and every k0 ∈ N
we have
∑
γ
a(γ)x∗∗(γ) ∈ w∗ − cl{
∑
γ
a(γ)x(γ, α, k) : α ⊃ α0, k ≥ k0}.
By Proposition 6.30 of [O1] we can find a collection {α1, . . . , αm} of finite
subsets of S(A), real numbers τ1, . . . , τm ≥ 0 with
∑m
i=1 τi = 1 and numbers
k1, . . . , km ∈ N such that signa ∈ ∩
m
i=1αm and
||
∑
γ
a(γ)x∗∗(γ)−
m∑
i=1
τi
∑
γ
a(γ)x(γ, αi, ki)|| < τθ.
Using Proposition 6.30 of [O1] once more we find a collection {αm+1, . . . , αr}
of finite subsets of S(A), satisfying the condition ∩ri=m+1αi ⊃ ∪
m
i=1αi, real
numbers τm+1, . . . , τr ≥ 0 with
∑r
i=m+1 τi = 1 and numbers km+1, . . . , kr ∈ N
such that
max
1≤i≤m
ki < min
m+1≤i≤r
ki
and
||
∑
γ
a(γ)x∗∗(γ)−
r∑
i=m+1
τi
∑
γ
a(γ)x(γ, αi, ki)|| < τθ.
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Hence
||
m∑
i=1
τi
∑
γ
a(γ)x(γ, αi, ki)−
r∑
i=m+1
τi
∑
γ
a(γ)x(γ, αi, ki)|| < 2τθ.
It remains to note that the vector in the left-hand side of this inequality has
the form 2e(x) for some e ∈ E. We arrived at a contradiction. The theorem
is proved.✷
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