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We consider a reaction–diffusion system of activator-inhibitor or substrate-depletion type
which is subject to diffusion-driven instability. We show that obstacles (e.g. a unilateral
membrane) for both quantities modeled in terms of inequalities introduce a new bifurca-
tion of spatially non-homogeneous steady states in the domain of stability of the trivial
solution of the corresponding classical problem without obstacles.
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1. Introduction
Let Ω ⊆ RN be a bounded domain with a Lipschitz boundary, and let Γ0 ⊆ ∂Ω be measurable with
mesN−1 Γ0 > 0. (1.1)
We consider the reaction–diffusion system
ut = d1u + b11u + b12v + f1(u, v)
vt = d2v + b21u + b22v + f2(u, v)
on Ω
(1.2)
where d1,d2 > 0 are parameters (diffusion coeﬃcients), bij are given constants satisfying
b11 > 0, b11 + b22 < 0, |b| := b11b22 − b12b21 > 0, (1.3)
f i (i = 1,2) have trivial linearization at 0, i.e. f i(0,0) = 0, ∇ f i(0,0) = 0, and f i are continuous and have subcritical growth
near ∞. The last two inequalities in (1.3) mean that if we understand (1.2) without diffusion (i.e. d1 = d2 = 0) as a system
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J. Eisner et al. / J. Math. Anal. Appl. 365 (2010) 176–194 177of two ordinary differential equations, then (0,0) is a stable solution. However, with diffusion we have Turing’s famous
effect [25] of “diffusion-driven instability”. More precisely, the trivial solution of (1.2) with the classical mixed boundary
conditions
u = v = 0 on Γ0, ∂u
∂n
= ∂v
∂n
= 0 on ∂Ω \ Γ0 (1.4)
is stable only for parameters (d1,d2) from a certain open part DS of the positive quadrant R2+ , but unstable for (d1,d2)
from DU := R2+ \ DS , see Section 2. Bifurcation of stationary spatially non-homogeneous solutions of (1.2), (1.4) occurs on
the border CE between DS and DU and in DU , but is excluded in DS . Note that (1.3) implies that our system is either of
an activator-inhibitor or of a substrate-depletion type (see e.g. [3,21]):
b11 > 0> b22 and (b12 < 0< b21 or b21 < 0< b12).
We will supplement the system (1.2) by unilateral conditions which can describe unilateral membranes or some other
kind of regulation on the boundary or in the interior of Ω . As an example, let us mention here boundary conditions of
Signorini type⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
u = v = 0 on Γ0,
∂u
∂n
= 0 on ∂Ω \ (Γ0 ∪ Γ1),
∂u
∂n
 0, u  0, ∂u
∂n
· u = 0 on Γ1,
∂v
∂n
= 0 on ∂Ω \ (Γ0 ∪ Γ2),
∂v
∂n
 0, v  0, ∂v
∂n
· v = 0 on Γ2,
(1.5)
where Γ1, Γ2 are measurable subsets of ∂Ω , Γ1 ∩ Γ0 = Γ2 ∩ Γ0 = ∅. A possible interpretation of the third and ﬁfth lines
in (1.5) is that the concentration cannot go under a prescribed value (which is shifted to zero in our model) what is
guaranteed by a possible ﬂux into the domain. However, there is no ﬂux through the boundary in those points of Γ j where
the concentration is larger than the prescribed value.
Some variant of (1.5) is the following which was proposed in [9]. We assume that the boundary parts Γ1 and Γ2 are
the union of ﬁnitely many (measurable) subsets Γ1, j or Γ2, j with disjoint closures, respectively, and instead of considering
the “pointwise” Signorini condition (1.5) on Γ1 and Γ2, we consider the following unilateral condition which takes only the
average on the respective subsets Γi, j with j from a ﬁnite index set J i into account⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
u = v = 0 on Γ0,
∂u
∂n
= 0 on ∂Ω \ (Γ0 ∪ Γ1),
∂u
∂n
= const 0,
∫
Γ1, j
u dx 0, ∂u
∂n
·
∫
Γ1, j
u dx = 0 on Γ1, j,
∂v
∂n
= 0 on ∂Ω \ (Γ0 ∪ Γ2),
∂v
∂n
= const 0,
∫
Γ2, j
v dx 0, ∂v
∂n
·
∫
Γ2, j
v dx = 0 on Γ2, j.
(1.6)
The third and ﬁfth line mean that the average of the concentration over the sets Γi, j must not decrease under a prescribed
value (shifted to zero again). This is guaranteed by a possible ﬂux into the domain. Since the difference of the concen-
trations in different points of Γi, j plays no role—only the average is measured—it is natural that the ﬂux is the same in
all points of any given Γi, j . This constantness also automatically follows from a natural weak formulation as was shown
in [9, Observation 5.2] (see also Appendix A).
However, essentially more complicated conditions (involving different signs and also the interior of Ω) will be in-
cluded in our theory, see Section 2. Our goal is to prove the existence of a global bifurcation of stationary solutions
to (1.2) with such general unilateral conditions, e.g. with (1.5), lying in the domain DS where bifurcation for the classi-
cal problem (1.2), (1.4) is impossible. We will speak about bifurcation points in R2+ but bifurcation will be understood
with respect to curves γ starting in DS and intersecting at least a suitable neighborhood of the border CE or CE itself.
More precisely, we will consider our problem with d = (d1,d2) replaced by γ (s) = (γ1(s), γ2(s)), where γ is a contin-
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uous mapping of a closed interval into R2+ satisfying some additional assumptions, s is a bifurcation parameter. The
result will imply that the bifurcation points γ (s∗) form connected sets in R2+ with a geometry which can be roughly
described.
It is known that in case of a unilateral condition only for v the bifurcation occurs even in DS . In the sense of local
bifurcation of stationary solutions this was proved in various forms of generality in [2,16,18,19] (the case of inequalities)
and [4,5,8] (the case of inclusions) by a certain homotopy method, see [14,15]. Actually, the bifurcation is global, which
was proved by using degree theory, see [23] (the case of inequalities and the particular curve d2 = const), [11] (inclusions)
and [1] (implicit inequalities). Additional global bifurcations occur in DU , see [27].
The existence of bifurcations for (1.2) with unilateral boundary conditions for both u and v with respect to a curve γ was
already proved in [7,17], but only local bifurcation was obtained and the hypotheses were essentially stronger. Bifurcation
along horizontal paths d2 = const was obtained under similar hypotheses in [22].
Although the basic scheme of our proofs in this paper is similar to that of [11] and [27], there arise several technical
diﬃculties. Most notably, the techniques from [19] and from [6] used to obtain the nonexistence of critical points near
the boundary of DS and in certain other zones, respectively, rely heavily on the fact that there is a classical boundary
condition in at least one of the two equations. Therefore we were obliged to develop a different method for the proof of
this basic nonexistence result (Lemma 3.4). Moreover, in contrast to the results with unilateral condition only for one un-
known function, our hypotheses do not only relate the location of the subsets where the unilateral conditions are given
with the eigenfunctions of the Laplacian but, in terms of the example above, also the relation between Γ1, Γ2 plays
a role.
In Section 2 we formulate a particular case of our main result (Theorem 2.1). The general result is formulated and proved
in Section 3 (Theorem 3.3).
2. A special case
Basic properties of the classical problem
Let 0 < κ1 < κ2 < · · · (not counting multiplicities) denote the eigenvalues of − (in the sense of weak solutions) with
the boundary condition
u = 0 on Γ0, ∂u
∂n
= 0 on Γ := ∂Ω \ Γ0. (2.1)
We denote the corresponding eigenspace by En . In the open ﬁrst quadrant R2+ of bifurcation parameters, we consider the
hyperbolas
Cn :=
{
(d1,d2) ∈ R2+: d2 =
b12b21/κ2n
d1 − b11/κn +
b22
κn
}
, (2.2)
see Fig. 1, which have vertical asymptotes d1 ≡ b11κn and the joint tangent line passing through 0 with the slope
−b12b21 + |b| + 2
√−b12b21|b|
b211
> 1. (2.3)
We will tacitly make use of the fact that for each n all points (d1,d2) ∈ Cn lie to the left of the vertical asymptote and above
the intersection of Cn with the second axis, i.e.
d1 <
b11
κn
, d2 >
b12b21
−κnb11 +
b22
κn
= |b|
κnb11
. (2.4)
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from
CA :=
⋃
n
Cn
are exactly the critical points for (the linearization of) the stationary problem
d1u + b11u + b12v + f1(u, v) = 0
d2v + b21u + b22v + f2(u, v) = 0 on Ω (2.5)
with the boundary conditions (1.4), i.e. exactly for these points (d1,d2) the linearization has a nontrivial solution, see
Proposition 3.2. Moreover concerning linear stability (see e.g. [24, Chapter 11]) we can say that the trivial solution is lin-
early stable for the system (1.2), (1.4), if and only if (d1,d2) belongs to the domain DS , which is the set lying to the “right”
of the envelope of the hyperbolas Cn , i.e.
DS :=
{
d ∈ R2+: d lies below or to the right of all Cn, n = 1,2, . . .
}
.
This was proved for one space dimension in [20] and in more generality in [2]. (Note that in several of the cited refer-
ences only the case b12 < 0 < b21 is considered; however, the case b21 < 0 < b12 can be reduced to the other case by the
substitution v˜ := −v , cf. [27].)
Growth of the domain
Note that if one just scales the domain Ω by a factor s, then after a straightforward substitution x˜ := sx, this scal-
ing actually corresponds to the multiplication of the parameters d1 and d2 by the factor s−2. In this sense, scaling of
the domain Ω corresponds in the rescaled system to moving d along a line d2/d1 = const in Fig. 1. For this reason, the
slope (2.3) is particularly important: If the diffusion quotient d2/d1 is below the slope (2.3), then certainly (d1,d2) ∈ DS
for all (d1,d2) ∈ R2+ on the line d2/d1 = const, i.e. (0,0) is a stable solution of (1.2), (1.4) and there is no critical point of
the stationary problem (2.5), (1.4) while if d2/d1 is larger than the value (2.3), then on the line d2/d1 = const there are
(d1,d2) /∈ DS , and there is some bifurcation for (2.5), (1.4) if the domain in the unscaled problem passes a certain critical
size.
A special case of the main result
Now we consider a unilateral condition for at least v , i.e. we assume that
mesN−1 Γ2 > 0. (2.6)
(Unilateral conditions only for u have a different effect, see e.g. [7,18].)
Let us now formulate (in a rather vague way) a special case of the main result of Section 3. Solutions are understood as
weak solutions in the space
H0 :=
{
u ∈ W 1,2(Ω): u = 0 on Γ0
}
(2.7)
(see Section 3 for details).
An important role will be played by the zone
Z0 :=
{
(d1,d2) ∈ R2+: d1 > κ−11 b11
}
which consists of all points lying to the right of the vertical asymptote of the hyperbola C1.
Theorem 2.1. Let (1.1), (1.3) and (2.6) be fulﬁlled. Consider a hyperbola Cn such that the corresponding eigenspace En of − has the
following two properties:
(1) There is some e ∈ En with e|Γ2  ε > 0 and −b21e|Γ1  ε.
(2) There is no e ∈ En, e = 0 with e|Γ2  0 and +b21e|Γ1  0 (alternatively, assume Γ1 = ∅).
Then for each point d0 ∈ Cn which is not an intersection point with another hyperbola Cm (m = n), there is a neighborhood V ⊆ R2+
of d0 with the following property. On each continuous path γ : I → R2+ , I being a closed interval, with γ (s0) ∈ Z0 and γ (s1) ∈ V for
some s0 < s1 , there is a bifurcation point γ (s∗), s∗ ∈ (s0, s1) of (2.5), (1.5) which is global in the following sense.
There is a connected branch B of triples (s,u, v)with (u, v) = (0,0) being weak solutions of (2.5), (1.5) corresponding to d = γ (s)
with (s∗,0,0) ∈ B, and such that B is unbounded or reaches the end of the path γ or returns to the path of trivial solutions in some s2 ,
i.e. (s2,0,0) ∈ B. The latter can only happen for s2 /∈ [s0, s1] and when γ (s2) belongs neither to V nor to Z0 .
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Fig. 3. Branches of bifurcation points when C2 is interior and satisﬁes the sign-condition (Deﬁnitions 3.1 and 3.2).
Actually, Theorem 3.3 will also make a similar statement for the intersection point d0 ∈ Cn ∩ Cm (n =m) and for more
general unilateral conditions. However, the corresponding hypotheses on d0 are somewhat different (the ﬁrst hypothesis
being slightly weaker, the second being slightly stronger).
Theorem 2.1 is illustrated by Fig. 2; the size of the neighborhood V is not exaggerated in this ﬁgure, because the hy-
pothesis is actually independent of the particular point d0, and hence V can actually be chosen as a common neighborhood
of all points on C2 which do not intersect any other hyperbolas.
Theorem 2.1 implies in particular: If there is at least one hyperbola Cn which satisﬁes the hypothesis then a global
bifurcation occurs on the path γ (t) = (td1, td2) corresponding to the scaling of the domain already mentioned, even if
d2/d1 is strictly less than the slope (2.3) of the common tangent, if d2/d1 is only close enough to this slope.
Moreover, Theorem 2.1 implies that, if considered as a subset of R2+ , the closure of the set of global (along some path
in the above sense) bifurcation points contains a connected branch in DS which “isolates” Z0 from the segment of CA
containing d0, see [28], i.e. not only there do exist inﬁnitely many of these global bifurcation points in DS , but, moreover,
these points form some global branch in DS .
Indeed, applying the disc-cutting theorem from [28] in the same manner as in [28], just using Theorem 2.1, one obtains
that the closure of these global bifurcation points in DS contains a connected branch which looks qualitatively as one of
the two branches in Fig. 3 (or a combination thereof):
(1) the branch is unbounded in the d2-direction or meets ∂DS “above” V , and
(2) the branch meets ∂DS “below” V or meets the axis d2 = 0 (or both as in Fig. 3).
In the example of Fig. 3 the branch might return at the intersection points C1 ∩ C2 or C2 ∩ C3 only if they fail to satisfy the
sign-condition (Deﬁnition 3.2) (because otherwise these points possess also a certain neighborhood V as in Theorem 2.1).
3. The main result
Formulation of the general problem
Now we formulate a general problem which includes all special cases mentioned in the introduction. Let Ω ⊆ RN and
Γ0 ⊆ ∂Ω be as in the introduction. We start with the following generalization of the classical (stationary) problem (2.5), (1.4)
d1u + b11u + b12v + f1(x,d,u, v,∇u,∇v) = 0 on Ω,
d2v + b21u + b22v + f2(x,d,u, v,∇u,∇v) = 0 on Ω, (3.1)
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⎪⎪⎪⎪⎩
u = v = 0 on Γ0,
∂u
∂n
= f3(x,d,u, v) on ∂Ω \ Γ0,
∂v
∂n
= f4(x,d,u, v) on ∂Ω \ Γ0.
(3.2)
Now we describe general unilateral conditions.
For i = 1,2, we ﬁx measurable subsets Ω±i ⊆ Ω and Γ ±i ⊆ Γ = ∂Ω \ Γ0 where(
Ω+i ∪ Γ +i
)∩ (Ω−i ∪ Γ −i )= ∅ (i = 1,2). (3.3)
In physical terms, these eight sets are the locations in the interior or on the boundary of Ω where a certain regulating
system or unilateral membranes work and allow some unilateral ﬂow in or out for u or v , respectively. Condition (3.3)
means that the locations for opposite ﬂux should not touch each other. Typically, most of these eight sets are empty,
i.e. not all possible sorts of obstacles appear simultaneously in the same problem. In order to simplify notation, we
set
Ωi := Ω+i ∪ Ω−i , Γi := Γ +i ∪ Γ −i (i = 1,2).
We need to consider at least one unilateral condition for v , i.e. we assume that
mesN Ω2 > 0 or mesN−1 Γ2 > 0. (3.4)
In order to deal also with (1.6), we further distinguish ﬁnitely many subsets Ω±i, j ⊆ Ω±i ( j ∈ J±1,i) and Γ ±i, j ⊆ Γ ±i ( j ∈ J±2,i)
such that
Ω±i, j ∩ Ω i,k = ∅, Γ ±i, j ∩ Γ ±i,k = ∅
for i = 1,2 and all respective j = k and put Ω̂±i := Ω±i \
⋃
j∈ J±1,i Ω
±
i, j and Γ̂
±
i := Γ ±i \
⋃
j∈ J±2,i Γ
±
i, j . It is explicitly admis-
sible that some (or all) of the ﬁnite index sets J±1,i , J
±
2,i (i = 1,2) are empty. Now our general unilateral problem is the
following
d1u + b11u + b12v + f1(x,d,u, v,∇u,∇v) = 0 on Ω \ Ω1,
±(d1u + b11u + b12v + f1(x,d,u, v,∇u,∇v)) 0, ±u  0 on Ω̂±1 ,(
d1u + b11u + b12v + f1(x,d,u, v,∇u,∇v)
)
u = 0 on Ω̂±1 ,
d1u + b11u + b12v + f1(x,d,u, v,∇u,∇v) = const 0, ±
∫
Ω±1, j
u dx 0 on Ω±1, j,
(
d1u + b11u + b12v + f1(x,d,u, v,∇u,∇v)
) ∫
Ω±1, j
u dx = 0 on Ω±1, j,
d2v + b21u + b22v + f2(x,d,u, v,∇u,∇v) = 0 on Ω \ Ω2,
±(d2v + b21u + b22v + f2(x,d,u, v,∇u,∇v)) 0, ±v  0 on Ω̂±2 ,(
d2v + b21u + b22v + f2(x,d,u, v,∇u,∇v)
)
v = 0 on Ω̂±2 ,
±(d2v + b21u + b22v + f2(x,d,u, v,∇u,∇v))= const 0, ± ∫
Ω±2
v dx 0 on Ω±2, j,
(
d2v + b21u + b22v + f2(x,d,u, v,∇u,∇v)
) ∫
Ω±
v dx = 0 on Ω±2, j, (3.5)
2
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
u = v = 0 on Γ0,
∂u
∂n
− f3(x,d,u, v) = 0 on Γ \ Γ1,
±
(
∂u
∂n
− f3(x,d,u, v)
)
 0, ±u  0 on Γ̂ ±1 ,(
∂u
∂n
− f3(x,d,u, v)
)
u = 0 on Γ̂ ±1 ,
±
(
∂u
∂n
− f3(x,d,u, v)
)
= const 0, ±
∫
Γ ±1, j
u dx 0 on Γ ±1, j,
(
∂u
∂n
− f3(x,d,u, v)
) ∫
Γ ±1, j
u dx = 0 on Γ ±1, j,
∂v
∂n
− f4(x,d,u, v) = 0 on Γ \ Γ2,
±
(
∂v
∂n
− f4(x,d,u, v)
)
 0, ±v  0 on Γ̂ ±2 ,(
∂v
∂n
− f4(x,d,u, v)
)
v = 0 on Γ̂ ±2 ,
±
(
∂v
∂n
− f4(x,d,u, v)
)
= const 0, ±
∫
Γ ±2, j
v dx 0 on Γ ±2, j,
(
∂v
∂n
− f4(x,d,u, v)
) ∫
Γ ±2, j
v dx = 0 on Γ ±2, j.
(3.6)
Of course, this problem contains the problems (2.5) with either (1.5) or (1.6) both as special cases: The former, if all of the
index sets J±2,i are empty, and the latter if Γ̂
±
i is empty (i = 1,2). However, the above problem allows even an arbitrary
mixture of these unilateral conditions and even similar conditions in the interior of Ω .
3.1. Weak formulation and basic assumptions
We are only interested in weak solutions. Hence, we formulate the problem here immediately in terms of corresponding
variational inequalities. We assume that f i :Ω × P ×R×R×RN ×RN → R (i = 1,2) and f i :Γ × P ×R×R → R (i = 3,4)
where P ⊆ R2+ will be speciﬁed for the results. For j = 0,1, we ﬁx exponents p j and q j according to the restrictions⎧⎪⎨
⎪⎩
p j ∈ [1/2,∞), q j ∈ (1,∞) arbitrary if N  2,
p0 := N
N − 2 , p1 :=
N − 1
N − 2 , q0 ∈
(
2N
N + 2 ,∞
)
, q1 ∈
(
2N − 2
N
,∞
)
if N > 2,
and we require the following:
(1) P ⊆ R2+ is open.
(2) f i satisfy the Carathéodory condition, i.e. f i(x, ·) are continuous for almost all x, and for all ﬁxed other arguments,
f i are measurable with respect to x.
(3) For each d0 ∈ P there are a0,d0 ∈ Lq0(Ω), a1,d0 ∈ Lq1 (Γ ), and ﬁnite constants b0,d0 ∈ [0,∞) such that for almost all x the
subcritical growth estimates
∣∣ f i(x,d,u, v,w, z)∣∣ a0,d0(x) + b0,d0 · ((|u| + |v|)p0 + ‖w‖ + ‖z‖)2/q0 (i = 1,2),∣∣ f i(x,d,u, v)∣∣ a1,d0(x) + b1,d0 · (|u| + |v|)2p1/q1 (i = 3,4), (3.7)
hold uniformly for all d in some neighborhood of d0.
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〈u, v〉 :=
∫
Ω
∇u(x) · ∇v(x)dx
which is equivalent to the usual scalar product inherited from W 1,2(Ω), see e.g. [30, Theorem 4.8.1]. For d ∈ P and u, v ∈ H0,
we deﬁne A0u, Fi(d,u, v) ∈ H0 by the equalities
〈A0u,ϕ〉 :=
∫
Ω
u(x)ϕ(x)dx,
〈
F1(d,u, v),ϕ
〉 := ∫
Ω
d−11 f1
(
x,d,u(x), v(x),∇u(x),∇v(x))ϕ(x)dx+ ∫
Γ
f3
(
x,d,u(x), v(x)
)
ϕ(x)dx,
〈
F2(d,u, v),ϕ
〉 := ∫
Ω
d−12 f2
(
x,d,u(x), v(x),∇u(x),∇v(x))ϕ(x)dx+ ∫
Γ
f4
(
x,d,u(x), v(x)
)
ϕ(x)dx
for all ϕ ∈ H0. By well-known facts about the superposition operator and the Sobolev embedding theorems, one obtains the
following result.
Proposition 3.1. A0 :H0 → H0 is linear and compact. Moreover, Fi : P × H0 × H0 → H0 are well deﬁned, continuous, and compact
in the sense that for each compact P0 ⊆ P and each bounded B ⊆ H0 × H0 the image Fi(P0 × B) is relatively compact.
Proof. Both claims are single-valued versions of that discussed in [27]; for special cases cf. also [13,29]. 
The weak formulation of the classical problem (3.1), (3.2) is now the system of operator equations
u − d−11 b11A0u − d−11 b12A0v − F1(d,u, v) = 0,
v − d−12 b21A0u − d−12 b22A0v − F2(d,u, v) = 0. (3.8)
Moreover, we deﬁne the cones
K1 :=
{
u ∈ H0: ±u|Ω̂±1  0 and ±
∫
Ω±1, j
u dx 0 for all j ∈ J±1,1
and ±u|Γ̂ ±1  0 and ±
∫
Γ ±1, j
u dx 0 for all j ∈ J±2,1
}
,
K2 :=
{
v ∈ H0: ±v|Ω̂±2  0 and ±
∫
Ω±2, j
v dx 0 for all j ∈ J±1,2
and ±v|Γ̂ ±2  0 and ±
∫
Γ ±2, j
v dx 0 for all j ∈ J±2,2
}
,
where the restrictions are understood in terms of traces, of course. As we will sketch in Appendix A, the weak formulation
of (3.5), (3.6) is the system of variational inequalities
u ∈ K1,
〈
u − (d−11 b11A0u + d−11 b12A0v + F1(d,u, v)),ϕ − u〉 0 for all ϕ ∈ K1,
v ∈ K2,
〈
v − (d−12 b21A0u + d−12 b22A0v + F2(d,u, v)),ψ − v〉 0 for all ψ ∈ K2. (3.9)
It will be convenient for us to deﬁne in the space H := H0 × H0 the families of operators
A(d1,d2)
(
u
v
)
:=
(
d−11 b11A0u + d−11 b12A0v
d−12 b21A0u + d−12 b22A0v
)
,
F
(
d,
(
u
v
))
:=
(
F1(d,u, v)
F (d,u, v)
)
. (3.10)2
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U = A(d)U + F (d,U ). (3.11)
Moreover, putting K := K1 × K2, the system (3.9) of variational inequalities becomes
U ∈ K , 〈U − (A(d)U + F (d,U )),Φ − U 〉 0 for all Φ ∈ K . (3.12)
Using standard arguments from the theory of variational inequalities, see e.g. [12, Section 1.2], we see that if we denote
by PK :H → K the canonical projection onto the closest element of K , then (3.12) can be reformulated as the ﬁxed point
equation
U = PK
(
A(d)U − F (d,U )). (3.13)
The notation of En from Section 2 means
En = {u ∈ H0: κn A0u = u}.
It will be convenient to deﬁne similarly in H
E A(d) :=
{
U ∈ H: A(d)U = U},
E A∗(d) :=
{
U ∈ H: A(d)∗U = U},
E A,K (d) :=
{
U ∈ K : 〈U − A(d)U ,Φ − U 〉 0 for all Φ ∈ K}= {U ∈ H: U = PK A(d)U},
CA,K :=
{
d ∈ R2+: E A,K (d) = {0}
}
.
We introduce for d = (d1,d2) ∈ Cn the numbers
αn(d) := −b12
b11 − d1κn =
d2κn − b22
b21
,
α∗n (d) :=
d−12 (−b21)
d−11 b11 − κn
= κn − d
−1
2 b22
d−11 b12
. (3.14)
For later usage we note the sign of these numbers under hypothesis (1.3):
α∗n (d) < 0<αn(d) (d ∈ Cn) if b12 < 0< b21,
αn(d) < 0<α
∗
n (d) (d ∈ Cn) if b12 > 0> b21. (3.15)
In [11] it has been calculated that the numbers (3.14) constitute a relation between En , E A(d), and E A∗ (d) in the follow-
ing sense.
Proposition 3.2. For d ∈ R2+ we have
E A(d) = {0} ⇔ E A∗(d) = {0} ⇔ d ∈ CA .
Moreover, for d ∈ Cn ∩ Cm (with not necessarily different n, m) we have
E A(d) =
{(
αn(d)en
en
)
+
(
αm(d)em
em
)
: en ∈ En, em ∈ Em
}
,
E A∗(d) =
{(
α∗n (d)en
en
)
+
(
α∗m(d)em
em
)
: en ∈ En, em ∈ Em
}
.
Corollary 3.1. Let d ∈ Cn ∩ Cm (with not necessarily different n, m). There is a “canonical” isomorphism from EA(d) onto E A∗ (d) given
by
U =
(
αn(d)en
en
)
+
(
αm(d)em
em
)
→ U∗ =
(
α∗n (d)en
en
)
+
(
α∗m(d)em
em
)
,
where en ∈ En and em ∈ Em.
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Deﬁnition 3.1. A hyperbola Cn is interior if there is some e ∈ En such that simultaneously (for all respective j)
±e|Γ̂ ±2  ε > 0, ±e|Ω̂±2  ε > 0, ±
∫
Γ ±2, j
e dx> 0, ±
∫
Ω±2, j
e dx> 0,
∓b21e|Γ̂ ±1  ε > 0, ∓b21e|Ω̂±1  ε > 0, ∓b21
∫
Γ ±1, j
e dx> 0, ∓b21
∫
Ω±1, j
e dx> 0. (3.16)
Then we also call each point d = (d1,d2) ∈ Cn interior.
The intersection point d = (d1,d2) ∈ Cn ∩ Cm of two hyperbolas is interior if there are en ∈ En and em ∈ Em such that
simultaneously (for all respective j)
±(en + em)|Γ̂ ±2  ε > 0, ±(en + em)|Ω̂±2  ε > 0,
±
∫
Γ ±2, j
(en + em)dx> 0, ±
∫
Ω±2, j
(en + em)dx> 0,
±(α∗n (d)en + α∗m(d)em)∣∣Γ̂ ±1  ε > 0, ±(α∗n (d)en + α∗m(d)em)∣∣Ω̂±1  ε > 0,
±
∫
Γ ±1, j
(
α∗n (d)en + α∗m(d)em
)
dx> 0, ±
∫
Ω±1, j
(
α∗n (d)en + α∗m(d)em
)
dx> 0. (3.17)
Note that (3.16) is actually just a special case of (3.17) when n =m, in view of (3.15).
In particular, an intersection point d ∈ Cn ∩ Cm is interior if at least one of the corresponding hyperbolas Cn or Cm is
interior. However, d ∈ Cn ∩ Cm can also be interior even if neither Cn nor Cm are interior hyperbolas.
In the case Γ1 = ∅ and Ω1 = ∅, Deﬁnition 3.1 becomes just a corresponding deﬁnition of [27] (see also [14]), and in this
special case this property is suﬃcient for the bifurcation Theorem 2.1. However, it appears that in our setting with unilateral
conditions for both u and v , we need an additional hypothesis which also relates Γi (or Ωi) to each other in some sense.
See also [17] for a particular case.
Deﬁnition 3.2. A hyperbola Cn satisﬁes the sign-condition if for each e ∈ En we have
(e ∈ K2 and b21e ∈ K1) ⇒ −b21e ∈ K1. (3.18)
A point d = (d1,d2) ∈ Cn satisﬁes the sign-condition if either Cn satisﬁes the sign-condition and d lies on no other hyperbola,
or if d ∈ Cn ∩ Cm and for each en ∈ En and each em ∈ Em we have(
en + em ∈ K2 and αn(d)en + αm(d)em ∈ K1
) ⇒ α∗n (d)en + α∗m(d)em ∈ K1. (3.19)
In view of (3.15), the implication (3.18) is just the special case of (3.19) when n =m.
In particular, we thus have some opposite implication compared to Deﬁnition 3.1: In order that d ∈ Cn ∩ Cm satisﬁes the
sign-condition, it is necessary that Cn and Cm both satisfy the sign-condition. However, it might happen that Cn and Cm
both satisfy the sign-condition although the intersection point d ∈ Cn ∩ Cm does not.
The sign-condition is not only a transfer of the main hypothesis of the local bifurcation results from [7,17] to our setting
but actually is even much more general in the case that our problem contains integrals as in (1.6). However, for the case
that we consider only the pointwise Signorini condition (1.5) the sign-condition is more restrictive as it might appear at
a ﬁrst glance: Indeed, if the boundary is so smooth that the unique continuation property for the eigenvalue problem of
the Laplacian holds then it can be shown that the sign-condition actually becomes the (apparently much more restrictive)
second hypothesis of Theorem 2.1. The latter is exactly the hypothesis used in [7,17].
For the case of intersection points of hyperbolas, a slightly different hypothesis was formulated in [8] (for a problem
with inclusions), but this was a mistake: This hypothesis in [8] should (in our notation) be corrected to
∀en ∈ En, em ∈ Em:
(
en + em ∈ K2 and αn(d)en + αm(d)em ∈ K1
) ⇒ en = em = 0
which of course implies (3.19) and is equivalent to (3.18) in the case of only pointwise Signorini conditions considered
in [8].
The sign-condition is an implicit reason for the hypothesis (3.4): Actually, we could replace throughout (3.4) by
mesN Ω1 > 0 or mesN Ω2 > 0 or mesN−1 Γ1 > 0 or mesN−1 Γ2 > 0, (3.20)
but if there is some interior point d on a hyperbola which satisﬁes the sign-condition (which we will assume for our main
result), then we are automatically in the situation of (3.4).
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3.2. Consequences of the main assumptions
Proposition 3.3. d ∈ CA satisﬁes the sign-condition if and only if the canonical isomorphism U → U ∗ of Corollary 3.1 satisﬁes
U ∈ E A(d) ∩ K ⇒ U∗ ∈ K . (3.21)
Deﬁnition 3.3. Let K∗ ⊆ H be a cone satisfying K∗ ⊆ K . We say that d ∈ CA satisﬁes the (K , A, K∗)-sign condition on P0 ⊆ R2+ ,
d ∈ P0, if for each U ∈ E A(d) ∩ K with ‖U‖ = 1 there are U∗ ∈ K∗ and δ > 0 (dependent on U and U∗) such that〈(
id− A(˜d))U ,U∗〉−δ∥∥(id− A(˜d)∗)U∗∥∥< 0 for all d˜ ∈ P0 \ {d} close to d.
For d ∈ Cn , let Hn(d) ⊆ R2 denote the largest open half-plane which touches d and is disjoint from Cn , i.e. Hn(d) is
limited by the tangent of Cn at d.
Deﬁnition 3.4. If d ∈ CA belongs to only one of the hyperbolas Cn , we call an open sector admissible ( for d) if it is centered
at d and its closure is contained in Hn(d) ∪ {d}. If d ∈ Cn ∩ Cm , we call an open sector admissible ( for d) if it is centered at d
and its closure is contained in (Hn(d) ∩ Hm(d)) ∪ {d} (see Fig. 4).
Although it was not explicitly claimed in this way in [11], the derivative of [11, Lemmas 3.9 and 3.10] actually show the
following result.
Lemma 3.1. Let d ∈ CA satisfy the sign-condition. Then d satisﬁes the (K , A, K∗)-sign condition with K∗ := K ∩ E A∗ (d) on any
admissible sector when one chooses U∗ ∈ E A∗ (d) in Deﬁnition 3.3 according to Corollary 3.1.
Lemma 3.1 can be understood as a reason for Deﬁnition 3.2: The sign-condition is necessary and suﬃcient for U ∗ ∈ K∗ .
Deﬁnition 3.5. A point d ∈ CA is (K , A)-interior if there is V ∗ ∈ E A∗ (d) such that the closure of the subspace
DK
(
V ∗
) := {W ∈ H: there is ε > 0 with V ∗ ± εW ∈ K}
satisﬁes
DK
(
V ∗
)⊇ {U − A(d)U : U ∈ E A,K (d)}. (3.22)
In [11, Lemma 2.2] the following characterization was shown.
Proposition 3.4. A point d ∈ CA is (K , A)-interior if and only if
E A,K (d) = E A(d) ∩ K . (3.23)
See also [14,15] for simplest particular versions of assertions of this type.
Lemma 3.2. Let d ∈ CA be interior. Then d is (K , A)-interior. If additionally (3.20) holds, then K∗ := K ∩ E A∗ (d) satisﬁes K∗ = −K∗ .
Proof. Put
V ∗ :=
(
α∗n (d)e
e
)
or V ∗ :=
(
α∗n (d)en + α∗m(d)em
en + em
)
,
respectively, where e respectively en and em are as in Deﬁnition 3.1. Then V ∗ ∈ E∗A(d) by Proposition 3.2, and DK (V ∗) = H.
Moreover, (3.20) implies V ∗ ∈ K∗ \ (−K∗). 
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corresponding traces are positive almost everywhere, if one requires certain smoothness conditions on Γi and Ωi . Indeed,
although DK (V ∗) in Lemma 3.2 is not dense in H under these requirements, one can probably argue similarly to [18] to
prove the inclusion (3.22) anyway. However, since this requires an involved analysis and ﬁne regularity and embedding
theorems, we postpone the considerations needed for this generalization to a separate paper.
We use the notation Br := {U ∈ H: ‖U‖ < r}.
Lemma 3.3. Let d0 ∈ CA be interior and satisfy the sign-condition. Then for each corresponding admissible sector P0 ⊆ R2+ there is
a neighborhood U ⊆ R2+ of d0 such that U ∩ P0 is disjoint from CA,K and such that we have for all d ∈ U ∩ P0
deg
(
id− PK A(d), Br,0
)= 0 for all r > 0.
Proof. For the particular choice K∗ := K ∩ E∗A(d0), Lemmas 3.1 and 3.2 imply that d0 is (K , A)-interior, satisﬁes the
(K , A, K∗)-sign condition on P0, and that K∗ = −K∗ . Hence, the claim follows from the abstract result for variational in-
equalities in [27, Appendix]. 
Deﬁnition 3.6. If d ∈ CA belongs to only one hyperbola Cn , then we denote by D(d) ⊆ R2+ the set of all points below or to
the right of Cn . If d ∈ Cn ∩ Cm , then D(d) ⊆ R2+ is deﬁned as the set of all points below or to the right of both hyperbolas Cn
and Cm .
In Lemma 3.3 we would like to replace P0 by D(d0). Unfortunately, this does not follow directly from Lemma 3.3, because
the size of U might depend on P0 and d0. Therefore, we use the slightly different approach from [19], see also [27].
Lemma 3.4. Let d0 ∈ CA be interior and satisfy the sign-condition. Then there is a neighborhood V ⊆ R2+ of d0 such that V ∩ D(d0)∩
CA,K = ∅.
Remark 3.2. Our proof of Lemma 3.4 will show that the conclusion holds for any operator A(d) of the form (3.10) in
a Hilbert space H = H0 × H0 with real constants bij satisfying (1.3) and A0 being a positive compact operator in a Hilbert
space H0 with characteristic values κ j , and for any K = K1 × K2 where Ki ⊆ H0 are cones (i.e. convex and closed with
0 ∈ Ki + Ki ⊆ Ki) under the hypothesis that d ∈ CA is (K , A)-interior and satisﬁes (3.21).
Although the statement of Lemma 3.4 is analogous to corresponding lemmas in [19,27] when Ω1 = Γ1 = ∅, we cannot
use the method of proof of these papers under our weaker hypothesis (3.21), because we can only use those functions ϕ
in (3.9) as test functions which belong to K1. For our natural choice of test functions ϕ in the subsequent proof, this can be
arranged by (3.21) only under the following technical condition (3.24).
Lemma 3.5. Let d0 = (d0,1,d0,2) ∈ Cn ∩ Cm with n > m. Then for each point dˆn = (dˆn,1, dˆn,2) ∈ Cn there is a unique point dˆm =
(dˆm,1, dˆm,2) ∈ Cm with
det
(
α∗n (d0) α∗n (dˆn)
α∗m(d0) α∗m(dˆm)
)
= 0, (3.24)
where α∗i is the quantity from (3.14). Moreover, one of the following three cases must hold:⎧⎪⎨
⎪⎩
dˆn,1 < dˆm,1 < d0,1 and dˆn,2 < dˆm,2 < d0,2,
dˆn,1 > dˆm,1 > d0,1 and dˆn,2 > dˆm,2 > d0,2,
dˆn = dˆm = d0.
(3.25)
The mapping Cn → Cm, dˆn → dˆm, is in a neighborhood of its unique ﬁxed point d0 a diffeomorphism which preserves the canonical
directions.
Proof. Condition (3.24) means
α∗m(dˆm) =
α∗m(d0)
α∗n (d0)
α∗n (dˆn) =
b11 − d0,1κn
b11 − d0,1κmα
∗
n (dˆn) =
d0,2κm − b22
d0,2κn − b22 α
∗
n (dˆn).
Expressing dˆi,2 (or dˆi,1) in terms of dˆi,1 (or dˆi,2, respectively) by using the equation for the hyperbola Ci for i = n,m,
a straightforward but cumbersome calculation shows that the above equation (using the third or fourth term on the right-
hand side, respectively) can be rewritten as dˆm,1 = h1(dˆn,1) (or dˆm,2 = h2(dˆn,2), respectively) where
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κm
· (b11 − κnd0,1)|b|
(b11 − κmd0,1)|b| − κnd0,1b22(κn − κm)x ,
h2(x) := κnx
κm
· (κnd0,2 − b22)|b|
(κmd0,2 − b22)|b| + κnd0,2b11(κn − κm)x .
In view of κn > κm and (2.4), we have h j(x) > 0 for x> 0 and j = 1,2. The fact that h1 : (0,∞) → (0,∞) (i.e. we can solve
the mentioned equation uniquely for dˆm,1, and the solution is positive) implies the unique existence of a point dˆm ∈ Cm
satisfying (3.24). By the above calculations, this point must have the form dˆm = (h1(dˆn,1),h2(dˆn,2)). For the functions δ j(x) :=
x− h j(x), we calculate
δ1(x) = (κn − κm)x
κm
· ((κn + κm)d0,1 − b11)|b| − κnκmd0,1b22x
(b11 − κmd0,1)|b| − κnd0,1b22(κn − κm)x , (3.26)
δ2(x) = (κn − κm)x
κm
· (b22 − (κn + κm)d0,2)|b| + κnκmd0,2b11x
(κmd0,2 − b22)|b| + κnd0,2b11(κn − κm)x . (3.27)
Note that in case dˆn = d0, we must automatically have dˆm = d0, i.e. we must have h j(d0, j) = d0, j and thus δ j(d0, j) = 0 for
j = 1,2. We are interested in the signs of δ j(x) for x > 0. Since the nominators are positive, it thus suﬃces to consider
the second denominator in (3.26) and (3.27), respectively; these are aﬃne functions in x with positive coeﬃcients. Hence,
δ j changes sign on (0,∞) from negative to positive at its only zero d0, j , i.e., δ j(x) has the same sign as x−d0, j . In particular,
whenever dˆn ∈ Cn lies under d0 ∈ Cn ∩ Cm , i.e. dˆn, j < d0, j ( j = 1,2), then δ j(dˆn, j) < 0, i.e. dˆn, j < h j(dˆn, j) = dˆm, j . Similarly, if
dˆn ∈ Cn lies above d0, then δ j(dˆn, j) > 0, i.e. dˆn, j > h j(dˆn, j) = dˆm, j .
Finally, we note that h j are strictly increasing on (0,∞), since for all x> 0
h′1(x) =
κn
κm
· (b11 − d0,1κn)(b11 − d0,1κm)|b|
2
((b11 − d0,1κm)|b| − κnd0,1b22(κn − κm)x)2 > 0,
h′2(x) =
κn
κm
· (κmd0,2 − b22)(κnd0,2 − b22)|b|
2
((κmd0,2 − b22)|b| + κnd0,2b11(κn − κm)x)2 > 0.
For j = 1,2, the above observed equality h j(d0, j) = d0, j thus implies in case dˆn, j < d0, j that dˆm, j = h j(dˆn, j) < h j(d0, j) = d0, j
and similarly in case dˆn, j > d0, j that dˆm, j > d0, j . 
Unfortunately, the inequalities in (3.25) are such that the idea from [19,27] to prove Lemma 3.4 just by considering
the signs of the terms in (3.31) can be used only in a special region (we can use this idea only in the third case in (3.29)).
Outside this region, at least one of the terms in (3.31) can have a different sign, and we need special choices of the auxiliary
points dˆn and dˆm and very careful estimates to obtain the same conclusion.
Proof of Lemma 3.4. Assume by contradiction that there is a sequence dk = (dk,1,dk,2) ∈ D(d0) ∩ CA,K with dk → d0 =
(d0,1,d0,2). Choose Uk = (uk, vk) ∈ E A,K (dk) with ‖Uk‖ = 1, i.e.
Uk ∈ K ,
〈
Uk − A(dk)Uk,Φ − Uk
〉
 0 for all Φ ∈ K . (3.28)
Since Uk = PK A(dk)Uk , PK is continuous and A0 is compact, we can assume, passing to a subsequence if necessary, that
Uk converges in H to some U0. Passing to the limit, we obtain U0 ∈ E A,K (d0), and so (3.23) implies U0 ∈ E A(d0). Note here
that ‖Uk‖ = 1 implies ‖U0‖ = 1.
We can assume that d0 ∈ Cn ∩ Cm if we do not exclude n = m. Using the notation of Proposition 3.2, we ﬁnd that for
i = n,m there are ei ∈ Ei such that
U0 =
(
u0
v0
)
=
(
αn(d0)en + αm(d0)em
en + em
)
.
Since U0 = 0, en and em cannot both vanish. Without loss of generality, it suﬃces to consider the two cases
(A) n >m and en = 0 and em = 0, or
(B) n =m,
since if e.g. em = 0, the hyperbola Cm can be ignored for our previous and subsequent considerations, i.e. in this situation
all our arguments are as in the case that d0 ∈ Cn is not an intersection point with another hyperbola.
For all k, we choose now points dˆi,k := (dˆi,k,1, dˆi,k,2) ∈ Ci with dˆi,k → d0 (i = n,m) such that in case (A)⎧⎪⎨
⎪⎩
dˆn,k,1 = dk,1 if dk,1 < d0,1,
dˆm,k,2 = dk,2 if dk,2 > d0,2,
ˆ ˆ
(3.29)dn,k = dm,k = d0 otherwise;
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Fig. 6. The choice of dˆn,k = dˆm,k in situation (B).
the point dˆm,k (in the ﬁrst case) or dˆn,k (in the second case) is chosen according to Lemma 3.5; according to that lemma
the choice in the second case is at least possible if k is suﬃciently large, without loss of generality for all k. The three cases
are sketched in Fig. 5.
In case (B) we just require that dˆn,k = dˆm,k ∈ Cn = Cm satisfy
dˆn,k,1 = dˆm,k,1 < dk,1 and dˆn,k,2 = dˆm,k,2 > dk,2, (3.30)
see Fig. 6; of course, we can assume also in this case that dˆi,k → d0 (i = n,m).
In both cases the corresponding determinant (3.24) vanishes. With the notation
e∗i,k := α∗i (dˆi,k)ei (i = n,m)
the vector u∗k := e∗n,k + e∗m,k thus is a positive multiple of
u∗0 := α∗n (d0)en + α∗m(d0)em.
In view of the form of U0, (3.21) implies that u∗0 ∈ K1. Hence, also u∗k ∈ K1, and since v0 ∈ K2, we have Φ := U0 +
(dk,1u∗k ,dk,2v0) ∈ K + K ⊆ K which implies by (3.28) that
0
〈(
uk − (d−1k,1b11A0uk + d−1k,1b12A0vk)
vk − (d−1k,2b21A0uk + d−1k,2b22A0vk)
)
,
(
dk,1u∗k
dk,2v0
)〉
= 〈dk,1uk − (b11A0uk + b12A0vk),u∗k 〉+ 〈dk,2vk − (b21A0uk + b22A0vk), v0〉
= 〈dk,1u∗k − (b11A0u∗k + b21A0v0),uk〉+ 〈dk,2v0 − (b12A0u∗k + b22A0v0), vk〉,
where we used the symmetry of A0 for the last equality. Since dˆi,k ∈ Ci , Proposition 3.2 implies by our choice of e∗i,k that
(e∗i,k, ei) ∈ E A∗ (dˆi,k), i.e.
dˆi,k,1e
∗
i,k = b11A0e∗i,k + b21A0ei,
dˆi,k,2ei = b12A0e∗i,k + b22A0ei
for i = n,m. Summing up for i = n,m, we obtain
dˆn,k,1e
∗
n,k + dˆm,k,1e∗m,k = b11A0u∗k + b21A0v0,
dˆn,k,2en + dˆm,k,2em = b12A0u∗k + b22A0v0.
Inserting these equalities into the above inequality, we obtain
0 (dk,1 − dˆn,k,1)
〈
e∗ ,uk
〉+ (dk,1 − dˆm,k,1)〈e∗ ,uk〉+ (dk,2 − dˆn,k,2)〈en, vk〉 + (dk,2 − dˆm,k,2)〈em, vk〉.n,k m,k
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lim
k→∞
〈
e∗i,k,uk
〉= α∗i (d0)〈ei,αn(d0)en + αm(d0)em〉= αi(d0)α∗i (d0)‖ei‖2,
lim
k→∞
〈ei, vk〉 = 〈ei, en + em〉 = ‖ei‖2.
Since all of these limits are nonzero, we can conclude that
0 (dk,1 − dˆn,k,1)αn(d0)α∗n (d0)‖en‖2 + (dk,1 − dˆm,k,1)αm(d0)α∗m(d0)‖em‖2
+ (dk,2 − dˆn,k,2)‖en‖2 + (dk,2 − dˆm,k,2)‖em‖2 (3.31)
for all suﬃciently large k. Also in case (B), we obtain (3.31) by an analogous reasoning (using en = em = 0 instead of the
orthogonality). We will lead (3.31) to a contradiction in all cases.
In case (B), the contradiction follows from (3.30), since αm(d0)α∗m(d0) < 0 and en = em = 0.
In case (A), one of the three cases from (3.29) must occur for inﬁnitely many k. If this is the last case, we obtain a con-
tradiction similarly as in case (B), since dˆn,k,1 = dˆm,k,1  dk,1 and dˆn,k,2 = dˆm,k,2  dk,2 with at least one of the inequalities
being strict.
If the ﬁrst case of (3.29) occurs for inﬁnitely many k, then for those k the ﬁrst term in (3.31) vanishes, and the third is
negative. Hence,
(dk,1 − dˆm,k,1)αm(d0)α∗m(d0)+ (dk,2 − dˆm,k,2) > 0 (3.32)
for inﬁnitely many k where dˆm,k,1 ∈ (dk,1,d0,1) by Lemma 3.5 and the choice in (3.29) and dˆm,k = (dˆm,k,1, dˆm,k,2) ∈ Cm . We
will show that this is impossible if dk is suﬃciently close to d0.
To see this, we deﬁne an auxiliary coordinate d˜m,k,2 by the requirement d˜m,k := (dk,1, d˜m,k,2) ∈ Cm , see Fig. 5. Observing
that dk,2 < dˆn,k,2 < d˜m,k,2, we can replace dk,2 by d˜m,k,2 in (3.32). Inserting the formula for the hyperbola Cm , we thus obtain
that the function
h1(x) := (x− dk,1)
(−αm(d0)α∗m(d0))+
(
b12b21/κ2m
dk,1 − b11/κm +
b22
κm
)
−
(
b12b21/κ2m
x− b11/κm +
b22
κm
)
is positive for x = dˆm,k,1 ∈ (dk,1,d0,1). However, we have
h′1(x) = −αm(d0)α∗m(d0) +
b12b21
(b11 − κmx)2 < −αm(d0)α
∗
m(d0) +
b12b21
b11(b11 − κmx) .
Note that
−αm(d0)α∗m(d0) = −
d−10,2b22 − κm
d−10,1b11 − κm
= κmd0,1|b| − κmd0,1b22 ·
−b12b21
b11 − κmd0,1 ,
where we obtained the last equality by expressing d0,2 in terms of d0,1 in view of d0 ∈ Cm . Since for x = d0,1 the common
nominator in h′1(d0,1),
N := (|b| − κmd0,1b22)b11(b11 − κmd0,1),
is positive, we obtain h′1(d0,1) < 0, because
h′1(d0,1)N < (−b12b21)
(
κmd0,1b11 −
(|b| − κmd0,1b22))
< −b12b21κmd0,1(b11 + b22) < 0
in view of (1.3). Since the function h1 is continuously differentiable, h1 is thus strictly decreasing in a neighborhood of d0,1.
Hence, there is some δ > 0, depending only on h1, i.e. only on (bij)i j , κm , and d0,1, such that h1(x) < h1(dk,1) = 0 for all
x ∈ (dk,1,d0,1), provided that dk,1 > d0,1 − δ. In particular, if dk is suﬃciently close to d0, we have h1(dˆk,m,1) < 0 which is
a contradiction.
Finally, we assume that the second case of (3.29) occurs for inﬁnitely many k. For those k the fourth term in (3.31)
vanishes, and the second is negative. Hence, (3.31) implies
(dk,1 − dˆn,k,1)αn(d0)α∗n (d0)+ (dk,2 − dˆn,k,2) > 0, (3.33)
where dˆn,k,2 > dk,2 > d0,2 by Lemma 3.5 and the choice in (3.29) and dˆn,k = (dˆn,k,1, dˆn,k,2) ∈ Cn . We will show that this is
impossible.
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observing that αn(d0)α∗n (d0) < 0, we can thus replace dk,1 by d˜n,k,1 in (3.33). Inserting the formula determining Cn , we thus
obtain that
h2(x) :=
(
b11x− κ−1n |b|
κnx− b22 −
b11dk,2 − κ−1n |b|
κndk,2 − b22
)(−αn(d0)α∗n (d0))+ (dk,2 − x)
is positive for x = dˆn,k,2. However, we calculate
h′2(x) =
|b| − b11b22
(κnx− b22)2
(−αn(d0)α∗n (d0))− 1.
Since we have
−αn(d0)α∗n (d0) = −
d−10,2b22 − κn
d−10,1b11 − κn
= κnd0,2 − b22|b| − b11b22 ·
b11κnd0,2 − |b|
κnd0,2
,
where we obtained the last equality by expressing d0,1 in terms of d0,2 in view of d0 ∈ Cn , we conclude that for x> d0,2, in
view of (2.4) and (1.3),
h′2(x) + 1=
κnd0,2 − b22
κnx− b22 ·
b11κnd0,2 − |b|
(κnx− b22)κnd0,2
< 1 · b11κnd0,2
(
|b|
b11
− b22)κnd0,2
= b
2
11
|b| − b11b22 <
b11(−b22)
−b12b21 < 1.
Hence, h2 is strictly decreasing on (d0,2,∞), and so h2(dˆn,k,2) < h2(dk,2) = 0 which is a contradiction. 
3.3. Main hypothesis on the nonlinearities
In the introduction, we had required that the nonlinearities be the remainder terms of a linearization. So far, we have not
required such a hypothesis for the nonlinearities f i . This hypothesis will be expressed by the requirement that for P∗ ⊆ P
and d∗ ∈ P∗ (which will be speciﬁed for the results) the following limits hold:
sup
w,z∈RN
sup
d∈P∗
∣∣d−1i f i(x,d,u, v,w, z)∣∣ c∗ max{(|u| + |v|)2p0/q0 , |u| + |v|} (i = 1,2),
lim
(d,u,v,w,z)→(d∗,0,0,0,0)
d∈P∗, (u,v,w,z) =(0,0,0,0)
f i(x,d,u, v,w, z)
|u| + |v| + ‖w‖ + ‖z‖ = 0 (i = 1,2),
sup
d∈P∗
∣∣ f i(x,d,u, v)∣∣ c∗ max{(|u| + |v|)2p1/q1 , |u| + |v|} (i = 3,4),
lim
(d,u,v)→(d∗,0,0)
d∈P∗, (u,v) =(0,0)
f i(x,d,u, v)
|u| + |v| = 0 (i = 3,4). (3.34)
Arguing similarly as in [10], one obtains the following lemma (which is also formulated in [27]).
Lemma 3.6. Hypothesis (3.34) implies
lim
(d,U )→(d∗,0)
d∈P∗,U =0
‖F (d,U )‖
‖U‖ = lim(d,U )→(d∗,0)
d∈P∗,U =0
‖Fi(d,U )‖
‖U‖ = 0 (i = 1,2). (3.35)
3.4. Main results
Now we can prove our ﬁrst result about the degree for (3.13).
Theorem 3.1. Suppose (1.1), (1.3) and (3.4). Let d0 ∈ CA be interior and satisfy the sign-condition. Then there is a neighborhood
V ⊆ R2+ of d0 such that for each P∗ ⊆ P and each d∗ ∈ D(d0)∩ V ∩ P∗ with (3.34) there is some r∗ > 0 and a neighborhood V∗ ⊆ R2+
of d∗ such that for each d ∈ V∗ ∩ P∗
deg
(
id− PK
(
A(d) + F (d, ·)), Br,0)= 0 (0< r  r∗). (3.36)
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we can assume that D(d0) ∩ V is pathwise connected. We show that this is the required neighborhood.
To this end we show ﬁrst that for each P∗ ⊆ P and each d∗ ∈ D(d0)∩ V ∩ P∗ there is r∗ > 0 and a neighborhood V∗ ⊆ R2+
of d∗ such that for each d ∈ V∗ ∩ P∗ the homotopy
Hd(t,U ) := U − PK
(
A(d)U + t F (d,U ))
has no zero for t ∈ [0,1] and 0< ‖U‖ r∗ .
Indeed, assume by contradiction that there are sequences tn ∈ [0,1], Un ∈ H, and dn ∈ P∗ with 0 < ‖Un‖ → 0, and
dn → d∗ such that Hdn (tn,Un) = 0. Then wn := Un/‖Un‖ satisﬁes
wn = PK
(
A(dn)wn + tn F (dn,Un)‖Un‖
)
.
By (3.34), the above quotient tends to 0. Since the compactness of A0 implies that A(dn)wn contains a convergent subse-
quence, we obtain, passing to this subsequence, that wn → w , where w = PK A(d∗)w . Since ‖w‖ = 1, this gives the required
contradiction d∗ ∈ CA,K .
The excision and homotopy invariance property of the degree now imply that the degree in (3.36) is deﬁned for d ∈
V∗ ∩ P∗ and 0< r  r∗ , and its value is
zd := deg
(
id− PK A(d), Br,0
)
for all r > 0.
Applying the homotopy invariance of the degree once more, we obtain that zd is actually deﬁned and independent of d on
any path which does not intersect CA,K . By our choice of V we ﬁnd such a path which contains some d from a sector which
is admissible for d0 and so close to d0 that Lemma 3.3 implies zd = 0. 
Now we prepare our second result about the degree.
Lemma 3.7. Suppose (1.3). For d ∈ Z0 we have d /∈ CA,K and
deg
(
id− PK A(d), Br,0
)= 1 for all r > 0.
Proof. By the homotopy invariance and normalization of the degree, it suﬃces to show that the homotopy H(t,U ) :=
U − PK t A(d)U has no zero on [0,1] × (H \ {0}). Thus, assume by contradiction that H(t,U ) = 0 for some U = 0, i.e.
U = (u, v) satisﬁes
u ∈ K1,
〈
u − t(d−11 b11A0u + d−11 b12A0v),ϕ − u〉 0 for all ϕ ∈ K1,
v ∈ K2,
〈
v − t(d−12 b21A0u + d−12 b22A0v),ψ − v〉 0 for all ψ ∈ K2.
With the particular choice ϕ = ψ = 0, we obtain
‖u‖2  d−11 t
(
b11〈A0u,u〉 + b12〈A0v,u〉
)
, (3.37)
‖v‖2  d−12 t
(
b21〈A0u, v〉 + b22〈A0v, v〉
)
. (3.38)
Since A0 is nonnegative, and so b22〈A0v, v〉  0, we obtain from (3.38) that b21〈A0u, v〉  0. The symmetry of A0 thus
implies b12〈A0v,u〉 = b12〈A0u, v〉 0, and hence, by (3.37) and 0 d−11 t  d−11 , we have
‖u‖2  d−11 b11〈A0u,u〉 d−11 b11κ−11 ‖u‖2.
In view of d ∈ Z0, we conclude u = 0. Inserting u = 0 in (3.38), we obtain in view of b22〈A0v, v〉  0 that also v = 0,
contradicting U = 0. 
Now we can prove our second result about the degree for (3.13).
Theorem 3.2. Suppose (1.1), (1.3) and (3.4). Let P∗ ⊆ P and d∗ ∈ Z0 ∩ P∗ . If (3.34) holds then there are r∗ > 0 and a neighborhood
of d∗ such that for each d ∈ P∗ in this neighborhood
deg
(
id− PK
(
A(d) + F (d, ·)), Br,0)= 1 (0< r  r∗).
Proof. The proof is completely analogous to that of Theorem 3.1 (with V := {d∗}) with the only difference that Lemma 3.7
is used to obtain the contradiction and to prove that zd = 1. 
Combining Theorems 3.1 and 3.2, and observing that the corresponding degrees differ, we can now use the Rabinowitz’
type bifurcation theorem from [26] in the same manner as in [11,27] and obtain for instance the following conclusion.
By a local bifurcation point we mean d0 ∈ R2+ such that in any neighborhood of (d0,0,0) in R2+ × H0 × H0 there is
a solution (d,u, v) with (u, v) = (0,0).
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there is a neighborhood V ⊆ R2+ of d0 which has the following property.
Let I be a closed interval and γ : I → P be continuous and such that there are s0, s1 ∈ I , s0 < s1 with γ (s j) ∈ V ∩ D(d0) and
γ (s1− j) ∈ Z0 for some j ∈ {0,1} and such that (3.34) holds with d∗ = γ (s0), P∗ := γ ((s0 − ε, s0] ∩ I) and with d∗ = γ (s1), P∗ :=
γ ([s1, s1 − ε) ∩ I) for some ε > 0.
Then there is at least one bifurcation point of solutions of (3.9) on γ ([s0, s1]) which is global along γ in the following sense.
There is a connected branch B ⊆ I × H consisting of points (s,u, v) such that (u, v) = (0,0) and (u, v) is a solution of (3.9) with
(d1,d2) = γ (s) and such that there is some point s∗ ∈ [s0, s1] with (s∗,0,0) ∈ B and at least one of the following holds:
(1) B is unbounded or hits the end of I (i.e. B contains a point of the form (a,u, v) with a ∈ ∂ I).
(2) B returns to the trivial branch strictly outside [s0, s1], i.e. B contains a point of the form (s2,0,0) with s2 < s0 or s2 > s1 .
For any P∗ ⊆ P and d∗ ∈ P∗ with (3.34) the point (d∗,0,0) is not a local bifurcation point of (3.9) on P∗ ×H if either d∗ ∈ V ∩ D(d0)
or d∗ ∈ Z0 . Hence, B cannot start or return at such a point d∗ = γ (s).
The latter implies in particular that if (3.34) holds also with d∗ = γ (s0), P∗ := γ ((s0, s0 + ε)) or with d∗ = γ (s1), P∗ := γ ((s1 −
ε, s0)) for some ε > 0, then s∗ > s0 or s∗ < s1 , respectively.
Appendix A. On the weak formulation of unilateral conditions
In this section we brieﬂy sketch why the weak formulation is appropriate for the considered unilateral problem. Instead
of considering the most general unilateral problem (3.5), (3.6) with all its technicalities we just want to sketch the idea
in a simple special case. Since the “pointwise” Signorini conditions (1.5) (and analogously in the interior of Ω) are well
known, and the unilateral integral conditions (1.6) on the boundary had been discussed in [9, Observation 5.2], we restrict
ourselves to the discussion of unilateral integral conditions in the interior, for simplicity with only positive sign. Of course,
it suﬃces to consider the case of only one function u with a given right-hand side f : the general case comes from choosing
the right-hand side depending on the solutions. Hence, we consider the problem
u(x) + f (x) = 0 on Ω \ (Ω1 ∪ · · · ∪ Ωm),
u(x) + f (x) = const 0,
∫
Ω j
u(x)dx 0 on Ω j ( j = 1, . . . ,m),
(
u(x) + f (x)) ∫
Ω j
u(x)dx = 0 on Ω j ( j = 1, . . . ,m) (A.1)
with f ∈ L2(Ω) and classical boundary conditions (2.1). Here, Ω j ⊆ Ω are assumed to be open with Lipschitz boundaries
and such that Ω j are pairwise disjoint and disjoint from ∂Ω . Using the notation of Section 3 and the cone
K1 :=
{
u ∈ H0:
∫
Ω j
u dx 0 for j = 1, . . . ,m
}
we want to justify that the appropriate weak formulation of (A.1), (2.1) is the variational inequality
u ∈ K1,
∫
Ω
∇u · ∇(ϕ − u)dx
∫
Ω
f · (ϕ − u)dx for all ϕ ∈ K1. (A.2)
Proposition A.1. Let u satisfy (A.2). Then u ∈ L2(Ω), and (A.1) holds almost everywhere; the boundary conditions (2.1) hold in the
sense of traces a.e. on Γ0 and in the usual weak sense on Γ .
Proof. Whenever ψ ∈ H0 has its support outside Ω1 ∪ · · · ∪ Ωm , we can choose ϕ = u ± ψ in (A.2) and thus obtain∫
Ω
∇u · ∇ψ dx =
∫
Ω
fψ dx. (A.3)
From (A.3), standard considerations imply −u = f a.e. on Ω \ (Ω1 ∪ · · · ∪ Ωm), in particular, u ∈ L2(Ω \ (Ω1 ∪ · · · ∪Ωm)).
Using this, also the boundary conditions (2.1) in the usual weak sense follow from (A.3).
If j is such that
∫
Ω j
u dx> 0, the argument is similar: For any ψ ∈ H0 with support in Ω j there exists some εψ > 0 with
ϕ = u ± εψψ ∈ K1, and for this choices we obtain from (A.2) that (A.3) holds, which implies −u = f a.e. on Ω j .
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in Ω j , we deﬁne c j,ψ by∫
Ω j
ψ dx = c j,ψ
∫
Ω j
ψ j dx
and then can choose ϕ = u ± (ψ − c j,ψψ j) ∈ K1 in (A.2) to obtain∫
Ω j
∇u · ∇(ψ − c j,ψψ j)dx =
∫
Ω j
f · (ψ − c j,ψψ j)dx.
Inserting the deﬁnition of c j,ψ , we can rewrite this as∫
Ω j
∇u(x) · ∇ψ(x)dx =
∫
Ω j
(
f (x)− C j,u
)
ψ(x)dx (A.4)
with
C j,u :=
( ∫
Ω j
ψ j(x)dx
)−1( ∫
Ω j
∇u(x) · ∇ψ j(x)dx−
∫
Ω j
f (x)ψ j(x)dx
)
. (A.5)
From (A.4) we obtain by standard regularity theory of elliptic equations that −u(x) = f (x) − C j,u for almost all x ∈ Ω j .
Moreover, by deﬁnition (A.5), since we have ψ j ∈ K1 with support in Ω j and can choose ϕ = u+ψ j ∈ K1 in (A.2), we obtain
C j,u  0. 
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