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Rezime
U ovoj disertaciji predstavljeno je istraºivanje usmereno ka problemu automatskog
rasporeivanja elemenata grafova, obuhvataju¢i izu£avanje i implementaciju raznih
algoritama ovog tipa, te osmi²ljavanje i realizaciju na£ina za pojednostavljenu selekciju,
konﬁguraciju i primenu odgovaraju¢eg algoritma.
Algoritmi za automatsko rasporeivanje elemenata grafova imaju za cilj kreiranje
crteºa grafova koji se odlikuju lepotom i £itljivo²¢u. Postoji veliki broj spomenutih
algoritama, uklju£uju¢i one koji su osmi²ljeni tako da daju najbolji mogu¢i rezultat
ukoliko se primene nad grafovima koji poseduju odreene osobine, i one znatno op²tije,
koji teºe generisanju kvalitetnih crteºa bez obzira na tip i veli£inu grafa.
Izbor i konﬁguracija odgovaraju¢eg algoritma bez poznavanja teorijskih osnova
zahteva dosta eksperimentisanja, ²to je inspirisalo cilj automatizacije datog postupka.
Predloºena su dva na£ina za re²avanje ovog problema: prvi obuhvata u£e²¢e
korisnika, ali na na£in koji ne zahteva dobro poznavanje oblasti, a drugi predstavlja
potpunu automatizaciju izbora. Prva opcija implementirana je osmi²ljavanjem jezika
speciﬁ£nog za domen opisa prostornog rasporeivanja elemenata grafa, dok je druga
realizovana analizom grafa radi provere da li poseduje osobine koji pojedini algoritmi
za automatsko rasporeivanje zahtevaju.
Prethodno pomenuti na£ini za automatski izbor i primenu algoritama ne bi bili
mogu¢i bez postojanja implementacija niza algoritama za analizu i crtanje grafova.
Kako ve¢ postoji odreen broj biblioteka za programski jezik Java, koje se, izmeu
ostalog, bave i crtanjem grafova, one su analizirane sa ciljem pronalaska nekih
od potrebnih implementacija. Uo£ena je potreba za implementacijom ve¢eg broja
algoritama za analizu grafova, kao i da su odreene klase algoritama za automatsko
rasporeivanje slabo zastupljene, ako ih uop²te ima. Takoe, prime¢eno je i da postoje¢e
biblioteke mahom £vrsto povezuju rasporeivanje elemenata sa komponentama za
vizualizaciju, tako da je njihova integracija sa posebno razvijenim graﬁ£kim editorima
kompleksnija nego ²to bi mogla biti. Navedeni problemi inspirisali su razvoj nove
bliboteke za crtanje i analizu grafova za programski jezik Java nazvanu GRAD.
GRAD biblioteka uklju£uje implementacije bar jednog predstavnika najvaºnijih
klasa algoritama za crtanje grafova, kao i neophodnih algoritama za njihovu analizu.
Biblioteka obuhvata jednostavni graﬁ£ki editor za isprobavanje i upoznavanje sa raznim
algoritmima, ali i spomenuta dva na£ina za pojednostavljeni izbor i konﬁguraciju
odgovaraju¢eg. Takoe, omogu¢ena je veoma jednostavna integracija bilo koje od
funkcionalnosti GRAD biblioteke sa postoje¢im graﬁ£kim editorima.
Mogu¢nost primene re²enja je izuzetno velika. Naime, algoritmi za crtanje grafova,
kao i njihova automatska selekcija, mogu se iskoristiti unutar bilo kog graﬁ£kog editora
ukoliko je pisan na programskom jeziku Java ili podrºava spregu sa njim.
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Summary
In this thesis a research aimed at solving the problem of automatically laying out
elements of graphs is presented. It includes analysis and implementation of various
graph drawing algorithms, as well as possible ways of simplifying selection and
conﬁguration of the appropriate algorithm.
Algorithms for automatically laying out graph elements strive to create aesthetically
pleasing and understandable drawings of graphs. There is large number of such
algorithms, including those which focus on a speciﬁc type of graphs, and more general
ones, which should produce nice drawings of graphs, regardless of their type and size. It
can be quite diﬃcult to choose the most suitable algorithm without being knowledgeable
in graph and graph drawing theory. This fact inspired the idea of automating this
selection.
Two methods of solving this problem are proposed: one which enables users without
much theoretical knowledge intuitive speciﬁcation of desirable properties of the resulting
drawing, and complete automatisation of the selection and execution of the algorithm.
The ﬁrst alternative was implemented by designing a domain-speciﬁc language for
description of a graph's layout, while the other one relies on analysis of the graph,
which determines if it has properties which speciﬁc layout algorithms require.
Implementation of the mentioned ways of automatically choosing and executing
algorithms would not be achievable without implementations of numerous algorithms
for graph analysis and drawing. There already exist a few libraries for the Java
programming language which oﬀer such implementations. However, it can be noted
that none of them oﬀer a signiﬁcant number of graph analysis algorithms, as well as
that they only implement graph drawing algorithms belonging to a small number of
diﬀerent classes. Furthermore, the existing libraries strongly couple the layout feature
with visualization components, making their integration with already existing graphical
editors overly complex. The mentioned problems inspired development of a new graph
analysis and drawing library for the Java programming language called GRAD.
The GRAD library provides an implementation of at least one member of each of
the most important classes of layout algorithm and the necessary analysis algorithms.
Moreover, the library includes a simple graphical editor for familiarization with graph
drawing algorithms and the two mentioned methods of automatically selecting and
conﬁguring the most appropriate one. On top of that, it can easily be integrated with
any graphical editor.
There are many practical usages for the results of the research described in this
dissertation. Graph drawing algorithms and their automatic selection can be used
inside any graphical editor as long as it was written in Java, or a diﬀerent language
which can be integrated with Java.
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Poglavlje 1
Uvod
Mnogi problemi realnog sveta mogu biti opisani pomo¢u dijagrama koji se sastoje od
povezanih skupova ta£aka - grafova. Jedan od najstarijih poznatih problema ovog
tipa je problem kenigsber²kih mostova. Naime, grad Kenigsberg u tada²njoj Prusiji
(dana²nji ruski Kalinjingrad) izgraen je na u²¢u reke Pregel i sastoji se iz dva velika
ostrva povezana meusobno, i sa kopnom putem sedam mostova. Graani Kenigsberga
poku²avali su da odgovore na pitanje da li je mogu¢e pre¢i preko svih sedam mostova,
tako da se nijedan ne pree dva ili vi²e puta. Problem je 1736. godine re²io £uveni
²vajcarski matemati£ar Leonard Ojler (Leonhard Euler), pri £emu je postavio temelje
teorije grafova [1]. Drugi klasi£ni primer je problem putuju¢eg prodavca, koji su u
19. veku formulisali irski matemati£ar Vilijam Hamilton (William Rowan Hamilton) i
Britanac Tomas Kirkman (Thomas Penyngton Kirkman), takoe matemati£ar. Pitanje
koje se postavlja jeste kako na osnovu liste gradova i udaljenosti izmeu njih moºe da
se nae najkra¢i put koji obilazi svaki grad ta£no jednom i vra¢a se u polazni. Sa druge
strane, mnogobrojni su primeri korisnosti pomenute predstave i u modernom svetu i
u nauci. Samo neki od njih uklju£uju analizu povezanosti korisnika na dru²tvenim
mreºama, prou£avanje putanja migracije neke vrste u biologiji, projektovanje digitalnih
kola visokog stepena integracije, a u poslednjih nekoliko godina grafovi postaju sve
popularniji kod oblasti u ekspanziji kao ²to je analiza podataka [2].
Grafovi su strukture podataka pogodne za kreiranje graﬁ£ke reprezentacije, £ime
se olak²ava razumevanje njihovih osobina [3]. Za odreene primene, poput analize
dru²tvenih mreºa i kartograﬁje, vizualizacija strukturnih informacija u formi grafova je
od velike vaºnosti. Uzimaju¢i ²iroku upotrebnu vrednost u obzir, nije iznenauju¢e da se
crtanje grafova pojavilo kao posebna oblast matematike i ra£unarske nauke. Ova oblast
spaja metode geometrijske teorije grafova i vizualizacije informacija kako bi opisala
kreiranje dvodimenzionalnih predstava grafova [4]. Dogaaji poput Internacionalnog
simpozijuma o crtanju grafova i vizualizaciji mreºa [5], koji se organizuje svake godine
po£ev²i od 1992., svedo£e o tome da se ta oblast i dalje razvija.
Svaki dijagram koji se sastoji iz povezanih elemenata moºe se smatrati grafom
- dijagram klasa, aktivnosti, slu£ajeva kori²¢enja, poslovnih procesa itd. Jednom
grafu moºe odgovarati veliki broj crteºa i ovi pojmovi se nikako ne smeju poistovetiti.
Teorijski gledano, bitno je samo koji je £vor grafa, odnosno, element dijagrama sa
kojim povezan, dok u praksi njihov raspored u okviru crteºa direktno uti£e na £itljivost
i mogu¢nost razumevanja datog grafa [6]. Naime, dijagrami se £esto kreiraju ne samo
uz po²tovanje neke formalne notacije, nego i uz teºnju pridrºavanja nekoj sekundarnoj.
Sekundarna notacija se deﬁni²e kao skup vizuelnih propisa koji nisu delovi formalne
[7]. U graﬁ£kom kontekstu, koristi se za pove¢avanje preglednosti formalne notacije,
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deﬁni²u¢i obeleºja poput boja i rasporeda elemenata. Studija opisana u [8] bavi se
uticajem sekundarne notacije na modele poslovnih procesa, izdvajaju¢i upravo raspored
elemenata kao najzna£ajniji faktor, koji odreuje koliko eﬁkasno kako po£etnici, tako i
eksperti mogu analizirati model. Opravdanost ove tvrdnje se moºe naslutiti poreenjem
modela sa slika 1.1 i 1.2. Iako obe slike prikazuju isti model, raspored elemenata £ini
prvu znatno jasnijom.
Slika 1.1: Primer dobrog rasporeda elemenata modela jednog poslovnog procesa
Slika 1.2: Primer lo²eg rasporeda elemenata modela jednog poslovnog procesa
Ru£no rasporeivanje £vorova grafa, tako da crteº bude pregledan, ne predstavlja
poseban izazov, ali se ne moºe re¢i isto i za automatizaciju ovog postupka. Proces
kreiranja crteºa grafa, znaju¢i samo iz kojih £vorova i grana se sastoji, naziva se
automatsko rasporeivanje.
1.1 Predmet i zadaci istraºivanja
Od sredine pro²log veka do danas pojavio se veoma velik broj raznovrsnih algoritama
za crtanje grafova, koji se razlikuju ne samo po kompleksnosti i eﬁkasnosti, nego i
po izgledu crteºa koje proizvode. Naime, razli£iti algoritmi fokusiraju se na razli£ite
principe dizajna, odnosno, estetske kriterijume. Na primer, neki rezultuju crteºima kod
kojih su £vorovi kruºno rasporeeni, drugi vizualizacijom grafa gde su svi uglovi pravi,
a tre¢i hijerarhijski ureenim elementima. Dodatno, odreeni algoritmi za automatsko
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rasporeivanje nisu predvieni za primenu nad proizvoljnim grafovima, nego samo nad
onima koji poseduju traºene osobine. Meutim, crteºi kreirani njihovom upotrebom u
tim specijalnim slu£ajevima neretko bivaju daleko bolji od onih koji bi se dobili ukoliko
bi se izvr²io algoritam ²ireg domena primene. Dakle, moºe se primetiti da obeleºja
grafa direktno uti£u na mogu¢nost i optimalnost primene odreenih algoritama. Ova
£injenica predstavlja osnovu automatizacije procesa odabira odgovaraju¢eg algoritma,
²to je jedan od zadataka disertacije.
Ocena jasno¢e ili lepote nekog crteºa grafa nosi sa sobom i izvesnu dozu
subjektivnosti, te kompletna automatizacija postupka rasporeivanja nije nuºno i
najbolje re²enje. Sa druge strane, ru£ni izbor algoritma koji bi kreirao crteº £iji je
izgled u skladu sa ºeljama korisnika zahteva ili poznavanje oblasti crtanja grafova ili
podrobno eksperimentisanje. Nalaºenje kompromisa izmeu dve spomenute krajnosti
(pune automatizacije i potpuno samostalnog korisni£kog izbora algoritma) inspirisalo
je zadatak kreiranja jezika speciﬁ£nog za domen, putem kojeg bi korisnik deskriptivno
izrazio svoje preference.
Svakako, dva navedena zadatka ne bi mogla biti uspe²no realizovana bez postojanja
dobrih i eﬁkasnih implementacija raznih algoritama za crtanje i analizu grafova. Dakle,
istraºivanje je usmereno na:
 Prou£avanje algoritama za analizu i crtanje grafova, uz pregled postoje¢ih re²enja i
identiﬁkaciju i implementaciju algoritama bez pouzdane postoje¢e implementacije
na ciljnom programskom jeziku, Javi.
 Automatski izbor i konﬁguraciju algoritma za crtanje na osnovu osobina grafa.
 Dizajniranje i implementaciju jezika speciﬁ£nog za domen speciﬁkacije poºeljnih
osobina crteºa.
 Mogu¢nost upotrebe re²enja unutar alata za modelovanje i biblioteka za
vizualizaciju podataka.
1.2 Motivacija istraºivanja
Motivacija za razvoj biblioteke za analizu i crtanje grafova izrodila se iz potrebe
za rasporeivanjem elemenata u okviru ve¢ postoje¢eg graﬁ£kog editora. Nije veliki
problem na¢i alate i biblioteke, kako za programski jezik Java, tako i za druge
jezike posve¢ene vizualizaciji grafova i dijagrama druge vrste. Samo nekoliko takvih
primera su projekti [9][13]. Meutim, njihov glavni cilj nije u potpunosti u skladu
sa gorenavedenim problemom. Naime, ako bi se posmatrale funkcionalnosti na koje
spomenuti projekti najvi²e stavljaju akcenat, mogle bi se izdvojiti slede¢e:
 Generisanje stati£kih slika u raznovrsnim formatima na osnovu opisa grafa.
 Generisanje adaptabilnih prikaza grafa unutar posebno napravljenih komponenti
za vizualizaciju.
 Podr²ka za kreiranje potpuno funkcionalnih graﬁ£kih editora, uklju£uju¢i i
speciﬁkaciju gradivnih elemenata dijagrama.
 Omogu¢avanje istraºivanja i analize grafova i mreºa po njihovoj vizualizaciji.
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Dakle, integracija sa posebno razvijenim graﬁ£kim editorima nije meu njihovim
prioritetima. Treba napomenuti da u sklopu vizualizacije obi£no postoji i podr²ka za
automatsko rasporeivanje. Meutim, njeno kori²¢enje u kontekstu postoje¢eg editora
je teºe nego ²to bi se o£ekivalo, ²to se moºe videti iz primera koda koji ¢e u disertaciji biti
prikazani i prokomentarisani. tavi²e, u nekim slu£ajevima je £ak i skoro neizvodljivo.
Prirodno je postaviti pitanje za²to bi se uop²te i gradili zasebni graﬁ£ki editori
bez kori²¢enja nekog od ovih re²enja, te tako i do²lo u situaciju da se biblioteke
moraju koristiti na na£in na koji njihova upotreba nije predviena. Razloga ima
vi²e, a pre svih se isti£u ºelje autora za vi²e slobode pri dizajnu editora, kao i
njegove eventualne speciﬁ£nosti, koje bi zahtevale implementaciju mno²tva dodatnih
funkcionalnosti. Takoe, treba imati u vidu ve¢ napravljene graﬁ£ke editore, kao i
£injenicu da pojedini alati za modelovanje ostavljaju mogu¢nost uklju£ivanja dodatnih
algoritma za automatsko rasporeivanje u vidu priklju£ka. Priklju£ak je softverska
komponenta koja pro²iruje postoje¢u aplikaciju novom funkcionalno²¢u.
Osim pote²ko¢a pri integraciji, prime¢eno je i da postoji dosta prostora za
pobolj²anje po pitanju samih implementacija algoritama za rasporeivanje. Iako se
mogu na¢i slobodno dostupne kvalitetne implementacije, uo£ava se da postoji problem
kada je o raznovrsnosti re£. Skup algoritama koji se naj£e²¢e pojavljuju ograni£en
je, pa bi njegovo pro²irenje implementacijama drugih algoritama bilo poºeljno. Klase
algoritama za crtanje grafova poput ortogonalne i simetri£ne, koje imaju zna£ajnu
prakti£nu primenu, nemaju nijednog svog predstavnika u analiziranim postoje¢im
alatima i bibliotekama.
Takoe, ne moºe se o£ekivati od svakog korisnika proizvoljnog graﬁ£kog editora
poznavanje algoritama za automatsko rasporeivanje, niti razumevanje uticaja njihovih
parametara na kona£an izgled dijagrama. Upravo je ovo polazna motivacija za
osmi²ljavanje na£ina pomo¢i korisniku pri izboru algoritma, zavisnosti od dijagrama
£ije elemente ºeli da rasporedi.
Inspiracija za razvoj jezika putem £ijih pravila bi se na desktriptivan na£in mogle
izneti ºelje o kona£nom izgledu crteºa proistekla je iz £injenice da je skoro nemogu¢
zadatak deﬁnisati metriku kojom bi se rangirali razni estetski kriterijumi. Naime,
raene su studije kojima se ispituje koliko koja estetika uti£e na jasno¢u crteºa pojedinih
tipova grafova, ali su takva istraºivanja jo² u ranim fazama. Dodatno, pojmovi lepote
i razumljivosti pre svega su subjektivni, dok za razli£ite tipove dijagrama postoje
razli£ite konvencije crtanja. Na primer, jednu elektri£nu ²emu i dijagram aktivnosti,
u £ijoj pozadini je isti apstraktni graf, domenski eksperati sigurno ne bi nacrtali na
isti na£in. Korisniku se jezikom u potpunosti prepu²ta speciﬁkacija izgleda koji mu
odgovara u kontekstu vizualizacije odreenih informacija. Treba naglasiti da jezik nema
za cilj usresreivanje na pojedine uºe oblasti, ²to bi omogu¢ilo i uklju£ivanje semantike.
Meutim, jezik zasnovan na estetskim kriterijumima postavlja temelje kasnije razvoja
uºe specijalizovanih jezika.
1.3 Ciljevi istraºivanja
Primarni cilj istraºivanja jeste deﬁnisanje pravila za automatizovani izbor i primenu
pogodnog algoritma za rasporeivanje elemenata grafa, odnosno, odgovaraju¢e
kombinacije vi²e njih, na osnovu:
 osobina datog grafa, odnosno
 ºelja korisnika koje bi se izraºavale putem posebno razvijenog jezika.
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Automatizacija postupka rasporeivanja elemenata grafa na navedeni na£in
podrazumeva postojanje potrebnih agloritama za analizu i crtanje grafova. Dakle,
implementacija spomenuth algoritama bila je temelj istraºivanja. Osim implementacije,
cilj istraºivanja jeste i unapreenje ili preciznije deﬁnisanje izdvojenih algoritama.
Naime, veliki broj radova koji prezentuju odreeni algoritam iz teorije grafova ne
ulazi u detalje realizacije odreenih koraka ili pretpostavljaju da su kao ulaz dostupne
informacije o grafu £ije otkrivanje nije trivijalno. Eﬁkasna implementacija nedostaju¢ih
elemenata stoga je izdvojena kao dodatni cilj.
Izbor odreenih algoritama za analizu grafova radi implementacije diktiran je
neophodno²¢u primene unutar algoritama za crtanje, odnosno, u okviru postupka za
automatizovani izbor algoritma. Sa druge strane, sami algoritmi za crtanje grafova
birani su analizom postoje¢ih re²enja i detekcijom klasa algoritama ovog tipa koje su
slabo ili nimalo zastupljene. Time se moºe navesti jo² jedan cilj istraºivanja, a to
je implementacija bar jednog predstavnika svake od najbitnijih grupa. Na slici 1.3
prikazani su ciljevi i odnos meu njima.
Slika 1.3: Ciljevi i njihov meusobni odnos
Kona£no, implementirani algoritmi, automatizovani izbor i jezik objedinjeni su u
biblioteku za programski jezik Java, dizajniranu sa ciljem lako¢e upotrebe unutar bilo
kojeg alata za modelovanje.
1.4 Primenjene metode
Postoje¢i algoritmi za crtanje grafova analizirani su na osnovu ra£unarske eﬁkasnosti
(pre svega vremena potrebnog za izvr²avanje prilikom primene nad grafovima sa
bar 1000 £vorova) i stepena pridrºavanja raznih estetskih kriterijuma. Algoritmi,
odnosno njihove implementacije, koje su se najbolje pokazale u poreenju sa istim
ili sli£nim algoritmima drugih biblioteka, izdvojeni su radi uklju£ivanja u ciljnu
biblioteku. Posmatrane su samo biblioteke za programski jezik Java nerestriktivnih
licenci, koje dozvoljavaju upotrebu bilo kojih elemenata razmatranog softverskog re²enja
u okviru drugih. Izdvajanje klasa algoritama za rasporeivanje elemenata grafova £iji
predstavnici su implementirani u disertaciji izvr²eno je izu£avanjem popularnih klasa i
nalaºenjem onih koje imaju znatnu prakti£nu primenu, ali ih pomenute biblioteke ne
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podrºavaju.
Potpuna automatizacija postupka izbora, konﬁguracije i primene odgovaraju¢eg
algoritma postignuta je detaljnom analizom algoritama za crtanje i uo£avanjem osobina
koje graf treba da poseduje da bi dati algoritam dao najbolje rezultate. Za svaku osobinu
od zna£aja implementiran je eﬁkasan algoritam koji proverava njeno prisustvo.
Dizajn i implementacija jezika speciﬁ£nog za domen uklju£uje pre svega izbor
meta-jezika (jezika za deﬁniciju jezika). Zbog jednostavnosti i velikog broja pogodnih
funkcionalnosti, koristio se textX [14]. Ovaj meta-jezik omogu¢ava speciﬁkaciju jezika
na programskom jeziku Python, ali alati poput Jython-a £ine integraciju programskog
koda pisanog u ovom jeziku sa Java kodom jednostavnim zadatkom.
Veriﬁkacija re²enja, odnosno kreirane biblioteke, sprovedena je kroz spoj sa Kroki
alatom za skiciranje poslovnih aplikacija [15]. Naime, izvr²ena je korisni£ka studija gde
su se dijagrami generisani upotrebom upravo spomenutog spoja poredili sa dijagramima
sa automatski rasporeenim elementima nastalim upotrebom popularnih komercijalnih
alata, te alata otvorenog koda. Takoe, radi demonstracije korisnosti biblioteke, ona je
upotrebljena u okviru popularnog Sirius [16] alata za kreiranje graﬁ£kih editora.
1.5 Struktura projektnog re²enja
Re²enje koje je proisteklo iz postavljenih ciljeva disertacije predstavlja programsku
biblioteku otvorenog koda za programski jezik Java koja se sastoji iz nekoliko celina:
1. Projekta koji sadrºi:
 deﬁnicije osnovnih komponenti kao ²to su graf i njegovi £vorovi i grane,
 implementacije algoritama iz teorije grafova i crtanja grafova,
 komponente zaduºene za pozivanje ºeljenog algoritma i vra¢anje rezultata u
pogodnom formatu.
 implementaciju automatskog izbora i primene algoritma na osnovu osobina
grafa.
 implementaciju izbora algoritma na osnovu opisa u skladu sa deﬁnisanim
jezikom.
2. Deﬁnicije interpretera jezika speciﬁ£nog za domen rasporeivanja elemenata datog
dijagrama.
3. Jednostavnog graﬁ£kog editora razvijenog sa ciljem podr²ke upoznavanju sa
razli£itim algoritmima. Editor omogu¢ava kreiranje elementarnih dijagrama i
primenu kako automatskog rasporeivanja, tako i bilo kojeg drugog algoritma
implementiranog u okviru prvog projekta. Svi grafovi u disertaciji nacrtani su
upravo pomo¢u ovog editora.
Biblioteka je nazvana GRAD (Graph Analysis and Drawing library) i licencirana je
pod MIT nerestriktivnom licencom [17]. Izvorni kod bilioteke dostupan je na [18].
1.6 Struktura disertacije
Nastavak disertacije organizovan je na slede¢i na£in:
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 U drugom poglavlju detaljnije su opisani osnovni pojmovi, nuºni za razumevanje
kasnijih sekcija. Pregled zapo£inje kra¢im uvodom u teoriju grafova, pra¢enim
prikazom razli£itih klasa algoritama za rasporeivanje i estetskih kriterijuma, £ije
po²tovanje je njihov primarni cilj. Kona£no, obja²njava se ²ta su ta£no jezici
speciﬁ£ni za domen i za²to se koriste u teku¢em kontekstu.
 Tre¢e poglavlje predstavlja postoje¢a re²enja, kako za projekte koji se bave
implementacijom odreenih koncepata teorije grafova, uz akcenat na algoritme
za rasporeivanje, tako i za jezike speciﬁ£ne za domen koji se na neki na£in bave
grafovima.
 U £etvrtom i petom poglavlju navodi se koji algoritmi za analizu i crtanje
grafova su implementirani, uz ulaºenje u detalje njihovog funkcionisanja i same
implementacije. Posebno su nagla²ena eventualna pobolj²anja i osmi²ljene
realizacije nedore£enih koraka.
 esto poglavlje bavi se automatskim izborom algoritama za crtanje grafova na
osnovu njihovih osobina, dok se u sedmom opisuje dizajn i implementacija jezika
speciﬁ£nog za domen.
 Osmo poglavlje daje prikaz graﬁ£kog editora za isprobavanje raznih algoritama i
eksperimentisanje sa njima.
 U devetom poglavlju predstavljen je aplikativni interfejs biblioteke i obja²njeno
na koji na£in se njene funkcionalnosti mogu koristiti u okviru postoje¢ih graﬁ£kih
editora.
 Deseto poglavlje sa£injeno je iz diskusije o mogu¢im primenama re²enja i dva
konkretna primera. Jedan od njih jeste integracija sa danas sve popularnijim
Sirius alatom za kreiranje graﬁ£kih editora.
 U jedanaestom poglavlju opisana je sprovedena korisni£ka studija i prikazani su
njeni rezultati.
 Kona£no, dvanaesto poglavlje zaklju£uje disertaciju, sumiraju¢i postignuto i
navode¢i pravce daljeg razvoja.
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Poglavlje 2
Osnovni pojmovi
U ovom poglavlju bi¢e uvedeni osnovni pojmovi, bitni za razumevanje ostatka
disertacije. Pre svega, radi se o bazi£nim deﬁnicijama teorije grafova, algoritmima za
analizu grafova i automatsko rasporeivanjanje njihovih elemenata, kao i pojmu jezika
speciﬁ£nih za domen.
2.1 Uvod u teoriju grafova
Formalno, graf u oznaci G(V,E) jeste ureeni par koji se sastoji iz kona£nog skupa
£vorova V i grana E, tj. parova (u, v) £vorova [19]. Ukoliko neka grana povezuje jedan
£vor sa samim sobom, naziva se petljom. Graf kod koga su sve grane jednostrano
orijentisane naziva se orijentisanim ili usmerenim, dok u suprotnom kaºemo da je
neorijentisani ili neusmereni. Dva £vora grafa spojena granom nazivaju se susednim
£vorovima, dok se ukupan broj suseda datog £vora naziva njegovim stepenom. Za
orijentisani graf, grana (u, v) koja po£inje u £voru u a zavr²ava se u v jeste izlazna
za prvi, a ulazna za drugi £vor. Takoe, moºe se spomenuti i termin multigrafa, koji
se odnosi na graf kod kojega se izmeu dva £vora nalazi vi²e od dve grane razli£ite
orijentacije [20]. Kona£no, graf koji nije multigraf i nema petlje naziva se jednostavnim.
Grafovi su pogodni za kreiranje graﬁ£ke reprezentacije i predstavljaju se crteºom na
slede¢i na£in:
 vorovi (elementi skupa V ) se reprezentuju meusobno razli£itim ta£kama u ravni.
 Svaka grana grafa (u, v) predstavlja se linijom koja povezuje £vorove u i v i ne
prolazi kroz druge £vorove grafa.
 Ako je graf orijentisani, i svaka grana je orijentisana, ²to se na slici predstavlja
strelicom koja se dodaje liniji.
Primer crteºa orijentisanog grafa prikazan je na slici 2.1. Utapanje ( embedding)
grafa deﬁni²e se kao jedan njegov odreeni crteº.
Graf moºe da bude predstavljen i kvadratnom matricom £iji red odgovara broju
njegovih £vorova. Element aij ovog grafa deﬁni²e se kao broj grana koje polaze iz £vora
vi i zavr²avaju se u £voru vj u slu£aju orijentisanih grafova, odnosno ukupnom broju
neusmerenih grana izmeu ta dva £vora u slu£aju neorijentisanih. Ovakva matrica
se naziva matricom susedstva (adjacency matrix ) i ozna£ava se sa A. Ukoliko je graf
neorijentisan, ova matrica je simetri£na. Ako graf nije multigraf, vrednosti elemenata
matrice mogu biti samo 0 ili 1. Na primer, matrica susedstva za orijentisani graf sa
slike 1 je:
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Slika 2.1: Primer jednog crteºa orijentisanog grafa
A =

0 1 1 0 0
0 0 1 0 0
0 0 0 1 1
1 0 0 0 0
0 0 0 1 0

Neka su dati grafovi G = (V,E) i G′ = (V ′, E′). Neka je dalje V ′ ⊂ V i E′ ⊂ E
takav da E′ sadrºi sve grane izmeu £vorova iz skupa V ′ koje se javljaju u grafu G. Graf
G′ nazivamo podgrafom grafa G obrazovanim nad skupom £vorova V ′. Ukoliko za graf
G′ vaºi samo da je V ′ ⊂ V , dok skup E′ ne sadrºi sve grane grafa izmeu izdvojenih
£vorova, graf G′ nazivamo delimi£inim ili parcijalnim podgrafom grafa G.
Put ili putanja je niz £vorova v1, v2, ...vk zajedno sa granama (v1, v2), ..., (vk−1, vk).
Put moºe vi²e puta prolaziti istom granom ili kroz isti £vor. Sa druge strane, elementarni
put je put koji kroz svaki £vor grafa prolazi najvi²e jednom. Ukoliko se put zavr²ava u
istom £voru u kom i po£inje, on se naziva kruºnim ili zatvorenim.
Kod analize puteva od velikog zna£aja je da li je graf orijentisan ili ne, odnosno, da
li su grane ureeni ili neureeni parovi £vorova. U nekim slu£ajevima, orijentacija grane
nije posebno bitna i moºe biti proizvoljna. Niz grana £ija orijentacija nas ne interesuje,
takav da bi grane nakon pogodnog orijentisanja obrazovale put, naziva se lancem. Lanac
koji se zavr²ava u istom £voru u kom po£inje jeste ciklus. U neorijentisanom grafu, put
i kruºni put sa jedne strane, i lanac i ciklus sa druge predstavljaju istovetne pojmove.
Grana grafa koja nije deo ciklusa, ali povezuje dva njegova £vora naziva se akordom.
Jedna od najbitnijih osobina grafova, od koje £esto zavisi mogu¢nost primene
algoritama nad njima, a deﬁni²e se preko upravo uvedenih pojmova jeste povezanost.
Povezanost se razli£ito deﬁni²e za neorijentisani i orijentisani graf, ²to nije iznenauju¢e
jer se ni putanje ne posmatraju na istovetan na£in. Naime, neorijentisani graf je povezan
ukoliko se bilo koja dva njegova £vora mogu povezati putem (lancem). U suprotnom,
graf je nepovezan. U drugom slu£aju, u okviru grafa mogu se izdvojiti maksimalni
povezani podgraﬁ, koje nazivamo njegovim komponentama povezanosti. Svaki £vor
nepovezanog grafa pripada ta£no jednoj komponenti povezanosti. Isto vaºi i za grane.
Za orijentisane grafove uvodi se vi²e vrsta povezanosti. Tako za graf kod koga je
svaki ureeni par £vorova vi, vj povezan putem iz vi u vj kaºemo da je jako povezan.
Po ovoj deﬁniciji, jasno je da mora postojati i put iz vj u vi. Ako je svaki par £vorova
povezan putem u jednom smeru, povezanost je jednostrana. Ukoliko je pak povezan
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neorijentisani graf dobijen od datog grafa zamenom orijentisanih grana odgovaraju¢im
neorijentisanim, onda je on slabo povezan. Naravno, svaki jako povezani graf je i slabo
povezan.
Pojam povezanosti moºe se znatno uop²titi, te se uvodi pojam k-povezanosti.
Kaºemo da je graf k-povezan ukoliko ne postoji skup od k−1 £vorova £ije uklanjanje bi
graf pretvorilo u nepovezani [21]. Dakle, povezani graf je 1-povezani, dvostruko povezani
graf je 2-povezani itd.
Dakle, graf je 2-povezan ili bipovezan ukoliko ostaje povezan nakon uklanjanja bilo
kog £vora. Ukoliko pak odstranjivanje odreenog £vora razru²i povezanost, odnosno,
dovede do pojave vi²e komponenti povezanosti, graf nije bipovezan. Takvi £vorovi
nazivaju se artikulacionim ili prese£nim. Dakle, moºe se re¢i da je povezani graf
bipovezan ukoliko ne sadrºi nijedan artikulacioni £vor [21]. Na primer, graf sa slike
2.2 je povezan, ali nije bipovezan, a £vor v1 je artikulacioni.
Slika 2.2: Leptir graf koji je povezan, ali nije bipovezan
Maksimalni bipovezani podgraf grafa naziva se bipovezana komponenta ili blok.
Dakle, graf koji nije bipovezan moºe se rastaviti na vi²e blokova. Indentiﬁkacija
artikulacionih £vorova grafa i bipovezanih komponenti uklju£ena je u ispitivanje mnogih
drugih obeleºja grafa po²to je £esto lak²e ispititati sve ovakve komponente, nego graf u
celini [22].
Graf je tripovezan ukoliko uklanjanje bilo kog para £vorova ne dovede do naru²avanja
osobine povezanosti. Sli£no kao i u slu£aju bipovezanosti, mogu se uo£iti tripovezane
komponente nekog grafa kao maksimalni tripovezani podgraﬁ.
Osim povezanosti, za graf se moºe deﬁnisati i osobina obojivosti. Naime, graf G je
k-obojiv ako se svakom njegovom £voru moºe dodeliti jedna od k boja, tako da nijedna
grana grafa ne bude povezana sa dva £vora istog skupa.
Dodatno, dva grafa se mogu nalaziti u odnosu izomorﬁzma. Naime, dva grafa
su izomorfna ukoliko postoji jednozna£no preslikavanje njihovih skupova £vorova koje
odrºava osobinu susednosti £vorova. Analiti£ki uslov izomorfnosti grafova uklju£uje
matrice susedstva dva grafa, te permutacionu matricu P . Permutaciona matrica je
kvadratna matrica koja u svakoj vrsti i svakoj koloni ima ta£no jedan element koji je
jednak jedinici, dok su ostali elementi nule. Mnoºenje neke matrice sa P sa desne strane
dovodi do permutovanja kolona polazne matrice, dok mnoºenje sa P−1 s leva dovodi
do permutovanja vrsta. Imaju¢i navedeno u vidu, uslov izomorfnosti se predstavlja
formulom A1 = P−1A2P .
Specijalni slu£aj izomorﬁzma je automorﬁzam grafa, koji je usko povezan sa
njegovim simetrijama. Automorﬁzam je mapiranje £vorova grafa nazad na njih same,
takvo da je rezultuju¢i graf izomorfan po£etnom grafu [23]. Jedan od primera prikazan
je na slici 2.3. Ako se graf sa leve strane obrne oko ozna£ene linije, dobija se desni graf.
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Moºemo primetiti da se £vor v1 preslikava u samog sebe, £vor v0 u v2, a v2 u v0. Po²to
se matrica povezanosti nije promenila, zaklju£uje se da je re£ o automorﬁzmu, odnosno,
da je ozna£ena linija jedna linija simetrija datog grafa.
Slika 2.3: Primer automorﬁzma grafa
Takoe, moºe se napomenuti da graf moºe da bude teºinski. To zna£i da se svakoj
grani grafa pridruºuju jedan ili vi²e realnih brojeva. Njima se mogu predstaviti dodatne
informacije, kao ²to su rastojanja ili cene.
Kona£no, moºe se deﬁnisati i pojam mreºe. Naime, mreºa je orijentisani graf kod
koga se svakoj njegovoj grani pridruºuje kapacitet.
2.2 Tipovi grafova i njihove osobine
Pojedini posebni tipovi grafova neretko imaju veoma zna£ajnu ulogu u raznim
problemima, ili ih odreeni algorotmi tretiraju na druga£ije na£ine. U tu klasu spadaju
pravilni, potpuni i planarni grafovi i, pre svih, stabla.
2.2.1 Pravilni grafovi, potpuni grafovi i konture
Neka su d1, d2, ..., dn stepeni £vorova v1, v2, ..., vn u neorijentisanom grafu G. Ukoliko za
G vaºi da je d1 = d2 = ... = dn = r, onda je on regularan ili pravilan. Po²to u svakom
grafu vaºi da je d1 + d2 + ... + dn = 2m, gde je m ukupan broj grana u grafu, moºe
se primetiti da regularan graf stepena r ima m =
1
2
nr grana. Analizom ove jedna£ine
moºe se zaklju£iti da ne postoji regularni graf za svaku kombinaciju vrednosti n tj.
broja £vorova i vrednost r tj. stepena. Naime, bar jedna od njih mora biti parna.
Konture (prstene) dalje moºemo deﬁnisati kao povezane grafove stepena 2. Po²to
ovakva vrednost stepena zadovoljava gorenavedeni uslov, prime¢uje se da za svaki broj
£vorova postoji odgovaraju¢a kontura. Konture sa 3, 4 i 5 £vorova prikazane su na slici
2.4.
Slika 2.4: Konture sa 3, 4 i 5 £vorova
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Pored kontura, izdvaja se jo² jedna vrsta regularnih grafova koja se £esto spominje
u razli£itim oblastima teorije grafova. Re£ je o potpunin grafovima, ili regularnim
grafovima sa n £vorova i n− 1 veza. Odnosno, potpuni grafovi su grafovi kod kojih je
svaki par £vorova spojen granom. Potpun graf sa n £vorova ozna£ava se sa Kn. Potpuni
grafovi K3, K4 i K5 prikazani su na slici 2.5.
Slika 2.5: Potpuni grafovi K3, K4 i K5
Bigraf je graf £iji je skup £vorova podeljen na dva skupa bez zajedni£kih elemenata
U i V , a svaka grana povezuje jedan £vor iz U sa jednim £vorom iz V . Odnosno, bigraf
je 2-obojiv graf. Ovakav graf £esto se ozna£ava kao G = (U, V,E). Ako skupovi U i V
imaju isti broj elemenata, bigraf je izbalansirani. Ukoliko izmeu svakog £vora skupa U
i svakog £vora skupa V postoji grana, onda je bigraf potpun. Ako je m broj elemenata
skupa U , a n broj elemenata skupa V , potpuni bigraf se obeleºava sa Kn,m. Na slici
2.6 prikazan je potpuni bigraf K5,3.
Slika 2.6: Bigraf K5,3
2.2.2 Stabla
Verovatno najpoznatiji tip grafova, koji odlikuje veoma ²iroka primena, jeste stablo.
Stablo se moºe deﬁnisati kao povezani graf sa n £vorova i n−1 grana. Uklanjanjem bilo
koje grane iz stabla rezultuju¢i graf ne bi bio povezan. Drugim re£ima, stabla su samo
1-povezana. Stablo je graf koji ne sadrºi nijedan prost elementarni ciklus. Odnosno, ne
sadrºi nijednu konturu. Ukoliko bi se stablu dodala proizvoljna nova grana, dobio bi se
graf koji ima ta£no jednu konturu. Prema deﬁniciji povezanosti grafa, u stablu postoji
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put izmeu bilo koja dva £vora, pa tako i izmeu ona dva izmeu kojih bi se uspostavila
veza. Dakle, novododata grana sa granama uo£enog puta obrazovala bi konturu. Jedan
primer stabla, na kojem se moºe uo£iti prisustvo svih navedenih osobina prikazan je na
slici 2.7.
Slika 2.7: Primer stabla
Ukoliko se jedan £vor stabla posebno izdvoji i proglasi korenom, takvo stablo se
naziva ukorenjenim. Za ovakav tip stabala uvode se slede¢i termini:
 vor u je dete £vora v ukoliko je direktno povezan sa njim i nalazi se dalje od
korena. Sa druge strane, £vor v je onda roditelj £vora u.
 Potomci £vora v su svi £vorovi do kojih se moºe sti¢i prelaºenjem iz roditeljskog
£vora u dete, po£inju¢i kretanje u £voru v. Sli£no, preci £vora v su svi £vorovi do
kojih se dolazi prelaºenjem u roditeljske £vorove. Na primer, na stablu sa slike
2.7 potomci £vora v3 su v9, v11 i v12, a preci v1 i v0.
 vorovi s istim roditeljem su bra¢a (siblings).
 vorovi koji nemaju decu nazivaju se listovima.
Binarno stablo je korensko stablo kod koga svaki £vor ima najvi²e dva deteta, koja
se nazivaju levim i desnim [24]. Graf koji se sastoji iz vi²e odvojenih stabala, odnosno,
£ije su komponente povezanosti stabla, naziva se ²uma.
Za proizvoljni povezani, neorijentisani graf moºe se uo£iti razapinju¢e stablo, koje
se deﬁni²e kao njegov povezani podgraf koji sadrºi sve £vorove datog grafa i ne sadrºi
nijednu konturu. Drugim re£ima, radi se o stablu koje sadrºi sve £vorove datog grafa i
podskup svih grana.
Takoe, za stablo T moºe se uo£iti i podstablo ukorenjeno u nekom njegovom £voru
v u oznaci T [v]. T [v] se sastoji iz £vora v i svih njegovih potomaka i grana izmeu njih
prisutnih u originalnom grafu.
2.2.3 Planarni grafovi
Planarni grafovi predstavljaju jo² jednu veoma interesantnu klasu grafova. Planarni
ili ravni grafovi su grafovi koji se mogu nacrtati u ravni bez preseka grana. Preciznije,
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grane ne smeju imati zajedni£kih ta£aka, osim, eventualno, £vorova koji su im zajedni£ke
krajnje ta£ke.
Ako se planarni graf nacrta na obja²njeni na£in, on deli ravan na vi²e kona£nih
zatvorenih oblasti i jednu beskona£nu oblast koja se naziva lica. Upravo se ovim
oblastima bavi jedna od najstarijih teorema iz teorije grafova - Ojlerova teorema za
planarne grafove. Naime, ona tvrdi da povezani planaran graf sa n £vorova i m grana
deli ravan na ukupno f = m− n+ 2 oblasti tj. lica. Primer jednog planarnog grafa sa
8 £vorova, 12 veza i obeleºenim licima prikazan je na slici 2.8.
Slika 2.8: Primer planarnog grafa sa obeleºenim licima
Jedan od najstarijih na£ina za proveru planarnosti grafa obuhvata traºenje
posebnih neplanarnih podgrafa. Formulisan je teoremom Pontrjagina i Kuratovskog
(Pontryagin-Kuratowski) koja tvrdi da je graf planaran ako i samo ako ne sadrºi kao
delimi£ni podgraf ni pentagraf ni bitrigraf ni njihovu potpodelu. Pentragraf je potpuni
graf sa 5 £vorova K5, a bitrigrag je bigraf sa po 3 £vora u odvojenim skupovima £vorova
tj. graf K3,3. Kona£no, graf je potpodela datog grafa ako je dobijen od polaznog
dodavanjem novih £vorova na njegove grane. Jasno je da graf koji nije planaran
dodavanjem novih £vorova i grana to ne¢e postati. Teoremu je prvi dokazao Potrjagin,
ali postupak nije publikovao, te se £esto naziva samo teorema Kuratovskog. On je svoj
dokaz objavio u [25].
Ukoliko graf nije planaran, moºe se postaviti pitanje sa koliko minimalno preseka
grana bi on mogao biti nacrtan. Upravo je ovo ne²to na ²ta se fokusiraju mnogi algoritmi
za automatsko crtanje grafova.
2.3 Algoritamska kompleksnost
Kako je u teoriji grafova eﬁkasnost algoritama od izuzetne vaºnosti, u teku¢oj sekciji
bi¢e deﬁnisan pojmovi poput algoritamske kompleksnosti i NP-te²kih problema.
Formalno, algoritamska kompleksnost se deﬁni²e kao numeri£ka funkcija T (n),
odnosno, vreme potrebno za izvr²avanje datog algoritma nad ulazom duºine n. Jasno
je, meutim, da to vreme ne zavisi samo od algoritma, nego i same implementacije,
ra£unara, odnosno, njegovog procesora, diska, memorije, programskog jezika i
kompajlera. Prema tome, ova mera se aproksimira kao broj potrebnih elementarnih
koraka, pod uslovom da je vreme koraka konstantno. Cilj njenog uvoenja jeste
klasiﬁkacija algoritama prema njihovim performansama. Za izraºavanje kompleksnosti
izvr²avanja algoritma uvodi se O notacija [26]:
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 O(1) zna£i da algoritam ima konstantno vreme izvr²avanja. Odnosno, za svaku
veli£inu ulaza, vreme je uvek isto.
 O(n) zna£i da algoritam ima linearno vreme izvr²avanja, odnosno, da je pomenuto
vreme direktno proporcionalno veli£ini ulaza.
 O(log n) ozna£ava logaritamsko vreme izvr²avanja, ²to zna£i da je ono
proporcionalno logaritmu veli£ine ulaza.
 O(n2) predstavlja kvadratno vreme izvr²avanja, proporcionalno kvadratu veli£ine
ulaza.
 O(nk) generalno ozna£ava polinomijalno vreme, ²to zna£i da je proporcionalno
k-tom stepenu veli£ine ulaza.
U nastavku spominja¢e se i termin NP-te²kih problema. Problem se svrstava u
NP klasu ukoliko se u polinomijalnom vremenu moºe re²iti pomo¢u nedeterministi£ke
Tjuringove ma²ine [27]. Ili, manje formalno, NP je skup problema odlu£ivanja
(problema gde su mogu¢i odgovori "da" i "ne") kod kojih instance sa odgovorom "da"
imaju dokaz koji se moºe proveriti deterministi£kim izra£unavanjima u polinomijalnom
vremenu. Problem je NP teºak ukoliko se algoritam za njegovo re²avanje moºe prevesti
u algoritam za re²avanje nekog NP problema. Odnosno, NP-teºak poblem je teºak bar
kao NP problem [28].
2.4 Algoritmi za analizu grafova
Prisustvo prethodno spomenutih osobina grafova, poput njihove planarnosti, cikli£nosti
ili povezanosti u velikoj meri uti£e na mogu¢nost primene raznih algoritama za
crtanje grafova. Takoe, sama implementacija tih algoritama zahteva primenu mnogih
algoritama za analizu. Naime, kompleksniji algoritmi za crtanje neretko uklju£uju
rastavljanje grafa na komponente, njihov obilazak, pronalaºenje ciklusa ili najkra¢e
putanje izmeu dva £vora. Mnogi algoritmi za crtanje grafova traºe prisustvo odreenih
karakteristika, bilo da bi uop²te mogli biti primenjeni, bilo da bi primena bila primerena
i eﬁkasna. Na primer, pojedini algoritmi pomenutog tipa posve¢eni su isklju£ivo
planarnim 2 ili 3-povezanim grafovima, stablima, grafovima koji poseduju netrivijalne
simetrije i sl.
Dakle, algoritmi za analizu grafova predstavljaju neizostavni sastavni deo mnogih
drugih funkcionalnosti. Problem koji se re²ava £esto ne deluje posebno kompleksno. Na
primer, provera da li je neki graf 3-povezan mogla bi se izvr²iti tako ²to bi se svaki par
£vorova datog grafa uklonio, te se ispitalo da li je graf i dalje povezan. Meutim, to
bi zna£ilo da bi se za neki ve¢i graf provera povezanosti morala vr²iti stotine hiljada
puta, ²to nikako nije optimalno re²enje. Kako odreena provera ili pretprocesiranje ne
bi znatno usporili generisanje crteºa, primena eﬁkasnih algoritama za analizu grafova je
od klju£ne vaºnosti.
U osnovi drugih algoritama veoma £esto se nalaze postupci za obilazak grafa i
nalaºenje putanje izmeu odreenih £vorova. Najpoznatiji algoritmi ove kategorije
uklju£uju pretragu najpre u dubinu, najpre u ²irinu, te Dijkstrinu najkra¢u putanju.
Pretraga najpre u dubinu je posebno zna£ajna, a njenim izvr²avanjem prikupljaju se
mnoge dodatne informacijeod velike upotrebne vrednosti.
Povezanost grafova je drugi problem na koji se mora obratiti paºnja. Uz provere
da li je graf 1, 2 i 3-povezan, rastavljanje na komponente je jedan od naj£e²¢ih koraka
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drugih algoritama. Naime, dodatne provere £esto je lak²e izvr²iti nad 2 ili 3-povezanim
komponentama, nego nad £itavim grafom. Naj£e²¢e implementacije ovih postupaka
uklju£uju pretragu najpre u dubinu. Naravno, ²to je ve¢i stepen koji se ispituje, to je i
sam algoritam kompleksniji.
Kao ²to je ve¢ spomenuto, za crtanje grafova neretko je planarnost jedna od
najbitnijih osobina. Osim £iste provere da li graf ima ili nema planarni crteº, pojedini
algoritmi za ispitivanje planarnosti mogu da odrede koji £vorovi treba da se nau na
spolja²njem licu i u kom redosledu grane treba da izlaze iz £vorova da se ne bi presecale.
Danas je poznat veliki broj algoritama koji se bave ovim problemima, poput algoritma
Bojer-Mirvold (Boyer-Myrvold).
Dalje, odreivanje automorﬁzama grafa, koji su, kao ²to je spomenuto, usko povezani
sa njegovim simetrijama, jo² je jedan zadatak koji se moºe pojaviti u okviru algoritma za
crtanje. Poput prethodno spomenutih ispitivanja, i ovo bi trebalo biti dovoljno eﬁkasno
da ne usporava postupak £iji je deo. Trenutno najpoznatiji algoritam koji se ovim bavi
jeste MakKejev (McKay's).
Ovim je dat samo kratak pregled vaºnosti algoritama pomenutog tipa, kao i
problema koji se njima re²avaju. U 5. poglavlju bi¢e predstavljeni algoritmi za analizu
grafova koji su sastavni deo bilo kompleksnijih algoritama koji se implementiraju, bilo
provere da li se neki algoritam za crtanje uop²te moºe primeniti i da li je njegova primena
dobro re²enje u datoj situaciji.
2.5 Estetski kriterijumi za crtanje grafova
Autori algoritama za automatsko rasporeivanje elemenata grafova, odnosno, za crtanje
grafova £esto stavljaju poseban naglasak na odreene estetske kriterijume, tvrde¢i da se
tako dobijaju crteºi koji se korisnicima posebno sviaju. Drugim re£ima, smatraju da su
crteºi na kojima se uo£avaju odreene estetske karakteristike lak²i za £itanje i shvatanje
informacija koje se vizualizuju pomo¢u datih grafova. Veliki broj ovakvih kriterijuma
je predloºen tokom godina, poput minimizacije broja preseka grana, ujedna£enog toka
ili simetrije. Po£ev²i od sredine devedesetih godina pro²log veka, sprovedeno je nekoliko
studija kojima se ispituje validnost tvrdnji autora i proverava koji estetski kriterijumi
najvi²e pomaºu prilikom uo£avanja odreenih osobina grafa [29][32]. Meutim, ova
oblast je jo² u ranim fazama razvoja i studije su ve¢inom bile usmerene ka odreenim
tipovima grafova. Takoe, bilo je i poku²aja deﬁnisanja metrike kojom bi se merile
jasno¢e crteºa [33], ali postoji puno prostora za dalji razvoj ovog pravca istraºivanja.
Po²to jo² nije utvreno koji estetski kriterijumi u op²tem slu£aju najvi²e doprinose
pove¢anju £itljivosti dijagrama, u pregledu koji sledi oni ne¢e biti poreani po zna£aju.
2.5.1 Presecanje grana
Minimizacija broja preseka grana je estetski kriterijum koji mnogi smatraju jednim
od najbitnijih, ako ne i najbitnijim od svih. Lako¢a £itanja dvodimenzionalnog crteºa
grafa dovodi se u direktnu vezu sa ovim brojem, oko £ega se slaºe nekolicina studija,
kao ²to su [30] i [31]. Imaju¢i u vidu da je glavna informacija koju apstraktni graf nosi
indikator da li su dva £vora povezana nekom granom, jasno je da smanjivanje broja
preseka zna£ajno pove¢ava £itljivost crteºa [34]. Slike 2.9 i 2.10 prikazuju dva crteºa
istog grafa, gde prvi ima daleko vi²e preseka grana nego drugi. Preseci su na crteºu
posebno nazna£eni crvenim ta£kama. Estetski kriterijum koji je opisan daje veliku
prednost drugom crteºu, koji je, bez sumnje, daleko £itljiviji.
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Slika 2.9: Crteº grafa sa velikim brojem preseka grana
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Slika 2.10: Crteº grafa sa manjim brojem preseka grana
2.5.2 Minimalni uglovi
Ovaj estetski kriterijum tvrdi da minimalni ugao izmeu grana koje izlaze iz nekog
£vora treba da bude maksimizovan [35], [36]. U [33] obja²njava se da se najbolji mogu¢i
rezultat dobija kada svi £vorovi grafa imaju identi£ne uglove izmeu svih grana koje
u njih ulaze ili izlaze iz njih. Na slici 2.11 prikazana su dva crteºa istog apstraktnog
grafa, gde su kod prvog maksimizovani uglovi u centralnom £voru, dok je kod drugog
minimalni ugao dosta manji.
2.5.3 Prelomi
Ovaj kriterijum predloºen je u [37] i izdvaja minimizaciju broja preloma grana kao
jedan od bitnijih faktora za ukupnu razumljivost grafa. Pogotovo u oblasti veoma
velikih integrisanih kola (VLSI), arhitektonskom dizajnu itd. Slika 2.12 prikazuje dva
crteºa istog apstraktnog grafa. Na prvoj grane imaju minimalan mogu¢i broj preloma,
dok druga prikazuje crteº sa prelomom vi²e nego ²to je neophodno.
2.5.4 Tok
Kriterijum koji zagovara ujedna£eni tok usmerenih grana grafova na crteºu. Generalno
govore¢i, smer grana treba da bude konzistentan [33], a naj£e²¢e se radi o smeru od gore
18
V1
V0
V2 V3
V0
V1
V3
V2
Slika 2.11: Dva crteºa istog grafa sa razli£itim vrednostima minimalnog ugla meu
granama
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Slika 2.12: Dva crteºa istog apstraktnog grafa, gde jedan ima minimalan broj preloma
grana, a drugi nema optimalno utapanje
prema dole ili obrnuto. Primer istog grafa nacrtanog na dva na£ina, gde jedan po²tuje
kriterijum koji se opisuje, a drugi ne prikazan je na slici 2.13. Ujedna£en tok je pogotovo
bitan kod grafova kojima su reprezentovane hijerarhijski ureene informacije, kao i
grafova koji uvode ﬁzi£ke ili apstraktne tokove. Na primer, po²tovanje ovog kriterijuma
moºe pove¢ati preglednosti modela poslovnih procesa.
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Slika 2.13: Dva crteºa istog apstraktnog grafa, gde jedan ima konzistentan tok, a drugi
ne
2.5.5 Ortogonalnost
Ortogonalni estetski kriterijum tvrdi da se £vorovi i grane grafa mogu postaviti na
ortogonalnu koordinatnu mreºu, £ime celokupan crteº dobija na preglednosti [37], [38].
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Koncept ortogonalnosti moºe se predstaviti kroz dva uslova [33]:
 grane i njihovi segmenti prate linije koje se postavljaju na zami²ljeni Dekartov
koordinatni sistem,
 £vorovi i prelomne ta£ke grana koliko god je to mogu¢e treba da koriste Dekartov
koordinatni sistem.
Drugim re£ima, segmenti grana ne bi trebalo puno da odstupaju od pravog ugla,
a £vorovi grafa i prese£ne ta£ke grana treba da budu ﬁksirane na preseke zami²ljene
koordinatne mreºe. Tako se mreºa maksimalno koristi.
2.5.6 Simetrija
Simetrija je estetski kriterijum, kojim se, kao ²to se navodi u [39], jasno uo£avaju
struktura i obeleºja grafa. Svaki crteº grafa ima trivijalnu simetriju, te se moºe re¢i da
ovaj kriterijum zahteva da crteº datog grafa ima netrivijalnu simetriju. Ili, ambicioznije,
²to je mogu¢e vi²e takvih simetrija. Na primer, oba crteºa grafa na slikama 2.14 i 2.15
imaju bar jednu netrivijalnu simetriju, ali ih crteº na slici 2.14 ima daleko vi²e. Ovaj
crteº takoe ima pet preseka grana, dok je crteº sa slike 2.15 planaran. Ve¢ina ljudi bi
rekla da im se vi²e svia prvi crteº, ²to demonstrira vaºnost ovog kriterijuma [40].
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Slika 2.14: Crteº grafa sa 8 simetrija i 5 preseka grana
2.5.7 Ostali kriterijumi
Pored prethodno opisanih kriterijuma, autori razli£itih algoritama za rasporeivanje
predloºili su jo² nekolicinu, kao ²to su:
 Raspodela £vorova: £vorovi treba da budu ravnomerno rasporeeni unutar
ograenog prostora.
 Duºina grana: grane ne treba da budu ni previ²e duga£ke, ni previ²e kratke.
 Varijacija duºina grana: duºine grana treba da budu ujedna£ene.
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Slika 2.15: Planarni graf sa jednom netrivijalnom simetrijom
2.6 Pregled klasa algoritama za automatsko rasporeivanje
U nastavku ¢e biti dat pregled najpopularnijih klasa za automatsko rasporeivanja
elemenata grafova. Za svaku od njih bi¢e navedena osnovna ideja postupka crtanja
grafa, kao i istaknuti konkretni algoritmi koji im pripadaju.
2.6.1 Algoritmi za crtanje stabala
Crtanje stabala je jedna od najvi²e izu£avanih oblasti crtanja grafova. Ovo nije
iznenauju¢e po²to automatsko generisanje crteºa stabala nalazi mno²tvo prakti£nih
primena. Naime, stablo £iji £vorovi predstavljaju entitete, a grane veze izmeu njih,
£esto se koristi za modelovanje hijerarhijskih informacija. Crtanje stabala koristi se
u softverskom inºenjerstvu (hijerarhije klasa unutar objektno-orijentisanih dijagrama),
sistemima za podr²ku odlu£ivanju (stabla aktivnosti), biologiji (evoluciona stabla) itd.
[41]. Naravno, algoritmi za crtanje stabala primenjuju se isklju£ivo nad grafovima koji
su stabla.
Algoritmi za crtanje stabala teºe da zadovolje vi²e estetskih kriterijuma. Neki od
njih su prethodno ve¢ opisani, dok drugi imaju smisla samo u kontekstu grafova ovog
tipa. U ovu drugu grupu spadaju:
 Fiksiranje crteºa na mreºu uz fokusiranje na minimizaciji povr²ine koja ga sadrºi
u celosti. Pod povr²inom se misli na broj ta£aka na koordinatnoj mreºi unutar
pravougaonika u kom je crteº.
 Odnos duºine i ²irine pravougaonika iz gornjeg kriterijuma. U idealnom slu£aju,
duºina i ²irina bi trebalo da su jednake tj. odnos treba da bude jednak 1.
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 Ako dva podstabla T [u] i T [v] nemaju zejedni£kih £vorova, pravougaonici koji ih
sadrºe ne bi trebalo da se preklapaju [42].
 Rastojanje izmeu korena stabla i njegovih listova trebalo bi da bude ²to manje.
Op²tiji estetski kriterijumi, koji su prema mnogim autorima poºeljni u okviru crteºa
stabala prvenstveno se odnose na grane. Konkretno, smatra se da je crteº stabla lep²i
i pregledniji ukoliko ima malu vrednost za prose£nu, ukupnu i maksimalnu duºinu
grana. Takoe, poºeljno je i da duºine grana budu jednake [29], [43]. Maksimizovanje
minimalnih uglova izmeu grana koje izlaze iz istog £vora, kao i simetrija dva su
dodatna kriterijuma koja se £esto spominju kada je re£ o crtanju stabala. Stabla su
uvek planarna, tako da se teºi da se na crteºu ne pojave preseci grana, dok se neki
algoritmi fokusiraju i na ortogonalnost.
Postoje razli£iti pristupi za crtanje stabala, od kojih su neki dizajnirani samo
za primenu nad binarnim stablima, dok se ostali mogu primeniti i nad potpuno
proizvoljnim grafovima ovog tipa. Najpopularniji pristupi uklju£uju slede¢e:
 pristup baziran na nivoima,
 H-V (horizontalno-vertikalni) pristup,
 pristup baziran na putanjama,
 kruºni pristup,
 pristup baziran na razdvajanju.
Pristup baziran na nivoima moºe da se primeniti na proizvoljna stabla i
karakteristi£an je po tome ²to su £vorovi na podjednakoj udaljenosti od korena
horizontalno poravnati. Ovaj pristup se odlikuje simetrijom, ali je ukupna povr²ina
crteºa previ²e velika, dok je ²irina u slu£aju izbalansiranog stabla sa puno £vorova
daleko ve¢a od visine. Razvijen je znatan broj algoritama za crtanje stabala u skladu
sa pristupom baziranom na nivoima. Verovatno najuticajniji algoritam ove grupe je
algoritam za uredno crtanje stabala Rajngolda i Tilforda (Reingold-Tilford) publikovan
1981. godine [44]. Originalni algoritam dizajniran je za binarna stabla, tako da zadovolji
4 estetska kriterijuma, koja u dobroj meri opisuju teºnje teku¢eg pristupa. Re£ je o
slede¢em:
1. £vorovi na istom nivoa stabla trebalo bi da leºe na pravoj liniji, dok bi prave linije
koje deﬁni²u nivoe trebalo da budu paralelne,
2. levo dete treba da bude postavljeno sa leve strane svog roditelja, a desno sa desne,
3. roditelj treba da bude centriran iznad svoje dece,
4. stablo i njegov odraz treba da proizvedu crteºe koji su reﬂeksije jedan drugog,
dok bi svako podstablo trebalo biti nacrtano na isti na£in bez obzira na mesto u
stablu gde se nalazi.
Prva tri kriterijuma formulisana su prvi put u [45], dok je £etvrti originalni doprinos.
Algoritam je kasnije pro²iren tako da se moºe primeniti i za generalna stabla [46],
a dizajnirani su i drugi algoritmi bazirani na nivoima, poput[47][49]. Primer crteºa
stabla prema ovom pristupu prikazan je na slici 2.16.
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Slika 2.16: Crteº stabla u skladu sa pristupom baziranom na nivoima
Ako se koordinate Dekartovog koordinatnog sistema mapiraju na polarne, pristup
baziran na nivoima proizvodi radijalne crteºe stabala, kod kojih se £vorovi sme²taju na
koncentri£ne krugove rastu¢eg polupre£nika. Za kreiranje ovakvih crteºa stabala takoe
je osmi²ljen veliki broj algoritama, a neki od njih su [50], [51]. Radijalni crteº stabla sa
gornje slike prikazan je na slici 2.17.
Slika 2.17: Radijalni crteº stabla
Horizonalno-vertikalni pristup kao cilj ima kreiranje ortogonalnih pravolinijskih
crteºa grafova. Crteºi stabala inspirisani ovim pristupom su planarni sa £vorovima
postavljenim na koordinatnu mreºu i sa granama koje se sastoje samo iz horizontalnih
i vertikalnih segmenata. Koren stabla postavlja se u gornji levi ugao, dok se svaki drugi
£vor postavlja ili direktno desno od svog roditelja, ili direktno ispod njega.
Postoje razli£iti algoritmi za crtanje stabala bazirani na ovom pristupu, od kojih je
ve¢ina njih dizajnirana za rad sa binarnim stablima, poput [52], [53]. Neki od njih se,
meutim, mogu pro²iriti i primeniti nad proizvoljnim stablima.
Pristup baziran na putanjama koristi se za crtanje binarnih stabala. Osnovna ideja
ovih ovog pristupa zasnovana je na rekurzivnoj konstrukciji crteºa stabla na slede¢i
na£in:
 Za svako podstablo ukorenjeno u £voru v, ﬁksira se konstanta A, takva da ako je
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n(v) ≤ A, crteºi podstabala ukorenjenih u deci £vora v se postavljaju jedan pored
drugog.
 U suprotnom se graf deli na podstabla T1, T2, ..., Tk−1, Tk−1, T ′, T ′′, kao na slici
2.18.
Slika 2.18: Crteº binarnog stabla za n(v) > A [42]
Dizajnirano je nekoliko algoritama prema ovom pristupu, kao ²to su [42], [54], [55].
Kruºni pristup podrazumeva postavljanje dece na kruºnicu sa centrom u svom
roditelju. Razvijen je znatan broj algoritama koji se pridrºavaju ovog pristupa, poput
[56][60]. esto se koriste za crtanje velikih stabala, a dobijeni crteºi se nazivaju i
balonima. Jedan primer prikazan je na slici 2.19.
Pristup baziran na razdvajanju moºe se primeniti i u slu£aju binarnih i u slu£aju
op²tih stabala. Stablo se kreira rekurzivnom primenom slede¢ih akcija:
 Na¢i razdeljuju¢u granu (£vor) stabla T stepena d. Razdeljuju¢a grana (£vor) deli
T na d parcijalnih stabala ako se ukloni. Svako stablo sadrºi razdeljuju¢u granu
(£vor) [61].
 Podeliti stablo na d parcijalnih stabala uklanjanjem razdeljuju¢e grane ili £vora.
 Za svako parcijalno stablo odrediti pogodnu vrednost odnosa ²irine i visine.
 Nacrtati sva parcijalna stabla po²tuju¢i odreeni odnos.
 Sloºiti crteº uklapanjem svih parcijalnih stabala i dodati uklonjene grane i £vorove.
Osmi²ljeni su i razni algoritmi u skladu sa ovim pristupom. Neki od njih su [61][63].
2.6.2 Hijerarhijski algoritmi za rasporeivanje
Algoritmi za crtanje stabala su, kao ²to je spomenuto, pogodni za crtanje odreenih
hijerarhija. Meutim, nisu retki dijagrami koji su hijerarhije, ili sli£ni njima, ali nisu
stabla. Ipak, trebalo bi da budu nacrtani tako da se jasno mogu uo£iti odnosi izmeu
entiteta.
Da bi se formalno deﬁnisao pojam hijerarhije, prvo je potrebno uvesti nivovske
grafove. Nivovski graf G = (V,E, λ) je usmereni acikli£ni graf sa mapiranjem λ : V ←
1, 2, ..., k, k ≥ 1 koje particionira skup £vorova V na V = V1 ∪ V2 ∪ ... ∪ Vk, Vk =
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Slika 2.19: Crteº kruºnog stabla
λ−1(j), Vi ∩ Vj = ∅, i 6= j, tako da vaºi λ(v) = λ(u) + 1 za svaku granu (u, v) ∈ E.
Hijerarhija je nivovski graf za koji za svako v ∈ Vj , j > 1 postoji bar jedna grana (w, v)
takva da je w ∈ Vj−1 [64].
Hijerarhijski algortitmi daju najbolje rezultate ako se primene na digrafe koji
su hijerarhije, ali se najpopularniji algoritmi ove klase mogu primeniti i na skoro
hijerarhije, kao i na neusmerene grafove, pri £emu se grane automatski orijenti²u. Daleko
najpopularniji algoritam je Sugijamin okvir(Sugiyama framework) [65], koji kreira crteº
grafa teºe¢i pridrºavanju slede¢ih estetskih kriterijuma:
 jedinstveni tok,
 minimizacija duºina veza,
 ravnomerna raspodela £vorova,
 minimizacija preseka grana,
 kreiranje crteºa sa pravolinijskim granama.
Svakako najbitniji od kriterijuma je jedinstveni tok. Naime, grane bi trebalo da teku
ili od gore prema dole, ili od levo ka desno, prema potrebi.
2.6.3 Algoritmi za kruºno rasporeivanje
Kruºni crteº grafa je njegova vizualizacija koja poseduje slede¢e karakteristike:
 graf je podeljen u klastere,
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 £vorovi svakog klastera se kruºno rasporeuju (stavljaju na obod kruga),
 svaka grana je jedna prava linija.
.
Ova grupa algoritama svoju upotrebu nalazi u situacijama kada je potreban
klasterizovani prikaz informacija. Podela na klastere moºe da iskaºe osobine grafa kao
²to je bipovezanost. Kako bi crteºi bili ²to pregledniji, poºeljno je da broj preseka grana
unutar jednog klastera bude ²to je mogu¢e manji [66]. Danas postoji vi²e algoritama
koji se bave ovom problematikom, mada je njihov broj znatno manji u odnosu na broj
pripadnika popularnijim klasama. Neke tehnike za kruºno crtanje grafova sme²taju
sve £vorove na jedinstvenu kruºnicu, recimo [67], [68], dok druge proizvode crteºe
koji se sastoje iz vi²e krugova. U [69] opisuje se vi²e tehnika za kruºno crtanje,
uklju£uju¢i i predstavnika drugospomenute grupe, inspirisanog algoritmima za radijalno
crtanje stabala. vorovi se u klastere grupi²u na osnovu bipovezanosti, odnosno, jedan
klaster predstavlja jednu bipovezanu komponentu, pri £emu se teºi da artikulacioni
£vorovi budu rasporeeni tako da se artikulacioni £vorovi jednog mogu povezati sa
artikulacionim £vorovima drugog klastera na estetsko zadovoljavaju¢i na£in.
Takoe, u pojedinim situacijama korisnicima bi moglo biti interesantno da sami
deﬁni²u sadrºaj klastera, odnosno, kako ¢e £vorovi biti grupisani. Ovako ne²to se moºe
o£ekivati ako se, na primer, crta graf koji predstavlja mreºu ra£unara. Naime, korisnici
bi moºda ºeleli da grupi²u ra£unare unutar jednog departmana, sprata ili po nekom
drugom kriterijumu. Ovakvo crtanje grafa, teºe¢i minimizaciji broja preseka grana,
kompleksnije je nego kada se rasporeivanje u klastere vr²i prema bipovezanosti, te Siks
(Janet M. Six) i Tolis (Ioannis G. Tollis) predlaºu kombinovanje kruºnog algoritma sa
silom usmerenom tehnikom [69] u tim situacijama.
2.6.4 Algoritmi za simetri£no crtanje grafova
Algoritmi za simetri£no crtanje grafova kao glavni cilj imaju kreiranje crteºa grafa
sa netrivijalnom simetrijom, imaju¢i u vidu da svaki crteº ima trivijalnu simetriju
tj. mapiranje £vorova na same sebe. Ili, ambicioznije, sa najve¢im mogu¢im brojem
simetrija. Tvorci algoritama ove klase izdvajaju simetriju kao najvaºniji estetski
kriterijum, tvrde¢i da ona jasno otkriva strukturu i obeleºja grafa. Na primer, grafovi
u udºbenicima o teoriji grafova se veoma £esto predstavljaju simetri£nim crteºima.
Simetrije crteºa nekog grafa G povezane su sa njegovim automorﬁzmima. Meutim,
ne moºe se svaki automorﬁzam predstaviti simetrijom nekog crteºa grafa G. Na primer,
poznati Petersonov graf, prikazan na slici 2.20, ima £ak 120 automorﬁzama, ali samo
10 od njih moºe biti prikazano na crteºu. Dakle, algoritmi za simetri£no crtanje
grafova bave se i izdvajanjem podskupa automorﬁzama grafa koji se mogu predstaviti
simetrijama nekog crteºa [39]. Takvi automorﬁzmi nazivaju se geometrijskim.
Detekcija geometrijskih automorﬁzama nije jednostavan zadatak. Naime, pokazano
je da je problem NP-teºak [70]. Stoga su razvijeni razli£iti heuristi£ki pristupi, od
kojih je naj£e²¢i multidimenzionalno skaliranje ili silom usmerena metoda. Osnovna
ideja ovog pristupa zasniva se na projektovanju crteºa visokih dimenzija na crteº
malih dimenzija (obi£no 2 ili 3). Teºi se kreiranju crteºa maksimalne simetrije u
prostoru visokih dimenzija, te se u ovu svrhu deﬁni²e funkcija razdaljine izmeu £vorova.
Rastojanja izmeu £vorova u visokodimenzionalnom prostoru trebalo bi da budu takva
da se projekcijom crteºa vi²ih dimenzija na crteº manjih o£uvaju maksimalno mogu¢e.
Ovakve metode £esto se posmatraju kao sistemi sila, odakle alternativni naziv.
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Slika 2.20: Petersonov graf
Zbog kompleksnosti pomenutog problema, razvijeni su algoritmi za simetri£no
crtanje grafova koji se fokusiraju isklju£ivo na planarne grafove, postiºu¢i linearno
vreme izvr²avanja. Upravo ovaj problem adresiraju Hong (Seok-Hee Hong) i Ejds
(Peter D. Eades) u seriji radova koji se bave simetri£nim crtanjem nepovezanih, te
jednostruko, dvostruko i trostruko povezanih grafova [71][74]. Ovi algoritmi nalaze
grupu automorﬁzama maksimalne veli£ine i utapanje grafa, koje potom treba i nacrtati
na osnovu ove informacije. Tripovezani grafovi mogu se nacrtati pomo¢u £uvenog
baricentri£nog algoritma Tuta (Tutte's embedding)[75], ili modernijeg i kompleksnijeg
algoritma, £iji su tvorci takoe Hong i Ejds uz Brendana Makeja (Brendan D. McKay)
[76]. Bipovezani grafovi mogu se augmentacijom (dodavanjem odreenih grana i
£vorova) pretvoriti u odreene tripovezane, dok ne²to sli£no po deljenju na bipovezane
komponente moºe biti primenjeno i za samo povezane grafove. Primer simetri£nog
crteºa bipovezanog grafa prikazan je na slici 2.21.
Slika 2.21: Simetri£ni crteº bipovezanog grafa
Naravno, razvijeni su i algoritmi koji se bave simetri£nim crtanjem grafova u op²tem
slu£aju, ali njihovi rezultati te²ko mogu da dostignu prethodno spomenute prilikom
primene nad planarnim. Tu spada, na primer, algoritam Kara (Hamish Carr) i Kokaja
(William Kocay), koji zahteva jedino da graf ima netrivijalnu simetriju i da mu se
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prosledi neki automorﬁzam datog grafa [77].
2.6.5 Planarni pravolinijski algoritmi
Planarni pravolinijski algoritmi bazirani su na £injenici da, ako se graf moºe nacrtati
bez presecanja grana, pri £emu one mogu biti proizvoljnog oblika, onda taj graf moºe
biti nacrtan na isti na£in i ako se grane sastoje samo iz pravolinijskih segmenata. Ovu
tvrdnju dokazalo je vi²e nau£nika jo² u prvoj polovini 20. veka [78]. Sam problem
crtanja planarnih grafova na ovaj na£in proizi²ao je iz crtanja elektri£nih mreºa, pre
svega VLSI kola.
U okviru ove klase algoritama za crtanje grafova moºe se uo£iti vi²e podgrupa,
kao ²to su planarno konveksni, ortogonalni, pravougaoni, polilinijski, te algoritmi koji
£vorove postavljaju u temena koordinatne mreºe.
Konveksni crteº nekog planarnog grafa je njegova reprezentacija, takva da su
granice njegovih lica konveksni poligoni. Pored ovog uslova, crteºi moraju zadovoljiti i
prethodno spomenute, odnosno, da se sve grane sastoje isklju£ivo iz pravih linija i da
ukupan broj njihovih preseka bude 0 [79]. Nemaju svi planarni grafovi konveksni crteº.
Tut (William T. Tutte) je pokazao da svaki tripovezani graf ima ovakav crteº i njegov
ve¢ spomenuti algoritam [75] generi²e crteºe koji ispunjavaju uslov konveksnosti lica.
Graf, meutim, ne mora biti tripovezan da bi imao konveksan crteº. U [79] predstavljen
je algoritam koji proverava da li dati bipovezani graf ima pomenuti crteº i, ako ima,
nalazi ga. Nekoliko primera konveksnih crteºa prikazano je na slici 2.22.
Slika 2.22: Konveksni crteºi bipovezanog grafa
Konveksno crtanje grafova, iako prou£avano jo² u vreme kada je oblast crtanja
grafova bila u svom za£etku, i danas je izuzetno aktuelno. Naime, izu£avaju se razli£ite
klase grafova i karakteritike koje konveksni grafovi poseduju [80][82].
Planarni ortogonalni i polilinijski algoritmi usresreeni su na veli£inu uglova izmeu
grana. Odnosno, na meusobnu udaljenost grana koje izlaze iz istog £vora grafa. Moºe
se primetiti da ²to je manji ugao izmeu grana istog £vora, to je ve¢a ²ansa da ¢e
delovati kao da su one preklopljene. Naravno, uglovi izmeu grana £vora visokog stepena
ne mogu parirati onima izmeu grana £vora manjeg stepena. Cilj je maksimizovati
najmanji ugao.
Ortogonalni algoritmi proizvode crteºe kod kojih se grane mogu sastojati samo iz
horizontalnih i vertikalnih segmenata. U tom slu£aju, najmanji ugao izmeu susednih
grana je 90◦, te su crteºi poprili£no lepi. Meutim, nije te²ko zaklju£iti da tada nijedan
£vor ne sme imati stepen ve¢i od 4, ina£e se algoritam koji pripada ovoj klasi ne moºe
primeniti[83].
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Prvi pristupi za kreiranje ortogonalnih crteºa kojima se postiºe linearno vreme
izvr²avanja uz zadovoljavanje postavljenih estetskih kriterijuma (minimizacija broja
preloma grana i mala ukupna povr²ina koju crteº obuhvata) koriste vidljivu
reprezentaciju. Vidljiva reprezentacija grafa G = (V,E) Γ mapira svaki £vor v ∈ V
na horizontalni segment £vora Γ(v) i svaku granu (u, v) ∈ E na vertikalni segment
grane Γ(u, v) takve da svaki segment Γ(u, v) ima krajeve koji leºe na horizontalnim
segmentima Γ(u) i Γ(v) i ne se£e se niti preklapa sa bilo kojim drugim segmentom.
Vidljivu reprezentaciju uveli su Oten (R. Otten) i fan Vijk (J.G. van Wijk) [84] 1978.
godine, da bi osam godine kasnije Tamasija (Roberto Tamassia) i Tolis pokazali da graf
ima vidljivu reprezentaciju ako i samo ako je planaran, u kom slu£aju se ona moºe
na¢i u linearnom vremenu. Algoritam za ortogonalno crtanje grafa Otena i Fan Vijka
bio je i inspiracija za algoritam koji modiﬁkuje u manjoj meri njegovu ideju, daju¢i
ne²to kompaktnije crteºe [85]. Vidljive reprezentacije takoe su i dalje aktuelna oblast
istraºivanja, te se tako moºe spomenuti dodatno pobolj²anje poslednjespomenutog
algoritma u vidu smanjenja ²irine vidljive reprezentacije iz 2005. godine [86], kreiranja
vizuelne reprezentacije 4-povezanih grafova skoro optimalne visine iz 2009. [87], te
izu£avanja mogu¢nosti kreiranja ove reprezentacije i za grafove koji nisu planarni. Na
primer, Brandenburg je 2014. predloºio algoritam koji se odnosi na 1-planarne grafove
(sa maksimalno jednim presekom za svaku granu) [88].
Drugi pristup zastupljen u ortogonalnom crtanju grafova obuhvata kreiranje mreºnih
tokova. Mreºni tok je mreºa sa dva specijalna £vora - polazi²nim i odredi²nim (izvorom
i ponorom). Polazi²ni £vor nema ulazne, a odredi²ni izlazne grane. Mreºni tokovi mogu
se koristiti za opis problema transportovanja nekog produkta od polazi²ta do odredi²ta,
pri £emu kroz jednu granu ne sme pro¢i vi²e produkata nego ²to dozvoljava kapacitet.
Problem mreºnog toka dalje se deﬁni²e kao sprovoenje maksimalne koli£ine produkata
od izvora do odredi²ta uz po²tovanje ograni£enja kapaciteta. Takoe, za svaki £vor,
koji nije ni izvor ni ponor, ulazni broj jedinica toka jednak je izlaznom. Algoritmi
za ortogonalno crtanje grafova koji koriste mreºne tokove ra£unaju ortogonalni oblik
grafa pomo¢u njih. Naime, u takvoj mreºi produkti su zapravo uglovi izmeu susednih
grana. Svaka jedinica toka povezana je sa pravim uglom u ortogonalnom obliku.
Drugi korak ovih algoritama predstavlja dodelu celobrojnih duºina segmentima granama
ortogonalnog oblika. Ovu tehniku 1987. godine iskoristio je za crtanje grafova koji ne
sadrºe £vor stepena ve¢eg od 4 Tamasia [37]. Algoritam teºi minimizaciji broja preloma
grana, gde bi optimalno re²enje predstavljalo ortogonalni crteº kod kojega se sve grane
sastoje iz samo jednog segmenta. Meutim, problem minimizacije broja preloma grana
je NP-kompletan [89] i ne postoji algoritam sa linearnim vremenom izvr²avanja. Ipak,
u novije vreme raeno je na pobolj²anju performansi originalnog pristupa, kao u radu
[90] iz 2012. godine.
Speciﬁ£niji tip ortogonalnog crtanja grafova jeste kreiranje pravougaonih crteºa.
Ovaj tip algoritama dodaje jo² i uslov da svako lice mora biti nacrtano kao pravougaonik.
Veoma su korisni u oblastima dizajna integrisanih kola, kao i arhitekturi za kreiranje
²ematske reprezentacije postavljanja funkcionalnih blokova, odnosno, rasporeda soba
jednog stana ili ku¢e [91]. Jedan primer ovakvog crteºa prikazan je na slici 2.23.
Pravougaoni crteº, ukoliko ga graf ima, moºe se na¢i u linearnom vremenu pomo¢u
algoritma [92].
Za crtanje grafova koji ne ispunjavaju pomenuti restriktivni uslov sa fokusom
na uglove izmeu grana koriste se polilinijski algoritmi. Poput ortogonalnih, i ovi
algoritmi teºe da smanje koliko god je to mogu¢e broj preloma grana, kao i da kreiraju
kompaktnije crteºe. Danas postoji znatan broj ovih algoritama, poput [36], [93][95].
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Slika 2.23: Pravougaoni crteº grafa
2.6.6 Silom usmereni algoritmi za rasporeivanje
Silom usmereni algoritmi za automatsko rasporeivanje predstavljaju najﬂeksibilniji tip
algoritama za nalaºenje rasporeda £vorova svih jednostavnih neorijentisanih grafova.
Dakle, nije potrebno da grafovi budu planarni, bipovezani, tripovezani, stabla
itd. Crteºi kreirani kori²¢enjem ovih algoritama £esto zadovoljavaju vi²e estetskih
kriterijuma do odreene mere, bivaju¢i simetri£ni, sa granama sli£ne duºine i malim
brojem preseka (ili nijednim) u slu£aju planarnih grafova [96]. Osnovna ideja silom
usmerenih algoritama obuhvata dodelu sila granama i £vorovima grafa i simulaciju
njihovog kretanja ili minimizaciju energije njihovog rasporeda [97].
Prvim algoritmom iz ove grupe smatra se ve¢ spomenuti Tutov metod baziran na
baricentri£noj reprezentaciji. Tut tvrdi i dokazuje da ako se ﬁksira lice planarnog
tripovezanog grafa u ravni, pozicije ostalih £vorova, takve da na crteºu nema preseka
grana, a sva lica budu konveksna, mogu se na¢i re²avanjem sistema linearnih jedna£ina.
Ovaj metod moºe se smatrati silom usmerenim, pri £emu se na svaku granu postavljaju
privla£ne sile nalik na oprugu. Sila je proporcionalna rastojanju izmeu £vorova koje
grana spaja, dok sama opruga ima idealnu duºinu jednaku nuli [43].
Veliki napredak u ovoj oblasti predstavlja Ejdsova metoda opruga [98] koja je
inspirisala dalje napretke i usavr²avanja. Ovaj algoritam, kao i takoe poznati pristup
Fruhterman i Rajngold (Fruchterman-Reingold)[99] oslanja se na sile opruga, nalik na
Hukov zakon. Naime, Ejds predlaºe zamenu svih £vorova £eli£nim prstenjem i svih
grana oprugama, kako bi se dobio mehani£ki sistem. vorovi se postave u neki po£etni
poloºaj i puste, te sile opruga povezanih sa prstenjem prevode sistem u stanje minimalne
energije. U odnosu na Hukov zakon, Ejds modiﬁkuje odreene formule sa ciljem
dobijanja lep²eg rasporeda £vorova. Konkretno, fokusira se na simetriju i jednaku duºinu
grana, dok Fruhterman i Rajngold vode ra£una i o ujedna£enom rasporedu £vorova.
Naime, oni posmatraju £vorove grafa kao svemirska tela i ra£unaju privla£ne i odbojne
sile izmeu njih. Oni uvode i pojam temperature, koja se smanjuje kako raspored
postaje bolji. Upotreba temperature je specijalan slu£aj op²tije tehnike simuliranog
kaljenja, koja se koristi u pojedinim modernijim silom usmerenim algoritmima za
rasporeivanje. Simulirano kaljenje poti£e iz metalurgije i predstavlja ﬁzi£ki proces
hlaenja istopljenog materijala.
Kamada (Tomihisa Kamada) i Kavai (Satoru Kawai) sa druge strane predlaºu
deﬁnisanje funkcije koja mapira rasporede elemenata grafa na pozitivan realni broj koji
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predstavlja njihove energije, te nalaºenje njegovog minimuma. Sa estetske ta£ke gledi²ta,
Kamada i Kavai najlep²im crteºom grafa smatraju onaj kod kojega su geometrijske
udaljenosti izmeu parova £vorova jednake onim koje se izra£unavaju algoritmom
najkra¢e putanje izmeu svih parova. Dobijeni raspored £vorova uglavnom je poprili£no
intuitivan i crteºi se mogu smatrati lepim, ali je sam algoritam relativno neeﬁkasan -
upravo zbog ra£unanja rastojanja izmeu parova.
Svi spomenuti algoritmi dizajnirani su za primenu nad relativno malim grafovima.
Naime, i Ejds, i Fruhterman i Rajngold svoje ideje testirali su nad grafovima sa svega
30 do 40 £vorova. Algoritmi se, naravno, mogu primeniti i nad znatno ve¢im grafovima,
ali im dobra performansa prilikom rasporeivanja grafova sa vi²e hiljada £vorova nije
postavljena kao jedan od bitnijih ciljeva. Osim vremena izvr²avanja, postoji jo² jedan
problem kod osnovnih silom usmerenim algoritama koji se uo£ava ve¢ prilikom primene
nad grafovima sa nekoliko stotina £vorova. Naime, ﬁzi£ki modeli uglavnom imaju
puno lokalnih minimuma i £esto se de²ava da algoritam zavr²i u njima. Meutim,
ovo ne umanjuje zna£aj pomenutih algoritama, koji su doveli do velikog interesovanja
mnogih drugih nau£nika za silom usmereno rasporeivanje. Broj pripadnika ovoj klasi
od devedesetih godina pro²log veka do danas mnogostruko je uve¢an.
Pojedini autori usredsredili su se na pobolj²anja poznatih metoda, dok su drugi
nudili potpuno originalna re²enja. U vezi s pobolj²anjem metoda opruga, moºe se
izdvojiti algoritam Dejvidsona i Harela (Davidson-Harel) iz 1996. godine koji koristi
spomenutu tehniku simuliranog kaljenja [100]. Takoe, veliki napredak je postignut na
polju crtanja velikih grafova, pa tako danas postoje algoritmi dizajnirani za primenu nad
gafovima sa desetinama, pa £ak i stotinama hiljada £vorova. Hadani (Ronny Hadany) i
Harel (David Harel) prvi su osmislili silom usmereni algoritam za crtanje ve¢ih grafova
[101], testiraju¢i ga nad grafovima do 1000 £vorova, da bi veli£ina grafova kojima su
tvorci isprobavali svoje algoritme vremenom bivala sve ve¢a. Neki primeri algoritama
dizajniranih za primenu nad velikim grafovima su [102][105].
Imaju¢i sve navedeno u vidu, nije iznenauju¢a popularnost algoritama ovog tipa.
Mogu se primeniti nad bilo kojim grafom, a rezultuju¢i crteºi obi£no zadovoljavaju vi²e
estetskih kriterijuma, bar do odreene mere. Na primer, planaran graf moºda ne¢e biti
nacrtan bez ijednog preseka grana, ali ¢e taj broj biti poprili£no nizak. Na slici 2.24
prikazan je crteº grafa kreiran pomo¢u algoritma Fruhtermana i Rajngolda. Graf je
planaran, dok se na crteºu uo£ava jedan presek grana, ²to nije uop²te lo²e, uzimaju¢i
u obzir da algoritam nije specijalno dizajniran za planarne grafove. tavi²e, primena
nekog novijeg algoritma, koji unapreuje osnovnu ideju spomenutih autora, dovela bi i
do crteºa bez ijednog preseka.
2.6.7 Ostale klase algoritama za rasporeivanje
Uz prethodno detaljnije opisane klase algoritama za automatsko rasporeivanje, moºe
se izdvojiti jo² nekoliko koje imaju bitnu prakti£nu primenu i vi²e konkretnih algoritama
koji im pripadaju. Tu se moºe svrstati crtanje po blizini i slojevito crtanje grafova.
Graf bliskosti moºe se neformalno deﬁnisati kao pravolinijski crteº konstruisan
od skupa ta£aka P u nekom metri£kom sistemu povezivanjem parova ta£aka koje su
dovoljno blizu jedna drugoj. Iz jednog skupa P moºe proiza¢i vi²e grafova bliskosti, u
zavisnosti od same deﬁnicije bliskosti. Odnosno, kada su dve ta£ke dovoljno blizu.
Grafovi bliskosti primenjuju se za opis oblika nekog skupa ta£aka u oblastima kao
²to su kompjuterska graﬁka, prepoznavanje ²ablona, numeri£ka analiza, geografski
informacioni sistemi itd. U kontekstu crtanja grafova, postavlja se problem nalaºenja
pravolinijskog crteºa grafa takvog da je on graf bliskosti. Takvi crteºi bliskosti imaju
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Slika 2.24: Crteº grafa kreiran primenom algoritma Fruhtermana i Rajngolda
nekolicinu zanimljivih osobina. Na primer, na njih ne uti£e promena razmere, a povezani
£vorovi se crtaju bliºe jedan drugom u odnosu na nepovezane, dok se £vorovi koje ne
povezuje data grana ne crtaju blizu nje.
Izdvajaju se dva na£ina deﬁnisanja bliskosti: na osnovu koncepta regiona bliskosti i
na osnovu globalne mere bliskosti. Kod prvog su dva ili vi²e £vorova bliska ako i samo
ako neki pogodno deﬁnisani region koji opisuje njihovo susedstvo sadrºi jo² najvi²e k
£vorova, za neko dato k ≥ 0. Globalna bliskost proizvodi crteºe kod kojih je ukupan
zbir duºina grana na crteºu minimalan [106].
Slojeviti crteº grafa predstavlja crteº na kojem £vorovi leºe na nekim geometrijskim
slojevima, koji mogu biti linije, krugovi ili neke druge krive. Razdvajanje £vorova na
posebne slojeve moºe biti dobar na£in za nagla²avanje odreenih strukturnih obeleºja
grafa. Prilikom slojevitog crtanja orijentisanih grafova postavlja se zahtev ujedna£enog
toka, dok o ovome ne treba voditi ra£una kada je ulazni graf neorijentisan. U teoriji,
slojevi mogu biti bilo kakvi oblici, ali je sa prakti£ne ta£ke gledi²ta poºeljno da se radi
ili o paralelnim pravim linijama ili koncentri£nim kruºnicama. Algoritmi se fokusiraju
na planarne grafove i nalaºenje crteºa bez preseka grana.
Crteºi istog grafa se u velikoj meri razlikuju u zavisnosti od broja slojeva. Za crteº
koji ima dva ili tri sloja moºe se tvrditi da je lep²i od onog koji ima samo jedan, te svi
£vorovi leºe na istoj liniji ili kruºnici. Ako je k broj slojeva, a b maksimalni broj preloma
grana grafa, dati graf se ne moºe nacrtati na ºeljeni na£in za bilo koje vrednosti ovih
varijabli. Shodno tome, oblast slojevitog crtanja grafova bavi se i nalaºenjm njihovih
najve¢ih vrednosti, kao i ispitivanju da li za dato k i b dati planarni graf moºe biti
nacrtan bez preseka grana, na k slojeva i sa maksimalno b preloma grana.
2.7 Jezici speciﬁ£ni za domen
Jezici speciﬁ£ni za domen (Domain-Speciﬁc Languages) su ra£unarski jezici
specijalizovani za odreeni domen problema [107]. Drugim re£ima, re£ je o jezicima koji
32
koriste koncepte i notacije prilagoene odreenom domenu, za razliku od programskih
jezika op²te namene. Upotreba koncepata problemskog domena omogu¢ava domenskim
ekspertima pod odreenim uslovima samostalno kori²¢enje datog jezika speciﬁ£nog
za domen (JSD). Takoe, time se izbegava i ru£no mapiranje na koncepte ciljne
implementacione platforme, kako je to posao kompajlera ili generatora koda [108].
Kori²¢enjem koncepata domena problema smanjuje se i broj linija koda kojima se
postiºe odreeni cilj, ²to ima pozitivan uticaj na brzinu razvoja i odrºavanje [109].
Dodatno, speciﬁkacija pisana jezikom speciﬁ£nim za domen predstavlja istovemeno
dizajn, implementaciju i dokumentaciju sistema [110].
Jezici speciﬁ£ni za domen mogu se klasiﬁkovati na razne na£ine. Martin Favler
(Martin Fowler) to radi na osnovu na£ina njihove konstrukcije [111] uvode¢i pojmove:
 Eksternih jezika speciﬁ£nih za domen, koje karakteri²e £injenica da se pi²u od
po£etka, bez oslonca na postoje¢e jezike. Njihov razvoj uklju£uje deﬁniciju
sintakse i kreiranje ili kompajlera, koji prevodi programe pisane na datom jeziku
na druge programske jezike, ili interpretera.
 Internih jezika speciﬁ£nih za domen, koji nastaju pro²irivanjem ve¢ postoje¢ih
programskih jezika. Ovakvi jezici su manje ﬂeksibilni, ali je njihov razvoj
generalno jednostavniji jer ve¢ postoje integrisana razvojna okruºenja za jezik
na koji se oslanjaju.
Jezici speciﬁ£ni za domen mogu imati razli£ite notacije, odnosno, konkretne sintakse.
Najzastupljenije notacije su tekstualne i graﬁ£ke, ali postoje i druge alternative, poput
tabela/formi ili stabala. Svaka od njih ima odreene prednosti i mane, te nije neobi£no
da se u konkretnoj situaciji podrºi i vi²e. Svaki jezik moºe imati tekstualnu sintaksu, ali
to nije njena jedina prednost. Naime, istraºivanja pokazuju da programeri preferiraju
tekstualnu sintaksu, zbog bliskosti alata za rad sa tekstualnim jezicima (dostupnost
editora, sistema za kontrolu verzija poput Gita itd.). Graﬁ£ka sintaksa je, sa druge
strane lak²a za upotrebu domenskim ekspertima, ukoliko je prirodna za njihov domen.
Dobro dizajnirana graﬁ£ka sintaksa omogu¢ava intuitivan razvoj modela, odnosno,
programa u datom jeziku speciﬁ£nom za domen [112]. Posebna pote²ko¢a povezana
sa graﬁ£kim sintaksama jeste i potreba za razvojem graﬁ£kih editora u cilju njihove
podr²ke.
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Poglavlje 3
Pregled postoje¢ih re²enja
U ovom poglavlju bi¢e dat prikaz postoje¢ih biblioteka za crtanje i analizu grafova
za programski jezik Java, uz akcenat na pregledu i oceni kvaliteta algoritama koje
implementiraju, kao i mogu¢nost njihovog pozivanja od strane posebno razvijenih
graﬁ£kih editora. Kako biblioteke kao glavni cilj postavljaju vizualizaciju grafova,
odnosno, generisanje alata za njihovo crtanje i analizu, primena algoritama van
komponenti koje su kreirane samom bibliotekom nije uvek jednostavna. Takoe, bi¢e i
re£i o jezicima speciﬁ£nim za domen koji se bave grafovima, uz detaljniji opis onih koji
se bar do neke mere doti£u i zadavanja na£ina rasporeivanja njihovih elemenata.
3.1 Biblioteke za vizualizaciju grafova za programski jezik
Java
Postoji ve¢i broj biblioteka za analizu i vizualizaciju grafova za programski jezik Java. U
ovoj sekciji bi¢e detaljnije prikazane najbolje biblioteke ovog tipa otvorenog koda, kako
fokus nije stavljen na komercijalna re²enja, kao ²to je yFiles [113], niti na besplatne
alate za crtanje i analizu grafova £iji kod nije javno dostupan. Naime, od posebnog
interesa su projekti koji dozvoljavaju upotrebu implementiranih funkcionalnosti u
drugim projektima bez postavljanja bilo kakvog ograni£enja.
Pregled biblioteka pre svega ¢e biti usredsreen na skup algoritama za crtanje grafova
koje poseduju, uz isticanje kompleksnijih algoritama za njihovu analizu. Algoritmi
za rasporeivanje elemenata grafova bi¢e testirani radi odreivanja njihove ra£unarske
eﬁkasnosti i poreenja implementacija istih ili sli£nih algoritama razli£itih biblioteka.
Takoe, bi¢e re£i i o mogu¢nosti i sloºenosti kori²¢enja pojedina£nih algoritama
implementiranih u okviru izdvojenih biblioteka unutar posebno razvijenih graﬁ£kih
editora.
3.1.1 Pregled postoje¢ih biblioteka
JUNG  the Java Universal Network/Graph Framework [11] je biblioteka otvorenog
koda koja pruºa svojim korisnicima mogu¢nost modelovanja, analize i vizualizacije
podataka koji se mogu predstaviti grafom ili mreºom. U celosti je napisana na
programskom jeziku Java i podrºava razli£ite tipove grafova, kao ²to su orijentisani i
neorijentisani, multigrafovi i hipergrafovi. Hipergrafovi su grafovi kod kojih jedna grana
moºe povezivati proizvoljan broj £vorova. Biblioteka je licencirana BSD licencom, koja
name¢e minimalne restrikcije na redistribuciju softvera na koji se odnosi [114].
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Teku¢a verzija JUNG bilioteke poseduje implementacije ve¢eg broja algoritama iz
teorije grafova, ali se bavi i oblastima analiza podataka i dru²tvenih mreºa. Naime,
korisnici ovog alata mogu iskoristiti njegove rutine za klasterovanje, ra£unanje rastojanja
u mreºama, ra£unanje mera vaºnosti, kao ²to je popularni PageRank algoritam [115].
Upravo spomenute funkcionalnosti nisu od ve¢eg interesa za problem crtanja grafova
i automatizacije ovog postupka, te ne¢e biti detaljnije opisane. Sa druge strane,
JUNG sadrºi i implementacije algoritama koji jesu veoma interesantni u pomenutom
kontekstu. Tu spadaju Dijkstrina najkra¢a putanja i rastavljanje grafova na bipovezane
komponente, ali i ve¢i broj implementacija algoritama za rasporeivanje elemenata
grafova, od kojih su neki veoma kompleksni.
Od raspoloºivih algoritama za crtanje grafova pre svih se mogu izdvojiti algoritmi za
crtanje stabala i silom usmereni. Pored njih JUNG biblioteka poseduje i jedan kruºni,
ali on je poprili£no bazi£an, jer ne vodi ra£una o minimizaciji broja preseka grana
niti omogu¢ava kreiranje klastera. Sa druge strane, algoritmi za crtanje stabala su
vredni pomena, uklju£uju¢i algoritam za crtanje stabala baziran na nivoima, radijalnu
metodu i metodu balona. Algoritmi mogu biti primenjeni i nad ²umama, odnosno, vi²e
nepovezanih stabala. Svako stablo se zasebno crta, te i ona sama bivaju rasporeena u
okviru crteºa. Omogu¢ena je konﬁguracija pojedinih parametara algoritama, kao ²to je
razmak izmeu nivoa i polupre£nik kruºnice na koju se postavljaju £vorovi kod metode
balona.
Silom usmereni algoritmi koje implementira JUNG okvir jesu metoda opruga
Ejdsa, algoritmi Kamada-Kavai i Fruhterman-Rajngold, kao i Mejerova (Bernd Meyer)
samoorganizuju¢a metoda [116], kra¢e nazvana ISOM. Kao i u slu£aju algoritama za
crtanje stabala, i implementacije silom usmerenih dozvoljavaju pode²avanje nekolicine
parametara, povezanih sa privla£nim i odbojnim silama i brojem iteracija. Svi parametri
imaju deﬁnisane podrazumevane vrednosti koje daju zadovoljavaju¢e rezultate u ve¢ini
slu£ajeva, te ru£no konﬁgurisanje nije neophodno. Naravno, optimalno postavljeni
parametri za dati graf proizve²¢e lep²e crteºe nego u slu£ajevima kada se algoritmi
pozovu bez promene podrazumevanih vrednosti.
Povrh spomenutih algoritama, JUNG biblioteka veoma veliki akcenat stavlja na
vizualizaciju podataka, pruºaju¢i razvojni okvir za kreiranje alata za interaktivnu
analizu mreºa i grafova. Kako ni ova funkcionalnost nije glavni fokus istraºivanja, koje
teºi unapreenju procesa rasporeivanja elemenata postoje¢ih alata za vizualizaciju,
pomenuto ne¢e biti detaljnije opisano.
JGraphX [12] je Java Swing biblioteka za vizualizaciju grafova. Projekat je inicijalno
nazvan JGraph, ali je kompletan kod ponovo napisan u verziji 6, te je i preimenovan kako
bi se dodatno nazna£ila promena. Poput JUNG biblioteke, i JGraphX se distribuira
pod nerestriktivnom licencom.
JGraphX omogu¢ava kreiranje interaktivnih editora za vizualizaciju grafova. U
sklopu ove funkcionalnosti implementiran je i odreeni broj algoritama za anlizu
grafova, poput njihovog obilaska, kreiranja razapinju¢ih stabala i Dijkstrine najkra¢e
putanje. Bitnije, ova biblioteka poseduje i raznolike, ve¢inom poprili£no kompleksne
i konﬁgurabilne implementacije algoritama za crtanje grafova. Radi se o nekoliko
silom usmerenih algoritama, kao i jednom algoritmu za crtanje stabala i jednom
hijerarhijskom, koji ne samo ²to rasporeuje £vorove, nego se bavi i rutiranjem grana.
Konkretno, JGraphX sadrºi takozvani kompaktni algoritam za crtanje stabala, koji
predstavlja pobolj²anje standardnog baziranog na nivoima, teºe¢i da rezultuju¢e crteºe
u£ini ²to je mogu¢e kompaktnijim. To je, naime, u skladu sa prethodno spomenutim
estetskim kriterijumom, £ije prisustvo se smatra poºeljnim, pogotovo kada je o stablima
re£. Treba napomenuti da je algoritam veoma podesiv, dopu²taju¢i postavljanje
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vrednosti niza parametara koji u velikoj meri uti£u na kvalitet krajnjeg rasporeda
elemenata. Radi se o rastojanju izmeu £vorova kako razli£itih, tako i istih nivoa,
ali i orijentaciji stabla. Dakle, stablo se moºe nacrtati ne samo standarno, vertikalno,
nego i horizontalno. Odnosno, tako da se £vorovi rasporeuju s leva-na-desno, a ne
od gore prema dole. Hijerarhijski algoritam takoe se odlikuje visokim stepenom
podesivosti razli£itih obeleºja. Sli£no kao i kod algoritma za crtanje stabala, radi se
o razli£itim rastojanjima (£vorova na istim i razli£itim slojevima, izmeu samih £vorova
i nepovezanih hijerarhija), ali i orijentaciji crteºa. Naime, i ovaj algoritam je u stanju
da £vorove rasporedi kako u horizontalnom, tako i u i vertikalnom smeru, ali ide i korak
dalje te odreuje da li ¢e tok i¢i od gore prema dole, od dole prema gore, s leva-na-desno
ili zdesna-na-levo.
Dalje, JGraphX osim veoma interesantnog hijerarhijskog algoritma i algoritma koji
se fokusira na stabla, poseduje i implementacije dva silom usmerena, koji se ne mogu
okarakterisati kao osnovne verzije algoritama date klase. Radi se o:
 Brzi organski algoritam, koji je sli£an metodi opruga, ali modiﬁkuje formule
sa ciljem pobolj²anja eﬁkasnosti ra£unanja privla£nih i odbojnih sila, kao i
prevazilaºenja problema lokalnog minimuma. Algoritam, meutim, najbolje
rezulzate daje pri primeni nad manjim grafovima regularne strukture. Prilikom
primene nad odgovaraju¢im grafovima, algoritam vaºi za jedan od brºih silom
usmerenih algoritama.
 Organski algoritam, koji je najkompleksnija implementacija u biblioteci. Baziran
je na metodi simuliranog kaljenja Dejvidsona i Harela. Implementacija se odlikuje
izuzetno velikom konﬁgurabilno²¢u. Naime, mogu¢e je speciﬁkovati da li i u kojoj
meri ¢e biti optimizovani preseci grana i udaljenosti meu £vorovima, da li se teºi
jednakoj distribucija £vorova, povr²ina u kojoj ¢e oni biti pozicionirani itd. Moºe
se primetiti da su ovi parametri u direktnoj vezi sa estetskim kriterijumima, te
da je njihova pravilna konﬁguracija moºe dovesti do kreiranja crteºa u skladu sa
ºljama i o£ekivanjima korisnika. Dodatno, algoritam poseduje jo² jednu dobru
osobinu koju treba spomenuti. Radi se o £injenici da ¢e pri svakom izvr²avanju
za iste vrednosti parametara biti dobijeni isti crteºi. Dakle, ako, na primer, pri
prvom pozivu nije bilo preseka grana, ne¢e ni u slede¢em. Ovo ne vaºi za veliku
ve¢inu algoritama ove klase, implementiranih bilo u JGrapX biblioteci, bilo u
nekoj drugoj, a spomenutoj.
Svi algoritmi mogu biti primenjeni nad vi²e nepovezanih komponenti jednog grafa,
koje ¢e i same biti rasporeene na odgovaraju¢i na£in. Takoe, podesivi parametri
imaju paºljivo izabrane podrazumevane vrednosti, te ¢e dobijeni rezultati biti dobri
£ak i bez ikakve konﬁguracije. Biblioteka se bavi i razdvajanjem preklapaju¢ih grana,
deﬁni²u¢i poseban algoritam koji se moºe pozvati po zavr²etku prvoizabranog.
Prefuse je softverski okvir za kreiranje dinami£ke vizualizacije strukturiranih i
nestrukturiranih podataka. Najve¢i akcenat stavlja na jednostavno, brzo i kvalitetno
dizajniranje aplikacije za vizualizaciju. tavi²e, nudi i mogu¢nost animacije prikazanih
dijagrama. Prefuse je takoe licenciran BSD licencom. Okvir je spojen sa bibliotekom,
koja, izmeu ostalog, poseduje vi²e implementacija algoritama za crtanje grafova, te ¢e
upravo ovaj njegov aspekt biti detaljnije opisan.
Algoritmi pomenute namene uklju£uju kruºni i silom usmereni, kao i vi²e algoritama
za crtanje stabala. Silom usmereni algoritam implementiran je tako da omogu¢i
korisnicima deﬁnisanje simulatora sila koji je u njegovoj osnovi. Time se zapravo
omogu¢ava kreiranje proizvoljnih silom usmerenih metoda. Ovo, naravno, nije
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obavezno, te korisnici ne moraju, ukoliko ne ºele, bilo ²ta konﬁgurisati. Kao i prethodno
opisane biblioteke, i prefuse postavlja podrazumevane vrednosti parametrima, ukoliko
se eksplicitno ne navedu. Pona²anje koje se dobija bez pode²avanja zasniva se na
meusobnom odbijanju, po²to se grane predstavljaju opruge. Silom usemereni algoritam
se moºe izvr²avati kao animacija, ²to obuhvata njegovo ponavljanje ve¢i broj puta, ili
na klasi£an na£in, samo jednom. Animacija nije od interesa za teku¢i pregled.
Algoritmi za crtanje stabala koje prefuse nudi svojim korisnicima obuhvataju
radijalni, balon i nivovski metod. Poslednjespomenuta implementacija bazirana je
na radu koji unapreuje performanse Vokerovog (Walker's) [46] algoritma, tako da se
izvr²ava u linearnom vremenu [48]. Ova implementacija takoe dozvoljava postavljanje
orijentacije stabla.
Moºe se napomenuti da prefuse poseduje i bazi£ni kruºni algoritam, kao i algoritam
koji £vorove postavlja na jednu horizontalnu ili vertikalnu liniju, te algoritme za
vizualizaciju dijagrama koji se ne uklapaju u pojam grafa.
Verovatno najzastupljeniji alat za vizualizaciju grafova u dana²nje vreme jeste
Graphviz [10]. On omogu¢ava generisanje crteºa dijagrama na osnovu opisa u DOT
[117] jeziku, koji ¢e kasnije biti detaljnije prikazan. Krajnji rezutat je slika u jednom
od nekoliko podrºanih formata. Sama po sebi, ovakva funkcionalnost nema primenu
u okviru ve¢ postoje¢ih editora, te je mnogo interesantnije razmotriti mogu¢nost
direktnog pozivanja nekog algoritma Graphviz biblioteke. Ona je, meutim, pisana na
programskom jeziku C, te je upotreba ºeljenog algoritma iz Jave ne²to kompleksnija.
Kako je kod izvr²avanja algoritama za prikaz ve¢ih grafova ra£unarska eﬁkasnost veoma
bitna, treba izbegavati bilo kakvo dodatno usporenje. Tvorci Smetana projekta [118]
uviaju vi²e mogu¢ih problema kod direktnog pozivanja Graphviz funkcija, te rade
na realizaciji prevoenja kompletnog koda pomenutog alata na programski jezik Java.
Meutim, ima puno jo² prostora za rad, jer je podrºan samo mali podskup Graphviz
funkcionalnosti.
3.1.2 Analiza i poreenje implementacija algoritama
Iz prikaza biblioteka moºe se primetiti da su najzastupljenije implementacije silom
usmerenih i algoritama za crtanje stabala. Ova £injenica nije iznenauju¢a, po²to je
silom usmerena najﬂeksibilnija klasa algoritama za rasporeivanje elemenata grafova, a
stabla tip grafova koji se veoma £esto pojavljuju u praksi. U ovoj sekciji bi¢e analizirane
naene implementacije, pri £emu ¢e biti diskutovano o njihovoj ra£unarskoj eﬁkasnosti i
estetici crteºa. Implementacije sli£nih algoritama razli£itih biblioteka ¢e biti uporeene,
s obzirom na to da je krajnji cilj izdvajanje najboljih radi uklju£ivanja u sveobuhvatnu
biblioteku za crtanje i analizu grafova. Takoe ¢e biti i re£i o klasama algoritama £iji
predstavnici nisu prisutni u analiziranim re²enjima.
Algoritmi za crtanje grafova ocenjuju se na osnovu resursa koje tro²e, kao i
pridrºavanja estetskih kriterijuma. Iz tog razloga, mereno je vreme potrebno za njihovo
izvr²avanje nad ve¢im grafovima. Razmatrani algoritmi nisu posebno dizajnirani za
primenu nad ekstremno velikim grafovima. Kao ²to je ranije spomenuto, ciljni grafovi
£esto su imali tek nekoliko desetina £vorova. Meutim, ja£anje ra£unara dovelo je
do mogu¢nosti njihove primene nad i stotinu puta ve¢im grafovima, te je odreeno da
grafovi nad kojim ¢e se izvr²iti merenje imaju upravo 1.000 £vorova. U vreme izvr²avanja
uklju£uje se i priprema za pozivanje algoritma koja bi bila nuºna u slu£ajevima kada se
koriste iz drugih alata i graﬁ£kih editora. Dakle, u situacijama kada je prvo potrebno
kreirati strukturu koju algoritam prima. Ovaj faktor ne sme biti zanemaren jer se ne
moºe presko£iti osim ako se algoritmi ne koriste ba² u okviru vizualizatora kreiranih
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Algoritam Vreme [ms]
Metoda opruga (JUNG) 724
Fruhterman-Rajngold (JUNG) 689
Kamada-Kavai (JUNG) 5.232
ISOM (JUNG) 461
Brzi organski (JGraphX ) 9.584
Organski (JGraphX ) 90.273
Metoda opruga (prefuse) 1.943
Hijerarhijski (JGraphX ) 56.100
Tabela 3.1: Vreme potrebno za izvr²avanje algoritama nad nasumi£nim grafova sa
1.000 £vorova
pomo¢u date biblioteke tj. okvira.
Prva serija merenja raena je za proizvoljne grafove koji su nasumi£no automatski
generisani, ²to zna£i da nisu nekog odreenog tipa. Dakle, primenjeni su samo
oni algoritmi koji ne zahtevaju prisustvo odreenih osobina. U slu£aju razmatranih
biblioteka, to su razni silom usmereni i hijerarhijski. Da bi se dobili precizniji
rezultati, generisano je 10 grafova, te izra£unato prose£no vreme izvr²avanja. Time
se smanjuje uticaj grafova koji eventualno posebno odgovaraju ili ne odgovaraju nekom
algoritmu. Takoe, parametri algoritama nisu posebno pode²avani, ve¢ su ostavljene
podrazumevane vrednosti. Izvr²avanje algoritma moglo bi se ubrzati ako bi se, recimo,
smanjio broj iteracija, ali takva modiﬁkacija dovela bi do manje preglednog crteºa.
Dobijeni rezultati prikazani su u tabeli 3.1.
U [103] predstavljeni su neki veoma eﬁkasni silom usmereni algoritmi i izvr²eno
je merenje njihovih performansi. Za grafove veli£ine poput onih kori²¢enih za
teku¢e testiranje, navodi se da se mogu rasporediti za manje od jedne sekunde.
Dobijeni rezultati pokazuju da se u rangu ove eﬁkasnosti nalazi metoda opruga,
Fruhterman-Rajngold, i ISOM JUNG okvira, pri £emu je poslednjespomenuti najbrºi.
Najdalje od ovog ideala su organski i hijerarhijski. Za hijerarhijski svakako se i ne moºe
o£ekivati dobra performansa nad grafovima koji nisu hijerarhije, iako ga je nad njima
mogu¢e primeniti. Meutim, treba imati u vidu da sporiji ali kompleksniji algoritmi
vrlo £esto daju bolje rezultate, koji su u ve¢oj meri u skladu sa raznim estetskim
kriterijumima. Na slici 3.1 prikazano je ²est crteºa istog grafa, dobijenih primenom
analiziranih silom usmerenih metoda vidno razli£itog kvaliteta.
Prvi crteº kreiran je metodom opruge, koja se dobro pokazala po pitanju vremenske
eﬁkasnosti. Kao ²to se vidi, isto se ne moºe re¢i i za estetiku, kako je broj preseka
grana velik, iako je graf planaran, duºine grana raznolike, a £vorovi nisu ravnomerno
rasporeeni. Metode Fruhterman-Rajngold i Kamada-Kavai dale su veoma sli£ne
rezultate. Kod njih se ve¢ zapaºa bliºe pridrºavanje spomenutih estetskih kriterijuma.
Algoritam Kamada-Kavai proizveo je ne²to kompaktniji crteº, ali je i dosta sporiji.
ISOM metodom generisan je crteº grafa bez preseka grana, ali sa znatnom razlikom u
njihovim duºinama. Kako se algoritam pokazao najbrºim, a rezultat njegove primene
solidnim sa stanovi²ta estetike, treba ga posebno izdvojiti kao pogodnog za rad sa
velikim grafovima u situacijama kada je vreme izvr²avanja zna£ajan faktor. Brzi
organski je zapravo drugi najsporiji od svih testiranih silom usmerenih, ali i znatno
brºi od najsporijeg, organskog. Crteº koji je nastao kao posledica njegove primene
ne moºe se posebno pohvaliti. Znatno je kompaktniji, ali su pojedini £vorovi skoro
preklopljeni. Kona£no, moºe se spomenuti organski, koji jeste najmanje eﬁkasan, ali
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Slika 3.1: est crteºa istog grafa
Algoritam Vreme [ms]
Nivovsko stablo (JUNG) 60
Radijalno stablo (JUNG) 52
Kompaktno stablo (JGraphX ) 140
Balon stablo (prefuse) 158
Nivovsko(£vor-veza) stablo (prefuse) 461
Radijalno stablo(prefuse) 122
Hijerarhijski (JGraphX ) 621
Tabela 3.2: Vreme potrebno za izvr²avanje algoritama nad stablima sa 1.000 £vorova
je rezultat bez sumnje najbliºi postavljenim estetskim kriterijumima. Prikazane slike
izabrane su kao prosek kvaliteta koji se moºe posti¢i primenom datih pet metoda.
Druga serija testova raena je nad ve¢im stablima. Stabla su formirana obilaskom
najpre u dubinu nasumi£no generisanih grafova. Postupak je ponovljen na istovetan
na£in, ali su primenjeni samo algoritmi specijalizovani za ovaj tip grafova, kao i
hijerarhijski. Rezultati su prikazani u tabeli 3.2. Algoritam za crtanje stabala u formi
balona JUNG biblioteke nije razmatran, budu¢i da je prime¢eno da crteºi dobijeni ovom
implementacijom nisu u skladu sa deﬁnicijom algoritma.
Dakle, moºe se zaklju£iti da su sve implementacije poprili£no eﬁkasne. Izvr²avanje
algoritama prefuse okvira ne²to je duºe u odnosu na ostale, ²to je pre svega posledica
kompleksnog pozivanja, o £emu ¢e u narednom poglavlju biti vi²e re£i. Isto se moºe
primetiti i za metodu opruga ovog okvira u odnosu na implementaciju JUNG biblioteke.
Sve testirane implementacije generi²u crteºe kakvi se i o£ekuju, imaju¢i u vidu algoritme
na koje se odnose. Moºe se primetiti da je kompaktno stablo JGraphX biblioteke veoma
sli£no baziranom na nivoima druge dve, ali je sam algoritam optimizovan sa ciljem
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davanja kompaktnijih crteºa, a implementacija poseduje ve¢i nivo konﬁgurabilnosti.
Dakle, upravo se ona moºe izdvojiti kao najbolje re²enje koje pripada podgrupi
algoritama za crtanje stabala baziranoj na nivoima. Radijalna implementacija JUNG
biblioteke je ne²to eﬁkasnija od druge dostupne, dok je jedina korektna implementacija
balon pristupa deo prefuse okvira. Takoe, moºe se primetiti da je hijerarhijski
algoritam znatno brºi nego u slu£aju op²tih grafova, jer su stabla hijerarhije.
Sumarno, prime¢eno je da postoje¢a re²enja obezbeuju nekoliko dobrih silom
usmerenih algoritama, od kojih su izdvojeni:
 Kamada-Kavai JUNG bibliteke, kao implementacija koja je prihvatljive brzine
izvr²avanja i solidne estetike rezultuju¢eg crteºa,
 ISOM JUNG biblioteke, kao najbrºi algoritam,
 organski JGraphX biblioteke, kao algoritam koji, iako je najsporiji, generi²e
najlep²e crteºe i odlikuje se izuzetno visokim stepenom konﬁgurabilnosti.
Pored silom usmerenih, dostupne su i dobre implementacije algoritama za crtanje
stabala, od kojih su najinteresantnije:
 crtanje kompaktnih stabala JGraphX biblioteke,
 radijalni algoritam JUNG okvira,
 crtanje balona prefuse okvira.
Pored njih, izdvojen je i hijerarhijski algoritam JGraphX biblioteke, koji se dobro
pokazuje prilikom crtanja hijerarhija i koji ne samo ²to rasporeuje £vorove, nego i
vodi ra£una o tome gde treba da se nalaze prelomne ta£ke vi²elinijskih grana.
3.1.3 Pozivanje od strane zasebnih graﬁ£kih editora
Pri opisivanju tri biblioteke otvorenog koje pruºaju najve¢i broj funkcionalnosti
povezanih sa rasporeivanjem elemenata grafova, spomenuto je da je njihov glavni
cilj vizualizacija grafova i mreºa, odnosno, generisanje graﬁ£kih editora za njihovo
kreiranje i analizu. Stoga nije stavljan akcenat na jednostavnost pozivanja algoritama
koje obezbeuju iz drugih projekata i editora.
Generalno, da bi se pozvao neki algoritam, potrebno je instancirati klasu grafa
date biblioteke. Ovo je ne²to jednostavnije u slu£aju JUNG okvira, £iji su grafovi
parametrizovani, te instance bilo kojih klasa mogu biti prosleene kao njihovi £vorovi
i grane. Za druge dve biblioteke ovo ne vaºi, te je prvo potrebno kreirati same
elemente grafova. U nastavku su prikazana tri listinga koda, kojima se postiºe pozivanje
ºeljenog algoritma za crtanje datog grafa i preuzimanje rezultata, odnosno, pozicija
£vorova i eventualno prelomnih ta£aka grana (ako se algoritam doti£e i tog problema).
Prvi listing koda prikazuje pozivanje jednog algoritma JUNG okvira, drugi JGraphX
biblioteke i tre¢i prefuse okvira. Podrazumeva se da varijabla vertices sadrºi listu
svih £vorova koji se rasporeuju, a edges grana, kao i da se metodama e.getOrigin()
i e.getDestination() dobijaju £vorovi po£etka, odnosno, kraja veze.
Listing 3.1: Pozivanje jednog algoritma za crtanje grafova JUNG okvira
Graph <V,E> jungGraph = new UndirectedSparseGraph <V,E>();
for (V v : vertices))
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jungGraph.addVertex(v);
for (E e : edges())
jungGraph.addEdge(e, e.getOrigin (), e.getDestination ());
TreeLayout <V,E> treeLayout =
new TreeLayout <V, E>((Forest <V, E>) jungGraph);
// Izaziva izvrsavanje rasporedjivanja
new DefaultVisualizationModel <V, E>( treeLayout);
for (V v : vertices)
Point2D position = treeLayout.transform(v);
Listing 3.2: Pozivanje jednog algoritma za crtanje grafova JGraphX biblioteke
mxGraph jGraphXGraph = new mxGraph ();
mxIGraphModel model = jGraphXGraph.getModel ();
model.beginUpdate ();
Object parent = jGraphXGraph.getDefaultParent ();
try{
for (V v : vertices){
Dimension size;
if (v.getSize () == null)
size = new Dimension (10, 10);
else
size = v.getSize ();
Object jgraphxVertex = jGraphXGraph.insertVertex(parent ,
null , v, 0, 0, size.getWidth (), size.getHeight ());
model.getGeometry(jgraphxVertex).setHeight(size.getHeight ());
model.getGeometry(jgraphxVertex).setWidth(size.getWidth ());
verticesMap.put(v, jgraphxVertex);
}
for (E e : graph.getEdges ()){
Object v1 = verticesMap.get(e.getOrigin ());
Object v2 = verticesMap.get(e.getDestination ());
Object jGraphXEdge = jGraphXGraph.insertEdge(parent ,
null , null , v1, v2);
edgesMap.put(e, jGraphXEdge);
}
}
finally{
jGraphXGraph.getModel ().endUpdate ();
}
mxCompactTreeLayout treeLayout = new mxCompactTreeLayout(jGraphXGraph);
Object parent = jGraphXGraph.getDefaultParent ();
treeLayout.execute(parent);
mxIGraphModel model = jGraphXGraph.getModel ();
for (V v : verticesMap.keySet ()){
mxGeometry geometry = model.getGeometry(verticesMap.get(v));
Point2D position = geometry.getPoint ();
}
for (E e : edgesMap.keySet ()){
mxGeometry geometry = model.getGeometry(edgesMap.get(e));
List <Point2D > points = geometry.getPoints ();
}
Listing 3.3: Pozivanje jednog algoritma za crtanje grafova prefuse okvira
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// Kreiranje grafa zahteva kreiranje dve tabele.
//Po jednu za cvorove i grane.
Table nodeData = new Table();
Table edgeData = new Table (0,1);
nodeData.addColumn(
prefuse.data.Graph.DEFAULT_NODE_KEY , int.class);
edgeData.addColumn(
prefuse.data.Graph.DEFAULT_SOURCE_KEY , int.class);
edgeData.addColumn(
prefuse.data.Graph.DEFAULT_TARGET_KEY , int.class);
prefuse.data.Graph prefuseGraph =
new prefuse.data.Graph(nodeData , edgeData , true);
int key = 0;
for (V v : vertices){
Node node = prefuseGraph.addNode ();
node.setInt(prefuse.data.Graph.DEFAULT_NODE_KEY , key);
verticesMap.put(v, node);
nodeKeyMap.put(node , key);
key++;
}
for (E e : edges){
Node n1 = verticesMap.get(e.getOrigin ());
Node n2 = verticesMap.get(e.getDestination ());
prefuse.data.Edge edge = prefuseGraph.addEdge(n1, n2);
edgesMap.put(e, edge);
}
// Kreiranje vizualizacije i akcije za rasporedjivanje
Visualization vis = new Visualization ();
vis.add("graph", prefuseGraph);
RadialTreeLayout radialTreeLayouter =
new RadialTreeLayout("graph");
ActionList layout = new ActionList ();
layout.add(radialTreeLayouter);
vis.putAction("layout", layout);
// Akcija za preuzimanje pozicija cvorova.
// Dodatno napravljena klasa koja nije deo prefuse okvira.
// Parametar konstruktora je trajanje akcije.
PositionAction positionAction = new PositionAction (0);
positionAction.setVisualization(vis);
vis.putAction("layout", layout);
vis.putAction("position", positionAction);
// Takodje neophodno za rasporedjivanje
Display d = new Display(vis);
d.setSize (1000 ,1000);
// Izvrsavanja rasporedjivanja. Koriste se planeri , sto znaci
//da se mora sacekati da se rasporedjivanje zavrsi da bi
//se preuzele izracunate pozicije
vis.run("layout");
vis.runAfter("layout", "position");
while (true){
try {
Thread.sleep (5);
} catch (InterruptedException e) {
e.printStackTrace ();
}
if (positionAction.isFinished ())
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break;
}
Map <Integer , Point2D > positionsMap = positionAction.getPositionsMap ();
//U klasi PositionAction , koja nasledjuje prefuse Action klasu
TupleSet visGroup = m_vis.getVisualGroup("graph.nodes");
Iterator <Tuple > iter = visGroup.tuples ();
while (iter.hasNext ()){
Tuple t = iter.next();
VisualItem item = m_vis.getVisualItem("graph.nodes", t);
positionsMap.put(item.getRow (),
new Point2D.Double(item.getX(), item.getY()));
}
Listinzi koda pokazuju zasnovanost tvrdnje kompleksnosti pozivanja algoritama za
rasporeivanje analiziranih biblioteka, pri £emu je najmanji problem kori²¢enje JUNG,
a najve¢i prefuse okvira. Meutim, treba napomenuti da je pode²avanje veli£ine £vorova
kod provospomenute biblioteke veoma kompleksno [119], te se relativna jednostavnost
gubi ukoliko je za datu primenu od velike vaºnosti uzimanje dimenzija £vorova u
obzir. Biblioteke se takoe ne bave rekurzivnim i preklopljenim granama, bar ne bez
eksplicitnog pozivanja dodatnog algoritma, ²to £ini JGraphX.
3.2 Jezici speciﬁ£ni za domen opisa grafova
Pored analize biblioteka otvorenog koda za crtanje i analizu grafova, u okviru
istraºivanja ispitivani su i jezici speciﬁ£ni za domen koji se na neki na£in bave grafovima,
uz poseban akcenat na onima koji podrºavaju i speciﬁkaciju rasporeivanja elemenata
grafa. Svakako najpoznatiji od takvih jezika je DOT [117] jezik spomenutog Graphviz
alata.
DOT je jezik za deﬁnisanje orijentisanih i neorijentisanih grafova. Opis grafa u
ovom jeziku sastoji se iz navoenja £vorova koji ¢e mu pripadati, kao i speciﬁkacije
na koji na£in su oni meusobno povezani. Jezik je izuzetno bogat, omogu¢avaju¢i
deﬁnisanje zaista impresivnog broja svojstava. Samo neki primeri uklju£uju boju, oblik
i labelu svakog £vora i grane, boju i oblik zavr²etka grane, margine grafa i font koji
¢e biti kori²¢en. Ovako ²irok spektar podesivih karakteristika grafa zna£i da Graphviz
i DOT omogu¢avaju vizualizaciju najrazli£itijih dijagrama, od dijagrama klasa, preko
dijagrama aktivnosti do poslovnih procesa. Kada je re£ o rasporeivanju elemenata
grafa, DOT jezik dozvoljava navoenje da li ¢e preklapanja biti izbegavana, kao i
poºeljnu duºinu i oblik grana i meusobnu bliskost £vorova. Grane mogu biti nacrtane
kao splajnovi, prave ili izlomljene linije. Jezik takoe omogu¢ava i zadavanje grupe
£vorova £iji £lanovi ¢e se nalaziti na istom nivou, u slu£aju primene algoritma za nivovsko
crtanje stabala. Sli£no, podrºano je i deﬁnisanje parametara drugih algoritama za
rasporeivanje, kao i navoenje podgrafova koji ¢e biti prikazani u posebnim klasterima,
te orijentacije crteºa. U listingu koda 3.4 dat je opis jednog grafa koji predstavlja
objektni model u DOT jeziku. Deﬁnisana je orijentacija crteºa i navedena su tri £vora
koja bi trebalo da se nau na istom nivou.
Listing 3.4: Primer speciﬁkacije grafa u DOT jeziku
digraph objectmodel {
node [ shape=record ] ;
rankd i r="BT" ;
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t eacher [ l a b e l = "{Nastavnik | +ime : S t r ing \n +
prezime : S t r ing | \ n } " ] ;
course [ l a b e l = "{Kurs | \ n | \ n } " ] ;
s tudent [ l a b e l = "{Student | \ n | \ n } " ] ;
l e s s on [ l a b e l = "{Predavanja | \ n | \ n } " ] ;
t u t o r i a l [ l a b e l = "{ Konsu l t a c i j e | \ n | \ n } " ] ;
assessment [ l a b e l = "{Ocenj ivanje | \ n | \ n } " ] ;
coursework [ l a b e l = "{ Pred i sp i tne obaveze | \ n | \ n } " ] ;
exam [ l a b e l = "{ I s p i t | \ n | \ n } " ] ;
{ rank=same ; t eacher course student }
teacher−>course [ l a b e l="Predaje " , arrowhead="none " ,
a r r owta i l="normal " , head labe l ="1" , t a i l l a b e l ="1"] ;
student−>course [ l a b e l="Pohadja " , arrowhead="none " ,
a r r owta i l="normal " , head labe l ="1" , t a i l l a b e l ="1"] ;
l e s son−>course [ arrowhead="diamond" , a r r owta i l="normal " ] ;
t u t o r i a l−>course [ arrowhead="diamond" , a r r owta i l="normal " ] ;
assessment−>course [ arrowhead="diamond" , a r r owta i l="normal " ] ;
coursework−>assessment [ arrowhead="onormal " ] ;
exam−>assessment [ arrowhead="onormal " ] ;
}
Po zavr²etku speciﬁkacije grafa, kreiranje njegovog crteºa vr²i se upotrebom
jednog od nekoliko alata za rasporeivanje koje podrºava Graphviz. Svaki alat je
implementacija jednog ili vi²e algoritama za crtanje grafova. U teku¢em trenutku,
na raspolaganju su: hijerarhijski, slojeviti, metoda opruge, radijalni i kruºni. Krajnji
proizvod alata je slika u izabranom formatu (PDF, PNG i sl.). Ukoliko se upotrebi
hijerarhijski alat za crtanje grafa iz gornjeg listinga koda, dobija se rezultat prikazan
na slici 3.2.
Slika 3.2: Objektni model deﬁnisan i rasporeen upotrebom Graphviz alata i DOT
jezika
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Kada se sve uzme u obzir, jasno je da je DOT izuzetno bogat jezik £ija je upotrebna
vrednost u kombinaciji sa Graphviz alatom izuzetno velika. Naime, ukoliko je potrebno
u okviru aplikacije koja se razvija implementirati needitabilni dijagram koji bi vizuelno
prikazao odreene informacije, pomenuta kombinacija je mnogima prvi izbor. Meutim,
kao ²to je ve¢ spomenuto, vrednost alata je manja ako se posmatra iz konteksta ugradnje
u postoje¢e editore. Dodatno, DOT jezik ne stavlja akcenat na obezbeivanje na£ina
za jednostavnu i deskriptivnu speciﬁkaciju ºeljenog izgleda crteºa grafa. Algoritam
za rasporeivanje mora biti ru£no izabran, dok jezik dozvoljava samo izmenu nekih
njegovih parametara, namenjenih za ﬁno pode²avanje. Dakle, moºe se zaklju£iti da
samo upu¢eniji korisnici mogu pomenuto iskoristiti na pravi na£in.
DOT jezik nije, meutim, jedini koji se doti£e problema vizualizacije grafova.
Naime, u [120] predloºen je jezik speciﬁ£an za domen predstavljanja softverskih
zavisnosti u formi grafova, nazvan Graph. U tom konteksu, £vorovi grafa odgovaraju
softverskim elementima, a grane zavinostima izmeu dva entiteta koja spajaju. Graph
je interni JSD izgraen u objektno-orijentisanom jeziku i razvojnom okruºenju zvanom
Pharo [121].
Graph dozvoljava svojim korisnicima deﬁnisanje £vorova i grana grafa, kao i njihovih
obeleºja poput oblika i veli£ine. Zadavanje na£ina rasporeivanja elemenata putem
jezika jeste omogu¢eno, ali samo na nivou direktnog izbora i pode²avanja parametara
jednog od nekoliko dostupnih algoritama (silom usmereni, kruºni, za crtanje stabala),
kao u primerima u listingu 3.5.
Listing 3.5: Primer zadavanja rasporeivanja u Graph jeziku
l ayout f o r c e charge : −80.
layout c i r c l e rad iu s : 250 .
Treba napomenuti da se uzima u obzir £injenica da je nekada bolji pristup primena
razli£itih algoritama nad razli£itim delovima grafa, a ne jednog nad njim u celosti.
Prema tome, ovaj JSD omogu¢ava deﬁnisanje particija, odnosno podgrafova i za svakog
od njih posebnog algoritma. Meutim, zaklju£uje se da se ni ovaj jezik ne bavi
olak²avanjem na£ina izbora odgovaraju¢eg algoritma ili algoritama za crtanje grafa
korisnicima koji nemaju puno iskustva u tom domenu.
Dva opisana jezika su najbliºa sprovedenom istraºivanju, bave¢i se, bar do neke
mere, crtanjem grafova, a ne samo njihovom deﬁnicijom. Ve¢i je broj projekata koji
su usmereni isklju£ivo na probleme izgradnje i analize grafova. Jedan takav primer je
opisan u [122]. Re£ je o jeziku £iji je cilj pojednostavljivanje unosa podataka o grafovima
u okviru Java programa koji se bave teorijom grafova. On dozvoljava korisnicima
zadavanje £vorova grafa i grana izmeu njih sa teºinama, ²to se dalje moºe koristiti u
algoritmima iz teorije grafova. Jo² jedan primer jezika speciﬁ£nog za domen kreiranog
u svrhu podr²ke analize grafova predstavljen je u [123] i nazvan Green-Marl. Naime,
omogu¢eno je generisanje eﬁkasnih implementacija algoritama iz teorije grafova u nekom
jeziku op²te namene kao ²to je C++ na osnovu opisa ve¢eg nivoa apstrakcije.
Kada se sve sumira, uo£ava se da postoje¢i jezici speciﬁ£ni za domen koji se doti£u
grafova bave ili njihovom speciﬁkacijom uz mogu¢nost konﬁgurisanja ve¢eg ili manjeg
broja obeleºja. Neki za cilj imaju generisanje dijagrama koji se mogu predstaviti grafom,
neki olak²avanje pisanja algoritama teorije grafova. Nijednom od njih nije prioritet
osmi²ljavanje na£ina za jednostavnu speciﬁkaciju na£ina na koji ¢e elementi nekog grafa
biti rasporeeni. Direktan izbor i konﬁguracija algoritma od strane korisnika je jedina
opcija koju neki od analiziranih jezika pruºaju.
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Poglavlje 4
Implementacija algoritama za
analizu grafova
U ovom poglavlju bi¢e detaljnije prikazani razni algoritmi iz teorije grafova
implementirani u projektnom re²enju koji su bitni za oblast njihovog crtanja i
implementaciju automatskog izbora pogodnog algoritma. Za svaki od izdvojenih
algoritama bi¢e predstavljena njegova osnovna ideja.
Samo na osnovu deﬁnicija razli£itih osobina grafa, bez ve¢ih problema mogli bi
se osmisliti jednostavni algoritmi za proveru prisustva tih osobina. Meutim, veoma
bitan faktor jeste algoritamska kompleksnost takvog re²enja, odnosno njihova eﬁkasnost.
Neka je, na primer, zadatak proveriti bipovezanost grafa, koja garantuje da se moºe
ukloniti bilo koji £vor, a da graf ostane povezan. Trivijalno re²enje obuhvatalo
bi uklanjanje jednog po jednog £vora, te proveru da li je rezultuju¢i graf povezan.
Povezanost opet garantuje da postoji putanja izmeu svaka dva £vora, te bi se u
krajnje pojednostavljenoj implementaciji mogla proveriti izdvajanjem jednog po jednog
para £vorova i traºenjem na£ina prelaska iz jednog u drugi. U slu£aju iole ve¢eg
grafa, vreme izvr²avanja bi bilo izuzetno veliko, ²to nije prihvatljivo. Iz tog razloga,
od sredine pro²log veka do danas osmi²ljavaju se sve eﬁkasniji algoritmi koji se bave
pomenutom tematikom. Naime, teºi se postizanju linearnog vremena izvr²avanja, te je
izbor algoritama za implementaciju bio usmeren na upravo one koji postiºu pomenuti
ideal.
Iako se u tekstu koji sledi ne¢e ulaziti u sitnije implementacione detalje algoritama,
treba napomenuti da su njihovi autori £esto veoma paºljivo birali strukture podataka
koje bi optimizovale re²enje. Kako su mnogi od tih algoritama nastali pre pojave
modernih programskih jezika, uputstva autora nisu pra¢ena u potpunosti, ve¢ su
iskori²¢ene prednosti odabranog programskog jezika novije generacije, gde je to bilo
odgovaraju¢e. Na primer, kori²¢ene su strukture podataka poput mapa, koje nisu bile
na raspolaganju u starijim jezicima.
Algoritmi za analizu grafova nalaze se u osnovi postupaka njihovog crtanja, kao
i odreivanja da li dati graf uop²te moºe biti vizualizovan na traºeni na£in. Pre
svega, uo£ava se da su mnogi algoritmi za rasporeivanje elemenata grafova fokusirani
isklju£ivo na one koji poseduju osobine planarnosti, povezanosti, bipovezanosti i/ili
tripovezanosti. Dalje, mnogi kompleksniji algoritmi za crtanje kao jedan od koraka
uklju£uju postupke kao ²to je dekompozicija na dvostruko ili trostruko povezane
komponente, te nalaºenje planarnog utapanja, odnosno ciklusa lica. Takoe, kako je
simetri£no crtanje blisko povezano sa automorﬁzmima grafa, i njihovo nalaºenje je jedna
od potrebnih akcija. U predstoje¢im sekcijama ¢e stoga biti dat pregled algoritama
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upravo navedenih tipova, uz akcenat na one koji su implementirani u projektnom
re²enju.
U samom korenu mnogih sloºenijih postupaka nalaze se algoritmi za obilazak
grafova. Njima se direktno re²avaju problemi kao ²to je isptivanje jednostruke
povezanosti i nalaºenja putanje izmeu dva £vora, te su sastavni deo provere vi²ih
stepena povezanosti, ali i pojedinih klasa algoritama za proveru planarnosti. Iz tog
razloga, predstoje¢i pregled ¢e biti zapo£et upravo osvrtom na na£ine i zna£aj obilazaka
grafova, kao i informacija koje se na osnovu njih dobijaju. Na primer, kori²¢ene su
strukture podataka poput mapa, koje nisu bile na raspolaganju u starijim jezicima.
4.1 Algoritmi za obilazak grafova
Osnova mnogih drugih analiza u teoriji grafova je pretraga najpre u dubinu - DFS
(Depth-First Search). Ovom pretragom se moºe ustanoviti da li su neka dva £vora
povezana ili obi¢i ceo graf radi izdvajanja informacija potrebnih za dalju analizu. Na
DFS kao mo¢an mehanizam za re²avanje mnogih problema u teoriji grafova skrenuli
su paºnju Dºon Hopkroft (John E. Hopcroft) i Robert Tarºan (Robert E. Tarjan) u
[124], ali ga je prvi izu£avao francuski matemati£ar arls Pjer Tremo (Charles Pierre
Trémaux) [125].
Kod pretrage najpre u dubinu po£inje se od nekog proizvoljnog £vora koji se proglasi
korenom, i ide se sve dublje prolaskom kroz grane, dokle god je to mogu¢e. Ako teku¢i
£vor nije povezan ni sa jednim £vorom koji jo² nije pose¢en tokom pretrage, pretraga
se vra¢a jedan ili vi²e koraka unazad, do grane koja vodi ka novom £voru. Postupak se
obustavlja kada se posete svi £vorovi grafa. Grane kroz koje se pro²lo tokom pretrage
formiraju takozvano Tremoovo stablo, koje je jedan od bitnijih koncepata u teoriji
grafova. Radi se o razapinju¢em stablu polaznog grafa kod kog su povezani £vorovi u
relaciji pretka i potomka.
Jo² jedan koncept koji se £esto koristi u raznim algoritmima jeste DFS ureenje.
Ureeni niz £vorova naziva se DFS ureenjem ukoliko je mogu¢i rezultat DFS pretrage.
Odnosno, ukoliko se prilikom DFS pretrage £vorovi mogu posetiti u datom redosledu.
Takoe, £esto se koristi i pojam DFS indeksa, koji predstavlja ni²ta drugo do indeks
£vora u DFS ureenju.
Na primer, neka je dat graf prikazan na slici 4.1.
Slika 4.1: Graf za koga se konstrui²e DFS stablo
Polazni £vor se bira proizvoljno, te neka to bude v0, i neka se leve grane u grafu
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biraju pre desnih. DFS pretraga bi funkcionisala na slede¢i na£in:
 Iz v0 pre²lo bi se u v1, iz njega u v3.
 Iz v3 se ne moºe i¢i dublje, pa bi se pretraga vratila u v1 i pre²la u v4.
 Iz v4 oti²lo bi se u v5, pa dalje iz njega u v2.
 Iz v2 izlaze tri grane, ali samo jedna vodi ka jo² nepose¢enom £voru. Stoga bi se
dalje pre²lo u v6.
 Posetom £vora v6 konstatuje se da su se obi²li svi £vorovi. Moºe se primetiti da
se tom prilikom nisu koristile sve grane.
Dakle, kona£an rezultat tj. poredak £vorova bio bi v0, v1, v3, v4, v5, v2, v6. vorovi
grafa i grane kojima se pro²lo tokom DFS pretrage £ine DFS Treumoovo stablo. Za
ovakvo stablo se moºe primetiti da preci imaju manji DFS indeks od svojih potomaka.
Koren DFS stabla je £vor u kojem je pretraga zapo£eta i ima DFS indeks 1.
Svaka grana (u, v) nekog grafa moºe pripadati jednoj od nekoliko klasa, u koje se
sme²ta na osnovu ishoda DFS pretrage [126]:
 Ako se tokom pretrage pro²lo granom, re£ je o grani stabla
 Ina£e:
 Ako je v predak £vora u, (u, v) je povratna grana.
 Akoje v potomak u, (u, v) je direktna grana.
 Ako v nije ni predak ni potomak £vora u, (u, v) je popre£na grana.
Ako je graf neusmeren, povratne i direktne grane su istovetni pojmovi, dok se
popre£ne grane ne mogu javiti. Na slici 4.2 prikazano je DFS stablo, kao podgraf grafa sa
slike 4.1 sa plavim granama, dok se crvene grane klasiﬁkuju kao povratne za prethodno
opisanu pretragu. Po²to £vorovi v0 i v2, i v0 i v1 nisu u odnosu roditelj-direktni potomak
u DFS stablu, grane izmeu njih su povratne.
Kao ²to je napomenuto, ako je graf usmeren, onda se razlikuje vi²e tipova grana
koje ne pripadaju DFS stablu. Na slici 4.3 prikazan je upravo jedan orijentisani graf,
£ije DFS stablo sadrºi grane plave boje, dok su ostale grane razvrstane prema tipu -
povratne su obojene crvenom bojom, direktne zelenom, a popre£ne narandºastom.
Pored pretrage najpre u dubinu, poznat je i algoritam najpre u ²irinu - BFS
(Breadth-First Search). Sli£no kao kod DFS pretrage, po£inje se od nekog proizvoljno
izabranog £vora koji se proglasi korenom, ali se dalje obilaze svi njemu susedni £vorovi,
da bi se tek posle pre²lo na slede¢i nivo. Algoritam su nezavisno jedan od drugog
osmislili Mur (Edward F. Moore) i Li ( C. Y. Lee), '50-ih, odnosno, po£etkom '60-ih
godina pro²log veka.
Jo² jedan algoritam povezan sa obilaskom grafa ²iroke primene jeste Dijkstrina
najkra¢a putanja. Algoritam je nazvan po svom pronalaza£u, Edsgeru Dijkstri (Edsger
W. Dijkstra), koji ga je osmislio 1956. godine, a objavio tri godine kasnije u [127].
Glavni problem koji se re²ava obuhvata pronalaºenje najkra¢e putanje od izabranog
£vora teºinskog povezanog grafa, do proizvoljnog odredi²nog. Na primer, ovaj algoritam
se moºe primeniti za nalaºenje najkra¢eg puta izmeu dve lokacije na geografskoj mapi.
U tom slu£aju, £itava mapa se predstavlja grafom, lokacije na njoj £vorovima, a putevi
meu njima granama, kojima se dodeljuje teºina koja odgovara njihovoj duºini.
Algoritam uklju£uje nekoliko koraka, u okviru kojih postavlja odreene po£etne
vrednosti cene, da bi ih kasnije pobolj²avao. Postupak obuhvata slede¢e:
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Slika 4.2: DFS stablo i povratne grane prema opisanoj pretrazi
Slika 4.3: DFS stablo i povratne, direktne i popre£ne grane
1. Bira se po£etni £vor i njemu dodeljuje cena 0, a svim ostalima beskona£na.
2. Nepose¢eni £vor koji ima najmanju cenu bira se za teku¢i. Za svaki od njemu
susednih £vorova proverava se da li je cena teku¢eg £vora sabrana sa teºinom
grane koja iz teku¢eg vodi ka njemu manja od njegove trenutne cene. Ako to jeste
slu£aj, cena se aºurira. Teku¢i £vor se progla²ava pose¢enim.
3. Ako je odredi²ni £vor progla²en pose¢enim, ili svi nepose¢eni £vorovi imaju
beskona£nu cenu (nema putanje do njih), algoritam se zavr²ava. Ina£e, ponavlja
se drugi korak.
50
Ukoliko se graf nije teºinski, a problem koji se re²ava traºi nalaºenje putanje koja
sadrºi najmanji broj grana izmeu dva £vora, moºe se primeniti Dijkstrin algoritam
podrazumevaju¢i da su sve teºine jednake 1.
4.2 Povezanost grafova
Mnogi algoritmi za crtanje grafova zahtevaju da dati graf bude povezan. esto,
meutim, to samo po sebi nije dovoljno jer je primena nekih od njih mogu¢a samo
ukoliko je graf 2-, ili £ak 3-povezan. Dodatno, neki algoritmi druga£ije obrauju grafove
ve¢eg stepena povezanosti od, recimo, samo jednostruko povezanih. Stoga ¢e u nastavku
biti opisano kako se moºe proveriti prisustvo pomenutih osobina. Takoe, sloºeniji
algoritmi za analizu i crtanje grafova neretko uklju£uju rastavljanje grafova na bi- ili
tri- povezane komponente, te ¢e i ovi problemi biti razraeni.
4.2.1 Ispitivanje jednostruke, dvostruke i trostruke povezanosti
grafova
Jasno je da je k-povezani graf i k − 1 povezan. Dakle, graf koji je dvostruko povezan
ispunjava i uslov jednostruke povezanosti, a trostruko povezani i jednostruke i dvostruke.
Provera da li je graf samo povezan svakako je najjednostavnija od tri pomenute.
Standardan na£in za njenu implementaciju baziran je na pretrazi najpre u dubinu.
Naime, ako se prilikom obilaska grafa upotrebom DFS algoritma proe kroz sve £vorove,
graf je povezan, dok se u suprotnom moºe tvrditi da to nije slu£aj. Nepovezani graf
sastoji se iz dve ili vi²e komponenti povezanosti.
Implementacija provera bi i tripovezanosti grafa, kao i njegovo rastavljanje na 2
i 3-povezane komponente se na prvi pogled takoe ne £ini kao zahtevan problem.
Meutim, u ovim slu£ajevima izazov ne predstavlja osmi²ljavanje algoritma kojim bi
se navedeno nekako postiglo, nego kako bi to moglo biti realizovano na ²to je mogu¢e
eﬁkasniji na£in. Odnosno, za ²to je mogu¢e manje vremena. U nastavku ¢e detaljnije
biti opisani takvi postupci.
4.2.2 Nalaºenje artikulacionih £vorova grafova i dvostruko povezanih
komponenti
vor v neorijentisanog povezanog grafa G jeste prese£ni ili artikulacioni £vor ako i
samo ako postoje dva druga £vora x i y takva da svaka putanja izmeu njih prolazi
kroz v. Samo u ovom slu£aju uklanjanje £vora v prekida svaki put od x do y, ²to zna£i
da naru²ava povezanost grafa. Imaju¢i ovo u vidu, moºe se zaklu£iti da se nalaºenje
artikulacionih £vorova i bipovezanih komponenata grafa moºe realizovati pomo¢u DFS
sa O(|V |+ |E|) operacija [128].
Posmatrajmo graf sa slike 4.4. Njegovi artikulacioni £vorovi v0, v3 i v2 zaokruºeni
su crvenom bojom na slici. Moºe se primetiti da, recimo, nije nikako mogu¢e iz £vora
v1 do¢i do £vora v7 da se ne proe kroz £vor v3, niti do £vora v10, a da se na toj putanji
ne nae £vor v0. Ako bi se grafu dodala grana koja spaja £vorove v8 i v10, tada ovo
ne bi bio slu£aj i £vorovi v0 i v3 ne bi bili artikulacioni. Blokovi na koje se graf moºe
rastaviti prikazani su na slici 4.5.
Algoritam koji koristi DFS i nalazi artikulacione ta£ke u linearnom vremenu osmislili
su Hopkroft i Tarºan i objavili 1973. godine [129]. Pre predstavljanja osnovne ideje
algoritma, potrebno je uvesti funkciju lowpt(v). Neka je num(x) DFS indeks £vora x.
Vrednost lowpt(v) se tada moºe deﬁnisati kao najmanja vrednost num(x), gde je x £vor
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Slika 4.4: Povezani graf sa obelºenim artikulacionim £vorovima koji se rastavlja na
bipovezane komponente
Slika 4.5: Bipovezane komponente grafa sa prethodne slike
grafa do kojeg se moºe do¢i iz £vora v kre¢u¢i se kroz nula ili vi²e grana DFS stabla
te najvi²e jednu povratnu granu. Hopkroft i Tarºan potom uvode i dokazuju slede¢e
tvrenje, koje je i osnova algoritma koji se predstavlja.
Neka je G = (V,E) povezani graf sa DFS stablom T i skupom povratnih grana B.
Tada je a ∈ V artikulacioni £vor ako i samo ako postoje £vorovi v, w ∈ V takvi da
je (a, v) ∈ T , gde w nije potomak v u T i vaºi lowpt(v) ≥ num(a). Vrednosti lowpt
ra£unaju se tokom same pretrage, ²to zna£i da ne moraju biti odreeni pre izvr²avanja
glavnog dela algoritma.
Algoritam obezbeuje i korektno formiranje bipovezanih komponenti po nailasku na
artikulacionu ta£ku. Osnovna ideja zasniva se na £uvanju grana koje se prelaze tokom
pretrage najpre u dubinu u strukturi tipa steka. Naime, kada se naie na artikulacioni
£vor, grane se skidaju sa vrha steka, dok se ne doe do grane izmei £vorova v i a iz
navedene teoreme.
4.2.3 Konstrukcija BC-stabala
Struktura blokova, odnosno, bipovezanih komponenti grafa, kao i njegovih
artikulacionih (prese£nih) £vorova moºe biti opisana blok-prese£na ta£ka stablom, koje
se kra¢e obeleºava kao BC (block-cut vertex ) stablo [130]. Konstrukcija BC-stabla
predstavlja jedan od koraka mnogih algoritama za analizu grafova.
Neka je B skup blokova, a C artikulacionih £vorova grafa G koji je maksimalno
1-povezan. Graf H = (V1, E1) je BC-stablo grafa G ako vaºi:
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 V1 = B ∪ C. Odnosno, graf H poseduje jedan £vor za svaki blok i svaki
artikulacioni £vor grafa G.
 Grane grafa H spajaju £vorove iz skupa C sa £vorovima iz skupa B. vor ci ∈ C
je susedan £voru bj ako i samo ako blok bj u G sadrºi artikulacioni £vor ci grafa
G.
Ne slici 4.6 prikazan je graf sa ozna£enim blokovima za koje ¢e biti konstruisano
BC-stablo. Artikulacioni £vorovi grafa su v1, v6, v7 i v9. Kao ²to se moºe primetiti,
njih sadrºi su vi²e blokova. Odgovaraju¢e BC-stablo prikazano je na slici 4.7.
Slika 4.6: Graf sa ozna£enim blokovima
Slika 4.7: BC-stablo prethodnog grafa
4.2.4 Podela grafova na trostruko povezane komponente
Pored rastavljanja povezanih grafova na bipovezane komponente, jedan od
fundamentalnih problema u teoriji grafova, posebno bitan za oblast njihovog crtanja
jeste dekompozicija bipovezanih grafova na tripovezane komponente. Eﬁkasno re²enje
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ovog problema, poput podele na bipovezane komponente, dali su Hopkroft i Tarºan
[131]. Osnovna ideja algoritma podse¢a na slu£aj bipovezanih komponenti, ali
je postupak znatno kompleksniji. Naime, ovaj algoritam smatra se jednim od
najizazovnijih za razumevanje i implementaciju, te se mogu na¢i i radovi poput [132],
u kojima se predstavljaju poja²njenja odreenih koncepata koji imaju klju£nu ulogu u
algoritmu.
Algoritam Hopkrofta i Tarºana za nalaºenje tripovezanih komponenti dodatno je
pobolj²an 2000. godine u [133], gde su ujedno i popravljene gre²ke koje se mogu javiti u
odreenim, speciﬁ£nim situacijama. Uz pomenute ispravke, algoritam se i danas smatra
optimalnim re²enjem datog problema. Pre nego ²to se opi²u osnovni koraci algoritma,
potrebno je uvesti nekoliko pojmova.
Neka je {a, b} ⊂ V grafa G. Neka su grane G podeljene u klase ekvivalencije
E1, E2, ...En tako da su dve grane koje leºe na istoj putanji koja ne sadrºi nijedan od
£vorova a i b u istoj klasi. Klase Ei nazivaju se razdelnim klasama grafa G prema paru
a, b. Ako postoje bar dve klase ekvivalencije, a, b je razdvajaju¢i par G, osim ako:
 postoje ta£no dve razdelne klase i jedna od njih se sastoji od samo jedne grane ili,
 postoje ta£no tri klase i svaka od njih se sastoji od samo jedne grane.
Bipovezani graf koji nema nijedan razdvajaju¢i par jeste tripovezan [131].
Neka je {a, b} razdelni par, a E1, E2..., En razdelne klase. Neka je dalje E′ =
k⋃
i=1
Ei i
E′′ =
n⋃
i=k+1
Ei, pri £emu vaºi |E′| ≥ 2 i |E′′| ≥ 2. GrafoviG1 = (V (E′), E′∪(a, b)) iG2 =
(V (E′′), E′′ ∪ (a, b)) nazivaju se razdeljeni grafovi prema (a, b). Zamena multigrafa sa
dva razdeljena grafa naziva se rastavljanje, dok se dodata grana (a, b) naziva virtuelnom.
Iz deﬁnicije se moºe primetiti da jedan graf na vi²e na£ina moºe biti podeljen prema
jednom razdelnom paru, ali u svakom slu£aju vaºi da, ako je sam graf G bipovezan, onda
ovu osobinu poseduje i svaki razdeljeni graf. Ukoliko se multigraf G podeli na razdeljene
grafove, te se i oni sami dele na sopstvene razdeljene grafove dokle god su podele mogu¢e,
dolazi se do 3-povezanih grafova koji se nazivaju razdelnim komponentama grafa G.
Razdelne komponente multigrafa mogu biti jednog od slede¢ih tipova:
1. skup tri multigrane izmeu ista dva £vora, oblika {a, b}, {(a, b), (a, b), (a, b)},
2. trougao - graf K3,
3. tripovezani graf.
Ovakve komponente nisu nuºno jedinstvene. Da bi se dobile jedinstvene tripovezane
komponente, razdelne komponente se spajaju ukoliko je to mogu¢e. Ako je (a, b)
virtuelna grana dobijena prilikom i-te podele, to se skra¢eno prikazuje kao (a, b, i).
Neka su dalje grafovi G1 = (V1, E1) i G2 = (V2, E2) dve razdelne komponente koje
sadrºe virtuelnu granu (a, b, i). Operacija spajanja te dve komponente proizvodi graf
G = (V1∪V2, E1−{(a, b, i)}∪E2−{(a, b, i)}). Dakle, dve razdelne komponente se spajaju
po zajedni£koj virtuelnoj grani, pri £emu se dobija graf koji sadrºi uniju njihovu £vorova
i grana, ali se sama virtuelna grana izostavlja.
Neka je G multigraf £ije su razdelne komponente skupovi trostrukih veza B3,
trouglova T i tripovezanih grafova G. Ako se trostruke veze maksimalno spoje, daju¢i
skup B, trouglovi spoje u konture (poligrane), daju¢i skup P, ova dva skupa uz
skup G predstavljaju skup trostruko povezanih komponenti grafa. Ove komponente
su jedinstvene.
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Algoritam se ugrubo moºe podeliti na tri koraka:
1. Uklanjanje multigrana iz polaznog grafa G i formiranje skupa trostrukih grana
preostalog grafa G′.
2. Podela grafa G′ na bipovezane komponente, te njih na razdelne komponente.
3. Spajanje trostrukih grana i trouglova radi formiranja kona£nog skupa tripovezanih
komponenti.
Najizazovniji od njih svakako jeste nalaºenje razdelnih komponenti. Da bi se taj korak
mogao opisati, potrebno je deﬁnisati i neke dodatne termine koji su od velikog zna£aja
za dati algoritam. Pre svega, neka za razapinju¢e stablo T vaºi slede¢e:
 v → w ozna£ava granu izmeu £vorova v i w u T . Dakle, v je roditelj, a w dete.
 v ∗−→w ozna£ava da postoji putanja u T od v do w. Dakle, v je predak, a w je
potomak.
 v ↪→ w ozna£ava povratne grane.
Neka je dalje P usemereni multigraf koji se sastoji iz 2 nepovezana skupa grana:
v → w i v ↪→ w. Neka P zadovoljava slede¢e:
 Podgraf T koji sadrºi grane v → w je razapinju¢e stablo grafa P .
 Svaka grana koja nije u T povezuje £vor sa nekim od svojih predaka u T . Odnosno,
ako je v ↪→ w onda w ∗−→v.
Ovakav graf P se naziva palmino stablo, a v ↪→ w su njegove povratne grane.
Kona£no, treba deﬁnisati funkcije lowpt1(v) i lowpt2(v). lopwt1(v) je
funkcijalowpt(v) deﬁnisana prilikom opisa algoritam za pronalaºenje bipovezanih
komponenti. Dakle, vrednost lowpt1(v) ima vrednost najmanjeg indeksa £vora do kojeg
se moºe do¢i iz £vora v kre¢u¢i se kroz nula ili vi²e grana razapinju¢eg stabla, te najvi²e
jednu povratnu granu. Funkcija lowpt2(v) je veoma sli£na, gde je jedina razlika sadrºana
u £injenici da se dobija drugi najmanji indeks.
Imaju¢i prethodne deﬁnicije u vidu, moºe se predstaviti teorema, koja je osnova
algoritma. Neka su a i b £vorovi grafa G takvi da je a predak b u razapinju¢em stablu
tj. a < b. {a, b} je razdvajaju¢i par grafa G ako i samo ako je zadovoljen jedan od
slede¢a tri uslova:
1. Postoje razli£iti £vorovi r 6= a, b i s 6= a, b takvi da je b → r, lowpt1(r) = a,
lowpt2(r) ≥ b i s nije potomak od r. {a, b} je tada razdvajaju¢i par tipa 1.
2. Postoji £vor r 6= b takav da je a → r ∗−→b, b je prvi potomak £vora r (a, r i b leºe
na istoj generisanoj putanji) i a 6= 1, a za svako x ↪→ y vaºi:
(a) ako je r ≤ x < b, onda je a ≤ y,
(b) ako je a < y < b i b→ w ↪→ x onda je lowpt1(w) ≥ a,
{a, b} je tada razdvajaju¢i par tipa 2.
3. (a, b) je multigrana u G takva da postoje bar £etiri grane izmeu ta dva £vora.
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Algoritam Hopkrofta i Tarºana uklju£uje izvr²avanje pretrage najpre u dubinu dva
puta. Prvom se pravi palmino stablo i ra£unaju po£etne vrednosti bitnih funkcija,
poput lowpt1(v) i lowpt2(v). Na osnovu tih vrednosti konstrui²e se posebna matrica
susedstva A. Slede¢a pretraga najpre u dubinu obuhvata prolazak kroz palmino stablo
P , koriste¢i pripremljenu matricu A. U ovoj fazi proverava se i da li su parovi £vorova
razdvajaju¢i, te ako se uspostavi da jesu, formira se razdelna komponenta. Da bi to
bilo mogu¢e, deﬁni²u se dve dodatne strukture:
 ESTACK - stek grana, na koji se svaka grana (v, w) stavlja neposredno pre nego
²to se proveri da li je v, w razdvajaju¢i par. Kada se nae razdvajaju¢i par, u
novu komponentu se ne stavljaju sve grane sa steka, nego uzastopne grane koje
povezuju £vorove unutar odreenog raspona DFS brojeva. Za razdvajaju¢i par
{a, b}, taj broj se odreuje na osnovu DFS indeksa £vorova a i b, kao i broja
potomaka £vorova susednih £voru b.
 TSTACK - stek trojki oblika (h, num(a), num(b)). {a, b} je potencijalni
razdvajaju¢i par tipa 2, a h £vor sa najvi²im DFS indeksom u komponenti koja
bi se odvojila ako bi se ispostavilo da par jeste razdvajaju¢i.
Po nalaºenju razdelnih komponenti, vr²i se spajanje koje je prethodno opisano, £ime
se po okon£anju algoritma dobijaju tripovezane komponente i lista razdvajaju¢ih parova.
4.2.5 Kontrukcija SPQR-stabala
U bliskoj vezi sa tripovezanim komponentama nekog grafa je i takozvano SPQR-stablo.
Naime, ono pruºa pregled visokog nivoa jedinstvene dekompozicije grafa na njegove
tripovezane komponente. SPQR-stabla prvi put su koristili u kona£nom obliku Di
Batista (Giuseppe Di Battista) i Tamasija [134] sa ciljem reprezentacije planarnog
utapanja planarnog bipovezanog grafa. Od tada, SPQR-stabla postaju jedna od
zna£ajnijih struktura u oblasti teorije grafova. Njihova primena moºe se sresti i unutar
algoritama za planarno testiranje i nalaºenje planarnog utapanja, nalaºenje minimalnog
razapinju¢eg stabla, omogu¢avanje primene algoritama dizajniranih za tripovezane
grafove nad onima koji su samo bipovezani itd. [135][137]. SPQR-stabla mogu biti
konstruisana u linearnom vremenu, prema algoritmu £iji su tvorci Karsten Gutvenger
(Carsten Gutwenger) i Petra Mucel (Petra Mutzel) [133]. Njihovo istraºivanje
inspirisano je algoritmom Hopkrofta i Tarºana, koji su se prvi bavili implementacijom
rastavljanja grafa na tripovezane komponente. Osim ²to predstavljaju novi na£in kojim
se pomenuto postiºe, u ovom radu autori, kao ²to je spomenuto ranije, skre¢u paºnju
na pobolj²anja algoritma Hopkrofta i Tarºana kojima se postiºe njegova korektnost.
SPQR stabla deﬁnisana su inicijalno u kontekstu planarnih grafova, dok se ovde
citira op²tija deﬁnicija koja se moºe odnositi i na neplanarne grafove data u [138].
Neka je G bipovezani graf. Razdelni par grafa G je ili razdvajaju¢i par, ili par
susednih £vorova. Razdelna komponenta razdelnog para {u, v} je ili grana (u, v) ili
maksimalni podgraf C od G takav da {u, v} nije njegov razdelni par. Maksimalni
razdelni par {u, v} od G u odnosu na drugi razdelni par {s, t} je takav da za bilo koji
drugi razdelni par {u′, v′} vaºi da su £vorovi u, v, s i t u istoj razdelnoj komponenti.
Neka se e = (s, t) grana grafa G proglasi referencijalnom. SPQR-stablo T grafa G
prema e jeste korensko ureeno stablo £iji £vorovi mogu biti jednog od £etiri tipa: S, P, Q
i R. Ureeno stablo karakteri²e se £injenicom da je ureenje njegove dece speciﬁkovano
za svaki £vor koji mu pripada. Ovo je ekvivalentno utapanju stabla u ravan, gde je
koren na vrhu, a deca svakog £vora se nalaze ispod njega. Ako se u takvom utapanju
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odredi smer dece, recimo s leva-na -desno, dobija se njihovo ureenje. Svaki £vor µ u
T ima pridruºen bipovezani multigraf koji se naziva kosturom od µ. Kona£no, SPQR
stablo se moºe rekurzivno deﬁnisati na slede¢i na£in:
1. Trivijalni slu£aj - ako se G sastoji iz ta£no dve paralelne grane izmeu s i t, T se
sastoji iz ta£no jednog Q-£vora £iji kostur je sam graf G.
2. Paralelni slu£aj - ako razdelni par {s, t} ima bar tri razdelne komponente
G1, G2, ..., Gk, koren T stabla je P-£vor µ, £iji se kostur sastoji iz k paralelnih
grana e = e1, ..., ek izmeu s i t.
3. Serijski slu£aj - ako prva dva uslova nisu ispunjena, a par {s, t} ima ta£no dve
razdelne komponente, jedna od njih je e, a druga se ozna£ava sa G′. Neka su
c1, c2, ..., ck−1, k ≥ 2 artikulacione ta£ke G′ koje dele G na blokove G1, G2, ..., Gk
u ovom poretku od s do t. Koren stabla T tada je S-£vor µ £iji kostur je ciklus
e0, e1, ..., ek, gde je e0 = e, c0 = s, ck = t i e1 = (ci−1, ci), za i = 1, 2, ...k.
4. Rigidni slu£aj - ako nijedan od prethodnih uslova nije zadovoljen, neka su
{s1, t1}, ..., {sk, tk} za K ≥ 1 maksimalni razdelni parovi G prema {s, t}. Neka
je za i = 1, ..., k Gi unija svih razdelnih komponenti para {si, ti}, osim onog koji
sadrºi granu e. Koren stabla T je tada R-£vor £iji kostur se dobija zamenom
svakog podgrafa Gi granom e1 = (si, ti).
Osim u trivijalnom slu£aju, µ ima decu µ1, µ2, ...µk takvu da je µi koren SPRQ
stabla grafa Gi ∪ ei prema grani ei, za i = 1, 2, ..., k. Krajevi grane ei se nazivaju
polovima £vora µi. Virtuelna grana £vora µi je grana ei kostura od µ. Stablo T se
kompletira dodavanjem Q-£vora koji predstavlja referentnu granu e i progla²enjem ovog
£vora roditeljem µ, postaju¢i koren. Na slici 4.8 prikazan je graf za koji je konstruisano
stablo sa slike 4.9. Primer je inspirisan primerom konstrukcije SPQR-stabala iz [19].
Slika 4.8: Graf za koji se konstrui²e SPQR-stablo
Gutvenger i Mucel u manjoj meri menjaju ovu deﬁniciju SPQR-stabla, daju¢i
svoju, ekvivalentnu polaznoj. Naime, ovi autori izostavljaju Q-£vorove i uvode pojam
stvarnih grana, koje se razlikuju od virtuelnih unutar kostura grafova. Naime, grana
u kosturu od µ koja je pridruºena Q-£voru u originalnoj deﬁniciji jeste stvarna grana
koja nije u vezi sa detetom od µ, dok su sve druge grane kostura virtuelne i povezane
sa P-,S- ili R-£vorom. Koriste¢i ovu deﬁniciju, moºe se pokazati da su kosturski
grafovi jedinstvene tripovezane komponente grafa G. P-£vorovi odgovaraju skupovima
multigrana, S-£vorovi poligonima, a R-£vorovi tripovezanim grafovima. Algoritam za
57
Slika 4.9: SPQR stablo grafa sa prethodne slike
konstrukciju SPQR stabala u linearnom vremenu Gutvengera i Mucelove zasnovan je
na tripovezanoj deobi Hopkrofta i Tarºana, ali uz nekoliko bitnih korekcija, kojima se
ne menja su²tinska ideja, ve¢ modiﬁkuju odreeni uslovi i funkcije koje se koriste, te
vr²e aºuriranja nekolicine vrednosti koja su inicijalno previena.
4.3 Algoritmi za ispitivanje cikli£nosti grafova
Prilikom analize grafova, £esto je potrebno na¢i njihovu cikli£nu strkturu. Imaju¢i
u vidu da se sama deﬁnicija ciklusa razlikuje za usmerene i neusmerene grafove, nije
iznenauju¢e da su razvijeni razli£iti algoritmi za dve spomenute grupe. U svakom
slu£aju, standardni na£in uklju£uje nalaºenje fundamentalnog skupa elementarnih
ciklusa. Fundamentalni skup elementarnih ciklusa je skup elementarnih ciklusa £ijim
kombinovanjem se mogu generisati svi ostali ciklusi. Ciklus je elementaran ukoliko
se nijedan £vor ne ponavlja, osim prvog koji je ujedno i poslednji. Osnovna ideja
fundamentalnog skupa elementarnih ciklusa moºe se uo£iti posmatranjem primera
sa slike 4.10. Prikazani graf ima ²est jednostavnih ciklusa - (v0, v1, v3), (v1, v3, v4),
(v1, v2, v4), (v0, v1, v3, v4), (v1, v3, v4, v2), (v0, v1, v2, v3, v4). Meutim, nije te²ko uo£iti
da se kombinovanjem prva tri mogu dobiti preostali.
4.3.1 Cikli£nost neusmerenih grafova
Za neusmerene grafove razvijen je veliki broj algoritama za nalaºenje fundamentalnog
skupa ciklusa, poput [139][141]. Za ovaj tip grafova moºe se primetiti da je
kombinovanje ciklusa mnogo slobodnije nego u slu£aju orijentisanih, budu¢i da
usmerenje grane nije od zna£aja. Standardni algoritmi za nalaºenje fundamentalnog
skupa ciklusa neusmerenih grafova bazirani su na ideji kreiranja razapinju¢eg stabla,
te pravljenju ciklusa za svaku granu grafa koja ne pripada stablu. Kao ²to je ve¢
napomenuto, svako dodavanje grane izmeu £vorova razapinju¢eg stabla uspostavlja
jedan ciklus. Razni predloºeni algoritmi, poput tri spomenuta u ovom pasusu,
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Slika 4.10: Jednostavan graf sa ²est elementatnih ciklusa
produbljuju ovu osnovnu ideju, trude¢i se da kalkulacija potro²i ²to je mogu¢e manje
resursa tj. vremena i memorije.
U projektnom re²enju za implementaciju je izabran poslednji spomenuti, Patonov
algoritam za nalaºenje fundamentalnog skupa ciklusa. Radi se o relativno jednostavnom
algoritmu u okviru kojeg se pretragom prvo u ²irinu prolazi kroz razapinju¢e stablo, te
za svaki £vor analiziraju njegovi susedi, i na kraju pamti ko im je roditelj u stablu.
Ukoliko se ispostavi da je sused ve¢ prethodno pose¢eni £vor, konstatuje se da se nai²lo
na ciklus, te se odreuje koji £vorovi mu pripadaju. Po²to se beleºi ko je roditelj
obraenim £vorovima, kretanje kroz stablo radi formiranja detektovanog ciklusa ne
predstavlja problem. Takoe, algoritam proverava i da li je neki £vor sam sebi sused,
²to zna£i da je pronaena petlja, koja je takoe ciklus.
4.3.2 Cikli£nost usmerenih grafova
Re²avanje istog problema je ne²to kompleksnije za usmerene grafove, ali i u ovom slu£aju
postoji ve¢i broj algoritama koji mu se posve¢uju. Na primer, [142][144]. Orijentacija
grana grafa u ovom slu£aju ima zna£ajnu ulogu. Ukoliko se grane grafa sa prethodne
slike orijenti²u kao na slici 4.11, moºe se uo£iti samo jedan ciklus - (v1, v3, v4). Meutim,
osnovna ideja je veoma sli£na onoj za neorijentisane grafove. Dakle, posmatraju se
razapinju¢e stablo i grane grafa koje mu ne pripadaju. U ovom slu£aju razlikuju se tri
tipa ovih grana, a samo usmerene povratne grane (koje su usmerene od potomka do
pretka u stablu) formiraju cikluse.
Slika 4.11: Primer usmerenog grafa sa jednim ciklusom
Algoritam implementiran u projektnom re²enju je Dºonsonov (Johnson) algoritam
za nalaºenje elementarnih ciklusa usmerenih grafova [144]. U osnovi, algoritam polazi
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od nekog ureenja £vorova i u svakoj iteraciji odreuje teku¢i korenski £vor s i izdvaja
podgraf koji ga sadrºi, kao i sve £vorove koji se u ureenju nalaze posle s. Da bi se
izbeglo dupliranje ciklusa, £vor v se progla²ava blokiranim kada se doda u ciklus koji
po£inje u s. vor ostaje blokiran dokle god svaka putanja od v do s preseca teku¢u
elementarnu putanju u £voru koji nije s. Takoe, algoritam se stara o tome da £vor ne
postane korenski za konstrukciju elementarnih putanja ukoliko nije najmanji £vor (sa
najmanjim indeksom u ureenju) u bar jednom elementarnom ciklusu. Iz ovih razloga
algoritam izbegava pretrage koje ne¢e uroditi plodom, ²to ga £ini eﬁkasnijim od mno²tva
drugih re²enja datog problema.
Nalaºenje £vora pogodnog da bude teku¢i korenski podrazumeva nalaºenje strogo
povezanih komponenti podgrafa indukovanih teku¢im indeksom ureenja £vorova tj.
podgrafa koji sadrºi sve £vorove grafa indeksa ve¢eg ili jednakog zadatom. Korenski
£vor postaje £vor sa najmanjim indeksom koji se nalazi u nekoj komponenti, dok se
sama ta komponenta izdvaja kao podgraf u okviru kojeg se u teku¢em koraku traºe
ciklusi. Po£inje se od najmanjeg indeksa koji se pove¢ava u svakoj iteraciji, £ime i
podgraf postaje sve manji. U svakoj narednoj iteraciji indeks se postavlja na indeks
prethodnog teku¢eg £vora uve¢anog za jedan. Algoritam se zavr²ava ako vi²e nema
£vorova koji mogu biti korenski, ili je po£etni indeks dostigao ukupan broj £vorova
grafa.
4.4 Nalaºenje ureenja grafa
Mnogi algoritmi u oblasti teorije grafova i njihovog crtanja kao svoj prvi korak navode
nalaºenje odreenog ureenja ulaznog grafa. Odnosno, sortiranje £vorova grafa u cilju
dobijanja zahtevanog poretka. Meu £e²¢e kori²¢enim ureenjima spadaju st-numeracija
i topolo²ko ureenje.
Lempel, Even i Kaderbaum uveli su st-numeraciju [145] 1967. godine, da bi Even
i Tarºan devet godina kasnije objavili algoritam za njegovo eﬁkasno nalaºenje [146].
Ova numeracija od velike je vaºnosti za mnoge algoritme za crtanje grafova, pre svih
ortogonalne i hijerarhijske, a sastavni je deo i pojedinih algoritama za ispitivanje
planarnosti grafa, poput testa kori²¢enjem PQ-stabala. Ako je data grana (s, t)
bipovezanog grafa G sa n £vorova, ti £vorovi se mogu numerisati brojevima od 1 do
n, tako da £vor s dobije broj 1, a £vor t broj n, dok je svaki drugi £vor susedan i £voru
koji ima ve¢i broj od njega, i £voru koji ima manji. Dobijena numeracija naziva se
st-numeracijom.
Originalni algoritam za nalaºenje st-numeracije imao je O(nm) vreme izvr²avanja,
dok ga Even i Tarºan skra¢uju na O(n+m). Broj m odgovara broju grana datog grafa.
Algoritam Evena i Tarºana obuhvata tri procedure:
1. Pretragu najpre u dubinu i nalaºenje razapinju¢eg stabla T grafa G takvog da je
prva grana pretrage (t, s). Dakle, t je koren stabla, a t → s jedna od njegovih
grana. Tokom pretrage se ra£una i po£etna numeracija £vorova.
2. Proceduru koja nalazi jednostavne putanje izmeu odreenih £vorova. Pri
inicijalnom izvr²avanju nalazi se putanja od s do t koja ne sadrºi granu (s, t)
uz pam¢enje pose¢enih £vorova. U svakom narednom pozivu se odreuje putanja
koja ne sadrºi nijednu granu koja je deo neke prethodno naene putanje od nekog
zadatog pose¢enog £vora v do pose¢enog £vora w koji je povezan sa v.
3. Tre¢a nalazi samu st-numeraciju. Koristi strukturu tipa stek, inicijalno stavljaju¢i
na njega prvo t, pa s. U svakoj iteraciji, dok se stek ne isprazni, uzima £vor sa
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vrha steka, i dodeljuje mu broj koji je inicijalno 1 i koji se pove¢ava posle svake
dodele. Na stek se potom stavljaju £vorovi koji pripadaju putanji koju detektuje
procedura za nalaºenje putanji pozvana za £vor sa vrha steka. vorovi putanje se
stavljaju u obrnutom poretku - od poslednjeg do prvog.
Na slici 4.12 prikazan je graf za koji se moºe na¢i st-numeracija. Ako je, na primer,
s = v0, a t = v1, st-numeracija koja se izra£unava je: v0 = 1, v5 = 2, v4 = 3, v3 = 4, v2 =
5, v1 = 6, ²to je u skladu sa deﬁnicijom.
Slika 4.12: Bipovezani graf za koga se nalazi st-numeracija
U vezi sa st-ureenjem su i pojmovi planarnog st-grafa i njegovog duala. Naime,
st-graf se deﬁni²e kao orijentisani acikli£ni graf koji ima jedan izvor i jedan ponor.
Planarni st-graf je st-graf koji ima planarno utapanje takvo da se £vorovi s i t nau
na spolja²njem licu. Za st-graf G dualni planarni st-graf G∗ = (V ∗, E∗) deﬁni²e se kao
digraf sa slede¢im osobinama:
1. V ∗ je skup lica grafa G, sa izuzetkom spolja²njeg (s, ..., t, ...s) koje je podeljeno na
dva dela koja se dodaju u skup. Prvi deo, s∗, zahvata £vorove od s to t, a drugi
deo, t∗, od t nazad do s.
2. Za svaku granu e ∈ E postoji grana e∗ = (f, g) ∈ E∗, gde je f lice levo od e, a g
desno.
Topolo²ko ureenje grafa nalazi se za orijentisani acikli£ni graf G = (V,E) i ozna£ava
sa T (G). Ono predstavlja dodeljivanje celobrojnih vrednosti T (v) svakom £voru v ∈ V
tako da za svaku orijentisanu granu (u, v) vaºi T (u) < T (v). Veli£ina topolo²kog
ureenja s(t) ra£una se kao razlika maksimalne i minimalne vrednosti dodeljenih nekom
od £vorova u ureenju. Optimalno topolo²ko ureenje T ∗(G) je topolo²ko ureenje
najmanje veli£ine [83]. Topolo²ko sortiranje koristi se za re²avanje mnogobrojnih
prakti£nih problema koji se mogu predstaviti grafovima. U oblasti crtanja grafova
javlja se u okviru ortogonalnih algoritama.
Algoritam za nalaºenje optimalnog topolo²kog ureenja nekog orijentisanog
acikli£nog grafa obuhvata slede¢e korake:
1. Nalaºenje svih £vorova koji nemaju nijednu ulaznu granu i inicijalizacija broja
koji se dodeljuje £vorovima, n, na 0.
2. Uklanjanje svih identiﬁkovanih £vorova iz grafa, ²to uklju£uje i grane koje ih
spajaju sa drugim £vorovima. Broj ulaznih grana susednih uklonjenih £vorova se
time smanjuje. Svakom £voru koji se uklanja dodeljuje se teku¢a vrednost broja
n, koja se posle svake dodele inkrementira.
3. Ponavljanje koraka 1 i 2 za novodobijeni graf dokle god postoje £vorovi koji nemaju
ulazne grane.
61
4.5 Algoritmi za ispitivanje planarnosti i planarno
utapanje
Planarnost predstavlja osobinu od velikog zna£aja za crtanje grafova. Kao ²to je
prethodno deﬁnisano, graf je planaran ukoliko ima planaran crteº, odnosno, ako se
moºe nacrtati bez presecanja grana. Mno²tvo algoritama za crtanje razvijeno je za ovaj
tip grafova, garantuju¢i da ¢e rezultat njihove primene biti u skladu sa spomenutim
zahtevom. Naravno, njihova primena je mogu¢a jedino ukoliko je uslov planarnosti
zadovoljen. Osim £istog odgovora na pitanje da li je neki graf planaran ili ne, neki
algoritmi za ispitivanje planarnosti nalaze i planarno utapanje, koje je ulaz u mnoge
algoritme za crtanje grafova bez presecanja grana.
Utapanje planarnog grafa G = (V,E) jeste konstruisanje lista susedstva, takvih da
za neki £vor v lista A(v) sadrºi sve njegove susede, u rasporedu smera kazaljke na satu
prema stvarnom crteºu [147]. Radi poja²njenja veze utapanja sa planarnim crtanjem
grafova, mogu se uporediti dva crteºa istog apstraktnog grafa, prikazana na slici 4.13. U
prvom crteºu lista susednih £vorova u smeru kazaljke na satu £vora v5 je v4, v3, v1, v0, v2,
a u drugom v4, v3, v0, v1, v2.
Slika 4.13: Dva crteºa grafa gde je jedan planaran a drugi nije
Od sredine pro²log veka do danas razvijen je veliki broj algoritama za testiranje
planarnosti. Stariji su se izvr²avali u suplinearnom vremenu, da bi prvi algoritam u
linearnom vremenu dali Hopkroft i Tarºan 1974. godine [147]. Od tada se konstantno
radi na pobolj²anju eﬁkasnosti i elegancije algoritama ovog tipa.
Rani algoritmi pomenute namene prvenstveno se mogu svrstati u grupu cikli£nih
algoritama za proveru planarnosti. Ideja svih algoritama ove klase zasniva se na
ordanovoj teoremi, koja tvrdi da svaka zatvorena jednostavna kriva deli ravan na dva
povezana regiona, gde se dve ta£ke mogu povezati samo ako pripadaju istom regionu.
Acikli£ni grafovi su planarni, a ako graf sadrºi ciklus, taj ciklus u svakom planarnom
crteºu uzrokuje jednostavnu zatvorenu krivu. Svaki preostali povezani deo grafa mora
biti u celosti nacrtan u jednom od dva regiona tog ciklusa.
Algoritmi ove grupe dalje se mogu podeliti na algoritme dodavanja segmenata,
dodavanja putanja i dodavanja grana [19]. Predstavnik prve grupe i njen za£etnik
je Oslander-Parter (Auslander-Parter) algoritam [148]. Ovaj algoritam zahteva O(n3)
vremena. Predstavnik druge grupe je spomenuti prvi algoritam za planarno testiranje u
linearnom vremenu £iji su tvorci Hopkroft i Tarºan. Algoritam, meutim, karakteri²e i
te²ko¢a implementacije, a u prvobitnom obliku ne vra¢a planarno utapanje. Predstavnik
tre¢e grupe je algoritam De Frajse - Osona de Mendez - Rozen²til (de Fraysseix -
Ossona de Mendez - Rosenstiehl) [149], koji je jednostavniji od prethodno spomenutih,
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pritom daju¢i i mogu¢nost nalaºenja planarnog utapanja. Ovaj algoritam je izabran za
implementaciju u projektnom re²enju, te ¢e biti detaljnije obja²njen u nastavku.
Drugu grupu algoritama za testiranje planarnosti £ine algoritmi zasnovani na
dodavanju £vorova. Da bi se predstavila njihova osnovna ideja, moºe se primetiti da
se, polaze¢i od planarnog crteºa nekog grafa, moºe uklanjati jedan po jedan £vor, da
bi se na kraju dobila sekvenca manjih planarnih crteºa zavr²no sa jednim izolovanim
£vorom. Izvr²avanje ovog postupka u suprotnom smeru (polaze¢i od jednog £vora)
je glavni zadatak ovakvih algoritama. Generalno, kod algoritama ovog tipa po£inje
se od jednog izolovanog £ovra v1 koji £ini graf G1. U svakom koraku, i, dodaje se
novi £vor vi i posmatra se graf Gi(Vi, Ei), podgraf po£etnog grafa G sa£injen od dotle
dodatih £vorova. Ispituje se planarnost grafa Gi i aºurira struktura podataka namenjena
eﬁkasnom ispitivanju u koraku i+1. Raspored dodavanja £vorova nije proizvoljan i kre¢e
se od lista ka korenu nekog stabla nastalog od po£etnog grafa G. U [145], predstavljen
je 1967. godine prvi algoritam koji se zasniva na paradigmi dodavanja £vora i ima
kvadratno vreme izvr²avanja.
Zna£ajan pomak u oblasti desio se nakon formulisanja algoritma za testiranje
planarnosti upotrebom takozvanih PQ-stabala Buta (Kellogg Booth) i Luekera (George
Lueker) [150] 1976. godine. Ovaj algoritam moºe biti implementiran tako da ima
linearno vreme izvr²avanja, ali se odlikuje poprili£nom kompleksno²¢u. PQ-stablo
deﬁni²e se kao struktura koja se sastoji iz P-£vorova (artikulacionih ta£aka grafa),
Q-£vorova (bipovezanih komponenata - blokova) i li²¢a - virtuelnih £vorova. Osnova
ideja algoritma obuhvata primenu niza ²ablona na £vorove PQ-stabla. Ovakvih ²ablona
ima preko deset i deﬁni²u delove PQ-stabla koji se traºe i zamenjuju, kao i samu zamenu.
Utapanje koje se na kraju dobija nije kona£no planarno, nego mora biti pro²ireno, prema
uputstvima u [151].
Slede¢i veliki korak unutar ove familije predstavlja algoritam i-Su (Shih-Hsu), £ija je
kona£na verzija objavljena vi²e od dve decenije nakon algoritma Buta i Luekera. Ovo je
prvi algoritam u kom se £vorovi grafa razmatraju u obrnutom DFS poretku. Algoritam
zamenjuje PQ-stabla PC-stablima. PC-stabla u osnovi jesu veoma sli£na PQ-stablima,
takoe poseduju¢i £vorove koji se odnose na artikulacione £vorove stabla i blokove,
ali nisu ukorenjena. PC-stabla verno predstavljaju parcijalno planarno utapanje na
prirodniji na£in. Primena ²ablona je znatno jednostavnija.
Naredni iskorak u smanjenju kompleksnosti testiranja planarnosti, uz zadrºavanje
linearnog vremena izvr²avanja jeste Bojer-Mirvold (Boyer-Myrvold) [152] algoritam.
Objavljen je 2004. godine i jo² se smatra jednim od najmodernijih. Tehni£ki gledano,
ovaj algoritam ne pripada familiji dodavanja £vorova kako se zapravo dodaju £itave
grane, ali ga neki autori ipak svrstavaju u tu grupu [19], po²to je inspirisan pojedinim
idejama njenih pripadnika. Ovaj algoritam je izabran za implementaciju u projektnom
re²enju i bi¢e u nastavku detaljnije opisan.
Takoe, treba spomenuti i inkrementalne algoritme za ispitivanje planarnosti. Radi
se o klasi algoritama dizajniranoj za primenu u dinami£kom okuºenju, gde se planarni
graf G gradi postepeno dodavanjem novih £vorova i grana. Njihov osnovni cilj je brzo
ustanoviti da li se dati element moºe dodati grafu bez gubitka planarnosti. Osmi²ljeno
je vi²e algoritama koji se bave navedenim problemom, kao ²to su [134], [153], [154].
4.5.1 De Frajse - Osona de Mendez - Rozen²til (de Fraysseix - Ossona
de Mendez - Rosenstiehl) algoritam
Algoritam De Frajse - Osona de Mendez - Rozen²til predstavnik je klase algoritama
za ispitivanje planarnosti putem dodavanja grana. Algoritam pojednostavljuje ideje
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Oslandera i Partera, dodaju¢i jednu po jednu granu.
Neka je dat neorijentisani graf koji ne mora biti bipovezan i neka je G = (V, T unionmulti
B) usmereni graf koji se dobija DFS pretragom, gde je T skup grana stabla, a B
skup povratnih grana. Svaka povratna grana (u, v) se vra¢a na pretka polaznog £vora,
formiraju¢i cilkus koji se naziva fundamentalnim ciklusom. Grana (u, v) je povratna za
svaku granu svog fundamentalnog ciklusa, osim za prvu granu koja izlazi iz v.
Podelom B = L unionmulti R povratnih grana na dve klase, levu i desnu, dobija se LR
particija, ako za svaki £vor v sa ulaznom granom stabla e i izlaznim e1 i e2 vaºi:
 Sve povratne grane e1 koje se zavr²avaju striktno vi²e od lowpt(e2) pripadaju
jednoj klasi.
 Sve povratne grane e2 koje se zavr²avaju striktno vi²e od lowpt(e1) pripadaju
drugoj.
Funkcija lowpt koja se spominje u deﬁniciji ima isto zna£enje kao i u algoritmima
Hopkrofta i Tarºana - najmanji DFS indeks pretka do kojeg se dolazi preko nula ili vi²e
grana stabla i jedne povratne grane. Ranije se ra£unala za £vor, ovde se primenjuje
nad granom. Prosto, za granu se uzme niºi (sa ve¢im DFS indeksom) £vor i za njega se
izra£una vrednost lowpt. Treba spoemnuti i funkciju highpt(v), koju su takoe koristili
Hopkroft i Tarºan. Ona se, naime, deﬁni²e kao najve¢i DFS indeks pretka £vora v koji
se moºe dosti¢i preko povratne grane potomka £vora v.
Particionisanje povratnih grana u L i R klase odgovara orijentisanju fundamentalnih
ciklusa tako da oni zatvoreni granom iz L budu orijentisani suprotno od smera, a oni
u R u smeru kazaljke na satu. Odavde se izvodi sam uslov planarnosti koji se koristi u
ovom algoritmu. Naime, graf je planar ako i samo ako se moºe formirati LR particija.
U LR particiji moºe se pretpostaviti da se sve povratne grane iz grane e koje se
vra¢aju u lowpt(e) nalaze na istoj strani. Za takvu particiju se kaºe da je poravnata.
Svaka LR paricija se moºe srediti tako da bude poravnata.
Mogu¢nost formiranja LR particija dakle daje odgovor na pitanje da li graf ima
planarno utapanje. Prirodno je u slu£aju pozitivnog odgovora poku²ati ga na¢i. Upravo
se iz tog razloga nakon particioniranja sprovode slede¢a dva koraka:
1. LR particija se pro²iruje tako da se pokriju izlazne grane stabla za svaki £vor v.
Ako grana stabla ima povratne grane, a £vor u koejm po£inje nije ni koren ni
artikulacioni £vor, stavlja se na istu stranu kao i jedna od povratnih grana koja
se zavr²ava u najvi²oj ta£ki. U suprotnom, strana je proizvoljna.
2. Posmatraju se grane koje izlaze iz £vora v. Neka su to e1 i e2 kao na slici 4.14. Ako
i e1 i e2 imaju povratne grane, v je ta£ka grananja bar dva fundamentalna ciklusa.
Pomenute dve grane se moraju rasporediti tako da se spre£i pojava preseka grana.
Pretpostavlja se da sve povratne grane pripadaju desnoj particiji i da je koren
stabla na spoljnom licu, dok se grane rasporeuju imaju¢i slede¢e u vidu:
 e2 je u smeru kazaljke na satu posle e1 ako i samo ako je lowpt(e1) <
lowpt(e2)
 e2 je posle e1 ako je lowpt(e2) = lowpt(e1), a samo e2 ima povratni £vor
iznad sebe. Odnosno, ako je samo ona akord.
Ako nijedna od particija L i R nije prazna, moºe se desiti da su i e1 i e2 akordi.
U tom slu£aju se odlu£uje proizvoljno, po²to u bilo kom planarnom utapanju ove
grane mogu biti u razli£itim particijama.
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Slika 4.14: Grana e iz koje izlaze e1 i e2
Neka je e = (v, w) grana stabla. Sa L(e) (R(e)) ozna£ava se sekvenca ulaznih
povratnih grana u v iz nekog potomka £vora w ureena tako da ako su b1 = (x1, v) i
b2 = (x2, v) dve takve grane i ako je (z, x), (x, y1), (x, y2) ra£vanje dva ciklusa zatvorena
sa b1 i b2, tada b1 dolazi pre b2 u L(e) (R(e))ako i samo ako (x, y1) dolazi pre (x, y2) u
listi susedstva £vora x, odnosno posle u slu£aju R(e).
Nake je za LR i £vor v eL1 , e
L
2 , ..., e
L
l skup levih izlaznih £vorova stabla iz v, a
eR1 , e
R
2 , ..., e
R
l desnih. LR ureenje grana oko v je slede¢e:
(u, v), L(eLl ), e
L
l , R(e
L
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1
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1
l , R(e
1
l ), L(e
1
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1
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Ako je v koren, (u, v) se izostavlja. LR ureenje daje planarno utapanje.
Neka su b1 = (u1, v1), i b2 = (u2, v2) dve povratne grane sa prepletenim
fundamentalnim ciklusima, a (u, v), (v, w1), (v, w2) njihovo ra£vanje. Neka je sa C(e)
obeleºen fundamentalni ciklus neke grane e. Tada b1 i b2 zadovoljavaju slede¢e:
1. b1 i b2 pripadaju druga£ijim klasama ako je lowpt(w2) < v1 i lowpt(w1) < v2,
odnosno
2. b1 i b2 pripadaju istoj klasi ako postoji grana e′ = (x, y), x ∈ C(b1) ∩ C(b2), u /∈
c(b1) ∩ C(b2) tako da je lowpt(y) < min(v1, v2)
Ako postoji par povratnih grana koji zadovoljava oba uslova, ne moºe postojati LR
particija i graf nije planaran. Algoritam u originalnom obliku nije komplikovan za
implementaciju, ali se izvr²ava u kvadratnom vremenu, ne u linearnom. Meutim,
mogu¢e ga je pro²iriti tako da se postigne linearno vreme [19].
4.5.2 Bojer-Mirvold (Boyer-Myrvold) algoritam
Algoritam Bojer-Mirvold predstavnik je modernijih pristupa za ispitivanje planarnosti.
Ima linearno vreme izvr²avanja i pruºa mogu¢nost kako nalaºenja planarnog utapanja
ukoliko provera da pozitivan odgovor, tako i grafa Kuratovkog koji je podgraf ulaznog
neplanarnog grafa.
Osnovna ideja algoritma zasniva se na konstrukciji i odrºavanju strukture G -
skupa bipovezanih komponenata grafa. Komponente inicijalno sadrºe samo jednu granu
polaznog grafa, te se pro²iruju i spajaju u narednim koracima algoritma, kako se koja
grana utopi. Klju£an zahtev koraka dodavanja grana jeste zadrºavanje svih £vorova koji
treba da u£estvuju u budu¢im utapanjima grana na spolja²njem licu nove komponente.
Iz tog razloga, neke bipovezane komponente pre spajanja moraju biti obrnute.
65
Jedan od klju£nih problema koje moraju da re²e eﬁkasni algoritmi za ispitivanje
planarnosti jeste kako da dodavanje nekog dela ulaznog grafa postoje¢em utapanju ne
zahteva njegovu ve¢u naknadnu korekciju pre nego ²to proces moºe biti nastavljen.
Algoritam koji koristi PQ-stabla podrazumeva prethodnu konstrukciju s,t - numeracije,
dok se Bojer-Mirvold (kao i i-Su) oslanja na indekse izra£unate tokom pretrage najpre
u dubinu. Naime, £vorovi se obrauju u obrnutom DFS redosledu, tako da postoji
putanja izmeu svakog £vora koji se obrauje u datom koraku i £vora koji ¢e poslednji
biti procesiran - korena DFS stabla. Iz tog razloga neobraeni £vorovi moraju biti na
spoljnom licu bipovezanih komponenti parcijalnog utapanja G.
Meu najbitnijim konceptima u datom algoritmu za ispitivanje planarnosti su
spoljno aktivni £vorovi. Neka je w DFS potomak £vora v u bipovezanoj koponenti
B. vor w je spoljno aktivan ako postoji putanja od w do DFS pretka u £vora v koji
se sastoji od povratne grane i nula ili vi²e potomaka £vora w koji nisu u B. Ukoliko
je £vor spoljno aktivan, moºe se tvrditi da ¢e u£estvovati u budu¢em utapanju grana
po procesiranju £vora v. Oni moraju ostati na spolja²njem licu bipovezane komponente
koja ih sadrºi.
Kao ²to je spomenuto, korak dodavanja grana moºe zahtevati obrtanje bipovezane
komponente. Najlak²i na£in da se ovo uradi bio bi invertovanje liste susedstva, ili
orijentacije, svih £vorova komponente. Meutim, algoritam Bojer-Mirvold sugeri²e i
kako bi ta operacija mogla biti eﬁkasno implementirana. U tu svrhu, deﬁni²e se prvo
koren bipovezane komponente B - r, kao £vor koji ima najmanji DFS indeks. Grana
koja povezuje koren r sa svojim jedinim DFS detetom c u B naziva se korenskom. U
bipovezanoj komponenti sa korenskom granom (r, c), £vor r se predstavlja virtuelnim
£vorom rc, kako bi se razlikovao od drugih kopija £vora r u G. Obrtanje bipovezane
komponente se vr²i invertovanjem orijentacije svog korenskog £vora.
Planarno utapanje sa konzistentnom orijentacijom £vorova se moºe dobiti
postprocesiranjem ukoliko se £uva jedna dodatna informacija tokom utapanja. Svakoj
grani se pridruºuje znak, koji se inicijalizuje na +1. Kada se bipovezana komponenta
obr¢e, samo se invertuje orijentacija liste susedstva korenskog £vora rc kako bi
odgovarala orijentaciji £vora r u komponenti sa kojom se spaja. Potom se znak korenske
grane (rc, c) menja u -1. Planarno utapanje za bilo koju bipovezanu komponentu se moºe
dobiti u bilo kom trenutku ako se orijentacija njenog korena nametne svim £vorovima
te komponente. Ako je proizvod znakova grana putanje kroz stablo od £vora do korena
bipovezane komponente -1, lista susedstva tog £vora se obr¢e.
Nakon opisa osnovnih ideja i operacija algoritma, mogu se izloºiti njegovi klju£ni
koraci:
1. Izdvojiti teku¢i £vor v, po£ev²i od £vora sa najve¢im DFS indeksom do onog sa
najmanjim.
2. Za svako dete c £vora v u ulaznom grafu G kreirati jednu bipovezanu komponentu
koja samo nju sadrºi u G.
3. Za svaku povratnu granu grafa G (v, w), gde je w potomak £vora v, sprovodi se
walkup rutina.
4. Za svako DFS dete c £vora v u G utapaju se povratne grane izmeu £vora v i
potomaka £vora c. Odnosno, sprovodi se walkdown rutina.
5. Za svaku povratnu granu datog £vora v koja ga povezuje sa njegovim potomkom
w, proverava se da li je grana utopljena. Ako nije, graf nije planaran i eventualno
se izdvaja podgraf Kuratovskog.
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6. Ako je graf planaran, odreuje se kompletno planarno utapanje.
U walkup fazi identiﬁkuju se £vorovi i povezane komponente bitne u kontekstu
ugradnje date grane. Kre¢u¢i se od v do w granama stabla, izdvajaju se artkulacioni
£vorovi, po²to ¢e oni postati ta£ke spajanja. Takoe, za svaki artikulacioni £vor r sa
DFS detetom s koje je takoe na razmatranoj putanji, nalazi se rs, koren bipovezane
komponente u G.
U walkdown koraku obilazak po£inje od £vora vc i kre¢e se po spolja²njem licu
bipovezane komponente B kojoj £vor pripada. Spolja²nje lice se obilazi dva puta,
jednom za svaku putanju kroz njega koja po£inje u vc. U oba slu£aja postupak je
isti. Dakle, traºe se krajevi povratnih grana sa niºim DFS indeksom. Kada se naie
na £vor koji je i koren neke bipovezane komponente, prelazi se na nju i pretraga se
nastavlja. Kada se doe do traºenog £vora, spajaju se sve koponente koje su se pre²le,
uz mogu¢e obrtanje. Potom se povratna grana utapa. Komponenta se obr¢e ako se smer
obilaska po ulasku u artikulacioni £vor r menja po izlasku iz rs. Ova faza se zavr²ava
ili kada se obilazak vrati do vc, ili kada se doe do £vora koji nije ozna£en kao bitan,
ali je spoljno aktivan. Takav £vor se naziva stopiraju¢im. Da bi se obezbedilo da ¢e sve
povratne grane koje mogu biti utopljene zaista to i biti i to uz zadrºavanje planarnosti,
kao i da ¢e se izabrati prave putanje po spolja²njem licu po£ev²i od korena rs, algoritam
uvodi slede¢e dva pravila:
 Kada se naie na £vor w, prvo se ugradi povratna grana ka w, pa se onda pree
na njegove potoma£ke interno aktivne bipovezane komponente (ako postoje), pre
nego ²to se procesiraju bitne spoljno aktivne potoma£ke bipovezane komponente.
 Kada se odreuje putanja na spolja²njem licu od korena rs bipovezane koponente
ka slede¢em £voru, bolje je izabrati putanju na spolja²njem licu ka interno
aktivnom £voru ako postoji, u suprotnom izabrati putanju ka bitnom £voru.
vorovi i bipovezane komponente su interno aktivni ako su bitni, ali nisu spoljno aktivni.
Ako obe putanje kroz spolja²nje lice vode ka stopiraju¢em £voru, zaklju£uje se da
graf nije planaran i algoritam se odmah zaustavlja. Bojer i Mirvoldova pokazuju da
se ovaj korak, kao i £itav algoritam izvr²avaju u linearnom vremenu ako se prate sve
smernice i optimizacije koje predlaºu.
U nastavku ¢e biti dat jedan primer izvr²avanja Bojer-Mirvold algoritma za planarni
graf sa slike 4.15, gde je prikazano i njegovo DFS stablo ukorenjeno u £voru v0.
Kao ²to se vidi, £vor v6 ima najmanji DFS indeks i on se prvi uzima u razmatranje,
potom v5, pa v7, koji je prvi £vor takav da postoji povratna grana iz pretka ka njemu.
U pitanju je grana (v6, v7), koja se u ovom koraku utapa. U skladu sa drugim korakom,
do tog trenutka kreirane su dve bipovezane komponente, jedna koja sadºi £vorove v6
i v5 i granu izmeu njih, te druga koja sadrºi £vorove v5 i v7 i granu izmeu njih.
Te dve komponente se spajaju i formira se nova koja uklju£uje i utopljenu povratnu
granu. Potom se prelazi na £vor v3 i utapa grana (v5, v3), uz spajanje komponenti
kao i u prethodnom slu£aju. vorovi v5 i v6 su spoljno aktivni, kako postoje povratne
grane koje ih spajaju sa jo² neobraenim £vorovima. Odnosno, po²to ¢e u jednom
od narednih koraka u£estvovati u utapanju povratne grane. Dakle, prilikom ugradnje
povratne grane, pazi se da data dva £vora ostanu na spolja²njem licu. Na slici slici 4.16
data je vizualizacija opisanih, i nekoliko narednih koraka. Bipovezane komponente su
zaokruºene, spolja²nje aktivni £vorovi su obojeni plavom bojom, a novoutopljene grane
crvenom.
Naredni £vor sa najve¢im DFS indeksom je v4, u kome se zavr²avaju dve povratne
grane - (v7, v4) i (v6, v4). vor v3 je takoe spoljno aktivan, kako u njemu po£inje
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Slika 4.15: Jedan planarni graf i njegovo DFS stablo
povratna grana (v3, v2). Prema pravilima izloºenim u opisu algoritma, prvo se utapa
povratna grana (v7, v4), a potom (v6, v4). Nije mogu¢e ugraditi drugu granu tako da svi
£vorovi ostanu na spoljnom licu. Naime, novo lice moºe biti ili v4, v7, v6, ili v4, v3, v5, v6.
Druga opcija sadrºi spoljno aktivne £vorove, tako da je utapanje povratne grane
neophodno izvr²iti na na£in da upravo to bude novi sadrºaj spoljnog lica bipovezane
komponente. Dakle, £vor v7 se nalazi u unutra²njosti nove komponente, ²to se moºe
uo£iti na slici 4.16. Postupak se dalje nastavlja na sli£an na£in, dok se ne obradi i sam
koren stabla.
U prikazanom primeru nije bilo potrebe za obrtanjem nekog bloka, te je jedna ovakva
situacija prikazana na slici 4.17. Obrtanje se vr²i kako bi oba spoljno aktivna £vora
ostala na spolja²njem licu.
4.5.3 Nalaºenje planarnih lica na osnovu planarnog utapanja
Planarno utapanje dobijeno opisanim, ili nekim drugim algoritmom samo po sebi nema
posebno veliki zna£aj pre nego ²to se na osnovu njega kreiraju lica. Naime, odreivanje
lica zahtevaju mnogi algoritmi za planarno crtanje grafova.
Neka se pod pojmom rotacije smatra cirkularna lista grana jednog £vora u redosledu
smera kazaljke na satu. Na osnovu njih lica se kreiraju primenom slede¢ih nekoliko
koraka [85]:
1. Izabere se proizvoljna grana (v, w), te se pree od v do w.
2. Proe se granom najbliºoj grani (v, w) u ta£ki w u smeru kazaljke na satu.
Postupak se nastavlja za svaku narednu granu dok se ne stigne nazad u v.
3. Proces se ponavlja dok se svaka grana ne proe u oba smera. U svakoj iteraciji
po£inje se od neke grane u smeru u kom se njom jo² nije pro²lo.
4. Za usmerenu granu (v, w) njeno levo lice je ono koje sadrºi (v, w), a desno ono
koje sadrºi (w, v).
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Slika 4.16: Primer izvr²avanja algoritma Bojer-Mirvold
Neka je dat graf G = (V,E), gde je V = {v0, v1, v2, v3, v4}, a E =
{(v0, v1), (v0, v2), (v0, v4), (v1, v2), (v1, v3), (v1, v4), (v2, v3), (v2, v4), (v3, v4)}. Neka je
nekim algoritmom za nalaºenje planarnog utapanja naeno utapanje A:
v0 = (v0, v4), (v0, v2), (v0, v1)
v1 = (v1, v4), (v0, v1), (v1, v2), (v1, v3)
v2 = (v2, v4), (v2, v3), (v1, v2), (v0, v2)
v3 = (v3, v4), (v1, v3), (v2, v3)
v4 = (v1, v4), (v3, v4), (v2, v4), (v0, v4)
Na slici 4.18 prikazan je crteº grafa G u skladu sa ovim utapanjem.
Neka se izabere grana (v0, v1), te se iz v0 pree u v1. U v1 grana najbliºa polaznoj
u smeru karaljke na satu je (v1, v2). Zna£i, dalje se prelazi u £vor v2, u kom je
slede¢a grana u odnosu na (v1, v2) (v0, v2). Tu se zaokruºio ciklus i dobilo se lice
(v0, v1), (v1, v2), (v2, v0), koje se jasno moºe uo£iti i na crteºu. Za grane (v0, v1) i (v1, v2)
naeno lice je levo, za granu (v0, v2) desno. Dalje se bira neka druga grana i ponovlja
isti postupak, sve dok se, kao ²to je navedeno, ne proe svima u oba smera.
4.5.4 Planarna augmentacija
Vi²e algoritama za crtanje planarnih grafova, osim planarnosti, kao preduslov za
primenu navodi i potrebu da graf bude bipovezan. Naravno, izmeu planarnosti i
bipovezanosti ne postoji tesna veza, tako da nije te²ko zamisliti graf koji zadovoljava
prvi, ali ne i drugi uslov. Meutim, ukoliko bi se grafu dodale grane koje bi ga u£inile
bipovezanim, a da ostane planaran, ispunjavao bi sve kriterijume pomenutih algoritama.
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Slika 4.17: Primer obrtanja algoritma Bojer-Mirvold
Slika 4.18: Crteº grafa G u skladu sa navedenim utapanjem
Upravo je ovo zadatak algoritama za planarnu augmentaciju - dodavanje minimalnog
broja grana planarnom grafu tako da postane bipovezan, a ostane planaran. Bitno je
teºiti da se doda ²to ²to manje grana, kako se graf ne bi previ²e promenio. Problem je
NP-kompleksan, ali postoje aproksimacije, poput algoritma [155], koji je implementiran
u projektnom re²enju i £ije ¢e glavne ideje biti predstavljene u nastavku.
Polazna ta£ka algoritma je konstrukcija BC-stabla ulaznog grafa G. Pojam koji
je od posebne vaºnosti za dati algoritam su privesci pomenutog stabla. Za BC-stablo
T (G) = (BG, CG), privesci predstavljaju blokove koji sadrºe samo jednu artikulacionu
ta£ku. Ako se izmeu dva priveska B1 i B2 doda nova grana e, dobija se ciklus u
G′ = G ∪ e. Ova dva bloka i svi drugi na putu od B1 do B2 u T (G) spajaju se u
novi blok B′. Ako je B′ i sam privezak, grana e je neproﬁtabilna, a u suprotnom
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proﬁtabilna. Neproﬁtabilne grane je bitno izbe¢i. Sa tim ciljem, ustanovljen je uslov
za proveru proﬁtabilnosti, kojim se tvrdi da je spojna grana £vorova b1 i b2 u T (G)
proﬁtabilna ako i samo ako sadrºi:
 dva £vora stepena bar 3 ili
 jedan b-£vor stepena bar 4.
.
Blok je blokiraju¢i ako ima bar dva artikulaciona £vora takva da bi dodavanje grana
izmeu njih naru²ilo planarnost grafa. Neka su to £vorovi c1 i l2. U tom slu£aju nije
mogu¢e dodati granu izmeu dva priveska koja su povezana putanjom koja prolazi kroz
njih. Ako graf sadrºi blokiraju¢e blokove, ponekad se moraju dodati grane izmeu
privezaka i blokova koji nisu privesci. Takve grane nazivaju se dodatnim. Ako privezak
p u originalnom grafu ne moºe biti spojen proﬁtabilnom granom, ili moºe, ali po cenu
gubitka proﬁtabilne grane na drugom mestu koja bi postojala u optimalnom re²enju,
grana dodeljena datom privesku, ep se naziva jeftinom. U suprotnom, ako grana nije ni
proﬁtabilna ni jeftina, naziva se skupom. Jeﬁnine spojne grane su ponekad neophodne.
Glavna ideja algoritma sastoji se u nalaºenju privezaka takvih da se mogu povezati
proﬁtabilnim spojnim granama. U svakom koraku dodaju se nove grane izmeu
privezaka, uz aºuriranje grafa repreyentovanog prethodno konstruisanim BC-stablom.
Dalje, algoritam uvodi i pojmove snopa privezaka kao i labela, koji imaju zna£ajnu
ulogu u njegovoj implementaciji. Naime, ako je P skup £vorova koji su privesci u T (G),
B ⊂ P je snop privezaka ako zadovoljava slede¢e uslove:
 Svaki par privezaka p1 i p2 ∈ B se moºe spojiti bez gubitka planarnosti.
 Za svaki par p1 i p2 ∈ B dodavanje grane izmeu njih vodi do novog priveska u
T (G) ∪ e.
 Svaki skup B je maksimalan prema prethodnim uslovima.
Snop privezaka sa svojim roditeljima naziva se labela. Ako je roditelj neke labele
c-£vor, i labela je c-labela, u supronom je u pitanju b-labela. Veli£ina labele u oznaci L(l)
deﬁni²e se kao broj privezaka u snopu. Za dve labele l1 i l2, takve da je l1 ve¢a od l2, kaºe
se da je l1 planarna prema l2 ako je mogu¢e spojiti sve priveske u l2 sa L(l2) privezaka
u l1 bez gubitka planarnosti. Kako dodavanje novih grana moºe izazvati neplanarnost
odreenih parova labela, u algoritmu se ne vr²i direktno spajanje privezaka, nego se
poku²avaju spojiti £itavi snopovi.
Imaju¢i prethodno opisane pojmove i ideje koji se koriste, mogu se uo£iti slede¢i
koraci koji sa£injavaju dati algoritam za planarnu augmentaciju:
1. Za ulazni graf G konstrui²e se BC-stablo T = T (G)
2. Odredi se lista svih privezaka u T (G), kao i lista svih labela, za koje se ujedno
odreuje i koji £vorovi stabla su njihovi roditelji. Uslovi koje £vor stabla treba
da zadovolji da bi bio roditelj odreenoj labeli su ne²to kompleksniji, te ne¢e biti
navedeni, ali se mogu na¢i u [155].
3. Dokle god u stablu ima c-£vorova, nalazi se trenutno najve¢a labela, l1, i traºi se
l2 prema kojoj je l1 planarna.
4. Ako se ne moºe na¢i labela l2 koja zadovoljava spomenuti uslov, radi se slede¢e:
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 Dodaje se L(l1) grana izneu prvog priveska u snopu i svih ostalih, £ime se
dobija novi privezak p′, £ija je jedina artikulaciona ta£ka c1.
 Za novi privezak se nalazi roditelj, v′p.
 Grafu G se dodaje nova grana izmeu £vora spojenog sa v′p koji ne pripada
blokovima na putanji od p′ do v′p i £vora u p′ koji je spojen sa c1.
5. Ako se nae labela l2, svi privesci p
j
2 labele l2 povezuju se privescima p
j
1 labele
l1 u T (G) za j = 1, 2, ...L(l2). Preciznije, za svaku veznu granu (p
j
1, p
j
2) biraju se
£vorovi u G koji pripadaju privescima pj1 i p
j
2 i spojeni su sa jedinim artikulacionim
£vorom u pj1 i p
j
2. Time se kreira novi blok p
′.
6. Aºuriraju se liste labela i privezaka. Ako su duºine labela l1 i l2 iste, l1 se uklanja
iz liste labela.
Za proveru planarnosti koja je potrebna u koraku odreivanja labele l2 moºe se
koristiti bilo koji algoritam za ispitivanje planarnosti, ali se preporu£uje neki iz klase
inkrementalnih.
Na slici 4.19 prikazan je primer planarne augmentacije. Plave grane su deo
originalnog grafa, dok crvene predstavljaju rezultat primene opisanog algoritma.
Odnosno, grane koje je po£etnom grafu potrebno dodati da bi postao bipovezan. Sa
crteºa je o£igledno da dodavanje grana nije naru²ilo planarnost, a moºe se i spomenuti
da bi uklanjanjem bilo koje od njih graf izgubio osobinu bipovezanosti. Autori tvrde da
se u velikoj ve¢ini slu£ajeva dobija optimalno re²enje, a u ostalim do tri dodatne grane.
Slika 4.19: Primer planarne augmentacije
4.6 Simetrija grafova
Simetrija je jedan od estetskih kriterijuma koga pojedini autori smatraju veoma vaºnim.
Kao ²to je ve¢ spomenuto, simetrija grafa G je povezana sa njegovim automorﬁzmima.
Automorﬁzam se deﬁni²e kao izomorﬁzam na samog sebe. Izomorﬁzam grafova G i H
deﬁni²e se kao bijekcija izmeu £vorova data dva grafa koja £uva susednost. Odnosno,
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kao preslikavanje f : V (G)→ V (H) takvo da su bilo koja dva £vora u i v grafaG spojena
u G ako i samo ako su f(u) i f(v) spojeni uH. Dakle, u pitanju je bijekcija koja o£uvava
veze. Bijekcija koja mapira jedan graf na samog sebe je, dakle, automorﬁzam.
Automorﬁzmi grafa se veoma £esto predstavljaju permutacijama. Naime,
automorﬁzam grafa G se moºe deﬁnisati i kao permutacija α : V (G) → V (G) takva
da je (α(u), α(v)) ∈ E(G) ≡ (u, v) ∈ E(G). Automorﬁzmi grafova poseduju slede¢e
bitne osobine:
 Ako su α i β dva automorﬁzma grafa G, tada je i kompozicija α ◦ β takoe
automorﬁzam od G.
 Identitet je uvek automorﬁzam, koji ﬁksira svaki £vor.
 Ako je α automorﬁzam grafa G, tada je i α−1 takoe automorﬁzam datog grafa.
Skup svih automorﬁzama grafa G formira grupu koju zovemo grupom automorﬁzama
grafa G u oznaci aut(G) [39].
Na slici 4.20 prikazan je jedan jednostavan graf sa ²est automorﬁzama: tri reﬂeksije,
dve rotacije (za 120° u smeru i suprotno od smera kazaljke na satu) i identitetom, koga
imaju svi grafovi.
Slika 4.20: Graf i njegove simetrije
Dakle, graf poseduje slede¢e automorﬁzme:
 Identitet  =
(
v0 v1 v2
v0 v1 v2
)
= (v0)(v1)(v2)
 Reﬂeksija 1 α1 =
(
v0 v1 v2
v0 v2 v1
)
= (v0)(v1v2)
 Reﬂeksija 2 α2 =
(
v0 v1 v2
v2 v1 v0
)
= (v1)(v0v2
 Reﬂeksija 3 α3 =
(
v0 v1 v2
v1 v0 v2
)
= (v2)(v0v1)
 Rotacija 1 r1 =
(
v0 v1 v2
v1 v2 v0
)
= (v0v1v2)
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 Rotacija 2 r2 =
(
v0 v1 v2
v2 v0 v1
)
= (v0v2v1)
Notacija oblika (v0v1v2) naziva se cikli£nom i zbog kratko¢e zapisa veoma £esto se
koristi. U ovom primeru navodi da se v0 preslikava na v1, v1 na v2, a v2 na v0. Odatle
i naziv cikli£na - svaki element se preslikava na slede¢i, a poslednji na prvi. Samo, na
primer, (v0) ozna£ava da se v0 preslikava na samog sebe. Kona£no, moºe se spomenuti
da je grupa automorﬁzama za graf sa slike aut(G) = {, α1, α2, α3, r1, r2}.
Red automorﬁzma β je najmanji broj k takav da je βk identitet. Podskup
B = {β1, β2, ..., βk} grupe automorﬁzama A generi²e A ako se svaki element u A moºe
napisati kao proivzvod elemenata iz B. Grupa A se onda ozna£ava kao < β1, β2, ..., βk >.
Trenutno najeﬁkasnija implementacija testiranje izomorfnosti i nalaºenja
automorﬁzama grafa u op²tem slu£aju su programi nauty i Traces [156]. Algoritam
koji implementiraju osmislio je Brendan Makej jo² 1981. godine [157]. Implementacija
je realizovana na programskom jeziku C. Kako nisu naene stabilne implementacije
algoritma na programskom jeziku Java, on je implementiran u programskom re²enju i
u nastavku ¢e biti prezentovane njegove osnovne ideje.
4.6.1 Makejev algoritam za kanoni£ko ozna£avanje grafa i nalaºenje
grupe automorﬁzama
Bez umanjenja op²tosti, moºe se pretpostaviti da svi razmatrani grafovi imaju skup
£vorova [n] = {1, 2, ...n}. Takoe, u nastavku ¢e biti razmatrani samo jednostavni
neorijentisani grafovi. Osnovna ideja algoritma zasniva se na izboru kanoni£ke
reprezentacije iz svake klase izomorﬁzama grafova nad [n], a testiranje izomorﬁzama
se svodi na proveru jednakosti kanoni£kih izomorfa. Izomorf grafa G je graf sa skupom
£vorova [n] izomorfan sa G. Kanoni£ka funkcija dodeljuje svakom grafu G izomorf C(G)
takav da za H izomorfno sa G vaºi C(H) = C(G). C(G) je kanoni£ki izomorf grafa G.
C(G) se naziva i kanoni£kom oznakom.
Jedan na£in da se deﬁni²e kanoni£ka funkcija je da se speciﬁcira potpuno ureenje
u odnosu na ≤ nad grafovima nad [n]. C≤(G) je ≤-najve¢i graf u klasi izomorﬁzama
grafa G. Glavni problem je nalaºenje odgovaraju¢eg ureenja na na£in koji nije previ²e
ra£unarski zahtevan.
Makej polazi od ideje kori²¢enja informacija koje su sadrºane u samom grafu. Naime,
po£etna ta£ka je sortiranje £vorova u rastu¢em redosledu na osnovu njihovog stepena.
Ovo samo po sebi nije dovoljno za nalaºenje kononi£nog izomorﬁzma, ali se ove lokalne
informacije mogu propagirati po grafu [158].
Propagacija informacija o stepenima povezana je sa pojmom ureene particije.
Ureena particija pi od [n] deﬁni²e se kao niz (V1, V2, ..., Vr) nepraznih podskupova
skupa [n] takvih da je {V1, V2, ..., Vr} particija od [n]. Particija skupa je grupisanje
njegovih elemenata u neprazne skupove, na takav na£in da se svaki element uklju£i u
ta£no jedan podskup polaznog skupa. Podskupovi V1, V2, ..., Vr nazivaju se delovima
particije pi. Trivijalni deo sadºi samo jedan element, dok se diskretna particija deﬁni²e
kao particija koja se sastoji od isklju£ivo trivijalnih delova. Jedini£na particija sa druge
strane ima samo jedan element, [n] i ozna£ava se sa µ.
Za dve ureene particije pi1 i pi2 kaºe se da je pi1 ﬁnija od pi2, ili da je pi2 grublja od
pi1 ako:
 svaki deo Vi particije pi1 je sadrºan u nekom delu Wk particije pi2,
 za delove Vi i Vj particije pi1, gde je i ≤ j i delove Wk i Wl particije pi2 za koje
vaºi Vi ⊂Wk i Vj ⊂Wl, vaºi da je k ≤ l.
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vorovi u razli£itim delovima particije pi se mogu razlikovati jedan od drugog,
kao i £vorovi razli£itog stepena u istim delovima. Slede¢i izazov, dakle, predstavlja
razlikovanje £vorova istog dela istog stepena.
Ureena particija pi = (V1, V2, ..., Vr) skupa [n] je ujedna£ena ureena particija ako
za svako 1 ≤ i, j ≤ r, v, w ∈ Vi vaºi deg(v, Vj) = deg(w, Vj). Ujedna£ena particija τ
je najgrublje proﬁnjenje particije pi ako je ﬁnija od pi i ne postoji ujedna£ena ureena
particija ﬁnija od pi i striktno grublja od nje. Ovakve particije nisu jedinstvene, iako
naziv sugeri²e suprotno.
Neka deg(v, Vi) odgovara broju veza £vora v sa £vorovima koji pripadaju V1. Neka je
dalje pi = (V1, V2, ..., Vr) neujedna£ena ureena particija. Deo Vj razbija deo Vi ukoliko
postoje dva £vora v, w ∈ Vi, takvi da je deg(v, Vj) 6= deg(w, Vj). Razbijanjem Vi sa Vj
dobija se ureena particija (X1, X2, ..., Xt) od Vi takva da ako v ∈ Xk i w ∈ Xl, onda je
k < l ako i samo ako je deg(v, Vj) < deg(w, Vj). Dakle, (X1, X2, ..., Xt) sortira £vorove
Vi prema stepenu u Vj .
Imaju¢i prethodno u vidu, Makej uvodi proceduru ujedna£enog proﬁnjenja, koja
obuhvata slede¢e korake:
1. τ se inicijalizuje na ureenu particiju pi koja je ulaz u proceduru.
2. Za τ = (V1, V2, ..., Vr) odreuje se skup parova B = {(i, j), Vj razbija Vi}.
3. Ako je B prazan skup, τ je kona£ni rezultat R(pi) i procedura se zavr²ava.
4. Ina£e, uzima se par (i, j) koji je najmanji prema leksikografskom ureenju. Vi
se razbija sa Vj , £ime se dobija (X1, X2, ...Xt). U particiji τ se Vi zamenjuje sa
(X1, X2, ...Xt). Procedura se vra¢a na korak 2 sa novom particijom τ .
Po leksikografskom ureenju za parove (a, b) i (c, d) vaºi (a, b) < (c, d) ako je a < c ili
a = c i b ≤ d.
Neka je dat graf sa slike 4.21. Moºe se uo£iti da:
 £vorovi 1, 4, 6 i 8 imaju stepen 1,
 £vorovi 2 i 5 imaju stepen 3,
 £vorovi 3 i 7 imaju stepen 4.
Proﬁnjenje jedini£ne particije vr²i se na slede¢i na£in:
pi B Vi Vj
(1 2 3 4 5 6 7 8) {(1,1)} (1 2 3 4 5 6 7 8) (1 2 3 4 5 6 7 8)
(1 4 6 8 | 2 5 | 3 7) {(1, 2), (1,3)} (1, 4, 6, 8) (2, 5)
(4 8 | 1 6 | 2 5 | 3 7) ∅
U prvom koraku proﬁnjenja prakti£no se £vorovi dele na osnovu stepena u celom
grafu. U svakom narednom koraku ra£una se koliki je stepen £vora jednog dela unutar
nekog drugog. Neka je V1 = (1 4 6 8), V2 = (2 5) i V3 = (3 7). Moºemo izra£unati
slede¢e:
deg(1, V2) = 1 deg(1, V3) = 0 deg(2, V3) = 2
deg(4, V2) = 0 deg(4, V3) = 1 deg(5, V3) = 2
deg(6, V2) = 1 deg(6, V3) = 0
deg(8, V2) = 0 deg(8, V3) = 1
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Slika 4.21: Ulazni graf za Makejev algoritam
deg(1, V2) = 1 jer je £vor 1 povezan sa £vorom 2 iz V2, deg(4, V2) = 0 jer nije povezan
ni sa jednim £vorom itd. Prema deﬁniciji, moºe se primetiti da V2 i V3 razbijaju V1, dok
recimo V3 ne razbija V2. Prema leksikografskom ureenju par (1,2) je manji od (1,3),
dakle slede¢i korak je razbijanje V1 sa V2. Dalja rastavljanja nisu mogu¢a, tako da se
tu procedura proﬁnjenja zavr²ava.
Proﬁnjenjem jedini£ne particije dobijaju se po£etne informacije o stepenima £vorova
grafa. Ovo je upravo i prvi korak Makejevog algoritma. Meutim, nakon ²to se dobije
ujedna£ena particija, potrebno je na ve²ta£ki na£in omogu¢iti razlikovanje £vorova.
Stoga se sistematski istraºuje prostor ujedna£enih particija pomo¢u stabla pretrage.
Neka je pi ujedna£ena ureena particija skupa [n] sa netrivijalnim delom Vi, dok u ∈
Vi. Deljenje pi sa u, u oznaci pi ⊥ u, je ujedna£eno proﬁnjenje R(pi′) ujedna£ene particije
pi′ = (V1, V2, ..., {u}, Vi/{u}, Vi+1, ..., Vr). Operacija deljenja je klju£na za formiranje
stabla pretrage, ²to £ini slede¢i korak algoritma.
Stablo pretrage T (G) grafa G je korensko stablo £iji £vorovi se formiraju na slede¢i
na£in:
1. Koren stabla je proﬁnjenje jedini£ne ureene particije, koja je po£etna teku¢a
particija.
2. Nalazi se prvi netrivijalni deo teku¢e particije.
3. Formiraju se deca teku¢e particije, deljenjem particije sa po jednim £vorom iz
izdvojenog dela.
4. Iterativno se obrauje svako dete vra¢anjem na korak dva. Diskretne ureene
particije se ne procesiraju dalje.
5. Postupak se zavr²ava kada vi²e nema ureenih particija koje nisu diskretne.
Diskretne ureene particije su terminalni £vorovi stabla pretrage.
Stablo pretrage za graf sa slike 4.21 prikazan je na slici 4.22.
Na osnovu diskretnih ureenih particija deﬁni²u se permutacije. Naime, ako je
pi = (V1, V2, ..., Vn) diskretna ureena particija, onda je σpi ∈ Σn (grupi svih permutacija
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Slika 4.22: Stablo pretrage za graf sa slike 4.21
nad [n]) permutacija takva da je iσpi = j ako Vj sadrºi i. Na primer, neka je pi =
(4|8|1|6|2|5|3|7). σpi mapira 4→ 1, 8→ 2, 1→ 3 itd. Za svaki terminalni £vor vezuje se
izomorf Gσpi grafa G. Najve¢i od tih izomorfa po leksikografskom ureenju je kanoni£ki
izomorﬁzam.
Stablo pretrage moºe biti poprili£no veliko ukoliko graf ima veliku grupu
automorﬁzama. U tom slu£aju, broj terminalnih £vorova stabla je ve¢i ili jednak veli£ini
date grupe. Iz tog razloga se u algoritam uvodi i korak smanjenja stabla pretrage, u
okviru kojeg se deo stabla koji nije jo² obraen odbacuje nakon ²to se otkrije da nijedan
od terminalnih £vorova koji se nalaze u tom delu ne¢e proizvesti izomorﬁzam bolji od
nekog ve¢ otkrivenog. Vi²e o detaljima ovog postupka, kao i drugim optimizacijama
moºe se na¢i u [158].
4.7 Provera ostalih osobina
Provera postojanja osobina poput planarnosti, povezanosti, bipovezanosti itd.
grafa kao i njegovo rastavljanje na komponente ili nalaºenje planarnog utapanja
zahtevaju implementaciju kompleksnih algoritama u cilju postizanja dobrih performansi.
Meutim, za crtanje grafova i otkrivanje pogodnog algoritma potrebne su i neke
dodatne, manje sloºene analize, koje ¢e biti opisane u ovoj sekciji.
Prva od osobina koje nisu ranije spomenute u teku¢em poglavlju jeste 2-obojivost
grafa. Odnosno, provera da li je dati graf bigraf. Za graf koji poseduje ovu osobinu
vaºi da se njegovi £vorovi mogu podeliti u dve grupe, odnosno obojiti dvema bojama,
tako da su £vorovi jedne boje povezani samo sa £vorovima druge. Provera 2-obojivosti
lako se moºe formulisati na osnovu navedene deﬁnicije. Naime, postupak bi uklju£ivao
iteraciju kroz sve £vorove grafa uz beleºenje obraenih £vorova i bojenje. vor koji se
trenutno obrauje, ukoliko nije ve¢ obojen, boji se prvom od dve odabrane boje, te se
analiziraju £vorovi sa kojima je povezan. Ukoliko povezani £vor nije obraen, dodeljuje
mu se druga boja, koju nema trenutno pose¢eni. Ukoliko jeste obraen, proverava se
da li je iste boje kao i teku¢i. Ako to jeste slu£aj, konstatuje se da graf nije bigraf i
algoritam se zavr²ava. Ako se iteracija zavr²i bez prekida, graf poseduje razmatranu
osobinu.
Druga osobina vredna pomena odnosi se na stabla, odnosno, proveru da li je neki
graf uop²te stablo i, ako jeste, da li je ono binarno. Kori²¢enjem bilo algoritma najpre
u dubinu bilo najpre u ²irinu, problem se moºe re²iti na nimalo komplikovan na£in.
Implementacija se u manjoj meri razlikuje za orijentisane i neorijentisane grafove:
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 Ukoliko je graf orijentisan, pronalazi se £vor koji ima samo izlazne grane i
progla²ava korenom. Ako takav £vor nije jedinstven, graf nije stablo. Potom
se sprovodi jedna od spomenutih pretraga, te se ako se naie na ve¢ pose¢eni
£vor, konstatuje da graf nije stablo, po²to nije acikli£an. Ako se pretraga zavr²i a
da nisu pose¢eni svi £vorovi, graf opet nije stablo jer nije povezan. U suprotnom,
moºe se tvrditi da jeste. Za proveru da li je re£ o binarnom stablu, proverava se i
da li svaki £vor ima ne vi²e od dve izlazne grane.
 Ukoliko graf nije orijentisan, preska£e se korak nalaºenja korena i proveravaju se
cikli£nost i povezanost. Stablo je binarno ukoliko ne postoji £vor koji ima vi²e od
ukupno tri grane.
Za binarno stablo moºe se deﬁnisati i pojam visinske balansiranosti. Radi se o
osobini koju binarno stablo poseduje ukoliko se za svaki £vor visine njegovog levog i
desnog stabla ne razlikuju za vi²e od 1. Visina stabla jeste duºina putanje od korena do
najdubljeg £vora. Najjednostavniji na£in za ispitivanje ove osobine obuhvata rekurzivno
izra£unavanje visine levog i desnog postabla za svaki £vor. Po£inje se od korena, te se
izra£unavanje visine poziva za njegovo levo i desno podstablo. Visina teku¢eg postabla
jeste maksimum visina podstabala ukorenjenih u njegovom levom i desnom potomku
uve¢an za 1. Ukoliko se u bilo kojem trenutku primeti da se dve spomenute visine
previ²e razlikuju, konstatuje se da stablo nije balansirano.
Kona£no, pojam konture neretko se spominje u raznim algoritmima. Kontura je,
kao ²to je prethodno deﬁnisano, graf koji se sastoji iz samo jednog ciklusa. Provera da
li je graf prsten verovatno je i najlak²a od svih do sada analiziranih. Naime, ukoliko se
polaze¢i od proizvoljnog £vora grafa i prelaze¢i iz svakog £vora u njemu susedni koji nije
dotle pose¢en stigne opet do po£etnog, a da se pri tome pro²lo kroz sve grane i posetili
svi £vorovi ta£no jednom, graf je prsten.
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Poglavlje 5
Implementacija algoritama za
automatsko rasporeivanje
U ovoj sekciji bi¢e prikazani implementirani algoritmi za rasporeivanje elemenata
grafova. Kao i kod algoritama za analizu, i prilikom crtanja grafova bitno je dobijanje
dobrih performansi. Iako fokus nije stavljen na izuzetno velike grafove i algoritme
optimizovane za rad sa njima, mogu¢nost crtanja grafova od nekoliko stotina do nekoliko
hiljada £vorova u prihvatljivom vremenu svakako jeste poºeljna. Osim toga, od velikog
zna£aja je i estetika rezultuju¢eg crteºa. Naime, rasporeivanje £vorova na proizvoljne
pozicije zahteva veoma malo vremena, ali je kvalitet takvog crteºa kranje upitan. Cilj
algoritama je, dakle, zadovoljiti jedan ili vi²e estetskih kriterijuma, ali bez eskalacije
potrebnog vremena. Neki algoritmi su osmi²ljeni samo za rad sa manjim grafovima, ali
njihova upotrebna vrednost svakako nije zanemarljiva, ukoliko takve grafove rasporeuju
na zadovoljavaju¢i na£in.
5.1 Odabir algoritama za implementaciju
Pregledom postoje¢ih biblioteka otvorenog koda koje dozvoljavaju kori²¢enje u okviru
drugih projekata uo£eno je da su veoma dobro podrºane klase crtanja stabala i
silom usmerena. Takoe je i prime¢eno da je dostupna veoma dobra implementacija
hijerarhijskog rasporeivanja. Meutim, pojedine klase koje imaju nezanemarljivu
prakti£nu primenu nisu pokrivene. Pre svih, moºe se izdvojiti planarno pravolinijsko
crtanje, kako se mnogi autori slaºu sa konstatacijom da je minimizacija, ili potpuno
izbegavanje, broja preseka grana jedan od najbitnijih, ako ne i najbitniji estetski
kriterijum. Dodatno, podtip ove klase, ortogonalno crtanje, moºda i iznenauju¢e, nije
fokus nijedne od analiziranih biblioteka za programski jezik Java. Dakle, u projektnom
re²enju implementirano je vi²e pripadnika spomenute klase, po£ev²i od relativno
jednostavnog Tutovog, preko izuzetno kompleksnog algoritma za konveksno planarno
crtanje, do ortogonalnog rasporeivanja uz oslonac na pojam vidljivih reprezentacija.
Jo² jedna klasa za koju je uo£en nedostatak kvalitetnih implementacija jeste
cirkularna ili kruºna. Naime, naene implementacije ne vode ra£una o minimizaciji
broja preseka grana, ²to je adresirano u projektnom re²enju. Dodatno, obraeno
je i izra£unavanje optimalnog polupre£nika, koje uzima u obzir veli£ine £vorova,
preuzimaju¢i tu odgovornost od korisnika.
Kona£no, potpuno zanemarena klasa algoritma za rasporeivanje, koja optimizuje
jedan od estetskih kriterijuma koji pojednini autori smatraju veoma bitnim, jeste
simetri£no crtanje. Algoritmi iz ove klase bave se generisanjem crteºa na kojima se
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uo£avaju jedna ili vi²e simetrija i £esto su veoma kompleksni. U datom trenutku
implementiran je jedan agloritam, koji kreira crteº takav da jasno prikaºe simetriju
indukovanu odabranim automorﬁzmom, te bi dalji razvoj bio usmeren ka implementaciji
naprednijih opcija.
Takoe, autori algoritama za crtanje grafova pojedine korake osmi²ljenih postupaka
ne deﬁni²u dovoljno precizno, iako njihova realizacija nije uvek trivijalna. Prilikom
implementacije takvih algoritama osmi²ljeni su na£ini re²avanja spomenutih delova,
koji ne naru²avaju originalnu eﬁkasnost.
Pre ulaºenja u detalje implementiranih algoritama, moºe se napomenuti da su
neki od njih posebno dizajnirani za crtanje orijentisanih grafova, vode¢i ra£una
o ujedna£enom toku. Meutim, ukoliko spomenuti estetski kriterijum nije bitan,
orijentisani graf moºe se nacrtati i pomo¢u bilo kojeg algortima namenjenog
neorijentisanima, ukoliko se zanemari usmerenje grana. Kako ujedna£eni tok nije teºnja
nijednog od izdvojenih algoritama, u njihovim implementacijama ne vodi se posebno
ra£una o tipu grafa.
5.2 Kruºno rasporeivanje sa minimizacijom broja preseka
grana
Kruºno rasporeivanje elemenata grafa vr²i njihovo postavljanje na obod jednog
odreenog kruga. Algoritam je originalna implementacija u okviru projektnog re²enja
i deﬁnisan je tako da kao ulazni parametar prima ºeljeno rastojanje izmeu susednih
£vorova, na osnovu kojeg se moºe odrediti polupre£nik kruºnice na koju ¢e £vorovi biti
postavljeni. Ova kalkulacija uzima u obzir veli£inu £vorova, kako bi se izbeglo njihovo
preklapanje.
Kruºno rasporediti elemente grafa na pomenuti na£in ne predstavlja poseban
problem. Meutim, ako se ne vodi ra£una o poretku £vorova, broj preseka grana
moºe biti veoma velik, £ak i u slu£aju planarnih grafova. Iz tog razloga, moºe se
primeniti algoritam Siks-Tolis [67], koji izra£unava raspored £vorova takav da broj
preseka grana bude mali, ili jednak nuli. Meutim, algoritam je dizajniran za primenu
nad bipovezanim grafovima (ili njihovim bipovezanim komponentama), tako da ne moºe
uvek biti izvr²en, bar ne sa garancijom dobrog rezultata.
Ceo postupak kruºnog rasporeivanja obuhvata slede¢e korake:
1. Nalaºenje ureenja £vorova grafa kojim se smanjuje broj preseka grana primenom
algoritma Siks-Tolis, ukoliko je to mogu¢e.
2. Nalaºenje polupre£nika kruºnice na kojoj ¢e £vorovi biti rasporeeni.
3. Odreivanje pozicija £vorova znaju¢i njihov redosled i polupre£nik.
5.2.1 Nalaºenje poretka £vorova radi smanjenja broja preseka grana
Algoritam Siks-Tolis teºi postavljanju grana prema periﬁeriji unutra²njosti kruga,
grupi²u¢i povezane £vorove blizu jedne drugima. Osnovna ideja algoritma sastoji se
u paºljivom uklanjanju pojedinih grana i nalaºenju redosleda £vorova putem pretrage
najpre u dubinu za rezultuju¢i graf. U cilju uklanjanja odgovaraju¢ih grana, ovaj
algoritam deﬁni²e pojmove prednjeg i centralnog talasnog £vora. Prednjim talasnim
£vorom progla²ava se sused poslednje procesiranog, a centralnim £vor koji je susedan
nekom drugom ve¢ pose¢enom £voru. Algoritam u prvom koraku obrauje neki od
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£vorova najniºeg stepena, te pose¢uje prednji i centralni talasni £vor, ako su i oni tog
stepena. Ako nijedan od centralnih i prednjih talasnih £vorova nema odgovaraju¢i
stepen, algoritam bira neki drugi £vor najmanjeg stepena. Obilazak se potom nastavlja
od izabranog £vora i prethodnog prednjeg i centralnog talasnog. Ovakav obilazak autori
nazivaju talasnim, odakle poti£e i naziv deifnisanih bitnih £vorova.
Osim pomenutih £vorova, uvodi se i pojam grane para, koja spaja dva £vora koji
imaju bar jednog zajedni£kog suseda. Ako meusobno povezani £vorovi v i w imaju
zajedni£kog suseda u, kaºe se da su v i w upareni £vorom u, odnosno, da u uspostavlja
granu para (v, w). Tri spomenuta £vora prakti£no formiraju trougao. Grane para se
uklanjaju pre nego ²to se pree na korak pretrage prvi u dubinu. Ako u grafu nema
dovoljno grana parova, dodaju se nove grane koje se nazivaju trougaonim granama.
One se takoe uklanjaju pre pretrage najpre u dubinu. Na kraju posete £voru se on i
sve grane koje ga sadrºe se uklanjaju iz grafa.
Poslednji korak algoritma obuhvata pretragu najpre u dubinu kojom se traºi najduºa
putanja u DFS stablu i £vorovi koji joj pripadaju se postavljaju na kruºnicu. Preostali
£vorovi se potom dodaju u utapanje. Za svaki od tih £vorova pose¢uju se njegovi susedi
i ukoliko se ustanovi da su dva suseda jedan pored drugog na kruºnici, £vor se stavlja
izmeu njih. Ako ima vi²e takvih parova, nasumi£no se bira jedan. Ako, sa druge
strane, nema nijednog odgovaraju¢eg para, £vor se ubacuje pored jednog svog suseda
koji je na kruºnici. Ako nema ni takvog suseda, ubacuje se na proizvoljno mesto.
Imaju¢i navedeno u vidu, celokupan algoritam se odvija na slede¢i na£in:
1. vorovi se sortiraju prema stepenu u uzlaznom redosledu.
2. Dok graf poseduje bar tri £vora:
(a) Ako neki od prednjih talasnih £vorova ima najmanji stepen, on se progla²ava
teku¢im. Ako to nije slu£aj, proverava se da li neki od centralnih talasnih
£vorova ima najmanji stepen, te se on progla²ava teku¢im. Ako teku¢i £vor
nije naen, uzima se neki od £vorova najmanjeg stepena.
(b) Pose¢uje se svaki susedni £vor teku¢eg £vora. Za svaka dva £vora se proverava
da li izmeu njih postoji grana para. Ako postoji, evidentira se. Ako ne
postoji, dodaje se trougaona grana izmeu teku¢eg para suseda.
(c) Aºuriraju se stepeni susednih £vorova teku¢eg £vora
(d) Teku¢i £vor i grane koje ga sadrºe uklanjaju se.
3. Graf G se vra¢a u prvobitno stanje, te se uklanjaju sve trougaone grane. Takoe,
uklanjaju se i grane para.
4. Sprovodi se pretraga napre u dubinu i nalazi se najduºa putanja.
5. Na kruºnicu se postavljaju £vorovi najduºe putanje, te se ostali £vorovi ubacuju
na prethodno opisani na£in.
Za bipovezani graf koji ima planaran crteº, ovaj algoritam ga generi²e za linearno
vreme O(n), a generalno nalazi crteº bilo kog bipovezanog grafa za O(m), gde je n broj
£vorova, a m broj grana grafa.
5.2.2 Nalaºenje polupre£nika kruga i pozicije £vorova
Implementirano kruºno rasporeivanje za cilj ima postavljanje £vorova grafa na kruºnicu
tako da rastojanje izmeu njih bude u skladu sa korisnikovim ºeljama, a da pri tome
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ne doe do preklapanja izmeu susednih £vorova. Ulazni parametar ovog koraka, osim
zadate distance, jeste i lista £vorova grafa, u rasporedu u kojem treba da budu nacrtani.
Takoe se zahteva i da £vorovi budu ravnomerno rasporeeni po kruºnici. Odnosno,
centri £vorova treba da se nalaze na samoj kruºnici, a duºina kruºnog luka izmeu dva
susedna centra treba da bude jednaka za sve parove. To zna£i i da je ugao koji formiraju
centri £vorova para i centar kruga isti za sve. Neka je to ugao θ. Bez gubitka op²tosti,
moºe se re¢i da je ugao izmeu prva dva £vora i centra ba² θ, prvog i tre¢eg £vora i
centra 2 ∗ θ itd.
Bazi£na ideja nalaºenja polupre£nika sastoji se u izra£unavanju minimalne vrednosti
ovog parametra tako da se za proizvoljni par susednih £vorova ne doe ni do njihovog
preseka ni po vertikalnoj ni po horizontalnoj osi, te da se ispo²tuje ºeljeno rastojanje
koje korisnik zada. Dakle, rastojanje je samo jedan od faktora, a ne jedini parametar
koji odreuje polupre£nik. Naime, £ak i ako je njegova vrednost nula, do preklapanja
susednih £vorova ne¢e do¢i, ali ¢e najbliºi £vorovi (par £vorova koji su u zbiru najve¢ih
dimenzija) biti skoro spojeni. Naravno, ²to je to zadato rastojanje ve¢e, to je i
polupre£nik ve¢i. Polupre£nik kojim bi se izbeglo preklapanje posebno se ra£una za
svaki par suseda i po x i po y-osi, te se kao kona£an polupre£nik za taj par uzima manja
od tih vrednosti. Naime, ako su £vorovi na dovoljnom rastojanju po bilo kojoj osi, onda
do preklapanja svakako ne moºe do¢i.
Neka su h1 i θ1 visina i ugao prvog £vora para, h2 i θ2 drugog, kao ²to je obeleºeno
na slici 5.1. Za i-ti £vor, vrednost ugla θ ra£una se kao:
2pi
n
(i−1), gde je n broj £vorova
grafa. Dakle, prvi £vor ima ugao 0, drugi
2 ∗ pi
n
itd.
Slika 5.1: Promenljive koje u£estvuju u ra£unanju polupre£nika kruga
Moºe se primetiti da je krajnje donja y-koordinata vi²eg £vora y2 − h2
2
, a gornja
niºeg £vora y1 +
h1
2
. Donja granica gornjeg £vora mora biti iznad gornje drugog da bi
se izbeglo preklapanje po y-osi. Prema tome, potrebna veli£ina polupre£nika po y-osi
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moºe se odrediti na slede¢i na£in:
y2 − h2
2
− y1 − h1
2
≥ 0
y2 − y1 ≥ h2
2
+
h1
2
y2 = ry sin θ2, y1 = ry ∗ sin θ1
2ry(sin θ2 − sin θ1) ≥ h2 + h1
ry ≥ h2 + h1
2(sin θ2 − sin θ1)
Kona£no, dodaje se i parametar razdaljine t, te se razlika sinusa obuhvata
aposlutnom vredno²¢u po²to moºe biti negativna, £ime je kona£an oblik formule:
ry =
h2 + h1 + t
2| sin θ2 − sin θ1|
Sli£no se nalazi i polupre£nik po x osi, samo se koriste ²irine (w1 i w2) i x koordinate
£vorova:
rx =
w2 + w1 + t
2| cos θ2 − cos θ1|
Polupre£nik koji se dobija za dati par je, dakle, minimum naenih rx i ry.
Polupre£nik kruga na kraju se nalazi kao najve¢i od svih polupre£nika parova.
Preklapanja izmeu £vorova rasporeenih u krug naenog polupre£nika moºe biti jedino
ako se preklope nesusedni £vorovi. Takva situacija moºe se desiti ako su £vorovi takvi
da im je visina mnogo ve¢a od ²irine ili obrnuto. To bi se moglo spre£iti ako bi se
za polupre£nik para uzeo ve¢i od ry i rx. Tada bi krugovi bili dosta ve¢i i vi²e bi se
odstupalo od speciﬁkovane razdaljine koju je korisnik zadao.
Poznaju¢i polupre£nik kruga i koordinate centra (koje algoritam prima kao ulazne
parametre), pozicije svih £vorova se poprili£no jednostavno mogu odrediti na osnovu
slede¢e formule:
xi = ox + r cos θ(i− 1)
yi = oy + r sin θ(i− 1)
θ =
2pi
n
xi je x, a yi y-koordinata i-tog £vora, a ox i oy koordinate centra kruga.
5.2.3 Primer
Na slici 5.2 prikazan je crteº bipovezanog grafa kreiran pomo¢u kruºnog algoritma sa
minimizacijom broja preseka grana. Vaºnost nalaºenja odgovaraju¢eg rasporeda £vorova
moºe se uo£iti poreenjem te slike sa slikom 5.3, gde su £vorovi v7 i v9 zamenili mesta,
£ime se umesto planarnog crteºa, dobio crteº sa £ak 8 preseka grana. Takoe, moºe
se primetiti da je polupre£nik kruga zaista odreen uzimaju¢i u obzir veli£inu £vorova,
te se ve¢i £vorovi ne preklapaju, kao i da su £vorovi rasporeeni tako da su rastojanja
izmeu centara £vorova jednaka za svaki par suseda. Iako su u primeru £vorovi i sami
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kruºnog oblika, to ne mora biti slu£aj. Oblik £vora nije bitan dokle god su poznate
njegove dimenzije.
Slika 5.2: Kruºni crteº bipovezanog grafa
Slika 5.3: Kruºni crteº bipovezanog grafa sa prethodne slike, gde su zamenjene
pozicije £vorova v7 i v9
5.3 Crtanje grafova upotrebom Tutovog algoritma za
utapanje planarnih tripovezanih grafova
Tutov algoritam za nalaºenje crteºa tripovezanih planarnih grafova smatra se prvim
silom usmerenim algoritmom. Nastao 1963. godine, pune dve decenije pre nego ²to
su algoritmi tog tipa po£eli dobijati na popularnosti. Algoritam proizvodi pravolinijske
crteºe i garantuje planarnost. Kao ulaz dobija skup £vorova koji ¢e se nalaziti na
spolja²njem licu, te izra£unava pozicije ostalih £vorova.
5.3.1 Tutov algoritam
Tut konstrui²e utapanje tripovezanog grafa koje je zasnovano na baricentri£nim
koordinatama. Baricentri£ni koordinatni sistem je koordinatni sistem u kojem su
lokacije ta£aka simpleksa odreene kao centri mase, ili baricentri, masa postavljenih
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u njegova temena. Mase ne moraju biti jednake. Simpleks je generalizacija trougla u
proizvoljnom broju dimenzija, pri £emu k-dimenzioni simpleks ima k+1 temena. Dakle,
trostrana piramida je 3-simpleks. Same baricentri£ne koordinate su trojke brojeva
(t1, t2, t3) koje odgovaraju masama stavljenim u temena referentnog trougla 4A1A2A3.
Te mase odreuju ta£ku P koja je geometrijski centar triju masa. Otkrio ih je nema£ki
matemati£ar August Mobius (August Ferdinand Möbius) 1827. godine [159].
Nalaºenje baricentri£nih koordinata proizvoljne ta£ke P obuhvata nalaºenje t2 i t3
iz ta£ke Q, koja se nalazi u preseku linija A1P i A2A3, kao ²to je ozna£eno na slici 5.4.
Broj t1 se zatim nalazi kao masa u A1 koja ¢e izbalansirati masu t2 + t3 u Q, £ime P
postaje geometrijski centroid masa [160].
Slika 5.4: Nalaºenje baricentri£nih koordinata
U cilju predstavljanja Tutovog algoritma, potrebno je prvo deﬁnisati pojam
periferalnog poligona. Periferalni poligon J u grafu G je jednostavni ciklus povezanog
grafa takav da za svake dve grane e1 i e2 ∈ J postoji putanja u G koja po£inje u e1 i
zavr²ava se u e2, pri £emu nijedan unutra²nji £vor putanje ne pripada J [43]. Periferalni
poligoni se danas nazivaju periferalnim ciklusima, ali ¢e se u nastavku koristiti termin
poligona, kako je upravo njega upotrebljavao sam Tut. On je uveo ne²to druga£iju,
ali ekvivalentnu deﬁniciju pomenutog pojma. Dalje se moºe predstaviti nalaºenje
baricentri£nog mapiranja:
1. Neka je J periferalni poligon tripovezanog planarnog grafa G i neka je dalje skup
£vorova G u J ozna£en sa V (J) i neka sadrºi n ≥ 3 elemenata. Neka se potom
£vorovi grafa G ozna£e sa v1, v2, ...vm, tako da prvih n £vorova pripada poligonu
J .
2. Neka je Q geometrijski n-tougao u Euklidskoj ravni, a f 1-1 mapiranje £vorova J
na £vorove Q. To zna£i da je cikli£ni redosled £vorova J pod f jednak redosledu
£vorova n-tougla.
3. Funkcija f se moºe pro²iriti tako da obuhvati i preostale £vorove grafa G. Za
svako vi, n < i ≤ m deﬁni²e se N(i), kao skup svih £vorova G povezanih sa njim.
4. Neka je svako vi ∈ N(i) mj jedini£na masa koja se postavlja u ta£ku f(vi). Tada
je f(vi) centar mase mj .
5. Postavlja se koordinatni sistem koji svakoj f(vi), 1 ≤ i ≤ m dodeljuje koordinate
(vix, viy). Potom se deﬁni²e matrica K(G) = Cij , 1 ≤ (i, j) ≤ m na slede¢i na£in:
C(i, j) =
{
−(broj grana izmeu vi i vj)
deg(vi)
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6. Baricentri£ne koordinate vix, viy za n < i ≤ m nalaze se re²avanjem dva sistema
linearnih jedna£ina:
m∑
j=1
cijvix = 0
m∑
j=1
cikviy = 0
Za 1 ≤ j ≤ n koordinate su ve¢ poznate [161]. Jedna£ine se mogu re²iti primenom
poznatog Kramerovog pravila.
5.3.2 Rasporeivanje upotrebom Tutovog algoritma
Tutov algoritam nalazi pozicije preostalih £vorova ako je poznat periferalni poligon
i pozicije £vorova koji mu pripadaju. Dakle, potrebno je odrediti traºene ulazne
parametre pre pozivanja pomenutog algoritma. Kako se Tutov algoritam bavi trostruko
povezanim grafovima, nalaºenje periferalnih ciklusa moºe se poistovetiti sa nalaºenjem
njegovih lica utapanja. Dakle, jedno od lica naenih upotrebom algoritama za
ispitivanje planarnosti opisanih u prethodnom poglavlju moºe se proslediti Tutovom
algoritmu kao periferalni ciklus. Recimo, to moºe biti ba² naeno spolja²nje lice koje
vra¢a algoritam Bojer-Mirvold.
Slede¢i korak predstavlja odreivanje koordinata £vorova periferalnog ciklusa, koje
su takoe ulaz u Tutov algoritam. Radi dobijanja ²to lep²eg crteºa, oni se sme²tanjem
u temena pravilnog n-tougla, gde je n broj £vorova datog periferalnog ciklusa.
To prakti£no zna£i da se £vorovi kruºno rasporeuju upotrebom opisanog kruºnog
algoritma, samo bez koraka optimizacije preseka. Polupre£nik kruga je ulazni parametar
algoritma, te na taj na£in korisnici mogu deﬁnisati dimenzije crteºa. Preostali £vorovi
se po kalkulaciji pozicija spoljnih (£vorova periferalnog ciklusa) rasporeuju Tutovim
postupkom, te se sme²taju unutar pomenutog n-tougla. Time se dobijaju crteºi kao na
slici 5.5.
Slika 5.5: Primeri grafova nacrtanih Tutovim algoritmom
Tutov algoritam za manje grafove daje poprili£no dobre rezultate. Crteºi dobijeni
na upravo opisani na£in su konveksni, ²to zna£i da je svako lice konveksno. Meutim, ne
preporu£uje se njegova upotreba za rasporeivanje grafova koji ima preko 100 £vorova,
jer rezultuju¢i crteº ne¢e biti pregledan. Ve¢ na prikazana dva primera vidi se da su
£vorovi uglavnom zbijeni na jednom delu, ²to nije u skladu sa estetskim kriterijumom
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ravnomerne raspodele. Takoe, problemati£no je izbegavanje preklapanja £vorova grafa
ukoliko su njihove dimenzije ne²to ve¢e. Naime, polupre£nik kruga bi morao biti veoma
velik, £ime bi se dodatno naglasio problem neravnomerne raspodele. Jo² jedan problem
Tutovog algoritma je i vreme izvr²avanja, po²to re²avanje sistema linearnih jedna£ina
uglavnom zahteva O(n3) vremena. Dodatno, i sama £injenica da je algoritam razvijen
isklju£ivo za tripovezane grafove umanjuje njegovu upotrebnu vrednost.
5.4 Linearni algoritam za konveksno crtanje grafova
Navedeni nedostaci Tutovog algoritma, pogotovo prilikom primene nad iole ve¢im
grafovima, inspirisali su druga istraºivanja usmerena ka nalaºenju eﬁkasnijih algoritama
za konveksno crtanje grafova. Jedan od najzna£ajnijih u ovoj klasi je algoritam ibe
(Norishige Chiba), Onogu£ija (Kazunori Onoguchi) i Ni²izekija ( Takao Nishizeki)[79],
koji proizvodi konveksan crteº u linearnom vremenu. Ovaj algoritam zna£ajan
je ne samo zbog mogu¢nosti samostalne primene, nego i zbog £injenice da ga
pojedini moderniji i jo² kompleksniji algoritmi za rasporeivanje koriste za crtanje
odreenih delova grafa [72]. Ovaj algoritam je najsloºeniji originalno implementirani
u projektnom re²enju. Naime, on uklju£uje ve¢i broj prethodno opisanih algoritama
za analizu (nalaºenje putanja, proveru planarnosti, dekompoziciju grafa na tripovezane
komponente itd.), te i sam deﬁni²e znatan broj koraka koji vode ka konveksnom crteºu.
U okviru algoritma na nekoliko mesta navode se relativno sloºene instrukcije, koje nisu
dodatno rasloºene, odnosno, gde nije precizno deﬁnisano kako realizovati date korake.
U ovom poglavlju bi¢e predstavljen dati algoritam, uz posebno izdvajanje nepreciznih
koraka i predloga za njihovu implementaciju.
Algoritam se sastoji iz tri dela:
1. provere da li dati bipovezani graf ima konveksni crteº,
2. nalaºenja pro²irivih ciklusa lica ako postoje i
3. konveksnog crtanja.
Tut je pokazao da se moºe konstruisati konveksni crteº svakog tripovezanog grafa.
Meutim, za planarne grafove koji ne poseduju ovaj stepen povezanosti ne moºe se
tvrditi bez posebne provere ni da je pomenuto mogu¢e, ni da nije. Takoe, moºe se
primetiti da za graf koji ima konveksni crteº, on ne moºe biti konstruisan za svako
lice kao spoljno, ²to se moºe videti na slici 5.6. Prvi crteº nije konveksan i za takav
graf uop²te se i ne moºe konstruisati crteº koji zadovoljava posmatrani uslov. Drugi
crteº takoe nije konveksan, ali se druga£ijim izborom ciklusa lica graf moºe nacrtati
na traºeni na£in, ²to se vidi na tre¢em crteºu koji prikazuje isti apstraktni graf.
5.4.1 Provera konveksnosti
Pre prelaska na korak kreiranja konveksnog crteºa grafa, treba proveriti da li je to
uop²te mogu¢e. Takoe, treba i na¢i odgovaraju¢e spolja²nje lice. U tu svrhu deﬁni²e se
pro²irivost ciklusa lica. Ciklus lica S grafa G je pro²iriv ukoliko ima pro²irivi konveksni
poligon S∗. Konveksni poligonalni crteº, ili kra¢e samo konveksni poligon ciklusa lica
pro²iriv je ukoliko postoji konveksni crteº grafa G koji ima taj poligon kao spolja²nji.
Pro²irivih ciklusa lica moºe biti vi²e, te je algoritam dizajniran sa ciljem da ih sve nae.
Testiranje konveksnosti uklju£uje podelu grafa na trostuko povezane komponente
upotrebom Hopkroft-Tarºan algoritma, kao i nalaºenje razdvajaju¢ih parova prvog i
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Slika 5.6: Primeri konveksnog i nekonveksnih crteºa
drugog tipa i razdelnih komponenti. Ovi pojmovi kao i sam algoritam opisani su u
poglavlju 5.2.4. Za testiranje konveksnosti uvodi se, meutim, nekoliko novih pojmova,
te ¢e oni biti deﬁnisani u nastavku.
Ako je {x, y} razdvajaju¢i par grafa G, te se on podeli na razdelne grafove prema
{x, y}, pa se podele i ti grafovi itd. dokle god je podela prema {x, y} mogu¢a, na kraju
se dobije vi²e grafova koji ne moraju biti tripovezani. Takvi grafovi, koji se dobijaju na
kraju podele, nazivaju se {x, y}-razdelnim komponentama grafa G ukoliko poseduju bar
jednu nevirtuelnu granu. Razdelni par {x, y} je vaºan ukoliko su x i y krajnji £vorovi
neke virtuelne grane sadrºane u tripovezanoj komponenti. Odnosno, {x, y} je vaºan ako
postoje dva grafa G′1 = (V1, E′1) i G′2 = (V2, E′2) takvi da:
 V = V1 ∪ V2, V1 ∩ V2 = {x, y} i E = E′1 ∩ E′2, E′1 ∩ E′2 = ∅, |E′1| ≥ 2, |E′2| ≥ 2 -
uslovi da je sam par {x, y} £vorova razdvajaju¢i.
 Neki od grafova G′1 i G′2 je bipovezan ili je podela grane koja povezuje dva £vora
stepena 3 ili ve¢eg.
Razdvajaju¢i par je zabranjen ukoliko je vaºan i za njega postoje bar 4 razdelne
komponente ili ta£no tri komponente takve da nijedna nije ni prsten ni skup tri grane
izmeu dva £vora - spona. Ako planarni graf sadrºi bar jedan zabranjeni razdelni £vor,
on ne moºe biti nacrtan konveksno.
Razdelni par {x, y} je kriti£an ukoliko je bitan i formira ta£no tri {x, y}-razdelne
komponente, pri £emu je bar jedna prsten ili spona, ili su ta£no dve razdelne komponente
takve da nijedna od njih nije prsten. Kod grafa koji nema kriti£ne razdvajaju¢e parove
zapaºa se osobina da je svaki ciklus lica grafa pro²iriv.
Na slici 5.7 prikazan je graf koji ¢e biti rastavljan na razdelne komponente i za
kojeg ¢e biti navedeni svi vaºni razdvajaju¢i parovi. Graf je pogodan jer sadrºi vi²e
razdvajaju¢ih parova svih tipova i preuzet je iz [79].
Razdvajaju¢i parovi grafa, dobijeni algoritmom Hopkroft-Tarºan jesu:
{v0, v3}, {v0, v4}, {v3, v4}, {v3, v11}, {v4, v10}, {v5, v6}. Na slici 5.8 prikazane su
razdelne komponente grafa. Crvenom bojom obeleºene su virtuelne grane.
Razdelne komponente su redom: (1) tripovezani graf, (2) tripovezani graf, (3)
trougao, (4) trougao, (5) trougao,(6) spona (7) spona, (8) tripovezani graf (9) trougao.
Razdelne komponente za neki par £vorova dobijaju se spajanjem komponenti po
zajedni£kim virtuelnim granama, osim onoj koja spaja ba² ta dva £vora. Virtuelne grane
po kojima se izvr²i spajanje ne pripadaju rezultuju¢im komponentama. Na primer, ako
se formiraju razdelne komponente za par {v3, v4} komponente 4 i 5 se mogu spojiti po
zajedni£koj virtuelnoj grani (v3, v11), a komponente 1, 2 i 3 po granama (v0, v3) i (v0, v4)
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Slika 5.7: Graf koji se rastavlja na razdelne komponente
Slika 5.8: Razdelne komponente grafa
itd. Dakle, ne spajaju se nuºno samo dve komponente po jednoj virtuelnoj grani, nego
se ovo udruºavanje vr²i dokle god je mogu¢e. Dakle, po spajanju komponenti 1 i 3 vidi
se da se moºe izvr²iti i spoj sa komponentom 2. Dve spomenute komponente mogu se
videti na slici 5.9. Za par {v5, v6} se, recimo, dobijaju samo 2 razdelne komponente:
komponenta 9 i komponenta koja predstavlja ostatak grafa, po²to se komponenta 8
spaja sa ostalima jer nigde drugde ne ﬁguri²e virtuelna grana (v5, v6).
Vaºni razdvajaju¢i parovi su: {v0, v3}, {v0, v4}, {v3, v4} i {v5, v6}. Kriti£ni parovi su
{v0, v3} i {v0, v4}, a {v3, v4} je zabranjen.
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Slika 5.9: Dve komponente para {v3, v4}
Uvedeni pojmovi koriste se za deﬁnisanje kona£nog uslova konveksnosti. Neka je G
bipovezani planarni graf sa spolja²njim ciklusom lica S, a S∗ strogo konveksni poligon
tog lica (svaki £vor iz S je teme poligona S∗). S∗ je pro²iriv ako i samo ako je zadovoljeno
slede¢e:
1. G nema zabranjenih razdvajaju¢ih parova
2. Za svaki kriti£ni razdvajaju¢ih par {x, y} postoji najvi²e jedna {x, y}-razdelna
komponenta koja ne sadrºi nijednu granu iz S. Ta komponenta je ili spona, ako
(x, y) ∈ E, ili prsten u suprotnom.
Navedeni uslovi predstavljaju osnovu za ispitivanje mogu¢nosti konveksnog crtanja.
Iz njih se moºe izvesti jo² nekoliko tvrdnji:
 Bipovezani graf koji ne sadrºi ni kriti£ni ni zabranjeni razdvajaju¢ih par ima
konveksni crteº za svaki ciklis lica grafa.
 Tripovezani graf ima konveksni crteº za bilo koji ciklus lica.
 Ako je S ciklus lica bipovezanog grafa koji zadovoljava gorenavedene uslove, onda
S sadrºi svaki £vor kriti£nih razdvajaju¢ih parova grafa.
Kona£no, mogu se predstaviti koraci algoritma za konveksno testiranje. Detalji u
vezi sa dolaºenjem do njih i dokazivanjem korektnosti algoritma mogu se na¢i u [79].
Dakle, algoritam za konveksno testiranje obuhvata slede¢e:
1. Na¢i sve razdvajaju¢e parove bipovezanog grafa upotrebom algoritma Hopkrofta
i Tarºana za rastavljanje grafa na tripovezane komponente. Detektovati vaºne,
kriti£ne i zabranjene parove. Ako graf ima zabranjeni razdvajaju¢ih par, zavr²iti
testiranje uz poruku da graf nema konveksni crteº. Ako graf nema zabranjeni par,
razlikuju se slede¢i slu£ajevi:
(a) Graf nema ni kriti£ni razdvajaju¢i par. Algoritam se zavr²ava javljaju¢i da
graf ima konveksan crteº i da su svi ciklusi lica pro²irivi.
(b) Graf ima ta£no jedan kriti£ni razdvajaju¢i par. Postoji sedam tipova takvih
grafova, za svaki od kojih se precizno deﬁni²e pro²irivi ciklus lica. Algoritam
se zavr²ava sa porukom da graf ima konveksni crteº, vra¢aju¢i i pronaeni
ciklus lica.
(c) Graf ima vi²e kriti£nih razdvajaju¢ih parova. Prelazi se na korak 2.
2. Za svaki kriti£ni razdvajaju¢ih par {x, y} primenjuje se slede¢a operacija, £ime se
konstrui²e graf G1:
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 Ako (x, y) ∈ E, obrisati granu (x, y) iz G.
 U suprotnon ako je samo jedna {x, y} razdelna komponenta prsten, obrisati
putanju x− y iz G.
Potom se od grafa G1 konstrui²e graf G2 dodavanjem novog £vora v grafu G1
i njegovim spajanjem sa svim £vorovima kriti£nih razdvajaju¢ih parova. Zatim
se proverava planarnost grafa G2, te ako se dobije negativan rezultat, algoritam
obustavlja javljaju¢i da graf nema konveksni crteº. Odnosno, ne postoji ciklus
lica koji sadrºi svaki £vor kriti£nih razdvajaju¢ih parova. Ina£e se S nalazi kao
v-ciklus planarnog grafa G2. v-ciklus nekog grafa G2 = G1 +v je ciklus planarnog
podgrafa G1 koji grani£i lice G1 u kojem £vor v leºi.
Koraci potrebni za testiranje da li uop²te postoji konveksni crteº ne predstavljaju
poseban izazov za razumevanje i implementaciju, pod uslovom da su prethodno
implementirani svi neophodni algoritmi za analizu, obilazak i dekompoziciju grafova.
Naime, osim algoritma za nalaºenje tripovezanih komponenti i razdvajaju¢ih parova
Hopkrofta i Tarºana, potrebno je i nalaºenje putanje izmeu £vorova, ²to se moºe
uraditi pretragom najpre u dubinu ili eventualno Dijkstrinim algoritmom. Takoe,
u testiranje mogu¢nosti konveksnog crtanja uklju£ena je i provera planarnosti, za ²ta
se moºe koristiti algoritam formiranja LR particija, algoritam Bojer-Mirvold ili bilo
koji drugi algoritmom ove svrhe koji je na raspolaganju. Autori rada preporu£uju
Hopkroftov i Tarºanov, ali u to vreme nisu bile uvedene neke bolje opcije, te je u
projektnom re²enju izabran Bojer-Mirvold algoritam. Nalaºenju pro²irivog ciklusa lica,
meutim, potrebno je posvetiti vi²e paºnje.
5.4.2 Nalaºenje pro²irivih ciklusa lica
Najjednostavniji slu£aj u pogledu nalaºenja odgovaraju¢eg ciklusa lica javlja se kada
nema kriti£nih parova, kako su tada svi ciklusi pro²irivi. Algoritam se ne bavi posebnim
izdvajanjem nekih od njih, ve¢ se data faza obustavlja konstatacijom da se moºe izabrati
bilo koji. Dakle, prate¢i istu logiku kao kod implementacije Tutovog algoritma, nema
potrebe za nalaºenjem svih ciklusa lica planarnog utapanja, ve¢ se prosto moºe uzeti
spolja²nje lice koje vra¢a osnovni deo algoritma Bojer-Mirvold.
Algoritam za ispitivanje konveksnosti dalje razdvaja slu£ajeve kada postoji samo
jedan, i kada postoji vi²e kriti£nih razdvajaju¢ih parova, bave¢i se nalaºenjem svih
pro²irivih ciklusa nekog grafa koji se moºe nacrtati konveksno. U situaciji kada se
detektovao samo jedan kriti£ni razdvajaju¢i par, autori predstavljaju sedam tipova
planarnih grafova i njihove pro²irive cikluse lica, koji poseduju pomenutu osobinu, te
prosto navode odreivanje tipa kome graf pripada i nalaºenje ciklusa sa tim u vidu
kao re²enje problema. Ne ulazi se u detalje realizacije ovog koraka. Ukoliko graf,
pak, ima vi²e prese£nih ta£aka, uvodi se procedura koja deli graf G2 na tripovezane
komponente koje se potom na precizno deﬁnisani na£in spajaju, kako bi se formirao
graf koji pripada jednoj od tri mogu¢e grupe. Za svaki graf u dvema od tri grupe dalje
se vr²i vi²estruko nalaºenje putanja izmeu £vorova povezanih virtuelnim granama, kao
i provera da li je neki skup putanja ciklus lica odreenog grafa. Sam postupak, dakle,
daleko je od trivijalnog, ali treba naglasiti i da ispitivanje da li je neki ciklus ciklus
lica odreenog grafa nije trivijalno. Za dati graf treba prvo na¢i planarno utapanje,
²to opet obuhvata primenu nekog od algoritama za testiranje planarnosti i nalaºenje
lica na osnovu utapanja. Meutim, za samo crtanje grafa na konveksan na£in nije
potrebno poznavati sve pro²irive cikluse lica, te ovaj korak algoritma nije sastavni deo
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implementacije u okviru projektnog re²enja. Naime, osmi²ljen je na£in izdvajanja jednog
ciklusa koji zadovoljava deﬁniciju pro²irivog ciklusa, odnosno, poseduje sve osobine
kojima iba, Jamanou£i i Ni²izeki karakteri²u takav podgraf.
Kao ²to je ve¢ spomenuto, svaki pro²irivi ciklus mora zadovoljavati slede¢e:
 Sadrºi sve ta£ke kriti£nih razdvajaju¢ih parova.
 Za svaki kriti£ni razdvajaju¢i par {x, y} postoji najvi²e jedna njegova komponenta
koja nema grane u ciklusu i koja je ili spona, ako (x, y) ∈ E ili prsten, ako taj
uslov nije zadovoljen.
 Naravno, mora biti ciklus.
Moºe se primetiti da ako je komponenta nekog kriti£nog razdvajaju¢eg para
tripovezani graf, neke njene grane moraju u¢i u pro²irivi ciklus lica. Ako neka razdelna
komponenta zadovoljava uslov nepripadanja pro²irivom ciklusu, dodavanje njenih grana
je opciono, samo je bitno da se izbegne izostavljanje dve komponente istog para. Dalje,
ako neka razdelna komponenta datog razdvajaju¢eg para {x, y} ne sadrºi £vorove drugih
razdvajaju¢ih parova, neka putanja od x do y trebalo bi da se nae u pro²irivom ciklusu
lica (osim ako ne ispunjava uslov neuklju£ivanja, kada je opciono). Naime, kako se
neke komponente grane moraju na¢i u ciklusu, kao i sami £vorovi kriti£nih parova,
ukoliko se u razmatranoj komponenti data dva £vora para ne bi spojila, ciklus bi ostao
otvoren. Sli£no, u pro²irivi ciklus lica ne sme se dodati ni vi²e putanja iste komponente
izmeu dva £vora kriti£nog para, kako rezultat ne bi bio ciklus. Takoe, na toj putanji
se ne smeju na¢i virtuelne grane koje ne postoje u po£etnom grafu. Pridruºivanjem
naene putanje pro²irivom ciklusu lica obezbeuje se i prisustvo £vorova x i y kriti£nog
razdvajaju¢eg para u ciklusu. Grane opcione komponente tipa prsten se dodaju u ciklus
lica, spone ne po automatizmu.
Kada se u pro²irivi ciklus lica dodaju grane neke komponente koja ne sadrºi druge
kriti£ne parove, u grafu koji se analizira ona se moºe zameniti samo granom izmeu
£vorova razdvajaju¢eg para, po²to unutra²nje grane te komponente ne predstavljaju
faktor u nastavku. Svakako se ne moºe pojaviti nijedna druga komponenta koja sadrºi
£vorove samo jednog razdvajaju¢eg para i ba² te grane.
Imaju¢i u vidu na£in na koji se formiraju komponente razdvajaju¢eg para, uo£ava
se da one mogu ili sadrºati samo £vorove tog jednog razdvajaju¢eg para, bivaju¢i bilo
kojeg tipa, ili £vorove vi²e parova, bivaju¢i ili prsten, ili tripovezani graf. Sloºenije
komponente, koje sadrºe £vorove drugih razdvajaju¢ih parova, sadrºa¢e i njihove
prethodno uo£ene i analizirane komponente, samo, naravno, bez virtuelnih grana. To
zna£i da ¢e obuhvatati naene putanje, te da ¢e zadovoljavati uslov da neke njihove
grane moraju biti u pro²irivom ciklusu lica. Dalje ostaje samo nalaºenje odgovora na
pitanje da li i neke druge grane kompleksne komponente treba da se nau u pro²irivom
ciklusu. Takoe, traºeni ciklus ne sme na kraju ostati nepovezan niti otvoren.
Dakle, celokupan postupak sastoji se iz slede¢ih koraka:
1. Za svaki kriti£ni razdvajaju¢i par {x, y} proverava se da li sadrºi komponentu
meu £ijim £vorovima nema £vorova drugih razdvajaju¢ih parova. Ukoliko to
jeste slu£aj, a komponenta nije spona, nalazi se putanja od x do y. Za prsten
je ovo trivijalno, dok je dosta sloºenije u slu£aju tripovezanog grafa. Putanja,
naime, treba da bude takva da pripada ciklusu lica planarnog utopljenog grafa.
Po²to su poznata dva £vora putanje, problem je ipak ne²to lak²i nego u op²tem
slu£aju. Dakle, ne nalaze se planarno utapanje i ciklusi lica grafa, ve¢ se razmatra
na koji na£in data dva £vora mogu biti spojena u okviru komponente, a da se pri
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tome garantuje da ne¢e do¢i do preseka grana. Ako je komponenta spona, putanja
predstavlja samo jednu granu izmeu dva £vora, tako da nije potrebna posebna
obrada.
2. Ukoliko komponenta nije spona, naene grane se dodaju na pro²irivi ciklus lica
i uklanjaju iz polaznog grafa. U graf se umesto njih dodaje grana koja povezuje
dva £vora razdvajaju¢eg para.
3. Graf kod koga su sve putanje koje su dodate na pro²irivi ciklus lica zamenjene
jednom granom obilazi se sa ciljem zatvaranja ciklusa i obezbeivanja da se £vorovi
razdvajaju¢ih parova koji eventualno nisu ranije uklju£eni nau u pro²irivom
ciklusu lica.
Za nalaºenje putanje unutar {x, y}-komponente tipa tripovezanog grafa, koja ¢e biti
dodata na pro²irivi ciklus lica, koristi se pretraga najpre u dubinu, kojom se polaze¢i
od £vora x kre¢e ka £voru y, pri £emu se pri poseti svakom £voru proverava da li bi
pri teku¢em rasproredu £vorova tj. ako bi teku¢a putanja bila spolja²nje lice, do²lo
do preseka grana. Ovi uslovi inspirisani su algoritmima za ispitivanje planarnosti i
proveravaju da li pri odreenom rasporedu postoje putanje koje se presecaju, porede¢i
indekse njihovih po£etaka i krajeva i proveravaju¢i da li dve putanje imaju neke
zajedni£ke delove.
U nastavku ¢e biti dat primer £itavog postupka. Neka je dat graf kao na slici 5.10,
na kojoj su £vorovi kriti£nih razdvajaju¢ih parova zaokruºeni crvenom bojom. Kriti£ni
parovi su {v1, v2}, {v0, v3}, {v4, v5}. Njihove razdelne komponente prikazane su na slici
5.11.
Slika 5.10: Graf sa ozna£enim £vorovima kriti£nih razdvajaju¢ih parova
Vidi se da za {v1, v2} postoji njegova komponenta koja ne sadrºi £vorove drugih
razdvajaju¢ih parova (leva od dve komponente tog para) i da je ona tripovezani graf.
Za nju se traºi putanja koja ¢e sadrºati v1 i v2 i davati planaran crteº te komponente.
Takvih putanja ima vi²e. Koja ta£no ¢e se dobiti, zavisi od redosleda posete £vorovima
u okviru DFS pretrage. Neka je to v2, v8, v1. Isto vaºi i za par {v4, v5}, samo je desna
komponenta ta koja ne sadrºi druge £vorove. Neka se za nju na²la putanja v4, v11, v5.
Unutra²njost dvaju analiziranih komponenti vi²e nije bitna, te se ti delovi grafa svode
samo na grane izmeu £vorova parova. Za tre¢i razdvajaju¢i par, {v0, v3}, vidi se da
su pojedine grane dve komponente tada ve¢ dodate ciklusu, te da je uklju£ivanje grane
spone opciono. Nakon zamene, dobija se graf kao na slici 5.12.
93
Slika 5.11: Razdelne komponente kriti£nih razdvajaju¢ih parova
Dakle, ostaje jo² samo da se zatvori putanja i obezbedi dodavanje svih £vorova
razdvajaju¢ih parova tj. v0 i v3. ta je na ciklusu lica izmeu v1 i v2 ili v4 i v5, nije bitno
u ovom koraku. Jednostavnom pretragom, nalaze se putanje koje nedostaju, pa se na
pro²irivi ciklus lica dodaju grane (v1, v0), (v0, v5), (v2, v3), (v3, v4). Poslednji korak jeste
sortiranje grana ciklusa tako da £ine zatvorenu putanju polaznog grafa. Time je dobijen
pro²irivi ciklus lica (v1, v0), (v0, v5), (v5, v11), (v11, v4), (v4, v3), (v3, v2), (v2, v8), (v8, v1)
5.4.3 Konveksno crtanje
Ako se ustanovi da bipovezani planarni graf G ima konveksni crteº i da je S njegov
ciklus lica, neka je S∗ pro²irivi konveksni poligon tog ciklusa. Algoritam za linearno
nalaºenje konveksnog crteºa dalje se odvija prema slede¢im koracima:
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Slika 5.12: Graf po uklanjanju obraenih komponenti
1. Za svaki £vor v stepena 2 koji nije na S, v i grane koje ga sadrºe zamenjuju
se jednom granom koja povezuje dva £vora povezana sa ovim £vorom. Neka je
rezultuju¢i graf G′.
2. S∗ se pro²iruje na konveksni crteº G′ pozivanjem procedure koju autori algoritma
nazivaju DRAW.
3. Za svaki izbrisani £vor stepena 2 njegova pozicija se nalazi na pravolinijskom
segmentu koji spaja njegova dva suseda. Time se algoritam zavr²ava.
Ostaje jo² da se prikaºe procedura DRAW (G,S, S∗), koja pro²iruje konveksni
poligon S∗ spolja²njeg ciklusa lica S grafa G na konveksni crteº tog grafa, pri £emu
on ne sadrºi £vor stepena ve¢eg od 2, koji nije na S.
1. Ako G ima 3 ili manje £vorova, konveksni crteº grafa je naen i procedura se
zavr²ava. Ako to nije slu£aj, odnosno, graf ima bar 4 £vora, na proizvoljan na£in
se bira £vor v poligona S∗ i nalazi graf G′ kao G − v. Dalje, graf G′ se deli na
blokove Bi, 1 ≤ i ≤ p. Neka su v1 i vp+1 dva £vora ciklusa S povezana sa v, a
vi, 2 ≤ i ≤ p artikulacioni £vorovi grafa G′ takvi da je v1 ∈ V (B1), vp+1 ∈ V (Bp),
dok je vi = V (Bi−1) ∩ V (Bi). Svaki £vor vi, 1 ≤ i ≤ p+ 1 se nalazi na S.
2. Svaki blok Bi crta se konveksno primenom slede¢e procedure:
(a) Traºi se konveksni poligon S∗i spolja²njeg ciklusa lica Si bloka Bi. Pozicije
£vorova iz V (Si) ∩ V (S) ve¢ su poznate nalaze¢i se na S∗ Dakle, potrebno
je pozicionirati £vorova iz V (Si) − V (S), i to unutar trougla 4v · vi · vi+1
na taj na£in da svi £vorovi povezani sa £vorom v budu temena konveksnog
poligona S∗i , dok su drugi na pravolinijskim segmentima S
∗
i .
(b) Procedura DRAW (Bi, Si, S∗i ) se rekurzivno poziva, kako bi se S
∗
i pro²irilo
na konveksni crteº bloka Bi.
Algoritam ne precizira na koji na£in se odreuju pozicije £vorova ciklusa lica, niti kako se
ta£no £vorovi postavljaju na pravolinijske segmente ili kao temena konveksnog poligona,
te ¢e u nastavku biti vi²e re£i o implementaciji ovih koraka.
Konveksni poligon S∗ moºe se, kao i u slu£aju Tutovog algoritma, odrediti kruºnim
rasporeivanjem, na na£in da se £vorovi postave na jednaka rastojanja jedan od drugog.
Vi²e paºnje treba posvetiti pozicioniranju £vorova unutar spomenutog trougla 4v · vi ·
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vi+1, tako da budu i temena konveksnog mnogougla. Osmi²ljeno re²enje naeno je
kao kompromis izmeu jednostavnosti kalkulacije i dobijanja simetri£nog, konveksnog
mnogougla. Naime, postupak je slede¢i:
1. Po£inje se od trougla 4v · vi · vi+1. Pozicije svih njegovih temena su poznate i pre
pozivanja algoritma.
2. Nalazi se teºi²te trougla t, te se povla£i linija paralelna sa vi, vi+1 kroz njega i
nalaze preseci sa [v, vi] - p1 i [v, vi+1] - p2. Time se dobiju dva nova trougla -
4vi · p1 · t i 4vi+1 · p2 · t
3. Ukoliko nisu rasporeeni svi izdvojeni £vorovi, nalaze se teºi²ta teku¢a dva trougla.
Za svakog se kreiraju dva nova trougla. Temena prvog su: teºi²te trougla, sredina
strane trougla £ija se oba temena nalaze na prethodno spomenutoj paralelnoj
liniji (gde je teºi²te roditeljskog trougla), i teme trougla koje se ne nalazi na toj
liniji. Temena drugog trougla dobijaju se povla£enjem nove paralelne linije kroz
teºi²te trougla. Dakle, to ¢e biti: teme trougla koje nije na liniji paralelnoj teºi²tu
roditeljskog trougla, presek odgovaraju¢e strane trougla sa linijom paralelnom
liniji kroz teºi²te roditeljskog trougla povu£enoj u novom teºi²tu i to teºi²te.
Glavna ideja je da se obezbedi da temena konstantno budu jedno iznad ili ispod
drugog do nekog vrha, te da sledi konstantno opadanje ili rast. Slika 5.13 ilustruje
glavnu ideju ovog postupka.
4. Ukoliko broj izra£unatih temena trougla nije ve¢i ili jednak broju £vorova koje
treba rasporediti, prethodni korak se ponavlja.
5. Po nalaºenju svih teºi²ta, dalji postupak obuhvata sme²tanje £vorova na njihove
pozicije, pri £emu se vodi ra£una o simetriji. Dakle, ako treba rasporediti 2 £vora,
ne¢e se postaviti u prvo i drugo teºi²te, ve¢ u prvo i tre¢e.
Slika 5.13: Rasporeivanje £vorova unutar trougla 4v · vi · vi+1
Postavljanje £vorova na pravolinijske segmente vr²i se ra£unanjem ukupne razdaljine
izmeu dva zadata £vora, te njenom podelom na n + 1 jednakih delova, gde je n broj
£vorova za pozicioniranje. Dalje se na svakom spoju dva segmenta postavlja po jedan
£vor.
Na slici 5.14 prikazano je nekoliko primera konveksnih crteºa grafova. Treba
napomenuti da izgled crteºa zavisi od nasumi£nog izbora £vora koji se uklanja.
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Slika 5.14: Primeri konveksnih crteºa grafova
5.5 Ortogonalno crtanje grafova
Razli£iti na£ini za ortogonalno crtanje grafova opisani su u kra¢im crtama u okviru
pregleda klasa algoritama za automatsko rasporeivanje elemenata grafova. U re²enju
je za implementaciju odabrano kori²¢enje vidljive reprezentacije planarnog grafa.
Nalaºenje vidljive reprezentacije prvi je korak mnogih, ne samo ortogonalnih, nego i
op²tijih algoritama za crtanje planarnih grafova, te implementacija njenog kalkulisanja
moºe imati i ²ire primene.
Konstrukcija vidljive reprezentacije planarnog grafa G = (V,E) sastoji se iz slede¢ih
koraka:
1. Ukoliko graf nije bipovezan, primenjuje se algoritam za planarnu augmentaciju.
2. Nalazi se spolja²nje lice, recimo upotrebom algoritma Bojer-Mirvold i na njemu
se bira jedna grana (s, t).
3. Nalazi se st-graf nad G, G1, te za njega dualni planarni st-graf G∗.
4. Odreuju se optimalna topolo²ka ureenja Tx = T (G∗) i Ty = T (G1).
5. Svakom £voru v ∈ V se nalazi pozicija na horizontalnim segmentima. Ako su fl
i fr lica, odnosno, £vorovi dualnog grafa G∗, takvi da je fl levo od krajnje leve
izlazne grane £vora v, a fr desno od krajnje desne izlazne istog £vora, ra£una se:
(a) Γ(v).y ← Ty(v)
(b) Γ(v).xmin← Tx(fl)
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(c) Γ(v).xmax← Tx(fr)− 1
6. Za svaku granu e = (u, v) ∈ E se nalazi pozicija na vertikalnim segmentima. Ako
je fl lice levo od e, ra£una se:
(a) Γ(e).x← Tx(fl)
(b) Γ(e).ymin← Ty(u)
(c) Γ(e).ymax← Ty(v)
7. Na samom kraju se uklanjaju grane dodate planarnom augmentacijom.
Vidljiva reprezentacija, dakle, mapira svaki £vor na horizontalni, a granu na
vertikalni segment. Na osnovu nje moºe se konstruisati crteº grafa pozicioniranjem
£vorova na neku lokaciju koja pripada njemu dodeljenom segmentu. Na primer, na mesto
zavr²etka neke od grana, kako bi se do neke mere smanjio broj njihovih preloma. Na
slici 5.15 prikazan je jedan bipovezani graf, a na slici 5.16 njegova vidljiva reprezentacija,
gde je za s odabran £vor v1, a za t £vor v4. Prvom od ovih £vorova dodeljen je najniºi,
a drugom najvi²i segment.
Slika 5.15: Graf koji se crta ortogonalno
Na slici 5.17 prikazan je crteº grafa dobijen od vidljive reprezentacije bez dodatnog
procesiranja. Dakle, £vorovi su postavljeni u okviru svojih horizontalnih segmenata, na
mesta spoja sa nekom od grana.
Prime¢uje se poprili£no veliki broj preloma grana koji bi se mogao znatno smanjiti
ukoliko bi se £vorovi poravnali jedan sa drugim gde je to mogu¢e. Na primer, ako bi
se £voru v3 y-koordinata izjedna£ila sa ovom vredno²¢u iste koordinate £vora v4, broj
preloma bi se smanjio za 2. Ovo pomeranje je mogu¢e imaju¢i u vidu da ne postoji £vor
sa istom ili bliskom vredno²¢u x koordinate koji se nalazi izmeu dva pomenuta £vora
na vertikalnoj osi. Upravo je ovo glavna ideja postupka kojim se formira kona£ni crteº
grafa. Dakle, gde god je mogu¢e poravnati £vorove po horizontalnoj ili vertikalnoj osi, a
da se pritom ne poremeti planarnost ili doe do preklapanja £vorova, to se i £ini. Time
se teºi ispunjavanju estetskog kriterijuma minimizacije broja preloma grana. Naime,
kona£ni izgled crteºa posmatranog grafa, prikazan na slici 5.18, nakon prilagoavanja
pozicija £vorova ima samo 3 preloma grana.
Tokom pomeranja £vorova vodi se ra£una i o njihovim dimenzijama. Recimo, da je
£vor v2 toliko ²irok da bi grana iz v0 i bez pomeranja ulazila u njega bez preloma grana,
njegova pozicija ne bi se korigovala. Takoe, grana koja iz v0 vodi ka v1 morala bi imati
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Slika 5.16: Vidljiva reprezentacija
Slika 5.17: Crteº grafa nastao od vidljive reprezentacije pre dodatnog procesiranja
duºi horizontalni segment kako bi se obi²ao ²iroki £vor v2, te bi tada i x-koordinata £vora
v1 bila za istu vrednost modiﬁkovana, kako bi se izbeglo dodatno prelamanje grane.
5.6 Simetri£no crtanje grafova
Simetri£no crtanje grafova u projektnom re²enju implementirano je iz oslonac na
algoritam koji osmislili Kar i Kokaj. Algoritam kao ulaz prima graf G koji mora imati
netrivijalnu grupu automorﬁzama Aut(G) i jednu netrivijalnu prethodno odabranu
simetriju g ∈ Aut(G) [77]. Osnovni cilj algoritma je nalaºenje crteºa na kojemu se
uo£ava data simetrija. Dakle, dobijeni crteº u velikoj meri zavisi od izbora permutacije,
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Slika 5.18: Kona£ni izgled crteºa
odnosno, simetrije g.
tavi²e, nije mogu¢e za bilo koje g konstruisati simetri£ni crteº, bar ne bez dodatnih
informacija. Algoritam ne ulazi u detalje odreivanja odgovaraju¢e permutacije, ali
izdvaja one koje sadrºe vi²e ciklusa iste duºine kao pogodne. Kar i Kokaj odreuju
£vorove koji ¢e se kruºno rasporediti na spolja²njem ciklusu, ali ne speciﬁkuju na£in
rasporeivanja preostalih £vorova.
5.6.1 Algoritam Kara i Kokaja
Algoritam, dakle, prima kao ulazni parametar permutaciju i pretpostavlja da sadrºi bar
k ciklusa C1, C2, ..., Ck takvih da su svi duºine m ≥ 2, gde je k ≥ 1. Permutacija osim
izdvojenih ciklusa moºe sadrºati i druge. U cilju ve¢e preglednosti, za £vor v ∈ Ci
sa v + j se ozna£ava j-ti £vor posle v u ciklusu. Dakle, £vorovi u nekom Ci mogu se
prikazati u obliku: (v, v + 1, v + 2, ..., v +m− 1). Po uvoenju ove konvencije, moºe se
navesti lema koja se nalazi u osnovi algoritma, a £iji dokaz se moºe na¢i u [77].
Neka su C1, C2, ..., Ck ciklusi u kojima se nalaze £vorovi v1, v2, ..., vk redom, pri
£emu vi → vi+1, i = 1, 2, ..., k − 1, i vk → v′1 ∈ C1, gde je v′1 6= v1. Graf G tada sadrºi
ciklus C duºine
km
NZD(m, d)
, gde je d = v′1 − v1. Ukoliko je NZD(m, d) = i > 1, G
sadrºi i ciklusa sa odvojenim £vorovima, koji su svi iste duºine. Simetrija g permutuje
ove cikluse u kruºnom rasporedu, a gi rotira ciklus kroz
d
i
£vorova. Ovakvi ciklusi se
nazivaju simetri£nim. Takoe, ako su brojevi d i m meusobno prosti, postoji jedan
ciklus C maksimalne mogu¢e duºine km. Prvi deo algoritma za cilj ima nalaºenje takvog
simetri£nog ciklusa.
Po²to su uvedeni osnovni pojmovi i ideje, mogu se predstaviti i sami koraci algoritma:
1. Konstrui²e se cikli£na reprezentacija permutacije g, kako bi se njeni ciklusi
klasiﬁkovali po duºini.
2. Iterira se kroz sve cikluse permutacije. Za teku¢i ciklus nalazi se putanja P takva
da svaki £vor na njoj pripada drugom ciklusu £ija je duºina jednaka duºini teku¢eg.
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Kreiranje putanje vr²i se posebnom procedurom koju autori algoritma nazivaju
ExtendPath.
3. Ciklus se ozna£ava pose¢enim, da se ne bi mogao pojaviti u budu¢im putanjama.
Maksimalna duºina putanje koja moºe biti konstruisana za cikluse teku¢e duºine
umanjuje se upravo za tu duºinu, te se prelazi na slede¢u iteraciju.
Procedura ExtendPath poziva se prosleivanjem £vora koji reprezentuje teku¢i
ciklus, u. Obi£no se za predstavnika ciklusa postavlja prvi £vor u njemu. Neka je
duºina teku¢eg ciklusa obeleºena sa l. ExtendPath obuhvata slede¢e korake:
1. Iterira se kroz sve £vorove v takve da je v → u.
2. Za teku¢e v nalazi se ciklus kome on pripada. Ukoliko je taj ciklus odgovaraju¢e
duºine (iste kao ciklus kome pripada £vor u) i nije prethodno pose¢en, £vor v
se dodaje na putanju P i ozna£ava pose¢enim. ExtendPath se rekurzivno poziva
prosleuju¢i v, te ako taj poziv ne dovede do konstrukcije najduºe putanje, £vor
v se uklanja sa putanje.
3. Ukoliko se £vor v nalazi u istom ciklusu kao i u, ²to zna£i da se pretraga vratila u
polazni ciklus, razlikuju se slu£ajevi kada je v jednako reprezentu ciklusa, i kada
nije.
 Ako je v reprezent ciklusa, proverava se da li je duºina teku¢e putanje ve¢a
od do tada najduºe naene za prosleeni £vor u. Ukoliko to jeste slu£aj,
ona se pamti kao trenutno najbolja putanja. U svakom slu£aju, prelazi se na
slede¢u iteraciju, odnosno, slede¢e v.
 Ako v nije predstavnik ciklusa, ra£una se duºina najve¢eg mogu¢eg ciklusa,
C, lC . Ako je lP duºina putanje, a g = NZD(d, l), onda je je lC = lP
l
g
.
Ako je lC manja od najve¢e prethodne izra£unate lC , prelazi se na slede¢u
iteraciju, kao i u slu£aju da je g manje ili jednako najve¢oj ranije odreenoj
vrednosti ove varijable. U suprotnom se P progla²ava teku¢om najboljom
putanjom, njena duºina teku¢om najboljom vrednosti za lC , a trenutno g
najboljom NZD vredno²¢u. Ako je lC najve¢e mogu¢e u datom kontekstu,
poziv ExtendPath procedure vra¢a indikator uspe²nosti.
4. Prelazi se na slede¢u iteraciju. Ako se do²lo do kraja a procedura se nije prekinula
sa uspe²nim ishodom, vra¢a se indikator neuspe²nog nalaºenja najduºeg ciklusa.
Algoritam, dakle, odreuje putanje za cikluse razli£itih duºina. Ako postoji jedan
ciklus kome pripadaju svi £vorovi grafa G, rezultuju¢i crteº se sastoji iz jedne kruºnice
po kojoj su rasporeeni svi £vorovi i koji je je obi£no veoma kvalitetan. Ukoliko to nije
slu£aj, algoritam predlaºe rasporeivanje £vorova ciklusa na koncentri£ne kruºnice.
5.6.2 Implementacija simetri£nog rasporeivanja
Algoritam Kara i Kokaja, kao ²to je spomenuto, zahteva prosleivanje jedne simetrije
kao ulaznog parametra. Time se omogu¢ava kreiranje crteºa koji ¢e naglasiti ba² nju,
²to je moºda upravo ono ²to korisnici ºele. Meutim, automatizacija procesa nalaºenja
odgovaraju¢e permutacije svakako znatno pove¢ava iskoristivost ovog algoritma. Autori
algoritma kao najbolje izdvajaju permutacije kod kojih postoji najve¢i broj £vorova u
ciklusima iste duºine.
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Simetri£no rasporeivanje je, uzimaju¢i u obzir upravo navedeno, implementirano
tako da se omogu¢i speciﬁkacije ºeljene permutacije, ali i da se automatski nae
odgovaraju¢a ukoliko korisnik ne ºeli samostalno izdvojiti nijednu. Permutacije se nalaze
upotrebom algoritma Makeja, te se njihovom analizom, uzimaju¢i u obzir sugestiju Kara
i Kokaja, izdvaja ona koja se prosleuje algoritmu. Dalje je postupak isti kao i u slu£aju
kada se permutacija direktno prosledi.
Upotrebom algoritma Kara i Kokoja nalazi se niz ciklusa, te se on sortira tako da
se bliºe spolja²nosti postave kruºnice koje sadrºe duºe cikluse. Za svaku od kruºnica,
na na£in isti kao kod ve¢ opisanog kruºnog crtanja ra£una se optimalni polupre£nik.
Ukoliko se za polupre£nik nekog unutra²njeg kruga dobije ve¢a vrednost od polupre£nika
spolja²njeg, spolja²nji se postavlja na zbir unutra²njeg i neke odreene distance kojom se
deﬁni²u razmaci izmeu krugova. Na slici 5.19 prikazano je nekoliko crteºa Petersonovog
grafa generisanih ovim algoritmom. Tre¢i od njih upravo je najpoznatija reprezentacija
ovog £uvenog grafa.
Slika 5.19: Nekoliko crteºa Petersonovog grafa generisanih simetri£nim algoritmom
5.7 Ostali algoritmi
Pored prethodno opisanih, implementirano je jo² nekoliko jednostavnijih algoritama.
Prvi od njih rasporeuje £vorove u strukturu tipa tabele, postavljaju¢i deﬁnisani broj
£vorova u jedan red, pre prelaska u slede¢i. Broj elemenata u jednom redu, kao i
ºeljeni razmaci izmeu njih, kako po horizontalnoj, tako i po vertikalnoj osi se mogu
konﬁgurisati. Prilikom pozicioniranja £vorova u obzir se uzimaju njihove dimenzije.
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Dakle, rastojanje izmeu centara dva susedna £vora po x-osi jednako je zbiru polovine
²irina dva £vora i zadatog razmaka. Sli£no se ra£una i rastojanje po y-osi, samo se,
naravno, u obzir uzimaju visine. Ovaj algoritam je idealan za primenu u situacijama
kada se graf sastoji iz vi²e nepovezanih £vorova. Takoe, koristi se i pri kompozitnom
rasporeivanju, gde se jedan nepovezani graf sastoji iz vi²e 1-povezanih komponenti.
Ukoliko algoritam koji se primenjuje ne pozicionira te komponente na na£in da se njihovi
delovi ne preklope, ili se nad svakom komponentom izvr²ava drugi algoritam, upravo
opisani postupak se primenjuje u cilju dobijanja kona£nog crteºa grafa. Jedan primer,
gde su razdvojene komponente rasporeene razli£itim algoritmima, prikazan je na slici
5.20.
Slika 5.20: Rasporeivanje komponenti grafa
Drugi jednostavniji algoritam kruºno rasporeuje £vorove oko jednog, izabranog
£vora. Ovaj algoritam dodat je postoje¢em skupu naprednijih algoritama radi bolje
podr²ke automatskom rasporeivanju i namenjen je primeni u situacijama kada je veliki
broj £vorova povezan sa jednim istim £vorom. Na primer, u dijagramima klasa moºe
se uo£iti takva situacija, kada, recimo, ve¢i broj konkretnih klasa implementira jedan
interfejs. Primer je prikazan na slici 5.21.
Slika 5.21: Kruºno crtanje sa jednim £vorom u sredini
Osim implementacije konkretnih algoritama za rasporeivanje elemenata grafova,
realizovano je i postprocesiranje dobijenih crteºa. Naime, ve¢ina algoritama ne vodi
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ra£una o petljama, kao ni vi²estrukim granama izmeu dva ista £vora. Dakle, nakon
primene izabranog algoritma za rasporeivanje, vr²i se provera da li u grafu postoje
pomenute grane, te se obrauju na odgovaraju¢i na£in u slu£aju detekcije. Vi²estruke
grane se postavljaju paralelno jedna drugoj, pri £emu razmak meu njima zavisi od
veli£ine £vorova koji su povezani, kao i samog broja grana izmeu njih. Procesiranje
rekurzivnih grana fokusira se na obezbeivanje njihove jasne vidljivosti na crteºu.
Primer grafa koji sadrºi oba tipa grana prikazan je na slici 5.22.
Slika 5.22: Primer crteºa grafa sa rekurzivnim i vi²estrukim granama
5.8 Pregled nau£nih i stru£nih doprinosa na polju crtanja
grafova
Opisane implementacije nekolicine algoritama za crtanje grafova ujedno sadrºe i njihova
manja pobolj²anja, dopune i poja²njenja:
1. Kod algoritma za kruºno rasporeivanje elemenata dijagrama osmi²ljen je na£in
za automatsko odreivanje polupre£nika kruga na osnovu broja i veli£ine £vorova.
2. Obja²enjen je jedan mogu¢i na£in za automatsko odreivanje ulaza u Tutov
algoritam. Radi se o periferalnom poligonu i pozicijama £vorova koji mu
pripadaju.
3. Kod algoritma za nalaºenje konveksnih crteºa planarnih grafova uo£eno je da,
ukoliko je cilj samo na¢i pozicije £vorova, nije neophodno odrediti sve pro²irive
cikluse lica. Polaze¢i od deﬁnicija ibe, Jamanou£ija i Ni²izekija, osmi²ljen je
na£in kojim se nalazi samo jedan pro²irivi ciklus. Prednost opisanog re²enja
je znatno jednostavnija kasnija implementacija. Takoe, predloºen je na£in za
realizaciju neprecizno deﬁnisanog koraka nalaºenja pozicija £vorova ciklusa lica,
tako da zadovolje sve uslove deﬁnisane u okviru algoritma.
4. Kod simetri£nog rasporeivanja koje odreuje niz ciklusa koji treba da budu
rasporeeni po koncentri£nim kruºnicama, opisan je na£in nalaºenja polupre£nika
i rasporeda tih kruºnica.
5. Predo£ena je potreba za posebnim rasporeivanjem vi²estrukih i rekurzivnih
grana.
Stru£ni doprinosi pre svega jesu implementacije algoritama za analizu i crtanje
grafova na modernom programskom jeziku - Javi.
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Poglavlje 6
Automatski izbor algoritma za
rasporeivanje
U ovoj sekciji bi¢e opisan postupak automatskog izbora i primene algoritma isklju£ivo
na osnovu osobina grafa, bez ikakvog u£e²¢a korisnika. Ovakva opcija mogla namenjena
je korisnicima graﬁ£kih editora koji nisu upoznati sa obla²¢u crtanja grafova, te bi ºeleli
bez puno udubljivanja i utro²enog vremena rasporediti elemente svog dijagrama na
dovoljno dobar na£in. Odnosno, tako da se dobije pregledan i £itljiv crteº.
Kao ²to je ranije napomenuto, razni algoritmi za crtanje grafova fokusirani su na
jedan njihov tip, daju¢i bolje rezultate nego op²tiji prilikom primene nad odgovaraju¢im
ulaznim grafom. Na primer, ako je graf stablo, crteº na kome se moºe uo£iti najve¢i broj
estetskih kriterijuma dobija se upravo primenom algoritma specijalizovanog za rad sa
stablima. Kako je stablo specijalan slu£aj hijerarhije, primena hijerarhijskog algoritma
takoe bi dala relativno dobar rezultat, ali za ne²to vi²e vremena, dok bi silom usmereni
bio lo²a opcija. Na slici 6.1 prikazana su dva crteºa jednog stabla, gde je prvi dobijen
primenom algoritma za crtanje stabala baziranog na nivoima, a drugi organskog silom
usmerenog. U drugom slu£aju se te²ko prime¢uje da graf predstavlja hijerarhiju.
Slika 6.1: Dva crteºa stabla generisana specijalizovanim i op²tijim algoritmom
Sli£no, ako je graf prsten, prirodno bi bilo rasporediti njegove elemente kruºno,
a ne recimo hijerarhijski. Osnovna ideja postupka automatskg izbora algoritma za
rasporeivanje elemenata grafa sastoji se upravo u detekciji osobina koje kao preduslov
za primenu ili dobijanje posebno lepog crteºa izdvajaju specijalizovani algoritmi. Naime,
ukoliko je mogu¢a primena algoritma dizajniranog posebno za dati tip grafa, moºe se
ra£unati da ¢e rezultat biti bolji, odnosno da ¢e se na dobijenom crteºu mo¢i uo£iti vi²e
poºeljnih estetskih kriterijuma.
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6.1 Implementacija automatskog rasporeivanja
Automatsko rasporeivanje realizovano je, dakle, izdvajanjem osobina koje posebno
odgovaraju pojedinim algoritmima za crtanje, te primenom prethodno implementiranih
algoritma za analizu grafova kojima se proverava njihovo prisustvo. U skladu
sa izloºenim opservacijama, provera se vr²i od speciﬁ£nijih ka op²tijim osobinama.
Postupak je slede¢i:
1. Proverava se da li graf poseduje bar jednu granu. Ako to nije slu£aj, £vorovi se
rasporeujuu u strukturu tipa tabele. Na primer, dijagram klasa koji na prvom
nivou poseduje samo skup nepovezanih paketa zadovoljavao bi ovaj kriterijum.
2. Proverava se da li je graf prsten. Ako jeste, primenjuje se kruºni algoritam za
rasporeivanje.
3. Proverava se da li je graf takav da su svi njegovi £vorovi povezani sa istim £vorom,
pa se u tom slu£aju primenjuje kruºni algoritam sa centralnim £vorom. Kao ²to je
spomenuto, takva situacija moºe se sresti, na primer, kod dijagrama klasa, kada se
predstavlja slu£aj kad vi²e klasa nasleuju jednog pretka, ili realizuju isti interfejs.
4. Proverava se da li je graf stablo. Ukoliko jeste, vr²i se detekcija najpogodnijeg
algoritma specijalno dizajniranog za dati tip grafova. Algoritam baziran na
nivoima generi²e tradicionalni prikaz stabla, kakvog bi ve¢ina korisnika verovatno i
sama kreirala da ru£no rasporeuje £vorove. Meutim, taj pristup moºe dovesti do
veoma ²irokog, a samim tim i nedovoljno preglednog crteºa, ²to je demonstrirano
na slici 6.2. Za takvo stablo prime¢uje se da se dominantno sastoji iz listova, te
da bi radijalno crtanje ili metoda balona bili bolje opcije. Metoda balona ne²to
bolje izraºava strukturu opisanih stabala, ²to se moºe uo£iti na slici 6.3, gde su
prikazani crteºi grafa sa slike 6.2, dobijeni prvo radijalnom, a potom i metodom
balona.
Slika 6.2: iroko nivovsko stablo
Takoe, crteº stabla dobijen nivovskim pristupom moºe biti previ²e ²irok ako je
re£ o binarnom izbalansiranom stablu. U tom slu£aju se konﬁgurabilni parametar
algoritma koji odreuje razdaljinu izmeu £vorova sa zajedni£kim roditeljom
posebno pode²ava tako da se pomenuto rastojanje smanji. Sve opisano se moºe
sumirati na slede¢i na£in:
 Za stablo kod koga je veliki procenat £vorova li²¢e, primenjuje se metoda
balona.
 Za ostala stabla, primenjuje se nivovski algoritam.
 Ukoliko je stablo binarno i izbalansirano, konﬁguri²e se (smanjuje se)
rastojanje izmeu £vorova koji dele roditelja.
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Slika 6.3: Stablo sa prethodne slike rasporeeno prvo radijalnom, pa metodom balona
5. Ukoliko graf nije stablo, proverava se da li bi mogao biti nacrtan hijerarhijskim
algoritmom sa zadovoljavaju¢im ishodom. Provera je deﬁnisana uz oslonac na
kreiranje DFS stabla. Naime, ova konstrukcija razvrstava grane na grane stabla
i povratne. Ukoliko je udeo povratnih grana u celokupnom skupu grana grafa
manji od nekog zadatog procenta, primenjuje se hijerarhijski algoritam. Na slici
6.4 prikazana su dva crteºa kreirana hijerarhijskim algoritmom. Dva grafa imaju
iste £vorove, ali drugi ima znatno vi²e grana. Uo£ava se da prvi graf ima svega tri
povratne grane, a drugi nekoliko puta vi²e, te dok je prvi crteº jasan i pregledan,
za drugi se to ne moºe tvrditi. Prema navedenom kriterijumu, za prvi graf zaista
bi bio odabran hijerarhijski algoritam, za razliku od drugog.
6. Ukoliko prethodne provere nisu dale pozitivan odgovor, posmatra se njegova
veli£ina. Naime, svi algoritmi koji bi mogli biti izabrani u prethodnim
razmatranjima veoma su eﬁkasni ukoliko se primene nad pogodnim ulazom, te
ne treba brinuti o performansi. Meutim, u slu£ajevima koji slede ona postaje
bitan faktor. Dakle, ako graf ima vi²e od predeﬁnisanog broja £vorova, recimo
hiljadu, primenjuje se eﬁkasni ISOM silom usmereni algoritam.
7. Ako graf ne zadovoljava nijedan ranije deﬁnisani uslov i nije previ²e veliki, ispituje
se da li se moºe nacrtati planarnim pravolinijskim algoritmom. Ukoliko ima
planarni konveksni crteº, on se odreuje.
8. Preostali grafovi crtaju se organskim silom usmerenim algoritmom, koji je izdvojen
kao ne preterano eﬁkasan, ali kao algoritam koji proizvodi posebno lepe crteºe u
op²tem slu£aju. Njegovi parametri se pode²avaju tako da se maksimalno uredi
crteº.
Za svaki od odabranih algoritama parametri se pode²avaju tako da se pre svega izbegne
preklapanje £vorova, odnosno, da se njihove veli£ine izmu u obzir. Na primer, rastojanje
izmeu nivoa kod nivovskog algoritma, kao i £vorova istog nivoa ili slojeva hijerarhijskog
algoritma pode²avaju se na osnovu maksimalne visine i ²irine £vorova.
Prime¢uje se da niti simetri£ni, niti ortogonalni algoritam nisu razmatrani kao
mogu¢i automatski izbori. Razlog za takvu odluku nalazi se u £injenici da je bez
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Slika 6.4: Dva crteºa grafova nacrtana hijerarhijskim algoritmom
poznavanja konteksta i preferenci korisnika te²ko preporu£iti bilo koji od algoritama
tih klasa. Naime, simetrija kao estetski kriterijum je po nekolicini vr²enih istraºivanja
slabije rangirana nego minimizacija broja preseka grana. Stoga postupak automatskog
izbora prednost daje upravo drugom spomenutom kriterijumu, koji u obzir uzimaju
svi algoritmi koji ulaze u skup kandidata. Sli£no, ortogonalnost grana dovodi do ve¢eg
broja njihovog preloma i £esto manje kompaktnih crteºa. Meutim, konkretna primena,
kao ²to je recimo crtanje elektri£nih ²ema, moºe nametnuti optimalnost upravo takvog
algoritma. Sli£no, korisnik moºe li£no doºiveti simetriju najbitnijim kriterijumom.
Prema tome, automatski izbor na osnovu obeleºja nije jedina mogu¢nost. Naime, da od
korisnika ne bi bila preuzeta sva kontrola, osmi²ljen je jezik speciﬁ£an za domen opisa
crteºa grafa na osnovu kojeg se takoe automatski bira podoban algoritam.
Kona£no, treba napomenuti da se, ukoliko se graf sastoji iz vi²e nepovezanih
komponenti, izbor i primena algoritma posebno sprovodi za svaku od njih, te da se
one potom takoe rasporeuju tako da ne doe do preklapanja. Jedan takav primer
prikazan je na slici 6.5.
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Slika 6.5: Automatsko rasporeivanje elemenata grafa koji se sastoji iz vi²e odvojenih
komponenti
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Poglavlje 7
Jezik speciﬁ£an za domen opisa
crteºa grafa
Potpuno automatizovani izbor i primena algoritma za rasporeivanje elemenata datog
grafa, opisan u prethodnom poglavlju, moºe u odreenim situacijama biti koristan, ali
se korisniku u potpunosti oduzima mogu¢nost u£e²¢a u tom procesu. Kao ²to je ve¢
diskutovano, korisnikove li£ne preference ili speciﬁ£nost konteksta u kom se algoritam
treba primeniti mogu dovesti do situacije gde algoritam izabran prema osobinama grafa
nije odgovaraju¢i. Uvoenje jezika za cilj ima premo²¢avanje upravo takvih situacija,
odnosno, nalaºenja kompromisa izmeu korisnikovog izbora i konﬁguracije algoritma bez
ikakve asistencije i punog automatizma. Naime, jezik dozvoljava korisnicima, izmeu
ostalog, opis poºeljnih osobina crteºa, na osnovu kojih se bira, konﬁguri²e i primenjuje
algoritam £iji rezultati su najbliºi njegovim ºeljama. Jezik takoe ima za cilj pove¢avanje
eﬁkasnosti programera pri pisanju koda za poziv odreenih algoritama. U nastavku
poglavlja bi¢e dat detaljan opis jezika, prolaskom kroz sve faze njegovog razvoja.
7.1 Razvojne faze jezika
Razvoj jezika speciﬁ£nih za domen sastoji se iz slede¢ih faza: odluka, analiza, dizajn,
implementacija, tesitranje, rasporeivanje (deployment) i odrºavanje [107], [162], [163].
U ovoj sekciji ¢e biti prezentovan JSD za speciﬁkaciju rasporeivanja elemenata grafa i
opisana svaka od njegovih razvojnih faza.
7.1.1 Odluka
Cilj faze odluke jeste davanje odgovora na pitanje da li se isplati razvijati JSD ili ne.
Drugim re£ima, da li pogodnosti koje pruºa novi jezik mogu kompenzovati tro²kove
njegovog razvoja. Na ovo pitanje je dat pozitivan odgovor iz slede¢ih razloga:
1. Jedan od glavnih ciljeva GRAD biblioteke jeste pruºanje op²teg na£ina njene
integracije sa bilo kojim graf£kim editorom. Ovo se moºe posti¢i upotrebom jezika
speciﬁ£nog za domen. U odnosu na re²enje poput konﬁguracionog dijaloga, jezik
se moºe iskoristiti unutar proizvoljnog editora razvijenog na programskom jeziku
Java, nezavisno od toga da li je re£ o desktop ili veb aplikaciji, ali i nezavisno
od kori²¢enog razvojnog okvira. Takoe, JSD se moºe deiﬁnisati tako da podrºi i
sloºenije koncepte, uklju£uju¢i logi£ke operatore, ²to je te²ko posti¢i samo pomo¢u
konﬁguracionog dijaloga.
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2. JSD moºe korisnicima graﬁ£kih editora koji nisu niti programeri, niti upoznati
sa algoritmima za crtanje grafova, omogu¢iti deskriptivnu speciﬁkaciju rasporeda
elemenata dijagrama. Dakle, poºeljnih i nepoºeljnih osobina, poput simetrije,
ortogonalnosti ili ujedna£enog toka grana. Korisnici tada ne bi morali tro²iti vreme
na isprobavanje razli£itih podrºanih algoritama i name²tanje njihovih parametara.
3. Iako se svaki algoritam GRAD biblioteke moºe konﬁgurisati i pozvati direktnim
pisanjem koda koji se oslanja na API (Application Programming Interface) pozive
ove biblioteke, upotrebom jezika isto se moºe posti¢i sa znatno manje linije koda
(uporediti listing 7.11 sa listingom 7.12, ili listing 7.13 sa listingom 7.14). Takoe,
sprovedene studije pokazale su da programeri brºe i eﬁkasnije mogu razumeti
program kada se koristi JSD, a ne programski jezik op²te namene [164].
4. Moderne biblioteke i metajezici programere snabdevaju alatima pomo¢u kojih
izuzetno brzo mogu razviti sopstveni eksterni JSD [165]. Jedan takav primer je
textX metajezik pomo¢u kojeg je kreiran JSD GRAD biblioteke.
7.1.2 Analiza domena
Detaljna analiza domena mora prethoditi dizajnu i implementaciji novog JSD [163].
Cilj ove faze jeste deﬁnisanje domena i prikupljanje potrebnih informacija, uz opciono
kreiranje domenskog modela. Data faza se u ve¢ini slu£ajeva sprovodi neformalno [166],
²to je bio slu£aj i tokom razvoja jezika GRAD biblioteke. Domen koji je od interesa jesu
teorija grafova i crtanja grafova, koji su uvedeni u prethodnim poglavljima disertacije.
7.1.3 Dizajn jezika
Dizajn jezika uklju£uje deﬁnisanje konstrukata jezika i njegove semantike [163]. Takoe,
u ovoj fazi se deﬁni²e odnos novog jezika sa drugim jezicima. Odnosno, potrebno je
odlu£iti da li ¢e jezik biti interni ili eksterni JSD. Kako je jedan od ciljeva razvijenog
jezika upotreba i kod korisnika koji nisu programeri, nametnuo se izbor eksternog jezika.
U nastavku sekcije bi¢e predstavljena sintaksa i semantika datog JSD, kao i textX
metajezik na kojem je zasnovan njegov razvoj.
textX alat
textX je metajezik za speciﬁkaciju JSD u programskom jeziku Python. Na osnovu opisa
gramatike, textX automatski konstrui²e metamodel u formi Python klasa, kao i parser za
novokreirani jezik. Parser parsiraju¢i jezik gradi graf Python objekata, odnosno model,
u skladu sa metamodelom. Iako ciljni jezik ovog alata nije Java, pozivanje Python koda
iz pomenutog jezika ne predstavlja problem, o £emu ¢e vi²e re£i biti u sekciji 7.2.
Osnovni gradivni blokovi textX jezika su pravila. Pravila su oblika prikazanog u
listingu koda 7.1:
Listing 7.1: Izgled textX pravila
He l lo :
' h e l l o ' who=ID ;
;
Telo pravila sastoji se iz izraza koji se speciﬁkuju upotrebom osnovnih operatora i
izraza, od kojih su slede¢i kori²¢eni u razmatranom jeziku:
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 Poklapanja, koja su izrazi najniºeg nivoa. Mogu biti tekstualna, kada se
prepoznaje ulazni tekst, napisan unutar jednostrukih ili dvostrukih navodnika,
i regularni izrazi, kada se prepoznaje svaki ulaz koji ih zadovoljava.
 Sekvence, ili vi²e drugih textX izraza navedenih jedan iza drugog razdvojenih
razmakom.
 Ureeni izbor, koji se navodi kao skup izraza razdvojenih operatorom "|".
Operator poku²ava da izvr²i prepoznavanja ulaza s leva-na-desno i koristi prvi
izraz kod koga se operacija uspe²no zavr²i.
 Opciona prepoznavanja, kojima se deﬁni²e da se izraz moºe, a ne mora pojaviti.
Koristi se operator "?".
 Ponavljanja, speciﬁkovana operatorima "*" ili "+". Prvi omogu¢ava
prepoznavanje sadrºanog izraza nula ili vi²e, a drugi jedan ili vi²e puta.
 Reference na druga pravila.
 Dodela, koja je od klju£ne vaºnosti za kasniju obradu modela i koja se deﬁni²e
upotrebom operatora "=". Svaka dodela rezultuje atributom meta-klase kreirane
na osnovu datog pravila. Naziv atributa predstavlja levu stranu dodele, dok je
desna referenca na druga pravila ili bazi£no prepoznavanje. Osim obi£nih dodela,
postoji jo² nekoliko njihovih tipova:
 Logi£ka ("?="), gde atribut dobija vrednost True ukoliko se prepoznavanje
desi, ina£e False.
 Nula ili vi²e ("*="), gde je atribut lista, u koju se dodaje svaki prepoznati
objekat sa desne strane pravila. Lista moºe ostati prazna, ako nijedno
prepoznavanje nije izvr²eno.
 Jedan ili vi²e ("*="), koje je isto kao i prethodno, samo se mora izvr²iti bar
jedno prepoznavanje.
U okviru pravila ponavljanja (bilo obi£nog, bilo kombinovonog za dodelom), mogu
se koristiti modiﬁkatori ponavljanja. Navode se u okviru uglastih zagrada ("[" i "]").
Ozna£avaju da se izmeu uzastopnih prepoznavanja ulaza treba javiti odreeni niz
karaktera, koji moºe biti zadat i preko regularnog izraza. Detaljan opis textX gramatike
moºe se na¢i na [167].
U okviru textX -a, deﬁnisana su posebna ugraena pravila koje predstavljaju bazi£ne
tipove. To su:
1. ID, reprezentovano identiﬁkatorom koji se moºe sastojati iz slova, cifara i donjih
crta.
2. INT, koje deﬁni²e cele brojeve.
3. FLOAT, koje deﬁni²e realne brojeve.
4. BOOL, koje obuhvata re£i True i False.
5. STRING, niz karaktera naveden izmeu navodnika.
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Sintaksa jezika
Jezik je dizajniran imaju¢i u vidu i eksperte i one koji nemaju puno predznanja,
nude¢i ukupno £etiri na£ina speciﬁkacije rasporeivanja. Od najjednostavnijeg do
najkompleksnijeg, to su:
1. Deﬁnisanje stila rasporeivanja (kruºno, hijerarhijski, simetri£no, automatski
itd.).
2. Zadavanje jednog ili vi²e estetskih kriterijuma u skladu sa kojima bi rasporeivanje
trebalo biti sprovedeno.
3. Navoenje izraza koji se sastoje iz estetskih kriterijuma i logi£kih (i, ili, ne)
operatora.
4. Direktan izbor algoritma uz opciono pode²avanje jednog ili vi²e njegovih
parametara.
Poslednji na£in korisnicima dobro upoznatim sa algoritmima za crtanje grafova
obezbeuje dodatnu alternativu za primenu ºeljenog algoritma. Dakle, umesto pisanja
koda kojim bi se algoritam podesio i pozvao, mogu¢e je putem deﬁnisanja uputstava
u skladu sa jezikom posti¢i isto. Prestale dve opcije teºe olak²avanju procesa ostalim
korisnicima. Prvi na£in je najbrºi, podrºavaju¢i i pozivanje automatskog rasporeivanja
na druga£iji na£in, dok su drugi i tre¢i ekspresivniji i interesantniji. Estetski kriterijumi
koji se nalaze u njihovom korenu predstavljaju intuitivan koncept sa jedne, a blizak
algoritmima za crtanje grafova sa druge. Kod drugog na£ina, korisnik navodi niz
kriterijuma koje bi ºeleo da vidi na crteºu, pri £emu ¢e pri nalaºenju adekvatnog
algoritma prvonavedeni kriterijum imati najvi²i prioritet, potom drugi itd. Sa druge
strane, tre¢i na£in dozvoljava pisanje kompleksnijih matemati£kih izraza, kojima se
moºe speciﬁkovati i nepoºeljnost jednog ili vi²e kriterijuma. Jezik podrºava deﬁnisanje
razli£itih na£ina rasporeivanja za razli£ite podgrafove, kao i primenu jednog algoritma
nad celim grafom.
Osnovna pravila jezika odraºavaju sve prethodno spomenuto i prikazana su u listingu
koda 7.2.
Listing 7.2: Osnovna pravila jezika
Layout :
LayoutGraph | LayoutSubgraphs
;
LayoutGraph :
' lay ' ' out ' ' graph ' layoutType = LayoutEnum
;
LayoutSubgraphs :
' lay ' ' out ' layoutSubgraphs += LayoutSubraph [ ' ; ' ]
;
LayoutSubraph :
( subgraph = Subgraph | ' others ' )
layoutType = LayoutEnum
;
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Subgraph :
' subgraph ' ' conta in ing ' ? v e r t i c e s += Vertex [ ' , ' ]
;
LayoutEnum :
LayoutStyle | Aes thet i cCr i t e r iaMath |
Ae s t h e t i cC r i t e r i a | LayoutAlgorithm
;
LayoutStyle :
' using ' ? ' s t y l e ' s t y l e = LayoutStyleEnum
;
LayoutStyleEnum :
' automatic ' | ' c i r c u l a r ' | ' t r ee ' |
' h i e r a r c h i c a l ' | ' symmetric ' | ' genera l '
;
LayoutStyle :
' s t y l e ' s t y l e = LayoutStyleEnum
;
LayoutStyleEnum :
' automatic ' | ' c i r c u l a r ' | ' t r ee ' |
' h i e r a r c h i c a l ' | ' symmetric ' | ' genera l '
;
A e s t h e t i cC r i t e r i a :
' c r i t e r i a ' a e s t h e t i cC r i t e r i a += Aes th e t i cC r i t e r i on [ ' , ' ]
;
A e s t h e t i cC r i t e r i on :
EdgeCross ings | MinimumAngles | MinimumBands |
UniformFlow | Symmetry | NodeDistr ibut ion |
EdgeLengths | EdgeVariat ion
;
LayoutAlgorithm :
' a lgor ithm ' a lgor i thm = LayoutAlgorithmEnum
;
LayoutAlgorithmEnum :
TreeAlgorithm | Stra ightLineAlgor i thm |
Hie ra r ch i ca lA lgo r i thm |
Circu larAlgor i thm | SymmetricAlgorithm |
ForceDirectedAlgor i thm |
BoxAlgorithm
;
TreeAlgorithm :
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RadialTreeAlgorithm | LevelBasedTreeAlgorithm |
CompactTreeAlgorithm |
NodeLinkTreeAlgorithm | Bal loonTreeAlgorithm
;
ForceDirectedAlgor i thm :
KamadaKawai | FruchtermanReingold | Spr ing |
FastOrganic | Organic
;
Aesthet i cCr i t e r iaMath :
exp r e s s i on = Cr i t e r i aExp r e s s i on
;
C r i t e r i aFac t o r :
negat ive ?= ' not ' ( c r i t e r i o n = Ae s th e t i cC r i t e r i on |
( ' ( ' e xp r e s s i on = Cr i t e r i aExp r e s s i on ' ) ' ) )
;
Criter iaTerm :
termStartFactor = Cr i t e r i aFac t o r
termFactors *= Criter iaAndFactor
;
Cr i ter iaAndFactor :
' and ' f a c t o r = Cr i t e r i aFac t o r
;
C r i t e r i aExp r e s s i on :
express ionStartTerm = Criter iaTerm
express ionTerms *= CriteriaOrTerm
;
CriteriaOrTerm :
' or ' term = Criter iaTerm
;
Moºe se primetiti da svakoj od £etiri navedene opcije za rasporeivanje odgovara
jedno pravilo. Prvom i najjednostavnijem od njih pridruºeno je i najmanje kompleksno
pravilo, LayoutStyle, u okviru kojeg se speciﬁkuje op²ti stil konstrukcije crteºa. Druga
alternativa adresirana je pravilom AestheticCriterion, koje dozvoljava navoenja
jednog ili vi²e estetskih kriterijuma u proizvoljnom rasporedu. Za pojedine kriterijume,
kod kojih to ima smisla, opciono se mogu deﬁnisati odreeni parametri. Na primer,
smer ujedna£enog toka, ²to je prikazano u listingu koda 7.3. Iz ovog primera uo£ava se i
da su odreene re£i takoe opcione, ukoliko ne nose posebno bitne informacije, ali mogu
pove¢ati £itljivost i preglednost speciﬁkacije. Naime, kako je, na primer sama re£ ﬂow
dovoljna za identiﬁkaciju kriterijuma, uniform nije nuºno navesti, ²to bi odgovaralo
korisnicima koji preferiraju kra¢e zapise. Pojedinim korisnicima duºi i deskriptivniji
zapis bi mogao ipak biti primarni izbor, te je i to uzeto u obzir.
Listing 7.3: Pravilo za deﬁnisanje estetskog kriterijuma ujedna£enog toka
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UniformFlow :
' uniform ' ? c r i t e r i o n = ' f low '
( ' d i r e c t i on ' '= ' d i r e c t i o n = Or i entat i on )?
;
Or i enta t i on :
' l e f t ' | ' r i ght ' | ' up ' | 'down '
;
Tre¢i mogu¢i na£in automatskog izbora algoritma deﬁnisan je pravilom
AestheticCriteriaMath. Dato pravilo predvia navoenje logi£kih izraza, u okviru
kojih se pojavljuju estetski kriterijumi. Jedan primer prikazan je u listingu 7.4.
Listing 7.4: Primer speciﬁkacije u opisanom jeziku koji obuhvata estetske kriterijume
povezane logi£kim operatorima
lay out graph not ( symmetry and ang le )
or p l ana r i t y or edge c r o s s i n g s
Prikazani primer ozna£ava da crteº ili treba da zadovoljava kriterijum planarnosti,
ili minimizacije broja preseka grana, ili da ne zadovoljava ni simetriju ni kriterijum
maksimizacije minimalnih uglova.
Poslednji podrºani metod speciﬁkacije na£ina rasporeivanja jeste direktno
navoenje algoritma uz njegovu opcionu konﬁguraciju. Dakle, ako algoritam poseduje
parametre, mogu se navesti vrednosti jednog ili vi²e njih. Parametri se mogu
speciﬁkovati u proizvoljnom redosledu. Primer pravila kojim se deﬁni²e jedan konkretan
algoritam prikazan je u listingu koda 7.5. Sva konﬁgurabilna obeleºja algoritama
izdvojena su u posebna pravila, kako bi se izbeglo zadavanje striktnog redosleda njihovog
navoenja i kako bi ih mogli referencirati razli£iti algoritmi u slu£aju da imaju odreeni
podskup zajedni£kih parametara.
Listing 7.5: Pravilo za deﬁnisanje algoritma za nivovsko crtanje stabala
LevelBasedTreeAlgorithm :
name = ' l e v e l ' ' based ' ' t ree '
p r op e r t i e s *= LevelBasedTreeAlgorithmProperty [ ' , ' ]
;
LevelBasedTreeAlgorithmProperty :
Hor izonta lTreeProperty | Ver t i ca lTreeProper ty
;
Hor izonta lTreeProperty :
' ho r i zon ta l ' ' d i s tance ' ? '= ' xDist = INT
;
Vert i ca lTreeProper ty :
' v e r t i c a l ' ' d i s tance ' ? '= ' yDist = INT
;
U listingu koda 7.6 prikazan je jedan primer speciﬁkacije na ovom jeziku.
Listing 7.6: Primer speciﬁkacije rasporeivanja u opisanom jeziku
lay out
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subgraph v 1 , v 2 us ing s t y l e symmetric ;
subgraph v 3 , v 4 conforming to p lanar i ty , bends ;
o the r s us ing a lgor i thm Kamada−Kawai ;
Semantika jezika
Semantika nekog jezika moºe biti speciﬁkovana formalno, kori²¢enjem metoda poput
denotacione semantike i apstraktnih ma²ina prelaza stanja, ili neformalno, prirodnim
jezikom sa opcionim primerima konkretnih programa [107], [163]. Implementirani JSD
je jednostavan jezik, sa visokim nivoom apstrakcije. Programi napisani u njemu se
transformi²u u Java kod koji se oslanja na GRAD API za rasporeivanje elemenata
grafova. Stoga, semanti£ka analiza jezika najeﬁkasnije moºe biti opisana putem druge
metode.
U nastavku ¢e preko tabele 7.1 biti prikazana poja²njenja glavnih pravila jezika, da bi
potom bio dat jedan primer mapiranja unosa napisanog u skladu sa JSD na API pozive
GRAD biblioteke za svaku od £etiri raspoloºive metode deﬁnisanja rasporeivanja.
Kao ²to je ve¢ vieno, ulazi (programi) napisani u razvijenom JSD se transformi²u
u Java kod koji se ve¢inom sastoji iz API poziva GRAD biblioteke. Naredni listinzi
koda predstavljaju parove koda napisanog u jeziku speciﬁ£nom za domen i rezultuju¢eg
Java koda. Listing 7.7 prikazuje primer JSD programa napisanog u skladu sa
pravilom LayoutAlgorithm, dok je odgovaraju¢i Java/GRAD kod obuhva¢en listingom
7.8. Sli£no, listing koda 7.9 sadrºi primer speciﬁkacije rasporeivanja elemenata
grafa primenom pravila LayoutStyle dok listing 7.10 prikazuje Java kod koji ¢e se
izvr²iti. Kona£no, listinzi koda 7.11 i 7.12, kao i 7.13 i 7.14 jesu parovi ulaza
napisanih pridrºavaju¢i se pravila AestheticCriteria i AestheticCriteriaMath jezika,
i rezultuju¢ih API poziva.
Listing 7.7: Ulaz u skladu sa LayoutAlgorithm pravilom
r a d i a l t r e e ( ho r i z on t a l d i s t ance = 5 , v e r t i c a l d i s t ance = 20)
Listing 7.8: Java kod koji poziva rasporeivanje u skladu sa speciﬁkacijom prikazanom
u listingu 7.7
// izaberi algoritam
LayoutAlgorithms algorithm = LayoutAlgorithms.RADIAL_TREE;
// postavi obelezja
GraphLayoutProperties layoutProperties = new GraphLayoutProperties ();
layoutProperties.setProperty(RadialTreeProperties.X_DISTANCE ,5);
layoutProperties.setProperty(RadialTreeProperties.Y_DISTANCE ,20);
// inicijalizuj rasporedjivac (layouter) pretpostavljajuci da su
// vertices i edges liste koje sadrze elemente grafa
Layouter <GraphVertex , GraphEdge > layouter = new Layouter <>(
vertices , edges , algorithm , layoutProperties);
Drawing <GraphVertex , GraphEdge > drawing = layouter.layout ();
Listing 7.9: Ulaz u skladu sa LayoutStyle pravilom
l ay out graph us ing s t y l e c i r c u l a r
Listing 7.10: Java kod koji poziva rasporeivanje u skladu sa speciﬁkacijom
prikazanom u listingu 7.10
//nadji najbolji algoritam na osnovu obelezja grafa ,
//ali uzmi u obzir samo one koji pripadaju
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JSD unos Semantika
lay out graph
using algorithm
NazivAlgoritma
(obeležje1 =
vrednost1,
obeležje2 =
vrednost2)
Izaberi algoritam naziva NazivAlgoritma i
postavi vrednost obeleºja naziva obeleºje1
na vrednost1, obeleºje2 na vrednost2. Izvr²i
izabrani algoritam.
lay out graph
using style
NazivStila
Automatski odredi najpogodniji algoritam.
Ako navedeni stil nema vrednost automatic,
ograni£i skup razmatranih algoritama samo
na one koji pripadaju odgovaraju¢oj grupi.
Ako je stil circular, hierarchical, symmetric
ili tree, izaberi algoritam koji pripada klasi
kruºnih, hijerarhijski ili simetri£nih
algoritama, odnosno algoritama za crtanje
stabala. Ako je naveden stil general (op²ti),
izaberi silom usmereni algoritam. Izvr²i dati
algoritam.
lay out graph
conforming to
criteria
kriterijum1,
kriterijum2,
kriterijum3
Izaberi algoritam koji se moºe primeniti nad
datim grafom, tako da dobijeni crteº
poseduje karakteristike koje kao poºeljne
izdvaja estetski kriterijum kriterijum1, te
ako je mogu¢e i koje favorizuju i kriterijum2
i kriterijum3. Izvr²i izabrani algoritam.
lay out graph
not?(kriterijum1
and kriterijum2)
or
not?(kriterijum3
and kriterijum4)
Izaberi algoritam koji zadovoljava ili i
kriterijum1 i kriterijum2 (ili ne zadovoljava
nijedan od njih, u zavisnosti od toga da li je
naveden operator negacije ili ne), ili i
kriterijum3 i kriterijum4. Izvr²i algoritam.
Tabela 7.1: JSD izrazi i njihova semantika
// klasi odredjenoj na osnovu specificaranog stila
LayoutAlgorithms algorithm =
LayoutPicker.pickAlgorithm(graph , "circular");
GraphLayoutProperties layoutProperties =
DefaultGraphLayoutProperties
.getDefaultLayoutProperties(algorithm , graph));
Layouter <GraphVertex , GraphEdge > layouter = new Layouter <>(
vertices , edges , algorithm , layoutProperties);
Drawing <GraphVertex , GraphEdge > drawing = layouter.layout ();
Listing 7.11: Ulaz u skladu sa LayoutCriteria pravilom
l ay out graph conforming to p lanar i ty , symmetry , f low
Listing 7.12: Java kod koji poziva rasporeivanje u skladu sa speciﬁkacijom
prikazanom u listingu 7.11
List <AestheticCriteria > criteria =
new ArrayList <AestheticCriteria >();
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criteria.add(AestheticCriteria.PLANAR);
criteria.add(AestheticCriteria.SYMMETRIC);
criteria.add(AestheticCriteria.UNIFORM_FLOW);
LayoutAlgorithms algorithm = LayoutPicker.
pickAlgorithm(graph , criteria);
GraphLayoutProperties layoutProperties =
DefaultGraphLayoutProperties.
getDefaultLayoutProperties(algorithm , graph));
Layouter <GraphVertex , GraphEdge > layouter = new Layouter <>(
vertices , edges , algorithm , layoutProperties);
Drawing <GraphVertex , GraphEdge > drawing = layouter.layout ();
Listing 7.13: Ulaz u skladu sa AestheticCriteriaMath pravilom
l ay out graph not ( symmetry and ang le ) or edge c r o s s i n g s
Listing 7.14: Java kod koji poziva rasporeivanje u skladu sa speciﬁkacijom
prikazanom u listingu 7.13
List <Pair <List <AestheticCriteria >, List <AestheticCriteria >>>
orPairs = new ArraList <Pair <List <AestheticCriteria >,
List <AestheticCriteria >>>();
List <AestheticCriteria > positiveCriteria =
new ArrayList <AestheticCriteria >();
positiveCriteria.add(AestheticCriteria.MINIMAL_EDGE_CROESSES);
List <AestheticCriteria > negativeCriteria =
new ArrayList <AestheticCriteria >();
negativeCriteria.add(AestheticCriteria.SYMMETRIC);
negativeCriteria.add(AestheticCriteria.MINIMUM_ANGLES);
orPairs.add(new Pair <List <AestheticCriteria >,
List <AestheticCriteria >>(positiveCriteria , negativeCriteria));
LayoutAlgorithms algorithm =
LayoutPicker.pickAlgorithm(graph , orPairs);
GraphLayoutProperties layoutProperties =
DefaultGraphLayoutProperties.
getDefaultLayoutProperties(algorithm , graph));
Layouter <GraphVertex , GraphEdge > layouter = new Layouter <>(
vertices , edges , algorithm , layoutProperties);
Drawing <GraphVertex , GraphEdge > drawing = layouter.layout ();
Implementacija
Implementacija je faza razvoja jezika speciﬁ£nih za domen kada se bira i realizuje
najpogodniji na£in njihovog razvoja. Naj£e²¢e primenjene metode obuhvataju razvoj
interpretera, kompajlera i pretprocesora [107]. Implementirani jezik koristi interpreter,
£ije kreiranje se oslanja na mogu¢nost textX metajezika da napravi graf objekata
(model) na osnovu ulaza koji je u skladu sa JSD. Kada se formira model, interpreter
ga transformi²e u odgovaraju¢e API pozive. Na primer, nazivi i obeleºja algoritama
se konvertuju u odgovaraju¢e vrednosti LayoutAlgorithms enumeracije i elemente
GraphLayoutProperties mape. Dok implementacija takvih transformacija nije teºak
zadatak, sloºenost jezika enkapsulirana je metodama PickAlgorithm. Unutar njih
realizovana je selekcija odgovaraju¢eg algoritma na osnovu obeleºja grafa i unosa
korisnika. Detalji su izloºeni u sekciji 7.2.
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Testiranje i rasporeivanje
Testiranje i rasporeivanje (deployment) su slede¢e faze razvoja jezika speciﬁ£nih za
domen. Kao ²to naziv sugeri²e, evaluacija JSD se izvr²ava u ovoj fazi, dok rasporeivanje
predstavlja vremenski trenutak kada se po£nu koristiti aplikacije kreirane upotrebom
jezika [163]. GRAD biblioteka i njen JSD su integrisani sa spomenutim Kroki alatom,
dok je evaluacija sprovedena kroz korisni£ku studiju. Ova studija je pokazala da bi
vi²e u£esnika preferiralo da koristi dati jezik za pozivanje rasporeivanja elemenata
dijagrama, nego bilo koju drugu od ponuenih opcija.
Odrºavanje
Odrºavanje je poslednja faza konstrukcije jezika, koja postaje aktuelna kada se pojave
novi zahtevi. Kako novi algoritmi za automatsko rasporeivanje budu implementirani,
tako ¢e nastajati potreba da se pro²iri JSD. Ovo bi podrazumevalo dodavanje novih
pravila gramatike, implementaciju novih transformacija, kao i unapreenje procedure
opisane u sekciji 7.2, kako bi se i novi algoritmi uzeli u razmatranje. Imaju¢i u vidu
sposobnost textX alata da kreira i metamodel i parser na osnovu gramatike, kao i
njegovu dinami£ku prirodu, pro²irenje jezika ne predstavlja izazov.
7.2 Integracija jezika sa GRAD bibliotekom
Na osnosu opisa koji po²tuje deﬁnisana pravila jezika automatski se bira, konﬁguri²e i
primenjuje odgovaraju¢i algoritam. Kao ²to je spomenuto, textX na osnovu dobijenog
konkretnog programa na datom jeziku, odnosno, modela, konstrui²e objektni model,
koji se dalje moºe koristiti za interpretaciju ili generisanje koda. Model za primer iz
listinga koda 7.15 prikazan je na slici 7.1.
Listing 7.15: Ulaz u skladu sa jezikom za koji se prikazuje model
l ay out graph not ( symmetry and ang le ) or p l ana r i t y or edge c r o s s i n g s
U konkretnom slu£aju, radi se interpretacija, radi formiranja odgovaraju¢eg modela
na ciljnom programskom jeziku, Javi, u kojem je implementiran ostatak biblioteke.
Sprega jezika op²te namene koji su faktori u teku¢em razmatranju realizovan je
upotrebom Jython [168] implementacije Python jezika za Java platformu.
Naredni koraci predstavljaju izbor algoritma upravljan ºeljama korisnika. Postupak
je do neke mere sli£an opisanom u prethodnom poglavlju, ali osobine grafa nisu
jedine smernice koje se koriste. Najkompleksnija od tri opcije koje jezik podrºava za
speciﬁkaciju na£ina za rasporeivanje ujedno je i najjednostavnija za implementaciju.
Naime, algoritam koji je korisnik direktno naveo biva izvr²en, pri £emu se parametri
pode²avaju ili prema zahtevanim vrednostima, ukoliko ih je korisnik speciﬁkovao, ili
dobijaju podrazumevane. Ni rasporeivanje prema zadatom stilu nije posebno sloºeno.
Dakle, ako je korisnik zadao automatski stil, algoritam biva izabran na osnovu obeleºja
grafa, ukoliko je naveo kruºni, primenjuje se kruºni algoritam i sli£no. Sa druge strane,
u pozadini izbora prema estetskim kriterijumima ima vi²e logike, te ¢e realizacija ove
mogu¢nosti biti detaljnije opisana.
U osnovi ove funkcionalnosti nalazi se £injenica da je ve¢ina algoritama za
crtanje grafova dizajnirana vode¢i ra£una o jednom estetskom kriterijumu ili vi²e njih
kriterijuma. Na primer, algoritmi za planarno pravolinijsko crtanje akcenat stavljaju na
planarnost, konveksni i ortogonalni posve¢uju paºnju i uglovima, algoritmi za crtanje
stabala vode ra£una o duºinama grana, povr²ini crteºa itd. Dakle, osnovna ideja
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Algoritam Planarnost Tok Simetrija Distribucija £vorova
Organski ± − ± +
Radijalno + − ± ±
Nivovsko stablo + + ± −
Balon stablo + − ± −
Hijerarhijski ± + − −
Simetri£ni − − + −
Tutov + − − −
Konveksni + − − −
Ortogonalni + − − −
Kruºni ± − − −
Tabela 7.2: Algoritmi i op²ti estetski kriterijumi
Algoritam Prelomi Ugao Varijacija Duºine
Organski + − ± ±
Radijalno + − + +
Nivovsko stablo + − + +
Balon stablo + − − −
Hijerarhijski ± − − −
Simetri£ni + − − −
Tutov + − − −
Konveksni + ± − −
Ortogonalni ± + − −
Kruºni + − − −
Tabela 7.3: Algoritmi i estetski kriterijumi vezane za grane
jeste nalaºenje algoritma koji moºe ispuniti, bar do neke mere, sve navedene estetske
kriterijume ili ve¢inu njih. Meutim, treba napomenuti da nije svaka kombinacija
tih kriterijuma kompatabilna. Na primer, ako graf nije stablo, nije mogu¢e izdvojiti
algoritam koji ¢e obezbediti i simetriju i planarnost. Stoga je u nekim situacijama
nuºno praviti kompromise, te izabrati algoritam koji najbliºe zadovoljava navedeni skup
kriterijuma. Prioritet se daje ranije navedenim kriterijumima, £ime se teºi maksimalnom
zadovoljavanju prvog, te ostalih koliko je to mogu¢e. Ako se, recimo, traºe i simetrija i
planarnost, nalazi se algoritam koji oba zadovoljava do neke mere, pri £emu se simetriji
daje prioritet. U tabelama 7.2 i 7.3 objedinjene su informacije povezane s algoritmima
i stepenon teºnje estetskim kriterijumima. Znak ± ozna£ava da algoritam do neke mere
po²tuje kriterijum, ne garantuju¢i da ¢e za svaki generisani crteº proizvoljnog grafa on
biti zadovoljen.
Prime¢uje se da nisu navedeni svi silom usmereni algoritmi, ve¢ je izdvojen njihov
predstavnik koji se najbolje pokazuje sa stanovi²ta estetike. Uzimanjem ovih podataka
u obzir, postupak izbora algoritma deﬁnisan je na slede¢i na£in:
 Ukoliko je naveden samo jedan estetski kriterijum, traºi se algoritam koji je
dizajniran imaju¢i upravo njega u vidu:
 Ukoliko postoji samo jedan takav algoritam i moºe se primeniti nad datim
grafom, on biva izabran. Na primer, za simetri£ni estetski kriterijum
primenjuje se simetri£ni algoritam.
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 Ako je mogu¢a primena samo jednog algoritma, koji do neke mere zadovoljava
kriterijum, odnosno, nema bolje opcije, on se bira. Na primer, ako je
speciﬁkovan kriterijum minimalne varijacije duºina grana, a graf nije stablo,
izdvaja se organski silom usmereni algoritam.
 U slu£aju da ve¢i broj algoritama vodi ra£una o datom kriterijumu, uzimaju
se u obzir i osobine grafa. Sli£no kao kod automatskog izbora, za primenu
se izdvaja onaj koji je dizajniran ba² za graf poput teku¢eg. Recimo, ako je
planarnost najbitniji faktor, a graf je stablo, najbolja opcija jeste jedan od
algoritama za crtanje stabala koji garantuje planarnost.
 Ako za dati graf nije dostupan algoritam koji vodi ra£una o navedenom
kriterijumu, primenjuje se organski, po²to on generalno vodi ra£una o
najve¢em broju kriterijuma.
 Ukoliko je speciﬁkovano vi²e estetskih kriterijuma, traºi se algoritam koji
zadovoljava ²to ve¢i njihov broj, pri £emu se vodi ra£una o redosledu u kojem
su navedeni. Naime, redosled navoenja kriterijuma deﬁni²e njihov prioritet, tako
da prvi ima najvi²i. Dakle, algoritam bi trebalo bar do neke mere da ispo²tuje
prvi kriterijum, ²to suºava skup kandidata, te se ne moºe garantovati da ¢e ba² svi
kriterijumi biti zadovoljeni u celosti, ili do bilo koje mere. Kao ²to je spomenuto,
kompromisi se moraju praviti, jer ne postoji algoritam koji sve kriterijume pokriva
u celosti, dok korisnike ni²ta ne spre£ava da zadaju nemogu¢e kombinacije. Ako
se, recimo, zahtevaju tok, planarnost i ravnomerna distribucija £vorova, a graf nije
stablo, bi¢e izabran hijerarhijski algoritam. Ako se pak isti kriterijumi poreaju
druga£ije, na primer, distribucija £vorova, planarnost i tok, bi¢e izabran organski.
Po izdvajanju odgovaraju¢eg algoritma, ukoliko je potrebno, pojedini njegovi
parametri se pode²avaju kako bi se obezbedilo po²tovanje relevantnih estetskih
kriterijuma. Na primer, organskom algoritmu, ako treba da optimizuje broj preseka
grana, konﬁguri²e se parametar koji o ovome vodi ra£una.
7.3 Primeri
U nastavku sledi nekoliko primera speciﬁkacije rasporeivanja upotrebom upravo
opisanog jezika i rezultuju¢ih grafova. Listing koda 7.16 sadrºi komande napisane u
skladu sa jezikom, a slika 7.2 rezultuju¢e crteºe istog grafa. U listingu koda 7.17 prikazan
je primer zadavanja na£ina rasporeivanja grafa koji se sastoji iz odvojenih komponenti,
gde se jedna crta na jedan, a druga na drugi na£in. Dobijeni crteº moºe se videti na
slici 7.2
Listing 7.16: Primeri speciﬁkacije rasporeivanja u skladu sa jezikom za graf u celini
1 . l ay out graph us ing s t y l e c i r c u l a r
2 . l ay out graph us ing c r i t e r i a
planar , symmetric , opt imize edges lengths ,
d i s t r i b u t e nodes evenly
3 . lay out graph us ing c r i t e r i a symmetric
4 . l ay out graph us ing c r i t e r i a p lanar
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5 . lay out graph us ing a lgor i thm Kamada Kawai ( l ength f a c t o r = 1)
Listing 7.17: Primeri speciﬁkacije rasporeivanja u skladu sa jezikom za graf koji se
sastoji iz dve nepovezane komponente
lay out
subgraph
v0 , v1 , v2 , v3 , v4 , v6 , v7 , v8 , v21 ,
v22 , v23 , v24
us ing s t y l e t r e e ;
o the r s us ing c r i t e r i a minimize edge c r o s s i n g s ;
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Slika 7.1: Dijagram objekata koji textX generi²e za primer iz prethodnog listinga koda
7.15
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Slika 7.2: Crteºi istog grafa dobijeni na osnovu naredbi napisanih opisanim jezikom
Slika 7.3: Crteº grafa koji se sastoji iz dve nepovezane komponente dobijen na osnovu
uputstva napisanog u kreiranom jeziku
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Poglavlje 8
Graﬁ£ki editor
U cilju olak²avanja postupka razvoja, testiranja i ocene algoritama za analizu i
crtanje grafova, implementiran je poseban graﬁ£ki editor. On omogu¢ava kreiranje
jednostavnih grafova, kako orijentisanih, tako i neorijentisanih. Upravo su pomo¢u
njega kreirani crteºi grafova prikazani u radu. Crtanje grafova pomo¢u ovog editora
brºe je nego pisanje koda kojim bi se kreirao ºeljeni graf. Pristustvo editora olak²ava
i ocenu kvaliteta algoritma, pogotova kada je potrebno analizirati estetiku crteºa. Ova
jednostavna aplikacija moºe se upotrebiti i radi upoznavanja sa razli£itim algoritmima
za rasporeivanje i eksperimentisanja sa razli£itim vrednostima njihovih parametara, te
za analizu datog grafa (proveru planarnosti, povezanosti, bipovezanosti, dekompoziciju
na komponente itd.). Izvorni kod editora nalati se na [169].
Glavni prozor editora prikazan je na slici 8.1. U njegovom donjem delu (uokvireno
crvenom bojom na slici) nalazi se komandna konzola, gde se unose komande kojima se
mogu pozvati svi dostupni algoritmi za analizu grafova. Kao ²to se moºe videti sa slike,
osim rezultata izvr²avanja, ispisuje se i vreme koje je za to bilo potrebno.
Unosom komande help dobija se spisak svih raspoloºivih opcija, dok se u svim
ostalim slu£ajevima unosa validne naredbe izdvojeni algoritam izvr²ava nad teku¢im
grafom. Odnosno, nad grafom koji je u datom trenutku u fokusu. Neke od tih komanda
su:
 is planar - provera planarnosti grafa,
 is cyclic - provera cikli£nosti grafa,
 is connected - provera povezanosti grafa,
 is biconnected - provera bipovezanosti grafa,
 list cut vertices - lista svih artikulacionih £vorova,
 list blocks - lista svih bipovezanih komponenti grafa,
 automorphisms - lista automorﬁzama grafa,
 lay out - pra¢eno opisom u skladu sa deﬁnisanim jezikom speciﬁ£nim za domen
vr²i rasporeivanje elemenata grafa prema uputstvima korisnika,
 itd.
Implementacije algoritama, kao ²to je u uvodnom pogavlju obja²njeno, deo su posebnog
projekta i nisu u jakoj sprezi sa editorom. Sli£no, ni deﬁnicija i interpreter jezika nemaju
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Slika 8.1: Graﬁ£ki editor za podr²ku razvoja, testiranja i ocene algoritama
zavisnost takvog tipa ka njemu. Na slici 8.2 prikazan je odnos izmeu editora, jezika
speciﬁ£nog za domen i jezgra GRAD biblioteke (projekta koji sadrºi implementirane
algoritme za crtanje i analizu grafova).
U komandni panel editora mogu se uneti komande za analizu grafa, kao ²to su
is planar ili is cyclic, kao i komanda za rasporeivanje elemenata dijagrama. U
oba slu£aja, graﬁ£ki editor komandu, zajedno sa informacijama o teku¢em dijagramu
prosleuje GRAD jezgru, gde se izvr²avaju odgovaraju¢i algoritmi. Ukoliko prosleena
komanda po£inje re£ima lay out, klasa GRADbiblioteke zaduºena za rasporeivanje
prosleuje tu komandu JSD interpreteru. Interpreter kreira Java objekat koji
reprezentuje komandu, konverzijom Python objekata upotrebom Jython bilioteke, kao
²to je obja²njeno u poglavlju 7.2. Po prijemu odgovaraju¢eg objekta, klasa GRAD
biblioteke koja se bavi rasporeivanjem bira i primenjuje odgovaraju¢i algoritam, prate¢i
postupak detaljno opisan u upravo spomenutom poglavlju. Kona£no, klasa za analizu
ili rasporeivanje elemenata grafa koja je odbraivala komandu ²alje odgovor graﬁ£kom
editoru. Format odgovora zavisi od komande, te moºe biti:
 indikator da li graf poseduje neku osobinu, lista ciklusa grafa, lista povezanih
komponenti i sl. ukoliko je poslata neka od komandi za analizu grafa, ili,
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Slika 8.2: Odnos izmeu editora, jezika speciﬁ£nog za domen i jezgra GRAD biblioteke
 pozicije elemenata dijagrama ukoliko je poslata komanda za rasporeivanje.
Kona£no, graﬁ£ki editor odgovor ispisuje na konzolu, odnosno, postavlja pozicije
elemenata dijagrama. Na slici 8.3 prikazani su panel za crtanje i komandna konzola
graﬁ£kog editora, gde se vidi komanda uneta u skladu sa deﬁnisanim JSD i rezultuju¢i
izgled dijagrama.
Rasporeivanje elemenata grafa moºe se pozvati i klikom na dugme ozna£eno
zelenom bojom na slici 8.1. elemenata teku¢eg grafa. Preciznije, otvara se dijalog
preko kojeg se bira algoritam, te za trenutno selektovani opciono pode²avaju parametri.
Pomenuti dijalog prikazan je na slici 8.4.
Ukoliko su za algoritam deﬁnisane podrazumevane vrednosti pojedinih parametara,
komponente mapirane na takve parametre bivaju automatski popunjene inicijalnim
sadrºajem. Na slici je odabran organski algoritam, te su £ekirane sve checkbox
komponente, kako su sve optimizacije prema podrazumevanim pode²avanjima
omogu¢ene.
Kona£no, plavom bojom na slici ozna£en je panel za postavljanje odreenih osobina
elemenata grafa. Editor podrºava speciﬁkaciju osnovnih osobina £vorova, grana, kao i
samog grafa. Dakle, mogu se postaviti boje elemenata, sadrºaj £vora, te da li je graf
orijentisan ili ne. Takoe, nacrtani grafovi se mogu snimiti i kasnije u£itati.
129
Slika 8.3: Komandna konzola sa komandom unetom u skladu sa JSD i rezultuju¢i
izgled dijagrama
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Slika 8.4: Dijalog za izbor i konﬁguraciju algoritma za rasporeivanje
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Poglavlje 9
Integracija re²enja sa postoje¢im
graﬁ£kim editorima
Jedan od glavnih zadataka GRAD biblioteke koja je proizi²la iz istraºivanja jeste
veoma jednostavna integracija sa postoje¢im graﬁ£kim editorima. Prilikom pregleda
postoje¢ih biblioteka sa podr²kom za crtanje i analizu grafova za programski jezik
Java predstavljene su mogu¢nosti kori²¢enja nekog od algoritama koje implementiraju
u okviru zasebno razvijenih vizualizatora. Dakle, ne koriste¢i komponente koje one
same nude. Uo£eno je da je ovaj naizgled jednostavan zadatak dosta kompleksniji nego
²to se o£ekivalo. Razlog se nalazi u £injenici da su postoje¢a re²enja usredsreena
na omogu¢avanje prikaza speciﬁkovanog grafa unutar spomenutih komponenata, koje
mogu biti i potpuno funkcionalni graﬁ£ki editori. Cilj razvijene biblioteke, sa druge
strane, nije podr²ka vizualizaciji informacija na na£in koji nude druga re²enja, ve¢
davanje mogu¢nosti jednostavnog rasporeivanja elemenata postoje¢ih editora, prilikom
generisanja stati£kih slika dijagrama i sli£no. U nastavku poglavlja bi¢e predstavljen
API (Application Programming Interface) za crtanje grafova biblioteke i primeri koda
koji ga koriste.
9.1 Pregled API-ja za crtanje grafova
GRAD biblioteka omogu¢ava veoma jednostavno pozivanje ºeljenog algoritma i
preuzimanje dobijenog rezultata, odnosno pozicija £vorova i grana grafa. Dijagram
klasa koji prikazuje klju£ne elemente ove funkcionalnosti prikazan je na slici 9.1.
Pre svega, moºe se primetiti da su klase parametrizovane. Naime, bilo koja klasa
koja implementira interfejse Vertex i Edge moºe biti tip £vora, odnosno, grane grafa.
Ovi interfejsi sadrºe metode za preuzimanje informacija neophodnih za izvr²avanje
algoritama. Pre svega, veli£ine £vora i po£etnog i odredi²nog £vora grane. U op²tem
slu£aju, pro²irivanje modela koji predstavlja pomenute elemente grafa proizvoljnog
graﬁ£kog editora realizacijom navedenih interfejsa ne bi trebalo da izazove pote²ko¢e.
Ukoliko to, meutim, bude slu£aj, postoji mogu¢nost kreiranja po jedne instance klasa
GraphVertex i GraphEdge za svaki element datog dijagrama koji treba biti uzet u obzir
pri rasporeivanju.
Centralne klase zaduºene za obradu zahteva za rasporeivanjem jesu Layouter
i DSLLayouter. Klasa Layouter prima liste £vorova i grana, vrednost enumeracije
LayoutAlgorithms koja nabraja sve dostupne algoritme i, opciono, vrednosti
konﬁgurabilnih parametara izabranog algoritma. Dakle, klasu koja predstavlja graf
GRAD biblioteke korisnik ne mora da instancira, nego to kasnije automatski biva
133
1..1
0..*
vertices
1..1
0..*
edges
0..1
1..1
graph
0..*
1..1
algorithm
1..1
0..1
properties
0..1 1..1
graph
Layouter
+ layout () : Drawing<V,E>
<V,E>
DSLLayouter
- userDescription : String
+ layout () : Drawing<V,E>
<V,E>
Graph
+
+
+
+
isTree ()
isRing ()
isConnected ()
isBiconnected ()
: boolean
: boolean
: boolean
: boolean
<V,E>
Drawing
-
-
vertexMappings
edgeMappings
: Map<V,Point2D>
: Map<E,Point2D>
<V,E>
<<Enum>>
LayoutAlgorithms
-
-
-
-
-
-
-
-
-
-
-
-
-
AUTOMATIC
CIRCLE
BOX
CONCENTRIC
TUTTE
KAMADA_KAWAI
FRUCHTERMAN_REINGOLD
SPRING
ORGANIC
FAST_ORGANIC
RADIAL_TREE
COMPACT_TREE
HIERARCHICAL
: EnumConstant
: EnumConstant
: EnumConstant
: EnumConstant
: EnumConstant
: EnumConstant
: EnumConstant
: EnumConstant
: EnumConstant
: EnumConstant
: EnumConstant
: EnumConstant
: EnumConstant
Vertex
+
+
getSize ()
getContent ()
: int
: Object
Edge
+
+
getSource ()
getDestination ()
: V
: V
<V>
GraphLayoutProperties
- properties : Map<PropertyEnum, Object>
PropertyEnums
<<Enum>>
KamadaKawaiProperties
-
-
LENGTH_FACTOR
MAXIMUM_ITERATIONS
: EnumConstant
: EnumConstant
<<Enum>>
CircleProperties
-
-
DISTANCE
OPTIMIZE_CROSSINGS
: EnumConstant
: EnumConstant
<<Enum>>
BoxProperties
- COLUMNS : EnumConstant
Slika 9.1: Dijagram klasa dela re²enja bitnog za pozivanje algoritama za crtanje
grafova
uraeno na osnovu prosleenih lista. tavi²e, i sam algoritam se kreira na sli£an
na£in, na osnovu nabrojive vrednosti, te se time dodatno smanjuje koli£ina koda koji
pozivalac mora napisati. Vrednost pomenute enumeracije AUTOMATIC moºe biti
iskori²¢ena za nazna£avanje ºelje za punom automatizacijom rasporeivanja. U tom
slu£aju ne prosleuju se vrednosti parametara algoritma, kako ¢e oni biti postavljeni
nakon detekcije najboljeg algoritma na osnovu obeleºja grafa. Sa druge strane,
ukoliko je direktno izabran konkretan algoritam za crtanje, ºeljene vrednosti njegovih
parametara mogu se zadati uz pomo¢ GraphLayouProperties klase, koja sadrºi mapu
koja vezuje identiﬁkatore obeleºja i njihove vrednosti. Kako bi se i ovaj korak
maksimalno pojednostavio, za svaki konﬁgurabilni algoritam deﬁnisana je posebna
enumeracija koja pobraja sva podesiva obeleºja. Upravo vrednosti tih enumeracija
dodaju se kao klju£evi u spomenutu mapu, ²to smanjuje mogu¢nost gre²ke i potrebu
oslanjanja na dokumentaciju radi postizanja cilja. Po²to biblioteka sadrºi poprili£no
velik broj algoritama za rasporeivanja, pri £emu ve¢ina njih moºe biti bar do neke mere
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konﬁgurisana, na dijagramu nisu prikazane sve enumeracije za speciﬁkaciju parametara.
Takoe, svi parametri kojima korisnik ne zada vrednost dobijaju podrazumevane
vrednosti.
Klasa DSLLayouter, sa druge strane, realizuje rasporeivanje na osnovu speciﬁkacije
u skladu sa deﬁnisanim jezikom speciﬁ£nim za domen. Sli£no kao Layouter, prima liste
£vorova i grana, ali umesto algoritma i njegovih parametara, daje opis u vidu obi£nog
teksta koji po²tuje pravila JSD-a.
U svakom slu£aju, nezavisno od metode rasporeivanja koji se koristi, ono ¢e biti
pokrenuto pozivom metode layout koju poseduju obe klase. Po zavr²etku ove akcije,
koja obuhvata izvr²avanje algoritma ili algoritama za rasporeivanje i postprocesiranja,
kao povratna vrednost dobija se objekat tipa Drawing, iz kojeg se direktno mogu preuzeti
mapiranja £vorova na njihove izra£unate pozicije i grana na liste pozicija po£etnih,
krajnjih i prelomnih ta£aka koje sadrºe.
9.2 Primeri koda
U ovoj sekciji bi¢e prikazan po primer pozivanja rasporeivanja direktnim navoenjem
algoritma i upotrebom jezika speciﬁ£nog za domen. Prvi je dat u listingu koda 9.1, a
drugi u listingu 9.2.
Listing 9.1: Pozivanje Kamada-Kavai algoritma i preuzimanje rezultata
// izbor algoritma
LayoutAlgorithms algorithm = LayoutAlgorithms.KAMADA_KAWAI;
// zadavanje parametara
GraphLayoutProperties layoutProperties =
new GraphLayoutProperties ();
//Prvi argument identifikuje obelezje , drugi je vrednost
// Posto se poziva algoritam Kamada -Kavai , koristi
//se enumeracija povezana sa njegovim obelezjima
layoutProperties.setProperty(
KamadaKawaiProperties.LENGTH_FACTOR , 5);
layoutProperties.setProperty(
KamadaKawaiProperties.DISCONNECTED_DISTANCE_MULTIPLIER , 3);
// Rasporedjivacu se prosledjuju liste elemenata ,
// izabrani algoritam i konfiguracija
Layouter <GraphVertex , GraphEdge > layouter =
new Layouter <>(vertices , edges , algorithm ,
layoutProeprties);
// izvrsavanje algoritma vraca Drawing objekat , iz koga
//se preuzimaju poziyicije
Drawing <GraphVertex , GraphEdge > drawing = layouter.layout ();
Map <GraphVertex , Point2D > vertexPositions =
drawing.getVertexMappings ();
Map <GraphEdge , List <Point2D >> edgePositions =
drawing.getEdgeMappings ();
Listing 9.2: Rasporeivanje upotrebom deﬁnisanog jezika
// String u skladu sa jezikom
String dsl = "lay out graph algorithm Kamada Kawai length factor = 5,
distance multiplier = 3";
DSLLayouter dslLayouter =
new DSLLayouter <>(vertices , edges , dsl);
Drawing <GraphVertex , GraphEdge > drawing = dslLayouter.layout ();
Map <GraphVertex , Point2D > vertexPositions =
drawing.getVertexMappings ();
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Map <GraphEdge , List <Point2D >> edgePositions =
drawing.getEdgeMappings ();
Iz primera se moºe primetiti da zaista nije potrebno pisati niti puno, niti posebno
kompleksnog koda. Svega nekoliko linija dovoljno je za postizanje cilja, posebno ukoliko
se koristi implementirani jezik speciﬁ£an za domen.
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Poglavlje 10
Primena re²enja
Re²enje moºe imati veoma veliki broj primena, u okviru bilo kojeg graﬁ£kog editora,
odnosno, alata za modelovanje kojima bi automatsko rasporeivanje elemenata
dijagrama moglo biti od koristi. U pojedinim situacijama ovakva funkcionalnost je
neophodna za prijatan rad korisnika. U ovom poglavlju bi¢e prodiskutovane takve
situacije, te dati neki konkretni primeri kori²¢enja.
10.1 Diskusija o mogu¢im primenama
Kao ²to je spomenuto, re²enje moºe biti iskori²¢eno u bilo kojem graﬁ£kom editoru,
gde postoji potreba za automatskim kreiranjem crteºa nekog dijagrama. Meutim,
re²enje je od posebnog interesa u situacijama kada ve¢ postoje¢e informacije treba da
budu vizualizovane. Jedan od primera kada se navedeno moºe desiti upravo su jezici
speciﬁ£ni za domen.
U sekciji 2.7, gde je dat kratak uvod u jezike pomenutog tipa, napomenuto je da
mogu imati razli£ite konkretne sintakse, od kojih su najzna£ajnije tekstualna i graﬁ£ka.
Obe sintakse imaju odreene prednosti i mane, pri £emu je tekstualnu £esto preferiraju
programeri, dok domenski eksperti radije koriste graﬁ£ku. Razli£ita istraºivanja do²la su
do zaklju£ka da je stoga idealno podrºati i jednu i drugu [112]. Radi podrºavanja graﬁ£ke
sintakse neophodno je obezbediti poseban graﬁ£ki editor, u koejm bi se kreirali dijagrami
£iji elementi odgovaraju konceptima jezika. Postojanje dve sintakse, meutim, dovodi
do slede¢eg problema: kako prikazati modele speciﬁkovane tekstualnom sintaksom
pomo¢u graﬁ£kog editora radi pregleda i eventualne modiﬁkacije? Naime, elementi
dijagrama, kreirani na osnovu tekstualne deﬁnicije, nemaju pozicije, budu¢i da taj
koncept nije sastavni deo ovih notacija. Dakle, dolazi se do problema automatskog
rasporeivanja. Elementi bi se mogli rasporediti nasumi£no, ili svi postaviti na neku
proizvoljnu poziciju, ali bi tada korisnici pre dalje upotrebe morali samostalno urediti
dijagram, ²to bi bilo neprijatno i dugotrajno u slu£aju ve¢ih modela.
Takoe, pojedini autori jezika speciﬁ£nih za domen ne podrºavaju graﬁ£ku notaciju
u celosti, ve¢ samo generi²u stati£ke vizuelne predstave modela kreiranih drugom
notacijom. Kako navodi studija [112], iako ovo nije optimalno re²enje, graﬁ£ki prikaz
modela moºe domenskim ekspertima olak²ati njegovo razumevanje. Iako tada nije
neophodan potpuno funkcionalan graﬁ£ki editor, i generisanje stati£ke slike koja bi
mogla preneti informacije na odgovaraju¢i na£in uklju£uje ra£unanje pozicija elemenata,
odnosno, primenu nekog algoritma za automatsko rasporeivanje.
Jo² jedna okolnost u kojoj se moºe javiti potreba za upotrebom automatskog crtanja
grafova, odnosno, dijagrama, jeste unutar alata za modelovanje koji podrºavaju uvoºenje
137
modela razvijenih kori²¢enjem nekog drugog alata. Na primer, popularni PowerDesigner
[170] i MagicDraw [171] alati poseduju takvu funkcionalnost. Oba alata automatski
kreiraju sopstvene modele na osnovu uvezenih, ali ih jedino prvospomenuti iscrtava na
estetski lep na£in, ²to u velikoj meri moºe pove¢ati satisfakciju korisnika ovom opcijom.
Dodatno, automatsko rasporeivanje elemenata dijagrama je sastavni Eclipse GEF
okvira (Graphical Editing Framework) [172]. GEF omogu¢ava kreiranje graﬁ£kih
editora na programskom jeziku Java, nude¢i nekoliko algoritama za pozicioniranje
elemenata, ali i pruºaju¢i mehanizam za pro²irivanje ovog skupa. Dodati algoritam moºe
biti implementiran pozivanjem nekog od algoritama GRAD biblioteke. Demonstracija
upotrebe biblioteke, meutim, ne¢e obuhvatati ovu primenu, nego ¢e se koncentrisati
na noviji Eclipse projekat koji se takoe bavi graﬁ£kim modelovanjem oslanjaju¢i se na
GEF - Sirius projektnom okviru [16].
Takoe, treba napomenuti da £ak i u sklopu graﬁ£kih editora unutar kojih je
korisnik ru£no kreirao dijagram, automatsko rasporeivanje moºe biti od koristi. Naime,
ukoliko je dijagram sa£injen u ºurbi i bez fokusiranja na estetiku, primena algoritma za
automatsko rasporeivanje moºe brzo ulep²ati neuredan crteº.
U svakom slu£aju, u kojem god kontekstu je potrebno ili korisno automatsko
rasporeivanje elemenata grafa, razvijeni jezik speciﬁ£an za domen moºe pomo¢i pri
izboru. Kao ²to je navedeno u pregledu ciljeva istraºivanja, jezik moºe u velikoj meri
olak²ati korisniku koji nema puno znanja vezanog za crtanje grafova izbor i konﬁguraciju
algoritma kojim bi se kreirao crteº u skladu sa njegovim ºeljama.
Kona£no, po²to biblioteka implementira veliki broj algoritama za analizu grafova,
njih same mogu direktno primeniti drugi projekati koji se bave grafovima. Algoritmi
koji se ti£u planarnosti grafova i dekompozicija na bipovezane i tripovezane komponente
poprili£no su komplikovani za implementaciju, imaju¢i pritom veoma ²iroku primenu.
U naredne dve sekcije bi¢e prikazana dva primera kori²¢enja GRAD biblioteke.
Jedan u okviru Kroki [173] alata za skiciranje poslovnih aplikacija upotrebom razli£itih
alata, od £ega je jedan editor UML dijagrama klasa. Drugim primerom bi¢e
demonstrirana mogu¢nost kori²¢enja biblioteke u okviru Sirius razvojnog okvira.
10.2 Primer kori²¢enja u okviru Kroki alata
Kroki je alat za interaktivni razvoj poslovnih aplikacija baziran na skicama formi.
Alat omogu¢ava skiciranje ekranskih formi razli£itih vrsta, po²tuju¢i posebno deﬁnisan
standard korisni£kog interfejsa koji odreuje njihov izgled i funkcionalnost. Kroki je
namenjen kako projektantima, tako i korisnicima razli£itih struka i nivoa znanja, te je
postojanje vi²e pogleda na aplikaciju od velike vaºnosti. Stoga ovaj alat poseduje vi²e
ugraenih alata pomo¢u kojih se mogu kreirati forme i uspostavljati veze meu njima.
To su:
 Editor formi, koji omogu¢ava njihovo kreiranje direktnim prevla£enjem elemenata
kao ²to su tekstualna i druga polja sa palete.
 Komandna konzola, koja pruºa mogu¢nost unosa tekstualnih komandi putem kojih
se na brz na£in mogu kreirati ekranske forme.
 Graﬁ£ki UML editor, kod kojeg svaka klasa predstavlja formu, a asocijacija meu
klasama vezu jedne forme sa drugom.
Nezavisno od na£ina na koji se aplikacija modeluje, promene na£injene nad jednim
pogledom moraju biti vidljive u okviru drugog. Kako je osnovna ideja Kroki alata
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kreiranje inicijalne skice zajedno sa krajnjim korisnicima (domenskim ekspertima), to
se uglavnom vr²i upotrebom editora formi, kako je njima ovaj na£in najprirodniji.
Meutim, programerima bi kasnije moglo biti zgodno pogledati UML model klasa, te ga
dopuniti i izmeniti prema potrebi. Naime, ovaj na£in skiciranja je znatno brºi ukoliko
korisnik ima iskustva sa drugim alatima za modelovanje. Dakle, dolazi se u situaciju
kada je potrebno automatski kreirati graﬁ£ke elemente, ali ih i rasporediti na pregledan
na£in.
Treba napomenuti da u ovom slu£aju sama vizualizacija skicirane aplikacije putem
dijagrama UML klasa nije dovoljna, te je postojala potreba za razvojem posebnog
editora. Naime, svako dodavanje nove klase, promena njenog atributa ili uspostavljanje
veze izmeu dva elementa dijagrama treba rezultovati aºuriranjem i pogleda putem
editora formi. Odnosno, modela koji se nalazi u pozadini oba relevantna pogleda.
Dakle, kori²¢enje neke od opisanih biblioteka za vizualizaciju radi generisanja editora
nije u datom slu£aju validno re²enje. Vi²e informacija o graﬁ£kom editoru, modelu koji
se nalazi u korenu Kroki alata, kao i sinhronizaciji izmena o kojima je bilo re£i moºe se
na¢i u [174].
Pored kreiranja skica na tri nabrojana na£ina, Kroki podrºava i uvoºenje UML
modela razvijenih drugim alatima za modelovanje, kao ²to su prethodno spomenuti
PowerDesigner i MagicDraw [175]. Ovakvi modeli mogu imati i po nekoliko stotina, pa
£ak i hiljada klasa, na osnovu kojih se pri uvoºenju generi²u forme. Pri prvom otvaranju
graﬁ£kog UML editora formiraju se odgovaraju¢i graﬁ£ki elementi, £ije pozicije inicijalno
nisu poznate. Kako korisnik ne bi sam rasporeivao ovako veliki broj elemenata, njihovo
automatsko pozicioniranje je veoma zna£ajno. tavi²e, kako je u takvim situacijama
te²ko proceniti koji algoritam bi se mogao primeniti i kako ga treba konﬁgurisati,
poºeljna je puna automatzacija ovih akcija.
Jedan primer rada sa ve¢im modelom za koji je kori²¢en Kroki alat jeste za
podr²ku vizualizacije, daljeg razvoja i kreiranja izvr²ivog prototipa CERIF ((the
Common European Research Information Format)[176] modela. CERIF je standard za
razvoj nacionalnih sistema za rukovanje istraºivanjima. Deﬁni²e standardizovani model
podataka i predloºen je 1991. godine, da bi od tada u vi²e navrata bio pobolj²avan
i pro²irivan. CERIF speciﬁkacija 1.5 je uvezena u Kroki alat, gde se primetilo da
se sastoji iz oko 280 klasa, rasporeenih u 31 paket. Inicijalni model prvo je morao
biti sreen pre nego ²to se pristupilo generisanju aplikacije [177]. Ru£no pozicioniranje
elemenata 31 paketa svakako bi znatno usporilo stizanje do jasne vizualizacije modela, te
se i ovde automatsko rasporeivanje pokazalo kao faktor ubrzavanja rada, kojem Kroki
teºi u svim aspektima. Sadrºaji dva proizvoljna paketa su uglavnom znatno razli£iti, te
je ovaj primer dobar test za automatsku detekciju i konﬁguraciju pogodnog algoritma.
Takoe, treba napomenuti da su klase znatno ve¢ih dimenzija u odnosu na £vorove
grafova kori²¢ene u primerima, te je ovaj problem ujedno i prilika za demonstraciju rada
sa £vorovima nezanemarljivih i nejednakih veli£ina. Takoe, ukoliko su klase paketirane,
neophodno je kreirati pre£ice u okviru svih paketa £iji elementi treba da budu povezani
s elementima drugih paketa. Dakle, ukupan broj graﬁ£kih elemenata je £esto ve¢i od
ukupnog broja razli£itih klasa.
Radi demonstracije na£ina sprezanja razvijene biblioteke sa Kroki alatom, na slici
10.1 prikazan je deo modela graﬁ£kih elemenata Kroki UML editora.
Jedan dijagram sadrºi elemente kao ²to su klase i paketi, koji nasleuju
LinkableElement klasu i veze, tipa Link. Takav dijagram moºe se predstaviti grafom
£iji £vorovi su instance prve, a grane druge klase. Rasporeivanje Kroki UML dijagrama
klasa na potpuno automatski na£in prikazan je u listingu koda 10.1. Listing prikazuje
jednostavnost kori²¢enja razvijene biblioteke za dobijanja pozicija na kojima elementi
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Slika 10.1: Deo modela klasa graﬁ£kih elemenata UML editora Kroki alata
dijagrama treba da se nau i integracije sa daljom obradom u skladu sa speciﬁ£nostima
editora.
Listing 10.1: Sprega Kroki alata sa GRAD bibliotekom
List <LinkableElement > elementsToLayout =
new ArrayList <LinkableElement >();
for (GraphElement el : model.getDiagramElements ())
if (el instanceof LinkableElement)
elementsToLayout.add(( LinkableElement) el);
links = model.getLinks ();
Layouter <LinkableElement , Link > layouter =
new Layouter <LinkableElement , Link >(
elementsToLayout , links , LayoutAlgorithms.AUTOMATIC);
try {
Drawing <LinkableElement , Link > drawing = layouter.layout ();
Map <LinkableElement , Point2D > elementPositions =
drawing.getVertexMappings ();
for (LinkableElement el : elementsToLayout){
Point2D position = elementPositions.get(el);
setPosition(view , el, (int) position.getX(), (int) position.getY());
setConnectorLocations(el);
}
Map <Link , List <Point2D >> linkPositions = drawing.getEdgeMappings ();
for (Link link : links){
setLinkNodes(view , link , linkPositions.get(link));
}
} catch (CannotBeAppliedException e) {
e.printStackTrace ();
}
Pri importu CERIF modela dobijen je, kao ²to je re£eno, 31 paket, od kojih
svaki unutar sebe sadrºi manji model, odnosno, poseban dijagram. Ti dijagrami
neretko nemaju puno sli£nosti, sastoje¢i se iz razli£itog broja elemenata, ponekad sa
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velikim brojem veza izmeu sadrºanih klasa, ponekad sa znatno manjim. Prema tome,
automatsko rasporeivanje daje druga£ije rezultate, odnosno, izdvaja razli£ite algoritme
za razli£ite pakete, kao i za prikaz dijagrama najvi²eg nivoa, koji se sastoji samo
iz paketa. Na slikama koje slede prikazano je nekoliko dijagrama CERIF modela s
elementima koje je GRAD biblioteka pozicionirala uz pomo¢ automatske detekcije i
konﬁguracije algoritma:
 Slika 10.2 prikazuje dijagram na vrhu, rasporeen tabelarnim algoritmom.
 Slika 10.3 paket sa manjim unutra²njim dijagramom koji je graf tipa stabla.
 Slika 10.4 paket sa ve¢im dijagramom koji ne poseduje osobine od interesa, te je
rasporeen silom usmerenim algoritmom.
Slika 10.2: Dijagram CERIF modela najvi²eg nivoa, rasporeen tabelarnim
algoritmom
Iz primera se vidi da se zaista vodilo ra£una o dimenzijama elemenata, ²to je izuzetno
bitno za dijagrame klasa, kod kojih su veli£ine elemenata nekonzistentne.
10.3 Integracija sa popularnim alatima
Pojedini popularni alati za modelovanje, odnosno, kreiranje graﬁ£kih editora, pored
pruºanja nekolicine sopstvenih mehanizama za automatsko rasporeivanje elemenata
dijagrama ostavljaju mogu¢nost ugraivanja dodatnih. Jedan primer je Eclipse GMP
(Graphical Modeling Project, [178] koji obezbeuje skup generi£kih komponenata za
razvoj graﬁ£kih editora baziranih na Eclipse EMF (Eclipse Modeling Framework) [179]
i GEF (Graphical Editing Framework) [180] okvirima.
EMF je okvir za modelovanje sa mogu¢no²¢u generisanja koda na osnovu modela
speciﬁkovanog u odgovaraju¢em formatu. Konkretnije, EMF omogu¢ava generisanje
entiteta, njihove graﬁ£ke reprezentacije, editora kojim se model moºe ²iriti i ²ablona
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Slika 10.3: Manji dijagram unutar paketa rasporeen algoritmom za crtanje stabala
za pisanje testova. GEF sa druge strane poseduje funkcionalnosti poput alata za
kreiranje Graphviz DOT grafova i njihove reprezentacije, kao i komponenata koje se
mogu iskoristiti za oboga¢ivanje graﬁ£kih aplikacija. Izmeu ostalog, GEF sadrºi skup
algoritama za rasporeivanje elemenata dijagrama, deﬁni²u¢i pritom interfejse £ijom
realizacijom se dati skup moºe pro²iriti. Algoritmi kojeGEF obezbeuje jesu standardni
algoritmi za crtanje stabala, rasporeivanje elemenata tabelarno, kao i redom na jednoj
liniji, te silom-usmereni algoritam baziran na metodi opruge.
Iako se EMF i GEF mogu direktno koristiti za razvoj graﬁ£kih editora i drugih
aplikacija, jednostavnija opcija je upotreba Sirius Eclipse projekta, koji obuhvata
pomenuta dva okvira i podiºe ih na vi²i nivo. Sirius omogu¢ava kreiranje radnog
okruºenja za modelovanje koje se sastoji iz editora dijagrama, tabela i stabala za
pravljenje, modiﬁkaciju i vizualizaciju EMF modela. Editori se deﬁni²u modelima koji
odreuju strukturu radnog okruºenja, njegovo pona²anje i alate koje poseduje. Opisano
Sirius radno okruºenje biva dinami£ki interpretirano.
Speciﬁkacija dijagrama obuhvata odreivanje graﬁ£ke reprezentacije elemenata
modela, kao i alata koji se mogu primeniti - dodavanje novih elemenata i veza meu
njima, ﬁlteri, validaciona pravila, navigacija, te automatsko rasporeivanje elemenata
dijagrama. Sirius je u velikoj meri pro²iriv, dozvoljavaju¢i deﬁnisanje novih na£ina
reprezentacije, jezika za pretragu, kao i novih mehanizama rasporeivanja, ²to je od
posebnog interesa za teku¢i pregled i bi¢e detaljnije opisano u nastavku.
Rad u Sirius okruºenju po£inje kreiranjem domenskog modela putem EMF
koncepata i njegovim pokretanjem kao Eclipse aplikaciju. U pokrenutom okruºenju
potom se kreiraju projekti za modelovanje (Modeling Project) i za speciﬁkaciju
prezentacije (Viewpoint Speciﬁcation Project), u kome se kreiraju sve klase koje ¢e
biti spominjane u narednim pasusima.
Kao ²to je ve¢ spomenuto, GEF okvir koji je jedan od temelja Sirius projekta
nudi kako gotove algoritme za rasporeivanje elemenata dijagrama, tako i mogu¢nost
dodavanja novih. Odnosno, omogu¢eno je deﬁnisanje reakcije na zahtev za
rasporeivanje svih elemenata (akcija Arange All), te samo svih selektovanih. Sirius
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Slika 10.4: Ve¢i dijagram rasporeen silom usmerenim algoritmom
dodatno pojednostavljuje postupak, deﬁni²u¢i nove apstraktne i konkretne klase usko
povezane sa navedenim problemom. Od posebnog interesa su AbstractLayoutProvider i
DefaultLayoutProvider, koje nasleuju GEF AbstractLayoutEditPartProvider klasu,
redeﬁni²u¢i njene metode neophodne za izvr²avanje spomenute akcije. Re£ je o slede¢em:
 provides(IOperation operation) - odreuje da li klasa moºe da primi zahtev
prosleenog tipa.
 layoutEditParts(GraphicalEditPart containerEditPart, IAdaptable
layoutHint) - rasporeuje elemente prosleenog roditeljskog elementa, odreuju¢i
na£in za izvr²avanje ovog zadatka na osnovu naznaka speciﬁkovanih drugim
parametrom. Kao rezultat vra¢a komandu kojom se menjaju pozicije elemenata.
 layoutEditParts(List selectedObjects, IAdaptable layoutHint) -
rasporeuje selektovane elemente, takoe vra¢aju¢i komandu na kraju svog
izvr²avanja.
Centralni pojmovi u GMF -u, su view i edit part, gde prvi predstavlja gradivne celine
prezentacionog sloja, a drugi kontrolore odgovorne za pona²anje editora, korisni£ku
interakciju sa dijagramom, kao i deﬁnisanje graﬁ£ke reprezentacije elemenata. Notacioni
model odreuje koji podskup domenskog modela se prikazuje u vizualizatoru, pritom
dodaju¢i informacije povezane s konkretnom reprezentacijom poput pozicija elemenata,
fonta i drugih stilskih podataka.
Razlikuje se vi²e edit part klasa, a dve najbitnije za integraciju saGRAD bibliotekom
su ShapeNodeEditPart, koja predstavlja £vor grafa, i ConntectionEditPart, koja
predstavlja granu. Dakle, proverama tipova edit part elemenata jednog roditelja moºe se
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kreirati GRAD graf, nad kojim se dalje moºe primeniti bilo koji algoritam koji biblioteka
nudi. Primer koda kojim se poziva automatsko rasporeivanje dat je u listingu 10.2.
Listing 10.2: Kori²¢enje GRAD biblioteke za deﬁnisanje novih na£ina automatskog
rasporeivanja editora generisanog pomo¢u Sirius alata
public Command layoutEditParts(final
GraphicalEditPart containerEditPart ,
final IAdaptable layoutHint) {
final List <ConnectionEditPart > connectionEditParts = new
ArrayList <ConnectionEditPart >();
final List <GraphEdge > edges = new ArrayList <GraphEdge >();
// Mapiranje edit part -a na cvor grafa
final Map <ShapeEditPart , GraphVertex > editPartVertexMap = new
HashMap <ShapeEditPart , GraphVertex >();
for (EidtPart next : containerPart.getChildren ()){
if (next instanceof ShapeEditPart &&
!(next instanceof IBorderItemEditPart)) {
//Ako je element shape edit part - cvor grafa
// nalazimo njegove dimenzije i
// pravimo odgovarajuci cvor GRAD grafa.
//Posto se ne moze implementirati interfejs ,
// koriste se GraphVertex i GraphEdge klase
final ShapeEditPart shapeEditPart = (ShapeEditPart) next;
Dimension size = shapeEditPart.getSize ();
java.awt.Dimension dim = new java.awt.Dimension(size.width , size.height);
GraphVertex vertex = new GraphVertex(dim);
editPartVertexMap.put(shapeEditPart , vertex);
} else if (next instanceof ConnectionEditPart){
final ConnectionEditPart connectionEditPart = (ConnectionEditPart) next;
connectionEditParts.add(connectionEditPart);
}
}
for (ConnectionEditPart connectionEditPart : connectionEditParts){
GraphVertex v1 = editPartVertexMap.get(connectionEditPart.getSource ());
GraphVertex v2 = editPartVertexMap.get(connectionEditPart.getTarget ());
GraphEdge edge = new GraphEdge(v1, v2);
edges.add(edge);
}
// kreiranje kompozitne komande , koja sadrzi pojedinacne komande
// zaduzene za pomeranje elemenata
final CompoundCommand result = new CompoundCommand ();
//GRAD centralna klasa za rasporedjivanje.
// Deifnise se automatski nacin , ali se na slican nacin
//moze iskoristiti bilo koja druga opcija biblioteke
Layouter <GraphVertex , GraphEdge > layouter =
new Layouter <GraphVertex , GraphEdge >(
(List <GraphVertex >) editPartVertexMap.values (), edges ,
LayoutAlgorithms.AUTOMATIC);
Drawing <GraphVertex , GraphEdge > drawing;
try {
drawing = layouter.layout ();
for (EditPart editPart : editPartVertexMap.keySet ()) {
ShapeEditPart shapeEditPart = (ShapeEditPart) editPart;
// racunanje pomeraja , na osnovu kog se formira komanda
final Point ptOldLocation =
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shapeEditPart.getFigure ().getBounds ().getLocation ();
Point2D location = drawing.getVertexMappings ().get(
editPartVertexMap.get(shapeEditPart));
shapeEditPart.getFigure ().translateToAbsolute(ptOldLocation);
final Point ptLocation =
new Point(location.getX(), location.getY());
final Dimension delta = ptLocation.getDifference(ptOldLocation);
final Object existingRequest =
this.findRequest(shapeEditPart.getNotationView (),
RequestConstants.REQ_MOVE);
if (existingRequest == null) {
final ChangeBoundsRequest request = new
ChangeBoundsRequest(RequestConstants.REQ_MOVE);
request.setEditParts(shapeEditPart);
request.setMoveDelta(
new PrecisionPoint(delta.width , delta.height));
request.setLocation(
new PrecisionPoint(ptLocation.x, ptLocation.y));
final Command cmd = this.buildCommandWrapper(
request , shapeEditPart);
if (cmd != null && cmd.canExecute ()) {
result.add(cmd);
}
} else if (existingRequest instanceof ChangeBoundsRequest) {
final ChangeBoundsRequest changeBoundsRequest =
(ChangeBoundsRequest) existingRequest;
changeBoundsRequest.setMoveDelta(
new PrecisionPoint(delta.width , delta.height));
changeBoundsRequest.setLocation(
new PrecisionPoint(ptLocation.x, ptLocation.y));
}
}
} catch (CannotBeAppliedException e) {
e.printStackTrace ();
}
return result;
}
Iz listinga se moºe primetiti da instanciranje odgovaraju¢ih GRAD klasa i pozivanje
automatskog rasporeivanja ne predstavlja poseban izazov. Kompleksniji delovi koda
povezani su s kreiranjem komande na na£in deﬁnisan GEF i Sirius okvirima, ²to je
nezavisno od samog ra£unanja i preuzimanja pozicija elemenata. Koriste¢i istu logiku
kao u listingu, moºe se pozvati bilo koji konkretni algoritam ili rasporeivanje na osnovu
opisa koji po²tuje pravila jezika, te rasporediti i kompleksniji dijagrami sa elementima
koji sadrºe druge ili ivi£ne elemente. Ivi£ni elementi povezani su s obi£nim, tako
²to se nalaze na njihovim granicama sa okolinom. Kako u teku¢oj diskusiji akcenat
nije na upoznavanju sa Sirius okruºenjem, ne¢e biti posve¢eno vi²e paºnje odreenim
speciﬁ£nostima i na£inu deﬁnisanja rasporeivanja kompozitnih dijagrama.
Naredni korak u zadavanju kori²¢enja sopstvenog rasporeiva£a u okviru Sirius
projekata podrazumeva kreiranje klase koja implementira interfejs LayoutProvider,
koji deﬁni²e metodu getLayoutNodeProvider. Metoda prima roditeljski edit part,
i vra¢a instancu klase zaduºenu za odreivanje pozicija sadrºanih elemenata.
Dakle, moºe se upotrebiti upravo prethodno napisana klasa koja nasleuje
AbstractLayoutEditPartProvider. Poslednja neophodna akcija jeste dodavanje
layoutProvider ekstenzije u plugin.xml uz speciﬁkaciju putanje do kreirane
LayoutProvider klase kao vrednosti providerClass obeleºja.
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Poglavlje 11
Evaluacija
Evaluacija GRAD biblioteke izvr²ena je sprovoenjem korisni£ke studije, tokom koje su
korisnici (programeri sa do 25 godina iskustva) ocenjivali £itljivost i izgled istih modela
automatski kreiranih i vizualizovanih pomo¢u razli£itih alata. Takoe, u£esnici studije
davali su svoj sud o jasno¢i nekoliko primera koda za pozivanje rasporeivanja elemenata
grafa, uklju£uju¢i i kod napisan primenom GRAD biblioteke.
Cilj studije je bio da se potvrdi da:
1. Dijagrami prikazani unutar graﬁ£kog editora koji za automatsko rasporeivanje
elemenata koristi GRAD u proseku su vizuelno atraktivniji korisnicima u odnosu
na dijagrame sa automatski rasporeenim elementima vizualizovanih pomo¢u
vode¢ih komercijalnih alata i alata otvorenog koda za modelovanje.
2. API GRAD biblioteke je lak²i za razumevanje i kori²¢enje u poreenju sa ovim
segmentom drugih Java biblioteka za analizu i crtanje grafova.
3. Veliki procenat programera (blizu 50%) preferirao bi kori²¢enje eksternog JSD-a
GRAD biblioteka u odnosu na pozivanje algoritma za rasporeivanje elemenata
dijagrama na neki drugi na£in.
11.1 Evaluaciona procedura
Evaluacija je bazirana na vizualizaciji Cerif modela upotrebom £etiri razli£ita alata
za modelovanje UML dijagrama klasa. Re£ je o vode¢im komercijalnim alatima
spomenutog tipa SAP Sybase PowerDesigner [170] i MagicDraw, sve popularnijem alati
otvorenog koda Pypurus, te editoru dijagrama klasa Kroki alata, koji je integrisan sa
GRAD bibliotekom. Izabrano je 10 od 31 Cerif paketa i otvoreno u svakom od editora.
PowerDesigner i Kroki automatski rasporeuju elemente dijagrama, dok je u slu£aju
MagicDraw i Papyrus alata datu fukcionalnost neophodno ru£no pozvati. Meutim, i
MagicDraw i Papyrus rasporeivanje rade potpuno automatski, bez potrebe za u£e²¢em
korisnika u izboru i konﬁguraciji algoritma. Sva obeleºja elemenata dijagrama, osim
njihovih pozicija, postavljena su na iste vrednosti unutar svih editora. Ovo je uraeno
kako bi se minimizovao uticaj li£nih ukusa u£esnika studije, poput preferiranja jedne
boje u odnosu na drugu. U£esnicima je prikazano 10 skupova od po 4 dijagrama a nije
im re£eno koji dijagram je nastao upotrebom kog editora (po jedan dijagram za svaki
alat, za svaki izabrani paket). Od njih se traºilo da:
1. Ocene estetski utisak dijagrama kori²¢enjem 1-5 Likertove skale, predstavljene
gradacijom od odgovora "vrlo lo²e" do "odli£no".
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2. Probaju da re²e relativno jednostavni zadatak i daju sud o njegovoj teºini za svaki
dijagram. Radilo se o, na primer, nalaºenju putanja izmeu klasa, prebrojavanju
broja grana izmeu dve klase (£ime se testira koliko dobro koji alat vodi ra£una o
vi²estrukim granama), prebrojavanju broja grana koje ulaze u neku klasu ili izlaze
iz nje itd. U£esnici su mogli izabrati odgovor na skali od "vrlo te²ko" (1) do "vrlo
lako" (5).
Druga grupa pitanja uvedena je kako bi se mogla porediti £itljivost dijagrama,
imaju¢i u vidu da dijagram moºe estetski lepo izgledati, ali da pritom nije lako uo£ite
bitne informacije na njemu. Na primer, dijagram kod kojeg su vi²estruke grane u
potpunosti preklopljene moºe da izgleda preglednije od onih gde su ove grane razdvojene,
ali stoga i skriva bitne relacije izmeu klasa. Prilikom izbora 10 paketa za evaluaciju,
voeno je ra£una o raznovrsnosti. Naime, zastupljeni su i manji dijagrami (sa 5 ili 6
klasa), ve¢i sa preko 20 klasa, kao i dijagrami sa vi²estrukim vezama izmeu istih klasa.
Jedan primer prikaza istog paketa kroz sva £etiri alata dat je na slici 11.1.
(a) Papyrus
(b) MagicDraw
(c) PowerDesigner (d) Kroki i GRAD
Slika 11.1: Model paketa srednje veli£ine prikazan od strane sva 4 alata
U drugoj fazi studije u£esnicima je predstavljeno pet primera koda za pozivanje
jednog algoritma za rasporeivanje elemenata grafa i preuzimanje rezultata. Meu
uzorcima koda na²li su se JGraphX, JUNG, prefuse, te dva primera koda GRAD
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biblioteke, gde jedan uklju£uje JSD, a drugi ne. Svi dijagrami i primeri koda kori²¢eni
u studiji, kao i dobijeni rezultati dostupni su na Mendeley Data repozitorijumu nau£nih
podataka [181].
11.2 U£esnici studije
U studiji je u£estvovao ukupno 31 softverski inºenjer, sa odreenim iskustvom u oblasti
UML modelovanja. Na samom po£etku evaluacije, u£esnici su popunjavali anketu sa
op²tim pitanjima, koja su se odnosila na njihovu procenu sopstvenih ve²tina na poljima
relevantim za oblast studije. U£esnici su svoje znanje ocenjivali brojem od 1 do 10.
Dobijeni rezultati (prose£na vrednost svakog odgovora) prikazani su u tabelama 11.1 i
11.2.
Godine Godine iskustva programiranja u Javi Godine iskustva u modelovanju
31,4 10 5,6
Tabela 11.1: Prose£na vrednost odgovora na op²ta pitanja
Pitanje 1 2 3 4 5 6 7 8 9 10 Prosek
Koliko biste rekli
da ste ve²ti pri
modelovanju UML
dijagrama klasa?
3% 0% 0% 6% 0% 10% 16% 23% 29% 13% 7.71/10
Da li ste upoznati
sa obla²¢u
crtanja grafova?
6% 10% 13% 6% 13% 16% 19% 13% 3% 0% 5.19/10
Kako biste ocenili
svoju ve²tinu u oblasti
graﬁ£kog dizajna?
6% 6% 16% 16% 19% 10% 3% 10% 13% 0% 5.03/10
Tabela 11.2: Rezultati upitnika o proceni ve²tine u£esnika studije
U£esnici studije bili su upitani i da li bi, u slu£aju da razvijaju sopstveni
graﬁ£ki editor, radije implementirali algoritam za rasporeivanje elemenata dijagrama
samostalno, ili koristili gotova re²enja. Velika ve¢ina (84%) odgovorila je da bi se radije
oslonila na postoje¢e implementacije.
Rezultati
Rezultati prve faze evaluacije prikazani su u tabelama 11.3 i 11.4. U prvoj od dve tabele
nalaze se prose£ne ocene estetike crteºa sa standardnim devijacijama, dok su u drugoj
prikazane procene teºine izvr²avanja zadatih zadataka. Na slici 11.2 prikazani su box
chart dijagrami sva £etiri alata, kreiranih na osnovu podataka iz tabele 11.3, dok se na
slici 11.3 mogu videti dijagrami nastali na osnovu tabele 11.4.
Prose£ne ocene pokazuju da su se u£esnicima sa estetske strane najvi²e svideli
dijagrami £iji su elementi rasporeeni pomo¢u GRAD biblioteke. Naime, 9 od 10
dijagrama dobilo je ocenu 4/5 ili ve¢u. Takoe se moºe primetiti da je razlika u ocenama
u korist GRAD biblioteke u odnosu na druge alate pogotovo velika u slu£aju ve¢ih
dijagrama, kao ²to su modeli 3, 4, 9 i 10. GRAD je dobio najbolje ocene i po pitanju
jednostavnosti re²avanja postavljenih zadataka.
Rezultati intuitivnosti kori²¢enja razli£itih biblioteka za rasporeivanje elemenata
grafa prikazani su u tabeli 11.5. Od u£esnika studije traºilo se i da izaberu primer koda
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Broj modela
GRAD PowerDesigner MagicDraw Papyrus
Ocena SD Ocena SD Ocena SD Ocena SD
1 3,65 4,17 2,71 5,11 3,61 3,19 1,97 5,49
2 4,55 7,39 3,81 4,71 4,03 4,75 2,48 4,26
3 4,29 5,88 2,45 5,42 3,45 4,17 1,65 6,14
4 4,13 5,15 2,1 5,53 3,32 3,87 1,68 6,14
5 4,1 5,19 2,03 5,08 3,58 6,34 1,90 6,65
6 4,1 4,92 2,0 5,67 3,84 4,45 1,81 5,98
7 4,06 6,52 2,32 4,92 2,35 5,95 1,81 5,74
8 4,42 6,85 2,45 4,66 3,87 6,21 2,26 4,83
9 4,29 5,84 2,77 5,0 3,61 5,78 2,52 5,74
10 4,06 4,96 2,48 5,78 3,39 5,88 1,84 5,38
Tabela 11.3: Prose£ne ocene estetike crteºa i standardne devijacije
Model no
GRAD PowerDesigner MagicDraw Papyrus
Ocena SD Ocena SD Ocena SD Ocena SD
1 4,29 6,4 2,9 2,32 2,35 4,49 3,35 4,17
2 4,68 8,45 4,32 6,11 4,1 4,87 2,71 2,23
3 4,52 8,06 2,19 4,96 3,9 4,31 1,61 7,11
4 3,74 4,75 1,97 4,92 3,19 3,76 1,52 7,65
5 4,39 6,68 1,94 5,04 4,1 5,64 1,97 4,83
6 4,35 6,24 1,97 4,83 4,03 4,66 2,0 4,45
7 4,65 8,13 2,26 4,02 3,19 4,17 2,42 3,76
8 4,68 9,06 1,84 5,27 3,32 2,48 2,71 4,17
9 4,13 5,81 2,23 4,02 3,45 4,92 2,48 3,37
10 4,23 5,71 2,23 5,04 3,52 5,56 1,65 6,14
Tabela 11.4: Prose£ne ocene teºine re²avanja zadataka i standardne devijacije
koji bi najradije koristili i ovi procenti mogu se videti u tabeli 11.6.
JGraphX JUNG GRAD prefuse GRAD JSD
Ocena SD Ocena SD Ocena SD Ocena SD Ocena SD
3.06 3.82 3.48 5.78 4.06 6.27 2.45 3.31 3.94 4.31
Tabela 11.5: Prose£ne ocene i standardne devijacije intuitivnosti primera koda
Moºe se zapaziti da je obi£an na£in za pozivanje algoritma za rasporeivanje i
preuzimanje rezultata njegovog izvr²avanja GRAD biblioteke (bez kori²¢enja jezika
speciﬁ£nog za domen) dobio najbolje ocene. Sa druge strane, metodu GRAD biblioteke
koja uklju£uje JSD izabrao je je najve¢i broj u£esnika studije kao metodu koju bi
preferirali da koriste. Kako kori²¢enje upravospomenutog na£ina podrazumeva u£enje
sintakse jezika, nije iznenauju¢e da mu neki u£esnici studije nisu dali visoku ocenu.
Meutim, ova metoda je i najkra¢a od svih ponuenih na£ina, ²to je skoro polovina
ispitanika posebno cenila.
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JGraphX JUNG GRAD prefuse GRAD DSL
6% 16% 32% 3% 42%
Tabela 11.6: Procenat korisnika koji bi preferirao upotrebu datog primera koda
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(a) GRAD
(b) PowerDesigner
(c) MagicDraw
(d) Papyrus
Slika 11.2: Box chart dijagrami za sva £etiri alata kreirani na osnovu podataka iz
tabele 11.3
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(a) GRAD
(b) PowerDesigner
(c) MagicDraw
(d) Papyrus
Slika 11.3: Box chart dijagrami za sva £etiri alata krairani na osnovu podataka iz
tabele 11.4
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Poglavlje 12
Zaklju£ak
U ovoj disertaciji je predstavljeno istraºivanje usmereno ka problemu automatskog
rasporeivanja elemenata grafova, obuhvataju¢i izu£avanje i implementaciju raznih
algoritama ovog tipa, te osmi²ljavanje i realizaciju na£ina za pojednostavljenu selekciju,
konﬁguraciju i primenu odgovaraju¢eg algoritma.
Crtanje grafova predstavlja spoj matemati£kih metoda teorije grafova i vizualizacije
informacija i odlikuje se velikom prakti£nom primenom. Za jedan graf moºe se kreirati
vi²e crteºa, ali se oni mogu znatno razlikovati po pitanju razumljivosti informacija
koje prikazuju. Upravo je kreiranje crteºa na estetski prihvatljiv na£in cilj algoritama
za automatsko rasporeivanje. Postoji veliki broj ovih algoritama, od koji su neki
osmi²ljeni tako da daju najbolji mogu¢i rezultat ukoliko se primene nad grafovima koji
poseduju odreene osobine, dok su drugi znatno op²tiji i teºe kreiranju prihvatljivih
crteºa bez obzira na tip i veli£inu grafa. Izbor i konﬁguracija odgovaraju¢eg algoritma
bez poznavanja teorijskih osnova zahteva dosta eksperimentisanja, ²to je inspirisalo cilj
automatizacije datog postupka.
Predloºena su dva na£ina za re²avanje ovog problema, gde prvi obuhvata u£e²¢e
korisnika, ali na na£in koji ne zahteva dobro poznavanje oblasti, dok drugi predstavlja
potpunu automatizaciju izbora. Druga opcija realizovana je analizom grafa radi provere
da li poseduje osobine koji pojedini algoritmi za automatsko rasporeivanje zahtevaju, te
izdvajanjem optimalnog na osnovu dobijenih rezultata. Sa druge strane, prva korisniku
pruºa mogu¢nost navoenja osobina koje bi dobijeni crteº trebalo da poseduje, te izdvaja
algoritam koji ¢e proizvesti rezultat koji je potpuno ili najvi²e mogu¢e u skladu sa
njegovim ºeljama. Ovo je postignuto dizajnom i implementacijom jezika speciﬁ£nog za
domen opisa prostornog rasporeivanja elemenata grafa.
Prethodno pomenuti na£ini za automatski izbor i primenu algoritama ne bi bili
mogu¢i bez postojanja implementacija niza algoritama za analizu i crtanje grafova.
Kako ve¢ postoji odreen broj biblioteka za programski jezik Java, koje se, izmeu
ostalog, bave i crtanjem grafova, one su bile analizirane sa ciljem pronalaska nekih
od potrebnih implementacija. Uo£ena je potreba za implementacijom ve¢eg broja
algoritama za analizu grafova, kao i da su odreene klase algoritama za automatsko
rasporeivanje slabo zastupljene, ako uop²te. Recimo, crtanje stabala i silom usmereni
algoritmi su meu funkcionalnostima koje svaka ozbiljna biblioteka pomenute namene
nudi, dok simetri£no i ortogonalno crtanje nije prioritet nijedne od njih. Takoe,
prime¢eno je i da one mahom £vrsto vezuju rasporeivanje elemenata sa komponentama
za vizualizaciju, tako da je njihova integracija sa posebno razvijenim graﬁ£kim editorima
kompleksnija nego ²to bi mogla biti. Navedeni problemi inspirisali su razvoj nove
biblioteke za crtanje i analizu grafova za programski jezik Java nazvanu GRAD.
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GRAD biblioteka uklju£uje implementacije bar jednog predstavnika najvaºnijih
klasa algoritama za crtanje grafova, kao i neophodnih algoritama za njihovu analizu. Tu
spadaju ispitivanje planarnosti, povezanosti, cikli£nosti, rastavljanje na komponente,
itd. Algoritmi za implementaciju birani su tako da obuhvate samo one sa linearnim
vremenom izvr²avanja, ukoliko za datu klasu problema postoji takvo re²enje. Takoe,
predloºeni su eﬁkasni na£ini za realizaciju koraka koji nisu precizno deﬁnisani unutar
pojedinih implementiranih algoritama, te za pro²irenje odreenih algoritama za
rasporeivanje elemenata grafova tako da se vodi ra£una i o veli£ini £vorova, kao i
rekurzivnim i vi²estrukim granama. Biblioteka obuhvata jednostavni graﬁ£ki editor
za isprobavanje i upoznavanje sa raznim algoritmima, ali i spomenuta dva na£ina za
pojednostavljeni izbor i konﬁguraciju odgovaraju¢eg. Takoe, omogu¢ena je veoma
jednostavna integracija bilo koje od funkcionalnosti GRAD biblioteke sa postoje¢im
graﬁ£kim editorima.
Mogu¢nost primene re²enja je izuzetno velika. Naime, algoritmi za crtanje grafova,
kao i njihova automatska selekcija mogu se iskoristiti unutar bilo kojeg graﬁ£kog editora
ukoliko je pisan u programskom jeziku Java ili podrºava spregu sa njim. To moºe
biti bilo editor koji se trenutno razvija, poput graﬁ£kog UML editora Kroki alata, bilo
alat koji putem mehanizma priklju£aka predvia uklju£ivanje dodatnih algoritama za
rasporeivanje, kao ²to je popularni Sirius okvir. Takoe, algoritmi za analizu grafova
mogli bi se bez ograni£enja i direktno iskoristiti, za razvoj drugih bibliteka koje se bave
teorijom grafova.
Pravci daljeg razvoja pre svega se odnose na implementaciju dodatnih algoritama
za crtanje grafova, £ime bi se postavila podloga i za ²irenje jezika i postupka izbora
najboljeg algoritma. Bila bi re£ pre svega o boljim simetri£nim i ortogonalnim
algoritmima. Takoe, dalji razvoj bio bi fokusiran i na omogu¢avanje rasporeivanja
svih £vorova, ali samo podskupa svih grana grafa odreenim algoritmom, dok bi
preostali bili na odgovaraju¢i na£in rutirani, tako da ne doe do velikog broja njihovog
preseka niti preklapanja. Na primer, omogu¢ilo bi se da se graf nacrta upotrebom
algoritma za crtanje stabala, uz kasnije rasporeivanje svih grana koje ne pripadaju
njegovom razapinju¢em stablu. Po dodavanju ove funkcionalnosti, i jezik i automatska
detekcija algoritma na osnovu osobina grafa bi bili pro²ireni. Dodatno, istraºivao bi se i
problem automatskog pozicioniranja novih £vorova i grana u okviru grafa £iji postoje¢i
elementi ne bi trebalo da tom prilikom budu pomereni.
Dodatno, budu¢a unapreenja odnosila bi se i na dizajn i implementaciju jezika
speciﬁ£nih za domen koji bi omogu¢ili i speciﬁkovanje semantike, kao faktora koji
u velikoj meri moºe uticati na optimalni raspored elemenata. Implementirani jezik
predstavlja polaznu ta£ku za razvoj ovih JSD. Takoe, planirano je i prevoenje
Grad biblioteke na programski jezik Pharo, uz oslonac na Bloc projekat [182]. Ideja
je zasnovana na £injenici da na datom programskom jeziku jo² nisu implementirani
kompleksniji algoritmi za rasrepoivanje elemenata dijagrama, iako je razvijeno vi²e
alata za vizualizaciju.
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