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In this paper, we study topological dynamics of high-dimensional
systems which are perturbed from a continuous map on Rm × Rk
of the form ( f (x), g(x, y)). Assume that f has covering relations
determined by a transition matrix A. If g is locally trapping, we
show that any small C0 perturbed system has a compact positively
invariant set restricted to which the system is topologically
semi-conjugate to the one-sided subshift of ﬁnite type induced
by A. In addition, if the covering relations satisfy a strong
Liapunov condition and g is a contraction, we show that any
small C1 perturbed homeomorphism has a compact invariant
set restricted to which the system is topologically conjugate
to the two-sided subshift of ﬁnite type induced by A. Some
other results about multidimensional perturbations of f are also
obtained. The strong Liapunov condition for covering relations is
adapted with modiﬁcation from the cone condition in Zgliczyn´ski
(2009) [11]. Our results extend those in Juang et al. (2008) [1],
Li et al. (2008) [2], Li and Malkin (2006) [3], Misiurewicz and
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Following [2], we study perturbations from a continuous map f on a phase space, say Rm , to con-
tinuous maps G on a high-dimensional space, say Rm ×Rk or Rm such that G is a small perturbation
of the singular map F which is one of the following forms:
(i) F (x) = f (x) ∈ Rm;
(ii) F (x, y) = ( f (x), g(x)) ∈ Rm × Rk;
(iii) F (x, y) = ( f (x), g(x, y)) ∈ Rm ×Rk and g(Rm × S) ⊂ int(S) for some compact set S ⊂ Rk homeo-
morphic to the closed unit ball in Rk , where int(S) denotes the interior of S; and
(iv) F (x, y) = ( f (x), g(y)) ∈ Rm × Rk , where g is a contraction on the closed unit ball in Rk and has
the unique ﬁxed point in the interior of the unit ball.
The maps G in cases (ii)–(iv) are considered as multidimensional perturbations of f due to bigger di-
mension of phase space, while G in case (i) is a usual perturbation of f and they have the same phase
space. The singular maps F in cases (ii)–(iv) can be considered as the skew product ( f (x),q(x, y))
with different strength on trapping region of q(x, y): vertical contraction q(x, y) = g(x) for case (ii),
locally trapping q(Rm × S) ⊂ int(S) for case (iii), and horizontal contraction for q(x, y) = g(y).
Consider a one-parameter family Gλ of continuous maps such that G0 = F . If f is an interval map
with positive topological entropy, it was showed that for all λ close to 0, the map Gλ has positive
topological entropy, in [4] for case (ii) with g = 0, and in [2] for cases (ii) and (iii). If f has a snap-
back repeller, the same result about Gλ is also concluded in [2] for cases (ii) and (iii).
In this paper, we assume that f has covering relations determined by a transition matrix A (see
Deﬁnition 3) and show that for cases (i)–(iii), if G is C0 close to F , then G has an isolated invariant
set to which the restriction G is topologically semi-conjugate to the one-sided subshift of ﬁnite type
σ+A and hence the topological entropy of G is greater than the logarithm of the spectral radius of A
(see Theorems 4–6). In addition, if the covering relations satisfy the strong Liapunov condition (see
Deﬁnition 8), then we conclude that if a homeomorphism G is C1 close to F , then G has an isolated
invariant set to which the restriction of G is topologically conjugate to σA for cases (i) and (iv)
provided that F is a homeomorphism (see Theorems 10 and 11), and for case (ii) provided that
G is perturbed from F along a one-parameter continuous family {Fλ} such that F = F0 and G =
Fλ with small |λ| = 0 (see Theorem 12). In particular, one can apply the last result to the Hénon-
like family Fλ(x, y) = ( f (x) + p(λ, x, y),q(λ, x, y)), where f is the logistic map f (x) = μx(1 − x)
with μ > 4, p and q are C1 continuous functions of (λ, x, y) such that Fλ is a homeomorphism for
λ = 0, and h(0, x, y) = 0 for all (x, y) and q(0, x, y1) = q(0, x, y2) for all x, y1 and y2. The map f
has covering relations which are determined by the 2× 2 matrix with all entries one and satisfy the
strong Liapunov condition (see Example 9). Thus for suﬃciently small |λ| = 0, the map Fλ has an
isolated invariant set on which Fλ is topologically conjugate to the 2-shift. By setting p(λ, x, y) = λy
and q(λ, x, y) = x, the family Fλ becomes the original Hénon family.
Our results ﬁt well with the study of multidimensional perturbations directioned by Young [8]
in a sense of topological chaos. The results from [1,3] about difference equations can be applied to
multidimensional perturbations of one-dimensional maps.
The methodology we use is based on the concept of covering relations and the cone condition,
introduced by Zgliczyn´ski in [9–11]. With covering relations determined by a transition matrix A,
a continuous map restricted to an isolated positively invariant set is topologically semi-conjugate to
an one-sided subshift of ﬁnite type induced by A (see Proposition 15). Adding the Liapunov condition,
a homeomorphism restricted to an isolated invariant set is topologically conjugate to a two-sided
subshift of ﬁnite type induced by A (see Proposition 16). Furthermore, with a help of the strong
Liapunov condition adapted from the cone condition, the conjugacy result as above can be derived for
multidimensional perturbations in a sense of C1 topology (see Sections 4.4–4.6). From Propositions 15
and 16, one also gets the answer on how close G should be to F in order to apply Theorems 4–6 and
10–12: as long as the covering relations and the Liapunov condition for F inheriting from those for f
works for G .
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relation with the Liapunov condition is a topological way of detecting an isolated chaos. Furthermore,
such a chaotic set is stable under perturbations as well as our multidimensional perturbations if the
strong Liapunov condition is satisﬁed.
2. Deﬁnitions and statement of the main results
First, we introduce some notations and deﬁnitions. For a positive integer m, let Rm denote the
space of all m-tuples of real numbers, | · | be the Euclidean norm on Rm , and let ‖ · ‖ denote the
operator-norm on the space of linear maps on Rm induced by | · |. For x ∈ Rm and r > 0, we denote
Bm(x, r) = {z ∈ Rm: |z− x| < r}; for the particular case when x = 0 and r = 1, we write Bm = Bm(0,1),
that is, the open unit ball in Rm . Moreover, for a subset S of Rn , let S and ∂ S denote the clo-
sure and boundary of S , respectively. The topological entropy of a continuous map f , denoted by
htop( f ), on Rm is the supremum of topological entropies of f restricted to compact invariant sets;
refer to [6].
We brieﬂy give some deﬁnitions following [12].
Deﬁnition 1. (See [12, Deﬁnition 6].) An h-set in Rm is a quadruple consisting of the following data:
• a nonempty compact subset M of Rm ,
• a pair of numbers u(M), s(M) ∈ {0,1, . . . ,m} with u(M) + s(M) =m, and
• a homeomorphism cM : Rm → Rm = Ru(M) × Rs(M) with cM(M) = Bu(M) × Bs(M).
For simplicity, we will denote such an h-set by M and call cM the coordinate chart of M; furthermore,
we use the following notations:
Mc = Bu(M) × Bs(M), M−c = ∂Bu(M) × Bs(M), M+c = Bu(M) × ∂Bs(M),
M− = c−1M
(
M−c
)
, and M+ = c−1M
(
M+c
)
.
A covering relation between two h-sets is deﬁned as follows.
Deﬁnition 2. (See [12, Deﬁnition 7].) Let M , N be h-sets in Rm with u(M) = u(N) = u and s(M) =
s(N) = s, f : M → Ru × Rs be a continuous map, and fc = cN ◦ f ◦ c−1M : Mc → Ru × Rs . We say M
f -covers N , denoted by
M
f	⇒N,
if the following conditions are satisﬁed:
1. there exists a homotopy h : [0,1] × Mc → Ru × Rs such that
h(0, x) = fc(x) for x ∈ Mc,
h
([0,1],M−c )∩ Nc = ∅,
h
([0,1],Mc)∩ N+c = ∅;
2. there exists a map ϕ : Ru → Ru such that
h(1, p,q) = (ϕ(p),0) for p ∈ Bu and q ∈ Bs,
ϕ(∂Bu) ⊂ Ru\Bu; and
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deg(ϕ, Bu,0), is w; refer to [12, Appendix] and [7, Chapter 3] for its deﬁnition and properties.
Next, we deﬁne covering relations determined by a transition matrix. By a transition matrix, it
means that a square matrix satisﬁes (i) all entries are either zero or one, and (ii) all row sums and
column sums are greater than or equal to one. For a transition matrix A, let ρ(A) denote the spectral
radius of A. Then ρ(A) 1 and moreover, if A is irreducible and not a permutation, then ρ(A) > 1.
Let Σ+A (resp. ΣA ) be the space of all allowable one-sided (resp. two sided) sequences for the ma-
trix A with a usual metric, and let σ+A : Σ+A → Σ+A (resp. σA : ΣA → ΣA ) be the one-sided (resp.
two sided) subshift of ﬁnite type for A. Then htop(σ
+
A ) = htop(σA) = log(ρ(A)). Refer to [6] for more
background.
Deﬁnition 3. Let A = [aij]1i, jη be a transition matrix and f be a continuous map on Rm . We say
that f has covering relations determined by A if the following conditions are satisﬁed:
1. there are η pairwisely disjoint h-sets {Mi}ηi=1 in Rm;
2. if aij = 1 then the covering relation Mi f	⇒M j holds.
It is easy to see that the logistic maps f (x) = μx(1 − x) with μ > 4 has covering relations de-
termined by the 2 × 2 matrix with all entries one on intervals [−	,1/2 − δ] and [1/2 + δ,1 + 	] as
h-sets, where 0 < 	 < μ/4− 1 and 0 < δ < [(μ/4− 1− 	)μ−1]1/2.
Now, we state the following result about perturbations of a map.
Theorem 4. Let f be a continuous map on Rm having covering relations determined by a transition matrix A.
If g is a continuous map on Rm with |g − f | small enough, then there exists a compact subset Λg of Rm
such that Λg is positively invariant for g and the restriction of g to Λg , denoted by g|Λg , is topologically
semi-conjugate to σ+A , and therefore htop(g) log(ρ(A)).
If the singular map F depends only on the phase variable of f , we have the following result about
multidimensional perturbations.
Theorem 5. Let F (x, y) = ( f (x), g(x)) ∈ Rm × Rk for all x ∈ Rm and y ∈ Rk, where f : Rm → Rm is a con-
tinuous map having covering relations determined by a transition matrix A, and g : Rm → Rk is a continuous
function. If G is a continuous map on Rm × Rk with |G − F | small enough, then there exists a compact subset
ΛG of Rm+k such that ΛG is positively invariant for G and G|ΛG is topologically semi-conjugate to σ+A .
For the case when the singular map is a skew product locally trapping along the second variable,
we have the following.
Theorem 6. Let F (x, y) = ( f (x), g(x, y)) ∈ Rm × Rk for all x ∈ Rm and y ∈ Rk, where f : Rm → Rm is a
continuous map having covering relations determined by a transition matrix A, and g : Rm × Rk → Rk is a
continuous function such that g(Rm × S) ⊂ int(S) for some compact set S ⊂ Rk homeomorphic to the closed
unit ball in Rk. If G is a continuous map on Rm × Rk with |G − F | small enough, then there exists a compact
subset ΛG ofRm+k such that ΛG is positively invariant for G and G|ΛG is topologically semi-conjugate to σ+A .
Next, we slightly modify the Liapunov condition for a covering relation given by Zgliczyn´ski in
[11, Deﬁnition 11] and furthermore, we deﬁne the strong Liapunov condition. We deﬁne a quadratic
form on a h-set K in Rm to be of the form
Q K (x, y) = PK (x) − RK (y) for all (x, y) ∈ Ru(K ) × Rs(K ), (1)
where PK : Ru(K ) → R and RK : Rs(K ) → R are positive deﬁnite quadratic forms. Note that a quadratic
form on Rn is a function Q deﬁned on Rn whose value at a vector z in Rn can be computed by
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transpose of z; refer to [5].
Deﬁnition 7. Let QM and QN be quadratic forms on h-sets M and N , respectively, as in (1). We say
that a covering relation M
f	⇒N satisﬁes the Liapunov condition (resp. the strong Liapunov condition)
with respect to the pair (QM , QN ) if there exists θ  0 (resp. θ > 0) such that for any u, v ∈ Mc with
u = v ,
QN
(
fc(u) − fc(v)
)− QM(u − v) > θ |u − v|2.
As a Liapunov function, a sequence of quadratic forms has scalar values strictly monotone along
the difference of two orbits. More precisely, consider covering relations Mi
f	⇒Mi+1 satisfying the
Liapunov condition with respect to the pair (QMi , QMi+1 ) of quadratic forms for all i  0. If u, v
are two points such that f i(u), f i(v) ∈ Mi,c and f i(u) = f i(v) for all i  0, then the sequence
{QMi ( f ic (u) − f ic(v))}∞i=0 is strictly increasing. This property will play an import role while we prove
conjugacy results (see the proof of Lemma 18 below).
In the following, we deﬁne covering relations with the Liapunov and strong Liapunov conditions
determined by a transition matrix.
Deﬁnition 8. Let A = [aij]1i, jη be a transition matrix and f be a continuous map on Rm . We say
that f has covering relations with the Liapunov condition (resp. the strong Liapunov condition) determined
by A if the following conditions are satisﬁed;
1. there are η pairwisely disjoint h-sets {Mi}ηi=1 in Rm; and on each Mi there exists a quadratic
form QMi as in (1);
2. if aij = 1 then the covering relation Mi f	⇒M j holds and satisﬁes the Liapunov condition (resp.
the strong Liapunov condition) with respect to the pair (QMi , QM j ); and
3. if aij = 1 then the coordinate charts cMi and cM j are C1 diffeomorphisms.
Example 9. Let us show that the logistic map f (x) = μx(1 − x) with μ > 4 has covering rela-
tions with the strong Liapunov condition determined by the 2 × 2 matrix with all entries one. Set
(i) h-sets M1 = [−	,1/2 − δ] and M2 = [1/2 + δ,1 + 	], where 0 < 2	 < μ/4 − 1 and 0 < δ <
[(μ/4 − 1 − 	)μ−1]1/2; (ii) the coordinate charts u¯ = cM1 (u) = α−1(
∫ u
−	 ρ(t)dt −
∫ 1/2−δ
u ρ(t)dt)
and u¯ = cM2 (u) = α−1(
∫ u
1/2+δ ρ(t)dt −
∫ 1+	
u ρ(t)dt), where ρ(t) = [(t + 2	)(1 + 2	 − t)]−1 for t ∈
(−2	,1+2	), and α = ∫ 1/2−δ−	 ρ(t)dt = ∫ 1+	1/2+δ ρ(t)dt; and (iii) quadratic forms QM1 (u¯) = QM2 (u¯)=u¯2.
With a help of the Schwarz lemma and the idea of the Poincaré norm, in Proposition 4.10 of [6], it
is shown that there exists λ > 1 such that if u, f (u) ∈ M1 ∪ M2, then ρ( f (u))| f ′(u)| λρ(u). Let C1
be a positive constant such that ρ(t) C1 for all t ∈ M1 ∪ M2. Then for any u, v ∈ M1 ∪ M2 we have
| ∫ uv ρ(t)dt| C1|u − v|. Since c′Mi (u) = 2α−1ρ(u), there exists C2 > 0 such that |c′Mi (u)| C2 for all
u ∈ Mi and i = 1,2. Therefore, the strong Liapunov condition holds
QMi
(
fc(u¯) − fc(v¯)
)− QM j (u¯ − v¯)
= (cMi ◦ f (u) − cMi ◦ f (v))2 − (cM j (u) − cM j (v))2
=
(
2α−1
f (u)∫
f (v)
ρ(t)dt
)2
−
(
2α−1
u∫
v
ρ(t)dt
)2
 4α−2
(
λ2 − 1)
( u∫
v
ρ(t)dt
)2
 4α−2
(
λ2 − 1)C1|u − v|2  4α−2(λ2 − 1)C1C−22 |u¯ − v¯|2.
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Liapunov condition is for stability of chaos under small C1 perturbations as follows.
Theorem 10. Let f : Rm → Rm be a C1 homeomorphism having covering relations with the strong Liapunov
condition determined by a transitionmatrix A. If g is a C1 homeomorphism onRm with |g − f | + ‖Dg − Df ‖
small enough, then there exists a compact subset Λg of Rm such that Λg is invariant for g and g|Λg is topo-
logically conjugate to σA .
For small C1 perturbations of a direct product contracting along the second variable, we have the
following result.
Theorem 11. Let F (x, y) = ( f (x), g(y)) ∈ Rm × Rk be a C1 homeomorphism for all x ∈ Rm and y ∈ Rk,
where f : Rm → Rm has covering relations with the strong Liapunov condition determined by a transition
matrix A, and g : Rk → Rk is a contraction on the closed unit ball Bk such that g(Bk) ⊂ Bk. If G is a C1
homeomorphism on Rm+k with |G − F | + ‖DG − DF‖ small enough, then there exists a compact subset ΛG
of Rm+k such that ΛG is invariant for G and G|ΛG is topologically conjugate to σA .
Finally, for a one-parameter family of maps with the singular map F depends only on the phase
variable of f , we have the following result.
Theorem 12. Let Fλ be a one-parameter family of maps on Rm × Rk satisfying (i) Fλ(x, y) is C1 continuous
as a function jointly of λ ∈ R , x ∈ Rm and y ∈ Rk, where λ is a parameter; (ii) Fλ is a homeomorphism
on Rm × Rk provided λ = 0; and (iii) F0(x, y) = ( f (x), g(x)) ∈ Rm × Rk for all x ∈ Rm and y ∈ Rk, where
f : Rm → Rm has covering relations with the strong Liapunov condition determined by a transition matrix A,
and g : Rm → Rk. Then for each λ suﬃciently close to 0, there exists a compact subset Λλ of Rm+k such that if
λ = 0 then Λλ is invariant for Fλ and Fλ|Λλ is topologically conjugate to σA , while Λ0 is positively invariant
for F0 and F0|Λ0 is topologically semi-conjugate to σ+A .
3. Preliminary results
First, we have that a closed loop of covering relations implies existence of a periodic point.
Theorem 13. (See [12, Theorem 9].) Let { f i}ki=1 be a collection of continuous maps on Rm and {Mi}ki=1 be
a collection of h-sets in Rm such that Mk+1 = M1 and Mi fi	⇒Mi+1 for 1  i  k. Then there exists a point
x ∈ int(M1) such that
f i ◦ f i−1 ◦ · · · ◦ f1(x) ∈ int(Mi+1) for i = 1, . . . ,k;
and
fk ◦ fk−1 ◦ · · · ◦ f1(x) = x.
Next, we show that a covering relation is persistent under C0 small perturbations, which slightly
extends Theorem 14 of [12] by dropping the Lipschitz condition of cM .
Proposition 14. Let M and N be h-sets in Rm with u(M) = u(N) = u and s(M) = s(N) = s, and let
f , g : M → Rm be continuous. Assume that the covering relation M f	⇒N holds. Then there exists δ > 0
such that if | f (x) − g(x)| < δ for all x ∈ M then the covering relation M g	⇒N holds.
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then M
g	⇒N. Since M is compact, there exists r > 0 such that f (M) ⊂ Bm(0, r). If | f (x) − g(x)| < 1
for all x ∈ M , then g(M) ⊂ Bm(0, r + 1). By uniform continuity of cN on Bm(0, r + 1), there exists
δ′ > 0 such that if z, z′ ∈ Bm(0, r + 1) and |z − z′| < δ′ then |cN(z) − cN(z′)| < ε. Let δ = min{δ′,1}. If
| f (x) − g(x)| < δ for all x ∈ M then
max
x∈Mc
∣∣ fc(x) − gc(x)∣∣= max
x∈M
∣∣cN( f (x))− cN(g(x))∣∣< ε.
Thus M
g	⇒N . 
In the following, we state two results: the ﬁrst one says that a continuous map having covering
relations determined by a transition matrix is topologically semi-conjugate to a one-sided subshift of
ﬁnite type, and the second one says that a homeomorphism having covering relations with the Lia-
punov condition determined by a transition matrix is topologically conjugate to a two-sided subshift
of ﬁnite type. The proof of the results is postponed to subsequent subsections.
Proposition 15. Let f : Rm → Rm be a continuous map which has covering relations determined by a transi-
tion matrix A. Then there exists a compact subset Λ of Rm such that Λ is maximal positively invariant for f in
the union of the h-sets (with respect to A) and f |Λ is topologically semi-conjugate to σ+A .
Proposition 16. Let f : Rm → Rm be a homeomorphism which has covering relations with the Liapunov
condition determined by a transition matrix A. Then there exists a compact subset Λ of Rm such that Λ is
maximal invariant for f in the interior of the union of the h-sets (with respect to A) and f |Λ is topologically
conjugate to σA .
The set Λ in the above theorem is an isolated invariant set for f with the interior of the union of
the h-sets as its isolating neighborhood.
3.1. Proof of Proposition 15
For convenience, we denote by {Mi}ηi=1 the h-sets with covering relations for f determined by A
as in Deﬁnition 3, and write s = (s0, s1, . . .) for s ∈ Σ+A . Deﬁne
Λn =
⋃
s∈Σ+A
(
n⋂
i=0
f −i(Msi )
)
for n 0, and Λ =
⋂
n0
Λn.
Then Λ is the set of all points whose forward orbits, following allowable sequences in Σ+A , stay in⋃η
i=1 Mi . Thus Λ is maximal positively invariant set for f in
⋃η
i=1 Mi with respect to A. Since each
Mi is compact and f is continuous, the set
⋂n
i=0 f −i(Msi ) is compact for all n 0 and s ∈ Σ+A . Since
the number of sets Mi ’s is η and the intersection
⋂n
i=0 f −i(Msi ) involves only the ﬁrst n + 1 digits
of s ∈ Σ+A , that is, (s0, s1, . . . , sn), there are at most ηn+1 sets
⋂n
i=0 f −i(Msi ) for all s ∈ Σ+A , although
the set Σ+A itself might be uncountable. Thus the set Λn is a union of ﬁnitely many compact sets and
hence is compact for all n 0. Therefore, Λ is compact.
For semi-conjugacy, we deﬁne h : Λ → Σ+A by h(z) = s for z ∈ Λ, where f n(z) ∈ Msn for all n 0.
By the pairwise disjointness of Mi ’s and the deﬁnition of Λ, the map h is well deﬁned. It is easy to
show that σA ◦h = h ◦ f . Next, we show that h is continuous on Λ. Let z ∈ Λ, h(z) = s and {zn}∞n=1 be
a sequence in Λ such that zn → z as n → ∞. Since Mi ’s are pairwisely disjoint and compact, there
exists n0 ∈ N such that zn ∈ Ms0 for all n  n0. By the continuity of f , there exists n1 ∈ N such that
n1  n0 and f (zn) ∈ Ms1 for all n  n1. By using the same process inductively, we get that for each
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as n → ∞. Therefore, h is continuous on Λ.
To prove that h is onto, we need the following lemma.
Lemma 17. For any s ∈ ΣA , the intersection⋂n0 f −n(Msn ) is nonempty.
Proof. Let s ∈ ΣA . First, we prove that the intersection ⋂ni=0 f −i(Msi ) is nonempty for all n  0 by
applying Theorem 13 to a closed loop of covering relations. Let n  0. Then we have the loop of
covering relations Ms0
f	⇒Ms1 f	⇒· · · f	⇒Msn . The loop becomes closed by adding a covering re-
lation Msn
g	⇒Ms0 with a homotopy h : [0,1] × Msn,c → Ru × Rs , where u = u(Msn ), s = s(Msn ),
gc : Ru × Rs → Ru × Rs is deﬁned by gc(p,q) = (2p,0) for all (p,q) ∈ Ru × Rs , g = c−1Ms0 ◦ gc ◦ cMsn ,
and h(t, p,q) = gc(p,q) for t ∈ [0,1] and (p,q) ∈ Msn,c . It follows from Theorem 13 that there exists
z ∈ int(Ms0 ) such that f i(z) ∈ int(Msi ) for 0  i  n. Thus z ∈
⋂n
i=0 f −i(Msi ). Therefore, the inter-
section
⋂n
i=0 f −i(Msi ) is nonempty for all n  0. Since {
⋂n
i=0 f −i(Msi )}∞n=0 is a nested sequence of
nonempty compact subsets of Rm , the set
⋂
n0 f
−n(Msn ) is nonempty. 
Finally, we show that h is onto. Let s ∈ ΣA . Then there exists z ∈⋂n0 f −n(Msn ) from Lemma 17.
By the deﬁnitions of Λ and h, we have that z ∈ Λ and h(z) = s. This proves that h is onto. We have
ﬁnished the proof of Proposition 15.
3.2. Proof of Proposition 16
We denote by {Mi}ηi=1 the h-sets with covering relations and the Liapunov condition for f deter-
mined by A as in Deﬁnition 8, and write s = (. . . , s−1, s0, s1, . . .) for s ∈ ΣA . Deﬁne
Λn =
⋃
s∈ΣA
(
n⋂
i=−n
f −i(Msi )
)
for n 0, and Λ =
⋂
n0
Λn.
Deﬁne h : Λ → ΣA by h(z) = s for z ∈ Λ, where f n(z) ∈ Msn for all n ∈ Z. By using the same argument
as in the proof of Proposition 15, we have that Λ is a maximal compact invariant set for f in
⋃η
i=1 Mi
with respect to A and h is a topological semi-conjugacy. Moreover, the covering relations for f on
h-sets implies that any boundary point of a h-set cannot have a full orbit staying in h-sets. Therefore,
Λ is maximal invariant for f in
⋃η
i=1 int(Mi) with respect to A.
To prove that h is one-to-one, we need the following lemma, which is guaranteed by the Liapunov
condition.
Lemma 18. For any s ∈ ΣA , the intersection⋂n∈Z f −n(Msn ) consists of a single point.
Proof. Let s ∈ ΣA . Then, similar to the proof of Lemma 17, we have that the intersection⋂
n∈Z f −n(Msn ) is nonempty. Next, we show the uniqueness of the intersection by contradiction.
Assume that u, v ∈⋂n∈Z f −n(Msn ) with u = v. Since f is a homeomorphism, f n(u) and f n(v) are
different points in the same h-set Msn for all n ∈ Z. By covering relations with the Liapunov condition,
we have that for all n ∈ Z,
QMsn+1
(
cMsn+1 ◦ f n+1(u) − cMsn+1 ◦ f n+1(v)
)
> QMsn
(
cMsn ◦ f n(u) − cMsn ◦ f n(v)
)
. (2)
That is, the value of QMsn at the point cMsn ◦ f n(u) − cMsn ◦ f n(v) is strictly increasing as n ∈ Z
increases. It follows that there exits j ∈ Z such that QMs (cMs ◦ f j(u) − cMs ◦ f j(v)) = 0.j j j
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QMs j
(
cMs j ◦ f j(u) − cMs j ◦ f j(v)
)
> 0. (3)
By using the compactness of the union
⋃η
i=1 Mi , sequentially twice for two sequences, both sequences
{ f n+ j(u)}∞n=0 and { f n+ j(v)}∞n=0 have convergent subsequences, say { f n(i)+ j(u)}∞i=0 and { f n(i)+ j(v)}∞i=0,
with the limits, say u¯ and v¯ in
⋃η
i=1 Mi , respectively. By the fact that Mi ’s are pairwisely disjoint
and compact, and f n(u), f n(v) ∈ Msn for all n ∈ Z, there exists α ∈ N such that f n(i)+ j(u), f n(i)+ j(v),
u¯ and v¯ are all in the same h-set, namely Msn(α)+ j , for all i  α. By the continuity of f , the points f (u¯)
and f (v¯) are limits of sequences { f n(i)+ j+1(u)}∞i=0 and { f n(i)+ j+1(v)}∞i=0, respectively. Again by the
same fact as above, there exists an integer β  α such that f n(i)+ j+1(u), f n(i)+ j+1(v), f (u¯) and f (v¯)
are all in the same h-set, namely Msn(β)+ j+1 , for all i  β . For convenience, we denote N0 = Msn(α)+ j
and N1 = Msn(β)+ j+1 .
By (2), we get that for all i  β ,
QN0
(
cN0 ◦ f n(i)+ j(u) − cN0 ◦ f n(i)+ j(v)
)
> QMs j
(
cMs j ◦ f j(u) − cMs j ◦ f j(v)
)
.
By letting i → ∞, it follows from the continuity of QN0 and cN0 that
QN0
(
cN0(u¯) − cN0(v¯)
)
 QMs j
(
cMs j ◦ f j(u) − cMs j ◦ f j(v)
)
.
Thus from (3), we have QN0 (cN0(u¯) − cN0(v¯)) > 0 and hence u¯ = v¯ . Since f (u¯), f (v¯) ∈ N1, the Lia-
punov condition implies that
QN1
(
cN1 ◦ f (u¯) − cN1 ◦ f (v¯)
)
> QN0
(
cN0(u¯) − cN0(v¯)
)
.
Because that f n(i)+ j+1(u) and f n(i)+ j+1(v) converge to f (u¯) and f (v¯), respectively, and both QN1
and cN1 are continuous, we obtain that for some large γ ,
QN1
(
cN1 ◦ f n(γ )+ j+1(u) − cN1 ◦ f n(γ )+ j+1(v)
)
> QN0
(
cN0(u¯) − cN0(v¯)
)
. (4)
By using (2), we get that for all i > γ + 1,
QN0
(
cN0 ◦ f n(i)+ j(u) − cN0 ◦ f n(i)+ j(v)
)
> QN1
(
cN1 ◦ f n(γ )+ j+1(u) − cN1 ◦ f n(γ )+ j+1(v)
)
.
Letting i → ∞, it follows from the continuity of QN0 and cN0 that
QN0
(
cN0(u¯) − cN0(v¯)
)
 QN1
(
cN1 ◦ f n(γ )+ j+1(u) − cN1 ◦ f n(γ )+ j+1(v)
)
.
Together with (4), it leads to a contradiction.
For the case when QMs j (cMs j ◦ f j(u) − cMs j ◦ f j(v)) < 0, by working on the backward orbits of u
and v , that is, replacing n and n(i) by −n and −n(i) in the above argument, a contradiction occurs
too.
Therefore, the intersection
⋂
n∈Z f −n(Msn ) consisting of a single point. We have done the proof of
the desired result. 
By using Lemma 18, we can easily prove that h is one-to-one. Indeed, let s ∈ ΣA and h(z1) =
h(z2) = s for z1, z2 ∈ Λ. Then z1, z2 ∈⋂n∈Z f −n(Msn ) and hence z1 = z2.
Because that the sets Λ and ΣA are compact and h is a continuous and one-to-one function, it
follows that h is a homeomorphism. This completes the proof of Proposition 16.
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Throughout this section, we write A = [aij]1i, jη and denote by {Mi}ηi=1 the pairwisely disjoint
h-sets with covering relations for f determined by A. For the case when the covering relations on
{Mi}ηi=1 satisfy the Liapunov or strong Liapunov condition, we denote by QMi be the corresponding
quadratic form on Mi for all i.
4.1. Proof of Theorem 4
Since the dimension of A is η, there are at most η2 choices of the covering relations Mi
f	⇒M j . By
Proposition 14, if g : Rm → Rm is a continuous map with |g − f | small enough, then g has covering
relations on h-sets {Mi}ηi=1 determined by A. By applying Proposition 15 to the map g , there exists a
compact subset Λg of Rm such that Λg is positively invariant for g and g|Λg is topologically semi-
conjugate to the one-sided subshift of ﬁnite type σ+A . Therefore, htop(g)  htop(g|Λg)  htop(σ+A ) =
log(ρ(A)).
4.2. Proof of Theorem 5
Let M = ⋃ηi=1 Mi . Since g is continuous and M is compact, there exists r > 0 such that
g(M) ⊂ Bk(0, r). For i ∈ {1, . . . , η}, we deﬁne h-sets M ′i in Rm × Rk by M ′i = Mi × Bk(0, r), with
u(M ′i) = u(Mi), s(M ′i) = s(Mi)+n and cM′i (x, y) = (cMi (x), y/r) for x ∈ Rm and y ∈ Rk . Suppose aij = 1.
Then Mi
f	⇒M j implies M ′i F	⇒M ′j by deﬁning a homotopy H : [0,1] × Bm × Bk → Rm+k as follows
H(t, x, y) =
(
h(t, x),
1− t
r
g
(
c−1Mi (x)
))
,
where h is the homotopy for the covering relation Mi
f	⇒M j . This shows that F has covering relations
on {M ′i}ηi=1 determined by A. By applying Theorem 4 to the map F on Rm × Rk , we get that if G is
a continuous map on Rm × Rk with |G − F | small enough, then there exists a compact subset ΛG
of Rm+k such that ΛG is positively invariant for g and g|Λg is topologically semi-conjugate to the
one-sided subshift of ﬁnite type σ+A .
4.3. Proof of Theorem 6
Deﬁne Fˆ = (id, c) ◦ F ◦ (id, c)−1, where id denotes the identity map on Rm and c is a homeomor-
phism form S to Bk . Then the conclusion follows from the above argument.
4.4. Proof of Theorem 10
Suppose aij = 1. Then Mi f	⇒M j holds. By Proposition 14, if |g − f | is small enough, then
Mi
g	⇒M j holds. Assume that such a map g is C1. Before proving that Mi g	⇒M j satisﬁes the strong
Liapunov condition, let us have some observations. Since Mi
f	⇒M j satisﬁes the strong Liapunov con-
dition, there exists θi, j > 0 such that for x, y ∈ Mi,c with x = y,
QM j
(
fc(x) − fc(y)
)
> QMi (x− y) + θi, j|x− y|2. (5)
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and cMi are C
1, for x, y ∈ Mi,c , we can deﬁne
Ex,y =
1∫
0
Dfc
(
y + t(x− y))dt and Cx,y =
1∫
0
Dgc
(
y + t(x− y))dt.
Then ‖Ex,y − Cx,y‖ ‖Dfc − Dgc‖. Since both fc and gc are C1 on the compact set Mi,c , there exists
βi > 0 such that ‖Ex,y‖ + ‖Cx,y‖ < βi for all x, y ∈ Mi,c . Thus
∥∥ETx,y S j Ex,y − CTx,y S jCx,y∥∥ ∥∥ETx,y S j Ex,y − CTx,y S j Ex,y∥∥+ ∥∥CTx,y S j Ex,y − CTx,y S jCx,y∥∥
 βi‖S j‖‖Dfc − Dgc‖. (6)
Now we check the strong Liapunov condition for Mi
g	⇒M j . Let u, v ∈ Mi,c with u = v . By the
mean value theorem for integrals, we have that fc(u) − fc(v) = Eu,v(u − v) and gc(u) − gc(v) =
Cu,v(u − v). Thus
QM j
(
fc(u) − fc(v)
)− QM j (gc(u) − gc(v))= (u − v)T (ETu,v S j Eu,v − CTu,v S jCu,v)(u − v).
From (6), we obtain that
∣∣QM j ( fc(u) − fc(v))− QM j (gc(u) − gc(v))∣∣ βi‖S j‖‖Dfc − Dgc‖|u − v|2.
Imposing (5), we get that
QM j
(
gc(u) − gc(v)
)
 QM j
(
fc(u) − fc(v)
)− ∣∣QM j ( fc(u) − fc(v))− QM j (gc(u) − gc(v))∣∣
> QMi (u − v) + θi, j|u − v|2 − βi‖S j‖‖Dfc − Dgc‖|u − v|2
= QMi (u − v) +
(
θi, j − βi‖S j‖‖Dfc − Dgc‖
)|u − v|2.
Finally, we denote
θˆi, j = θi, j − βi‖S j‖‖Dfc − Dgc‖.
Then θˆi, j is independent of u, v ∈ Mi,c . Since cMα is C1 diffeomorphism and Mα is compact for
α = i, j, we have that ‖Dfc − Dgc‖ approaches to zero as ‖Df − Dg‖ tends to zero. Therefore, if
‖Df − Dg‖ is small enough, then θˆi, j > 0 and hence Mi g	⇒M j satisﬁes the strong Liapunov condi-
tion.
Since there are at most η2 choices of pairs (i, j), from the above, we get that if g is a C1 con-
tinuous map with |g − f | + ‖Dg − Df ‖ small enough, then g has covering relations with the strong
Liapunov condition determined by A. In addition, if such maps g are C1 homeomorphisms, then we
have the desired result, by applying Proposition 16 and the fact that the strong Liapunov condition
implies the Liapunov condition.
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Suppose aij = 1. Then the covering relation Mi f	⇒M j holds. First, we show that there is a cor-
responding covering relation for F on h-sets. For α = i, j, let M ′α = Mα × Bk. Then each M ′α is
an h-set with cM′α (x, y) = (cMα (x), y), u(M ′α) = u(Mα), and s(M ′α) = s(Mα) + k. Deﬁne a homotopy
H : [0,1] × Bm × Bk → Rm+k by
H(t, x, y) = (h(t, x), (1− t)g(y)),
where h is the homotopy for the covering relation Mi
f	⇒M j . Then for all x ∈ Bm and y ∈ Bk , we
have
H(0, x, y) = (h(0, x), g(y))= (cM j ◦ f ◦ c−1Mi (x), g(y))= Fc(x, y),
H(1, x, y) = (h(1, x),0).
Thus, we have that M ′i
F	⇒M ′j follows from Mi
f	⇒M j .
Next, we show that the strong Liapunov condition is satisﬁed for M ′i
F	⇒M ′j . For α = i, j, deﬁne
the quadratic form QM′α (x, y) = QMα (x) − |y|2. Let (x1, y1), (x2, y2) ∈ M ′i,c with (x1, y1) = (x2, y2).
Since Mi
f	⇒M j satisﬁes the strong Liapunov condition, there exists θi, j > 0 such that QM j ( fc(x1) −
fc(x2)) > QMi (x1 − x2)+ θi, j |x1 − x2|2 if x1 = x2. Since g is a contraction on Bk , there exists 0 < γ < 1
such that
∣∣g(y1) − g(y2)∣∣ γ |y1 − y2|.
Thus no matter what x1 is equal to x2 or not, we get that
QM ′j
(
Fc
(
(x1, y1)
)− Fc((x2, y2)))− QM ′i ((x1, y1) − (x2, y2))
= QM ′j
((
fc(x1) − fc(x2), g(y1) − g(y2)
))− QM ′i ((x1 − x2, y1 − y2))
= QM j
(
fc(x1) − fc(x2)
)− ∣∣g(y1) − g(y2)∣∣2 − QMi (x1 − x2) + |y1 − y2|2
 θi, j|x1 − x2|2 +
(
1− γ 2)|y1 − y2|2
> θˆi, j
∣∣(x1, y1) − (x2, y2)∣∣2,
where θˆi, j = min{θi, j,1− γ 2}/2 > 0. Thus M ′i F	⇒M ′j satisﬁes the strong Liapunov condition.
Since the number of pairs (i, j) is ﬁnite, F has covering relations with the strong Liapunov condi-
tion determined by A. From Theorem 10, the desired result follows.
4.6. Proof of Theorem 12
By the continuity of g on the compact union
⋃η
i=1 Mi , there exists r > 0 such that g(
⋃η
i=1 Mi) ⊂
Bk(r). For each α ∈ {1,2, . . . , η}, since g and c−1Mα are C1, the composition g◦c−1Mα satisﬁes the Lipschitz
condition on the compact set Mα,c , i.e., there exists Lα > 0 such that for all x1, x2 ∈ Mα,c ,
∣∣g ◦ c−1M (x1) − g ◦ c−1M (x2)∣∣ Lα |x1 − x2|.α α
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condition. Thus there exists θi, j > 0 such that QM j ( fc(x1) − fc(x2)) > QMi (x1 − x2) + θi, j |x1 − x2|2
if x1, x2 ∈ Mi,c with x1 = x2. Take a real number θˆ such that 0 < θˆ < min{θi, j/(1 + L2i /r2): i, j ∈{1,2, . . . , η}, aij = 1}.
Suppose aij = 1. For α ∈ {i, j}, let M ′α = Mα × Bk(r). Then each M ′α is an h-set with cM′α (x, y) =
(cMα (x), y/r), u(M
′
α) = u(Mα), and s(M ′α) = s(Mα) + k. Deﬁne a quadratic form on M ′α by
QM′α (x, y) = QMα (x) − θˆ |y|2. Then M ′i
F0	⇒M ′j holds for a homotopy H : [0,1] × Bm × Bk → Rm+k
deﬁned by
H(t, x, y) =
(
h(t, x),
1− t
r
g
(
c−1Mi (x)
))
,
where h is the homotopy for the covering relation Mi
f	⇒M j . Furthermore, we check the strong
Liapunov condition. Let (x1, y1), (x2, y2) ∈ M ′i,c with (x1, y1) = (x2, y2). Then
QM ′j
(
F0,c(x1, y1) − F0,c(x2, y2)
)− QM ′i ((x1, y1) − (x2, y2))
= QM ′j
(
fc(x1) − fc(x2),
g ◦ c−1Mi (x1) − g ◦ c−1Mi (x2)
r
)
− QM ′i
(
(x1 − x2, y1 − y2)
)
= QM j
(
fc(x1) − fc(x2)
)− θˆ
r2
∣∣g ◦ c−1Mi (x1) − g ◦ c−1Mi (x2)∣∣2 − QMi (x1 − x2) + θˆ |y1 − y2|2
 θi, j|x1 − x2|2 − L
2
i
r2
θˆ |x1 − x2|2 + θˆ |y1 − y2|2
 θˆ
(|x1 − x2|2 + |y1 − y2|2)
>
θˆ
2
∣∣(x1, y1) − (x2, y2)∣∣2.
Therefore, M ′i 	⇒F0 M ′j satisﬁes the strong Liapunov condition.
By the ﬁniteness of numbers of pairs (i, j), F0 has covering relations with the strong Liapunov
condition determined by A. By Proposition 15, there exists a compact subset Λ0 of Rm+k such that
Λ0 is positively invariant for F0 and F0|Λ0 is topologically semi-conjugate to σ+A . Since Fλ(x, y) is
C1 in the triple (λ, x, y) of variables, by using the same argument as in the proof of Theorem 10,
there exists λ0 > 0 such that for all λ with |λ| < λ0, the map Fλ has covering relation with the
strong Liapunov condition determined by A. Since Fλ is a homeomorphism on Rm+k provided λ = 0,
by Proposition 16, if 0 < |λ| < λ0 then there exists a compact subset Λλ of Rm+k such that Λλ
is invariant for Fλ and Fλ|Λλ is topologically conjugate to σA . We have ﬁnished the proof of the
theorem.
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