Most similarity search techniques map the data objects into some high-dimensional feature space. The similarity search then corresponds to a nearest-neighbor seamh in the feature space which is computationally very intensive. In this paper, we present anew parallel method for fast nearest-neighbor search in high-dimensional feature spaces. The core problem of designing a parallel nearestneighbor algorithm is to find an adequate distribution of the data onto the disks. Unfortunately, the known dechrstering methods do not perform well for high-dimensional nearest-neighbor search. In contrast, our method has been optimized based on the special properties of high-dimensional spaces and therefore provides a near-optimal distribution of the data items among the disks. The basic idea , of our data declustering technique is to assign the buckets corresponding to different quadrants of the data space to different disks. We show that our technique -in contrast to other declustering methods -guarantees that all buckets corresponding to neighboring quadrants are assigned to different disks. We evaluate our method using large amounts of real data (up to 40 MBytes) and compare it with the best known data declustering method, the Hilbert curve.
Introduction
The most important query type in multimedia databases are simihrity queries. A promising~d widely used approach for fast similarity searching in multimedia databases is to map the multimedia objects into points in some d-dimensional feature space. In image databases, for example, the images are mapped into complex feature vectors consisting of color histograms, shape descriptors, etc. and queries are processed against a database of those feature vectors [Fal 94] . Similarity of two images is defined as the proximity of Permission to mske digital/hard copy of part or all this work for personal or classroom use is granted without fee provided thst copies are not made or distributed for profit or commercial advantage, the copyright notice, the title of the publication and its date appear, and notice is given that copying is by permission of ACM, Inc. To copy otherwise, to republish, to post on servers, or to redistribute to lists, requirea prior specific permission and/or a fee. In this paper, we therefore propose a new parallel method for fast nearest-neighbor search in high-dimensional feature spaces. In section 2, we first define the nearest-neighbor search problem and briefly review the relevant literature. The core problem of designing a fast parallel nearest-neighbor algorithm is to find an adequate dechsstering algorithm which distributes the data onto the disks such that the data which has to be read in executing a query are distributed as equally as possible among the disks. Unfortunately, the known &clustering methods such as the Disc Modulo [DS 82], FX [KP 88] , and Hilbert [FB 93] have been designed to support different query types (range queries and partial match queries). Therefore, as we show in section 3, those techniques do not allow an optimal declustering for nearest-neighbor queries in high-dimensional spaces. In contrast, our new declustering method has been optimized based on the special properties of nearest-neighbor search in high-dimensional spaces (cf. subsection 3.1 ) and therefore provides a near-optimal distribution of the data items among the disks (cf. section 3.2). The basic idea of our data declustering technique is to assign the buckets which correspond to different quadrants of the data space to different disks. We show that this problem is equivalent to a graph coloring problem (cf. subsection 4.1 ). We then develop a simple but efficient algorithm which solves the graph coloring problem and show that our algorithm -in contrast to other declustering methods -guarantees that all buckets corresponding to neighboring quadrants are assigned to different disks (cf. subsec-tion 4.2). A surprising result is that the number of disks necessary for the near-optimal declustering is a linearly bound staircase function which is optimal up to rounding (cf. subsection 4.2). We then provide extensions of our afgorithm allowing for an arbitrary number of disks and highly clustered data distributions (cf. subsection 4.3). Finally, in section 5, we evaluate our method using large amounts of uniformly distributed and real data (up to 40 MBytes) with varying dimension, and compare it with the best known data dechtstering method, the Hilbert curve. Our experiments show that our method provides a near-linear speed-up and a constant scale-up, and it outperforms the Hilbert approach by a factor of up to 5.
2 Nearest-Neighbor Search in High-Dimensional Spaces
Nearest-neighbor search on high-dimensional feature vectors may be defined as follows:
Given a data set DS containing N d-dimensional points vo ... vN.1, find the data point IVNfrom the data set which is closer to the given query point q than any other pint in the data set. More formally:
Analogously, we can define a k-nearest-neighbor query as a query for the k-nearest-neighbors. For simplification, we assume without 10SSof generality that the extension of the data space is [0,. 1]d. In the literature, various algorithms have been proposed to search a spatial database for points, which are closer to a given query point than any other point in the database. These algorithms for nearest-neighbor search may be divided into two major groups:
partitioning algorithms and graph-based algorithms. Partitioning algorithms partition the data space (or the actual data set) recursively and store information about the partitions in the nodes.
Graph-based algorithms precalculate some nearest-neighbors of points, store the distances in a graph, and use the precalculated information for a more efficient search. Examples for such algorithms are the RNG* algorithm [Ary 95] and algorithms using Voronoi di-
A rather simple partitioning algorithm is the bucketing algorithm of Welch [Wel 71] . The algorithm divides the data space into identical cells and stores the data items inside a cell in a list which is attached to the cell. During nearest-neighbor search the cells are visited in order of their distance to the query point. The search terminates if the nearest point which has been determined so far is nearer than any cell not visited yet. Unfortunately, the algorithm is not efficient for high-dimensional data. A more practical approach is the k-d-tree algorithm of Friedmann, Bentley and Finkel [FBF 77] . In contrast to Welch's algorithm, the order in which the k-d-algorithm visits the partitions of the data space is determined by the structure of tbe k-d-tree Ramasubramanian and Paliwal [RP 92] propose an improvement of the algorithm by optimizing the structure of the kd-tree. Roussopoulos et.al. [RKV 95 ] propose a different approach for nearest-neighbor search based on the R*-tree [BKSS 90 ]. The algorithm traverses the R*-tree and stores for every visited partition a [RKV 95] to the X-tree, an index structure for bigh-dimensional data. The X-tree. is an R*-tree-based index structure which avoids a degeneration of the directoty in bigh-dimensions using a special split algorithm and variable sized directory nodes. In higher dimensions, the X-tree outperforms the R-tree and other index structures Figure 1 shows the total search time of a 10-nearest-neighbor query on an X-tree containing 100 MB of uniformly distributed data. As further experiments showed, this observation also holds for real data.
Friedmann et.al showed in [FBF 77 ] that the nearest-neighbor search in high-@mensional data spaces is an inherently computationally intensive problem. In a recent paper, we refined the model of Friedmann et al. for high-dimensional data spaces [BBKK 97] and confirmed the inherent high complexity of high-dimensional nearest-neighbor search. We believe that the use of parallelism is crucial for improving the performance of nearest-neighbor queries in high-dimensional space.
Parallel Nearest-Neighbor Search
The core problem of parallel nearest-neighbor search is the distribution of data among the available disks which is usually called the declu.rteringprobiem. In the following, we denote the number of disks by n and the i-th disk by di.
The simplest method for distributing data is round robin where each disk di gets the data items {vj/j mod n = i} . show that all the methods described in this section including the Hilbert method do not provide an adequate data distribution for nearest-neighbor queries in high-dimensional spaces.
Effects in High-Dimensional Spaces
To find a good declustering algorithm, we have to consider several special effects Occurnng in high-dimensional spaces and their consequences for nearest-neighbor queries. In this section, we therefore analyze nearest-neighbor query processing in high-dimensional space and derive the requirements for an optimal declustering. For the following considerations, we assume uniformly distributed data and uniformly distributed query points.
During nearest-neighbor search, any NN-algorithm has to examine all data pages intersecting the so-called MV-sphere (cf. Figure 4 ). The NN-sphere is a d-dimensional hypersphere having the query point as the centre and a radius equal to the distance from the query point to the nearest-neighbor. Unfortunately, according to [BBKK 96] , the radius of the NN-sphere increases rapidly with increasing dimension of the data spacel, and therefore, the number of partitions any sequential algorithm has to access also increases rapidly.
Another important property (cf. section 3.2) of high-dimensional data spaces is that most data items are located near the (d-l)-dimensional surface of the data space. An example clarifies this effect:
Figure 5 (right partition) depicts the probability that a point in a ddimensional space is located near the surface where "near" means that the distance of the point to the surface is less than 0.1:
As the figure shows, the probability grows rapidly with increasing dimension and reaches more than 97% for a dimensionality of 16.
Dechsstering algorithms such as the disk modulo method or the FX method assume a partitioning of the data space into buckets. in the 2-dimensional case, the data space is partitioned many times in each direction for example to obtain 10,000 buckets, the space is divided 100 times in x-direction and 100 times in y-direction. If we consider a 16-dimensional space, a complete binary partitioning of the space would already produce 65,536 partitions. Thus, in high-1. The increase of the radius depends on the bucket size, the number of data items and the dimension. However, the dimension is the most important parameter. dimensional spaces it is not possible to consider more than a binary partitioning. In addition, the usage of a finer partitioning would produce many undertlled buckets. For the following considerations.
we therefore assume each dimension of the space to be split exactly once. Thus, from our point of view, the buckets are the quadrants of the data space, The bucket coordinates (c. cl, ..,, cd. 1) can then be seen as binary values and (c. ,... cd.~) may be represented as a bitstring. Note that (c. cl, .... cd-l) with ci G {O, 1} corresponds to the binary representation of the corresponding grid partition stored in the bucket. We use this property to define an unambiguous bucket number, bn, which will be the basis for our algorithm presented in section 4.2.
Definition 2: (bucket number)
Given a bucket b characterized by (c. cl, .... cd.,) with Cj q {O, 1),
Declustering for Nearest-Neighbor Search
The goal of each declustering algorithm is to distribute the buckets which are involved in an arbitrary search to different disks, For the parallel nearest-neighbor search, this means that the partitions intersecting the NN-sphere should be distributed to different disks. If all disks are equally involved in the search, the speed-up is maximal. Using the above definitions, we can define a near-optimal declustenng as a decltrstering which guarantees that all direct and indirect neighboring buckets are assigned to different disks. We use the term near-optimal because an optimal declustering technique would have to guarantee that arbitrary queries are handled by different disks. This however would require to consider arbitrary neighbors -not only direct and indirect neighbors.
Definition 4 (near-optimal declustering)
A declustering algorithm DA is near-optimal, if and only if for any two buckets b and c and for arty dimension d of the data space:
As we show in our experimental evaluation, our definition of a near-optimal declustering algorithm is close to the optimum, i.e. it provides a high speed-up and a nearly constant scale-up. The following lemma shows that the known declustering techniques do not provide a near-optimal declustering.
Lemma 1:
The disk modulo, the FX, and the Hilbert declustering techniques are not near-optimal declustenng algorithms.
The validity of lemma 1 can be shown by a simple three-dimensional counter-example (cf. Figure 7) . The numbers in the comer of each cube denote the disk number the corresponding bucket is assigned to. The thick line in each cube shows indirect (cf.
6neighbors which are assigned to the same disk, The right most portion of Figure 7 demonstrates the existence of a near-optimal declustenng. Note that there exist more than one colliding pair of indirect neighbors, which however are not shown in Figure 7 .
4 Near-optimal Declustering for Nearest-Neighbor Queries
In this section, we present a new declustering technique which is near-optimal according to definition 4. The basic idea of our technique is to transform tbe declustering problem into an equivalent graph-coloring problem so that buckets correspond to vertices, neighborhood-relations to edges, and disks to colors. We then propose a simple but efficient algorithm for solving the graph-coloring problem. To show that our declustering technique is near-optimal, we prove that our graph-based algorithm assigns different colors to 
Declustering asa Graph Coloring Problem
In order to transform the declustering problem into a graph coloring problem, we first define thedisk assignment graph. The disk assignment graph is an undirected graph in which buckets correspond to vertices and neighborhood relationships between buckets to edges. Since our definition of the edges includes both direct and indirect neighbors, it is obvious that an algorithm which assigns different colors to connected vertices, provides a near-optimal declustering.
Thus, we reduce the declustering problem to an equivalent graph coloring problem. 
The Vertex Coloring Algorithm
In this section, we introduce an algorithm to determine the vertex color (i.e., the disk number) for a given vertex (i.e., bucket number).
After describing the algorithm, we prove that our algorithm assigns different colors to connected vertices and we provide a formula for the number of colors required by our algorithm,
The basic idea of our algorithm is to determine for a vertex b all positions in its binary representation which equal to 1. hrcrementing these positions by 1, each position can again be interpreted as a binary number, and the positions are combined by the XOR function. Interpreting the resulting binary number as a decimal number,
we finally obtain the corresponding vestex color 1. Incrementing the positions by one, we obtain (2+1)=3 and (0+1)=1. We then combine the binary representations 011 z (=3) and 0012 (=1) by the XOR function and obtain 0112 XOR 0012= 0102. Interpreting this binary number asadecimal number, wegetO 102= 2]0 The color of vertex 5 is therefore 2. Figure 9 shows the vertex coloring algorithm in algorithmic pseudocode. It is obvious from the algorithm that the color of an arbitrary vertex may be determined in O(d) time. The following formal definition provides a very compact form of the algorithm.
Definition 6: (vertex coloring fmction):
Given a vertex number c in binary representation Co..cd.l. The corresponding vertex color is
In the following, we show that our vertex coloring function CO1 guarantees that vertices which are connected in the disk assignment graph are colored differently. Our proof is divided into three lemmata. First, we prove the distributivity of CO1and XOR. Then, we prove that vertices which are comected by an edge representing direct neighborhood are colored differently, and finally we prove the same for edges representing indirect neighborhood.
Lemma 2 (distributivityof col and XOR):
Proof: cf. appendix.
Using Lemma 2, we now prove that vertices which are connected by an edge representing direct neighborhood are colored differently. We make use of some algebraic laws which are valid for the XOR function, especially the associativity, commutativity and the 1. We wiIl motivate later why we have to incrwncnt the positions before combining them using XOR. Intuitively, the reason is that otherwise the information about dimension 'O would not be considered by the vertex coloring function.
following equivalences: This is guaranteed, since a power of two is always between a number and its double: The number of colors required to solve the vertex coloring problem is a staircase-function (cf. figure 10 ) above the line (d+ 1) which has already been identified to be a lower bound for the number of colors. For lower dimensions, we have verified by enumerating all possible color assignments, that there is no method which uses fewer colors than our staircase function. We conjecture that this is also true for higher dimensions. In any case, we are able to give tbe linear upper and lower bounds for the staircase function.
As already mentioned, the lower bound is d+l. The upper limit is 2d, as maybe seen with the same argument already used in lemma 6: There is always a number corresponding to power of two between a number d and its double 2d. Therefore, Ird + 111 cannot be higher than 2d for d e IN.
Extensions of our Declustering Technique
In this section, we propose two extensions of our declustering technique. First, we describe an adaptation of our method for supporting an arbitrary number of disks and second, we describe an extension of our method for highly clustered data.
An important requirement for any parallel approach is to support an arbitrary number of processing units (disks). For our problem, this means that we have to adapt our algorithm to work with an arbitrary number of disks, since our vertex coloring function cof requires the optimal number of 2i disks. We now describe a simple method for reducing the number of disks required; in a first step by a factor of 2 (preserving that direct neighbors are assigned to different disks), and in a second step to an arbitrary number.
As we can easily derive from the 3-dimensional example in figure 8 , there exists no near-optimal deelustering algorithm using less than 4 disks for the 3-dimensional case. As a consequence, reducing the number of colors generated by our function cof may induce that indirectly neighboring buckets are assigned to the same disk. Our extension of the function CO1,however. guarantees that most directly neighboring buckets are still assigned to different disks. The extension reduces the number of required disks by a factor of 2. The basic idea of our extension is to map one half of the colors to their binary-complementary color. For example, to decluster an 8-dimensional data space, the function cof requires C = 16 disks numbered from Oto 15. In our first reduction step, we map the colors 8..15 to the colors 0..7 such that 8 is mapped to 7, 9 is mapped to 6, .... and 15 is mapped to O. Obviously, our extended algorithm requires a total number of (C/2) disks. Note that, this mapping guarantees that most directly neighboring buckets are still assigned to different disks. Intuitively, we map the colors to their complement because complementary colors have the maximal
Hamming distance, i.e. differ in a maximum number of bits.
In the general case, let us assume that we have n disks available, where n < C. If n S C/2, we map each color c, which is larger than C/2 to its binary complement. Thus, we have only C/2 colors left. Note that the most significant bit of these C/2 colors is the bit O. If n is smaller than C/4, we again map the colors greater than C/4 to their complement, while, however, ignorin the most sig-.i? niticant bit. This process is repeated until ns C/2
The number of colors required by the algorithm is now C/2k -1. In order to obtain exactly n colors, we again map the highest C/2k -1-n colors to their complement. Recording the mappings in a table, we are able to determine the disk number from the color number CO1by a single table look-up.
Another extension of our declustering techniques focuses on highly clustered data. In reaf applications, high-dimensional data is usually not distributed uniformly. If the data points are highly clustered, i.e. most data points are located in one quadrant of the hypercube, our technique as described so far would assign most data points to a single disk. Although in most applications such an extreme case will not occur, we have to consider data distributions where many points are assigned to a few disks, i.e. the amount of data stored on the disks differs largely.
A first solution to this problem is to use a statistical measure, the a-quantile, to divide the buckets. Instead of splitting each dimension in the middle, we determine the 0.5-quantile of each dimension and use the values as split values for determining the bucket boundaries. One may argue that we do not know the data distribution a priori and are therefore not able to determine the correct 0.5-quantile in advance. To solve the problem, we dynamically adapt the 0.5-quantile by recording the distribution according to the previous 0.5-quantile, i.e. counting the number of data points below and above the split value. If the ratio of these two numbers extends a certain threshold, we reorganize our data distribution using the new 0.5-quantile for each dimension.
If the data points are highly correlated, the usage of a one dimensional quantile is not sufficient. This situation is detected if the onedimensional a-quantile does not change but the disks are loaded unbalanced, nonetheless. Our strategy for this case is to recursively decluster the overloaded buckets of the data space. The optimal declustering means to decluster all overloaded buckets. This, however, would require an amount of 0(2d) of storage space which cannot be handled for higher dimensions. Our approach therefore re-
Figure 11: Recursive Declustering cursively declusters all buckets of a single disk in one step using our
CO1declustering function (cf. Figure 11 ), which means a transfer of the affected data to another disk. Note that we may have to apply the recursive declustering more than once if necessary. As first experiments show, permuting the colors using a simple heuristic when going to the next level of recursion provides good speed-ups (cf. Figure 16 ).
Note that our parallel nearest-neighbor search is completely dynamical. This means, that we are able to support insertions, updates, and deletions without any a priori knowledge of the data. However, for highly clustered or correlated data a reorganization of the data may be necessary.
Experimental Results
In order to show the efficiency and practical relevance of our de- In our experiments, we used three types of data: Fourier points corresponding to contours of industrial parts (d=8.. 15), text data corresponding to substrings of a large set of texts (d= 15), and uniformly distributed points (d=8.. 15). The total amount of data used in our experiments was about 800 MBytes. The block size used is 4 KBytes. In order to measure the performance of our technique, we determined the disk which accesses most pages during query processing. We used the search time of this disk as the search time of the whole parallel X-tree. Each experiment has been performed 10 times and the average of the 10 experiments is used as the reported search time. In order to compute the speed-up, we compared the search time of the parallel X-tree with a sequential X-tree using the original implementation of [BKK 96 ]. In the following figures, "new" denotes our technique, whereas "HIL" denotes the Hilbert approach.
Our first objective was to show the linear speed-up of our new method. We therefore performed an experiment on 1 MByte of uniformly distributed data (d=15) with varying numbers of disks (cf. Figure 12 ). In performing a nearest-neighbor query, the speed-up reaches a value of 8 for 16 disks for a nearest-neighbor query. For 10-nearest-neighbors queries, the speed-up increases up to a value of 12 for 16 disks. In both experiments, the speed-up was nearly linear.
Since one cannot assume a uniform data distribution for real life applications, we used real data for our further experiments. Again, we investigated the speed-up of our technique and compared it to the Hilbert declustering for a nearest-neighbor query and a 10-nearest-neighbor query. Figure 13 shows the speed-up of our technique and the Hilbert curve on 40 MBytes of 15-dimensional Fourier points, Obviously, both techniques achieve a near-linear speed-up for both query types. However, our technique clearly outperforms the Hibert curve which reaches only 19% of the optimal speed-up using 16 disks. Figure 14 shows the improvement of our technique over the Hilbert approach in the same experiment. The factor linearly increases with the number of disks and approaches a vahre of 5 for 16 disks. Note that this is due to the fact that the Hilbert curve does not provide a near-optimal dechrstering.
Next, we made experiments to measure the scale-up of our technique, i.e. we increased the number of disks and proportionally in-
creased the total amount of data. In particular, we increased the number of disks from 2 to 16 while increasing the amount of data from 1 to 8 MBytes. Figure 16 depicts the result of this experiment.
The total search time is nearly constant for both, nearest-neighbor queries and 10-nearest-neighbor queries. The experiment shows that our technique scales well when increasing the problem size.
In addition to the Fourier data, we also used text descriptors for our experiments. The text descriptors are feature vectors characterizing substrings of large sets of various documents given in ASCII format, Again, we compared our technique to the Hilbert approach. duced the total search time to 137.7 ms. The large improvement factor of 3.9 is due to the fact that a large amount of data items is located in the same quadrant of the data space and therefore assigned to a single disk. Note that only one recursive dechsstering step was necessary in the experiments.
Conclusions
In this paper, we proposed a new method for parallel nearest-neighbor search in high-dimensional data spaces. High-dimensional data frequently occur in multimedia databases as the basis for a similarity retrieval. The core problem of designing a parallel nearestneighbor algorithm is to determine an adequate distribution of the data to the disks which is called the dcclustering problem. The basic idea of our new decluster-ing technique is to assign the buckets which correspond to different quadrants of the data space to different disks. We proved that our technique -in contrast to other dcclustering methods -guarantees that all buckets corresponding to neighboring quadrants are assigned to different disks. We evaluate-d our method using large amounts of real data and compared it with the Hilbert declustering. As the experiments show, our method provides a near-linear speed-up and a constant scale-up. Additionally, it outperforms the Hilbert approach by a factor of up to 5.
Our future work will include the optimization of the reorganization process which occurs if the data distribution changes during the 1400.00 
