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Strong limit theorems for quasi-orthogonal random fields. II 
F. MÓRICZ 
1. Introduction. Let {AV- fcs 1} be a random field (in abbreviation: r.f.). 
We say that {ZiJt} is quasi-orthogonal if 
(1.1) = 
and there exists a double sequence {g(m, ri): m, « = 0 } of nonnegative numbers 
such that 
(1.2) \EXikXjt\ S e(|/-/|, |fc-/|)ffit(Xy( (i,j, k . l ^ l ) 
and 
(1-3) 2 
m = 0 n = 0 
In the spjoial case whsn g(m, « ) = 0 except m=n=0, we say that {X i k} is 
an orthogonal r.f. 
2. Main results. We will study the almost sure (in abbreviation: a.s.) behavior 
of the Cesàro type means 
(2-1) Cm, = — l l f l i 1 Xik ("«.«Si) mn | = i j[= i V m J \ n J 
as m+n-*°°. 
T h e o r e m 1. If {Xik} is a quasi-orthogonal r.f. and 
M OO « 2 
(2-2) 2 
then 
(2.3) lim £mn = 0 a.*. m+n—oo 
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It is instructive to compare Theorem 1 with the corresponding result in [4, Theo-
rem 1] according to which 
(2-4) 2 2 flh Pog (' + l)]2[log (k + l)]2 < ~ 
is a sufficient (and in the monotonie case, necessary) condition for the following 
strong law of large numbers : - . . ' ' . ' ' 
1 m n 
(2.5) lim — 2 2 X* = 0 a.s. m+n-co mn 
The surprising fact is that the logarithmic factors are missing in condition (2.2). 
We note that the logarithms are to the base 2 in this paper. 
We will prove Theorem 1 in a more general setting which provides information 
on the rate of convergence in (2.3). In the sequel, p and q denote nonnegative in-
tegers. 
P r o p o s i t i o n 1. If the conditions of Theorem 1 are satisfied and £>0 , then 
i l 2" 2* 1 2P ah (2.6) P[sup s u p | U > e ] = 0 ( l ) k ™ 2" 2 -rr + 
m m I Z * ¡ = i fc=i Z r ¡ = 1 *=2«+l K 
J eo 2« 0-ĵ  oo « ff21 
q 2 2 I" 2 2 ,-21,2 I • 
Applying the well-known Kronecker lemma (see, e.g. [5, p. 35]), Proposition 1 
implies Theorem 1. 
We note that a result analogous to Proposition 1 was proved in [3, Theorem 4] 
for sequences of random variables (in abbreviation: r.v.'s). 
We also consider other Cesàro type means defined by • 
Clearly, the are intermediate between the rectangular arithmetic means occurring 
in (2.5) and the means (2.1). 
T h e o r e m 2. If {X№} is a quasi-orthogonal r.f. and 
(2.8) 2 ¿ - A [ l o g ( * + l ) ] 2 < ~ , 
¡=i *=i ' * 
then 
(2.9) lim. T™ = 0 a.s. m'+ii-*'« 
A more general statement giving information on the convergence rate in (2.9) 
reads as follows. 
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P r o p o s i t i o n 2. If the conditions of Theorem 2 are satisfied and e>0 , then 
(2.10) PI sup sup |T„| > e] = 0 ( 1 ) 1 - ^ - j f f + 
1 2* ~ 1 2« 
+4F2 2 ^liog(k + i ) f + ~ 2 2 ^ f + i =1 *=2« + l * • ¡ = 2* + li[=l ' • 
+ i i - A nog ( * + i ) ] i ;=2j>+1 *=2«+l t K ) 
Condition (2.8) lies between (2.2) and (2.4) (cf. conclusions (2.3), (2.5), and 
(2.9)). 
We guess that the logarithmic factor in condition (2.8) is exact. 
C o n j e c t u r e . If {criA^0} is a double sequence such that 
gik 2r frj.k+l 
k ~ ¿ + 1 
and 
(», * S 1) 
(2-11) 2 Z"|p-[log(A:+l)]2=-
i = r k=r 1 K 
with r= 1, then there exists an orthogonal r.f. such that 
EXik = 0, EXfk s a% (/, k ^ 1) 
and 
l imsup l r ^ l =°o a.s. 
m + n-*oo 
If condition (2.11) is satisfied with any r ^ 1, then we can state 
lim sup |rmn| = oo a.s. 
3. Proof of Proposition 1. We begin with a known result [2]. 
L e m m a 1. If {A^} satisfies conditions (1.1)—(1.3), and {aik} is any sequence 
of numbers, then 
a+m fc+n a+m . b+n 
(3.1) E[ 2 2 OikXikY = 0 (1 ) 2 2 (a, bsO;m,ns 1). 
1=0 + 1 k=b+l i=o+lt=6+l 
We emphasize that in the proofs of Propositions 1 and 2 the condition that 
is a quasi-orthogonal r.f. is used only to the extent that this implies the moment 
inequality (3.1). 
6» 
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Now we turn to the proof of Proposition 1. We start with the inequality 
(3.2) P[ sup sup I Í J > e] 2 2 ^ , , . J E S " 
Let 2 ' s m s 2 ' + 1 and 2 5 s « s 2 , + 1 . Since 
(3.3) Cmn = C2', 2" + (Cm, 2» — W, 2') + (C2-, n — Í2', 2«) + (Cmn ~ Cm, 2' ~ CtT, n + Ca'. 2*) 
we can estimate as follows 
<3-4> - «i * -
where 
By the Chebyshev inequality and (3.1), 
(3.5) p[|C2'.2.| = ^ r - Z 
By the Cauchy inequality, 
(3.6) L max I Cm. 2 * - C 2 ' . 2 ' l ] 2 *2 w[Cm,2. - Cm-1 .2 '[2-2 r < m S 2 ' * 1 m = 2 r + l 
An elementary calculation shows that 
m 2 * 
Cm, 2* — Cm-1,2* = 2 2 aik(m> S ) 1=1 *=1 
where 
. ^ _ 1 T, f 0 - l ) ( 2 m - l ) 1 1 
a'k{m> S) ~ Y V1 F~J l m2(m — l)2 m(m- 1)J' 
Clearly, 
Hence, by the Chebyshev inequality and (3.1), 
16. a r + l OCW m 
(3.7) = 2 2 2 -
e2 — f + i e2 rn^+x^tíimím-l)^ 
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The symmetric counterpart of (3.7) is 
f ) ( n 2* + « 2P и „ ъ 
(3.8) 2 2 2 * 
е2 „=^+1 k=i п(п —1)222' 
Finally, by the Cauchy inequality, 
[ max max I tmn — — (•>•• „ + C2>- 2«ll2 s 
2' +1 2* +1 
s Z Z mnttnm-Cm-l.n-tm.n-l + Cm-l.n-l] 
j ' m = 2 ' + l n = 2« + l 
| 2 
and by an elementary calculation, 
m n 
Cmn~ Cm-l,n~ Cm.n-l + Cm-ln-l = Z Z ^ik(m> n ) ¡=1 *=1 
where 
h (m ri - 1 1 \(k — \)(2n — l) 1 1 
ikK ' m^m-lf m(/7J-l)J[ n\n-\f K(«_l)J' 
Clearly, . 
l b i k ( m > " ) l - Mm-lMn-l)-
Hence, by the Cauchy1 inequality and (3.1), 
(3.9) P r f ^ ^ r F *Z ' " " ¿ I L n - C n - i . n - L . n - i + L - i . n - i l ^ 
fc m = 2 r + l n = 2» + l 
0(1) 2r+1 2*+1 "I 
2 2 2 i 2 b — fi m^+i я^+и^кЩт(т-1)2п(п-l)2 
Next, we combine the above estimates in four parts. 
Part 1. By (3.2) and (3.5), while decomposing the inner double sum and inter-
changing the order of summations, we get that 
(З.10) 2 ZP\\M > 4 l = 0 ( U 2 2 та x 
r=p s—q ^ J r=ps=i ^ ^ 
2*» 2e 2p 2s - 2r 2« 2r 2* x{2 2 + 2 2 + 2 2 + 2 2 K = 
, = 1 k = l ¡=1 ft = 2« + l i = 2 p + l fc=l i = 2'' + l * = 2» + l 
{1 2P 2« 1 2" ~ —-2 
J CO 2« CO CO "j 
+ "92i" 2 2 2 2 ;2 i.2 I ' 
^ i = 2 p + l *=1 ' i=2P + l *=2« + l I K ) 
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Part 2. By (3.2) and (3.7), we obtain in a similar way that 
ее oo oo oo m V 2* ffZ 
(3.11) 2 W = 0(1) 2 2 2 { 2 + Z } J § * r = 
r=p s—q m=Sp+l s=q /=1 k=1 * 
{1 OO 24 o o oo ) 
z i=2» + l*=l К i=2P+l k=t«+l } K > 
Part 3. By (3.2) and (3.8), 
OO О» С t 2P M —.2 oo oo -2 1 
(3.12) 2 2 i i ! , = 0 ( % 2 2 2 2 
Part 4. By (3.2) and (3.9), 
oo oo oo oo 2' 2' 2" Я (It 2« 
(3.13) 2 " 2 ^ 3 ) = 0(1) 2 2 { 2 2 + 2 2 + 2 2 + 
T=ps=q m=2<>+l n = 2« + l ¡=1 i = l i = l * = 2 « + l i = 2»'+l t = l 
m в „2 ( 1 S' 21 1 2" oo _2 
+ 2 2 } - é r = = 0 ( i ) { 2 ^ - 2 2 ^ + 2 ^ 2 2 - S - + 
i = 2 P + l k = 2 « + l m " I Z Z , = 1 t = l Z ¡ = 1 t = 2 « + l к 
I oo 2« g-?̂  «о oo 0.2̂  1 
+ 02« 2 2 "72 2 2 Я(,2|-
Collecting (3.2) and (3.10)—(3.13) yields (2.6) to be proved. 
4. Proof of Proposition 2. This proof is essentially a combination of the tech-
niques of Section 3 and the proof of [4, Proposition 1]. Therefore, we do not go 
into full details. 
The next lemma is a version of the well-known Rademacher—Menshov in-
equality (see, e.g. [1, Theorem 2]). 
L e m m a 2. If {A^} satisfies conditions (1.1)—(1.3), and {alt} is any sequence 
of numbers, then 
a+m b+l a+m fr + n 
(4.1) E [ m a x 2 2 ^ M f = 0(1) [log 2«]2 2 2 
l s / s n i = 0 + i i = e + l * = ( , + 1 
(a, 1). 
To start the proof of Proposition 2, assume that 2r^m^2r+1 and 2 * s n s 2 5 + 1 
with nonnegative integers r and s. Obviously, it is enough to prove (2.10) for the 
slightly modified means 
•*—тг-дЖ1-̂ )* 
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in the place of r^ , . We use a decomposition analogous to (3.3), according to which 
we can write 
< 4 - 2 ) - ¿ A S « | T - 1 > E I S - T ] + Y | 
(cf. (3.4)), where 
= - I L 
Q " = 2 . I C , - < 2 , - T 2 \ „ + T * . 2 , | > I ] . 
Imitating the corresponding steps in the proof of Proposition 1, it is easy to 
verify that 
C4-3) p[|T2*,2,|> f «4 
i t j e i = 1 1 = 1 
and 
/ l i n 2 r + l m 2* „ 2 
(4.4) = 2 2 2 * £2 m=2*"+i ,=i t=i m(m - l)224s 
(cf. (3.5) and (3.7), respectively). 
The following two estimates are different from (3.8) and (3.9). By the Chebyshev 
inequality and (4.1), 
£a 22 r i=i fc=2»+i k2 
To estimate we set >/mn = r * n - r * 2 , . Then 
tfmn ' ? 2 r , n = T m n 2* n + 2« • 
Similarly to the reasoning in (3.6) we estimate as follows 
A simple computation shows that 
m n 
*lnm-1m-l,„ = 2 2 Cik(m,ri)Xik, /=1 k=2» + l 
316 F. Móricz: Quasi-orthogonal random fields 
where . 
, 1 f ( / - l ) ( 2 / n - l ) 1 1 
cik{m, n>- 2* [ m2(m- I f m(m- 1) J' 
Clear ly , _ 
m ( m - l ) 2 > -
T h u s , by t he Chebyshev inequal i ty a n d (4.1), 
(4-6) (?«3) = - ^ p - 2 » [ l o g ^ p i 2 ' cfk(m,n)ajk = 
« m = 2 r + l ¡ = 1 t = 2 ' + l 
f M \ \ V*1 m 2 » + 1 „ 2 f i t n 2 r + 1 2*+ > „ 2 = - ^ - 2 2 2 m ( m = 2 ^ p - [ i o g 2 k f . ® m=2'+i ¡=i *=2»+i m(m— i) z e t=2»+i z /c 
N o w t o comple te t he p r o o f on the basis o f (4.2)—(4.6) we have t o g o . a l o n g 
t he same lines as in t h e p r o o f of Propos i t ion 1 (cf. P a r t s 1—4 there) . 
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