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Abstract
An energy conserving time integration algorithm with fourth-order accuracy is developed
for dynamic systems with nonlinear stiffness. The discrete formulation is derived by
integrating the differential state-space equations of motion over the integration time
increment, and then evaluating the resulting time integrals of the inertia and stiffness
terms via integration by parts. This process introduces the time derivatives of the state
space variables, and these are then substituted from the original state-space differential
equations. The resulting discrete form of the state-space equations is a direct fourth-
order accurate representation of the original differential equations. This fourth-order
form is energy conserving for systems with force potential in the form of a quartic
polynomial in the displacement components. Energy conservation for a force potential
of general form is obtained by addition of a higher order secant-type correction term. The
formulation leads to a consistent representation of the motion within a time increment
corresponding to cubic Hermite interpolation in time. This in turn leads to excellent
phase representation with only a small fourth-order error, permitting integration of
oscillatory systems with only a few integration points per period. Three numerical
examples demonstrate the high accuracy of the algorithm.
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1. Introduction
The numerical calculation of the response of dynamic systems is one of the central
problems in computational mechanics and physics. In the last decades there has been
a considerable interest in the development of time integration methods that conserve
invariants of the problem like energy and momentum. An early contribution is the series
of papers by LaBudde and Greenspan [1, 2], who developed discrete time integration
methods for particle dynamics based on energy and momentum conservation. This type
of approach to the numerical calculation of nonlinear dynamic response was further
developed by Simo et al. [3, 4, 5] covering rigid-body motion, elastodynamics and
general Hamiltonian systems. An essential point in these methods is the identification of
a particular representation of the internal forces such that exact conservation properties
are satisfied. In the context of continuum mechanics various forms of stress averages
have recently been discussed by Romero [6].
An important extension of the range of conservative time integration methods was
attained by the introduction of the so-called finite derivative introduced by Gonzalez
[7, 8], and further developed under the name of the ‘discrete gradient’ by McLachlan
et al. [9]. The basic idea is to replace the original expression of the internal force by
an augmented form including a correction in terms of the increment of the quantity to
be conserved. This concept bears similarity with the notion of a secant representation
of derivatives used in quasi Newton methods, see e.g. [10] Chapter 9. The concept
was rapidly adopted within computational mechanics, see e.g. [11, 12, 13], and the
finite derivative is now considered a standard concept in time integration of nonlinear
response, [14]. Extensions have been made to the original second-order representation,
e.g. by improved evaluation of the integral via Hermite type integration with the ve-
locities as the derivatives at the time integration points [15]. A systematic extension of
second-order algorithms to fourth-order accuracy has been proposed independently by
de Frutos and Sanz-Serna [16], and Tarnow and Simo [17]. The idea is to combine three
steps of the second-order algorithm to cancel the leading error terms and increasing
the accuracy to fourth order for non-dissipative problems, where time can be reversed.
By this approach the fourth-order algorithm inherits properties like energy conservation
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from the underlying second-order algorithm.
Most direct time integration schemes with conservation properties are of second-order
accuracy with respect to the representation of the response. Essentially, the conserva-
tive algorithms correspond to an integrated form of the original state-space differential
equations, and the order of accuracy depends on the order to which the corresponding
integrals are represented in the discrete algorithm. It was demonstrated by Krenk [18]
that a fourth-order algorithm could be obtained for linear dynamic systems by evaluat-
ing the integrals over the time step via integration by parts. This procedure introduces
the time derivatives of the state-space variables under the integral sign, and these time
derivatives can then be expressed via the original state-space equations. The resulting
integrals contain time-weighted forms of the state-space variables and these can be be
evaluated to fourth order by a Taylor series expansion about the center of the time step.
The time-weighted integrals bear a certain similarity to the format of Galerkin based
time integration methods, see e.g. the higher order Galerkin based schemes of Gross et
al. [19], and it has recently been demonstrated by Depouhon et al. [20] that within a lin-
ear framework a discontinuous Galerkin procedure presented by Bottasso and Trainelli
[21] can be reduced by elimination of the discontinuities to the direct state-space format
from [18]. In the present paper the direct fourth-order state-space format is extended to
nonlinear systems, and the terms of the algorithm are expressed entirely by the forces
and the stiffness matrix at the end points of each time step. This results in a fourth-order
accurate time integration algorithm that is energy conserving, if the energy potential is
of fourth degree or less in the displacement variables. The algorithm is easily extended
to energy conserving form also for more general internal energy potentials by introducing
a secant type correction term of fifth order, thereby retaining the fourth order accuracy
of the response history. Examples demonstrate very high accuracy of the algorithm, and
a closer look at the discrete equations of the algorithm reveals that it incorporates a
full cubic Hermite representation of the response within each integration step, whereas
similar second order algorithms typically are based on a central difference representation
of the mean velocity, corresponding to only a quadratic representation.
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2. Basic equations
A standard form of the equations of motion of dynamic systems with non-linear
internal forces described by a finite number of degrees of freedom u is
Mu¨+Cu˙+ g(u) = f(t) . (1)
A dot denotes time differentiation, while M and C are the mass matrix and damping
matrix, respectively, here assumed to be constant. Alternative, more general forms, in
which u contains the generalized coordinates and the inertial terms depend on both
the generalized displacements and the generalized velocities, can be formulated by use
of Hamilton’s principle or by the Lagrange equations with the momentum vector p as
an auxiliary variable, see e.g. [22]. However, the present form has wide applications
e.g. for simple nonlinear mechanical systems, for particle dynamics, and for continuum
mechanics modeled by isoparametric elements. The internal force g(u) is assumed to
correspond to an energy potential G(u), such that g =∇uG(u), where ∇u denotes the
gradient with respect to the components of u. The external load vector f , conjugate
to the displacement vector u, is typically given either directly as a function of time as
f(t) or as a potential force of the form f = −∇uF (u). In the present derivation of the
algorithm only the direct time-dependent part of the load f(t) is included explicitly, as
any potential load can be included by replacing the internal energy potential G(u) by
the combined potential G(u) + F (u) in the final formulation.
The present formulation makes extensive use of the relation between derivatives
and increments over the integration interval. In particular this introduces the tangent
stiffness matrix, defined by
K(u) = ∇T
u
g(u) = ∇T
u
∇uG(u) , (2)
into the discrete dynamic equations. This is in contrast to traditional formulations,
in which the stiffness matrix is only used for iterative solution of a balance equation
containing the forces defined in the continuous problem.
2.1. State-space equations
The goal of a single-step time integration algorithm is to advance the state-space
variables u, u˙ from a time tn to the time tn+1 = tn + h, where h is the integration
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time step, by use of the system matrices and the history of the load vector in the time
interval. In this process it is advantageous to work with a state-space formulation,
in which the velocity is introduced as a new independent variable v = u˙. When this
kinematic relation is multiplied by the mass matrixM a system of first-order state-space
equations is obtained in the following symmetric format,

 C M
M 0



 u˙
v˙

 +

 g(u)
−Mv

 =

 f(t)
0

 . (3)
There are two advantages of using the state-space vector [uT ,vT ] when deriving a dis-
crete time integration scheme: the definition of v(t) as being identical to the velocity
u˙(t) at all times can be relaxed and included in the approximate procedure, and sym-
metry of the equations can be retained and related to energy conservation in a simple
manner. In this context it is important that the viscous damping is included in the
form Cu˙, and therefore appears as a symmetric matrix on the diagonal of the first block
matrix.
2.2. Energy balance equation
An energy balance relation of the system can be obtained directly from the state-
space equations of motion (3) by pre-multiplication with [u˙T ,−v˙T ]. In this process the
contributions from the two off-diagonal sub-matrices of the first term cancel, and when
using the ‘chain rule’ G˙(u) = u˙Tg(u) the following energy balance equation is obtained,
d
dt
[
1
2
vTMv + G(u)
]
= u˙T f − u˙TCu˙ . (4)
The left side is the time derivative of the total system energy, while the terms on the right
side are the rate of work of the external force and the viscous dissipation, respectively. It
is desirable for a numerical time integration algorithm to have a similar energy balance
equation in finite increment form. In addition to serving as an important characteristic
of a conservative system, the energy also serves as a norm by which energy conservation
guarantees stability of the corresponding time integration scheme. If it is desired to
introduce algorithmic damping in addition to the damping represented by the system
5
damping matrix C in order to attenuate potentially under-sampled high-frequency com-
ponents, the ideal is to have it in the form of an additional negative quadratic form on
the right side. However, this aspect will not be pursued in the present paper.
3. Discrete momentum formulation
The first step in the derivation of a momentum based finite step time integration
algorithm is to integrate the state-space equations of motion (3) over the integration
time interval [tn, tn+1] of length h = tn+1− tn. The first term containing the derivatives
u˙(t) and v˙(t) can be integrated exactly, giving the finite increments ∆u and ∆v over
the time interval, whereby the integrated state-space equations take the form


C M
M 0




∆u
∆v

 +


∫
g(u) dt
− ∫ Mv dt

 =


∫
f dt
0

 . (5)
The first of these equations expresses momentum balance via the corresponding incre-
ments over the time interval, while the second equation defines the kinematic relation
between the displacement increment ∆u and the velocity v within the integration in-
terval.
The key to the numerical solution of these equations lies in the representation of the
three time integrals. In order to obtain a fourth-order accurate method the integrals
must be discretized by suitable fourth-order representations. If the energy function G(u)
is of polynomial form of fourth degree or less, fourth-order integration will imply energy
conservation, while for a general energy function energy conservation can be obtained by
including an additional secant-based term in the algorithm. The following subsections
develop suitable fourth-order representations of the time integrals of the external force,
the momentum, and the internal force. The additional condition of energy conservation
is then discussed subsequently in Section 4.
3.1. External force integral
In the present formulation f(t) represents the part of the load given explicitly as a
function of time. In general the load may also have contributions from an external force
potential F (u), and these contributions can then be represented by replacing the internal
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force potential G(u) by the combined potential G(u) + F (u) as mentioned above. The
time integral of the external force f(t) is expressed in terms of the algorithmic external
force
f∗ =
1
h
∫ tn+1
tn
f(t) dt . (6)
In order to obtain a fourth-order algorithm the integral must be represented to fourth
order. For simple load histories, such as harmonic load, the integral can be evaluated
directly in analytical form. Alternatively, approximate fourth-order approximations can
be obtained from a suitable Taylor expansion of f(t), in particular by including a mid-
point value or by using the time derivative at the interval end-points.
Let the function f(t) be represented within the time interval [t, t + h] by its Taylor
expansion around the interval center tn+1/2 in terms of the time variable τ = t− tn+1/2.
The time integral then takes the form
f∗ =
1
h
∫ tn+1
tn
(
fn+1/2 +
1
2
f¨n+1/2τ
2 + · · · )dt = fn+1/2 + 124h2f¨n+1/2 + O(h4), (7)
where the dot symbol is used for time differentiation. The Taylor expansion of the
interval end-point mean value is
f¯ = 1
2
(fn+1 + fn) = fn+1/2 +
1
8
h2f¨n+1/2 + O(h
4) (8)
The second derivative f¨n+1/2 is now eliminated from the integral mean, whereby
f∗ =
1
3
f¯ + 2
3
fn+1/2 + O(h
4) . (9)
This formula corresponds to Simpson integration, where the introduction of a suitable
average of the end-point values and the center value fn+1/2 increases the order of the
representation from second to fourth order.
As an alternative to the internal point representation (9), a representation can be
obtained in terms of the end-point mean value and the increment of the time derivative
f˙ . First, the mid-point value fn+1/2 is eliminated between (7) and (8), whereby
f∗ = f¯ − 112h2f¨n+1/2 + O(h4). (10)
By using the Taylor expansion
∆f˙ = f˙n+1 − f˙n = hf¨n+1/2 + O(h3), (11)
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the double derivative f¨n+1/2 can be eliminated from (10), whereby the representation
takes the form
f∗ = f¯ − 112h∆f˙ + O(h4). (12)
In this Hermitian form the dependence on an internal value fn+1/2 has been replaced
by dependence on the increment ∆f˙ of the time derivative over the interval. While this
tradeoff may not be particularly advantageous when representing the load time history,
it represents a key to formulating an efficient representation of the internal force solely
in terms of end-point values as discussed later.
In conclusion, the part of the load given as a function of time may be introduced
into the algorithm either in the form of the time integral (6), as an arithmetic mean (9)
including the interval center value, or in the Hermitian form (12) including the load and
the increment of its time derivative over the interval.
3.2. Momentum integral
Following [18], the momentum time integral is evaluated by using the interval cen-
tered time variable τ = t− tn+1/2 in connection with integration by parts,
∫ tn+1
tn
Mv dt =
[
Mv τ
]n+1
n
−
∫ tn+1
tn
Mv˙ τ dt . (13)
In the integral on the right side the derivative of the velocity v˙ is substituted from the
first of the state-space equations (2), whereby the momentum integral takes the form
∫ tn+1
tn
Mv dt = hMv¯ +
∫ tn+1
tn
(
Cu˙+ g(u)− f ) τ dt . (14)
In the last integral the substitution v = u˙ is introduced in the damping term. The
integrand then is replaced by its Taylor expansion around the interval center time tn+1/2,
whereby
∫ tn+1
tn
(
Cv+g(u)−f ) τ dt =
∫ tn+1
tn
(
Cv˙n+1/2+Kn+1/2u˙n+1/2− f˙n+1/2
)
τ2 dt+O(h5) .
(15)
In this integral the first derivatives are expressed in terms of the corresponding function
increment over the time interval [tn, tn+1] according to the Taylor expansion
∆f = fn+1 − fn = hf˙n+1/2 + O(h3), (16)
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and similarly for u˙n+1/2 and v˙n+1/2. By using these representations in (15) the momen-
tum integral (14) takes the form
∫ tn+1
tn
Mv dt = hMv¯ + 1
12
h2
(
C∆v +Kn+1/2∆u−∆f
)
+ O(h5) . (17)
The stiffness matrix Kn+1/2 corresponds to the center time tn+1/2. However, it follows
from Taylor expansion around tn+1/2 that
K¯ = 1
2
(Kn+1 +Kn) = Kn+1/2 + O(h
2) . (18)
Thus, the momentum integral (17) retains its order of accuracy, if the stiffness matrix
Kn+1/2 at the center time tn+1/2 is replaced by the computationally more convenient
mean of its end-point values K¯, whereby
1
h
∫ tn+1
tn
Mv dt = Mv¯ + 1
12
h
(
C∆v + K¯∆u−∆f ) + O(h4) . (19)
The second term on the right, involving the parenthesis, is of second order and is typically
not included in second-order algorithms.
3.3. Internal force time integral
Two fourth-order representations of the time mean of the internal force are obtained
by use of the results for the external force integral in section 3.1. The first of these
representations makes use of an internal point, while the second is of Hermitian type
and uses the internal force and the stiffness matrix at the interval end-points.
Internal point formula
The internal point formula for the time mean value of the internal force follows from
(9), which is essentially Simpson’s formula,
1
h
∫ tn+1
tn
g(u) dt = 1
3
g¯ + 2
3
g(un+1/2) + O(h
4) . (20)
In this formula the center value is evaluated at the displacement at the center of the
time interval, un+1/2 = u(tn+1/2). The relation between this value and the algebraic
mean follows from Taylor expansion in the same way as (8) for the force integral,
u¯ = 1
2
(un+1 + un) = un+1/2 +
1
8
h2u¨n+1/2 + O(h
4) . (21)
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The acceleration u¨n+1/2 at the time mid-point is now expressed by Taylor expansion in
terms of the velocity increment,
∆v = ∆u˙ = hu¨n+1/2 + O(h
3) . (22)
Elimination of the center point acceleration u¨n+1/2 between (21) and (22) then gives
the following expression for the displacement at the center time tn+1/2,
un+1/2 = u¯ − 18h∆v + O(h4) . (23)
It is seen that the difference between the algebraic mean value u¯ and the center-time
value un+1/2 is given by the second order term
1
8
h∆v, involving the increment of the
velocity. This term, accounting for the fact that the displacement may follow a curved
path within the time increment, is closely associated with the use of the time-integrated
form of the equations of motion and is typically not included in second order algorithms.
The center-time value of the internal force gn+1/2 is now expressed in terms of mean
values by the Taylor expansion
g(un+1/2) = g(u¯) + K(u¯)(un+1/2 − u¯) + O(h4) . (24)
In this formula the stiffness matrix at the mean displacement can be replaced by the
mean value of the stiffness matrix to within second order as shown in (18), and the
displacement difference can similarly be expressed to second order by (23), resulting in
the fourth-order relation
g(un+1/2) = g(u¯) − 18hK¯∆v + O(h4) . (25)
Substitution of this result into the time mean value formula (20) gives the following
internal point formula in terms of the displacement mean,
1
h
∫ tn+1
tn
g(u) dt = 1
3
g¯ + 2
3
g(u¯) − 1
12
hK¯∆v + O(h4) . (26)
It is seen that two factors contribute to the fourth-order accuracy of the integral repre-
sentation in the case of non-linear internal forces: The internal force is evaluated both
at the interval end points and at the mean displacement, and the curvature of the dis-
placement path introduces an additional term involving the velocity increment and the
mean value of the stiffness matrix.
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Hermitian internal force formula
An alternative formula for the time-mean value of the internal force can be obtained
by application of the Hermitian integration formula (12) to the internal force g(u),
1
h
∫ tn+1
tn
g(u) dt = g¯ − 1
12
h∆(Ku˙) + O(h4) . (27)
In this formula it is used that a finite difference of a product is equal to the sum of the
difference of each factor multiplied by the mean value of the other factor. This reduces
the integration formula to
1
h
∫ tn+1
tn
g(u) dt = g¯ − 1
12
h
(
∆K ¯˙u + K¯∆u˙
)
+ O(h4) . (28)
The final form is obtained by introducing the second-order approximation ∆u ≃ h¯˙u and
the identity ∆u˙ = ∆v, whereby
1
h
∫ tn+1
tn
g(u) dt = g¯ − 1
12
∆K∆u − 1
12
hK¯∆v + O(h4) . (29)
The two incremental terms are of second order and are both necessary for a fourth-order
representation of the time-mean value of the internal force. It is noted that the present
formula avoids the need for evaluating the internal force at the mean displacement u¯.
4. Energy conservation
A discrete form of the state-space equations (5) is obtained by substitution of the
fourth-order time integral representations of the previous section. Hereby the state-space
equations take the block-matrix form


C M− 1
12
h2K¯
M− 1
12
h2K¯ − 1
12
h2C




∆u
∆v

 + h


g∗(u)
−Mv¯

 =


h f∗
− 1
12
h2∆f

 . (30)
The time-dependent part of the external force, denoted by f∗ in the algorithm, can be
either the actual time integral (6) or any fourth-order representation such as (9) or (12).
In the equations (30) the velocity term in the time integral mean values (26) and
(29) of the internal force has been extracted and represented explicitly in the first block-
matrix, which then becomes symmetric. This leaves the algorithmic internal force g∗ as
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defined to within fourth order by the time integral mean value in the form
1
h
∫ tn+1
tn
g(u) dt = g∗ − 112hK¯∆v + O(h4) . (31)
Two fourth-order representations of the internal force have been obtained in the previous
section, and thus the algorithmic force has the form
g∗ = gq + O(h
4) . (32)
where gq is a fourth-order representation, e.g. from (26) or (29), or a linear combination
of these,
gq =


1
3
g¯ + 2
3
g(u¯) ,
g¯ − 1
12
∆K∆u ,
g(u¯) + 1
24
∆K∆u .
(33)
These three fourth-order representations correspond to modified forms of the Simpson
rule, the trapezoidal rule, and a center-point rule, respectively. In the case where the
energy potential G(u) is a fourth degree polynomial in the displacement components,
the higher order terms O(h4) in (31) and (32) vanish, and thus in this case all three
expressions are identical and gq is the algorithmic force. In fact, in the case of linear
elasticity with quadratic strains the potential is quartic and the algorithmic force gq can
also be calculated at an internal point combining the mean strain and the mean stress
[4]. The various forms are derived by simple means and illustrated in [23]. For a general
internal energy potential, energy conservation is obtained by an extended definition of
the algorithmic force g∗, discussed below.
The energy balance equation of the discrete state-space equations (30) is obtained
by pre-multiplication with [∆uT ,−∆vT ], leading to
[
1
2
vTMv
]n+1
n
+ ∆uTg∗(u) = ∆u
T f∗ +
1
12
h∆vT∆f
− 1
h
(
∆uTC∆u+ 1
12
h2∆vTC∆v
) (34)
This equation is the discrete algorithmic representation of the energy balance equation
(4). In order to represent proper energy balance the second term on the left must equal
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the increment of the internal energy, corresponding to the following condition on the
algorithmic internal force,
∆G = ∆uTg∗ . (35)
The combination of asymptotic match with the gradient implied by (32) and higher-
order terms leading to satisfaction of the energy increment condition (35) defines g∗ as
a finite derivative of the internal energy G(u). In the case of a quartic potential function
G(u) the algorithmic internal force is given by any of the expressions in (33). In the
general case the use of this form as an approximation would lead to an error in the
energy increment of the form
∆G − ∆uTgq = O(‖∆u‖5) = O(h5) . (36)
Thus, for a general potential function G(u) the representation of the internal force
integral in the discrete time integration algorithm would lead to an error of order O(h5)
in the energy balance.
Exact energy conservation for free undamped response can be established by includ-
ing the energy difference (36) in the form of a correction term in secant format. A
second-order secant approximation was introduced in the form of a finite derivative or
gradient into computational mechanics by Gonzalez [7, 8] and McLachlan et al. [9]. The
finite derivative is a special form of a secant correction, used to obtain a special property
over a finite interval, see e.g. [10]. In the present case the secant representation is used
to provide a higher order correction to the fourth-order representation gq in the form
g∗ = gq +
∆G−∆uTgq
∆uT K¯∆u
K¯∆u . (37)
where K¯ is the mean stiffness matrix, serving to define a consistent second-order norm
of the displacement increment vector ∆u. In the case of a quartic potential G(u),
the additional secant correction term in (37) vanishes, leaving the direct representation
g∗ = gq. The exact representation of the energy increment follows directly from pre-
multiplication of g∗ in (37) with ∆u, whereby
∆uTg∗ = ∆G . (38)
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In contrast to commonly used finite derivative formats the present format using gq im-
plies fourth-order accuracy. There is some freedom in the choice of the last factor K¯∆u,
and e.g. the internal force increment ∆g could be used instead with a corresponding
change of the denominator. Finite derivative or gradient formulations typically make
use of a mean state u¯, essentially equivalent to using g(u¯) instead of the present rep-
resentation gq. The present form has the advantage of being fourth-order accurate and
directly available in global form.
It is observed that if a potential load were included directly via the load contribution
f , its time integral f∗ would be represented to fourth order by an expression similar to
(31). The ∆v contribution contained in the time integral would be cancelled by the extra
∆v contribution already present in the energy balance equation (35), leaving a fourth-
order approximation of the potential force similar to (33). Naturally, this fourth-order
representation could be replaced by a finite derivative like that used for the internal
force. Thus, the time integral representation of the force via f∗ supplemented by the
increment ∆f in the energy balance equation is a natural part of the fourth-order format.
5. Time stepping algorithm
The nonlinear state-space equations (30) are solved by Newton-Raphson iteration.
The first step is to write the equations in the form of residual state-space vectors

ru
rv

 =


h f∗
− 1
12
h2∆f

 −


C M− 1
12
h2K¯
M− 1
12
h2K¯ − 1
12
h2C




∆u
∆v

 − h


g∗(u)
−Mv¯

 . (39)
The idea of Newton-Raphson iteration is that the sum of the current value of the resid-
ual plus a linearized increment should vanish. This provides the following system of
equations for the increments δu and δv,

C M− 1
12
h2K
M− 1
12
h2K − 1
12
h2C




δu
δv

 + h
2


2δg∗(u)
−Mδv

 =


ru
rv

 . (40)
In this relation the current stiffness matrix K in the lower left corner of the first matrix
follows from the second order relation
δ(K¯∆u) ≃ δ(∆g) ≃ Kδu , (41)
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and the upper off-diagonal block then follows from symmetry of the tangent stiffness
relation.
The variational increment of the internal algorithmic force g∗ is expressed in terms
of an equivalent algorithmic stiffness matrix K∗,
2δg∗(u) = K∗δu . (42)
A full evaluation ofK∗ based on the secant representation (37) would be rather elaborate,
and an approximate form using the quartic-potential representation (33a) is used instead.
When using this form the increment is found as
δ(2g∗) ≃ 13Kδu + 43K(u¯)δu¯ = Kδu − 23
(
K−K(u¯))δu , (43)
where K is the current stiffness matrix. Within the quartic potential assumption the
stiffness matrix K(u) is a quadratic function of the displacement u. In the evaluation
of the algorithmic internal force g∗ only the increment ∆K enters, as illustrated in
(33b), suggesting the linear approximation K − K(u¯) ≃ 1
2
∆K. This corresponds to
representing the algorithmic stiffness matrix by
K∗ ≃ K − 13∆K . (44)
This form of the algorithmic stiffness corresponds to a weighted average of the previous
and the current value, K∗ ≃ 23Kn+1 + 13Kn.
The solution of the incremental state-space equations (40) starts by using the second
equation to express the velocity increment,
δv =
2
h
(
M+ 1
6
hC
)
−1
[(
M− 1
12
h2K
)
δu − rv
]
. (45)
Substitution of this expression into the first of the incremental state-space equations
(40) then gives the following linearized equation for the displacement increment δu,
[
K∗ +
2
h
C +
( 2
h
)2(
M− 1
12
h2K
)(
M+ 1
6
hC
)
−1(
M− 1
12
h2K
)]
δu
=
2
h
ru +
( 2
h
)2(
M− 1
12
h2K
)(
M+ 1
6
hC
)
−1
rv .
(46)
The fourth-order characteristics of the algorithm are obtained by the fourth-order repre-
sentation of the load (33), and by the following two modified forms of the mass matrix,
Mc = M +
1
6
hC , Mk = M − 112h2K . (47)
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Table 1: Fourth-order conservative algorithm.
1) Initial conditions:
u0, v0 .
2) Prediction step:
∆u = hvn, ∆v = 0 .
3) Residual calculation:
u = ∆u+ un .
gq = g¯−
1
12
∆K∆u .
If G(u) higher order than quartic and |∆uT K¯∆u| > εη ,
η = [∆G −∆uTgq]/(∆u
T K¯∆u)
else η = 0 .
ru = hf∗ − hgq − (η hK¯+C)∆u− M¯k∆v .
rv = −
1
12
h2∆f − M¯k∆u+
1
2
hMc∆v + hMvn .
4) Displacement and velocity sub-increments:
K∗ = K−
1
3
∆K .
Ku =
[
K∗ + (2/h)C + (2/h)
2MkM
−1
c Mk
]
.
δu = K−1
u
[
(2/h)ru + (2/h)
2MkM
−1
c rv
]
.
δv = (2/h)M−1c
[
Mkδu − rv
]
.
∆u = ∆u+ δu , ∆v = ∆v + δv .
If |rT
u
ru + r
T
v
rv| > 2ε
2
r or |δu
T δu+ δvT δv| > 2ε2k repeat from 3).
5) State vector update:
un+1 = un +∆u, vn+1 = vn +∆v .
6) Return to 2) for new time step, or stop.
The time integration algorithm is summarized in pseudo-code format in Table 1, using
the fourth-order load representation f∗ from (33) and the modified mass matrices Mc
and Mk from (47).
After setting the initial conditions in (1) the time step starts in (2) with a simple
prediction of the displacement increment from the known velocity vn. The residuals ru
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and rv of the state-space equation (39) are calculated in (3) using the quartic potential
internal force gq with a conditional extension to general secant form. The displacement
and velocity sub-increments δu and δv are then calculated in (4) by using (46) and
(45), respectively. If the convergence tolerance, set by the residual threshold εr and the
kinematic threshold εk are not met, a new iteration starts from (3), otherwise the load
step is concluded with an update of the displacement and velocity vectors in (5).
Remark
A characteristic of the present algorithm is that it corresponds to a cubic Hermite
representation of the displacement history u(t) within each time increment [tn, tn+1] in
terms of of the end-point displacements [un,un+1] and the end-point velocities [vn,vn+1].
The cubic representation of the displacement may be expressed in terms of the normal-
ized time variable τ˜ = (t− t¯)/h as
u(τ˜ ) =
(
u¯− 1
8
h∆v
)
+ 1
2
τ˜
(
3∆u−hv¯) + 1
2
τ˜2h∆v − 2τ˜3(∆u−hv¯), − 1
2
≤ τ˜ ≤ 1
2
(48)
It is observed that in the second-order form of the present algorithm (30), in which
all terms with the factor 1
12
h2 are omitted, the second state-space equation reduces
to the kinematic central difference relation ∆u = hv¯, whereby the cubic term in the
representation (48) vanishes identically. Thus, the typical second-order algorithms have
at most parabolic interpolation within the integration intervals.
6. Examples
The properties of the energy-momentum algorithm developed above are illustrated
by three simple dynamic systems in the following examples. The first two examples illus-
trate the fourth-order accuracy and energy conservation of the algorithm by application
to the Duffing oscillator having a quartic energy function and an oscillator with tanh-
stiffness with an explicit non-polynomial energy function. The fourth-order convergence
is demonstrated by calculation of the relative period error ∆T/T in terms of the nor-
malized time step. The period is determined from the intersection of the displacement
time history with the first axis using the cubic representation (48).
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The last example is concerned with the calculation of high-frequency linear molecular
vibrations taking place in a system with weak highly non-linear forces between the
molecules. The example illustrates the superior representation of the correct time scale
obtained by the fourth-order algorithm.
6.1. Duffing oscillator
The Duffing oscillator is often used to model the dynamics of a single-degree-of-
freedom system with a simple non-linear stiffness represented as a combination of a
linear and a cubic term. It is represented by the equation of motion for the mass m as
m
d2u
dt2
+ g(u) = f(t) , (49)
with internal force g(u) and internal energy G(u) given in terms of the initial stiffness
k and the stiffness non-linearity parameter λ as
g(u) = ku
(
1 + λ2u2
)
, G(u) = 1
2
ku2
(
1 + 1
2
λ2u2
)
. (50)
The tangent stiffness follows from differentiation of the internal force g(x) as
K(u) = k
(
1 + 3λ2u2
)
. (51)
The energy potential G(u) is of degree four in the displacement u, and it is easily verified
that the secant correction vanishes.
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Figure 1: Duffing oscillator, λ = 1.0. a) Internal force g(u); b) Free response u(t) —, v(t)/ω0 - -.
Figure 1 illustrates the Duffing oscillator with m = 1.0, k = 1.0, λ = 1.0. This
corresponds to a reference angular frequency ω0 = 1.0, and the reference period T0 = 2pi.
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The non-linear stiffness relation is shown in Fig. 1(a) and the free response is shown in
Fig. 1(b) for initial conditions u0 = 1.0, v0 = 0.0. The free-vibration period T of the
Duffing oscillator depends on the energy level and can be expressed explicitly in terms
of the complete elliptic integral by variable substitutions in the energy integral,
T =
4
ω
Ke(me) (52)
in which Ke(me) is the complete elliptic integral [24]. The parameters are conveniently
expressed in terms of the small-amplitude angular frequency ω0 =
√
k/m and the nor-
malized maximum amplitude λum as
ω = ω0
√
1 + (λum)2 , me =
(λum)
2
2(1 + (λum)2)
. (53)
With the present displacement initial condition the maximum amplitude is um = u0. At
the normalized amplitude level λu0 = 1 the period determined by the elliptic integral is
T = 0.7589T0 = 4.768.
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∆
T
/
T
Figure 2: Duffing oscillator λum = 1.0: 4th order (×), 2nd order (+). Linear oscillator: 4th order (◦),
2nd order ().
The relative error on the numerically determined period Tn defined as ∆T/T =
(Tn − T )/T is calculated for the time step lengths ω0h = [ 10−3, 10−2, 10−1, 100 ] and
is shown with the × symbol in Fig. 2. The time histories were obtained using εr =
εk = 10
−12, leading to 7 iterations for ω0h = 0.5 and 4 iterations for ω0h = 0.1. It is
important to note that in order to retain the 4th order accuracy when using the 4th order
algorithm, the response between integration points must be determined by cubic Hermite
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interpolation, as defined by the interval end-point values [un, vn] and [un+1, vn+1] in (48).
The calculated points in the graph fall on a line corresponding to the relation ∆T/T =
0.0111(ω0h)
4, confirming the 4th order property of the algorithm. When leaving out the
terms with the factor 1
12
h2 in (39), but keeping the full representation of the internal force
g∗, a conservative 2nd order time integration algorithm is obtained, [15]. The results
from this reduced form are shown in Fig. 2 with a + symbol. The approximation involved
in the derivation of the second-order algorithm does not go beyond linear interpolation
of the response u within each integration interval, and the kinematic relation in the
second state-space equation corresponds to quadratic interpolation, as the coefficient
of the cubic term vanishes. The period error from the second-order algorithm falls on
a line corresponding to the relation ∆T/T = 0.204(ω0h)
2, confirming the 2nd order
accuracy of the reduced form of the algorithm. An important observation following
from these results is that for ω0h = 1.0, corresponding closely to the coarsest useful
discretization with about 5 points per period, the period error of the 4th order algorithm
is about 1% as compared to a period error of about 20% for the 2nd order algorithm.
Furthermore, the ratio of the two errors increases with the square of the time increment
used, making the period accuracy of the 4th order algorithm remarkably better than the
corresponding 2nd order method. Both the 4th order and the 2nd order algorithms are
energy conserving to within the computational accuracy of the Matlab program with
∆E/E ≃ 10−14.
For linear oscillations, the asymptotic period error is known explicitly for the 2nd
order mean value algorithm [25], as well as for the linear form of the present 4th order
algorithm [18],
∆T
T
=
Tn − T
T
∼


1
12
(ω0h)
2 ,
1
720
(ω0h)
4 .
(54)
These relations are shown in Fig 2 as dotted lines, together with numerical results from
the 2nd order and the 4th order algorithms. It is seen that the asymptotic results are
very accurate all the way up to ω0h = 1, corresponding to about 6 integration points
per period. It is to be noted that while the nonlinear algorithms are of the same order
of accuracy as their linear counterparts, the numerical constants are somewhat larger
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for the nonlinear equation, partly due to the fact that the equivalent angular frequency
of the nonlinear oscillation is larger than the reference value ω0.
6.2. Oscillator with tanh stiffness
The present example explores the algorithm in Table 1 in connection with an oscilla-
tor with the internal force represented by a tanh-function. The equation of motion has
the generic form (49). In the present case the internal force and the internal energy are
given in terms of the initial stiffness k and the stiffness non-linearity parameter λ as
g(u) =
k
λ
tanh(λu) , G(u) =
k
λ2
ln
(
cosh(λu)
)
. (55)
The tangent stiffness follows from differentiation of the internal force g(x) as
K(u) =
k
cosh2(λu)
. (56)
The internal force g(λu) is shown as a function of the displacement u in Fig. 3(a) for
the parameter λ = 4 and with u0 = 1 indicating the initial value used in the example.
It is seen that the system is severely nonlinear with nearly constant internal force for
|u| & 0.5u0.
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Figure 3: Tanh oscillator, λ = 4.0. a) Internal force g(u); b) Free response u(t) —, v(t)/ω0 - -.
Figure 3b shows time histories of the displacement and velocity of the free undamped
response of the tanh-oscillator with λ = 4 as shown in Fig. 3(a). For λ ≃ 0 the oscillator
is linear with angular frequency ω0 = 2pi/T0 = (k/m)
1/2. For increasing λ the period
increases and in the present case of λ = 4 the period is nearly doubled with T = 1.818T0.
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As seen from the time histories in Fig. 3(b) the velocity is no longer just a phase shift
of the displacement history but develops a saw-tooth shape with smaller maximum
amplitude than in the similar linear problem.
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Figure 4: Tanh-oscillator, λum = 4.0. a) Period error ∆T/T : conservative (×), without secant term
(+); b) Energy error ∆E/E without secant term.
The period error ∆T/T = (Tn − T )/T is illustrated in Fig. 4(a) using the time
step lengths ω0h = [ 3 · 10−3, 10−2, 3 · 10−3, 10−1, 3 · 10−1, 100 ]. The time histories were
obtained using εr = εk = 10
−12, leading to 5 iterations for ω0h = 0.5 and 3 iterations for
ω0h = 0.1. The results for the fully conservative form, including the secant stiffness in
the representation of the internal force g∗ given in (37), are shown by the× symbol, while
the results from the fourth-order formulation in terms of the internal force gq without
secant term are shown by the + symbol. The relative period error of the conservative
algorithm is well represented by the relation ∆T/T = 5.8 · 10−4(ω0h)4 shown in the
figure. A similar relation holds for the form without the secant term, but with the
coefficient 1.3 · 10−3. In the full version of the algorithm, including the secant term,
the energy is conserved to within a relative error of ∆E/E ∼ 10−15, corresponding to
the machine accuracy. The relative energy error for the case in which the secant term
is omitted is shown in Fig. 4(b). The relative energy error is well represented by the
asymptotic relation ∆E/E = 0.045(ω0h)
4, confirming the fourth-order accuracy.
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6.3. A Fermi-Pasta-Ulam problem
This example concerns oscillations in a so-called modified Fermi-Pasta-Ulam sys-
tem consisting of point masses connected by alternating stiff linear and soft non-linear
springs. The problem has been used to characterize various time-integration procedures
in [26, 14]. The system is illustrated in Fig. 5. It consists of 2n identical point masses
m, described by the displacement vector u = [u1, · · · , u2n]T and the corresponding ve-
locity vector v = [v1, · · · , v2n]T . The masses are pairwise connected by linear springs
with stiffness k and non-linear springs with cubic spring stiffness parameter κ. The
corresponding total energy is
E =
m
2
2n∑
i=1
v2j +
k
2
n∑
j=1
(
u2j − u2j−1
)2
+ κ
n∑
j=0
(
u2j+1 − u2j
)4
(57)
u1 u2 . . . u2n−1 u2n
soft
non-linear
stiff
linear
Figure 5: Chain of alternating soft nonlinear and stiff linear springs.
The parameters of the problem are chosen such that the vibrations consist of rapid
extension/compression oscillations over the linear springs, while the motion of their
centers move slowly as controlled by the soft non-linear springs. Following [14] the
problem is transformed to reflect this combination of fast and slow motion by introducing
the generalized displacements and velocities
qi = (u2i − u2i−1)/
√
2, qi+3 = (u2i + u2i−1)/
√
2,
pi = (v2i − v2i−1)/
√
2, pi+3 = (v2i + v2i−1)/
√
2,
(58)
for i = 1, · · · , n. By this transformation the fast oscillatory vibrations of the linear
springs are given by the first three components of the generalized displacements, while
the background motion is contained in the last three components. In terms of these
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variables the energy takes the form
E =
m
2
2n∑
i=1
p2j + k
n∑
j=1
q2j +
κ
4
{
(q1 − q4)4 + (q1 + q2 + q4 − q5)4
+(q2 + q3 + q5 − q6)4 + (q3 + q6)4
}
.
(59)
The problem considered in this example corresponds to [14] with n = 3 linear springs
and parameters m = 1, κ = 1 and k = ω2/2 with ω = 50. For displacements of order
unity this corresponds to rapid oscillations in the linear springs with angular frequency
close to ω, while the centers of the linear springs move at a much slower time scale.
In the terminology of the present paper the mass matrix is the 6 × 6 unit matrix,
M = I. The internal energy consists of a quadratic and a quartic contribution. The
internal force and stiffness matrix from the quadratic energy are
g2 = [ q1, q2, q3, 0, 0, 0 ]
T , K2 = ω
2⌈ 1, 1, 1, 0, 0, 0 ⌋ . (60)
The spring forces g4 from the non-linear springs and the associated stiffness matrix K4
are conveniently expressed in terms of the shortening of the springs, collected in the
4-component vector
γ = Aq , A =


1 0 0 −1 0 0
1 1 0 1 −1 0
0 1 1 0 1 −1
0 0 1 0 0 1


(61)
It follows from differentiation of the quartic part of the energy that the corresponding
internal force and stiffness matrix take the form
g4 = A
T
[
γ31 , γ
3
2 , γ
3
3 , γ
3
4
]T
, K4 = 3A
T
⌈
γ21 , γ
2
2 , γ
2
3 , γ
2
4
⌋
A . (62)
The total internal force then is g = g2+g4, and the tangent stiffness matrix is similarly
given as K = K2 +K4. This completes the mathematical formulation of the problem
which is now solved by the fourth-order conservative algorithm in Table 1 and some
second-order alternatives.
The specific numerical example is a free vibration problem used in [14] to illustrate
the performance of several second-order time-integration algorithms. The system is
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started by introducing the following non-zero initial conditions
q1(0) = 1/ω, p1(0) = 1, q4(0) = 1, p4(0) = 1, (63)
imposing an extension of the first linear spring and initial velocities of its end-points.
The local energy associated with each of the stiff linear springs is
Ej =
1
2
p2j +
1
2
ω2q2j , j = 1, 2, 3. (64)
The initial conditions (63) correspond to E1 = 1 and E2 = E3 = 0, which is approxi-
mately half of the total energy E = 2 + 3ω−2 + 1
2
ω−4 = 2.0012. For the present choice
of parameters the oscillations of the linear springs are only weakly coupled through the
nonlinear springs, and the oscillations of the linear springs then occur at an angular
frequency close to ω, corresponding to a period of T ≃ 0.126.
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Figure 6: Fermi-Pasta-Ulam system, 4th order conservative: a) h = 0.01, b) h = 0.03.
Figures 6(a,b) show the energy of each of the linear springs as well as their sum,
calculated by the fourth-order conservative algorithm of Table 1 with time increments
h = 0.01 and h = 0.03, respectively. The time increment h = 0.01 corresponds to about
12 integration points per period of the linear oscillators, and a comparison with compu-
tations using the very small time increment h = 0.001, used in [14] in connection with
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second-order algorithms to establish a reference case, do not show any difference from
the results in Fig. 6(a). The sub-figures to the right show clumps of rapid fluctuations
in the energy level in each of the linear springs, occurring with an oscillation period
of 0.125, corresponding closely to the theoretical period of free vibrations of the linear
springs. For the time increment h = 0.01 the estimated period error from (54b) is about
10−4 for the present fourth-order algorithm. Figure 6(b) shows the similar results for
the time increment h = 0.03, corresponding to about 4 points per oscillation period. A
small change can be observed in the global time scale – e.g. around the minimum of
the E2-curve at t ≃ 170 and in the level of the energy-curves in the sub-figures to the
right – but the general agreement is very good, even at this rather coarse discretization.
The reason is most likely to be found in the fully consistent cubic Hermite interpolation
within each time increment as discussed in connection with the interpolation represen-
tation (48). In both computations the convergence threshold was set to 10−14, leading
to a similar accuracy on the energy conservation.
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Figure 7: Fermi-Pasta-Ulam system, 2nd order midpoint: a) h = 0.01, b) h = 0.03.
The computations were repeated with the second-order mid-point algorithm, in which
the internal force is represented as g(u¯). This algorithm was selected as the best per-
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forming of the three immediate alternatives: mid-point, trapezoidal and the energy
conserving form using the combination 1
3
g¯ + 2
3
g(u¯). Figure 7 shows the results for
h = 0.01. It is observed that the global time scale is stretched such that e.g. the inter-
section between the E1 and the E3 curves moves from t = 78 to t = 83, and similarly
the minimum of the E2 curve moves from t ≃ 171 to t ≃ 182, both corresponding to a
stretch of the time scale with about 6.4%. This is larger than the period elongation of
2% predicted for the linear oscillations by (54a). The local energy fluctuation pattern
shown in the right side of Fig. 7(a) exhibits the same qualitative oscillations as in the
reference solution in Fig. 6(a), but the basic levels have changed, and small differences
in the oscillation patterns can be seen. The results from the mid-point algorithm with
integration time increment h = 0.03 are shown in Fig. 7(b). For this time increment the
solution has deteriorated considerably. The global rime scale appears to have increased
by about 50%, and the local energy fluctuation pattern, shown to the right for a win-
dow moved accordingly, have changed character, as the difference in local and global
scaling has increased. It seems clear from the results that the global time scale is more
sensitive to the integration time increment than the time scale of the rapid oscillations.
The mid-point method is not energy conserving, but the fluctuations in total energy of
∆E/E = 0.80 · 10−4 and ∆E/E = 0.54 · 10−3, respectively, are much smaller than the
error in the global time scale.
7. Conclusion
Most conservative time integration algorithms for linear as well as for nonlinear
dynamic systems are of second order accuracy. This leaves a trade-off between the use
of explicit methods that typically require small time step relative to the smallest natural
vibration period in the system, and implicit methods where a larger time step may not
lead to instability but typically to a noticeable phase error. While the implicit methods
can be made energy conserving, and thereby unconditionally stable, by representing the
internal force terms via a discrete gradient, this generally does not reduce the phase error
that builds up over time. The present paper develops a fourth-order time integration
method for dynamic systems with constant mass and damping matrices – a format often
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encountered in mathematical physics and engineering. The method can be extended to
more general dynamic systems, by using a formulation in terms of Hamilton’s equations.
The derivation makes use of integration by parts of the state-space equations of motion.
This process introduces some new terms relative to those of second-order algorithms.
The most important corrections introduced in this formulation are a modification of
the representation of the inertial effects and a fourth-order representation of the time-
integral of the internal force.
In the fourth-order algorithm the mass matrix in the coupling terms between the
two state-space equations is replaced by a modified matrix, in which the classic mass
matrix is reduced by a term that is quadratic in the integration time increment. This
modification dramatically reduces the elongation of the oscillation periods typically gen-
erated by implicit second-order algorithms. This improvement is closely linked to the
fact that in the fourth-order algorithm the representation of the dynamic displacement
paths corresponds to cubic Hermite interpolation, with displacements and velocities be-
ing continuous between the integration intervals. In contrast, second-order methods
typically use a central difference definition of the mean velocity, corresponding to a
parabolic representation of the displacement path. The consistent cubic Hermite repre-
sentation associated with the fourth-order algorithm enables accurate representation of
oscillations with as little as 3-4 points per oscillation period.
The other key aspect of the present method is the representation of the internal force.
The derivation via integration by parts leads to several possible representations, using
end-point values or mid-point average displacement together with a term containing the
increment of the stiffness matrix. These various forms are all fourth-order accurate, and
for a force potential that is quartic in the displacement components this leads to energy
conservation properties of the algorithm. For more general forms of the force potential,
energy conservation is established by a higher-order secant based correction term. The
format is reminiscent of the so-called discrete gradient, but is formulated on the basis
of a fourth-order representation in order to retain the accuracy of the algorithm. As a
consequence the present secant correction term is typically very small.
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