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1 Introduction
The history of the four-colour theorem is well known to the researchers who focus on this
problem. In 1852, Francis W. Guthrie, a graduate of University College London, asked his
brother Frederick a question:
How many colours should be used to paint a geometric map consisting of contiguous countries
(all countries are in one piece) with no holes (no oceans ,lakes, rivers or other bodies of water),
so that no two adjacent countries will be of the same colour?
It is easy to find that at least four different colours are needed to differentiate the adjacent
countries in such a map. The problem can be restated simply in a graphic language. The set of
regions of a map can be represented as an undirected graph that has a vertex for each region and
an edge for every pair of regions that share a boundary segment. This graph is planar: it can
be drawn in the plane without crossings by placing each vertex at an arbitrary location within
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the corresponding region, and by drawing the edges as curves that lead without crossing within
each region from the vertex location to each shared boundary point of the region. Similarly, any
planar graph can be formed from a map in this way vice versa. The four-colour theorem states
that the vertices of every planar graph can be coloured with at most four colours so that no
two adjacent vertices receive the same colour, or for short, every planar graph is 4-colourable.
On June 21, 1976, Kenneth Appel and Wolfgang Haken at the University of Illinois an-
nounced that they had proved the four-colour theorem with the assistance of computer[1]. The
proof was based on the methods developed by Heinrich Heesch and some algorithmic work in
the proof was done by John A. Koch. Their proof reduced the infinitude of possible maps to
1,936 reducible configurations (later reduced to 1,476) which had to be checked one by one by
computer.
In 1996, Neil Robertson, Daniel P. Sanders, Paul Seymour and Robin Thmas cerated a
quadratic time algorithm by reducing the complexity of the problem. With such an algorithm,
one only needs to check 633 reducible configurations[3][2].
Although researchers have provided several proofs of the famous theorem, it is still signif-
icant to give a more traditional one. This is the motivation of this article.
2 Some basic concepts
There are directed graph (shortly called digraph) and undirected graph (shortly called undi-
graph) in graph theory. In this article, we always mean undirected graph when we refer to
“graph”.
The basic concepts of a (planar) graph are the vertex, edge and face. We define the vertex
set, edge set and face here.
Definition 2.1. The set of vertices of a graph G is called the vertex set, denoted by V (G).
The set of edges of a graph G, is called the edge set, sometimes denoted by E(G). In a planar
graph or graph embedding, a connected component of the subset of the plane or surface of the
embedding that is disjoint from the graph is called a face of the graph. For an embedding in the
plane, all but one face will be bounded; the one exceptional face that extends to infinity is called
the outer face.
We call faces other than the outer face are inner faces. Conventionally, we denote vertices
and edges of a graph G by vi and ej with subscripts, respectively. The number of vertices,
edges and faces are denoted by v, e and f without any subscript, respectively.
Degree of each vertex is a number to measure the edges it connects.
Definition 2.2. The degree of a vertex in a graph is its number of incident edges.
Planar graphs are a special class of graphs.
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Definition 2.3. A planar graph is a graph that has an embedding onto the Euclidean plane.
We define the subgraph and spanning subgraph here.
Definition 2.4. A subgraph of a graph G is another graph formed from a subset of the vertices
and edges of G. A spanning subgraph is one that includes all vertices of the graph.
Conversely, one could also expand a graph to a new graph, such that the former is a
subgraph of the latter.
Definition 2.5. An expander graph is a graph whose edge expansion, vertex expansion, or
spectral expansion is bounded away from zero.
In this article, we only consider the edge expander graph. We call an edge expander graph
shortly by expander. That is, whenever we refer “expander”, we mean a graph that has more
edges and the same vertices.
The isomorphic of two graphs can reduce the possible kinds of graphs.
Definition 2.6. A graph isomorphism is a one-to-one incidence preserving correspondence of
the vertices and edges of one graph to the vertices and edges of another graph. Two graphs G1
and G2 related in this way are said to be isomorphic, denoted by G1 ∼= G2.
It is easy to see that the inverse of an isomorphism and the composition of two isomor-
phisms are still isomorphisms. Here is an example of graph isomorphism.
Example 2.7. The map sending a planar graph G1 to a graph G2 on the sphere through the
inverse stereographic projection is an isomorphism.
We give an example of non-isomorphic graph transformation by defining a way to change
one graph to another. Before that we need a temporary terminological “diamond”.
Definition 2.8. A quadrangle in a planar graph is a local graph consists of four vertices A,
B, C and D, with quadrangle edges AB, BC, CD and DA. The vertices A, B, C and D are
called the corners of the quadrangle.
The closed path ABCD splits the plane into two disconnected parts, called the inner part
and the outer part. A “diamond” is a special quadrangle.
Definition 2.9. A diamond in a planar graph is a quadrangle, which does not contains any
other vertex in its inner part. No matter whether the edge AC or BD is contained or not.
In a diamond, we can define a special transformation which is not a graph isomorphism.
Definition 2.10. Suppose there is a diamond in a graph G, with corners A, B, C, D and edges
AB, BC, CD, DA. Suppose there is a nedge AC connecting A and C. A diamond revolve is
a transformation which sends G to a new graph G′ by replacing the edge AC by BD.
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Obviously, a diamond revolve changes a planar graph to another planar graph.
The minimal number of colours that used to colour a map or a graph G is called the colour
number of G. We denote the colour number of a graph Gi to be ri. That is
Definition 2.11. The colour number r of a graph G is the minimal number of different colours
that are utilized to differentiate all adjacent vertices. A coloured graph which differentiates all
adjacent vertices of G is called a scheme of G. Moreover, a scheme which only utilizes r kinds
of colours is called an optimal scheme.
So we can see that the colour number of a graph G is
r = inf
F
{the number of different colours utilized by scheme F of G}.
The traditional notations used to colour a graph are R(red), B(blue), Y(yellow), G(green)
and so on. In this paper, we use numbers 1, 2, 3, 4, · · · to denote different colours. Now, we
want to introduce the triangulation and Delaunay triangulation.
Definition 2.12. A triangulation is a subdivision of a planar object into triangles.
There is a special kind of triangulation, called the Delaunay triangulation.
Definition 2.13. A Delaunay triangulation for a set P of points in a plane is a triangulation,
named DT (P ), such that no point in P is inside the circumcircle of any triangle in DT (P ).
The last important concept is the path in a graph.
Definition 2.14. Two vertices are called adjacent to each other, if there is an edge between
them.
Definition 2.15. A path from vertex A to vertex B in a graph is a sequence of the vertices and
edges, starting from A and ending at B. Any two adjacent vertices appearing in the sequence
are the end points of an edge. All the edges together connect A to B. Moreover, there is no
repetition of edges in the sequence of a path.
3 Proof of the Four-colour Theorem
3.1 Topological preliminary
Proposition 3.1. Suppose G1 is a spanning subgraph of G2. Then their colour numbers obey
r1 ≤ r2.
Proof. Let F2 be an optimal scheme of G2 with colour number r2. Since G1 is a spanning
subgraph of G2, any two adjacent vertices in G1 must be adjacent in G2. Therefore, one can
use F2 as a scheme of G1. By the definition of colour number, one sees that r1 ≤ r2.
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SupposeG1 is a spanning subgraph ofG2, therefore, they have the same number of vertices.
There exists some map from G1 to G2 sending each vertices and edges of G1 to each vertices
and edges of G2, respectively. Namely, there is a map φ : G1 → G2 such that for each i, j,
φ(v1i ) = v
2
α, and φ(e
1
j ) = e
2
β for some α, β. Here i, α ∈ {1, 2, · · · , n}, j ∈ {1, 2, · · · ,m} and
β ∈ {1, 2, · · · , k} with k ≥ m. By suitable permutation, one can consider φ as an inclusion.
Proposition 3.2. For any planar graph G, there is a sequence of expanders of G, i.e.,
G = G0 ⊂ G1 ⊂ G2 ⊂ · · · ⊂ Gk = G¯,
where all the Gi are planar graphs for i ∈ {0, 1, · · · , k}, and each Gi has exactly one more edge
than Gi−1. Such a sequence is finite.
Proof. The extremity of an expander of G is a complete graph having the same number of
vertices of G. A planar expander must stop before or equal the complete graph, hence is
finite.
We call such an expander G¯ the maximal planar expander (shortly by MPE ).
Proposition 3.3. Each inner face of an MPE is composed of three edges and three vertices.
Hence an MPE is a triangulation.
Proof. Suppose G¯ is an MPE of G. If a face of G¯ includes more than three vertices, then one
can add a new edge in this face to get an expander of G¯, hence an planar expander of G. G is
planar because the adding edge dose not cross any other edge. It means the expander sequence
of G does not terminate at G¯, which contradicts to the fact that G¯ is an MPE.
Moreover, we assert that an MPE is a triangulation. Before that, we need to investigate
more properties of MPEs.
Proposition 3.4. An isomorphism sends an MPE to an MPE.
Proof. We first show that an isomorphism sends a planar graph to a planar graph. Since a
graph isomorphism preserves the correspondence of vertices and edges, it must preserve the
correspondence of faces. Suppose the isomorphism φ sends graph G1 to G2. A graph is planar
if and only if it satisfies the Euler formula. The image graph G2 has the same numbers of
vertices, edges and faces as those of G1. Hence G2 is planar if and only if G1 is.
Now we prove by contradiction that an isomorphism sends an MPE to an MPE. Suppose
G¯ = Gn is an MPE of G, hence there is an expander sequence from G to Gn (see the first
line of the following diagram). Since all the graphs in the sequence are subgraphs of Gn, the
isomorphism φ of Gn to G
′
n induces a sequence of isomorphisms, by restricting φ on each
subgraph. Then we get the second line of expander sequence from φ. Isomorphisms restricted
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on subgraphs are still denoted by φ.
G
φ

⊂ // G1
φ

⊂ // · · · ⊂ // Gn−1
φ

⊂ // Gn
φ

G′ ⊂ // G′1
⊂ // · · · ⊂ // G′n−1 ⊂ // G′n
If G′n were not an MPE, then there is an expander of G
′
n, named G
′
n+1, which is still a planar
graph and is obtained by connecting two vertices v′i and v
′
j in G
′. Since φ is an isomorphism,
there are some vi and vj in G such that φ(vi) = v
′
i and φ(vj) = v
′
j . We claim that there is no
edge connecting vi and vj in Gn, because if there were, the isomorphism φ ensures that there
is an edge connecting v′i and v
′
j in G
′
n, hence G
′
n+1 could not be obtained in this way. Now we
add an edge between vi and vj in Gn to get a new graph Gn+1.
G
φ

⊂ // G1
φ

⊂ // · · · ⊂ // Gn−1
φ

⊂ // Gn
φ

? // Gn+1
G′ ⊂ // G′1
⊂ // · · · ⊂ // G′n−1 ⊂ // G′n ⊂ // G′n+1
?
OO
The proof will be finished if we prove that Gn+1 is a planar expander of Gn, which is a
contradiction of Gn being an MPE. Since there is no edge between vi and vj in Gn, we can
expand the isomorphism φ to another isomorphism φ¯ by adding the definition of φ¯(eij) = e
′
ij ,
where eij and e
′
ij are the two edges connecting vi, vj and v
′
i, v
′
j , respectively. On any other
edges and vertices in Gn+1 and G
′
n+1, φ¯ = φ. φ¯ is an isomorphism according to the definition,
therefore, φ−1 is an isomorphism from G′n+1 to Gn+1. Gn+1 is still a planar graph since G
′
n+1
is. Hence Gn+1 is a planar expander of Gn.
An MPE satisfies the Euler formula v + f − e = 2, where we include the outer face. By
Proposition 3.3 and the Euler formula, we can prove the following proposition.
Proposition 3.5. All the MPEs of a graph G may not mutually isomorphic. However, they
have the same number of expanding steps.
Proof. Suppose G ⊂ G1 ⊂ · · · ⊂ Gn and G ⊂ G′1 ⊂ · · · ⊂ G′m are two different expander
sequences of a graph G. We only need to prove m = n. Actually, adding one edge at each
step causes the addition of one face at each time. This is because any edge is a connection of
two vertices and the vertices are invariant. So the expander sequence is a process to divide the
plane located on the planar graph G into areas of triangles, according to the vertices of G step
by step. Since two areas are separated at least by three edges, the maximal number of faces
consisting of k vertices is k− 1 on a plane, including the outer face. Therefore, the numbers of
expanding steps of two sequences are equal.
To provide the counterexample of any two MPEs that may not be isomorphic, we can find
any two MPEs with the same number of vertices and different numbers of vertices that have
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the largest degree. Such two graphs are not isomorphic to each other, because any isomorphism
of graph must preserve the degree of each vertex.
Proposition 3.6. A diamond revolve sends an MPE to an MPE.
Proof. Since a diamond revolve also keeps the Euler formula, it sends a planar graph to a planar
graph. The proposition holds if we replace the isomorphism φ in the proof of Proposition 3.4 by
a diamond revolve ψ. The expanding isomorphism φ¯ changes to an expanding diamond revolve
ψ¯, which is identical on the adding edge.
Now, we assert that
Proposition 3.7. An MPE can be regarded as a Delaunay triangulation of a planar triangle.
Proof. It is equal to prove that the outer face and inner faces are all bounded by three edges.
We only need to prove the case of outer face by considering Proposition 3.3.
Suppose G is an MPE and let p be a point on any inner face of G. Since a planar graph
satisfies the Euler equation, one could embed the graph G onto a sphere, by sending p to the
north pole. Taking the stereographic projection through the north pole onto the plane tangent
to the south pole, we get a graph G′ with outer face bounded by three edges. If any inner face
of G′ is not a triangle, then one would get an expander of G′ by adding at least one edge in
this non-triangle inner face. It is impossible since G is an MPE and so is G′, by Proposition
3.4. Then we know G′ is a Delaunay triangulation of a planar triangle. Since G and G′ are
isomorphic to each other, then G is also a Delaunay triangulation of a planar triangle.
Proposition 3.8. For each positive integer n, there is an MPE of n vertices that can be coloured
by no more than four colours.
Proof. When n = 1, 2, 3, 4, the MPEs are trivial. Suppose it is true for integer k, namely, there
is an MPE Mk with k vertices that could be coloured by no more than four colours. We can find
an MPE Mk+1 with k + 1 vertices by adding a vertex on any inner of a face of Mk (including
the outer face), and connecting the added vertex and the three “corners” of the triangular face
it is located in. Since there are only three “corners”, three different colours are required at
most. we can colour the adding vertex to be the forth colour. So we find an MPE of k + 1
vertices which could be coloured by no more than four colours.
Four-colour theorem will be easy to prove, if each MPE with n vertices can be obtained
from an MPE Mn−1 with n − 1 vertices by adding a vertex on a face of Mn−1. However, the
situation is not so ideal. There are lots of MPEs that can not be constructed in this way. The
cases of the number of vertices less than five are trivial, so graphs we considered from now on
contain at lest five vertices.
7
3.2 Properties of certain graphs containing a diamond
Through this article, we use 1, 2, 3, 4 to denote the four different colours, and A,B,C,D, · · · to
denote the vertices in the graph. The following proposition is quite obvious.
Proposition 3.9. Suppose M is an MPE with more than four vertices. M contains a diamond
with vertices A, B, C, D and quadrangle boundaries AB, BC, CD, DA. Then except edge AC
(or BD), there exists at least one path from A to C (or B to D) which does not pass through
B and D (or A and C).
Proposition 3.9 shows immediately that
Corollary 3.10. The paths in Proposition 3.9 that connect A, C and B, D, respectively,
intersect at some vertices.
FROM NOW ON, we adopt the following notation.
Let M be an MPE containing a diamond with cornerss A, B, C, D and quadrangle
boundaries AB, BC, CD, DA.
Let M0 = M \ {AC,BD} be a subgraph obtained from M by taking off the edges BD or
AC if either exists.
Proposition 3.9 tells that the path from A to C (or B to D) which does not pass through
B and D (or A and C) exists in M0.
Proposition 3.11. Let M and M0 be the graphs defined above. Suppose M has a 4-colour
scheme and the four corners of the diamond A, B, C and D do not admit four different
colours in any scheme utilizing no more than four colours. If B and D (or A and C) have the
same colour in a 4-colour scheme of M0, then there is at least one path from B to D coloured
alternatively by the colours other than the colours of A and C (or B and D).
Proof. We prove it by contradiction. If there is no such path except BD. Then every path from
B must arrive at a vertex with the same colour of A or C before it reaches D. We claim that
the colour of D is determined by the colour of A and C, but is not influenced by the colour of
B. Actually, if D can not be coloured by 4 when we fix the colours of A, B, C by 1, 2, 3, there
is an adjacent vertex D1 of D, which is determined to be coloured by 4. The determination of
the colour of D1 shows that there are at least three adjacent vertices of D1, named D21, D22
and D23, which are coloured by 1, 2, 3, respectively. Any path from D can be described by a
sequence of colours of the vertices it passes by. We still use D to represent its colour. Such
sequences are
D1 · · · , D3 · · · , D41 · · · , D43 · · · , D421 · · · , D423 · · · , D424 · · · , · · ·
Notice that there is no sequence as D2 · · · , since if it exists, then D can not be coloured by
1, 2, 3, 4, which contradicts to the assumption. Considering that there is no such path, each
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sequence must arrive at some 1 or 3 before reaching B. Now we colour D by 4, and replace
each 4 by 2 and 2 by 4 in the above sequences before 1 and 3. Since each vertex with colour
4 is adjacent to ones with colours 1, 2, 3, and the one of colour 2 is adjacent to some vertices
with colours 1, 3, 4, such operations still guarantee that the graph M0 = M \ {BD} is coloured
by at most four different colours. It contradicts to the assumption that A, B, C and D do not
admit four different colours in any scheme utilizing no more than four colours.
Now we define another temporary definition and its notation. Since we are studying MPEs,
we require that the paths have no repetitions of vertices and edges.
Definition 3.12. Let M and M0 be the graphs defined in Proposition 3.11. All paths from
A to C that does not pass through any vertex with the same colour as B or D in M0 forms
a non-empty set, which is called the outflank path set. We denote it by OP (A,C). The same
definition can be given when one interchanges the roles of A, C and B, D.
Remark 3.13. Proposition 3.9 and the Proof of Proposition 3.11 guarantee that one of the
sets OP (AC) and OP (BD) is non-empty in a certain 4-colour scheme. We mention that in a
given 4-colour scheme of such M , either the outflank path set OP (AC) or OP (BD) exists. In
another word, if there is an outflank path connecting A and C in M0, there is no any outflank
path in M0 that can connect B and D. Corollary 3.10 tells that any two outflank paths from
two different 4-colour schemes of an MPE G with different outflank path sets intersect at some
vertices.
One may interesting in the distance in such a graph. The length of the path and the
midpoint of a path could be hopeful to describe the outflank path in a 4-colour scheme. However,
we do not use them to solve the problem. But it may have some special properties. So we also
introduce them here.
Definition 3.14. The length of a path is the number of the edges it uses.
Definition 3.15. The distance between two vertices A and B, which is denoted by dist(A,B),
is the length of the shortest path having the two vertices as its endpoints. We define the distance
to be infinity, when there is no path connecting the two vertices.
Based on the Definition 3.12, the following definition is natural, which is not used in this
article.
Definition 3.16. Let M and M0 be the graphs defined above. The minimal length of path in
OP (A,C) is called the outflank distance of A and C, which is denoted by dist(A,C). Similarly,
dist(B,D) is the outflank distance of B and D.
It satisfies the following proposition.
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Proposition 3.17. Let M and M0 be the graphs defined above. Suppose M admits a 4-colour
scheme, then the lengths of paths in OP (A,C) and OP (B,D) are all even. Particularly, both
dist(A,C) and dist(B,D) are even.
Proof. We only need to prove that the length of each path in OP (B,D) is even. By Proposition
3.9, the outflank distance 0 < dist(B,D) <∞. Let A, C, D be coloured by 1, 3, 4 in a 4-colour
scheme. Since B can not be coloured by 2, there exists a point E1 adjacent to B such that E1
must be coloured by 2. Since E1 is not coloured by one of 1, 3, 4, then there exists a point F1
adjacent to E1 such that F1 must be coloured by 4. If F1 is D, it is proved for this path in
OP (B,D). If not, there is a pair of points E2, F2 such that E2 adjacent to F1 must be coloured
by 2 and F2 adjacent to E2 must be coloured by 4. Repeating this process until we find an
integer i such that Fi is D. So the outflank length of this path in OP (B,D) is equal to 2i,
which is even.
All the paths in OP (B,D) must be described as above. So we finish the proof.
It is obvious by Proposition 3.17 that
Proposition 3.18. Let M and M0 be the graphs defined above. Suppose M admits a 4-colour
scheme. There is a vertex on each path in OP (A,C) and OP (B,D) that divides equally the
length of the path.
Definition 3.19. The vertex in each outflank path that divides equally the length of the path
is called the dividing vertex of the path.
For the concision, we introduce a local definition of vertices colouring.
Definition 3.20. We call the colour of a vertex is compatible, if it is different from all the
colours of adjacent vertices.
We get another way to solve the problem. The key is the following theorem.
Theorem 3.21. Suppose an MPE G1 contains a diamond with vertices A, B, C, D and
quadrangle boundaries AB, BC, CD, DA. Suppose G1 contains edge AC, and the diamond
revolve changing AC to BD gives a new MPE G2. If G1 admits a 4-colour scheme, and A, B,
C and D do not admit four different colours in any scheme utilizing no more than four colours,
then G2 also admits a 4-colour scheme.
Proposition 3.6 ensures the graph G2 to be an MPE. The proof of Theorem 3.21 will be
shown in the next section.
Proposition 3.22. Suppose an MPE G2 is obtained from an MPE G1 by a diamond revolve.
Then G2 has r2 ≤ 4 if G1 has r1 ≤ 4.
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Proof. Suppose G1 has r1 ≤ 4 and we have found a scheme of G1 utilizing no more than four
colours. Suppose the diamond revolve we taken operates on the diamond with vertices A, B,
C and D. If in the scheme, the colours of A, B, C and D are all different, the proof would be
done. So we focus on the case that there are three kinds of different colours of them. Suppose
the diamond revolve is replacing BD by AC. In the scheme of the original graph, the colours of
A, B, D and C, B, D must be different to each other, respectively. Hence the colour of A and
C is the same. Now we change the colour of C to be the forth colour utilized in the scheme. If
it can be done, then we have proved the result in this case. If not, we can change the colour of
each vertex based on the colour of C. If this recolour operation can be done, we still get the
result. If not, it means the four vertices A, B, C and D can not be coloured in four different
colours simultaneously. By Theorem 3.21, we can replace the colour of C and B by the colour
of B and D in two steps, and get a new scheme utilizing no more than four colours.
Proposition 3.23. For each positive integer n, if there is one MPE with n vertices could be
4-coloured, then each other MPEs with n vertices could also be coloured by at most four different
colours.
Proof. If there is an MPE M could be 4-coloured and another MPE M˜ could not, we can find
a sequence of MPEs such that M˜ can change from M step by step,
M = M1 →M2 → · · · →Mk = M˜.
Each arrow “→” represents a diamond revolve in the former MPE.
Since the colour number of M = M1 and M˜ = Mk is not the same, i.e., r1 ≤ 4 < rk, there
is an integer i such that Mi first gets ri > 4. But Proposition 3.22 tells us that each step make
sure the colour number is no more than four, which means such cases can not exist.
The following four-colour theorem follows from Proposition 3.8 and Proposition 3.23 ob-
viously.
Theorem 3.24. Any planar graph has a 4-colour scheme.
4 Realization of diamond revolve
In the last section, we have see that to prove the four-colour theorem, we only need to find
a “Diamond revolve” in a diamond. In this section, we still use M0 to denote a graph which
contains a diamond and is a triangulation except the diamond. We will discuss how to realize
it on any planar graph with four colours. Since we only need to prove Theorem 3.21 in a graph
M0, the diamond revolve can be considered as to replace the edge AC in the diamond by BD.
We point out that any such planar graph M0 can be regarded as an expansion of the diamond,
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without some unnecessary vertices and edges. The expansion can be organized step by step,
and each step gives a zone of the expansion. Different zones are independent in some sense. If
we want, we can express all the different ways of expansion in each step and all the possibilities
of colours in each zone, and look into them one by one.
Concisely, we adopt “Q = i” to denote the colouring of a vertex Q by colour i ∈ {1, 2, 3, 4}.
Sometimes, we also use “Q 6= P”, “Q = P”, “Q ∈ {1, 3}”, etc. to represent that “Q and P
have the same colour”, “Q and P have different colours”, “the colour of Q is chosen from the
set {1, 3}”, etc..
Because the graph M0 satisfies triangulation except the diamond, there is a vertex E1
connecting to three corners of the diamond, for example, connecting to A,B and C. Therefore,
we get a new quadrangle containing E1 as one of its corners. In the example, it can be expressed
by (AECD). We can repeat the process on the new quadrangle to get the next new quadrangle
by replacing one of the corners with a new vertex. The process continues until we first get a
quadrangle that contains the original quadrangle (ABCD). Denote it by (EFGH). The new
quadrangle (EFGH) must be one of the following six types in Figure 1.
In Figure 1, each situation begins with the quadrangle (ABCD). The first sequence of
vertices connecting to three vertices in {A,B,C,D} are denoted by Ei with 1 ≤ i ≤ I. We
set EI = E for convenience. Analogously, the second sequence of vertices connecting to three
vertices in {A,B,C,D,E} are denoted by Fj with 1 ≤ j ≤ J . We also set FJ = F . The Third
and forth vertex sequences are Gk and Hl with 1 ≤ k ≤ K, 1 ≤ l ≤ L. We can see that L = 1
in each situation and K = 1 in situations 1 and 4.
The other situations can be obtained from the six types in Figure 1 by changing the indices
or by considering the symmetries.
We call that the quadrangles (ABCD) and (EFGH) in Figure 1 are starting quadran-
gle and ending quadrangle, respectively. Then we can continue the above procedure with
the starting quadrangle replacing by (EFGH). Suppose we have acquired an ending quad-
rangle (E(1)F (1)G(1)H(1)) = (EFGH) from (E(0)F (0)G(0)H(0)) = (ABCD). We start at
(E(1)F (1)G(1)H(1)) to repeat the process to form a new ending quadrangle, denoted by (E(2)F (2)G(2)H(2)).
The graph area (including all the vertices and edges) between (E(i−1)F (i−1)G(i−1)H(i−1)) and
(E(i)F (i)G(i)H(i)) forms a subgraph, called the i-th zone. So the expansion of diamond (ABCD)
is
(ABCD) = (E(0)F (0)G(0)H(0)) ⊂ (E(1)F (1)G(1)H(1)) ⊂ · · · ⊂ (E(i)F (i)G(i)H(i)) ⊂ · · · .
These expansion terminates when there is no any quadrangle with four different other vertices
as its corners that contains all the quadrangles we have acquired. So such progress is finite.
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Situation1 Situation2
Situation3 Situation4
Situation5 Situation6
Figure 1: Possibilities of expansion of a quadrangle in one zone
Namely, there is an integer n such that the expansion sequence terminates.
(E(0)F (0)G(0)H(0)) ⊂ (E(1)F (1)G(1)H(1)) ⊂ · · · ⊂ (E(i)F (i)G(i)H(i)) ⊂ · · · ⊂ (E(n)F (n)G(n)H(n)). (1)
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The expansion we got is a subgraph ofM0 obviously. We call such expansion (E
(n)F (n)G(n)H(n))
is a “skeleton” of M0, denoted by SkM0 .
The graph M0 \ SkM0 is a union of disjoint graphs, with each connected component
containing in a triangle of SkM0 . Actually, for any graph M0, which is a triangulation except
the diamond, one can find a “skeleton” by expanding from the diamond.
Suppose M0 has a 4-colour scheme. So does SkM0 . Then the three corners of any triangle
in SkM0 admit three different colours. If a triangle T contains a connected component GT in
M0 \SkM0 , GT has a 4-colour scheme which is compatible with the 4-colour scheme of T , since
M0 is 4-colourable. Thus, if we change the colours of the corners of T , meanwhile, we change
the colours of vertices of GT in the same way, we get a new compatible 4-colour scheme of GT
and T . It means that in a 4-coloured planar graph, the colours of an inner part of a triangle
area can be determined by the “boundary condition”, i.e., the colours of corners of the triangle.
So we have proved the following proposition, which advises us just to consider the skeleton case.
Proposition 4.1. Suppose M0 is a 4-colourable planar graph with a diamond. Any finite steps
of changing colours on its skeleton deduce a new 4-colour scheme of M0.
The main method to prove Theorem 3.21 is taking induction on zones. In the next three
subsections, we will discuss the different situations in Figure 1 with different kinds of starting
quadrangles.
4.1 Analysis of re-coloured expansion from a quadrangle with three
different colours
In this subsection, we want to discuss how to change the colours of every vertex in each possible
case of a zone expanded from a quadrangle whose corners admits three different colours. The
aim is that the skeleton of every such graph M0 has four paths from the different vertices of
the diamond, and each path can be coloured alternatively by two colours. This situation is
the most basic because the diamond we considered is in this case. Moreover, the expansion we
finally got starts from such a diamond. However, considering only the case of three different
colours is not enough, because the number of different colours may change when we re-colour
the vertices in zones, and the ending quadrangle may have 4 or 2 different colours. These are
the reasons why we should consider the cases in the next two subsections.
Denote the starting quadrangle by (ABCD). Since there are three different colours, we
suppose (ABCD) = (1232). The ending quadrangle is denoted by (A′B′C ′D′). The graph area
between (ABCD) and (A′B′C ′D′) is the zone we considered in this step.
Before changing the colours of vertices in the zone, we explain some terminologies. The
paths from different corners of the starting quadrangle consisting only Qm (Q ∈ {E,F,G,H},
m ∈ {i, j, k, l}) are called the left chain (connecting A and A′), up chain (connecting B and B′),
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right chain (connecting C and C ′) and down chain (connecting D and D′) as shown in Figure
2. Moreover, we call the graph area in the starting quadrangle the inner part, which is empty
when the starting quadrangle is the diamond. Analogously, the graph area out of the ending
quadrangle is called the outer part, which is empty when the ending quadrangle is the terminal
one. Since (ABCD) is already coloured by (1232), we separate the colour set {1, 2, 3, 4} into
two subsets {2, 4} and {1, 3}, and let a, b ∈ {2, 4}, c, d ∈ {1, 3}. We call that a, b (resp. c, d) are
opposite colours to each other. For instance, the opposite colour of c is d, that is, d = 1 when
c = 3 and d = 3 when c = 1. Some concepts are illustrated in Figure 2.
Figure 2: Diagram of terminologies in each step
Now the colours of A and C are 1 or 3, we denote it by A,C ∈ {1, 3}, while B,D ∈ {2, 4}.
The aim is that each chains only consists of vertices coloured by {2, 4} or {1, 3}. If so, that is,
the left and right chains are coloured by 1 and 3 and up and down chains are coloured by 2
and 4, we call such a type the standard type, shortly, S-type. At last, we need to look into the
detail of the chains.
Proposition 4.2. On each chain, the colours can be arranged to appear alternatively.
Proof. It is because the four chains are isolated mutually. For example, let E0 be one of
A,B,C,D which starts a chain {Ei}. Suppose EI = E has colour e. One can use e and f to
colour Ei alternatively, when e 6= f . When e = f ∈ {1, 3} or e = f ∈ {2, 4}, we can use e and
g to colour the chain alternatively, where g is the opposite colour of f . In both cases, if the
colour of E0 is not compatible when Ei (i ≥ 1) are changed alternatively, we can change the
colour of E0 to its opposite colour, when the starting quadrangle is the diamond. By induction,
we can change the colour of E0 to its opposite colour and change the colours of Ei in the inner
part to their opposite colours. These operations may change the colours on the diamond, but
the new colouring is still a 4-colour scheme.
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Now we begin to analyze each situation. Considering Proposition 4.2, the colour of E,
F and G determine all the colours of Ei, Fj and Gk, respectively. The situations where the
starting quadrangle has four or two different colours are discussed in the next two subsections.
So in this section, we only consider that the starting quadrangle admits three different colours
and each chain is coloured alternatively by the opposite colours.
For convenience, we define some operations first.
a↔ c : Interchange a and c in the outer part, in the zone, and on the ending quadrangle.
Q1 · · ·Qm(c⇔ d) : For Q1, · · · , Qm ∈ {A,B,C,D}, interchange a and c in the outer part and on the part
of the chains from Qi to Q
′
i, for all 1 ≤ i ≤ m.
Q1(c→ d) : For Q ∈ {A,C}, change the vertices, whose colours in the original scheme are the same
as Q, on the left chain (when Q = A) or the right chain (when Q = C) from c to d, and
interchange the colours c and d on the left chain (when Q = A) or the right chain (when
Q = C) contained in the inner part.
Q(a→ b) : For Q ∈ {B,D}, change the vertices, whose colour in the original scheme are the same
as Q, on the up chain (when Q = B) or the down chain (when Q = D) from a to b, and
interchange the colours a and b on the up chain (when Q = B) or the down chain (when
Q = D) contained in the inner part.
One can verify that the above operations change a compatible 4-colour scheme to another
compatible 4-colour scheme.
Situation 1: (A′B′C ′D′) = (GEHF ). K = L = 1.
The figure shows that Ei, Fj ∈ {2, 4}, hence G = H when G,H /∈ {1, 3}.
Case 1: G = H = a ∈ {2, 4}. We can take the operations in the order of A(1 → 3) and
AC(a⇔ 1) to change the 4-colour scheme so that in the zone it is S-type.
Case 2: G 6= H. By symmetry, we can assume that G = a ∈ {2, 4} and H = c ∈ {1, 3}. If A
has colour d, we take the operation A(d→ c) first. Then we can take the operation
A(a⇔ d) to get a compatible S-type zone.
Situation 2: (A′B′C ′D′) = (FEGH). L = 1.
The figure shows that Ei ∈ {2, 4} and Fj , Gk, H 6= 2. Suppose E = a. If one of F,G is
contained in {2, 4}, then F = G = 4, E = a = 2 and H ∈ {1, 3}.
Case 1: Fj , Gk, H ∈ {1, 3}. Then F = G 6= H. We may suppose F = G = c and H = d. If
E has colour a = 4, we can firstly take the operation D(2 → 4). Then we can take
the operation D(b⇔ d) to get a compatible S-type zone.
Case 2: Fj , Gk ∈ {1, 3, 4}, F = G = 4 and H = c ∈ {1, 3}.
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Remark 4.3. Actually, by Proposition 4.2, the condition F = G = 4 determines
Fj , Gk ∈ {1, 3, 4}. Therefore, FROM NOW ON, we will only focus on the colours of
E,F,G,H instead of the colours of all the vertices on chains.
Suppose Q ∈ {A,C} has colour c, we can take the operation Q(c → d). Then we
can take the operations ACD(4⇔ c) to get a compatible S-type zone.
Case 3: One of F,G is 4 and the other is c ∈ {1, 3}. Then H = d ∈ {1, 3}. Let Q ∈ {A,C} be
the vertex whose Q′ has colour 4. If Q has colour c, we take the operation Q(d→ c)
first. Then we can take the operation DQ(4⇔ d) to get a compatible S-type zone.
Situation 3: (A′B′C ′D′) = (FEHG). L = 1.
The Figure shows that E ∈ {2, 4} and F 6= 2, G,H 6= 3.
Case 1: G = 1. Then H = a ∈ {2, 4}.
Subcase 1.1: F = c ∈ {1, 3}. If a = 2, we first take the operation D(2 → 4). Then we can
take the operation CD(a⇔ 1) to get a compatible S-type zone.
Remark 4.4. When the starting quadrangle is the diamond, the operation D(2→
4) causes that the colours of B and D are different. Hence we can connect them
to get a triangulation graph. It shows that the diamond revolve is legal. In the
process of changing colours, if such case appear, we stop at this step to get a
compatible graph.
Subcase 1.2: F = 4. Then E = 2 and H = 4. We first take the operation A(1 → 3). Then
we can take the operation ACD(4⇔ 1) to get a compatible S-type zone.
Case 2: G = 4. Then F = c ∈ {1, 3}. When H = a ∈ {2, 4}, we must have H = 2 and
E = 4. We can take the operation C(2⇔ d) to get a compatible S-type zone.
Case 3: G = 2. If F,H ∈ {1, 3}, the colouring is S-type in this zone.
Subcase 3.1: F,H ∈ {2, 4}. Then F = H = 4 and E = 2. We take the operation A(1 → 3)
and AC(4⇔ 1) to get a compatible S-type zone.
Subcase 3.2: One of F,H is a ∈ {2, 4} and the other is c ∈ {1, 3}. Then E = G = 2 and
a = 4. Let Q be the vertex A or C with Q′ = 4. If Q has colour d, we first
take the operation Q(d→ c). Then we can take the operation Q(4⇔ d) to get
a compatible S-type zone.
Situation 4: (A′B′C ′D′) = (EGFH). L = K = 1.
The Figure shows that G,H,E, F 6= 2.
Case 1: E,F ∈ {1.3}.
Subcase 1.1: H,G ∈ {1, 3}. Then H = G = c ∈ {1, 3} and E = F = d ∈ {1, 3}. We can take
the operation BD(4⇔ c) to get a compatible S-type zone.
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Subcase 1.2: One of H,G has colour c ∈ {1, 3} and the other one is 4. Let Q denote B or D
whose Q′ has colour c. We take the operations in the order of Q(2 → 4) and
Q(2⇔ c) to get a compatible S-type zone.
Case 2: One of E,F is c ∈ {1, 3} and the other one is 4. Then G = H = d ∈ {1, 3}. Let Q
denote A or C whose Q′ is coloured by 4. If the colour of Q is d, then we can first
take the operation Q(d → c). Then we can take the operation BDQ(4 ⇔ d) to get
a compatible S-type zone.
Case 3: E,F ∈ {2, 4}. Then E = F = 4.
Subcase 3.1: H = G = c ∈ {1, 3}. Let Q denote either A or C with colour c. We can take the
operations in the order of Q(c→ d) and c↔ 4 to get a compatible S-type zone.
Subcase 3.2: H = c ∈ {1, 3} and G = d ∈ {1, 3}. Let Q denote either A or C with colour
c. We can take the operations in the order of Q(c → d), c ↔ 4, B(2 → 4) and
B(d⇔ 2) to get a compatible S-type zone.
Situation 5: (A′B′C ′D′) = (EFHG). L = 1.
The figure shows that E 6= 2 and F,G,H 6= 3.
Case 1: F,G ∈ {2, 4}.
Subcase 1.1: E,H /∈ {1, 3}. It means (EFHG) = (4242). Then we can take the operations
in the order of (A(1→ 3)) and AC(4⇔ 1) to get a compatible S-type zone.
Subcase 1.2: H ∈ {1, 3} and E ∈ {2, 4}. Then (EFHG) = (4212). We can take the operation
A(4⇔ 3) to get a compatible S-type zone.
Subcase 1.3: H = a ∈ {2, 4} and E = c ∈ {1, 3}. Then F = G = b ∈ {2, 4}. If C has colour
d, we will first take the operation C(d → c). Then we can take the operation
C(a⇔ d) to get a compatible S-type zone.
Case 2: F,G ∈ {1, 3}. Then F = G = 1, E 6= 1 and H = a ∈ {2, 4}.
Subcase 2.1: E = 3. If a = 2, we first take the operations B(2→ 4) and D(2→ 4). Then we
can take the operation BCD(a⇔ 1) to get a compatible S-type zone.
Subcase 2.2: E = H = a. If a = 2, we first take the operations B(2 → 4) and D(2 → 4).
Then we can take the operations A(1→ 3) and a↔ 1 to get a compatible S-type
zone.
Subcase 2.3: E = b ∈ {2, 4}. Then one of E and H must have colour 4.
Subcase 2.3.1: E = 4 and H = 2. We can take the operations in the order of A(1 → 3),
1↔ 4, C(3→ 1) and C(2⇔ 3) to get a compatible S-type zone.
Subcase 2.3.2: E = 2 and H = 4. We can take the operations BCD(1⇔ 4) and A(2⇔ 3)
to get a compatible S-type zone.
18
Case 3: One of F,G is contained in {2, 4} and another one is chosen from {1, 3}. Without loss
of generality, we suppose F = 1 and G = a ∈ {2, 4}. Then E 6= 1 and H = b ∈ {2, 4}.
Subcase 3.1: E = H = b. If b = 2, we take the operation B(2 → 4) first. We can take the
operations in the order of A(1→ 3) and ABC(1⇔ b) to get a compatible S-type
zone.
Subcase 3.2: E = 3. If b = 2, we first take the operation B(2 → 4). Then we can take the
operation BC(b⇔ 1) to get a compatible S-type zone.
Situation 6: (A′B′C ′D′) = (EFGH). L = 1.
The figure shows that F 6= 3 and E,G,H 6= 2.
Case 1: F,H ∈ {2, 4}. Then H = 4 and E,G ∈ {1, 3}, hence the colouring is already S-type.
Case 2: One of F,H is c ∈ {1, 3} and the other one is 4. Then E = G = d ∈ {1, 3}. Let Q
denote one of B,D whose Q′ has colour c. Then we can take the operations in the
order of Q(2→ 4) and Q(2⇔ c) to get a compatible S-type zone.
Case 3: F = 2 and H = c ∈ {1, 3}.
Subcase 3.1: E = G = 4. Denote the vertex in A,C with colour c by Q. We can take the
operations in the order of Q(c→ d) and ACD(c⇔ 4) to get a compatible S-type
zone.
Subcase 3.2: One of E,G has colour 4 and the other one is d ∈ {1, 3}. Let Q be A or C whose
Q′ has colour 4. If Q is coloured by c, we first take the operation Q(c → d).
Then we can take the operation DQ(c⇔ 4) to get a compatible S-type zone.
Subcase 3.3: E,G ∈ {1, 3}. Then E = G = d. We can take the operation D(c ⇔ 4) to get a
compatible S-type zone.
Case 4: F = H = c ∈ {1, 3}. Then F = H = 1.
Subcase 4.1: E = G = 3. We can take the operation 1↔ 4 to get a compatible S-type zone.
Subcase 4.2: At least one of E,G is contained in {2, 4}, hence is 4. If A′ has colour 4, we
first take the operation A(1 → 3). Let Q1, Q2 denote A or C whose Q′1, Q′2
have colour 4 (Q1 and Q2 may denote the same vertex). Then we can take the
operation BDQ1Q2(1⇔ 4) to get a compatible S-type zone.
Case 5: F = c ∈ {1, 3} and H = d ∈ {1, 3}. Then E = G = 4. Let Q denote the one of
A,C with colour c. We can take the operations in the order of Q(c → d), 4 ↔ c,
D(2→ 4) and D(d⇔ 2) to get a compatible S-type zone.
4.2 Analysis of re-coloured expansion from a quadrangle with four
different colours
In this subsection, we will discuss the re-colouring procedures in the case that the starting
quadrangle admits four different colours. The aim is the same, to get a new 4-colour scheme
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which is compatible S-type in each zone.
We use the same terminologies and notations as in the last subsection. Now the colours
of the starting quadrangle is (ABCD) = (1234). By the symmetry, possible situations we need
to consider are the first three cases shown in Figure 1. The other situations can be obtained by
rotating the colours. Noticing Proposition 4.2, we only focus on the situations that each chain
has been alternatively coloured.
Situation 1: (A′B′C ′D′) = (GEHF ). K = L = 1.
The figure shows that E,F ∈ {2, 4}.
Case 1: G,H ∈ {2, 4}. Then G = H = a ∈ {2, 4} and E = F = b ∈ {2, 4}. We can take
the operations in the order of A(1→ 3) and a↔ 1 to change the 4-colour scheme so
that in the zone it is S-type.
Case 2: One of G,H is a ∈ {2, 4} and the other one is c ∈ {1, 3}. Without loss of generality,
we can assume that G = a and H = c. Then E = F = b ∈ {2, 4} If c = 3, we take
the operation A(1 → 3) first. Then we can take the operation A(a ⇔ d) to get a
compatible S-type zone.
Situation 2: (A′B′C ′D′) = (FEGH). L = 1.
The figure shows that E ∈ {2, 4} and F,G,H 6= 4. We suppose that E = a.
Case 1: H = 2. Then F,G ∈ {1, 3}, hence the scheme in the zone is already S-type.
Case 2: H = c ∈ {1, 3} and F,G ∈ {1, 3}. Then F = G = d ∈ {1, 3}. If a = 2, we take
the operation D(4 → 2) first. Then we can take the operation D(c ⇔ b) to get a
compatible S-type zone.
Case 3: H = c ∈ {1, 3} and one of F,G is contained in {2, 4} and another is chosen from
{1, 3}. Without loss of generality, we can assume that F = d ∈ {1, 3} and G = b ∈
{2, 4}. If C has colour c, we take the operation C(c → d) first. If D has colour b,
then we take the operation D(b → a). Now we can take the operation CD(b ⇔ c)
to get a compatible S-type zone.
Case 4: H = c ∈ {1, 3} and F,G ∈ {2, 4}. Then F = G = 2 and E = 4. Let Q denote the
vertex A or C which is coloured by c. We can take the operations in the order of
Q(c→ d) and ACD(2⇔ c) to get a compatible S-type zone.
Situation 3: (A′B′C ′D′) = (FEHG). L = 1.
The figure shows that E ∈ {2, 4} and F 6= 4, G,H 6= 3.
Case 1: E,G ∈ {2, 4} and E 6= G. Then F,H ∈ {1, 3}, hence the scheme is already S-type
in the zone.
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Case 2: E = G = a ∈ {2, 4} and F = H = b ∈ {2, 4}. Then E = G = 4 and F = H = 2.
We can take the operations in the order of A(1→ 3) and 2↔ 1 to get a compatible
S-type zone.
Case 3: E = G = a ∈ {2, 4} and one of F,H is c ∈ {2, 4}, the other one is b ∈ {1, 3}.
Let Q be the vertex A or C whose Q′ has colour b. If Q is coloured by d, we take
the operation Q(d → c) first. Then we can take the operation Q(b ⇔ d) to get a
compatible S-type zone.
Case 4: G = c ∈ {1, 3}. Then G = 1, H = a ∈ {2, 4} and E = b ∈ {2, 4}.
Subcase 4.1: F = H = a ∈ {2, 4}. If a = 4, we can take the operation D(4 → 2) first. Then
we can take the operations in the order of A(1→ 3) and ACD(a⇔ 1) to get a
compatible S-type zone.
Subcase 4.2: F = 3. If a = 4, we can take the operation D(4 → 2) first. Then we can take
the operation CD(a⇔ 1) to get a compatible S-type zone.
4.3 Analysis of re-coloured expansion from a quadrangle with two
different colours
Now we will discuss the case of two different colours on the starting quadrangle, which combining
with the other two cases shows that each 4-colour scheme of M0 can be transformed into another
4-colour scheme of S-type.
Now the colours of the starting quadrangle is (ABCD) = (1212). By the symmetry,
possible situations we need to consider are the first three cases shown in Figure 1. The other
situations can be obtained by symmetry. Noticing Proposition 4.2, we still focus on the situa-
tions that each chain has been alternatively coloured.
Situation 1: (A′B′C ′D′) = (GEHF ). K = L = 1.
The figure shows that E,F 6= 1 and G,H 6= 1.
Case 1: E,F ∈ {2, 4} and E 6= F . Then G = H = 3, hence the scheme is already S-type in
the zone.
Case 2: E = F = a ∈ {2, 4}.
Subcase 2.1: G = H = b ∈ {2, 4}. We can take the operation AC(b⇔ 3) to get a compatible
S-type zone.
Subcase 2.2: One of G,H is contained in {2, 4} and another is in {1, 3}. Without loss of
generality, we may assume that G = b, H = 3. We can take the operations in
the order of A(1→ 3) and A(b⇔ 1) to get a compatible S-type zone.
Case 3: One of E,F is contained in {2, 4} and another is in {1, 3}. Without loss of generality,
we may assume that E = a, F = 3. Then G = H = b ∈ {2, 4}. If b = 2, we take
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the operation D(2 → 4) first. Then we can take the operation ACD(b ⇔ 3) to get
a compatible S-type zone.
Case 4: E,F ∈ {1, 3}. It implies that E = F = 3 and G,H ∈ {2, 4}.
Subcase 4.1: G = H = a ∈ {2, 4}. If a = 2, we take the operations B(2 → 4) and D(2 → 4)
first. Then we can take the operation a↔ 3 to get a compatible S-type zone.
Subcase 4.2: G,H ∈ {2, 4} and G 6= H. Without loss of generality, we may assume that
G = 2, H = 4. We can take the operations in the order of 3↔ 4, A(1→ 3) and
A(2⇔ 1) to get a compatible S-type zone.
Situation 2: (A′B′C ′D′) = (FEGH). L = 1.
The figure shows that E 6= 1 and F,G,H 6= 2.
Case 1: H = 4. Then F,G ∈ {1, 3}.
Subcase 1.1: E ∈ {2, 4}. The scheme is already S-type in the zone.
Subcase 1.2: E = c ∈ {1, 3}. Then F = G = d ∈ {1, 3}. We can take the operations in the
order of B(2→ 4) and B(c⇔ 2) to get a compatible S-type zone.
Case 2: E = H = 3.
Subcase 2.1: F,G ∈ {1, 3}. Then F = G = 1. We can take the operation BD(4 ↔ 3) to get
a compatible S-type zone.
Subcase 2.2: One of F,G is contained in {2, 4} and another is in {1, 3}. Without loss of
generality, we may assume that F = 1, G = a. If a = 2, we take the operations
B(2→ 4) and D(2→ 4) first. Then we can take the operation BCD(a⇔ 3) to
get a compatible S-type zone.
Case 3: E 6= H and E,H ∈ {1, 3}. It means E = 3, H = 1 and F = G = 4. We can take
the operations in the order of 3 ↔ 4, D(2 → 4) and D(1 ⇔ 2) to get a compatible
S-type zone.
Case 4: E = 2 and H = c ∈ {1, 3}.
Subcase 4.1: F,G = 4. If c = 1, we take the operations A(1 → 3) and C(1 → 3) first. Then
we can take the operation ACD(c⇔ 4) to get a compatible S-type zone.
Subcase 4.2: F = 4 and G = d. If c = 1, we take the operation A(1→ 3) first. Then we can
take the operation AD(c⇔ 4) to get a compatible S-type zone.
Subcase 4.3: F = G = d. Then we can take the operation D(c ⇔ 4) to get a compatible
S-type zone.
Case 5: E = 4 and H = c ∈ {1, 3}. Then F = G = d. Then we can take the operations in
the order of D(2→ 4) and D(c⇔ 2) to get a compatible S-type zone.
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Situation 3: (A′B′C ′D′) = (FEHG). L = 1.
The figure shows that F 6= 2 and E,G,H 6= 1.
Case 1: H = 3. Then E,G ∈ {2, 4}.
Subcase 1.1: One of E,G is 4. Then F ∈ {1, 3}, hence the scheme is already S-type in the
zone.
Subcase 1.2: E = G = 2 and F = 4. We can take the operations in the order of A(1 → 3)
and A(4⇔ 1) to get a compatible S-type zone.
Case 2: H = a ∈ {2, 4} and E = G = b ∈ {2, 4}.
Subcase 2.1: F = H = a. Then a = 4 and E = G = 2. Then we can take the operation
AC(4⇔ 3) to get a compatible S-type zone.
Subcase 2.2: F = c ∈ {1, 3}. If c = 3, we take the operation C(1 → 3) first. Then we can
take the operation C(a⇔ d) to get a compatible S-type zone.
Case 3: H = a ∈ {2, 4} and E,G ∈ {1, 3}. Then E = G = 3.
Subcase 3.1: F = H = 4. We can take the operation 3↔ 4 to get a compatible S-type zone.
Subcase 3.2: F = 4 and H = 2. We can take the operations in the order of 3↔ 4, C(1→ 3)
and C(2⇔ 1) to get a compatible S-type zone.
Subcase 3.3: F = c ∈ {1, 3}. Then c = 1. If a = 2, we take the operations B(2 → 4)
and D(2 → 4) first. Then we can take the operation BCD(a ⇔ 3) to get a
compatible S-type zone.
Case 4: H = a ∈ {2, 4} and E = 3, G = b ∈ {2, 4}.
Subcase 4.1: F = H = a. Then a = 4, b = 2 and we can take the operation 3 ↔ 4 to get a
compatible S-type zone.
Subcase 4.2: F = 1 and E = 3. If a = 2, we take the operation B(2→ 4) first. Then we can
take the operation BC(a⇔ 3) to get a compatible S-type zone.
Case 5: H = a ∈ {2, 4} and G = 3, E = b ∈ {2, 4}.
Subcase 5.1: F = H = a. Then a = 4, and we can take the operation 3 ↔ 4 to get a
compatible S-type zone.
Subcase 5.2: F = 1 and G = 3. If a = 2, we take the operation D(2→ 4) first. Then we can
take the operation CD(a⇔ 3) to get a compatible S-type zone.
4.4 Analysis of re-colouring on the last ending quadrangle and in the
last zone
In last three subsections, we analyze the recolouring on each zone with different starting quad-
rangles. It implies that we can get a 4-colour scheme with exactly one outflank path in OP (BD)
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on M0, provided a 4-colour scheme on M0. However, we want to get Theorem 3.21, which re-
quires the OP (BD) vanishing. So we need to re-colouring again. In this subsection, we can
see this re-colouring is legal, by analysis on the last ending quadrangle and the last zone of
expansion. The last ending quadrangle means two of its four corner share a common edge in
the outer part.
The aim of the re-colouring in this subsection is to get a 4-colour scheme with an outflank
path in OP (AC) from the given 4-colour scheme with exactly one outflank path in OP (BD).
By the same discussion, we only need to consider the skeleton. Moreover, the results will
be obtained, if we can change the colours of vertices in the last zone and on the last ending
quadrangle to get a compatible zone, which satisfies the requirement.
The possible situations of the last zone with different colours on the last ending quadrangle
are listed in Figure 3. Here we just list the ones that we will meet in the next subsection.
We denote the last starting quadrangle by (ABCD). The last ending quadrangle is
(A′B′C ′D′), with colours (3412) or (3432). We define some operations here.
L(c→ a) : Change the colour c on the left chain contained in the last zone to colour a.
R(c→ a) : Change the colour c on the right chain contained in the last zone to colour a.
L(c⇔ d) : Interchange the colours c and d on the whole left chain.
R(c⇔ d) : Interchange the colours c and d on the whole right chain.
We analyze each situation now. As shown in Figure 3, the last starting quadrangle
(ABCD) has colours 1, 3 at A and C, and have colours 2, 4 at B and D. If the colours of
A and C are not the same, we can interchange the colours on the left chain or the right chain
so that A = C. This interchanging does not cause incompatibility, since there is no any other
vertex of colours 1, 3 in a skeleton. By the symmetry, we can assume that the colour of A,C is
always equal to 3.
Situation 1: We take the operations L(1 → 2) and R(1 → 2), then we can change the colour of D′
from 2 to 1. It is compatible in the zone and the outflank path in OP (BD) disappears.
Instead of it, an outflank path from A to C, namely, AD′C appears.
Situation 2: We discuss it in two cases.
Case 1: C ′ = 3. We can change the colour of D′ from 2 to 1. It is compatible in the zone
and the outflank path in OP (BD) disappears. Instead of it, an outflank path from
A to C, namely, A′D′C ′ appears.
Case 2: C ′ = 1. We take the operation R(1 ⇔ 3) to get C ′ = 3. Then we can change
the colour of D′ from 2 to 1. It is compatible in the zone and the outflank path in
OP (BD) disappears. Instead of it, an outflank path from A to C, namely, A′D′C ′
appears.
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Situation1 Situation2 Situation3
Situation4 Situation5 Situation6
Situation7 Situation8 Situation9
Situation10 Situation11 Situation12
Situation 3: Take the same operations as in Situation 2, on B′ = 4 instead of D′ = 2.
Situation 4: We take the operation R(1 → 2), then we can change the colour of D′ from 2 to 1. It is
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Situation13 Situation14
Figure 3: Possibilities of the last zone with different colours on the last ending quadrangle
compatible in the zone and the outflank path in OP (BD) disappears. Instead of it, an
outflank path from A to C, namely, A′D′C appears.
Situation 5: We discuss it in two cases.
Case 1: C ′ = 3. We can change the colour of D′ from 2 to 1. It is compatible in the zone
and the outflank path in OP (BD) disappears. Instead of it, an outflank path from
A to C, namely, A′D′C ′ appears.
Case 2: C ′ = 1. We take the operation R(1 ⇔ 3) to get C ′ = 3. Then we can change
the colour of D′ from 2 to 1. It is compatible in the zone and the outflank path in
OP (BD) disappears. Instead of it, an outflank path from A to C, namely, A′D′C ′
appears.
Situation 6: Take the same operations as in Situation 4, on B′ = 4 instead of D′ = 2.
Situation 7: Take the same operations as in Situation 5, on B′ = 4 instead of D′ = 2.
Situation 8: We discuss it in two cases.
Case 1: C ′ = 3. We can change the colour of D′ from 2 to 1. It is compatible in the zone
and the outflank path in OP (BD) disappears. Instead of it, an outflank path from
A to C, namely, A′D′C ′ appears.
Case 2: C ′ = 1. We take the operation R(1 ⇔ 3) to get C ′ = 3. Then we can change
the colour of D′ from 2 to 1. It is compatible in the zone and the outflank path in
OP (BD) disappears. Instead of it, an outflank path from A to C, namely, A′D′C ′
appears.
Situation 9: We take the operation R(1 → 2), then we can change the colour of D′ from 2 to 1. It is
compatible in the zone and the outflank path in OP (BD) disappears. Instead of it, an
outflank path from A to C, namely, A′D′C appears.
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Situation 10: We discuss it in two cases.
Case 1: C ′ = 3. We take the operation L(1→ 2), then we can change the colour of D′ from
2 to 1. It is compatible in the zone and the outflank path in OP (BD) disappears.
Instead of it, an outflank path from A to C, namely, AD′C ′ appears.
Case 2: C ′ = 1. We take the operations R(1 ⇔ 3) and L(1 ⇔ 3). Then we can change
the colour of D′ from 2 to 1. It is compatible in the zone and the outflank path in
OP (BD) disappears. Instead of it, an outflank path from A to C, namely, AD′C ′
appears.
Situation 11: We discuss it in two cases.
Case 1: C ′ = 3. We can change the colour of D′ from 2 to 1. It is compatible in the zone
and the outflank path in OP (BD) disappears. Instead of it, an outflank path from
A to C, namely, A′D′C ′ appears.
Case 2: C ′ = 1. We take the operation R(1 ⇔ 3) to get C ′ = 3. Then we can change
the colour of D′ from 2 to 1. It is compatible in the zone and the outflank path in
OP (BD) disappears. Instead of it, an outflank path from A to C, namely, A′D′C ′
appears.
Situation 12: Take the same operations as in Situation 11, on B′ = 4 instead of D′ = 2.
Situation 13: We discuss it in two cases.
Case 1: C ′ = 3. We can change the colour of D′ from 2 to 1. It is compatible in the zone
and the outflank path in OP (BD) disappears. Instead of it, an outflank path from
A to C, namely, A′D′C ′ appears.
Case 2: C ′ = 1. We take the operation R(1 ⇔ 3) to get C ′ = 3. Then we can change
the colour of D′ from 2 to 1. It is compatible in the zone and the outflank path in
OP (BD) disappears. Instead of it, an outflank path from A to C, namely, A′D′C ′
appears.
Situation 14: Take the same operations as in Situation 13, on B′ = 4 instead of D′ = 2.
Thus, we have acquired a new scheme with outflank paths in OP (AC) in each situation.
4.5 Proof of Theorem 3.21
We illustrate some examples at the beginning of this section.
Example 4.5. Let ABCD be a starting quadrangle. We have the following cases of expansion,
each of which does not have an ending quadrangle. There is a quadrangle containing (ABCD)
in each case. If the edge connecting the pair of opposite vertices of the quadrangle is changed to
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Case 1 Case 2 Case 3
Case 4 Case 5 Case 6
Figure 4: Possibilities of non-ending quadrangle expansion types
connect another pair of opposite vertices, the new figure in each case has some vertices beyond
the skeleton. That is,
1. If connecting A,C in Cases 1 and 2, E and F will be redundant.
2. If connecting E,C in Case 3, F will be redundant, and the graph has the same skeleton
as in Case 1.
3. If connecting E,F in Case 4, G will be redundant, and the graph has the same skeleton
as in Case 2.
4. If connecting F,C in Case 5, G will be redundant, and the graph has the same skeleton
as in Case 3.
5. If connecting E,C in Case 6, F and G will be redundant, and the graph has the same
skeleton as in Case 1.
We denote the colours of A,B,C,D by (ABCD) = (cadb), where c, d ∈ {1, 3} and a, b ∈ {2, 4}.
Here we do not require c 6= d or a 6= b.
Suppose the graph is obtained from the expansion and is re-coloured to be S-type. If there
is an outflank path in OP (BD), by some interchanging of colours, the examples can be coloured
by
1. (ABCDE)=(1ac24),
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2. (ABCDEF)=(1bca24),
3. (ABCDEF)=(cad234),
4. (ABCDEFG)=(cad23e4),
5. (ABCDEEFG)=(cadb432),
6. (ABCDEFG)=(cadb342),
where a, b ∈ {2, 4} and c, d, e ∈ {2, 4}.
Now we give the proof of Theorem 3.21.
Proof. Given a MPE (triangulated planar graph) M with a 4-colour scheme. If we take off an
edge in M to get a planar graph M0 which is triangulated except a diamond (ABCD). We
can find a skeleton SKM0 by expanding from the diamond. Since M admits a 4-colour scheme,
there is also a 4-colour scheme of SkM0 . Its complement denoted by M0 \ SkM0 is a union
of disconnected subgraphs. The skeleton is formed by the expansion as (1), where every two
adjacent quadrangles Ei−1F i−1Gi−1Hi−1 and EiF iGiHi are the boundary of the i-th zone.
From the diamond (E(0)F (0)G(0)H(0)) = (ABCD), we can get the first zone bounded
by (E(0)F (0)G(0)H(0)) and (E(1)F (1)G(1)H(1)). Suppose the colours of (E(0)F (0)G(0)H(0)) are
(c(0)a(0)d(0)b(0)), and the colours of (E(1)F (1)G(1)H(1)) are (α(1)β(1)γ(1)δ(1)), where c(0), d(0) ∈
{1, 3}, a(0), b(0) ∈ {2, 4} and α(1), β(1), γ(1), δ(1) ∈ {1, 2, 3, 4}. We can use the pair of colours
f (0) and (1), where f ∈ {a, b, c, d} and  ∈ {α, β, γ, δ}, to alternatively re-colour the chains in
the zone. The re-colouring preserves the colours of (E(1)F (1)G(1)H(1)), while may change the
colours of (E(1)F (1)G(1)H(1)) to be the opposite colours (e.g., colour 2 (1) may be changed to 4
(3), etc.). So it does not change the colours of vertices out of the zone (in the outer part in the
Subsections 4.1, 4.2, 4.3). Thus, the scheme of the skeleton in the first zone must be one of the
case in Subsections 4.1, 4.2, 4.3. We can take the operations listed in Subsection 4.1 to change
the colours so that the scheme becomes S-type in the first zone, which is still compatible. Now
the colours of (E(1)F (1)G(1)H(1)) are changed to be (c(1)a(1)d(1)b(1)), where c(1), d(1) ∈ {1, 3}
and a(1), b(1) ∈ {2, 4}.
We can repeat the same procedures to the second zone, with the starting quadrangle
(E(1)F (1)G(1)H(1)) and ending quadrangle (E(2)F (2)G(2)H(2)). There is only one step different.
When we use the pair of colours f (1) and (2) to re-colour the four chains, we need to inter
change the colours of vertices on the chains in the first zone (in the inner part in the Subsections
4.1, 4.2, 4.3), if the colour of vertex on (E(2)F (2)G(2)H(2)) it passing through is changed. Since
we have suppose that the diamond does not admit four different colours in any 4-colour scheme,
if this interchanging of colours on the up and down chains changes the colours pair 22 in the
original scheme to the different colours pair, there must be another interchanging of colours on
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the left and right chains changes the colours pair 13 to the same colours pair. Once the colours
pair 22 in the original scheme is changed to the different ones, we may stop the procedure and
connect the B,D in the diamond.
Operating the procedures on all zones one by one, we get a scheme which is S-type on
every zone and compatible on the whole Skeleton. It can be easily observed that the scheme
of the skeleton has four chains, each of which has been coloured alternatively by the pair of
opposite colours. The last ending quadrangle, denoted by (E(n)F (n)G(n)H(n)), is coloured by
(a(n)b(n)c(n)d(n)).
Now we suppose that the diamond can not admit four different colours, otherwise, Theorem
3.21 holds obviously. Hence, by Proposition 3.11, there must be an outflank path connecting the
two opposite vertices in the diamond with the same colour in the original scheme. Therefore,
the outer part of the quadrangle (E(n)F (n)G(n)H(n)) must be one of the cases in Example 4.5
or the following Figure 5.
Figure 5: Another case of the skeleton in the outer part
In the cases of Example 4.5, we can take the following operations, respectively.
Case 1: Interchange the colours on the right chain if necessary so that the colour c = 1, followed
by changing the colour of E from 4 to 3,
Case 2: Interchange the colours on the right chain if necessary so that the colour c = 1, followed
by changing the colour of E from 2 to 3,
Case 3: Interchange the colours on the right chain if necessary so that the colour d = 1, followed
by changing the colour of F from 4 to 3,
Case 4: Interchange the colours on the right chain if necessary so that the colour e = 3, followed
by changing the colour of G from 4 to 1,
Case 5: Interchange the colours on the right chain if necessary so that the colour d = 3, followed
by changing the colour of E from 4 to 1,
Case 6: Interchange the colours on the right chain if necessary so that the colour d = 3, followed
by changing the colour of F from 4 to 1.
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Therefore, all the figures in Example 4.5 have been changed to the one without any outflank
path with colours 2 and 4. In the case of Figure 5, the possible situations are listed in Subsection
4.4. Hence one can use the operations listed in Subsection 4.4 to change the outflank path.
In both cases in Subsection 4.4 and Example 4.5, we can change the colour of one vertex
V on the outflank path with colours 2, 4, and get a new compatible 4-colour scheme on SkM0 ,
with some new outflank path with colours 1, 3.
If the colours of B,D in the diamond are the same after so many operations, we interchange
the colour of the up (or down) chain from B to V (or from D to V ), so that the colours of
B and D are different. Now, we get a new compatible 4-colour scheme on the skeleton which
has different colours on the vertex B and D in the diamond. For the colouring of M0 \ SkM0 ,
since each connected component is contained in a triangle of the skeleton, we can re-colour each
connected component according to the re-colouring of the triangle according to Proposition 4.2.
Therefore, we get a new compatible 4-colour scheme on M0 with different colours on the vertex
B and D in the diamond, hence we can add an edge in diamond to connect B and D.
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