Abstract. We study a special type of Hamilton-Jacobi partial differential equations in the space of probability measures. In the first part of this paper, we prove comparison principles (implying uniqueness) for this and related Hamilton-Jacobi equations. In the second part, we prove existence and give representation for the solution using a family of partial differential equations with control. A large part of our analysis relies upon some special structures from a Hamiltonian which might look mysterious or even artificial at first sight. However, such Hamiltonian can indeed be rationally derived as limit of other Hamiltonians from microscopically defined models.
where the test functions f are only chosen to be those very smooth ones D := {f (ρ) = ψ( ρ, ϕ 1 , . . . , ϕ k , ρ ) : ψ ∈ C 2 (R k ), (1.2) ϕ i ∈ C ∞ (O), i = 1, . . . , k; k = 1, 2, . . .}.
In the first part of this paper (Section 2), we prove a comparison principle Theorem 2.1 for a Hamilton-Jacobi equation in the space of probability measures. This equation is formally written as
In the above equation, the function h and α > 0 are given, f is a solution. For the rigorous theory, the precise meaning of the above equation has to be interpreted in a way subtler than (1.3) . Motivated by a priori estimates, we make sense of the operator H by introducing two more operators H 0 and H 1 , and make sense of the equation (1.3) by two families of inequalities (1.25) and (1.26) defining sub-and super-viscosity solutions (Definition 1.1). The comparison principle in Theorem 2.1 compares the sub-and super-solutions of these two (in-)equations. This result implies in particular that there is at most one function f which is both a sub-as well as a super-solution.
In the second part of the paper (Section 3), we construct solutions by studying some Lagrangian dynamics associated with the Hamiltonian H in (1.1). A Legendre dual transform of the formal Hamiltonian gives a Lagrangian function L(ρ, ∂ t ρ) := sup One can consider variational problems with this action defined in the space of curves ρ(·), or equivalently, consider a nonlinear partial differential equation with control ∂ t ρ(t, x) = 1 2 ∂ 2 log ρ(t, x) + ∂ x η(t, x), t > 0, x ∈ O, (1.5) with ρ(r, ·) being the state variable, the η(t, ·) (or equivalently the ∂ t ρ) being a control, and the A T being a running cost. We take the control interpretation next and defined a class of admissible control as those satisfying We also define a value function for the above optimal control problem (ρ(·), η(·)) satisfies (1.5) and (1.6) with ρ(0) = ρ 0 .
We define action on P(O)-valued curves by
Then, assuming h ∈ C b (X), we show that
is both a sub-solution to (1.25) as well as a super-solution to (1.26) (see Lemma 3.14) . This gives us an existence result for the Hamilton-Jacobi PDE in space of probability measures we study. Hence, by the earlier proved comparison principle, it is the only solution.
The formal basis for the above existence results comes from an observation that
Hf (ρ) = sup
We emphasize again that the log ρ may not be a distribution, hence the above variational representation is not rigorous. However, it suggests at least formally that the H is a Nisio semigroup generator associated with the family of nonlinear diffusion equations with control (1.5). We also comment that the above R α h : X →R := R ∪ {±∞} is well defined for all h : X →R satisfying This includes in particular the class of measurable h : X →R which are bounded from above sup X h < +∞. Additionally, we note that the precise meaning of control equation (1.5 ) is given in Definition 3.1. We establish existence and some regularities of solutions in Lemmas 3.2 and 3.4. Finally in this section, we mention that the partial differential equations (1.5) can also be written as a system in a density-flux (ρ, j)-variables ∂ t ρ + ∂ x j = 0, 2ρ(j + η) + ∂ x ρ = 0. (1.11) This "change-of-coordinate" turns out to be very useful when we justify the derivation of the Hamiltonian H from microscopic models in the last part of the paper.
In the third part of this paper, our writing style changes and derivations are allowed to be non-rigorous. We will place results of first two parts of this paper in context of a bigger program, by explaining significance of studying the equation (1.3) . In Section 4, we will informally derive the Hamiltonian H in a context of Hamiltonian convergence using generalized multi-scale averaging techniques (for operators on functions in the space of probability measures). Our starting point is a stochastic model of microscopically defined particle system in gas kinetics. By a two-scale hydrodynamic rescaling and by taking the number of particles to infinity, the (random) empirical measure of particle number density ρ ǫ follows an asymptotic expression P (ρ ǫ (·) ∈ dρ(·)) ∼ Z −1 ǫ e −ǫ −1 A T [ρ(·)] P 0 (dρ(·)), (1.12) where the A T is precisely the one given by (1.4) and the P 0 is some ambient background reference measure. We justify the above probabilistic limit theorem (known as large deviations) through a Hamilton-Jacobi approach. For a full exposition on this approach rigorously and in general context, see Feng and Kurtz [15] . In the general theory, this involves derivation of the H from a sequence of Hamiltonians computed from the stochastic interacting particle systems as Markov processes. Rigorous applications of the general theory requires establishing comparison principle for the limiting Hamilton-Jacobi equation given by the H. In addition, if we have an optimal control representation of the H (such as the identity (1.9)), then we can explicitly identify the right hand side of (1.12) using the action. This is the reason we studied the problems in this paper.
To summarize, we informally derived the Hamiltonian convergence in Section 4; rigorously proved the comparison principle in Section 2; and rigorously constructed the solution and related the solution with an optimal control problem in Section 3.
Notations and definitions.
Let P(A) denote the collection of all probability measures on a set A. On a metric space (E, r), we use B(E) to denote the collection of bounded function on E, C b (E) denote those bounded continuous functions, UC(E) denotes uniformly continuous functions, UC b (E) := UC(E) ∩ B(E) and LSC(E) (resp. USC(E)) denotes possibly unbounded lower (resp. upper-) semicontinuous functions. For a function h ∈ UC(E), we denote ω h the (minimal) modulus of continuity of h with respect to the metric r on E:
We write C ∞ (O) for the collection of infinitely differentiable functions on O. For a Schwartz distribution m ∈ D ′ (O), we define
We denote a homogenous negative order Sobolev space
The homogenous negative order norm has the property that
Hence H −1 (O) is a subset of distributions that annihilates constant m, 1 = 0. In fact, the following representation holds: for every m ∈ H −1 (O), we have
Viewing the one dimensional torus O := R/Z as a quotient metric space, we consider a metric r defined as follow r(x, y) := inf k∈Z |x − y − k|. (1.14)
Let ρ, γ ∈ P(O). We write
For p ∈ (1, ∞), let W p be the Wasserstein order p-metric on P(O):
See Chapter 7 in Ambrosio, Gigli and Saváre [1] , Chapter 7 of Villani [25] for properties of this metric. Next, we claim that
On the one hand, by the Kantorovich-Rubinstein theorem (e.g. Theorem 1.14 of [25] ), for every ρ, γ ∈ P(O), we have
On the other hand, by an adaptation of Lemma 4.1 of Mischler and Mouhot [21] to the torus case (see Lemma 5.1 in Appendix), there exists a universal constant C > 0 such that
Therefore the topology induced by the metric · −1 is identical to the usual weak convergence of probability measure topology on the P(O). Since any sequence of elements in X := P(O) is tight, we conclude that (X, d) is a compact metric space with the d(ρ, γ) := ρ − γ −1 . In particular, the above conclusions implies that (1.16) holds. We define a free energy functional S :
We use convention that 0 log 0 := 0. Since this is the relative entropy between ρ and the uniform probability measure 1 on O, we have S(ρ) ≥ S(1) = 0. By variational representation
we have S ∈ LSC P(O) .
We make two formal observations. For the H in (1.1), we have
We introduce an analog of Fisher information in this context (as opposed to the usual definition in optimal mass transport theory) by defining
We claim that this I(·) ∈ LSC(P(O);R). This claim can be verified by the following observations. Let ρ n be a sequence such that sup n I(ρ n ) < ∞. First, by one dimensional Sobolev inequalities, sup n log ρ n L ∞ < ∞ and ρ n ∈ C(O). In fact, {ρ n } n has uniform modulus of continuity, hence is relatively compact in C(O). This implies relative compactness of the {log ρ n } n in C(O). Secondly, we have variational representation for all ρ such that log ρ is bounded: 2.1. A set of extended Hamiltonians and a comparison principle. We define a new set of operatorsH 0 andH 1 which extend the H 0 and H 1 by allowing a wider class of test functions. The test functions are generally discontinuous and can be ±∞-valued for these operators. TheseH 0 andH 1 satisfy a structural assumption (Condition 1) in Feng and Katsoulakis [16] , hence the comparison principle for the associated Hamilton-Jacobi equations follows from the abstract theorem (Theorem 3) in that paper. This same technique for establishing comparison principle has also been presented in Chapter 9.4 of Feng and Kurtz [15] (Condition 9.26 and Theorem 9.28). In the next section, we will link viscosity solutions given byH 0 andH 1 with those given by H 0 and H 1 .
Let ǫ ∈ (0, 1), δ ∈ [0, 1] and γ be such that S(γ) < ∞. We define
Similarly, let ǫ ∈ (0, 1), δ ∈ [0, 1] and ρ be such that S(ρ) < ∞. We define
The definition ofH 0 is motivated by convexity considerations: formally by (2.2),
The definition ofH 1 is motivated in a similar way, except a bit more involved. We first observe that
By convexity considerations applied formally to H, we have
That is, theH 1 is defined such thatH 1 f 1 ≤ Hf 1 . Lemma 2.2. Take the f 0 , f 1 in (2.1) and (2.3), thenH 0 f 0 ∈ USC(X,R) andH 1 f 1 ∈ LSC(X,R). Moreover, for ρ, γ ∈ X such that S(ρ) + S(γ) < ∞, we have
Proof. The respective semi-continuity properties follow from the lower semi-continuities of ρ → S(ρ) and ρ → I(ρ) in (X, d). The estimate (2.5) follows from direct verification.
Below, we establish the first comparison result in this paper for strong viscosity solutions. Lemma 2.3. Suppose that f ∈ USC(X, R)∩B(X) and f ∈ LSC(X, R)∩B(X) are respectively viscosity strong sub-solution and strong super-solution to
Proof. Because of the estimates in Lemma 2.2, Theorem 3 in Feng and Katsoulakis [16] applies, hence the conclusions follow.
2.2. Viscosity extensions (from H 0 , H 1 toH 0 ,H 1 ) and the comparison theorem. Throughout this section, we assume that the functions f ∈ USC(X) ∩ B(X) and f ∈ LSC(X) ∩ B(X) are respectively viscosity sub-solution to (1.25) and super-solution to (1.26). The following lemmas are analogues of Lemma 13.34 on page 334 of Feng and Kurtz [15] .
For each t ∈ (0, 1), we define
Next we establish a few a priori estimates. To get a sense of what we will derive, we explain the heuristic ideas formally first. Let f 0 be as in (2.1) taking the form
where theγ ∈ X is such that S(γ) < ∞. Then formally,
Then, by taking directional derivatives along a variety of paths t → ρ := ρ(t) with ρ(0) = ρ 0 , the above will imply the following comparison of Hamiltonians
Next, we rigorously justify the above formal comparisons. We divide the justification into three steps. First, we make sense of the following statement in a rigorous way:
Lemma 2.5. Let f 0 be given by (2.10) with S(γ) < ∞. Let ρ 0 , γ 0 ∈ X be such that S(ρ 0 ) < ∞ with (2.12) holds. Then
Note that, if we assume S(γ 0 ) < ∞, then the above immediately implies an a posteriori estimate
Proof. We claim that there exists a curve ρ(·) ∈ C([0, ∞); X) such that the following partial differential equation
A rigorous justification of the above claim can be found in Lemma 3.2. In fact, results of this type, for ∂ t ρ = ∂ xx Φ(ρ) with a regular Φ, is well known (e.g. Theorem 5.5 of Vazquez [24] ). However, in our case, the Φ(r) = 1 2 log r is singular at r = 0. Although main ideas for establishing these estimates remain the same, additional subtleties need to be taken care of. We mention that the proofs in Section 3.1 are independent of the results in this section on comparison principle. Hence our invoking these results here does not create circular arguments.
In summary, the curve satisfies
We also have (note that the following inequality holds trivially in the case of S(γ 0 ) = +∞)
Plug the above two lines into (2.12), noting that S, I are both lower semicontinuous, the inequality (2.13) follows.
Next, we have Lemma 2.6. Let the f 0 , ρ 0 , γ 0 ,γ be as in the previous lemma with the additional assumption that S(γ 0 ) < ∞) (hence I(ρ 0 ) < ∞ by the above lemma). Then the
then the above quantity is well defined and
In view of (2.12) and the regularities of the ρ(r), j ∈ C(O), we have
By the arbitrariness of the j, we conclude.
Finally, we have Lemma 2.7. Let the f 0 , ρ 0 , γ 0 ,γ be as in Lemma 2.5, with S(γ 0 ) < ∞. We assume that (2.12) holds. Then
Proof. We have shown that I(ρ 0 ) < ∞. Note that by definitions
By Lemma 2.6 and the expression (2.11) and by convexity of quadratic functions, we have
Combined with the estimate (2.13) in Lemmas 2.5, the conclusion follows.
Lemma 2.8. Suppose that the h 0 ∈ UC b (X) with a nondecreasing modulus of continuity denoted as ω 0 := ω h 0 . Let
Then the f t ∈ C b (X) is a strong viscosity sub-solution to the Hamilton-Jacobi equation (2.6) with the h 0 replaced by this h 0,t . Similarly, suppose that h 1 ∈ UC b (X) with a nondecreasing modulus of continuity ω 1 := ω h 1 . Let
Then the f t ∈ C b (X) is a strong viscosity super-solution to the Hamilton-Jacobi equation (2.7) with the h 1 replaced by this h 1,t .
Proof. We only prove the sub-solution case, the super-solution case is similar. Let f 0 be as in (2.10). We assume that ρ 0 ∈ X is such that
The existence of such ρ 0 is guaranteed by f 0 ∈ LSC(X;R) and by compactness of the X. We have
Since the f is a viscosity sub-solution to (1.25) , by compactness of the X, there exists γ 0 ∈ X such that
From the upper boundedness of h 0 − f , we arrive at the estimate that S(γ 0 ) < ∞. (2.14) reduces to
The above implies (2.12), hence apply the result of Lemma 2.7 to (2.16) gives
From (2.17), we obtain a rough estimate
Denoting ω h a nondecreasing modulus of the h, then
We note that, from (2.15),
We conclude.
Next, we prove Theorem 2.1.
Proof. By Lemmas 2.4 and 2.8, we know that the f t , f t satisfy the conditions of Lemma 2.3, for each t > 0. Hence by the comparison principle in Lemma 2.3, we have sup
Since
the conclusion of Theorem 2.1 follows by taking t → 0 + .
Existence of solutions for the Hamilton-Jacobi equation through optimal control of nonlinear diffusion equations and related Nisio semigroups
Note that the (X, d) is a compact metric space, hence C(X) = C b (X) = UC(X). Theorem 2.1 implies that for each h ∈ C b (X) and α > 0, there exists at most one function f such that it is both a sub-solution to (1.25) as well as a super-solution to (1.26) . In this section, we show that there exists such a solution. Moreover, this solution is unique and can always be represented as the value function f = R α h (see (1.7) for the definition of the R α operator) of the family of nonlinear diffusion equations with control as appeared in the introduction:
3.1. A set of nonlinear diffusion equations with control. Throughout, we always assume that η satisfies (3.2). We use convention 0 log 0 := 0. (
the following estimates hold:
log r, for r > 0. Then (3.1) can be written as
We will need certain regularity information regarding solutions. Equations similar to this type have been studied by Vázquez [24] . However, that book assumes Φ ∈ C 1 or at least continuous, whereas our Φ(0) = −∞ has a singularity. In addition, we also need to address the issue of solution being non-negative. In [24] , a maximum principle based approach for positivity of solution is presented. It works well in the absence of control f = 0 or when f ≥ 0. However, positivity of solution in our case for the general f seems to come from a different nature: the singularity of Ψ(0) = −∞ plays a key role. Therefore, we present a detailed justification using energy estimates, instead of direct citing of [24] . Finally, there is a very minor issue in that the book [24] is focused on Dirichlet or Neumann boundary conditions, whereas ours is a periodic boundary. The boundary conditions are only used performing integration by parts which becomes easier in the case of periodic boundary. Hence we do not provide more details for this last issue. Below, we address the first two issues by studying a sequence of approximate equations.
The main purpose of this subsection is to establish the following result. We recall that the definition of entropy function S is given in (1.18).
Lemma 3.2. For every η satisfying (3.2) and every
2) in the weak sense of Definition 3.1. Such solution is unique. Indeed, such pair (ρ, η) also satisfies (1) For every γ 0 ∈ X such that S(γ 0 ) < ∞, and for every 0 ≤ s < t < T , the following variational inequalities hold:
(2) S(ρ(t)) < ∞ for every t > 0 and
(4) for every 0 ≤ s ≤ t, allowing the possibility of S(ρ(0)) = +∞, the following holds
We divide the proof into several parts next.
and take any ρ 0 ∈ X. Let J ∈ C ∞ (O) be a standard mollifier. We define mollification on measures (possibly signed ones) and functions on O in the usual sense. Hence ρ ǫ,0 := J ǫ * ρ 0 ∈ C ∞ (O). We write
We approximate the singular Φ by a smooth Φ ǫ as follow:
log ǫ and smooth function θ ǫ with θ
By Theorem 5.7 in [24] , there exists a unique weak solution ρ ǫ (·) in the sense of Definition 5.4 in that book. Hence for every ϕ ∈ C ∞ (O),
In fact, in the specific context here, standard quasilinear theory applies (e.g. Chapter V of Ladyženskaja, Solonnikov and Ural
is indeed a classical solution. We note that, for each t > 0 and ǫ > 0, we cannot rule out the possibility that the ρ ǫ (x, t) < 0. But we will show that this possibility disappears in the limit ǫ → 0 + , by asymptotic estimates next.
There are several important regularity properties of the ρ ǫ . First, let
Then we have energy inequality (5.20) in Theorem 5.7 of [24] :
Second, we have dissipation type inequalities: for all γ 0 ∈ X such that O Ψ ǫ (γ 0 )dx < ∞, and 0 ≤ s < t
The above can be verified through integration by parts. Note that Ψ
Therefore the above also leads to
Third, by estimates in Chapter 6.7.2 of [24] (see also part (iii) of Theorem 6.17 there),
Therefore, there exists a limiting curve
A priori regularities for the PDE with control (3.1).
Lemma 3.3. Let ρ 0 ∈ X and ρ(·) ∈ C([0, ∞); H −1 (O)) be the limit as obtained from (3.15) .
Then it satisfies the following properties
(1) ρ(r) ∈ X for every t ≥ 0. Indeed, ρ(r, dx) = ρ(r, x)dx for r > 0 a.e., and
Proof. By direct computation, the Ψ ǫ defined in (3.11) can be explicitly identified:
, we obtain an estimate that Θ ǫ (t) ≤ tθ ǫ (t). This implies in particular that
Integrating the solution of (3.9), we also arrive at a conservation property 1, ρ ǫ (t) = 1, ρ ǫ,0 = 1. We decompose the ρ ǫ into positive and negative parts:
. Then (we note that the γ 0 ∈ X is a probability measure, and that γ 0 (dx) = γ 0 (x)dx because of the assumption that S(γ 0 ) < ∞)
We note that r
Therefore, the above estimates combined with (3.14) give
Next, we take the ǫ → 0 limit. In view of the limit (3.15), the approximate variational inequality estimates (3.14), and by lower semicontinuity arguments, we conclude that ρ(r, dx) = ρ(r, x)dx for r > 0 a.e., that(3.16) holds (hence ρ(r) ∈ X for all r ≥ 0), and that (3.7) holds.
The estimate T 0 S(ρ(t))dt < ∞ follows from (3.7). Next, we prove that ρ(·) ∈ C([0, ∞); X). As in the general theory of variational inequality characterization on evolution equation for monotone operators, such continuity result follows from (3.7): First, taking γ 0 = ρ(s) in (3.7) gives the (X, d)-continuity of the curve t → ρ(t) for t > 0. Second, the case of continuity at t = 0 follows from approximating the ρ(0) := ρ 0 by smooth γ 0 with S(γ 0 ) < ∞ such that the d-distance between ρ 0 and γ 0 is small. This can be achieved because that the topology generated by d is the same as the weak convergence of probability measure topology (see Appendix).
We remark that variational inequalities (3.7) alone (for the family of γ 0 ∈ X such that S(γ 0 ) < ∞) can be used as a definition of solution for (3.1). Such definition is good enough to lead to a uniqueness result.
) in the sense that both pairs satisfy variational inequalities (3.7). In addition, we assume that each
Hence, given fixed initial condition and the same control η = η 1 = η 2 , then ρ 1 = ρ 2 .
Proof. Let 0 < α < β < T and 0 < s < t < T . From (3.7),
Adding up the above two inequalities,
We define
Then (3.20) becomes
If we write G(h) := F (t + h, s + h; t + h, s + h) ∈ C 1 (R + ), then the above becomes
That is,
In the above, we used the fact that ρ i (·) ∈ C(R + ; H −1 (O)) for each i = 1, 2. By further mollification-approximation estimates, we find the above inequality is equivalent to (3.19).
Definition 3.1 gives a notion of weak solution for partial differential equation (3.1). It required an a priori estimate that log ρ(t, x) to be locally integrable, so that this quantity can be viewed as a distribution (see (3.6)). Next, we establish this local integrability estimate for the limit ρ obtained from (3.15) . We note that from the estimates in Lemma 3.3, we already know that
ρ(r, x) log ρ(r, x)dxdr < ∞, which implies in particular that
Therefore, what we need to focus on is the case where ρ(r, x) < 1. 
In view of (3.21) and Lemma 3.3,
is continuous, we can select a family of points {x ǫ (t) ∈ O : t > 0} such that ρ ǫ (t, x ǫ (t)) ≥ 1/2. We also observe that
Next, we estimate the left hand side of the above in three situations when
We note that Φ ǫ (ρ ǫ (t, x ǫ (t))) ≥ − 
In addition,
which implies sup z:0≤ρǫ(t,z)<ǫ
Therefore, when ǫ > 0 is small enough, (3.23) gives (using the convention that sup over empty set gives −∞),
Combined with (3.12), we arrive at
Next, we pass ǫ → 0 in the above inequality to conclude (3.22) . The details are contained in the following several steps. First, we note that
Hence by the convergence in (3.15) and by the estimate (3.24),
The observation − log r = sup s>0 (−s)r + 1 + log s , r > 0.
leads to a variational formula
+ , noting the identification of Ψ ǫ in (3.17), all we need is to justify the inequality lim sup 
The case of 0 < s < T < ∞ is more subtle. We divide the justifications into three steps. In step one, we construct the solutions {ρ ǫ (r) : 0 ≤ r < s} as before with ρ ǫ (0) = J ǫ * ρ 0 and take its limit {ρ(r)
We proceed to the second step next. All arguments and estimates before (3.28) in the proof of this lemma still hold, if we replace the ρ ǫ byρ ǫ . Hence, for the concatenated curve, (3.28) still holds. In the last step, we note that the {ρ ǫ : ǫ > 0} and the {ρ ǫ : ǫ > 0} have the same limit ρ. This is because of the stability-uniqueness result in Lemma 3.4. Therefore, (3.28) is verified for the curveρ ǫ .
We conclude that (3.22) holds for the limit ρ.
Lemma 3.6. The energy estimate (3.8) holds.
Proof. Our strategy is to derive (3.8) by passing ǫ → 0 + in (3.12). Let ρ be the limit of the ρ ǫ s as in (3.15) . From (3.12), the following holds for every 0 < s < T :
Suppose that we can find a Lebesgue measure zero set N ⊂ [s, T ] and functions [s, T ] ∋ r → k ǫ (r) ∈ R, such that for every r ∈ [s, T ] \ N there exists a subsequence (which we still denoted as ǫ := ǫ(r)) with the following
hence we conclude. We establish (3.30) next. Let
By (3.29), we can find a Lebesgue measure zero set N ⊂ [s, T ] such that
Therefore for r ∈ [s, T ] \ N , there exists a subsequence ǫ := ǫ(r), and there exist constants
where the convergence (along the selected subsequence) is in the sense of uniform convergence over O. We claim that the set {x : ρ ǫ (r, x) < 0} = ∅, when ǫ is small enough. Suppose this is not true. Then by continuity of x → ρ ǫ (r, x), we can findx ǫ (r) such that ρ ǫ (r,x ǫ (r)) = 0. We also recall that in the proof of Lemma 3.5, we can find x ǫ (r) such that ρ ǫ (r, x ǫ (r)) ≥ 1/2. Hence
But on the other hand, the estimate (3.31) implies that
Such contradiction allow us to conclude that lim inf
Therefore u(r, x) = lim ǫ→0 + 1 2 log(ρ ǫ (r, x)) + (k ǫ + C ǫ ) where the convergence is uniform in x. That is, along this prior chosen subsequence of ǫ = ǫ(r),
In view of the weak convergence in (3.15), u(r, x) = log ρ(r, x) + C 0 for some constant C 0 := C 0 (r). Hence we verified (3.30).
3.2.
A posteriori estimates for the PDE with control. We see in Lemma 3.4 that a different notion of solution defined using variational inequalities (3.7) implies uniqueness and stability. Next, we prove that the weak solution in the sense of Definition 3.1 implies the variational inequalities hold, hence also gives uniqueness and stability. Proof. From (3.6), simple approximations shows that the following holds for all 0 < s < t
for all smooth ϕ := ϕ(r, x) which includes in particular the following
In the above, the G ǫ := J ǫ * J ǫ with J ǫ a smooth mollifier and the * denotes convolution in the spatial variable only. Therefore
We note that, by concavity-convexity-Jensen inequality arguments,
With the a priori regularity estimates (3.3)-(3.5), passing ǫ → 0, we obtain (3.7) for s > 0. Taking s → 0+, the case of s = 0 follows. 
Proof. Following the ideas exposed in Theorem 24.16 of Villani [26] in similar settings, combining (3.7) and (3.8) gives the desired estimate.
We define a set of regular points in the state space X
where the last line of equality follows from one dimensional Sobolev inequalities. The estimates in Lemma 3.2 implies that: under finite control cost (3.2), weak solution of (3.1) has the property that it spends zero Lebesgue time outside the set Reg. That is,
For every (ρ, η) satisfying (3.1)-(3.2) in the sense of Definition 3.1, by the regularities established in Lemma 3.2, log ρ(t, x) ∈ D ′ ((0, T ) × O) exists as a distribution, and
Let f : X → R ∪ {+∞} with sup X f < ∞, we define
in the sense of Definition 3.1 with ρ(0) = ρ 0 , ∀ρ 0 ∈ X.
It follows then sup X V (t)f < ∞. Moreover, V (t)C = C for any C ∈ R. 23 We define an action functional on curves ρ(·) ∈ C([0, ∞); X):
We recall the definition of R α as given in (1.7).
Lemma 3.9. For h ∈ C b (X), V (t)h ∈ C b (X) for all t ≥ 0 and R α h ∈ C b (X) for every α > 0.
Proof. These are consequences of the stability Lemma 3.4. The proofs are as in standard finite dimensional control problem. Hence we only prove the claim that V (t)h ∈ C b (X).
Let ρ 0 , γ 0 ∈ X. For any ǫ > 0, there exists (ρ(·), η(·)) := (ρ ǫ (·), η ǫ (·)) and (γ(·), η(·)) := (γ ǫ (·), η ǫ (·)) satisfying (3.1)-(3.2) with ρ(0) = ρ 0 and γ(0) = γ 0 and with contraction estimate (3.19). Consequently,
By the aribitrariness of the ǫ > 0, it follows that V (t)h ∈ C b (X).
Lemma 3.10 (Nisio semigroup). The family of operators {V (t) : t ≥ 0} has the following properties:
(1) it forms a nonlinear semigroup on C b (X)
(2) the semigroup is a contraction on C b (X): for every f, g ∈ C b (X), we have
In fact,
Moreover, if h 1 is bounded from above and h 2 is such that it satisfies (1.10) and bounded from below, then
If h 1 is bounded and h 2 is bounded from above, then
Proof. The semigroup property follows from standard dynamical programming principle arguments. The contraction properties follow from an ǫ-optimal control argument applied to the definition of V (t) in (3.35) similar to the proof of the last lemma.
Lemma 3.11. Let ρ 0 ∈ X. We have 
Proof. By the definition of V (t)f in (3.35), we can find a sequence of (ρ n (·), η n (·)) satisfying (3.1) in the weak sense of Definition 3.1 with ρ n (0) = ρ 0 and such that
We note that V (t)0 = 0. The contraction property in Lemma 3.10 gives
, which in turn implies that
Therefore there exists an η such that
Therefore, it suffices to show that {ρ n (·) : n = 1, 2, . . .} is relatively compact in C([0, ∞); X), and that any limit point ρ ∞ (·) from convergent subsequences satisfies the regularity estimates (3.3)-(3.5).
Since (X, d) is a compact metric space, the relative compactness of the curves {ρ n (·) : n = 1, 2, . . .} follows from uniform modulus of continuity estimate which we derive next. First, for each n, (3.7) implies that
Second, by (3.8), the above implies that
where the M 1 > 0 is a finite constant. Using this, we obtain from (3.7) the estimate
Hence there exists a modulus ω 1 : [0, ∞) → [0, ∞) with ω 1 (0+) = 0 such that
Third, we derive a small time uniform modulus of continuity estimate. From the weak solution property coupled with those a priori estimates in the definition of solution in Definition 3.1, we can derive a variant of (3.7) by approximation arguments:
In the last two lines above, the first inequality follows from the fact that log is a monotone increasing function. The above implies that
Consequently, for any ǫ > 0, by density argument we can find a γ 0,ǫ ∈ X such that S(γ 0,ǫ ) < ∞ and γ 0,ǫ − ρ 0 −1 < ǫ. Taking the γ 0 := γ 0,ǫ and s = 0, we have
The constant C is the one in (3.40). Fourth, by the existence of ω i , i = 1, 2, we conclude the existence of a uniform modulus ω such that
The entropy estimate (3.3) for the ρ(·) follows from the fact that each ρ n (·) satisfy (3.7), and that ρ → S(ρ) is lower semicontinuous in (X, d). Similarly, (3.4) holds for the ρ(·) because that (3.22) holds for each ρ n and that ρ → O (− log)ρ)dx is lower semicontinuous in (X, d) (see the proof of (3.26)). Finally, (3.5) holds for ρ(·) because that (3.8) holds for each ρ n (·).
Lemma 3.12. For every α, β > 0, we have
Proof. The idea of proof in Lemma 8.20 of [15] works here as well. Because of the special structure here, the use of relaxed control there is not necessary.
Let f 0 and H 0 f 0 be as in (1.21)- (1.22) . Note that the estimate in (3.7) holds, that f 0 − αH 0 f 0 is lower semicontinuous and bounded from below, moreover, that it satisfies for α > 0,
for every (ρ(·), η(·)) solving the controlled PDE (3.1) with (3.2). Therefore
is a well defined function, it is bounded from below.
Similarly, let f 1 and H 1 f 1 be defined as in (1.23)-(1.24) . Since X is compact, f 1 − αH 1 f 1 is bounded from above, it is also upper semicontinuous and bounded from above. Hence
is a well defined function and it is bounded from above.
With the above estimates, we prove a variant of Lemma 8.19 in Feng and Kurtz [15] .
Lemma 3.13. For every α > 0,
Proof. We note that, for every η ∈ L 2 (O),
By the a priori estimate (3.7), for every (ρ(·), η(·)) solving the PDE (3.1) in the sense of Definition 3.1 with (3.2) and initial condition ρ(0) = ρ 0 , we have
Moreover,
In view of (1.7), we conclude (3.42). Next, we show (3.43). For any γ ∈ X and the ρ ∈ X in the definition of
We consider the unique solution γ := γ(t) to
where the ρ is such that S(ρ) < ∞. Then, in view of the estimate (3.7) (one needs to interchange the notations ρ with γ),
Sending t → ∞, we conclude the lemma with (3.43).
Lemma 3.14. Let α > 0 and h ∈ C b (X). We denote f := R α h ∈ C b (X) (Lemma 3.9). Then this f is a viscosity sub-solution to (1.25) with the h 0 replaced by h, it is also a viscosity super-solution to (1.26) with the h 1 replaced by h.
Proof. The proof follows from the proof of part (a) of Theorem 8.27 in Feng and Kurtz [15] , by using Lemmas 3.12. We only give details for the sub-solution case. The conditions on H 0 f 0 is different than those imposed on H † in [15] . However, in view of an improved contraction estimate (3.38) and because that f 0 − βH 0 f 0 satisfies (1.10) (see a priori estimate (3.7)), the proof can be repeated almost verbatim. Let f 0 , H 0 f 0 be defined according to (1.21), (1.22) . Then f 0 is bounded from below and for every β > 0,
In the above, the first inequality follows because of Lemmas 3.12 and 3.13, the second inequality follows from (3.38). By the arbitrariness of the β > 0, the sub-solution property 28 follows from Lemma 7.8 of [15] . Note that the f ∈ C b (X), the f 0 ∈ LSC(X; R ∪ {+∞}) and the H 0 f 0 ∈ USC(X; R ∪ {−∞}).
In view of the comparison principle we established in Theorem 2.1, the above result allows us to conclude that Theorem 1.2 holds. Next, we link the R α operator with the semigroup V by a product formula:
Proof. The proof of Lemma 8.18 in [15] works here as well. The use of relaxed control argument is not needed in the current context.
An informal derivation of the Hamiltonian H from stochastic particles
In this section, we outline a non-rigorous derivation of the Hamiltonian (1.1). A rigorous version of the theory requires a priori estimates and round-about ways of presenting the main ideas here, we will investigate it elsewhere.
To explain our program in a nutshell, we start with a system of interacting stochastic particles which has been used as a simplified toy model for gas dynamics. The system forms a Markov process in high dimensions. We look at number density of the particles under a hydrodynamic limit. This density profile is modeled using probability measures on O. In the limit, we arrive at a nonlinear diffusion equation. Along this convergence, there are also vanishing fluctuations away from the limit. We would like to characterize both the limit as well as the fluctuation phenomenon through an effective action minimization theory formulated in a path-integral manner. The probabilistic large deviation theory gives us a mathematical framework for explaining this rigorously.
Following a method developed by Feng and Kurtz [15] , we establish the large deviation by studying convergence of a sequence of Hamiltonians derived from the underlying Markov processes. A critical step in the program is to prove comparison principles for the limiting Hamiltonian. This is the motivation for the studies presented in earlier sections of this paper. Another critical step is derivation of the limit Hamiltonian, which we present now informally. The main technique involved is a singular perturbation method generalized to a setting of nonlinear PDEs in the space of probability measures.
4.1.
Carleman equations, mean-field version. On the unit circle O, we consider a kind of fictitious gas consisting of particles with two velocities. The first type of particles moves to the positive x-direction and the second, the negative direction, both with the same speed c > 0. Let w 1 (t, x) be density of the first kind of particles at time t and at location x, and w 2 (t, x) be density of the second type. When particles collide, reactions occur if the types are the same; otherwise, particles move freely as if nothing happened. The reaction happens at a rate k > 0 and the reaction mechanism is simple -they both switch to becoming the opposite type. At a mean-field level, we can express the above description in terms of a system of PDEs known as the Carleman equation Following Lions and Toscani [19] , we introduce the total mass density variable ρ and the flux variable j:
We consider a hydrodynamic rescaling of the system by letting
, where the ǫ → 0.
Then
The j variable dynamic, as ǫ → 0, quickly equilibrates to an invariant set indexed by the slow variable ρ:
This very explicit density-flux relation enables us to close the description using the ρ-variable only, giving a nonlinear diffusion equation
The first rigorous derivation of (4.3) as limit from (4.1) was given by Kurtz [17] in 1973 under some assumptions on the initial data. McKean [20] improved the result by a different but more elementary proof. The change of coordinate (ρ, j) in Lions and Toscani [19] appeared later but makes a two-scale nature of the problem much more transparent.
4.2.
A microscopically defined stochastic Carleman particle model. The Carleman equation (4.1) is a mean field model without any fluctuation. We go beyond mean field model by adding more details. One way is to introduce a Lagrangian action explicitly so that the Carleman dynamic (4.1) appears as a critical point or minimizer in the curve space. We will, however, pursue another implicit approach by introducing the action probabilistically using stochastic particle dynamics. There are more than one possible choice for such model. However, all of them shall have the following properties: one, such model should give the Carleman equation in the large particle number limit; two, the action should appear implicitly in the sense of likelihood of seeing a curve in the space of curves. That is, the higher the action, the less likely to see the curve. This action can be defined through a limit theorem as several parameters get rescaled (particle number, transport speed and reaction speed) as in (1.12 ). The precise language to be used here is large deviation. Caprino, De Masi, Presutti and Pulvirenti [2] has considered such a stochastic particle model and studied its law of large number limit. Next, we study the large deviation using a slight variant of their model.
We denote the phase space variable of an N-particles system
and define an operator Φ ij on the phase space
For f := f (x, v) and i = j, with a slight abuse of notation, we denote
To model nearest neighbor interaction, we introduce a non-negative mollifier J ∈ C ∞ ([0, 1 2 ]) with Let θ := θ N → 0 slowly with Nθ N → ∞, and let τ := τ N → 0. We denote
We recall that r(x, y) := inf k∈Z |x − y − k| is the one dimensional torus distance on O. 
From a formalistic point of view, the above τ := τ N parameter is un-necessary. However, it is responsible for producing useful a priori estimates allowing meaningful passage of limits during rigorous derivations. It was introduced in [2] to avoid a "paradoxical" feature observed by Uchiyama [23] in the case of Broadwell equations. This feature shows that, particles at the same location cannot be separated by dynamics, hence the kinetic limit N → ∞ of the stochastic model without the τ term do not even converge to the Carleman equation as expected by formal computations. See also page 628 and Section 4 of [2] for more on this point. Let (X, V) := (X 1 , V 1 ), . . . , (X N , V N ) be the Markov process given by the generator B N . Moreover, we denote the one-particle-marginal density
Exploring propagation of chaos, through the BBGKY hierarchy, the authors of [2] proved that, as N → ∞, the µ N has a (kinetic) limit satisfying
This is the Carleman system (4.1) if we take w 1 (t, x) = µ(x, +1; t) and w 2 (t, x) := µ(x, −1; t).
In order to understand large deviation behavior, following [15] , we compute the following nonlinear operator
We define empirical probability measure
and choose a class of test functions with particle permutation symmetries
The above f can be abstractly thought of as a function in the space of probability measures with a typical element denoted as µ, hence the notation f (µ). In the following, we use the traditional functional derivative notation
For any test function ϕ = ϕ(x, v), we define a collision operator which maps function ϕ of two variables (x, v) into a function Cϕ of four variables (x, v, x * , v * ) as follows:
Direct computation leads to the following estimate
In the last line above, we invoked the condition Nθ N → +∞ to ensure the diagonal terms ∞ i=j=1 has negligible effect on the overall convergence.
4.3. Large deviation from the hydrodynamic limit. We now consider the hydrodynamic scaling by taking c := ǫ −1 and k := ǫ −2 , together with N := N(ǫ) → ∞. To emphasize the two-scale nature of the issue, we switch to the density-flux coordinates:
Putting everything together, (4.16) gives
This is the Hamiltonian we started in (1.1).
4.6.
A decomposition of the H into a family of microscopic ones h(·; α, β) : α, β ∈ R . The second and third approaches in identifying the H involves something subtle to be explained first.
For the kind of problem we consider, we intuitively expect that the propagation of chaos phenomenon to hold. We expect this even at the large deviation hydrodynamic limit scale. Therefore, the infinite dimensional Hamiltonian H is expected to be representable as summation of a family of one particle level Hamiltonians indexed by some hydrodynamic parameters which come from statistical local equilibrium considerations. The above intuitions lead to the following arguments.
We define a family of (α, β)-indexed Hamiltonians at the one particle level
We observe that (4.18) and that
At least formally, if we take f 1 (u) := y∈O ψ u(y); y dy (4. 19) and denote ∂ψ(υ; y) := ∂ υ ψ(υ; y), then
and
Therefore, in order to solve (4.15), it suffices to solve a family (indexed by α, β) of finite dimensional "small cell" problems h υ, ∂ψ(υ); α, β + αP υ = E[P ; α, β], ∀υ ∈ R. (4.20)
In the above, the E is a constant of the variable υ. Moreover, if we can solve the above finite dimensional PDE problem, then the H term for the infinite dimensional problem (4.15) has a solution
The above consideration leads to two more ways of identifying the effective Hamiltonian H = H(ρ, ϕ). Indeed, we can present at least yet another approach through the special one dimensional nature of (4.20) by using the Maupertuis' principle. We choose not to present the one dimensional approach, since we are interested in general methodologies that work even when the velocity field u(x) take values in multi-dimensions and the υ in (4.20) lives in multi-dimensions. 4.7. Second approach in identifying the H -finite dimensional weak KAM and method of equilibrium points. We introduce a microscopic (one particle level) free energy function
The connection with the earlier introduced free energy is that the
It is not surprising that the microscopic Hamiltonians h also have controlled gradient flow structures:
if we introduce a family of isotropic Hamiltonians
Solving (4.20) is equivalent to solving
h iso υ, ∂Ψ + αυP = E, with Ψ = (ψ − f). The h iso is isotropic in the sense that the dependence on generalized momentum variable p is only through its length |p|, i.e. h iso (υ, p) = h iso υ, |p| . It also holds that R + ∋ r → η iso (υ, r) is convex monotone nondecreasing and super-linear. In particular, inf r∈R + η iso (υ, r) = η iso (υ, 0).
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For this kind of Hamiltonian, it is known that (e.g. Fathi [14] )
Consequently,
4.8. Third approach in identifying the H -semiclassical approximations. Finally, we abandon any weak KAM based method. We introduce a method for identifying the E[P ; α, β] directly using the theory of probability and ideas from semi-classical limits. Our point of departure is to approximate the equation (4.20) by introducing an extra viscosity parameter κ > 0. For readers familiar with the Hamiltonian convergence approach to large deviation as described in Feng and Kurtz [15] , the h is exactly the limit Hamiltonian for small noise (κ → 0 + ) large deviations to stochastic differential equations
The solution υ(t) above is an R-valued Markov process with infinitesimal generator
Following [15] , we define a sequence of nonlinear second order differential operators
We consider a second order stationary Hamilton-Jacobi equation with constant E κ :
This can be viewed as a regularized approximation to the first order equation (4.20) .
A simple transformation turns the nonlinear PDE (4.23) into a linear eigen-function, eigen-value equation
where the
This is the equation defining ground state Ψ κ with ground energy E κ of the rescaled Schrödinger operator κL κ . There is a theory giving uniqueness for the constant E in (4.20) . By well known stability results for viscosity solution of Hamilton-Jacobi equations (4.23), we can prove that
The E κ is given by the Rayleigh-Ritz formula which has been extensively studied in probability theory in the context of occupation measure large deviations by Donsker and Varadhan. We denote m κ (dυ) := Z Then, by the arguments on pages 112 and 113 of Stroock [22] (alternatively, one can also follow Example B.14 on pages 361-363 in Feng and Kurtz [15] ), we have
A change of variableΦ → κΦ gives ) dυ Z κ,Φ .
We can further lift the m κ,Φ probability measure to m κ,Φ (dυ, dξ) := δ ∂Φ(υ) (dξ)m κ,Φ (dυ), (υ, ξ) ∈ R × R,
We see that as κ → 0, by the Laplace principle, the limit points of {m κ,Φ : κ > 0} form a family of probability measures as follow:
with the υ k s solving an algebraic equation 4∂Φ(υ) − (2αυ + β) = 0.
Then it follows that Let P 2 (R) be the Wasserstein order-2 metric space( [1] ). For everyμ ∈ P 2 (R), we define push forward ofμ by µ := p #μ ∈ P(O). That is, we projectμ to µ in the following way In the above, the set A + k := {x + k : x ∈ A}, and we use B(O) to denote the collection of Borel sets in O.
There are many ways to lift a probability measure µ ∈ P(O) to a probability measurê µ ∈ P 2 (R) with the property p #μ = µ. Next, we describe one class of such lifts. Given a family of weights α := {α k ∈ [0, 1] :
we introduce a probability measure on R We note that p #μ = µ.
Let C per (R) be a collection of continuous functions which are 1-periodic on R. Similarly we define C Such lift is Z translation invariant and its projection (as defined earlier) gives back the ϕ.
Given ρ, γ ∈ P(O) and ϕ ∈ C p (O), for a fixed α, letρ,γ ∈ P 2 (R) andφ ∈ C p per (R) be lifts as just defined above. Then ρ − γ, ϕ = ρ −γ,φ .
In particular, this implies that
O |∂ x ϕ| 2 dx ≤ 1 (5.6) 5.1.2. A random variable description. The above constructions of projection and lift can be described using the language of random variables. In certain situations, this can be more intuitive.
Let (Ω, F , P) be a probability space and let (X, K) : Ω → O × Z be a pair of random variables. Let R-valued random variableX := X + K. If theX has probability lawρ, then ρ(dx) := P(X ∈ dx) = k∈Z P(X ∈ dx + k; K = k) = k∈Zρ (dx + k).
On the other hand, if the X has probability law ρ, depending on conditional probability law of the K α k := α k (x) := P(K = k|X = x), or equivalently conditional law of theX ν x (dx) := P(X ∈ dx|X = x) = P(X + K ∈ dx|X = x) = k∈Z α k δ x+k (dx), the lift defined in (5.3) becomeŝ ρ(dx) = P(X ∈ dx) = x∈O P(X + K ∈ dx|X = x)P(dx) = x∈O ν x (dx)ρ(dx). 5.2. Equivalence of metric topologies. We recall inequality (1.17)
Next, we establish a kind of converse. The proof below is an adaptation of Lemma 4.1 in Mischler-Mouhot [21] .
Lemma 5.1. For every ρ, γ ∈ P(O), we have
Proof. We can construct a probability space (Ω, F , P) with two pairs of O×Z-valued random variables (X, K 1 ), (Y, K 2 ) such that ρ(dx) = P(X ∈ dx), γ(dy) = P(Y ∈ dy).
We introduceX := X + K 1 ,Ŷ := Y + K 2 .
and denoteρ(dx) := P(X ∈ dx) andγ(dŷ) := P(Ŷ ∈ dŷ). We use Fourier transform 
