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Abstract. The propagation of spatio-temporal errors in pre-
cipitation estimates to runoff errors in the output from the
conceptual hydrological HBV model was investigated. The
study region was the Gim˚ an catchment in central Sweden,
and the period year 2002. Five precipitation sources were
considered: NWP model (H22), weather radar (RAD), pre-
cipitation gauges (PTH), and two versions of a mesoscale
analysis system (M11, M22). To deﬁne the baseline esti-
mates of precipitation and runoff, used to deﬁne seasonal
precipitation and runoff biases, the mesoscale climate anal-
ysis M11 was used. The main precipitation biases were a
systematic overestimation of precipitation by H22, in partic-
ular during winter and early spring, and a pronounced local
overestimation by RAD during autumn, in the western part
of the catchment. These overestimations in some cases ex-
ceeded 50% in terms of seasonal subcatchment relative ac-
cumulated volume bias, but generally the bias was within
±20%. The precipitation data from the different sources
were used to drive the HBV model, set up and calibrated for
two stations in Gim˚ an, both for continuous simulation during
2002 and for forecasting of the spring ﬂood peak. In sum-
mer, autumn and winter all sources agreed well. In spring
H22 overestimated the accumulated runoff volume by ∼50%
and peak discharge by almost 100%, owing to both overesti-
mated snow depth and precipitation during the spring ﬂood.
PTH overestimated spring runoff volumes by ∼15% owing
to overestimated winter precipitation. The results demon-
strate how biases in precipitation estimates may exhibit a
substantial space-time variability, and may further become
either magniﬁed or reduced when applied for hydrological
purposes, depending on both temporal and spatial variations
in the catchment. Thus, the uncertainty in precipitation es-
timates should preferably be speciﬁed as a function of both
time and space.
Correspondence to: J. Olsson
(jonas.olsson@smhi.se)
1 Introduction
The development of improved techniques for runoff esti-
mation and ﬂood forecasting requires an improved under-
standing and observation of preceding atmospheric condi-
tions, that develop into severe rainfall (and, in turn, ﬂooding)
events. Crucial for accurate ﬂood forecasting is an accurate
estimate of areal precipitation, its magnitude and distribution
over a catchment (e.g. Johansson and Chen, 2005). Such es-
timates can be obtained from a wide range of sources, in-
cluding rain gauges, weather radars and NWP models. Of-
ten ﬂood forecasting is based mainly on one of the sources.
However, with today’s widespread production and high level
of access to (real-time) data from the various sources, the
possibility of improving forecasting by blending data from
several sources is apparent (e.g. Todini, 2001). Each source
has its own advantages but also errors, which may be re-
ﬂected in both systematical biases and random deviations.
The prospect of blending requires an understanding of both
the level and spatio-temporal variation of these errors from
the different sources, as well as the inﬂuence of these errors
in hydrological modelling.
The issue of error propagation from the precipitation input
to the simulated runoff has been the focus of several previ-
ous investigations. Some of these have focused on errors in
radar precipitation and its effect on simulated runoff events,
generally in rather small catchments (10–1000km2). Sharif
et al. (2002) analysed the effect of errors induced by radar
beam geometry and orientation on runoff, and found that
runoff errors may be twice the magnitude of rainfall volume
errors. Hossain et al. (2004) compared runoff modelled by
radar data and gauge data, respectively, and concluded that
radar data requires substantial adjustment to reduce the error
in runoff estimates to the level obtained from using gauge
data. Carpenter and Georgakakos (2004) added noise to
radar-derived precipitation, and found that the associated un-
certainty in simulated runoff decreased systematically with
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Fig. 1. Characteristics of the Gim˚ an catchment.
decreasing size of the catchment. Another group of inves-
tigations have manipulated gauge data to study implications
for runoff. Nandakumar and Mein (1997) added a ±10%
bias to gauge observations and obtained a ±30% bias in the
simulated mean runoff. Chaubey et al. (1999) studied the im-
portance of reproducing spatial rainfall variability and found
that this had an impact also on model parameter uncertainty.
Maskey et al. (2004) applied fuzzy set theory and concluded
that the uncertainity associated with the temporal distribution
of precipitation may overshadow the uncertainity associated
with precipitation amount. Other studies have focused on
other sources, e.g. the effect of errors in satellite data (e.g.
Nijssen and Lettenmaier, 2004) and regional climate model
output (e.g. Kyriakidis et al., 2001) on estimated runoff. In
summary, it is clear that errors in precipitation estimates may
have a strong inﬂuence and possibly magnify substantially
when transformed into runoff by a hydrological model.
The present study aims at complementing previous inves-
tigations in mainly two respects. Firstly, we compare pre-
cipitation from ﬁve sources simultaneously: NWP model,
weather radar, rain gauges and two versions of a mesoscale
analysis. This makes a complete assessment of the various
sources’ characteristics in terms of errors and biases possi-
ble, and provides results relevant for designing and evaluat-
ing systems in which the sources are blended. Secondly, we
employ an operational perspective by using (i) actual precip-
itation products from the SMHI meteorological forecasting
systems and (ii) a runoff model set-up used in the SMHI hy-
drologicalforecastingsystem. Thismakesispossibletoeval-
uate the results not only in principal terms, but also as a con-
crete assessment of the forecasting system performance. The
study focuses mainly on time and space scales relevant for
water supply management (seasons) in rural, medium-sized
catchments (∼5000km2), but the results have clear implica-
tions also for the prediction of short-term and local runoff
variability.
2 Study region and data sources
The area studied is the Gim˚ an catchment in central Sweden
(Fig. 1). The catchment was selected to represent the hy-
drometeorological conditions in Sweden, and also because a
major ﬂood occurred there in the summer 2000. Following a
wet spring and early summer, ﬁlling up soil and groundwater
storages, extreme rainfall amounts in mid-July led to heavy
and rapid ﬂooding in Gim˚ an. At some stations the discharge
reached the highest level since measurements began nearly
100 years ago, causing serious damage to infrastructure and
property. In light of this documented vulnerability to ﬂood-
ing, the catchment was considered suitable for the present
type of investigation.
The catchment is centred at approximately 62.8◦ N and
15.5◦ E. The catchment area is 4400km2 with a mean al-
titude of 350m a.s.l. (range: 20–540m a.s.l.) and a mean
annual precipitation of ∼700mm. An area of 72×120km
(8640km2), covering the Gim˚ an catchment was selected as
the study region and used when extracting data from the dif-
ferent sources described below (Sects. 2.1–2.4). The catch-
ment may be divided into ﬁve main subcatchments (num-
bered 1 to 5 in Fig. 1) and Table 1 shows some characteristics
of the subcatchments. It can be seen that there is a gradient
in mean elevation decreasing from west to east, but that the
highest single elevations are in the eastern subcatchments.
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Two radar sites cover the catchment, one ∼20 km north-west
and one ∼100km south-east of the catchment.
Precipitation data from ﬁve sources were analysed: NWP
model, weather radar, precipitation gauges, and two versions
of a mesoscale analysis system. All data were retrieved from
the sources’ “operational versions”, i.e. the data sets are ac-
tual products in the SMHI meteorological and hydrological
forecasting systems, and thus reﬂect the current operational
status in terms of data resolution and quality. For the present
comparison, data from year 2002 were used. Although a
longer time period would have been preferable, 2002 was
selected as for this year consistent data from all sources be-
low were readily available. Generally, 2002 was a slightly
dry year in the region, with a total precipitation of ∼90%
the long-term average. In particular late summer and autumn
were drier than a normal year. Mean temperature in the re-
gion in 2002 was ∼1.5◦C higher than the long-term average
(SMHI, 2002).
2.1 NWP model (H22)
The numerical weather prediction model HIRLAM (High
Resolution Limited Area Model) has been jointly developed
by the weather services in Sweden, Norway, Finland, Den-
mark, Iceland, Ireland, the Netherlands and Spain. The
HIRLAM based precipitation estimates are dependent on the
model characteristics, especially the physics parameterisa-
tions. The model integration area of the SMHI HIRLAM
version used in this study consists of 162×142 horizontal
grid points at 22×22km resolution and 31 vertical levels.
Semi-Lagrangean time integration and a fourth order implicit
horizontal diffusion scheme are used. The physics package
included a ﬁrst order local vertical diffusion scheme (Louis,
1979), a cloud and condensation scheme based on explicit
forecasts of cloud water (Sundqvist et al., 1989) and a radia-
tion scheme based on Savij¨ arvi (1989). For the details of the
various components of the HIRLAM forecasting system, see
Und´ en et al. (2002) and K¨ all´ en et al. (1996).
2.2 Mesoscale analysis (M22 and M11)
In the mesoscale analysis system at SMHI, MESAN, man-
ual observations, automatic station data, satellite and radar
imagery are combined by optimal interpolation. Represen-
tativity and quality of each observation is taken into account
in the interpolation, and the information content dependency
on distance is modelled by so-called structure functions. Pre-
cipitation analysis is performed using a variable ﬁrst guess,
which makes it possible to increase spatial resolution in data-
sparse areas. The description of the error varies as a function
of the prevailing weather situation (or precipitation amount).
Generally, it is based on a statistically established relation
between wind, orography and variations in friction and lati-
tude, and approximately 50% of the observed climatological
variance can be explained.
Table 1. Subcatchment characteristics.
Catchment ID 1 2 3 4 5
Area (km2) 134 812 854 498 2132
Mean elevation (m a.s.l.) 366 383 354 352 333
Max. elevation (m a.s.l.) 471 562 525 565 565
MESAN is run in two versions. One operational analysis
based only on observations available in real-time, calculated
in a 22×22km grid (M22). One post-analysis (climate anal-
ysis) including also quality controlled data from non-real-
time climate stations and manual observations, calculated in
a 11×11km grid (M11). From the real-time analysis, in
which HIRLAM output (Sect. 2.1) is used as the ﬁrst guess in
the optimal interpolation procedure, 12-h precipitation accu-
mulations based on synoptical observations were used. From
the climate analysis 24-h accumulations, and in this case the
ﬁrst guess consists of 12-h real-time analyses. Further infor-
mation can be found in H¨ aggmark et al. (1997, 2000).
2.3 Gauges (PTH)
PTHBV is a gridded precipitation (P) and temperature (T)
database, intended to use as input in the HBV hydrologi-
cal model. The grid is created by optimal interpolation from
all available precipitation stations, corrected for catch losses
using station speciﬁc factors with a seasonal variation (e.g.
Alexandersson, 2003). In the interpolation scheme, frequen-
cies of wind direction and wind speed are included in the
description of the topographic inﬂuence. The horizontal res-
olution of the PTHBV grid is 4×4 km and precipitation is
available as 24-h accumulations. Further information about
the interpolation procedure can be found in Johansson and
Chen (2003, 2005).
2.4 Weather radar (RAD)
The accumulated precipitation radar product is based on re-
ﬂectivity products and synoptical observations. Gauge ad-
justmentisachievedbythemethodofKoistinenandPuhakka
(1981) with a number of modiﬁcations (Michelson et al.,
2000). Gauge accumulations are corrected using an imple-
mentation of the Dynamic Correction Model presented by
Førland et al. (1996), before they are used for the gauge
adjustment (Michelson, 2004). If G denotes gauge obser-
vation and R the simultaneous radar observation, a general
relationship between log(G/R) and range from the radar is
derived using radar and gauge pairs from a 7-day moving
time window. Depending on the number and quality of avail-
able synoptical observations, this relationship can either be
based on a parabolic regression or just the average log(G/R)
value. The result is a ﬁeld in which the quantitative accu-
racy is largely determined by the gauge values and in which
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Table 2. Temporal statistics of daily mean areal precipitation in the
entire Gim˚ an catchment during 2002.
M11 M22 PTH RAD H22
Total (mm) 473 434 565 569 566
St.dev. (mm) 2.30 2.15 2.80 2.19 2.48
Max (mm) 16.9 15.7 20.2 11.7 21.7
Dry (%) 45.0 42.8 45.3 21.0 20.2
the spatial distribution is determined by the radar data. The
horizontal resolution of the radar products is 2×2km, trans-
formed from polar co-ordinates, and the temporal resolution
is 3h. Further information can be found in Michelson et
al. (2000) and Koistinen and Michelson (2002).
2.5 Data preparation and general characteristics
Data from all sources were converted to the same tempo-
ral resolution. The highest common temporal resolution was
24h, the original resolution of M11 and PTH. To achieve this
for the HIRLAM output (H22), for each day the +6h fore-
casted accumulated total precipitation (i.e. the sum of con-
vective and large-scale precipitation components) was sub-
tracted from the +30h forecast. For RAD eight 3-h compos-
ites were summed and for M22 two 12-h accumulations were
summed, to generate daily accumulations.
For each day, whole-catchment and subcatchment spatial
averages were calculated for each of the sources, to be used
in the subsequent runoff modelling. Error assessment was
made mainly by studying seasonal subcatchment precipita-
tion accumulations and expressed as a relative error. Winter
was deﬁned as January-March, spring as April–June, sum-
mer as July–September, and autumn as October–December.
Table 2 shows some descriptive statistics of the time series
of daily whole-catchment averages. In terms of total precip-
itation, the values from H22, PTH and RAD are all in the
range 565–570mm, whereas the values from the mesoscale
analysisaresigniﬁcantlylower, especiallythereal-timeM22.
One obvious reason that M22 and M11 are lower than PTH
is that the latter has been corrected for catch losses, as men-
tioned in Sect. 2.3. This correction may explain the differ-
ence between M11 and PTH. The fact that M22 is lower
than M11 further indicates that rainfall amounts are underes-
timated in the real-time synoptical observations, as the main
difference between M22 and M11 is that in the latter data
from climate stations are taken into account (Sect. 2.4).
Daily variability, as represented by the standard deviation,
is clearly highest for PTH, followed by H22. The lower
variability of M22 and M11 is possibly related to a gener-
ally lower level of precipitation amounts, as indicated in the
2002 totals. The maximum value is generally rather close to
20 mm, the main exception being radar with only 11.7mm.
This indicates an underestimation by RAD of large, areally
extended rainfalls, which has also been found in e.g. Michel-
son et al. (2000). Blocking effects is one possible cause, and
this underestimation is likely also a reason for the low stan-
dard deviation in the RAD data, found above. The percent-
age of dry days, deﬁned as having a mean areal precipitation
less than 0.1mm, is ∼45% for M22, M11 and PTH, but only
∼20% for H22 and RAD. In the case of H22, this indicates
that the model generates small amounts of precipitation too
often. This is a known tendency of NWP models. The low
value for RAD similarly may indicate a frequent overesti-
mation of light precipitation, but may also be related to the
higher areal resolution of RAD and thus the possibility of
detecting precipitation missed by gauges.
3 HBV model application
To investigate how differences and errors in the precipita-
tion data propagate into the associated runoff, data from the
different precipitation sources were used to drive the hydro-
logical HBV model. In this section, the structure of the
HBV model and its application in the Gim˚ an catchment is
described.
3.1 The HBV model
The HBV model (Bergstr¨ om, 1976, 1992; Lindstr¨ om et
al., 1997) is a rainfall-runoff model which includes concep-
tual numerical descriptions of hydrological processes at the
catchment scale. It has been applied in a wide range of cli-
mates and for scales ranging from lysimeter plots (Lindstr¨ om
and Rodhe, 1992) to the entire Baltic Sea drainage basin
(Bergstr¨ om and Carlsson, 1994; Graham, 1999). The model
is used for ﬂood forecasting in the Nordic countries and
also, e.g., spillway design ﬂoods simulation (Bergstr¨ om et
al., 1992), water resources evaluation (Jutman, 1992; Brandt
et al., 1994), and nutrient load estimates (Arheimer, 1998).
The general water balance in the HBV model can be de-
scribed as
P − E − Q =
d
dt
[SP + SM + UZ + LZ + lakes] (1)
where P is precipitation, E is evapotranspiration, Q is
runoff, SP is snow pack, SM is soil moisture, UZ is upper
groundwater zone, LZ is lower groundwater zone, and lakes
is the lake volume. Input data are observations of precipi-
tation, air temperature and estimates of potential evapotran-
spiration. The time step is usually one day, but it is possi-
ble to use shorter time steps. The evaporation values used
are normally monthly averages although it is possible to use
daily values. Air temperature data are used for calculations
ofsnowaccumulationandmeltandalso, ifrequired, toadjust
potential evaporation.
The model consists of subroutines for meteorological in-
terpolation, snow accumulation and melt, evapotranspiration
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  Fig. 2. Observed and simulated runoff in station Gimdalsbyn during the calibration period.
estimation, asoilmoistureaccountingprocedure, routinesfor
runoff generation and ﬁnally, a simple routing procedure be-
tween subcatchments and in lakes. It is possible to run the
model separately for several subcatchments and then add the
contributions from all subcatchments. Calibration as well as
forecasts can be made for each subcatchment. For basins
of considerable elevation range a subdivision into elevation
zones can also be made. This subdivision is made for the
snow and soil moisture routines only. Each elevation zone
can further be divided into different vegetation zones (e.g.
forested and non-forested areas). Applying the model ne-
cessitates calibration of a number of free parameters (around
10 in the present application). The model is equipped with
an automatic calibration routine (e.g. Lindstr¨ om, 1997), opti-
mising one parameter at a time while keeping the others con-
stant. The one-dimensional search is based on a modiﬁcation
of the Brent parabolic interpolation (Press et al., 1992).
3.2 Set-up, calibration and application
The HBV model has been set up for the Gim˚ an catchment,
divided into ﬁve subcatchments (Fig. 1), each speciﬁed in
terms of altitude, vegetation and lake zones. Model cal-
ibration was performed by the automatic calibration rou-
tine described above, using 20 years of precipitation and
temperature data (1982–2001) from the PTHBV database
(Sect. 2.3). In the catchment, two discharge stations were
available. Gimdalsbyn (G in Fig. 1), located at in the out-
let of subcatchments 1–4, and Torpshammar (T in Fig. 1),
at the outlet of the entire catchment. Therefore calibration
was performed in two steps. In the ﬁrst step parameter val-
ues were obtained for subcatchments 1–4 by optimisation to
station Gimdalsbyn. In the second step parameters for sub-
catchment 5 were ﬁxed by optimisation to station Torpsham-
mar. The result of the calibration for station Gimdalsbyn is
shown in Fig. 2. The Nash-Sutcliffe model efﬁciency coefﬁ-
cient R2 (Nash and Sutcliffe, 1970) for the calibration period
is 0.8965 and the relative volume error 0.004%; for Torp-
shammar the values are 0.903 and 0.16%, respectively. It
may be remarked that as the calibration was performed for
PTHBV it may not be optimal for the other sources. How-
ever, the limited available time periods with consistent data
from the other sources makes accurate calibration impossi-
ble. Further, having only one single set of model parameters
facilitates interpretation of the results with focus on charac-
teristics of the input data.
The calibrated HBV model was run for year 2002 us-
ing the different types of precipitation input, and compared
with the observed discharge in stations Gimdalsbyn and
Torpshammar (Fig. 3). Concerning station Gimdalsbyn,
the observed runoff exhibits a decreasing trend from Jan-
uary (∼15m3/s) until early April (<10m3/s) , when spring
ﬂood starts. The spring ﬂood reaches its peak in early May
(∼50m3/s), after which a rapid recession takes place until
late June (∼15m3/s), and in total the spring ﬂood occurs al-
most exactly within the spring as deﬁned here. A comparison
with Fig. 2 shows that the spring ﬂood peak is rather low, be-
low average. The second half of the year is characterised by
a decreasing discharge which reaches its minimum in mid-
October (<2m3/s), to ﬁnally increase slowly to ∼4m3/s at
the end of the year. Concerning station Torpshammar, the
more variable behaviour of the observed runoff, as compared
with Gimdalsbyn, is due to the fact that this inﬂow has not
been measured directly but estimated from measured values
of lake outﬂow and change in lake volume. The latter is
based on water level observations which are inherently un-
certain because of natural ﬂuctuations, and a small differ-
ence in water level may have a great impact on lake volume
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Fig. 3. Observed and simulated (M11) daily runoff in stations Gim-
dalsbyn (a) and Torpshammar (b) during 2002.
and in turn estimated discharge. To reduce the variability,
5-day running mean values of Q are shown in Fig. 3. The an-
nualpatternisnaturallysimilartoGimdalsbyn, butthespring
ﬂood is somewhat more pronounced.
As initial model state at the start of the simulations on
1 January 2002, the ﬁnal state from the calibration period
(1982–2001) was used for all sources. To study the ef-
fect of only precipitation input, in the runoff simulations the
same temperature input was used for 2002 (from the PTHBV
database; Sect. 2.3). The accuracy of the resulting runoff was
interpreted in terms of visual agreement with observed runoff
as well as the total and seasonal relative accumulated volume
bias.
Besides the continuous 1-year runoff simulation experi-
ment, a second experiment was performed, aimed at assess-
ing how accurately the different sources were able to forecast
the spring ﬂood peak in late April and early May (Fig. 3).
This forecasting experiment comprised the 2-week period
22 April to 5 May. For a certain day in this period, the cali-
brated HBV model was ﬁrst run from 1 January 2002 (using
the same initial state as in the whole-year simulations above)
to the previous day, using each of the different sources as in-
put. Thus, at the time of the forecast, the different sources
were associated with different HBV model states. Then the
same actual 2-day forecast from the HIRLAM model was
used as input, and a 2-day forecast run was performed. The
HIRLAM forecast was produced by an earlier version of the
model than described in Sect. 2.1, having a 44×44km reso-
lution, and the forecast precipitation input was speciﬁed on
subcatchment level. Overall forecast accuracy was speciﬁed
in terms of the average relative discharge error over the 2-
week period, for both 1 day and 2 days ahead forecasts.
4 Precipitation error assessment
In a strict sense, errors in precipitation estimates can not be
calculated as there is no perfect observation system and thus
no means of obtaining any “true” precipitation from which
to estimate errors. Consequently a suitable baseline estimate
must be selected, which albeit not perfect may represent the
true rainfall and make possible an error assessment of other
estimates. In the present study the mesoscale climate anal-
ysis M11 is taken as the baseline source in the precipitation
error assessment. M11 is a natural choice as it contains in-
formation from the other sources, and as it has been adjusted
using reliable climate station data. For each other source,
error is expressed as a relative bias of accumulated precipita-
tion, as compared with M11.
Concerning seasonal precipitation as represented in M11,
in terms of amounts over the entire Gim˚ an catchment
most precipitation occurred in summer (∼150mm), fol-
lowed by spring (∼140mm), winter (∼110mm) and au-
tumn (∼90mm). Overall, seasonal precipitation is relatively
evenly distributed over the catchment, with only ∼10mm
difference between the subcatchments with the highest and
lowest amounts, respectively. Any obvious trend with mean
altitude, implying an increase in precipitation towards the
west (Table 1), cannot be found for the seasonal accumula-
tions, even though during spring, summer and autumn the
lowest amounts are indeed found in the eastern subcatch-
ment 5. Winter precipitation, on the other hand, follows an
opposite pattern, with a weak but systematic increase in pre-
cipitation towards the east.
Figure 4 shows the seasonal subcatchment biases for all
sources. Notice that the coloured scale is the same for all
sources. Although it masks some intra-catchment variability,
this has been done to illustrate the differences in bias levels
between the sources.
Concerning source H22, a pronounced overestimation is
found during winter, of a magnitude approaching 50% in
subcatchments 2 and 4. An inspection of daily time series
revealed that the total seasonal overestimation contains both
small daily components, reﬂecting the tendency of the model
to often generate small precipitation amounts, and large daily
components, reﬂecting forecasted rainfall events that never
materialised. During spring, the picture in Fig. 4 indicates a
small bias, with most of the catchment being within 10% of
M11. In reality, however, the case is one of compensating
errors. In April, H22 virtually daily overestimated precipi-
tation by 1–2mm, whereas in June some fairly heavy rain-
fall events were clearly underestimated by the model, by up
to 8mm. Summer and autumn are both characterized by an
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Fig. 4. Relative accumulated precipitation bias (%) during winter (JFM), spring (AMJ), summer (JAS) and autumn (OND) 2002 for sources
H22 (left) and M22 (right).
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Fig. 4. (Continued). Relative accumulated precipitation bias (%) during winter (JFM), spring (AMJ), summer (JAS) and autumn (OND)
2002 for sources PTH (left) and RAD (right).
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overestimation of 10–30% over most of the catchment, with
no clear spatial pattern. The overestimation in summer is
largely owing to single events with lower rainfall amounts
than forecasted.
Source M22 shows a good agreement with M11 in win-
ter and spring, with only some minor underestimation in the
central and western parts of the catchment. In summer, un-
derestimation by 10–20% occurs over the entire catchment,
resulting from small underestimations of many events, typ-
ically by ∼2mm. In autumn there is a spatial pattern with
a good agreement with M11 in the west and a pronounced
relative underestimation in the east. However, only ∼85mm
of precipitation occurred in subcatchment 5 during autumn,
thus in absolute values the underestimation was less severe.
The general underestimation by M22 may be related to un-
derestimation in synoptical observations, as remarked above.
In winter, source PTH exactly reproduces the spatial trend
of M11, but consistently overestimates the precipitation by
∼25%. Time series inspection shows that the total overes-
timation has both smaller and larger daily components. In
the other seasons, the PTH bias ranges from being within
10% of M11 to overestimate by 30%, with a tendency to-
wards more pronounced overestimation in the eastern part of
the catchment, receiving the lowest amounts of precipitation.
The general overestimation by PTH may be related to the
correction for observation losses, as previously noted.
In spring and summer, source RAD generally reproduces
the M11 levels and patterns to within 10%. The only no-
table exception is a pronounced underestimation in subcatch-
ment 1 during summer. The M11 amount in this subcatch-
ment and season is, however, substantially larger than in the
other subcatchments. In autumn and winter, RAD overes-
timates precipitation in the western part of the catchment.
In winter, the average bias in subcatchments 1–4 is 20%
but in autumn it is 66%, reaching 87% in subcatchment 1.
From studying daily time series, the winter overestimation
appears somewhat coincidental, as the season contains both
daily over- and underestimations by RAD, of various magni-
tude. In autumn, however, systematic daily overestimations
are apparent. In particular, RAD observes a small amount of
precipitation (∼1mm) every day in autumn. A closer look
at the original radar data revealed that the overestimations
originate from single radar pixels with unrealistic precipita-
tion amounts. This may be due temporary inaccuracies in the
radar data, related to e.g. the existence of ground echoes or
malfunctioning of the radar located north-west of the catch-
ment.
5 Runoff error assessment
Similarly to precipitation, a runoff baseline estimate is re-
quired for estimation of the associated errors or biases. One
alternative is to use observed runoff as baseline. Deﬁning
errors as deviations from observations is intuitively sensible,
Table 3. Relative accumulated volume bias (%) in the runoff simu-
lations.
Station Period M22 PTH RAD H22
Gimdalsbyn JFM −1 2 3 4
AMJ −8 14 20 52
JAS −5 29 −15 1
OND −32 43 20 25
Torpshammar JFM 0 2 1 4
AMJ −4 15 10 57
JAS −11 36 −12 −12
OND −42 66 25 35
but this assumes a perfect model, i.e. that the model output
is identical to the observations provided that the input is cor-
rect. In reality, however, the runoff model is associated with
an error (or uncertainty) and even for accurately speciﬁed
input data the result will likely slightly differ from observa-
tions (see Fig. 2). In light of this we use as runoff baseline
the output from the HBV model when fed with the precipita-
tion baseline estimate, i.e. M11. It can be argued that source
PTH would provide a more appropriate runoff baseline esti-
mate, as it was used in the HBV model calibration. However,
for year 2002 source M11 reproduces observed runoff more
accurately than any other source, including PTH. Because of
this, and for consistency with the precipitation error assess-
ment, we use M11 to deﬁne the runoff baseline estimate.
Figure 3 shows the agreement between observed runoff
and runoff simulated using M11 data as input. For both
runoff stations, the spring ﬂood peak as well as the minor
summer peak are overall well reproduced. The rising limb of
the spring ﬂood hydrograph is slightly delayed in the model
and the peak slightly underestimated, but the recession is
well captured. A notable deviation from the observations is
found in winter, when the model systematically underesti-
mates the runoff. As seen in Fig. 2, however, this type of
winter underestimation is a rather common situation (e.g. the
period 1983–1988) and may thus be viewed as a limitation in
the model.
5.1 Continuous 1-year simulation
In Fig. 5, the result from the runoff simulations for 2002 is
shown. Concerning station Gimdalsbyn (Fig. 5a), all sources
are nearly identical during winter. In Table 3, seasonal rel-
ative runoff volume biases are presented, and the minor dif-
ferences in winter are manifested in biases of only a few per-
cent. The reason for the similarity in simulated runoff is that
the air temperature in winter is generally below 0◦C (mean
January, February, March temperatures in 2002: −9.2◦C,
−4.7◦C, −3.7◦C), thus precipitation is stored in the snow
pack, not immediately contributing to runoff.
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Fig. 5. Simulated runoff in stations Gimdalsbyn (a) and Torpsham-
mar (b) during 2002.
During the spring ﬂood, however, substantial differences
appear. Most striking is the ﬂood peak overestimation by
H22, with a peak discharge of nearly twice the baseline value
of 47.4m3/s. In terms of runoff volume, the overestima-
tion is more than 50% (Table 3). An analysis of the simu-
lation runs revealed that the main source of this discrepancy
is the overestimated precipitation by H22 in winter (Fig. 4),
mainly March, and spring (April). In March, the overesti-
mated precipitation by H22 produced a snow depth approx-
imately 20mm (water equivalent) larger than M11. Snow
melt occurred almost exactly within April (i.e. started 1 April
and ﬁnished 30 April), but in reality this melt was not accom-
panied by any signiﬁcant precipitation, except for the last
days in April and ﬁrst days in May. H22, however, gener-
ated a small amount of precipitation (∼1mm) almost every
day in April, as noted above in connection with Fig. 4. These
small but frequent additions, in combination with some over-
estimation of the heavy precipitation at the time of the spring
ﬂood peak in late April and early May, were the reasons for
the overestimated spring ﬂood.
Also RAD and PTH overestimates the spring ﬂood, by 10–
15m3/s in terms of peak discharge and 15–20% in terms of
runoff volume. The overestimation by PTH is expected in
light of the consistently overestimated winter precipitation in
the entire catchment (Fig. 4). In the case of RAD, the over-
estimation of winter precipitation was limited to subcatch-
ments 1–3, therefore particularly affecting discharge in sta-
tion Gimdalsbyn. Sources M22 slightly underestimates the
spring ﬂood, in line with underestimated winter precipitation
in subcatchments 1 and 3 (Fig. 4).
In summer a slight but consistent overestimation is found
for PTH, partly extending into autumn, producing a volume
bias of almost 30%. Looking at the spatial precipitation bi-
ases (Fig. 4), summer precipitation is indeed overestimated
by PTH, but even more so by H22, which did not cause any
overestimated runoff. The reason for this discrepancy was
found by inspection of daily precipitation error time series.
The latter half of June was a wet period, and some overesti-
mations by PTH in the last days of the month made discharge
increase to an elevated level, which persisted all summer.
Concerning H22, as mentioned above the summer overesti-
mation of precipitation was largely associated with a few sin-
gle events. Most of them occurred under relatively dry condi-
tions, therefore they had little effect on runoff. An exception
is in mid-September, when a week-long sequence of overes-
timations by H22 is reﬂected in a slight increase in discharge
(Fig. 5a). RAD underestimates the summer runoff volume
by 15% (Table 3), which is related to the local but substantial
underestimation of precipitation in subcatchment 1 (Fig. 4).
Also in autumn all sources agree rather well. M22 dis-
charge is consistently at a slightly lower level, in line with the
underestimated autumn precipitation (Fig. 4). The substan-
tial overestimation of autumn precipitation by RAD, how-
ever, has only a rather small impact on runoff. It is man-
ifested in only a slight increase from mid-October to early
November, after which the discharge level is rather stable
(Fig. 5a). The reason for the limited impact on runoff can
be found in the air temperature. Already in October, mean
temperature was below 0◦C (−1.2◦C), but on single days the
temperature was up to 4◦C throughout the month. There-
fore in October the overestimated precipitation had some im-
pact on runoff. In November and December, however, the
temperature was consistently below 0◦C (mean temperatures
−6.9◦C and −10.6◦C, respectively), and the excess precip-
itation in RAD was thus stored as snow. It may be noted
that in relative terms the volume biases are large in autumn
(Table 3), owing to the low discharge level.
Figure 5b shows the simulated runoff in station Torpsham-
mar. Overall, the situation is very similar to that of station
Gimdalsbyn, and thus is most of the above discussion valid
also in this case. Also the relative volume biases are over-
all similar to Gimdalsbyn, both in terms of magnitude and in
terms of dependence on source and season (Table 3).
Thereare, however, somedifferencesbetweenthestations,
which may be interpreted in terms of the spatial precipita-
tion error distributions. Concerning the spring ﬂood, the
overestimation by RAD is much less pronounced in Torp-
shammar than in Gimdalsbyn, as winter precipitation was
accurately estimated in the eastern part of the catchment
(Fig. 4). The less pronounced underestimation by M22
can be explained similarly. In summer, the overestimation
by PTH is somewhat more pronounced (36% volume bias,
compared with 29% for Gimdalsbyn), which is in line with
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the more pronounced overestimation of precipitation in sub-
catchment 5. In autumn, the more pronounced overestima-
tion of precipitation in subcatchment 5 by H22 and PTH and
underestimation by M22 is reﬂected in larger volume biases
than in station Gimdalsbyn (Table 3).
5.2 Spring ﬂood peak forecasting
Figure 6 shows the HIRLAM 1-day (0–24h) and 2-day (24–
48h) precipitation forecasts during the 2-week forecasting
period covering the spring ﬂood peak. The values are catch-
ment average values, and shown is also the observed average
precipitation as represented by source M11. An overestima-
tion of the precipitation is apparent in the main rainy period
(day 5–9), more pronounced in the 2-day than in the 1-day
forecasts.
Also in the forecasting experiment, M11 was used as the
baseline estimate, and Fig. 6 shows also the 1-day and 2-day
M11 discharge forecasts for station Torpshammar, compared
with the observed discharge. The 1-day forecast predicted
very well the increase in discharge just before the peak, but
failed to capture the sharp rise to the peak value and underes-
timated the discharge by ∼10m3/s in the latter part of the pe-
riod. The fact that the forecast is rather smooth indicates that
the contribution to the total discharge from forecasted precip-
itation is small, compared with the contribution from snow
melt. In fact the more pronounced overestimation of precip-
itation in the 2-day forecasts made them perform somewhat
better with respect to predicting the discharge peak. Still, in
terms of root mean square error RMSE during the forecasting
period, the 1-day forecast is slightly better, RMSE=10.7m3/s
compared with 10.9m3/s for the 2-day forecast. The pic-
ture is rather similar for station Gimdalsbyn but as expected
from the lower discharge level the deviations are smaller,
the RMSE values being 3.2m3/s for the 1-day forecast and
3.7m3/s for the 2-day forecast.
Table 4 presents the average relative discharge error dur-
ing the forecasting period for the other sources, as compared
Table 4. Average relative discharge bias (%) in the forecasting ex-
periment.
Station Day M22 PTH RAD H22
Gimdalsbyn 1 −6 21 20 63
2 −7 22 20 65
Torpshammar 1 −4 30 8 79
2 −4 30 8 77
with M11. Overall it is obvious that the forecast performance
is very much given by the discharge level at the start of the
forecast period, as the rainfall amounts during the period are
not large enough to have any substantial impact on the snow-
melt dominated runoff. Therefore the numbers in Table 4
largely reﬂect the situation displayed in Fig. 5. In Gim-
dalsbyn, H22 overestimates discharge by more than 60%,
PTH and RAD by ∼20%, and M22 slightly underestimates
it. The main differences in station Torpshammar is a more
pronounced overestimation by H22 and a less pronounced
overestimation by RAD. In total, the main outcome from the
forecasting experiment is a numerical quantiﬁcation of the
different sources’ performance with respect to reproducing
the spring ﬂood peak.
6 Summary and conclusions
The present study aimed at investigating the propagation of
spatio-temporal errors in precipitation estimates to runoff er-
rors in the output from the conceptual hydrological HBV
model. The perspective was operational, involving both pre-
cipitation products and model set-up as used operationally
in the SMHI forecasting system. The study region was
the Gim˚ an catchment in central Sweden, which has expe-
rienced ﬂooding problems in recent years, and the study
period year 2002. Five precipitation sources were consid-
ered: NWP model (H22), weather radar (RAD), precipita-
tion gauges (PTH), and two versions of a mesoscale analy-
sis system (M11, M22). To deﬁne the baseline estimates of
precipitation and runoff, used to deﬁne errors, the mesoscale
climate analysis M11 was used.
The precipitation error assessment indicated a systematic
overestimation of precipitation by H22, in particular during
winter and early spring, reﬂecting a too frequent generation
of light precipitation by the model. M22 generally underes-
timated precipitation, possibly related to underestimation in
synoptical observations. Probably because of a correction for
observation losses, PTH overestimated precipitation. RAD
was characterized by a pronounced local overestimation dur-
ing autumn, in the western part of the catchment, indicating
inaccuracies in the performance of a particular radar. The
seasonal subcatchment relative accumulated volume biases
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were generally within ±20%, but overestimations up to 30–
50% were not uncommon, in some case approaching 100%.
The data from the different sources were used to drive
the HBV model, set up and calibrated for two stations in
Gim˚ an, both for continuous simulation during 2002 and for
forecasting of the spring ﬂood peak. In winter the differ-
ence in runoff between the sources was negligible, as pre-
cipitation was stored as snow and base-ﬂow conditions pre-
vailed. In spring substantial biases appeared, most notably
for H22 which overestimated the accumulated runoff volume
by ∼50% and peak discharge by almost 100%, at both sta-
tions. This was a combined effect of overestimations of both
snow depth and precipitation during the rising limb of the
spring ﬂood hydrograph. PTH overestimated spring runoff
volumes by ∼15% at both stations, in line with overesti-
mated winter precipitation. For RAD and M22 the result dif-
fered somewhat between the stations, reﬂecting spatial dif-
ferences in the precipitation biases. In summer and autumn
runoff from all sources agreed rather well, even if relative
biases were comparably large owing to low discharge levels.
The pronounced overestimation of precipitation by RAD in
autumn did not have any strong impact on runoff as it was
mainly stored as snow. The forecasting experiment provided
a clearer picture of model performance during the spring
ﬂood, with relative average discharge errors of up to 80%
for H22 and within ±30% for the other sources.
We conclude that the errors or biases in precipitation from
different sources exhibit a complex space-time variability,
at scales relevant in rural hydrology. The largest biases
were found in data from sources H22 and RAD, which was
expected as they represent model forecasted and remotely
sensed precipitation, respectively. Still, for most seasons
andsubcatchments, precipitationvolumesfromthesesources
were within ±20% of the baseline estimate, which is encour-
aging. The runoff modelling experiments clearly demon-
strated another feature of the precipitation biasess, namely
that they may become either magniﬁed or reduced when ap-
plied for hydrological purposes, depending on both temporal
and spatial variations in the catchment. Temporal variations
may be related to e.g. the dynamics of air temperature and
soil moisture, which both inﬂuence to which degree precip-
itation is stored or directly transformed into runoff. Spatial
variations may concern e.g. altitude or distance to catchment
outlet. Thus, for optimal use in hydrological forecasting sys-
tems, it is desirable that the uncertainty in precipitation esti-
mates is speciﬁed as a function of both time and space.
Finally we wish to emphasise that this is a case study,
observations made and conclusions drawn are strictly valid
only for the speciﬁc time period and region under investiga-
tion. Concerning time, one year is clearly not enough for
a proper long-term assessment of systematic differences be-
tween sources. On the other hand, as both models and analy-
sis systems are under constant development, it may be prac-
tically impossible to obtain consistent historical output for
all sources during longer time periods. Concerning area, the
size of the study region is rather small, especially in rela-
tion to the 22×22km resolution of H22 and MA22. Further,
the temporal and areal representativity of a certain time pe-
riod and region is always to some extent unknown, but it is
clear that in the present case neither time period nor region
represents any extreme conditions. Nevertheless, further in-
vestigations are required to judge to which degree the results
obtained in the present study can be generalised.
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