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RESUMO 
IDENTIFICAÇÃO E CONTROLE DE PROCESSOS NÃO LINEARES 
UTILIZANDO REDES NEURAIS ARTIFICIAIS 
Adilson J. de ASSIS 
DPQ - FEQ - UNICAMP, dezembro de 2001 
Considerando que a maioria dos processos industriais de interesse da Engenharia 
Química apresentam certo grau de não linearidade inerente ou introduzido por sistemas de 
controle automático, surge a importante necessidade de se investigar o desempenho de 
novas técnicas advindas da inteligência artificial, cujo interesse aqui está nas redes neurais 
artificiais, capazes de lidar com não linearidades de modo direto. 
Realizou-se neste trabalho uma ampla revisão bibliográfica referente á 
identificação e controle de sistemas não lineares. As várias possibilidades de identificação 
de sistemas dinâmicos utilizando modelos empíricos paramétricos foram apresentadas 
segundo uma visão unificada, com ênfase nos métodos baseados em redes neurais 
artificiais. Revisou-se também de modo amplo as principais técnicas de controle 
desenvolvidas para processos não lineares assim como as principais aplicações reportadas 
na literatura no âmbito da Engenharia Química. 
Posteriormente, utilizando-se de dois processos característicos da Engenharia 
Química, a saber, (1) dois reatores tanques conectados em série, nos quais ocorrem uma 
reação exotérmica, e com troca térmica; (2) evaporador de duplo efeito; foram discutidas 
várias possibilidades de identificação e controle utilizando redes neurais, em diversos 
níveis. Os resultados, obtidos por simulação computacional, mostram o potencial de 
utilização das redes neurais (na forma NNARX e NNSSIF), especialmente nas técnicas de 
controle preditivo, onde os melhores resultados foram obtidos. O primeiro sistema 
considerado possui dinâmica complexa e uma entrada e uma saída apenas (SISO), sendo 
que o segundo sistema possui múltiplas entradas e saídas (MIMO). 
Unindo técnicas advindas da inteligência artificial, como as redes neurais 
artificiais, métodos clássicos de identificação e a moderna teoria de controle, mostrou-se 
como estas metodologias podem ser utilizadas com sucesso na busca de melhores 
desempenhos dos processos químicos sob a ação do controle automático. 
PALAVRAS-CHAVE: Redes Neurais Artificiais; Sistemas Não Lineares; Identificação; 
Controle Automático; Reatores Químicos; Evaporadores. 
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ABSTRACT 
IDENTIFICATION AND CONTROL OF NON-LINEAR PROCESSES 
USING ARTIFICIAL NEURAL NETWORKS 
Adilson J. de ASSIS 
DPQ - FEQ - UNICAMP, dezembro de 2001 
Considering that most of the industrial processes of interest to Chemical 
Engineering present a certain degree of inherent non-linearity or one introduced by systems 
of automatic control, an important necessity of inquiring about the performance the new 
techniques derived from artificial intelligence, whose interest here is in the artificial neural 
networks, capable of dealing with non-linearity in a straightforward way. 
It was made in this work a thorough bibliographical review related to the 
identification and control of non-linear systems. The various possibilities of identification 
of dynarnic systems using pararnetric empirical models were presented according to a 
unifying view, with emphasis in the methods based on artificial neural networks. The main 
control techniques developed for non-linear processes as well as the main uses reported in 
literature on the Chemical Engineering field were also thoroughly reviewed. 
Afterwards, making use o f two processes typical o f the Chemical Engineering, (1) 
two tanks reactors connected in series, in which a exothermal reaction occur, with thermal 
exchange; (2) double effect evaporator; various possibilities of identification and control 
using neural networks were discussed, in severa! leveis. The results, obtained through 
computer simulation, show the potential usage of neural networks (in the form NNARX 
and NNSSIF), especially in the techniques o f predictive control, where the best results were 
obtained. The first system taken into account has complex dynarnics and Single Input, 
Single Output (SISO), whereas the second system has Multiple Input, Multiple Output 
(MIMO). 
Uniting techniques derived from artificial intelligence, such as artificial neural 
networks, classic methods of identification and the modem theory o f control, it was shown 
that these methodologies can be successfully used in the search for better performances of 
chemical processes under the action o f automatic control. 
KEY WORDS: Artificial Neural Networks; Nonlinear Systems; Identification; Automatic 
Control; Chemical Reactors; Evaporators. 
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Capítulo 1 
INTRODUÇÃO 
1. INTRODUÇÃO 
A maioria dos processos químicos são caracterizados por apresentar severas não 
linearidades, como por exemplo, colunas de destilação de alta pureza, reatores de 
polimerização em batelada, processos bioquímicos, reatores CSTR não-isotérmicos, 
reatores de leito fixo, sistemas de neutralização de pH, dentre outros. Mesmo que o 
processo em si seja linear, a presença de um sistema de controle (válvulas de controle, 
saturação de atuadores, etc.) causa o surgimento de não linearidades. 
Tradicionalmente, o controle dos processos não lineares tem sido feito aplicando a 
teoria de controle linear a um modelo linearizado do processo na etapa de projeto do 
controlador. A linearização é geralmente feita em tomo do estado estacionário de referência 
e o sistema de controle projetado desta maneira é utilizado no controle do sistema real não 
linear. Se o processo for operado continuamente no estado estacionário em tomo do qual 
houve a linearização, o modelo linear obtido não difere muito do processo real. Porém, é 
comum que as condições operacionais do processo mudem com o tempo, dependendo de 
vários fatores, desde econômicos, qualidade e fonte da matéria prima, desativação de 
catalisadores, mudanças genéticas em microorganismos, etc. Nas novas condições de 
operação, o controle existente pode já não ser mais adequado, levando à instabilidades no 
processo, perda de rendimento, presença de o .!f sets, dentre outras caracteristicas 
indesejáveis. Tendo em vista tal desempenho, é natural que se tenha pensado em 
desenvolver uma teoria de controle que levasse em consideração as não linearidades do 
processo na etapa de projeto do controlador, surgindo assim a teoria de controle não linear. 
A disponibilidade de um modelo representativo do processo é uma condição 
fundamental para a teoria de controle linear (controle adaptativo e preditivo) e não linear 
(controle linearizante por retro alimentação e controle preditivo não linear). Apesar de bem 
desenvolvidos em muitas áreas, os modelos fenomenológicos, advindos de balanços de 
massa, energia e quantidade de movimento, apresentam relativa complexidade para serem 
utilizados em tempo real em estratégias de controle avançadas. Assim sendo, 
desenvolveram-se diversas metodologias de desenvolvimento de modelos mais simples, e 
ao mesmo tempo representativos, conhecidas como identificação de sistemas. Tais 
modelos fornecem apenas a relação entre as entradas e as saídas do processo e por isso são 
ditos como sendo do tipo "caixas pretas", haja vista não informarem acerca dos fenômenos 
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intrínsecos que ocorrem nos processos. Os modelos do tipo entrada-saída também são 
muito úteis na representação matemática de processos complexos, para os quais o 
desenvolvimento de um modelo fenomenológico seria uma tarefa muito complexa ou 
consumidora de um tempo, portanto, investimento financeiro, apreciável. 
Um meio-termo entre os modelos fenomenológicos e os modelos entrada-saída são 
os modelos chamados de híbridos. Tais modelos procuram conciliar o que se conhece a 
priori de um determinado processo, na descrição fenomenológica, com informações 
puramente empíricas, ajustadas a partir de dados experimentais. Tal ajuste pode ser feito de 
vários modos, sendo as redes neurais um dos mais atrativos, dado sua característica em 
captar não linearidades com relativa facilidade. Neste paradigma de modelagem - a 
modelagem híbrida, preserva-se o modelo determinístico derivado a partir das equações de 
balanço, equações de estado, condição de existência de equilíbrio químico e 
termodinâmico, etc., em uma formulação relativamente simplificada e utiliza-se redes 
neurais para modelar fenômenos ainda pouco conhecidos do processo ou fenômenos que 
acontecem de maneira mais ou menos imprevisível, sendo neste último caso uma 
componente estocástica do modelo. 
A aplicação da teoria de controle que leva em consideração um modelo do 
processo na forma não linear, no âmbito da Engenharia Química, é bem recente e tem se 
limitado a poucas aplicações a reatores químicos não isotérmicos. Devido à grande 
diversidade dos processos presentes na Engenharia Química, cada um com características 
específicas, há uma imensa lacuna na aplicação de teorias de controle avançado a estes 
processos. Há poucos estudos teóricos referentes à estabilidade e robustez em malha 
fechada dos mesmos e escassas também são as investigações experimentais. 
Tendo como base as considerações feitas acima, percebe-se claramente que há um 
fértil terreno de estudo no que se refere ao controle de processos químicos. Devido à 
natureza peculiar destes processos, a teoria de controle que considera modelos não lineares 
parece ser a mais conveniente quando tem se em mente o projeto de controle para tais 
processos, auxiliada por recentes desenvolvimentos na área de inteligência artificial, 
principalmente das redes neurais. Ademais, as redes neurais podem ser acopladas aos 
modelos determinísticos na chamada modelagem híbrida, provendo assim uma sistemática 
de modelagem na qual se possa estabelecer um forte compromisso entre representatividade 
do modelo e tempo computacional hábil, sem perda considerável de generalidade. Esta 
metodologia, além de útil no controle, tem mostrado alta potencialidade na inferenciação de 
variáveis de estado e no desenvolvimento dos soft sensors, principalmente na aplicação aos 
processos biotecnológicos. 
Três objetivos principais nortearam o desenvolvimento do presente trabalho: 
(1) sistematizar através de ampla revisão bibliográfica os métodos de identificação 
utilizando modelos empíricos paramétricas desenvolvidos para sistemas não 
lineares, com ênfase nas redes neurais artificiais (RNAs); 
(2) apresentar as principais estratégias de controle capazes de lidar com processos 
não lineares e que utilizam em sua formulação modelos empíricos do processo, 
com ênfase nas técnicas de controle preditivo baseado em modelo; 
(3) realizar a aplicação das técnicas de identificação e controle apresentadas em 
dois casos-estudo representativos da Engenharia Química e que apresentam 
certo de grau de complexidade em suas dinâmicas. 
O procedimento de investigação utilizado foi a simulação computacional 
utilizando um modelo fenomenológico dos processos considerados na obtenção da resposta 
dinâmica dos sistemas. Todas as simulações foram realizadas utilizando o software 
Matlab™. Optou-se por realizar as investigações apenas por simulação computacional para 
se permitir um maior aprofundamento nas teorias envolvidas, deixando para futuros 
trabalhos a investigação experimental das técnicas envolvidas e a comprovação (ou não) 
dos resultados obtidos. 
Ressalta-se o procedimento inédito utilizado neste trabalho que é a aplicação aos 
processos químicos de um modelo linear "extraído", em cada intervalo de amostragem, a 
partir do modelo neural previamente identificado. Esta estratégia garante uma constante 
atualização do modelo utilizado pelo controlador, que pode ser tanto na forma polinomial 
quanto na forma espaço de estados e evita a estimativa recursiva de parâmetros em modelos 
lineares, que é o procedimento normalmente utilizado quando se deseja atualizar 
periodicamente modelos de identificação. A estimativa recursiva tem a grande desvantagem 
da falta de garantia quanto a estabilidade do estimador, sendo comum a não convergência 
dos parâmetros. 
Os capítulos que se seguem foram organizados do seguinte modo: no Capítulo 2 
serão apresentados os diversos procedimentos disponíveis para identificação de sistemas 
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não lineares, seguindo um visão unificada. São igualmente revistos os principais conceitos 
da teoria de identificação de sistemas lineares. A ênfase será dada às redes neurais 
artificiais, e apresentam-se também as principais aplicações de identificação, relatadas na 
literatura, no âmbito da Engenharia Química. No Capítulo 3 são apresentadas as principais 
técnicas de controle de sistemas não lineares, com extensa revisão da literatura acerca das 
investigações por simulação e experimentais que têm sido relatadas. As técnicas 
consideradas foram: controle clássico; controle com modelo inverso do processo; controle 
por geometria diferencial; controle adaptativo por alocação de pólos; controle preditivo 
baseado em modelo e controle neural-nebuloso. No Capítulo 4 apresenta-se de modo 
detalhado a identificação e o controle de um sistema reacional constituído de dois reatores 
tanque agitados, processando reação exotérmica, de primeira ordem e com troca térmica. 
Este processo é um benchmarldng nas investigações de controle não linear e apresenta uma 
dinâmica complexa, com multiplicidade de estados estacionários e altas não linearidades 
estáticas e dinâmicas. Nas investigações realizadas, considerou-se apenas o caso no qual há 
uma entrada e uma saída (SISO), sendo que as redes neurais artificiais na forma NNARX 
foram utilizadas na identificação da dinâmica direta e inversa do processo. V árias 
estratégias de controle utilizando os modelos neurais foram consideradas, sendo os 
melhores resultados obtidos para aquelas que utilizam estratégias preditivas. No Capítulo 5 
apresenta-se uma ampla revisão bibliográfica acerca da modelagem, identificação e 
controle de evaporadores. Posteriormente, considerou-se um evaporador de duplo efeito, 
em escala piloto, com três entradas e três saídas (MIMO), o qual foi identificado utilizando 
redes neurais artificiais na forma NNARX e NNSSIF. O controle deste sistema foi efetuado 
utilizando controle clássico PI e controle preditivo baseado em modelo linear na forma 
espaço de estados. O modelo linear foi obtido através de linearização utilizando Série de 
Taylor, a partir do modelo fenomenológico e também a partir do modelo neural. 
Finalmente, no Capítulo 6, são apresentadas as conclusões finais e as sugestões para 
prosseguimento das investigações tratadas neste trabalho. 
Capítulo 2 
IDENTIFICAÇÃO DE SISTEMAS NÃO 
LINEARES 
2 IDENTIFICAÇÃO DE SISTEMAS NÃO LINEARES 
2.1 INTRODUÇÃO 
A identificação de sistemas está relacionada com o problema de se construir um 
modelo matemático para um sistema dinâmico, baseado em dados observados desse 
sistema. Trata-se portanto da construção de um modelo empírico, contrapondo-se aos 
modelos fenomenológicos, derivados a partir da descrição dos fenômenos envolvidos no 
processo e em geral advindos de balanços de massa, energia e quantidade de movimento, 
complementados por relações empíricas (equação de taxas de reação, relações 
termodinâmicas, correlações, etc.). 
A necessidade de se dispor de um modelo matemático que descreva a dinãmica de 
um processo surge com as estratégias de controle avançado, nas quais esse modelo terá 
importante papel na ação de controle. Apesar dos modelos fenomenológicos apresentarem 
uma descrição mais detalhada do processo quando comparado aos modelos empíricos, não 
raro são constituídos de sistemas de equações matemáticas portando certo grau de 
complexidade, requerendo relativo esforço e tempo computacional na sua solução, tomando 
seu emprego em tempo real ainda limitado. Evidentemente, o constante aprimoramento das 
estruturas de "hardware" dos computadores utilizados como controladores tende a diminuir 
tal limitação 1• 
Além da complexidade do modelo fenomenológico, outro fator que limita de certo 
modo seu emprego é o seu processo de desenvolvimento para um dado processo. O modelo 
empírico não exige um entendimento aprofundado desse, tornando a metodologia de 
desenvolvimento do modelo mais acessível àqueles que não possuem suficiente 
familiaridade com os fenômenos responsáveis pelos diferentes comportamentos exibidos 
em um processo real. Além disso, se um modelo empírico atende às necessidades de 
controle, levando o processo em malha fechada a ter o desempenho requerido, sob o ponto 
de vista de controle não há necessidade de se modelos mais complexos . 
Uma outra vantagem dos modelos empíricos é que se pode especificar 
explicitamente a complexidade do modelo, permitindo até certo ponto o controle do grau de 
1 Nem todos os controladores são digitais, ou seja, utilizam computadores; entretanto, a ênfase aqui será no 
controle digital, pois constitui-se na classe de controlador mais comum nas indústrias químicas e correlatas. 
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complexidade do problema de controle resultante (HENSON E SEBORG, 1997). 
Os modelos empíricos podem ser contínuos e discretos; lineares ou não lineares; 
monovariáveis ou multivariáveis; determinísticos ou estocásticos; invariantes ou variantes 
no tempo. Ao longo deste capítulo, diferentes modelos empíricos serão apresentados, 
permitindo uma melhor compreensão dos mesmos e sua utilização nas diferentes estratégias 
de controle. 
O processo de identificação de sistemas é quase uma arte, sendo um processo 
iterativo, conforme proposto por Ljung (LJUNG, 1987). Segundo esse autor, o 
procedimento para determinar um modelo de um sistema dinâmico a partir dos dados de 
entrada-saída de um sistema, envolve três ingredientes básicos: 
• os dados de entrada-saída; 
• um conjunto de modelos candidatos (a estrutura do modelo); 
• um critério de seleção de um modelo particular no conjunto, baseado na 
informação advinda dos dados (método de identificação). 
O processo de identificação consiste então em se repetir as etapas de seleção da 
estrutura do modelo, cálculo do melhor modelo na estrutura escolhida e avaliar se as 
propriedades do modelo são satisfatórias. Este ciclo pode ser melhor descrito como sendo: 
I. Projetar um experimento e coletar os dados de entrada-saída do processo a ser 
identificado; 
2. Examinar os dados; "polir" os dados de tal forma a remover tendências e 
pontos discrepantes, selecionar porções úteis dos dados originais e filtrar os 
dados a fim de se melhorar freqüências importantes; 
3. Selecionar e definir uma estrutura de modelo - um conjunto de candidatos à 
descrição do sistema dentro da qual um modelo será encontrado; 
4. Calcular o melhor modelo na estrutura escolhida de acordo com os dados de 
entrada-saída e um dado critério de ajuste; 
5. Examinar as propriedades do modelo obtido; 
6. Se o modelo é bom o suficiente, então parar o processo de identificação; caso 
contrário, retomar à etapa 3 e tentar outro conjunto de modelos. Pode-se tentar 
também outro método de estimativa (etapa 4) ou tentar melhorar os dados de 
entrada-saída (etapa 1 e 2). 
Apesar desses itens parecerem óbvios, a correta observância desse procedimento 
permite o desenvolvimento de uma habilidade no desenvolvimento de modelos empíricos, 
tornando tal procedimento uma rotina racional e exitosa. Caso contrário, o processo de 
identificação transforma-se numa tarefa árdua de se encontrar uma agulha perdida em um 
palheiro, já que há centenas de possíveis modelos candidatos à descrição do processo, com 
inúmeras possibilidades de estrutura, tornando não raro a identificação um procedimento 
frustrante e consumidor de grande parcela de tempo. Além disso, um bom conhecimento a 
respeito do sistema a identificar facilita muito o trabalho. 
Importantes questões tais como uso que vai ser feito do modelo resultante, escolha 
do sinal de entrada (excitação persistente, escolha da amplitude, freqüência da variação do 
sinal, número de dados experimentais, tempo de amostragem, introdução de sinal externo 
em identificação em malha fechada), polimento e filtragem dos dados, devem ser 
consideradas de modo conveniente e há ampla literatura relativa a estes itens (LJUNG & 
SODERSTROM, 1983; GOODWIN & SIN, 1984; LJUNG, 1987; LJUNG & GLAD, 
1994), e está além dos objetivos deste trabalho tratar com detalhe estes tópicos. 
O conhecimento prévio que se dispõe acerca de um processo permite classificar 
tais processos em três níveis, segundo o modelo que o descreve (SJOBERG et al., 1995): 
• modelos caixa-branca ("white-box models"). Este é o caso quando um 
modelo é perfeitamente conhecido, sendo possível sua elaboração totalmente a 
partir de conhecimentos prévios e "insight" fisico. 
• modelos caixa-cinza ("gray-box models"). Este é o caso quando há um certo 
conhecimento fisico do processo, mas vários parâmetros permanecem para 
serem determinados a partir dos dados observados. 
• modelos caixa-preta ("black-box models"). Nenhum conhecimento fisico "a 
priori" está disponível ou é utilizado, mas a estrutura do modelo escolhida 
pertence à famílias que são conhecidas por apresentarem boa flexibilidade e 
foram utilizadas com sucesso no passado. 
Como a maioria das estratégias de controle utilizam modelos na forma caixa-preta, 
11 
maior ênfase será dada nesta classe, embora os modelos caixa-cinza vêm recebendo muita 
atenção recentemente, sendo enquadrados nos chamados modelos lu'bridos, utilizando 
principalmente redes neurais na descrição das partes desconhecidas do processo 
(PSICHOGIOS & UNGAR, 1992; ZORZETTO et al., 2000). 
O presente capítulo está assim estruturado: inicialmente faz-se uma síntese do 
procedímento de identificação de sistemas lineares, que é a base para a compreensão da 
identificação dos sistemas não lineares; em seguida, descreve-se os principaís métodos 
apresentados na literatura para a identificação de sistemas não lineares contínuos e 
discretos; finalmente é dada uma atenção particular à identificação de sistemas não lineares 
utilizando redes neurais, já que este será o método enfatizado neste trabalho; nas conclusões 
são reapresentados de forma resumida os conceitos mais importantes no procedimento de 
identificação de sistemas não lineares. 
2.2 ESTRUTURAS CAIXA-PRETA NÃO LINEARES 
A utilização de modelos discretos na identificação de sistemas é mais comum pois 
os dados experimentaís são recolhidos via de regra através de um procedimento de 
amostragem. O problema da identificação de sistemas pode ser posto da seguinte maneira 
(SJÓBERG et al., 1995): 
a partir dos dados de entrada u(t) e saída y(t) observados de um sistema dinâmico 
u'= [ u(I) u( 2) 
y' = [ y(J) y( 2) 
u(t)} 
y(t)] 
2. 1 
2- 2 
procura-se uma relação entre as observações passadas [ u'-1 ,y'-1 ] e as saídas futuras 
y(t): 
2- 3 
O termo aditivo v(t) envolve o fato de que a próxima saída y(t) não será uma 
função exata dos dados pretéritos ou passados. Entretanto, o objetivo é ter v(t) pequeno, de 
tal modo que g( ut-J, y'-1 ) possa ser uma boa predição de y(t) dados os dados pretéritos. O 
modelo da 2 - 3 descreve sistemas dinâmicos discretos, lineares e não lineares (modelo 
genérico), e engloba evidentemente sistemas no estado estacionário (ou estáticos), já que 
são casos particulares dos sistemas dinâmicos. 
A primeira questão que surge é: como encontrar a função g na Eq. 2- 3? Devemos 
procurá-la dentro de uma família de funções. Para tal, parametriza-se essa família de 
funções com um vetor de parãmetros e de dimensão finiti: 
( t-1 t-1 e) g u ,y ' 2- 4 
Uma vez que a estrutura de parametrização foi escolhida e o conjunto de dados observados 
coletados [ uN, yN], a qualidade de e pode, por exemplo, ser avaliada por meio do ajuste 
entre o modelo e os dados disponíveis: 
N 2 
Illy(t)- g(u'-1 ,y'-1 ,eJII 2- 5 
I= f 
A norma e a maneira de se encontrar (ou tentar encontrar) o mínimo em e pode diferir de 
um procedimento para outro, mas a maioria dos esquemas em identificação de sistemas 
segue este conceito exposto. 
A família de modelos descrita pela Eq. 2 - 4 é bem genérica, e mostra-se útil 
escrever g como uma concatenação de dois mapeamentos: (I) um que considera o crescente 
número de observações pretéritas u', / e as mapeia dentro de um vetor de dimensões finitas 
cp(t) (ou de dimensões fixas) e (2) outro que considera este vetor no espaço das saídas: 
g(u'-1 ,y'-1 ,e)= g(cp(t),e) 2- 6 
onde 
2- 7 
Chama-se este vetor de vetor de regressão ou vetor regresso r, e seus componentes serão 
referidos como regressares. Um caso ainda mais genérico é obtido se a formação do 
regressar for também parametrizado: 
<p( t) = <p( u'-1, y'-1, TJ) 2- 8 
o qual pode ser escrito por brevidade como sendo cp(t,T]). Algumas vezes TJ= e, i.e., o vetor 
de regressão depende de todos os parãmetros do modelo. Por simplicidade, o argumento 
extra TJ é omitido na maioria das vezes, quando não é essencial para a compressão da 
discussão. 
2 Isto se constimi usualmente em uma aproximação para g. Na verdade, o principal problema da identificação 
consiste em como proceder a uma boa parametrização e em como lidar com a mesma. 
A escolha do mapeamento não linear na Eq. 2 - 4, foi então decomposto em dois 
subproblemas para os sistemas dinãmicos: 
(i) como escolher o vetor de regressão <p(t), a partir dos dados pretéritos de entrada e 
saída; 
(ii) como escolher o mapeamento não linear g( <p) a partir do espaço de regressão para o 
espaço de saída. 
Estes dois subproblemas serão o objeto de discussão nas secções que se seguem. 
Inicialmente revisita o problema de identificação de sistemas lineares, pois o tratamento 
dado aos sistemas não lineares consiste em uma ampliação a tal procedimento. 
2.3 IDENTIFICAÇÃO DE SISTEMAS LINEARES 
2.3.1 REVISÃO DOS MODELOS CAIXA-PRETA LINEARES 
Para sistemas lineares, o modelo dinãmico mais simples é o modelo resposta a um 
impulso finito (FIR- "Finite Impulse Response"): 
y(t) = B( q)u(t) + e{t) 
= b1u(t-1) + ... + b.u(t-n)+ e(t) 
2- 9 
Onde: 
q ... operador deslocamento 
B( q) ... polinômio em q-1 
O preditor correspondente Y( tI e)= B( q )u( t) é então baseado no vetor regresso r: 
<p(t) = [u(t-1) u(t-2) ... u(t-n)} 2- 10 
A medida que n tende ao infinito, pode-se descrever a dinãmica de qualquer sistema linear. 
Entretanto, o caráter do termo de ruído e(t) não será modelado neste procedimento. 
As estruturas paramétricas lineares caixa-preta utilizadas na prática são todas 
variações de 2 - 9, usando diferentes maneiras de se alocar os "pólos" do sistema e 
diferentes maneiras de se descrever as caracteristicas do ruído. Todos estes modelos 
(paramétricos) podem ser resumidos pela família geral (LJUNG, 1987): 
A( q)y(t) = B( q) u(t- nk) +C( q) e(t) 
F(q) D(q) 2- 11 
onde: 
2- 12 
B( ) b b -1 b -nb+l q = I + 2q + ''' + nbq 2- 13 
2- 14 
2- 15 
2- 16 
q·l y(k) = y(k -1) 2- 17 
Os casos especiais da Eq. 2 - 11 são conhecidos como: 
• modelo Box-Jenkins (BJ): A= 1; 
• modelo ARMAX (AutoRegressive Moving Average with eXogeneus 
variable): F= D = 1; 
• modelo erro-saída OE ("Ouput Error"): A= C= D = 1; 
• modelo ARX (AutoRegressive with eXogeneus variable ): F= C = D = I 
O mesmo tipo de família de modelos pode ser definida para sistemas com um 
número arbitrário de entradas nu: 
A(q)y(t)= BJq) u (t-nk )+ ... + B.Jq) u (t-nk )+ C(q) e(t) 
F/q) I I F.Jq) "" nu D{q} 2- 18 
O preditor associado à Eq. 2 - 11 pode ser dado na forma regressão "pseudo-linear" como 
sendo: 
2- 19 
Os regressares, i.e., os componentes de (jl( t,e ), são neste caso geral dados por: 
(i) u(t-k) (associados com o polinômio B); 
(ii) y(t-k) (associados com o polinômio A); 
(iii) Yu ( t- k I e), saídas simuladas a partir de u passados somente (associados 
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com o polinômio F); 
(i v) r.( t - k) = y( t- k)- jJ( t - k 18) , erro predito (associado com o polinômio 
C); 
(v) r.Jt-k) = y(t -k)- yJt -k I8J, erros de simulação (associados com o 
polinômio D). 
Deve-se notar que no caso de A* 1 "a saída simulada" refere-se à quantidade A(q)y(t). 
Um modelo linear na forma espaço de estados na forma de predição 
x(t+l) = Ax(t) + Bu(t) + K[y(t) -Cx(tJ] 
y(t) = Cx(t)+e(t) 2- 20 
também pode ser descrito como uma regressão pseudo-linear (Eq. 2- 11), com o preditor 
jJ( t 18) = Cx( t), e os estados x como sendo os regressores. Notar que cada componente em 
x(t) é obtido por filtragem linear das entradas e saídas passadas, cujo filtro depende de 8 
(i.e., das matrizes A, B, C e K): 
x;( t) =F," ( q,8 )u( t) + F,Y ( q,8 )y(t) 2- 21 
Se K = O, então F,Y ( q, 8) =O, e tem-se o modelo na forma erro da saída. 
A diferença essencial entre os regressores na forma entrada-saída e espaço de 
estados descritos anteriormente é que o primeiro contem blocos do mesmo regressor, 
deslocados no tempo um certo número de passos. Regressores na forma espaço de estados 
são portanto menos restritos na sua estrutura interna. Isto implica que seja possível obter 
um modelo mais eficiente com um menor número de regressores usando um modelo na 
forma espaço de estados. Modelos na forma espaço de estados conectados com redes 
neurais são também apresentados na literatura. 
Para sistemas lineares, as duas classes de modelos mais populares são o somatório 
de convolução e a equação de diferenças finitas. 
2.3.2 ESTIMATIVA DOS PARÂMETROS DO MODELO LINEAR 
Os parâmetros de um modelo podem ser determinados via métodos de otimização, 
sendo um dos mais populares o Método dos Mínimos Quadrados (MMQ). Existem várias 
alternativas que visam adaptar este método a diversas situações (casos não lineares, 
ortogonalização, etc.). Assumindo que um dado conjunto (finito) z: de pares de regressor 
-saída (medidos) na forma: 
z; = {(y(t J,<p( t J): t = I ..... N} 2- 22 
z; é chamado de conjunto de dados de estimação ("estimation data set"), pois a 
estimativa dos parâmetros do modelo será realizada a partir do mesmo. A maneira mais 
comum de estimar e é minimizar o erro entre a saída do modelo e a saida medida usando 
Z: , como estabelecido na 2 - 5: 
2- 23 
Para sistemas lineares é possível escrever y(t) como sendo o modelo de regressão 
(ÀSTRÜM & WITTENMARK, 1995): 
y(tJ = <pr (t -J)e 2- 24 
A estimativa dos parâmetros pode ser feita aplicando o método dos mínimos quadrados: 
2- 25 
equação válida para <PT<P não singular e que minimiza a seguinte função: 
v(e,t) =.!_ ±(y(i)-<pr (iJe)' 
2 i:} 
2- 26 
onde: 
<P= : e Y(t)=(y(l) [ 
<pr(n) l 
<pT(t-J) 
y(2J ... y(tJY 
Quando <PT<P apresenta singularidade (ausência de inversa ou determinante zero), 
o que é comum quando se trabalha com dados experimentais ou dados obtidos de plantas 
químicas, há procedimentos específicos para se lidar com tal singularidade, como por 
exemplo o método OLS (Orthogonal Least-Squares) (BILLINGS et al., 1989), e o método 
SVD (Singular Value Decomposition) (STRANG, 1988). 
Os parâmetros podem também ser calculados de forma recursiva : 
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ÉJ(t) = ÉJ(t-1) + P(t)<p(t -1)E(t) 2- 27 
P(t) = !_(P(t _ 1) _ P(t-1)<p(t -1)<pr (t -1)P(t -1)J À À+<pr (t-l)P(t-l)<p(t-1) 2- 28 
onde e, <p e E são diferentes expressões de acordo com o método adotado. Uma descrição 
completa do problema da identificação de sistemas lineares com finalidades de aplicação 
em controle de processos é encontrada em ÁSTRÓM & WITTENMARK (1995). 
2.4 IDENTIFICAÇÃO DE SISTEMAS NÃO LINEARES- VISÃO UNIFICADA 
2.4.1 ESTRUTURAS DE MODELOS PARA IDENTIFICAÇÃO NÃO LINEAR 
Em contraste com a Eq. 2 - 19, válida para sistemas lineares, para o caso de 
sistemas não lineares tem-se estruturas da forma: 
Y(t 1 e)= g(<p(t),e) 2- 29 
onde g é alguma função não linear parametrizada por e, sendo os componentes de <p(t) 
similar ao regressor descrito anteriormente. Para o caso entrada-saída, os dois primeiros 
elementos, u(t-k) e y(t-k), são variáveis medidas e não causam problemas. As três 
remanescentes são todas baseadas nas saídas prévias do modelo caixa-preta Y( t- k I e), de 
tal forma que se necessita escrever <p(t, e) ao invés de <p(t) na Eq. 2 - 29. A questão que 
surge é como a sai da simulada Yu ( t - k 1 e) é calculada se o modelo não linear produz 
sai das preditas Y( t- k I e). A resposta é que a saída do modelo dado pela Eq. 2 - 29 é igual 
a Yu (tI e) se todas as saídas medidas y(t-k) nos regressores forem substituídas pela última 
saída calculada Yu(t -k I e). 
Seguindo a nomenclatura para modelos lineares, é natural nomear os modelos não 
lineares de modo similar, conforme segue: 
• Modelos NFIR, os quais utilizam somente u(t-k) como regressor; 
• Modelos NARX, os quais utilizam u(t-k) e y(t-k) como regressores; 
• Modelos NOE, os quais utilizam u(t-k) e y J t- k I e) como regressores; neste 
caso a saída do modelo é também Yu ( t I e) ; 
• Modelos NARMAX, os quais utilizam u(t-k), y(t-k) e s(t-kl (}) como 
regressores; 
• Modelos NBJ, os quais utilizam u(t-k), ji(t-kie), s(t-kiB) e cJt-kle) 
como regressares; neste caso a saída simulada Yu é obtida como a saída dada 
por Eq. 2- 29, usando a mesma estrutura, substituindo E e Eu por zeros no vetor 
regresso r <p( t, e); 
• Modelos espaço de estados não lineares, os quais utilizam componentes 
passados de saídas virtuais, i.e., valores de sinais nos nodos internos da rede 
(modelo) que não correspondem à variável de saída. 
As estruturas de modelo NOE, NBJ e NARMAX assim como os modelos na forma 
espaço de estados não lineares, correspondem às estruturas recorrentes, pois parte do vetor 
regressor consiste de saídas passadas do próprio modelo. Tal classe de modelos pode 
apresentar problemas de instabilidade no procedimento de identificação, além do fato de 
exigirem um esforço maior no cálculo do gradiente na estimativa dos parâmetros 
(SJOBERG et ai., 1995). 
Em NARENDRA & PARTHASARATHY (1990) é sugerido um modelo que utiliza 
redes neurais da seguinte forma: 
2- 30 
onde <p J t) consiste de saídas atrasadas e <p 2 ( t) de entradas atrasadas. As funções 
parametrizadas f e g podem ser escolhidas como sendo lineares ou não lineares utilizando 
convenientes redes neurais. A principal motivação no desenvolvimento desta estrutura de 
modelo é que se toma fácil desenvolver controladores a partir do mesmo, como será 
mostrado no próximo capítulo. 
2.4.2 POSSIBILIDADES DE MAPEAMENTO NÃO LINEAR 
Há inúmeras possibilidades de escolha para o mapeamento não linear representado 
por g( <p, e) para o qual dado qualquer e em \lld para gjP. Até este ponto, não importou como 
o vetor regresor <p = [<p 1 ... <p d Y foi construído. Ele é apenas um vetor que está em \lld. 
É natural pensar em uma família de funções parametrizadas como sendo expansões 
de funções na forma: 
2- 31 
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Nesta equação, gk são chamadas de funções de base, devido ao papel que desempenham na 
2 - 31 ser similar àquele de uma base funcional espacial. A escolha de diferentes funções de 
base, junto com todas as possibilidades de escolha do vetor regressor <p apresentado 
anteriormente, desempenha o papel de um procedimento unificado para investigação da 
maioria das estruturas de modelo caixa-preta não lineares conhecidos. Este procedimento 
unificado foi proposto por SJÓBERG et al. (1995). 
A questão principal agora é a escolha da função de base gk. A maioria dos modelos 
caixa-preta bem conhecidos são compostos de gk obtida pela parametrização de uma 
'função de base geratriz' que genericamente denota-se por K(x). Em tais situações escreve-se 
de modo genérico: 
2- 32 
a última equação é interpretada de modo simbólico e será mais detalhada a seguir. 13k e Yk 
denotam parâmetros de diferente natureza. Tipicamente, 13k está relacionado com um 
escalar e com alguma propriedade direcional de g k ( <p) , e Yk é alguma posição ou 
parâmetro de translação. 
Exemplo: se K(x) = cos x, então 2 - 31 e 32 serão a expansão em série de Fourier, com 13k 
como sendo as freqüências e como Yk sendo as fases. 
Duas classes de funções de base simples são consideradas, dependendo de sua 
natureza: 
• funções de base locais: são funções tendo seu gradiente limitado em certo 
intervalo3, ou seja, suas variações ocorrem somente em certo intervalo; um 
exemplo deste tipo de função é a função sigmóide: 
K(x) = cr(x) 1 2- 33 
• funções de base globais: são funções tendo seu gradiente infinitamente 
espalhado (finito ou não). A série de Fourier é um exemplo de função de base 
global; 
3 Há outras classificações que não são baseadas no gradiente e uma mesma fimção pode ser classificada como 
sendo de base local ou de base global, dependendo da classificação adotada. 
No caso de dimensões múltiplas ( d > 1 ), gk são funções multivariáveis. Na prática, são 
frequentemente construídas a partir de funções K de variável simples. Os três métodos mais 
comuns de construção de funções de base multivariáveis a partir de funções de base 
monovariável são: 
1. Produto tenso ria!. Dadas d funções de variável simples g1 ( q> 1), ••• , gd( (jld) 
(idênticas ou não), a construção de funções de base multivariáveis por produto 
tensorial é dado por seus produtos g1 ( (jli) ... gd( (jld). 
2. Construções radiais. Para qualquer função K monovariável, a construção radial 
de funções de base multivariáveis de q> E \Rd, tem a forma: 
2- 34 
onde jj•jjp, denota qualquer norma escolhida dentro do espaço do vetor de regressão q>. A 
norma pode ser por exemplo uma norma quadrática 
2- 35 
com ~k como uma possível matriz definida positiva, dependente de k, com parâmetros 
dilatados. Em casos simples ~k pode ser somente versões escalonadas de matriz identidade. 
3. Construções "ridge"4• Seja K qualquer função monovariável. Então, para 
qualquer ~k E \Rd, Yk E \R, uma função "ridge" é dada por: 
2- 36 
A função "ridge" é constante para qualquer (jl no subespaço { (jl E \Rd: ~r (jl = cte } . 
Uma vez apresentados as idéias básicas, pode-se estabelecer conexões entre essas 
idéias e as estruturas comumente encontradas na identificação não linear. 
• Wavelets. Exemplo de uma função de base local; a função de base geratriz é 
chamada de mother wavelet e denotada por lf/ ao invés de K. 
4 Ridge: palavra que em inglês significa "crista" (de uma onda do mar, de uma montanha, etc.) 
• Wavelets e Redes Neurais de Base Radial. A escolha de funções de base locais 
em combinação com construções radiais no caso multivariável, sem qualquer 
ortogonalização, é encontrada tanto em redes wavelets quanto em redes neurais 
de base radial. 
• Estimadores "Kernel". Outro exemplo bem conhecido do uso de funções de 
base locais. Uma função "kemel" K(.) é tipicamente uma função na forma de 
sino, e o estimador "kernel" tem a forma: 
2- 37 
onde h é um número positivo pequeno e Yk são pontos dados no espaço do vetor regressor 
<p. 
• Interpolações (vizinhança próxima). Modelos que produzem saídas 
dependendo de dados estimados na proximidade e modelos de interpolações 
também podem ser descritos como expansões em funções de base. 
• "Splines B" . Polinômios contínuos por partes que são funções de base locais. 
As conexões das partes de polinômios possuem derivadas contínuas até certa 
ordem, dependendo do grau do polinômio. "Splines" são funções muito úteis, 
pois exigem pouco esforço computacional e podem ser tão suaves quanto se 
queira. Por essas razões têm sido extensivamente utilizadas em problemas 
clássicos de interpolação. 
• Redes neurais sigmoidais. A combinação do modelo de expansão (2- 31), 
com a expansão "ridge" (2 36), juntamente com uma função sigmoidal (2 -
33) para função geratriz, fornece as bem conhecidas redes neuraisfeedforward 
sigmoidais, com uma camada oculta. 
• Hiperplanos dobradiços. O modelo dos planos dobradiços é relacionado bem 
de perto com as redes neurais, e corresponde à escolha da função dobradiça ao 
invés da sigmoidal para função de base geratriz K. A função dobradiça tem a 
forma de um "livro aberto" e é definida por: 
onde ll+ e l são vetores e 13· e y" são escalares. 
• Modelos nebulosos ("Fuzzy"). Os modelos nebulosos também pertencem à 
estrutura de modelos da classe dada pela Eq. 2 - 31. Neste caso, as funções de 
base gk são construídas a partir do conjunto de funções nebulosas e regras 
inferenciais. 
Outras estruturas menos comuns são "Projection pursuit regression", mínimos quadrados 
parciais, dentre outras. 
Até o momento as estruturas de modelos foram vistas como expansões em funções 
de base, apesar de funções de base ajustáveis. Tais estruturas são referidas como sendo 
redes ("networks"), pois uma função de base geratriz K é repetida um grande número de 
vezes na expansão. Neste contexto, há dois tipos principais de redes: redes multicamadas 
feedforward e redes recorrentes. 
Nas redes multicamadasfeedforward as saída de uma camada são agrupadas para 
formar um novo vetor regressor que será alimentado à camada posterior. A camada que 
possui saídas que não são vistas de modo explícito, mas sim utilizadas como entradas para a 
camada posterior, é chamada de camada oculta ("hidden layer"). O número de camadas 
ocultas pode variar de acordo com as necessidades de ajuste, aumentando assim a 
complexidade e possibilidades do mapeamento não linear, tomando, no entanto, mais dificil 
a etapa de "aprendizado" (ajuste da estrutura proposta ao conjunto regressor de 
treinamento). A questão de quantas camadas utilizar não é simples de ser respondida. Em 
tese, com suficiente número de funções de base, uma camada oculta seria suficiente para 
modelar a maioria dos sistemas práticos, como foi mostrado no trabalho clássico de 
CYBENKO (1989), citado como referência sine qua non quando o assunto é a utilização de 
estruturas de redes no mapeamento linear e não linear. Outros pesquisadores apresentaram 
posteriormente resultados semelhantes, validando tal tese, hoje aceita universalmente. 
Nas redes recorrentes, outro tipo muito importante de redes, principalmente na 
identificação de sistemas dinâmicos, alguns dos regressores usados no tempo t são saídas da 
estrutura de modelo nos instantes de tempo anteriores: 
<p k (t) = g(<p(t- k ), e) 2- 38 
Pode ser também o caso de algum componente <pj(t) do regressor no tempo t ser obtido 
23 
como um valor de um nodo interior (não apenas da camada de saída) de um instante de 
tempo anterior. Esta configuração é mais comum nas redes baseadas em espaço de estados, 
enquanto que o caso da realimentação a partir da camada de saída é mais comum em redes 
na forma entrada-saída. Tal regressor dependente do modelo toma a estrutura 
consideravelmente mais complexa, mas oferece ao mesmo tempo maior flexibilidade de 
mapeamento. 
A ( dificil) tarefa de encontrar uma descrição não linear, na forma de caixa-preta, foi 
reduzida até o momento aos seguintes subproblemas: 
1. Selecionar o vetor regressor <p; 
2. Selecionar uma função de base geratriz e escalar K; 
3. Permitir que a expansão desta função geratriz no espaço do regressor seja tanto do tipo 
radial (2 - 34) ou quanto do tipo "ridge" (2 - 36), ou possivelmente ser uma função 
específica multidimensional; 
4. Determinar o número de funções de base a ser usado em (2 - 31 ), assim como o número 
de camadas ocultas (ou intermediárias); 
5. Determinar o valor da dilação e parâmetros locais Pk e yk; 
6. Determinar os parâmetros de coordenação na Eq. 2 - 31. 
2.4.3 ESTIMATIVA E PROPRIEDADES DO MODELO 
Diversas técnicas diferentes têm sido desenvolvidas para estimativa de modelos. Antes de 
abordá-las, alguns aspectos básicos e genéricos que afetam as propriedades do modelo 
serão apresentadas. Tais propriedades possuem importantes implicações tanto na escolha 
das funções de base, quanto no processo de estimativa utilizado . 
Considere o modelo genérico caixa-preta: 
" 
y(t J ""g(<p(t ).e)= 2:Ukgk (<Jl(t ),pk) 2- 39 
k=l 
no qual os parâmetros Yk previamente usados foram incluídos em Pk por brevidade na 
discussão que se segue. Após escolhidas as funções de base gk, o principal objetivo da 
estimativa do modelo é a escolha dos parâmetros de tal forma que o ajuste do modelo toma-
se razoável. Assumindo que um conjunto finito de pares regressor-saída z; (medido) seja 
dado: 
z: ={(y(t),<p(t)):t=l, ... ,N} 2- 40 
O conjunto z; é referido como sendo o conjunto de dados de estimativa pois o processo 
de estimativa dos parâmetros irá se basear no mesmo. Notar que todos ou parte dos 
parâmetros 8 (i.e., ak, ~k) devem ser estimados a partir do conjunto de dados z;, 
dependendo da escolha das funções de base e do método de estimativa. O número real de 
parâmetros a serem estimados, dim 8, será denotado por m. 
O método mais comum de estimativa de 8 será a minimização do erro entre a saída 
do modelo e a saída medida usando z;, da seguinte forma: 
2- 41 
Supor que o dado real possa ser descrito por: 
y(t) = g 0 ( <p(t )) + e(t) 2- 42 
onde g0 é algum "modelo real" desconhecido e e(t) é um ruído branco com variância À. A 
estimativa de 8 baseado em z; será denotada por êN. Deseja-se então que g0(ip) e 
g( <p( t ), 8( t )) seja tão próximo quanto possível. Esse grau de proximidade é chamado de 
"qualidade do modelo" e há vários métodos de se avaliar tal qualidade, dependendo da 
aplicação considerada. Dentre esses métodos, há a medida do ajuste entre qualquer modelo 
8 dado e o verdadeiro sistema dada por: 
2- 43 
Na expressão anterior o regressor <p(t) é assumido como sendo um processo estacionário. 
Para a maioria das finalidades práticas e sob condições quase gerais, a medida anterior pode 
ser interpretada como sendo a média da amostra: 
2- 44 
A medida V depende das propriedades do regressar. O que denomina um "bom modelo" 
dependerá de qual seqüência de regressor a que a medida será aplicada. Dentro de uma 
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estrutura de modelo dada, parametrizada por e de dimensão m, pode-se definir o melhor 
modelo de acordo com a qualidade da medida escolhida: 
e.(mJ=arg minfl(e) 
B 
2- 45 
Para medir a qualidade de um dado modelo ê N , deveremos utilizar 
2- 46 
A esperança E é com relação ao modelo ê N • A medida dada por 2 - 46 descreve o ajuste 
esperado do modelo ao sistema real, quando aplicado a um novo conjunto de dados, com 
as mesmas propriedades (distribuição) dos regressares <p, chamado de "conjunto de teste" 
ou "conjunto de validação". Para maiores detalhes acerca da avaliação da qualidade do 
modelo, incluindo uma discussão acerca das origens e desvantagens do ajuste excessivo 
(overjitting), gerando parâmetros ditos espúrios, consultar o Capítulo 16 de LJUNG (1987). 
A minimização do número de parâmetros m pode ser feita de modo quase intuitivo 
através da tentativa de uma seqüência de modelos, com m aumentando, e estimando v.(.) 
pelo teste do mesmo aplicado ao conjunto de validação; uma outra alternativa é modificar a 
perda obtida nos dados de estimativa (essência dos critérios Akaike AIC e FPE ). Como 
este procedimento pode levar a um teste quase infinito de casos, o procedimento mais usual 
é "oferecer" uma estrutura de modelo com grande número de parâmetros e então tentar 
decidir quais são realmente importantes - não espúrios - e utilizar somente esses. O 
número m deste modo quantificará apenas os parâmetros realmente utilizados. Algumas 
possibilidades para se alcançar este objetivo: 
• Regularização: Adota-se um critério que penaliza os parâmetros do modelo e 
então distingue-se aqueles que possuem maior ou menor importância; os 
parâmetros espúrios são então desconsiderados; 
• Omissão de funções de base: a escolha dos regressores é feita de modo 
cuidadoso, guiado pelos dados. Uma variante deste procedimento é o 
"encolhimento" (shrinking), segundo o qual componentes de e N que estão 
abaixo de certo "nível de ruído" são igualados a zero. Excelentes resultados 
foram encontrados para "wavelets". O método equivalente ao encolhimento em 
conexão com as redes neurais é chamado de "poda"5 (prunning) e tem atraído 
bastante atenção dos pesquisadores ultimamente (veja o item específico sobre o 
procedimento de podagem em redes neurais neste capítulo: Simplificação e 
Critérios de Validação do Modelo Identificado). 
2.4.4 ALGORITMOS DE ESTIMATIVA DOS PARÂMETROS 
O problema da estimativa dos parâmetros pode ser posto da seguinte forma: Para 
um dado número n de funções de base gk escolhidas, como estimar os parâmetros 
desconhecidos do modelo? Há dois métodos principais considerados na estimativa dos 
parâmetros do modelo de mapeamento: métodos de otimização e métodos construtivos. 
MÉTODOS DE OTIMIZAÇÃO: Dado um critério de avaliação escalar, a 
estimativa dos parâmetros é definida como sendo a minimização do argumento: 
2- 47 
A estimativa das funções desconhecidas será então: 
2- 48 
Algumas vezes utiliza-se uma norma não quadrática, geral, ao invés de 2 - 41 : 
j N 
VN(8) =-IC(s(t),8), 
N /o} 2- 49 
s(t,8) = y(t)- g(cp(t),8) 
onde C(s(t), 8) = -log f0 (s, t; 8) e fe é uma função densidade de probabilidade PDF 
(Probability Density Function) do ruído s(t) (LJUNG, 1987). 
A estimativa êN é uma estimativa de máxima verossimilhança (maximum 
likelihood) para um ruído específico considerado, o qual depende da escolha da norma. A 
norma quadrática corresponde, por exemplo, à consideração de ruído branco Gaussiano. 
Em geral o mínimo de VN(BJ deve ser calculado de forma numérica, por 
impossibilidade de calculá-lo de forma analítica. A busca numérica desse mínimo é 
realizada por métodos de otimização não linear. Há um consenso geral que se deve utilizar 
o algoritmo de Gauss-Newton com regularização para problemas com mal 
condicionamento no Hessiano de modo fora de linha ( off line ), a não ser que a aplicação 
5 De acordo com o Novo Dicionário da Língua Portuguesa Folha/Aurélio (1995) o termo "podadura" é um 
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exija um método recursivo de estimativa em linha (on line), como por exemplo no Controle 
Adaptativo. 
O algoritmo básico de busca, válido para norma quadrática, envolve a busca 
iterativa do mínimo local na direção descendente a partir do ponto de partida ou atual: 
onde há três elementos importantes: 
• f.\ ;o tamanho do passo; 
• vj, uma estimativa do gradiente v;rê!i!); 
• R1, uma matriz que modifica a direção da busca; 
A base do método de busca local é o cálculo do gradiente: 
onde: 
I N V~(f:J) = ::_ L[y(t)- g(<p(t),EJ)jh(<p(t),f:J) 
N ,., 
à h( <p(t ),f:J) = -g( <p(t ),f:J) 
àEJ 
(um vetormx 1) 
2- 50 
2- 51 
2- 52 
No entanto, sabe-se que o método de busca do mínimo somente pelo gradiente é ineficiente, 
especialmente para problemas mal condicionados próximos do ponto de mínimo. Utiliza-se 
na prática uma modificação deste, chamada de direção de busca de Newton: 
2- 53 
onde: 
R(f:J) = V~(f:J) 
I N 1 N 82 2- 54 
=-L: h( <p( t ),f:J )h r ( <p(t ),f:J) + -L:[y(t)- g( <p( t ),f:J) ]x-2 g( <p(t ),f:J) N t=l N ,.1 àf:J 
Percebe-se que o método da direção de Newton requer o cálculo da segunda derivada. 
Também, longe do ponto de mínimo, R(EJ) necessita ser positivo e semi-definido. Existem 
sinônimo de 11poda"; preferimos o termo poda para o inglês 11prunning" por ser mais familiar na região 
vários métodos de cálculo de R;, tais como: 
• direção do gradiente: 
R, =1 2- 55 
• direção de Gauss-Newton: 
2- 56 
• direção de Levenberg-Marquardt: 
R, =H, +oi 2- 57 
• direção do gradiente conjugado: a direção é construída a partir de uma 
seqüência de estimativa do gradiente. Este método tem sido usado com sucesso 
em redes neurais, sendo que o cálculo do Hessiano é feito por uma 
aproximação, sendo por isso também chamado de método de quase-Newton. 
A literatura recomenda a utilização do método de busca da direção de Gauss-
Newton, sempre que possível. Para problemas mal condicionados, o método de Levenberg-
Marquardt é recomendado. De modo ideal, o tamanho do passo J..l.i deve ser igual a 1. Na 
prática, vários valores de passo são testados até que o novo valor do parâmetro estimado 
forneça um menor valor no critério de ajuste. 
No método genérico descrito pela Eq. 2 - 50, a única quantidade que depende da 
estrutura do modelo é o seu gradiente. Em redes neurais, o método mais comum de calcular 
o gradiente é o da retropropagação do erro ("error back-propagation"). Esse método é bem 
genérico e pode ser aplicado a estruturas com várias camadas e com diferentes funções 
geratrizes. Na verdade, ele pode ser aplicado a qualquer modelo na forma de rede e pode 
ser descrito como sendo a aplicação da regra da cadeia aplicada à expressão descrita pela 
Eq. 2 - 31, com um inteligente re-uso dos resultados intermediários necessários em vários 
locais do algoritmo. Para modelos de construção "ridge", descritos anteriormente, onde ~i é 
um vetor de parâmetros (e.g., redes neurais), a única complicação com o algoritmo é 
acompanhar todos os índices. ~i pode ser também uma matriz, como no caso dos modelos 
"wavelets". 
Para o caso das redes recorrentes, o cálculo do gradiente é um pouco ma1s 
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complexo. O gradiente em um instante de tempo depende não somente do vetor regressor, 
mas também do gradiente do intervalo de tempo anterior. 
O método de minimização do critério dado pela Eq. 2 - 41, estabelece que as 
iterações devem prosseguir até que não haja mais mudanças significativas nos parâmetros. 
Entretanto, quando se apresenta o modelo estimado ao conjunto de teste, em geral se 
verifica que após determinada iteração, o erro em relação ao teste começa a aumentar, 
apesar do erro de treinamento diminuir. Este fenômeno é chamado de "overtraining". Isto 
ocorre porque os parâmetros que possuem uma importância mais significativa sobre o 
modelo são ajustados mais rapidamente no início, sendo uma conseqüência do cálculo do 
gradiente. Quando estes já não estão sendo modificados de modo significativo, os 
parâmetros que são menos importantes passam a ser ajustados de modo significativo. Isto 
quer dizer que o modelo final possuirá "maior número de parâmetros" (ou menor parâmetro 
de regularização), ou uma maior estrutura de modelo. Assim, o conceito de "overtraining" é 
equivalente ao de "overfitting", descrito anteriormente. 
Para se evitar que a estimativa resulte na localização de um mínimo local existem 
algumas estratégias descritas na literatura, chamadas de métodos de busca global, sendo as 
mais importantes: busca aleatória, reinício aleatório, "simulated armealing" e algoritmos 
genéticos. 
MÉTODOS CONSTRUTIVOS. Na estrutura genérica de modelo descrita aqui (2 
- 39) o vetor total de parâmetros e é composto de duas partes diferentes: o parâmetro de 
coordenadas ak de um lado e os parâmetros de dilatação e localização (~k , Yk) de outro 
lado. Se os parâmetros (~k , Yk) forem fixados, a minimização da Eq. 2 - 41 se transforma 
no problema linear dos quadrados mínimos. Neste caso há uma solução exata e não há 
iteração, posto que os valores de (~k , Yk) foram escolhidos de maneira eficiente. Entretanto, 
este procedimento é possível somente com um certo grupo de funções de base 
acompanhadas naturalmente dos parâmetros (~k , Yk)· Por exemplo, "wavelets" são mnito 
apropriadas para aplicar tal método. Na verdade, mesmo em tal situação, a escolha de (~k , 
Yk) é freqüentemente influenciada (parcialmente) pelos dados observados. A escolha dos 
parâmetros (~k , Yk) a partir de um conjunto finito, que depende da escolha das funções de 
base e de conhecimento prévio da aplicação, baseada na observação dos dados é chamada 
de método construtivo. "Wavelets" constituem-se em uma classe muito interessante de 
funções devido às suas propriedades especiais. Através da utilização das técnicas de 
encolhimento (shrinking techniques) tornam-se poderosos estirnadores não lineares. No 
entanto, na prática são aplicáveis a problemas com pequeno número de regressores e dados 
razoavelmente distribuídos. 
O conhecimento prévio que se possui acerca de um sistema a ser identificado pode 
ser incorporado de modo qualitativo no problema de identificação através da lógica 
nebulosa ("fuzzy logic"), resultando nos modelos nebulosos, que por sua vez podem ser 
acoplados com as informações quantitativas representadas em urna rede neural, por 
exemplo, resultado em modelos quali e quantitativos ( e.g., "neurofuzzy"). Urna descrição 
deste procedimento está além dos objetivos deste trabalho e podem ser encontrados em 
referências tais corno: SJOBERG et al., 1995 (esta referência traz também em suas 
conclusões várias recomendações práticas indispensáveis àqueles que desejam reduzir as 
possibilidades de frustração no processo de identificação de sistemas não lineares); 
2.5 IDENTIFICAÇÃO DE SISTEMAS NÃO LINEARES UTILIZANDO REDES 
NEURAIS 
2.5.1 IDENTIFICAÇÃO DE SISTEMAS DINÂMICOS 
Após apresentar os conceitos e idéias básicas do procedimento de identificação de 
sistemas não lineares segundo urna visão unificada, apresentaremos em maiores detalhes o 
caso específico de identificação de sistemas utilizando redes neurais artificiais. O interesse 
aqui é na identificação de sistemas dinâmicos, tendo em vista a posterior utilização dos 
modelos identificados nas estratégias de controle que serão examinadas posteriormente. 
Segundo BAUGHMAN e LIU (1995) a primeira aplicação reportada na literatura 
das redes neurais em Engenharia Química se deu em 1988 com o trabalho do professor 
David M. Hirnrnelblau da Universidade do Texas em Austin, em co-autoria com seu aluno 
Josiah C. Hoskins. Nesse trabalho, foram aplicadas redes neurais no diagnóstico de falhas 
em um reator químico. Desde então, o número de aplicações desta técnica em Engenharia 
Química aumentou significativamente, principalmente na área de identificação e controle 
de processos. Embora a maioria dos estudos realizados até o momento concentram-se em 
investigações computacionais, muitas aplicações práticas começam a serem reportadas na 
literatura, mesmo a maioria em processos em pequena escala, sendo senso comum entre os 
investigadores da área que ainda há muito a ser feito em termos de simulações a fim de se 
consolidar a técnica antes que seja aplicada de modo generalizado na prática. A simulação 
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permite uma investigação rápida, segura, econômica e se o modelo dinâmico para 
simulação do processo for validado com confiabilidade, os resultados se aproximam muito 
daqueles obtidos em uma planta real. Embora o objetivo final seja a aplicação no processo 
real, a etapa de investigação por simulação toma o tempo de efetivação da técnica muito 
mais rápido, corrigindo procedimentos, induzindo o desenvolvimento teórico em certos 
pontos, dentre outros aspectos. 
A identificação de sistemas (principalmente sistemas não lineares) utilizando redes 
neurais tem sido um dos assuntos mais explorados na literatura relativa à identificação de 
modelos nos últimos anos (com propósitos de controle ou não), com aplicações em 
praticamente todas as áreas do conhecimento humano que utilizam modelos matemáticos. 
Especificamente, a identificação de processos utilizando redes neurais começou a ser 
explorada com o trabalho de POLLARD et al. (1992). 
Acredita-se que o largo emprego desta técnica só foi possível devido à certas 
características peculiares das redes neurais, tais como: 
• potencial para modelar dínãmicas complexas como aquelas geralmente 
apresentadas pelos sistemas não lineares; 
• as redes neurais podem ser treinadas facilmente (quando comparado com 
outras técnicas) utilizando dados históricos do processo em estudo; 
• são facilmente aplicáveis à sistemas multivariáveis; 
• possuem a habilidade de inferir regras gerais e extrair padrões típicos a partir 
de exemplos específicos e reconhecer o mapeamento entrada-saída a partir de 
dados de campo multi-dímensionais e complexos. 
Tendo em vista a posterior aplicação do modelo identificado utilizando redes 
neurais em uma estratégia de controle avançado, o interesse aqui está na identificação de 
sistemas dinãmicos, ou seja, como a(s) saída(s) do sistema depende(m) da(s) entrada(s) e 
do tempo. Existem três procedimentos distintos para se identificar um sistema dinãmico 
utilizando redes neurais: 
1. utilizando redes neurais CUJOS neurônios possuem características dinâmicas, em 
arquiteturas recorrentes onde os neurônios são interligados à frente e à ré de modo 
arbitrário e o conceito de camada tende a desaparecer (HUNT et al., 1992); o exemplo 
mais conhecido de redes dinâmicas são as redes de Hopfield; a dinâmica do processo é 
capturada por uma operação de diferenciação nos neurônios e a rede (ou o modelo) 
deve ser integrada ao longo do tempo para se obterem as saídas da mesma; o 
treinamento eqüivale a uma estimativa de parâmetros em um sistema de equações 
diferenciais ordinárias não lineares tomando esta etapa uma das mais cruciais neste tipo 
de arquitetura e que tem limitado sua aplicação; a vantagem desta arquitetura é o 
tamanho reduzido da rede necessária para capturar a dinâmica de sistemas complexos; 
seu emprego tem sido muito reduzido na área de identificação de sistemas dinâmicos 
(YOU e NIKOLAOU, 1993; SHA W et al., 1997). 
2. utilizando redes neurais com neurônios estáticos representando uma aproximação 
discreta do sistema dinâmico na forma de um modelo ARMAX, neste caso conhecido 
como modelo NARMAX (CHENG et al., 1995); este procedimento será objeto de 
maiores detalhes nos itens que se seguem. 
3. utilizando redes neurais com neurônios estáticos que estimam a derivada do modelo 
dinâmico de um sistema em relação ao tempo e por integração numérica calcula-se 
y(t+I) a partir de y(t) conhecido (THE MATHWORKS, 1998; HENRIQUE et al., 
2000). 
Um dos maiores desafios no campo da identificação de sistemas é a capacidade 
dos procedimentos de identificação lidarem com processos que possuem parâmetros que 
variam no tempo. Quando o sistema em estudo é linear, a identificação pode ser realizada 
de modo recursivo, como já mostrado anteriormente, permitindo que o modelo seja 
constante ou periodicamente atualizado, encontrando aplicação direta nas técnicas de 
controle adaptativo. Entretanto, para sistema não lineares a tarefa de identificação em linha 
está longe de ser completada, mas já se mostrou que é possível realizá-la utilizando redes 
neurais em conjunto com técnicas recursivas (NIKRA VESH et al., 1996). 
2.5.2 PROCEDIMENTO E MODELOS DE IDENTIFICAÇÃO 
NARENDRA e PARTHASARATHY (1990) propuseram uma metodologia de 
identificação de sistemas não lineares baseada em quatro classes de modelos, para 
processos com uma entrada e uma saída (SISO). O procedimento não perde a generalidade 
pois pode ser facilmente estendido para processos com múltiplas entradas e múltiplas saídas 
(MIMO), ou variantes destes dois casos limites. Os autores citam que tais modelos foram 
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motivados por aqueles que têm sido utilizados na literatura de sistemas adaptativos para 
identificação e controle de sistemas lineares e podem ser considerados uma generalização 
dos mesmos. V ale a pena ressaltar que o procedimento de partir de algo conhecido, bem 
estabelecido, para uma problemática mais generalizante, tem-se mostrado um bom 
procedimento na área de controle automático de processos e deve ser utilizado sempre que 
possível. Assim, por analogia, caminha-se dentro de seguros limites conhecidos, ampliando 
resultados e conclusões para novos casos. 
Os quatro modelos citados anteriormente, para processos discretos no tempo (ou 
amostrados), podem ser descritos pelas seguintes equações diferenças não lineares: 
MODELO!: 
,_1 
yP(k+ 1) = L::U-,y/k-i)+ g[u(k),u(k-1), ... ,u(k-m +1)] 2- 58 
i=-0 
MODELOU: 
m-1 
yP(k + 1) = f[yP(k},y/k-1), ... ,yP(k- n + 1)]+ L),u(k -i) 2- 59 
i=O 
MODELOIII: 
yP(k+ 1) = f[yP(k),yP(k -1), ... ,yP(k -n + 1) J+ g[u(k),u(k -1), ... ,u(k -m + 1)] 2-
60 
MODELO IV: 
yP(k+ 1) = JjyP(k),yP(k -1), ... ,yP(k-n + 1);u(k),u(k -1), ... ,u(k -m + 1)j 2- 61 
onde [u(k), yp(k)] representam o par entrada-saída do processo SISO no tempo k, em:::; n. 
As funções f e g são assumidas como sendo diferenciáveis em seus argumentos. Em todos 
os quatro modelos a saída da planta no tempo k+ 1 depende tanto de seus n valores passados 
da saídayP(k -i)(i = O,l, ... ,n -1) quanto dos m valores passados da entrada 
u(k- j)( j=O), ... ,m-1). A dependência dos valores passados da saída é linear no 
Modelo I, enquanto que no Modelo II a dependência dos valores passados da entrada é 
assumida como sendo linear. No Modelo UI assume-se uma separação no mapeamento não 
linear. O Modelo IV é o mais genérico e engloba todos os demais. Embora o Modelo IV 
seja suficiente para representar qualquer sistema não linear, em casos particulares a 
utilização dos Modelos I-III pode-se revelar como melhor alternativa, visto que são mais 
facilmente manipuláveis de modo analítico. Além desse fato, o Modelo III é necessário em 
certa estratégia de controle não linear, daí seu interesse aqui. 
Tendo em consideração os Modelos I-IV descritos anteriormente, redes neurais 
artificiais podem ser utilizadas para modelarem as funções não lineares f e g. Além disto, o 
mapeamento entrada-saída a ser representado por tais modelos necessita possuir saídas 
finitas ("bounded outputs"), consequentemente com o modelo tendo também esta 
característica. No caso do Modelo I isto implica que as raízes da equação característica 
z" - a.0 z"-
1 
- •.• a.,_2z- a.,_1 =O devem estar localizadas no interior do círculo unitário. 
Nos outros três casos não há tal equação algébrica simples. Percebe-se que o estudo das 
propriedades de estabilidade de redes recorrentes contendo redes multicamadas representa 
uma importante área a ser considerada para pesquisas. 
O procedimento de identificação consiste no ajuste dos parâmetros da rede neural 
no modelo usando um método conveniente, baseado no erro entre a saída da planta e do 
modelo. No entanto, algumas precauções necessitam ser tomadas a fim de se garantir o 
sucesso (ou pelo menos maximizar a possibilidade) do procedimento de convergência dos 
parãmetros do modelo de identificação aos seus valores desejados. 
Em geral, os parãmetros de um modelo dinãmico, independente da forma de sua 
representação matemática, podem ser estimados através de dois procedimentos diferentes: 
identificação em série-paralelo e identificação em paralelo. 
u(t) y(t) 
PROCESSO 
sp 
~ 
p 
-
r;:r MODELO p y(t) 
~ 
Figura 2 - 1 - Método de identificação em série-paralelo ou em 
paralelo. (z-1 é o operador deslocamento a ré) 
" 
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A Fig. 2-1 ilustra esse dois procedimentos de identificação. 
No caso em que o pivô conecta com "sp", a saída do processo é alimentada 
diretamente no modelo de predição durante a identificação (treinamento no jargão utilizado 
em redes neurais). Esse método é conhecido como método de identificação série-paralelo, 
pois o modelo está em paralelo e ao mesmo tempo em série com o processo. Em 
contrapartida, quando o pivô está conectado com "p", a saída do processo não é alimentada 
no modelo para a predição de tal saída por parte do modelo. Nesse caso, o modelo está 
completamente em paralelo com a planta e tem-se o método de identificação em paralelo. 
Os exemplos que se seguem ilustram melhor os procedimentos de identificação 
(NARENDRA e P ARTHASARA THY, 1990): 
1. Modelo de identificação em Paralelo. A Fig. 2 - 2(a) mostra uma planta a qual 
pode ser representada pelo Modelo I (Eq. 2 - 58), com n = 2 e m = 1. Para 
identificar a planta, pode-se assumir a estrutura do modelo de identificação 
mostrado na Fig. 2-2(a) e descrito pela equação: 
.Y(k + 1) = â 0 y P ( k) + Ô: 1y P(k -1) + N[u( k)] 2 - 62 
A identificação envolve a estimativa dos parâmetros a, e dos parâmetros da 
rede neural (pesos e tendências - "bias ") utilizando retropropagação do erro 
(ou outro método conveniente), levando em conta o erro e(k) entre a saída do 
modelo y i k) e a saída real y i k) . A estabilidade do modelo de 
identificação não pode ser garantida nem provada pois saídas da rede neural 
são retroalimentadas no modelo e, portanto, a convergência do processo de 
identificação não pode ser demonstrada. 
Modelo de identificação em Série-Paralelo. Em contraste com o modelo em paralelo, o 
modelo em série-paralelo descrito anteriormente a saída da planta é que é utilizada na 
retro alimentação no modelo de identificação, como mostrado na Fig. 2-2(b ). Isto implica 
em um modelo na forma: 
2- 63 
y,(k+l) 
l: e(k+J) 
u(k) + 
y,(k+l) 
l: e(k+J) 
u(k) + 
Figura 2 - 2 - (a) modelo de identificação paralela. (b) modelo de identificação série-
paralelo. 
Para o caso mais genérico representado pelo Modelo N, o processo de 
identificação pode ser esquematizado como mostrado na Fig. 2-3. TDL ("Tapped Delay 
Line") nessa figura significa um vetor que possui como saída, entradas deslocadas no 
tempo. 
Os valores passados da entrada e da saída da planta formam o vetor de entrada 
para a rede neural cuja saída y p( k) corresponde à estimativa da saída da planta em 
qualquer instante de tempo k. Desde que a planta seja estável (estabilidade BIBO), todos os 
sinais utilizados no procedimento de identificação são finitos. Ademais, como não há laço 
de retropropagação no modelo, retropropagação estática pode ser utilizada para ajustar os 
pesos da rede, método este que requer menos esforço computacional do que a 
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retropropagação dinâmica. 
u(k) 
Planta não linear 
Yp(k) 
I TDL I I TDL I - e;(k) z: 
I I + 
~ Rede neural 
..._ 
-
z·' 
-
Figura 2- 3- Identificação de plantas não lineares utilizando redes neurais (série-
paralelo). 
Além dos modelos discretos apresentados anteriormente, há também modelos 
contínuos para representar sistemas dinâmicos, na forma de equações diferenciais. 
onde 
dx(t) À 
--=x(t) = <P[x(t),u(t)] 
dt 
y(t) = 'P[x(t)] 
x(t)![xJt),x2 (t), ... ,x.(t)j', 
2- 64 
u(tJ![uJt),uJt), ... ,u/tJY e 
À 
y(t)=[y1(t),y2 (t), ... ,ym(t)j' representamp entradas, m saídas de ordem n do sistema. A 
Eq. 2 - 64 é uma representação na forma espaço entrada-saída ("input-state-output"). Para 
o caso de sistemas discretos (ou amostrados) a forma matemática contínua anterior ganha o 
formato de equações diferenças na forma espaço de estados: 
x( k + 1) = <P[x(k ),u( k)] 
y(k) = 'P[x(k)] 
onde u(.), x(.) e y(.) são seqüências temporais discretas. 
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A proximidade da representação de um sistema não linear como o da 2 - 64 com 
os modelos fenomenológicos é evidente, dispensando um tratamento mais detalhado 
daqueles, por serem de maior familiaridade. Ademais, como o interesse aqui é o controle 
automático utilizando computador digital, a ênfase será nos modelos discretos, embora a 
maioria dos processos químicos tenham característica contínua. Entretanto, parte da teoria 
do controle não linear está desenvolvida somente para sistemas contínuos. A partir desta 
constatação, há duas possibilidades: 
(1) desenvolvimento de uma teoria de controle não linear completa para sistemas 
discretos ou amestrados; 
(2) maior investigação acerca dos controladores contínuos. 
A segunda alternativa encontra eco no campo das redes neurais, haja vista o 
grande interesse no desenvolvimento de "hardware" que implemente as estruturas 
conectivas das redes de modo analógico, aumentando imensamente a velocidade de 
processamento destes modelos "fisicos" ou "palpáveis", contrapondo aos algoritmos 
matemáticos utilizados nas implementações computacionais digitais. 
2.5.3 SELEÇÃO DA ESTRUTURA DO MODELO 
Assumindo que um conjunto de dados experimentais que descreve o sistema a ser 
identificado em toda a região de operação de acordo com uma freqüência adequada na 
forma 
ZN = {u(t),y(tJ]I t = 1, ... ,N} 2- 66 
está disponível, o próximo passo é a seleção de uma estrutura de modelo. Esta é uma das 
etapas mais cruciais na identificação de sistemas não lineares, utilizando redes neurais ou 
qualquer outra estratégia. Além de ser necessário escolher o conjunto de regressores, 
necessita-se também definir a arquitetura da rede. A recomendação é selecionar o regressor 
inspirando-se na identificação de sistemas lineares e então determinar a melhor arquitetura 
possível da rede neural a partir do regressor selecionado. 
As estruturas mais comuns encontradas na literatura são: 
NNARX 
Vetor regressor: 
q>( t) = [y( t -1 ), ... ,y( t- na ),u(t- nk ), ... ,u(t- nb- nk + 1) Y 2- 67 
Preditor: 
Y(t I 6) = Y(t 1 t -1,6) = g(q>(tJ,6J 2- 68 
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NNOE 
Vetor regressor: 
rp(t J = [Y( t -11 e J, ... ,jl(t- na 1 e),u(t- nk J, ... ,u( t- nb- nk + 1) Y 2- 69 
Preditor: 
.Y(t 1 e J = g( rp( t J, e J 2- 70 
NNARMAXI 
Vetor regressar: 
rp(t) = [y(t -1), ... ,y(t- na ),u( t- n, ), ... ,u( t- nb- n, + 1 ),E( t -1 ), ... ,E(t- n, JJ' = 
2 
_ 
71 [rp; ( t ),E(t -1 ), ... ,E( t- njT 
onde E(t) é o erro de predição: E(t) = y(t)- jl(t 1 e) 
Preditor: 
.Y(t 1 e)= g(rpltJ,e) +C( q-1 )E(tJ 2- 72 
onde C é um polinômio no operador deslocamento a ré: 
C( -1) 1 -1 -,c q = +c1q + ... +c,q 
NNARMAX2 
Vetor regressor: 
<p(t) = [y(t -1), ... ,y(t- na ),u( t- n, ), ... ,u(t-n,- n, + 1 ),E(t -1 ), ... ,E( t- n,) Y 2- 73 
Preditor: 
.Y(t 1 e)= g(rp(tJ,eJ 
NNSSIF (State Space Innovations Form) 
Vetor regressor: 
Preditor: 
x( t + 11 e J = g( rp( t J, e J 
.Y(t I e)= C(e)x(t I e) 
2- 74 
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Somente o modelo NNARX possui um preditor sem realimentação. Todos os outros tipos 
de modelos possuem realimentação através da escolha do regressar, o que em terminologia 
de redes neurais significa que a rede se toma recorrente: entradas futuras da rede irão 
depender das saidas presentes e atuais da rede. Como já citado anteriormente, isto pode 
levar à instabilidade em certas regiões de operação e até o momento não há uma abordagem 
teórica acerca da estabilidade do preditor. O modelo NNARMAX1 foi construído para se 
evitar tal problema pelo uso de um filtro linear MA ("Moving Average") com o propósito 
de filtrar resíduos passados. A regra heuristica básica é utilizar o modelo NNARX sempre 
que possível! 
Após selecionar a estrutura do modelo, o próximo passo é a escolha do número de 
sinais passados a serem utilizados como regressares (número de entradas, número de saídas 
e atraso do tempo associado com o processo), i.e., escolher a ordem do modelo. Na 
ausência de ruídos ou quando estes forem pequenos (situação na qual as funções do tipo 
nnarx sempre são recomendáveis), existem dois métodos utilizados para determinar a 
ordem do modelo (BOMBERGER e SEBORG, 1998): 
1. Método dos números de Lipschitz. Método proposto por He e Asada em 1993 baseado 
na propriedade de continuidade das funções que representam os modelos de entrada-
saída, sendo que não depende do uso de qualquer método de aproximação ou estrutura 
de modelo em particular. Foi desenvolvido para sistemas determinísticos, porém pode 
ser também aplicado a sistemas com baixo nível de ruídos. 
2. Método da falsa vizinhança mais próxima ("false nearest neighbors"). Método 
desenvolvido para determinação da dimensão mínima associada, o número de 
observações deslocadas no tempo necessárias para modelar o comportamento dinâmico 
do sistema, para sistemas caóticos. Baseia-se no "desdobramento" do espaço de dados 
até que o número de falsos vizinhos mais próximos, dados que aparecem próximos a 
outros somente porque a dimensão do espaço de dados é muito pequena, tende a zero. 
Entretanto, estas metodologias nem sempre são concordantes e nem seus resultados 
totalmente conclusivos. Porém, pode-se obter resultados bem razoáveis utilizando-as, para 
muitos casos. Não se pode perder de vista que sempre é melhor ter suficiente "insight" 
fisico acerca do sistema a ser modelado a fim de se escolher a ordem do modelo de modo 
conveniente. 
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Do ponto de vista de aplicação em controle de processos, a identificação de sistemas 
não lineares atende a dois propósitos específicos (HUNT et al., 1992): a modelagem 
preditiva (ou à frente 
detalhados em seguida. 
"forward") e a modelagem inversa. Estes dois casos serão 
1. Modelagem preditiva. É o procedimento de treinar uma rede neural para representar o 
comportamento à frente de um sistema (um ou mais passos à frente), tendo portanto o 
modelo uma característica preditiva. Constitui-se na metodologia apresentada 
anteriormente, onde o modelo a ser estimado é colocado em série ou em série-paralelo 
com o processo a ser identificado. A estimativa dá-se pelo clássico método de 
aprendizado supervisionado no qual o "professor" (i. e., o sistema) provê os valores alvo 
(i.e., as saídas) diretamente ao aprendiz (i.e., o modelo). 
2. Modelagem inversa. O objetivo aqui é encontrar um modelo que identifique o sistema a 
ser controlado de modo inverso, ou seja, dada a saída requerida do sistema (set point), o 
modelo matemático fornecerá o valor da entrada a ser aplicada no sistema de modo a se 
obter a saída desejada. Na verdade, a diferença em relação à modelagem preditiva é 
unicamente na construção do regressar. A identificação (ou o treinamento da rede) pode 
se dar de modo direto (chamado de método de treinamento inverso direto) ou de modo 
indireto (chamado de método de treinamento especializado). No primeiro caso o 
modelo a ser estimado é colocado em série com o sistema a ser identificado, com as 
saídas do sistema sendo realimentadas à entrada do modelo. Um sinal de entrada é 
utilizado para excitar o sistema e este é comparado com a saída da rede, através do erro 
que é uma diferença entre ambos. O erro é utilizado para ajustar os parâmetros da rede. 
Assim, a rede (ou modelo matemático) "aprende" a gerar entradas para o sistema 
(saídas da rede) que levam este a determinadas saídas (que serão as entradas da rede), 
representando assim o comportamento inverso do sistema. No segundo caso, o modelo 
a ser estimado também é colocado em série com o processo a ser identificado. Porém, a 
entrada para o modelo é um sinal independente (sinal de referência), sendo este 
comparado com a saída do sistema, gerando um erro, que por sua vez é utilizado para o 
ajuste dos parâmetros do modelo. Uma variação deste método consiste em utilizar uma 
outra rede neural previamente treinada para simular o comportamento do sistema. Este 
procedimento traz vantagens quando as saídas do sistema são portadoras de altos níveis 
de ruídos, quando se dispõe de poucos dados experimentais da planta, ou quando a 
planta está sendo representada por um modelo fenomenológico complexo, que requer 
alto esforço computacional para ser resolvido, aumentando assim demasiado o tempo de 
treinamento do modelo inverso. Cabe ressaltar que neste caso o modelo inverso aprende 
o comportamento inverso do modelo utilizado, o qual pode divergir de modo 
significativo ou não do sistema real, dependendo da qualidade do modelo utilizado. 
No procedimento de modelagem inversa, necessita-se do conhecimento da saída o 
sistema um passo à frente :/ (t+ I). Porém este valor não é conhecido quando se realiza o 
aprendizado em linha. Esta dificuldade pode ser contornada substituindo o valor ;f (t+ I) 
pelo valor do sinal de referência correspondente r(t+ I), o qual é assumido como sendo 
conhecido neste instante de tempo t. Deste modo, a relação entrada-saída não linear que 
modelará o comportamento inverso do sistema terá a forma genérica: 
U(f) = rl~p (t), ... ,yP (f -n + I),r(f+I);u(t-I), ... ,U(f-m + J}j 
ou seja, o modelo inverso recebe como entradas as saídas do sistema atual e passadas, o 
sinal de treinamento (referência) e os valores passados das entradas do sistema. 
2.5.4 MODELOS NEURAIS HÍBRIDOS 
Apesar de ainda não utilizados para fins de controle, acredita-se que os modelos que 
combinam o conhecimento prévio do sistema na forma de equações fenomenológicas com a 
modelagem de aspectos desconhecidos através do aprendizado a partir de dados históricos 
utilizando redes neurais, reunindo assim as vantagens de ambos os paradigmas de 
modelagem e identificação, culminando nos chamados modelos híbridos, venham a ter 
grande importância em áreas tais como estimativa em linha de medidas difíceis de serem 
realizadas a partir de medidas secundárias, otimização em linha, controle automático, 
detecção de falhas, dentre outras, em um futuro próximo. 
O trabalho pioneiro de PSICHOGIOS e UNGAR (1992) continua sendo uma 
referência básica até hoje quando o assunto é a modelagem híbrida utilizando modelos 
fenomenológicos e redes neurais. Estes pesquisadores propuseram uma metodologia na 
qual uma rede neural é treinada e utilizada em paralelo com o modelo fenomenológico, 
conforme ilustrado pela Fig. 2-4, na qual a rede neural estima os parâmetros p do processo, 
os quais são utilizados como entrada para o modelo fenomenológico. A maior dificuldade 
está no treinamento da rede, já que não se conhece a priori um conjunto padrão de valores 
de p para realizar o treinamento. Este é efetuado a partir do erro entre a saída do modelo 
43 
fenomenológico e aquela desejada (e conhecida), ou seJa, admite-se que o erro na 
estimativa dos parâmetros p do modelo pela rede seja proporcional ao erro final do modelo 
e assim pode-se utilizar este último erro para retropropagá-lo através da rede a fim de se 
estimar os parâmetros desta (ajuste dos pesos). 
Figura 2 - 4 - Modelo híbrido com rede neural. 
Uma variante da metodologia esquematizada pela Fig. 2-4 é utilizar a rede neural 
para estimar o erro entre o modelo fenomenológico e o sistema, ou seja, neste caso a rede é 
utilizada para compensar o erro entre o processo real e o modelo disponível. 
O potencial de aplicação dos modelos lubridos nos processos de interesse da 
Engenharia Química é grande, pois muitas áreas tais como a bioengenharia (PSICHOGIOS 
e UNGAR, 1992; FU e BARFORD, 1996; CHEN et al., 2000; SILVA et al., 2000), a área 
de processamento de alimentos (STUART et al., 1997; FONSECA et al., 2000; 
KAMINSK.I e TOMCZAK., 2000), os reatores químicos (AGUIAR e MACIEL FILHO, 
2001), dentre outras, possuem muito fenômenos pouco modelados matematicamente até o 
momento, fazendo destes fenômenos fortes candidatos à modelagem do tipo "caixa preta" 
utilizando o ajuste de redes neurais, que em conjunto com o modelo fenomenológico 
(modelo "caixa branca"), resulta no modelo híbrido (modelo "caixa cinza"). 
2.5.5 SIMPLIFICAÇÃO E CRITÉRIOS DE VALIDAÇÃO DO MODELO 
IDENTIFICADO 
Como já foi mencionado anteriormente, estudos mostraram que uma rede neural 
com uma camada intermediária e com um número suficiente de neurônios nessa camada 
pode representar qualquer função não linear, com precisão arbitrária. Ou seja, a fim de 
aumentar a precisão da representação, freqüentemente o identificador aumenta de modo 
correspondente o número de neurônios da rede, as vezes aumentando também o número de 
camadas intermediárias, resultando assim em redes de maior complexidade. O principal 
problema de redes complexas é a tendência destas em ajustar de modo excessivo os dados 
apresentados e perder a capacidade de generalização, como já foi discutido anteriormente. 
Além deste fato, a etapa de treinamento se toma mais dificil tanto do ponto de vista 
computacional (dependendo de maior esforço para os cálculos), quanto do ponto de vista 
matemático ou a localização dos mínimos em superficies dimensionalmente superiores, 
aumentando a quantidade de mínimos locais. 
O procedimento comum descrito na literatura é iniciar a identificação com uma 
estrutura "superdimensionada" da rede, ou seja, com um número grande de neurônios na 
camada intermediária e após a etapa de treinamento, realizar a poda das redundâncias e 
conexões desnecessárias. Isto resultará em redes mais compactas, ditas "parcimoniosas "6. 
Os métodos mais usuais de poda em redes neurais são chamados de OBS ( Optimal Brain 
Surgeon) e OBD (Optimal Brain Damage). Ambos os métodos utilizam uma medida da 
"saliência" de um peso através da estimativa da segunda derivada do erro de saída da rede E 
com relação àquele peso. Perturba-se o peso em estudo e mede-se em seguida a mudança 
ocorrida no erro E na saída da rede. A poda é realizada de modo iterativo, isto é, treina-se a 
rede para um nivel de erro razoável, calcula-se a "saliência", apagam-se os pesos com 
"saliências" pequenas e treina-se a rede novamente. O método de poda pode ser aplicado a 
redes estáticas e dinâmicas. 
BHAT e McAVOY (1992) propuseram um algoritmo denominado por estes 
autores de Algoritmo StripNet o qual consiste em se definir um critério de ajuste (por 
exemplo, o PSE - Predicted Squared Error) e proceder a um método iterativo no qual os 
pesos que não contribuem na minimização do erro (chamados pesos redundantes), segundo 
o critério de ajuste adequado, tendem automaticamente a zero e são então retirados da rede. 
HENRIQUE et a!. (2000) propuseram um método aplicado em redes neurais 
"feedforward" utilizando a técnica dos mínimos quadrados ortogonais, chamado pelos 
autores de OLS (Orthogonal Least-Squares). O método proposto se mostrou bastante 
eficiente na determinação de pesos sinàpticos, tendências (bias), unidades internas (hidden 
6 Parcimonioso: Adj. parco, econômico, simples (em inglês parcimonious). 
nades) e entradas da rede desnecessários. Os resultados foram comparados com técnicas 
clássicas de poda como OBD e OBS, sendo o método proposto computacionalmente muito 
mais eficiente. O estudo foi realizado utilizando um reator de pH simulado e experimental 
(identificação dinâmica e estática), sendo as redes podadas resultantes dos diferentes 
métodos bem similares. O estudo experimental envolveu a utilização de medidas portadoras 
de ruídos e a capacidade do método de ajuste e poda de lidarem com esta situação. 
Existem vários critérios de avaliação do grau de ajuste de um modelo a um 
conjunto de dados experimentais. Tal avaliação envolve em geral um método estatístico, 
sendo os mais comuns os que se seguem: 
• coeficiente de correlação múltipla corrigido (r;); 
• erro de predição final (FPE- Final Predictian Errar); 
• critério de informação de Akaike (AIC -Akaike's Infarmatian Criterian); 
• lei de Kinchin do critério logarítmico iterativo (LILC - Kinchin 's law a f 
iterated lagarithm criterian ); 
• critérios de informação Bayesiana ( The Bayesian infarmatian criteria ). 
Com exceção do primeiro critério, todos os demais avaliam o compromisso entre o 
tamanho do modelo, determinado pelo número de parâmetros, e a precisão deste, 
determinada por uma função de perda. 
Na área de identificação de sistemas o método mais comum de validação do modelo 
identificado é a investigação dos resíduos (erros preditos) através da validação cruzada 
realizada no conjunto de teste, ou seja, uma parte dos dados experimentais de identificação 
que foram previamente separados e não foram utilizados na etapa de treinamento. É comum 
verificar a função de auto-correlação dos resíduos e a função de correlação cruzada entre as 
entradas e os resíduos. Um histograma mostrando a distribuição dos resíduos também pode 
ser bastante útil na avaliação destes. Uma quantificação do grau de ajuste pode ser feita 
através do parâmetro NSSE avaliado no conjunto de teste. Este parâmetro pode ser visto 
como sendo uma estimativa do erro de generalização e não pode ser muito grande quando 
comparado com o erro de treinamento, pois neste caso há a suspeita de que a rede está 
ajustando de modo excessivo os dados de treinamento. Se um conjunto de teste não estiver 
disponível, um erro médio de generalização pode ser estimado a partir do conjunto de 
treinamento somente utilizando o erro de predição final de Ak:aike (FPE). Mesmo que o 
conjunto de teste seja disponível, o parãmetro FPE fornece algumas informações 
importantes. 
Segundo N0RGAARD (2000b) a inspeção visual do gráfico comparando as 
predições com as medidas reais é provavelmente a ferramenta de validação mais 
importante. Entretanto, necessita-se de um pouco de cuidado na avaliação de predições um 
passo a frente ( one-step ahead prediction) pois freqüentemente esta se mostra visualmente 
muito precisa, mesmo que o modelo estimado esteja muito longe daquele modelo 
"verdadeiro". Isto ocorre principalmente quando o sistema é amostrado de modo rápido 
comparado com sua dinãmica mais rápida. LJUNG (1987) recomenda que se faça uma 
simulação pura do modelo a partir de uma seqüência de controle somente, sem utilizar as 
saídas observadas. 
Uma outra metodologia utilizada na validação do modelo estimado é aquela que 
utiliza os modelos do erro que são descrições explícitas do erro do modelo. Segundo 
LJUNG (1999), um modelo do erro está implicitamente presente na maioria dos métodos de 
validação. Entretanto, os métodos tradicionais de validação do modelo consistem 
essencialmente de um teste no qual se avalia o quanto a região de confidência do modelo do 
erro contem o modelo zero. A utilização explícita dos modelos do erro permitem uma 
melhor visualização das possíveis deficiências do modelo nominal, permitindo que o 
modelo estimado seja aceito mesmo nos casos onde o modelo do erro não contém o modelo 
de ordem zero. Do mesmo modo, baseado no modelo do erro, pode-se rejeitar um modelo 
que havia previamente passado nos testes convencionais de validação do mesmo. 
2.6 CONCLUSÕES 
Neste Capítulo foram apresentados os principais procedimentos de identificação 
de sistemas lineares e não lineares, segundo uma visão unificada. Mostrou-se que a 
identificação pode ser realizada utilizando-se modelos de diferentes graus de complexidade, 
significado fisico, etc., a partir de um apropriado conjunto de dados experimentais de 
entrada e saída do sistema. Neste contexto, as redes neurais artificiais estáticas com várias 
camadas têm sido largamente utilizadas na identificação de sistemas não lineares com 
relativo sucesso. 
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O comportamento dinâmico do sistema pode ser adquirido utilizando tais redes 
neurais alimentadas com dados atuais e passados das entradas e saídas do sistema. Um 
campo promissor na identificação é a utilização das redes neurais acopladas com modelos 
fenomenológicos, resultando nos chamados modelos híbridos. 
Capítulo 3 
CONTROLE NÃO LINEAR DE 
PROCESSOS QUÍMICOS 
3 CONTROLE NÃO LINEAR DE PROCESSOS QUÍMICOS 
3.1 INTRODUÇÃO 
É praticamente senso comum entre aqueles que atuam na área de controle 
automático de processos que a característica mais desafiadora ao sucesso do sistema de 
controle é a presença de não linearidades inerentes no processo. Isto porque a presença de 
não linearidades introduz características dinãmicas complexas de difícil tratamento do 
ponto de vista matemático, dificultando o desenvolvimento de uma sistemática apoiada em 
ferramentas de análise e síntese de sistemas em malha aberta e fechada, tais as amplamente 
desenvolvidas para sistemas lineares na segunda metade do Século XX. 
Entretanto, a primeira tentativa foi aplicar a teoria de controle linear aos processos 
não lineares, já que a teoria de controle linear (técnicas de projeto e análise) foi a primeira 
teoria de controle a ser desenvolvida de modo mais ou menos completo. Dentre outras 
vantagens apresentadas pelo controle linear estão a possibilidade de solução analítica do 
seu equacionamento, levando a provas rigorosas de estabilidade e desempenho em malha 
fechada, sem contar o pequeno esforço computacional requerido na solução demandada. 
Sistemas fracamente não lineares podem ser controlados com relativo êxito utilizando 
técnicas de controle linear ( e.g., controle adaptativo), o que sustentou por algum tempo a 
possibilidade de se aplicar somente esta teoria de controle aos sistemas não lineares. 
No entanto, a falha da teoria de controle linear quando aplicada a sistemas 
altamente não lineares, aliada ao desenvolvimento da teoria de controle não linear, somado 
aos avanços em "hardware" na eletrônica digital, permitiram que técnicas de controle não 
linear começassem a ser implementadas com sucesso, embora muito ainda há que ser feito 
nesta área até que seu emprego ganhe a confiança tanto daqueles que a utilizam como 
campo de pesquisa, quanto daqueles que detêm o desafio de estabilizar plantas não lineares 
nas unidades industriais. 
Neste capítulo, serão revisadas as principais estratégias de controle desenvolvidas 
para sistemas não lineares, com ênfase na utilização das redes neurais artificiais como 
controladores ou como modelo de controle. A utilização das redes neurais em controle pode 
ser classificada em três categorias, segundo BAUGHMAN e LlU (1995): 
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1. Controle direto por rede (Direct network contrai): envolve o treinamento de 
uma rede neural que aprende a mimetizar (imitar) o comportamento de um controlador 
existente, em geral um controlador por retroalimentação do erro entre a variável de saída e 
o valor desejado (set point). BAUGHMAN e LIU (1995) descrevem um controlador 
comercial (lntelligent Are Furnace Controller) desenvolvido segundo este esquema geral 
com o objetivo de otimizar a posição dos eletrodos do arco elétrico em fomos de 
manufatura de aço, segundo os autores citados, com enorme sucesso na indústria 
metalúrgica. Neste caso, a vantagem em utilizar um controlador direto por rede neural está 
no fato de que o processo é variante no tempo, complexo, com dinãmica não linear e possui 
três eletrodos que resultam em uma dinãmica com alto grau de interação entre eles. 
Tradicionalmente o sistema era controlado por três malhas de controle independentes, que 
resultavam em comportamento pobre, devido à interação existente nas mesmas e a 
impossibilidade do desacoplamento destas na análise do sistema ocasionada pelas não 
linearidades. Uma rede neural foi então treinada para aprender o comportamento 
simultâneo dos três eletrodos, sendo permanentemente atualizada a partir de dados 
operacionais, de modo adaptativo. 
2. Controle inverso por rede (lnverse network contrai): envolve o treinamento 
de uma rede que descreva o modelo inverso de um processo, isto é, que prediz a(s) 
entrada(s) necessária para produzir a(s) saída(s) desejadas (set points) de um processo. O 
controlador assim obtido pode ser utilizado operando individualmente (método não 
aconselhável, segundo a literatura) ou posto em paralelo com um controlador convencional 
de modo a melhorar o desempenho deste último. O treinamento do controlador por modelo 
inverso pode ser direto ou especializado. Os detalhes deste procedimento serão analisados 
mais especificamente em item posterior deste capítulo. 
3. Controle indireto por rede (Indirect network contrai}: envolve o treinamento 
de uma rede neural que servirá como modelo de um processo (para o caso dos 
controladores baseados em modelo), ou para determinar os set points de um controlador 
local (para o caso de um controlador supervisório ), afetando indiretamente o processo a ser 
controlado. BAUGHMAN e LIU (1995) citam uma divisão clássica do controle baseado 
em modelo em duas categorias: (i) Procedimento de síntese direta: a resposta de saída 
descrita é especificada na forma de uma trajetória de referência, e o modelo do processo 
sintetiza diretamente a ação de controle necessária para que a saida do processo siga uma 
trajetória de modo exato: Controle de síntese direta (DSC), Controle por modelo interno 
(IMC) e Controle por modelo genérico (GMC); (ii) Procedimento de otimização: a 
resposta de saída desejada é especificada na forma de uma função objetivo e o modelo do 
processo é usado para derivar a ação de controle requerida para minimizar (ou maximizar) 
esta função objetivo. A otimização pode incluir também restrições operacionais. Principais 
técnicas: Controle preditivo baseado em modelo (MPC) e Controle ótimo (OC). Algumas 
destas estratégias serão objeto de estudo nos demais itens deste capítulo. O controle indireto 
é atualmente o uso mais freqüente das redes neurais no controle de processos, sendo o 
controle preditivo baseado em modelo (MPC) a estratégia de maior interesse, seguido pelo 
controle por modelo interno (IM C). 
Muitas aplicações utilizando redes neurais em controle de processos têm sido 
reportadas na literatura. Seria impossível aqui detalhá-las, porém há bons artigos de revisão 
(ou livros) que podem ser consultados para maiores detalhes, tais como: BAUGHMAN e 
LIU (1995); HUSSAIN (1999); ASSIS e MACIEL FILHO (2001). 
O procedimento adotado no desenvolvimento deste capítulo será o de ressaltar o 
estado da arte, as vantagens e desvantagens de cada estratégia de controle para sistemas não 
lineares, com ênfase naquelas que utilizam redes neurais, como já citado anteriormente, e as 
principais aplicações relatadas na literatura. A teoria será apresentada de modo mais 
resumido possível e somente destacará os pontos mais importantes que permitirão um 
melhor acompanhamento dos capítulos seguintes, pois a teoria de controle não linear é 
complexa, utiliza conceitos de álgebra avançada, e a teoria de controle preditivo não linear 
geralmente emprega técnicas de otimização com restrição. A respeito destas estratégias de 
controle existem vários excelente livros-textos (BAUGHMAN e LIU, 1995; HENSON e 
SEBORG, 1997) e tutoriais (HUNT et al., 1992; KRA V ARIS E KANTOR, 1990a; 1990b) 
que a apresentam de modo rigoroso e outros que serão citados no desenvolvimento do 
presente capítulo. 
3.2 CARACTERÍSTICAS E MODELOS DOS PROCESSOS NÃO LINEARES 
Algumas caracteristicas apresentadas pelos processos químicos (também pelos 
bioquímicos, petroquímicos, etc.) dificultam o controle automático dos mesmos, dentre as 
quais (BEQUETTE, 1991): 
• presença de não linearidades; 
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• interações multivariáveis entre as variáveis controladas e manipuladas; 
• variáveis de estado não mensuráveis; 
• perturbações freqüentes e não mensuráveis; 
• processos distribuídos e de alta ordem; 
• parâmetros incertos e variando no tempo; 
• restrições nas variáveis manipuladas, saídas e estados; 
• tempo morto nas entradas e atraso nas medidas; 
Com exceção da primeira característica, as demais também podem ocorrer em 
sistemas lineares, dificultando o controle destes. Ressalta aqui o fato de que os esforços 
recentes em pesquisa têm se concentrado no desenvolvimento de técnicas de controle que 
sejam capazes de lidar com essas características citadas anteriormente. O Controle 
Adaptativo (SEBORG et ai., 1986; ÀSTRÓM e WITTENMARK, 1995) foi desenvolvido 
para lidar com sistemas não lineares através da linearização do modelo que os descrevem, 
assumindo que o sistema poderia ser representado por diversas regiões lineares de 
operação, assim como para lidar com sistemas com parâmetros variando no tempo (ASSIS, 
1996). As técnicas de projeto de sistemas de controle robusto foram desenvolvidas para 
superar o problema da incerteza no modelo. O Controle com Modelo Interno (IMC -
Internai Modei Control) foi desenvolvido de tal modo a se permitir um procedimento 
transparente de projeto de sistemas de controle para processos. Vários estudos analisaram o 
efeito do tempo morto em processos nos sistemas multivaríáveis, sendo o clássico preditor 
de Smitb uma das primeiras tentativas de modelar e considerar esta característica na etapa 
de projeto do controlador. Alguns pesquisadores, dentre os quais o renomado D. Seborg, da 
Universidade da Califórnia, detêm a opinião de que as áreas mais promissoras e que ainda 
têm muito em aberto em controle de processos são: o controle de sistemas não lineares e o 
controle adaptativo. 
Neste ponto, distingue-se o controle de sistemas não lineares do controle não 
linear de sistemas. No primeiro caso tem-se a aplicação de qualquer teoria de controle, 
linear ou não linear, aos sistemas não lineares; no segundo caso tem-se a aplicação de 
técnicas especialmente desenvolvidas para lidarem com sistemas não lineares pois tais 
·~~~;~"" ntilizam de modo explícito um modelo não linear do processo, em geral um 
modelo identificado de modo fora de linha ( off line) ou de modo em linha ( on fine), no 
projeto e implementação do sistema de controle. O objetivo da presente tese é explorar o 
segundo caso, sendo algumas técnicas do primeiro caso também utilizadas com finalidades 
de comparação de resultados. 
Uma parte importante em qualquer projeto de sistema de controle é o 
desenvolvimento de uma representação matemática do processo. Mesmo se uma técnica de 
controle linear está sendo utilizada, a verificação do desempenho desta é feita normalmente 
utilizando simulação de um modelo detalhado do processo, geralmente um modelo 
fenomenológico e não linear. O procedimento de modelagem do processo não é de nenhum 
modo trivial, sendo a parte que mais consome tempo e investimentos (75% dos recursos, 
segundo HUSSAIN, 1999) em desenvolvimento de estratégias de controle baseadas em 
modelos do processo. A complexidade do modelo deve ser limitada pelos futuros usos do 
mesmo, já que esta afetará drasticamente o obtenção de soluções a partir do modelo. Hoje, 
já começa a nascer uma preocupação de que se deve levar em consideração o controle 
automático na etapa de projeto do processo, pois algumas das mais importantes decisões 
que afetam o controle são tomadas durante as etapas de operação em planta-piloto e em 
estado estacionário. 
Uma grande quantidade de processos de interesse no âmbito da Engenharia 
Química pode ser representada com relativo grau de fidelidade por um conjunto de 
equações algébrico-diferenciais ordinárias de primeira ordem. Matematicamente, a 
representação é: 
equação do modelo dinâmico 
dx 
-= f(x,u(t-8),p,l) 
dt 
g/x,u,p)=O 
relações algébricas de equilíbrio, cinéticas, etc. 
y=g,(x(t-$)) 
relações dos estados de saída 
onde: 
x =variáveis de estado; 
3- 1 
3- 2 
3- 3 
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u = variáveis manipuladas; 
p = parâmetros; 
l =perturbações na carga (medidas ou não medidas); 
y = saídas ou variáveis medidas 
8 = tempo morto entre as variáveis manipuladas e as variáveis de estados; 
~ = tempo morto entre as variáveis de estado e as medidas. 
Notar que esta formulação também pode ser utilizada para sistemas a parâmetros 
distríbuídos desde que um modelo agrupado (lumped model) seja derivado pela 
discretização das equações diferenciais parciais, formando um sistema de equações 
diferenciais ordinárias. 
Tendo em vista a posterior aplicação na teoria de controle não linear, o modelo de 
um processo genérico não linear pode ser escrito de modo alternativo como sendo: 
x(t) = F(x(t),u(t)) 
y(t)=G(x(t)) 3- 4 
Onde x, u e y são os vetores de estado, entrada e saída de dimensões n, m e r, 
respectivamente. A função vetor F mapeia o domínio R" x Rm dentro da faixa R", enquanto 
que a função vetor G mapeia R" a R'. 
Alguns casos particulares do modelo genérico descrito anteriormente são 
importantes para a teoria de controle não linear: modelo de controle afim; modelo bilinear. 
!.Modelo de controle afim: Muitos modelos advindos da modelagem 
fenomenológica podem ser representados segundo a estrutura: 
F(x, u) = f(x) + r(x)u 3- 5 
na qual a função vetor não linear F(x,u) foi dividida em duas partes aditivas, sendo 
apenas uma delas dependente do vetor de entrada u, na forma linear. 
2. Modelo bilinear: Para problemas com entrada simples (i.e., u(t) = u(t) é um 
escalar), e se o modelo de controle afim for restríto para f(x) = Ax e r(x) = Nx + b, o 
resultado é um modelo bilinear. A e N são matrízes n x m e b é um vetor de dimensão n. 
Esta classe de modelos pode ser estendida para problemas com entradas múltiplas (MIMO), 
considerando termos múltiplos aditivos para a entrada: 
m 
f(x)u= L;u;(t)N1x+Bu 3- 6 
i=l 
onde B é uma matriz de dimensão n x m. Notar que quando N; = O, para todos os i's, o 
modelo bilinear se reduz à forma bastante conhecida do modelo linear. 
3.3 ESTRATÉGIAS DE CONTROLE PARA SISTEMAS NÃO LINEARES 
3.3.1 CONTROLE LINEAR 
A primeira tentativa de controlar um sistema não linear foi a aplicação dos 
controladores desenvolvidos para sistemas lineares sendo o controlador Proporcional-
Integral-Derivativo (PID) o de aplicação mais antiga e o mais comumente ainda utilizado 
nos processos industriais. O controlador PID toma uma ação de controle proporcional ao 
erro, à integral do erro e à derivada do erro, sendo o erro a diferença entre o valor desejado 
para a saída (set point) e o valor atual da saída. 
u(t)=u0 +kc[e(t)+}_ Je(t)dt+'tn de(t)] 
TI 0 dt 
3- 7 
e(t) = y,P(t)- y(t) 3- 8 
Este controlador se aplica somente a processos com uma entrada e uma saída 
(SISO) e não leva em consideração a presença de tempo morto ou atraso na medida. Seu 
largo emprego deve-se principalmente à sua simplicidade, já que pode ser implementado 
facilmente através de miníprocessadores digitais ou nos sistemas de aquisição e transmissão 
de dados lógicos programáveis (CLP's) bastante utilizados hoje. Neste caso, a versão digital 
do controlador PID é utilizada, encontrada através das aproximações (SEBORG et al., 
1989): 
t n 
Je(t)dt ~ L;ekM 3- 9 
o k=l 
_d_e ~ _e"-" _-_e"",_"-1 3- 10 
dt D.t 
resultando em: 
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3- 11 
que é conhecido como lei de controle PID digital na forma da posição. Para evitar: calcular 
o somatório na expressão anterior; especificar o valor de referência u; reset windup, o 
algoritmo conhecido como forma da velocidade é usualmente adotado para a forma digital 
da lei PID de controle: 
3- 12 
Em estudos de novas estratégias de controle, o controlador PID constitui-se em 
uma referência para efeitos de comparação de desempenho. Segundo BEQUETTE (1991), 
outro fator que dará ao controlador PID uma longa vida é o controle cascata: virtualmente 
todos os controladores avançados estão em cascata com controladores de vazão, os quais 
são eficientemente implementados com o controlador PID. Além disso, muitas malhas têm 
dois controladores em cascata. Por exemplo, muitas estratégias de controle avançado para 
reatores de mistura contínuos e exotérmicos (CSTRs) assumem que a temperatura do 
refrigerante é a variável manipulada. Isto significa que a estratégia avançada muda o set 
point do controlador da temperatura de refrigeração, o qual por sua vez muda o set point do 
controlador de vazão de refrigerante. 
A principal desvantagem do controlador PID (as vezes pode se tomar a principal 
vantagem) é o fato de que ele não se baseia em um modelo do processo, não levando assim 
em consideração informações conhecidas da dinâmica deste que muito poderiam contribuir 
na melhoria do seu desempenho. 
S0RENSEN (1994) apresentou uma proposta de utilização de redes neurais 
segundo a teoria de controle linear, aplicada à sistemas não lineares, baseada na 
linearização do modelo matemático do processo, descrito por uma rede neural, em tomo do 
ponto de operação corrente. A idéia se resume em assumir um modelo determinístico do 
processo da forma: 
y(t) = g( y(t-J), ... ,y(t-n),u(t -d ), ... ,u(t-d -m)) 3- 13 
obtido através da etapa de identificação do processo. O "estado" <p(t) é então introduzido 
como um vetor composto dos argumentos da função g: 
q>(t) = [y(t -1 Y. · · y(t- n) u(t- d)- · ·u(t- d- mJY 3- 14 
No tempo t = 1: lineariza-se g em tomo do estado corrente q>(t) para obter o modelo 
aproximado: 
Y(t) = -ají(t-1)- ... -a.)J(t -n)+ b0u(t-d) + ... + bmu(t-d -m) 3- 15 
onde: 
3- 16 
b = 8g(q>(t)) 
' 8u(t -d-i) 
q;(t)=cp(t) 
3- 17 
e 
Y( t-i)= y( t-i)- y('r- i) 3- 18 
u(t- i)= u(t- i)- u( "t-i) 3- 19 
Separando a porção da expressão contendo componentes do vetor de estados corrente, um 
modelo aproximado pode ser escrito como: 
y(t) = (1- A( q-1 ))y(t) + q-d B( q-1 )u(t) + C,("t) 3- 20 
onde o termo Ç( 1:) é dado por: 
e 
Ç( 1:) = y("t) + GJY( "t -1) + ... + a,y( "t- n)- b0u( 1:- d}- ... - bmu( 1:- d- m} 3-
21 
A( ~) 1 ~ _, q = +a1q + ... +a,q 3- 22 
3- 23 
O modelo aproximado pode ser interpretado como sendo um modelo linear afetado 
por uma perturbação adicional DC, Ç(1:), dependendo do ponto operacional. 
O princípio descrito anteriormente se aplica facilmente no projeto de sistemas de 
controle. A idéia geral é ilustrada na Figura 3-1 (N0RGAARD, 2000b). Observa-se que o 
controlador não é adaptativo por definição pois este não é projetado tendo em mente 
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parâmetros que variam no tempo. Entretanto, a idéia é muito próxima do regulador auto-
ajustável indireto (indirect Seif Tuning Regulator) examinado por ÁSTROM e 
WITTENMARK (1995). Ao invés de se estimar de modo recursivo o modelo linear em 
cada intervalo de amostragem, o controlador aqui examinado é projetado tendo como base 
um modelo linear que é extraído do modelo não linear (rede neural). O método é então um 
tipo de controle com ganho planejado (gain scheduling control) onde o planejamento é 
infinito. Percebe-se que o controlador em si não depende diretamente da rede neural 
treinada. 
Uma vez disponível o modelo linear extraído do modelo não linear descrito pela 
rede neural, diversos tipos diferentes de projeto de controladores podem ser 
implementados, tais como: 
• alocação de pólos com todos os zeros cancelados. Os zeros são cancelados e 
o controlador é projetado de tal forma que o sistema em malha fechada siga uma função de 
transferência previamente escolhida; 
referência 
parâmetros linearizados do modelo 
projeto do 
controlador 
parâmetros do 
controlador 
controlador 
entradas 
modelo linear 
extraído 
saídas 
Figura 3-1- Linearização instantânea aplicada no projeto de sistemas de controle. 
• alocação de pólos sem zeros cancelados. Apenas os pólos do sistema em 
malha fechada são movidos às localizações prescritas; 
• variança mínima. Baseado na consideração de que o desvio, Ç(1:), seja ruído 
branco: Ç(1:) = e(t), o controlador de variança mínima é implementado. Este controlador é 
á 
projetado de modo a minimizar o seguinte critério: 
J4(t,u(t)) = E{~(t + d)- W( q-1 }r(t}J + o[áu(t)YII,} 3- 24 
onde I, especifica as informações coletadas até o tempo t: 
I, = {y(t ),y(t -J), ... ,y(O },u(t -l), ... ,u(O )} 3- 25 
sendo a Equação de Diophantine resolvida em linha. 
Os controladores por alocação de pólos e de variança mínima são geralmente 
implementados segundo a estrutura RST, na qual 
R( q-1 )y(t) = T( q-1 )r(t)-S( q-1 )y(t) 3- 26 
conforme mostrado na Figura 3-2. 
r(t) T(q-1) 1 u(t) y(t) 
+ '~. R(q I) .. SISTEMA 
-
S(q-1) 
Figura 3-2- Controlador RST. 
Do mesmo modo o controlador preditivo generalizado - GPC ( Generalized 
Predictive Controller) reside na idéia de minimizar em cada iteração o seguinte critério: 
N2 Nu 
Js(t,U(t)) = 2]r(t+i)- y(t + iJY + p 2].1-u(t+i -I)] 3- 27 
i=N1 i=l 
com relação os Nu futuros sinais de controle: 
U(t) = [u(t) ... u(t +Nu -l}Y 3- 28 
e sujeito à restrição: 
3- 29 
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N1 denota o horizonte mínimo de predição (ou custo), N2 o horizonte máximo de predição e 
Nu o horizonte (máximo) de controle; pé um fator peso que penaliza variações na ação de 
controle; Ç('t) é um modelo do ruído branco e as predições das saídas futuras, );( t +i), são 
determinadas como predições de variança mínima. O problema de otimização, o qual 
necessita ser resolvido a cada instante de amostragem pois o modelo linear é obtido com 
esta periodicidade, resulta em uma seqüência de sinais futuros de controle, U(t). Desta 
seqüência, somente o primeiro componente u(t) é implementado no processo e calcula-se 
nova seqüência para o próximo instante de tempo. 
3.3.2 ESTRATÉGIAS ESPECIAIS E "AO HOC" 
A presença de não linearidades em processos foi desde o início do advento do 
emprego dos controladores reconhecida como sendo uma das principais variáveis que 
levavam a um desempenho pobre dos controladores utilizados. A primeira tentativa de 
contornar este problema foi modificar o hardware envolvido nos sistemas de controle a fim 
de eliminar as não linearidades, como por exemplo utilização de válvulas de igual 
percentagem ou extratores de raiz quadrada. Posteriormente esta idéia foi estendida na 
utilização de transformação de variáveis: em colunas de destilação, a utilização do 
logaritmo da composição como variável medida lineariza a dínâmica do processo com 
relação a tal variável. Diversas variantes são descritas na literatura (BEQUETTE, 1991). 
LUYBEN (1989) propôs uma modificação no controlador PID de tal modo que a 
constante kc variava em função do erro, criando assim um controlador não linear: 
3- 30 
A vantagem desta estratégia é que o controlador se toma insensível aos ruídos na 
medida quando a saída está próxima ao set point. A ação de controle se toma mais vigorosa 
à medida que a saída se distancia do set point. 
Uma outra maneira de lidar com as não linearidades é utilizar vários conjuntos de 
constantes do controlador (PIO ou outro qualquer) previamente ajustados para regiões 
específicas de operação. Este procedimento é conhecido como Controlador de Parâmetros 
Programados (Parameter Scheduled Controller) e foi inicialmente proposto dentro do 
Controle Adaptativo, mas a idéia foi estendida para outras estratégias de controle. MEGAN 
e COOPER (1995) propuseram um controlador preditivo DMC, com caracteristicas 
adaptativas, utilizando redes neurais. Considerou-se o caso com duas entradas e duas saídas 
(MIMO) e utilizou-se duas redes neurais vector quantizing (VQN) que monitoram 
continuamente as entradas e saídas do processo para detectar a presença de perturbações 
nestas, sendo a matriz dinâmica do controle DMC adaptada todas as vezes que são 
detectadas alterações. O caso estudo considerado foi uma coluna de destilação e os 
resultados foram aceitáveis. 
Quando às perturbações que afetam um processo são mensuráveis e um modelo 
matemático do mesmo é disponível, uma das maneiras mais eficientes de minimizar o 
impacto de tais perturbações no processo é a utilização do controle antecipativo 
(Feedforward Control). Quando acoplado com o controle de retroalimentação (Feedback 
Contrai), pode levar a excelentes resultados, eliminando a presença de possíveis off sets. 
3.3.3 CONTROLE COM MODELO INVERSO DO PROCESSO 
O procedimento de controle denominado "modelo interno de controle" ou IMC 
(Interna! Model Control) foi proposto no início da década de 1980 pelos pesquisadores 
Garcia e Morari e inicialmente utilizava um modelo linear do processo como modelo de 
controle, utilizado em paralelo com o processo real (chamado de modelo antecipativo ou 
forward model). Um outro modelo descrevendo o comportamento inverso do sistema é 
utilizado para calcular a entrada (chamado de modelo inverso ou inverse model). O 
esquema genérico desta estratégia de controle é mostrado na Fig. 3-3 (SEBORG et a!., 
1989) e se aplica tanto a sistemas lineares quanto àqueles não lineares. Percebe-se também 
que o controle IMC une em uma mesma estrutura características de retroalimentação 
(jeedback) e antecipação (jeedforward). 
d 
'"' Ysp f f+ u y 
+ 
gc gp 
- filtro controlado r processo 
+ 
Ym -
--. gm 
modelo 
Figura 3-3- Estrutura do Controle com Modelo Interno (IMC). 
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A diferença entre as saídas do sistema (y) e do modelo em paralelo CYm) é retro alimentada e 
constitui-se na entrada do subsistema controlador. O filtro antes do controlador é utilizado 
para introduzir uma robustez desejada e para dar ao sistema de controle características de 
servo-mecanismo (tracking response). O controlador do tipo IMC se aplica somente a 
sistemas que são estáveis em malba aberta e garante a estabilidade dos mesmos em malha 
fechada. 
A utilização de redes neurais em estrutura IMC é intuitiva e mostrada na Fig. 3-4 
(N0RGAARD, 2000b). Pode-se treinar uma rede para representar a dinâmica inversa de 
um processo (gc) e outra para a dinâmica direta (gm) (Hl.JNT e SBARBARO, 1991). O sinal 
de controle é sintetizado através de uma combinação de um modelo antecipativo iforward) 
do processo com um modelo inverso. Uma propriedade atrativa desta técnica de projeto é 
que ela provê uma resposta livre de off-set, independente do processo ser afetado ou não 
por uma perturbação constante. 
y(t) 
+ 
+ 
Figura 3-4 - Controle por modelo inverso utilizando redes neurais. 
Em muitos casos apresentados na literatura utilizando este procedimento o sinal 
controle u é calculado numericamente a partir da inversão de um modelo neural do 
processo iforward model) em cada intervalo utilizando o método de Newton ou os métodos 
de substituição baseados no teorema da contração do mapeamento. A primeira derivada 
com relação à entrada de controle pode ser calculada através destas técnicas pelo método 
usual da retropropagação. Estas técnicas numéricas demandam, entretanto, alto esforço 
computacional, são muito sensíveis às estimativas iniciais e não necessariamente conduzem 
a uma solução global e única, podendo acarretar sérios problemas de estabilidade do 
controlador. Uma alternativa é utilizar uma rede neural treinada fora de linha para aprender 
a dinâmica inversa do modelo, diretamente a partir do sinal de entrada do sistema e do sinal 
de saída, sem cálculos numéricos. 
O segundo procedimento leva diretamente ao controle inverso direto utilizando 
redes neurais. Conceitualmente, o mais básico controlador baseado em redes neurais é 
aquele que utiliza o modelo inverso do processo como controlador. O princípio de 
funcionamento desta técnica de controle é a consideração de que o processo possa ser 
descrito por (N0RGAARD, 2000b): 
y(t + 1) = g( y(t ), ... ,y(t- n + 1 ),u(t ), ... ,u( t- m)) 3- 31 
e que uma rede neural possa ser treinada para representar o modelo inverso do processo: 
u(t) = g-1 ( y(t + 1 ),y( t ), ... ,y(t- n + 1),u(t -1 ),u(t- m)) 3- 32 
Onde u(t) representa a entrada do processo predita pela ANN. 
O modelo inverso é então aplicado como um controlador do processo pela inserção 
da saída desejada, a referência r(t+ 1), no lugar da saída y(t+ 1). A Fig. 3-5 ilustra esta 
técnica de controle. Nesta estratégia de controle, antes de se considerar o sistema de 
controle em si, um modelo inverso do processo necessita ser treinado. Para tanto, dispõe-se 
de várias técnicas, sendo que as duas mais usuais são: treinamento generalizado e 
treinamento especializado (PSALTIS et a!., 1988). No modo de treinamento generalizado, 
a rede neural é treinada de maneira fora de linha (o .f! line) de modo a minimizar o seguinte 
critério de desempenho (6 representa os pesos da rede neural): 
N 
JJO)= 'f/u(t)-u(t)/ 3- 33 
t=l 
Um experimento é então realizado e um conjunto de padrões correspondentes às 
entradas e saídas do sistema é gerado e armazenado. 
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r(t+1) u(t) 
Figura 3-5 - Controle inverso direto utilizando RNAs. Geralmente há falta de robustez do 
controlador nesta configuração. 
A rede utilizada como controlador pode também ser permanentemente treinada em 
linha de modo a minimizar alguma função custo previamente definida, resultando no 
controle adaptativo que utiliza redes neurais (chamado de controle adaptativo direto por 
HUSSAIN, 1999). 
Já o treinamento especializado é realizado em linha ( on line) e está intimamente 
relacionado com o controle adaptativo com modelo de referência (chamado de controle 
adaptativo indireto por HUSSAIN, 1999), sendo que neste caso há mais robustez por parte 
do controlador (devido à retroalimentação da saída), desde que o modelo do processo seja 
confiável. A idéia é minimizar o critério de desempenho, ou a função custo: 
J(S)= Í:/Ym(t)- y(t)/ 3- 34 
onde: 
Ym representa a trajetória de referência, sendo dada por: 
3- 35 
Am e Bm são polinômios, q é o operador deslocamento a ré e r(t) a trajetória de referência. O 
modelo inverso é obtido se Am = Bm = 1, mas freqüentemente uma versão utilizando filtro 
passa-baixo é preferida. Neste caso, o resultado será algo como um modelo inverso 
suavizado (detuned ou smoothed). 
y(t+ 1) 
O treinamento especializado é dito como sendo direcionado ao propósito (goal 
directed), pois ao contrário do treinamento generalizado, esta técnica tenta treinar a rede de 
tal modo que a saída do processo siga a referência de perto. Por esta razão, o treinamento 
especializado é particularmente indicado na otimização do controlador para uma trajetória 
de referência pré-estabelecida. 
O treinamento especializado necessita ser realizado em linha (on-line) e, portanto, 
é bem mais dificil de ser implementado na prática do que o treinamento generalizado. 
Antes do treinamento do modelo inverso do processo, um modelo antecipativo iforward) 
do processo necessita ser treinado, pois este modelo é requerido pelo esquema de controle, 
conforme pode ser visto na Figura 3-6 (N0RGAARD, 2000b ). 
Ao contrário do treinamento generalizado, o esquema de controle que utiliza o 
treinamento especializado realiza o projeto do controlador baseado em um modelo do 
processo. Maiores detalhes acerca desta técnica podem ser encontrados em HUNT & 
SBARBARO (1991). O treinamento especializado é mais complexo de ser implementado 
pois utiliza atualização recursiva dos pesos da rede atuando como controlador, quando 
comparado com o treinamento generalizado e requer mais parâmetros de projeto. 
Ym 
+ 
r 
u y 
Figura 3-6- Diagrama do princípio do treinamento especializado. 
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KRISHNAPURA e JUTAN (2000) propuseram uma metodologia interessante na 
qual foi utilizada uma rede neural que possui apenas quatro parâmetros e é similar ao 
controlador clássico PID, sendo a rede atuando diretamente como controlador. Os autores 
consideram que no controle adaptativo convencional que utiliza redes neurais, há um 
grande número de parâmetros (pesos da rede) que necessitam ser modificados, o que não é 
uma tarefa trivial. Para realizar a retropropagação do erro da saída do processo, foi 
considerado uma rede aumentada, na qual foi incluída o processo, porém com parâmetros 
fixos. Deste modo, pode-se calcular com facilidade o Jacobiano e fazer a atualização 
somente dos parâmetros da rede aumentada relativos ao controlador, sendo a saída do 
processo forçada a seguir uma trajetória pré-estabelecida; a rede utilizada possui duas 
camadas e apenas um neurônio em cada uma; foram utilizados entradas da rede: set point, 
saída do controlador e do processo, no intervalo de tempo anterior; o ajuste dos pesos foi 
feito através do treinamento especializado; o desempenho da rede foi testado com sucesso 
no controle de um reator CSTR linear e não linear e em um sistema de neutralização (ajuste 
depH). 
O uso de modelos inversos para controle por retroalimentação pode levar ao 
controlador do tipo dead-beat, o qual é indesejável em vários casos. Se um controlador PID 
tiver sido sintonizado previamente de modo a estabilizar um processo instável em malha 
aberta, um modelo inverso pode ser usado para prover um sinal antecipativo ifeedforward) 
diretamente a partir da referência. Esta estratégia foi proposta por LEUNEN (1993) e 
S<I>RENSEN (1994) e é ilustrada na Figura 3-7. 
r 
y 
+ 
Figura 3-7 - Esquema feedforward para otimização de um sistema de controle existente. 
De modo geral, pode se dizer que uma vez que o modelo inverso do processo foi 
treinado, há diferentes maneiras de utilizá-lo para finalidades de controle: controle inverso 
direto; controle IMC e controle antecipativo. 
3.3.4 GEOMETRIA DIFERENCIAL 
Do mesmo modo que a análise e o projeto de controladores lineares podem ser 
realizados com ferramentas matemáticas tais como a transformada de Laplace e a álgebra 
linear, a geometria diferencial tem sido empregada nos últimos anos na análise e projeto de 
sistemas de controle não linear. Entretanto, a complexidade inerente dos sistemas não 
lineares toma o emprego dos métodos de geometria diferencial não raro tão complexos que 
os ganhos de sua aplicação são pequenos comparados aos esforços necessários para obtê-
los. Mesmo assim, esta metodologia tem recebido bastante atenção do ponto de vista de 
investigação teórica pois como se esgotaram praticamente todos os campos de investigação 
em sistemas lineares a atenção dos pesquisadores se voltou para o estudo dos sistemas não 
lineares e tenta-se obter o mesmo sucesso na análise teórica obtida para os sistemas lineares 
que impulsionou muito a utilização destes na prática. 
Uma visão geral dos métodos de controle geométricos pode ser encontrada em 
HENSON e SEBORG (1992) e no tutorial de K.RAVARIS e KANTOR (1990a; 1990b). 
Mais recentemente HENSON e SEBORG (1997) editaram na forma de livro diversas 
contribuições que apresentam os princípios básicos das diferentes metodologias utilizadas 
em controle não linear, bem como inúmeras aplicações no ãmbito da Engenharia de 
Processos, sendo dada maior ênfase aos aspectos práticos em detrimento a um tratamento 
teórico aprofundado, o que toma esta referência interessante para os que desejam se iniciar 
nas técnicas de controle não linear. 
A maioria dos trabalhos empregando métodos de geometria diferencial são 
desenvolvidos para sistemas lineares na(s) entrada(s). A forma geral do modelo destes 
sistemas (para um sistema de entrada simples e saída simples) é: 
dx 
-= f(x)+ g(x)u 
dt 
y =h( x) 
3- 36 
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onde x é o vetor de estados, u é a entrada manipulada e y é a saída medida. Na análise de 
sistemas não lineares a álgebra matricial dos sistemas lineares é substituída pela álgebra de 
Lie. A derivada de Lie é definida como sendo: 
3- 37 
e pode ser interpretada como sendo a derivada direcional da função h(x) na direção do vetor 
f(x). A diferenciação de h(x) em direção de g(x) também pode ser realizada: 
3- 38 
Do mesmo modo, derivadas de mais alta ordem podem ser obtidas como: 
3- 39 
Sendo a ordem relativa de um sistema o último inteiro positivo r para o qual: 
3- 40 
A ordem relativa representa o número de vezes que a saída y necessita ser 
diferenciada com relação ao tempo para recuperar a entrada u. Para modelos com função de 
transferência lineares, esta é a diferença na ordem dos polinômios do denominador e 
numerador. 
Segundo BEQUETTE (1991), há três procedimentos distintos de projeto de 
transformações de retroalimentação de estados (state feedback transformations) utilizadas 
correntemente em controle de processos químicos: (1) linearização das equações de estado 
toma o modelo de estado linear entrada-estado, em malha fechada; (2) linearização 
entradaJsaída toma a relação entrada-saída linear em malha fechada; (3) aproximação ou 
linearização parcial encontra transformações que linearizam o sistema para ordem 2 ou 
superior. Para classes restritas de sistemas, há a possibilidade de Iinearização total, ou seja, 
tomar o sistema linear tanto em relação aos estados quanto em relação à entrada! saída. Uma 
vez o sistema apresentando um comportamento linear em malha fechada, independente do 
método utilizado, emprega-se os métodos clássicos desenvolvidos para sistemas lineares 
para que sejam atingídos os objetivos de regulação (controle regulatório) ou supervisão 
(controle supervisório ). 
Em geral uma lei de compensação estática para controle por retroalimentação de 
estados lineares é escrita como sendo: 
u=p(x)+q(x)v 3- 41 
Linearização da equação de estado. Uma lei de compensação por 
retroalimentação de estados é encontrada de tal modo que a relação entre a entrada de 
referência, v, e a equação de estado dinâmica seja linear, após uma transformação de 
coordenadas, Ç = T(x) e v= Tn+I(x,u) 
3- 42 
A lei de controle é comumente desenvolvida utilizando o método de alocação dos 
pólos, porém este método apresenta a desvantagem de que a alocação dos pólos em malha 
fechada não garante que o sistema de controle resultante será livre de offset's. Outra 
desvantagem é que um conjunto de equações diferenciais parciais necessita ser resolvido 
para determinar a transformação de variáveis; uma solução analítica somente é disponível 
em poucos e especiais casos. 
Linearização entrada/saída (Controle de Linearização Global). Uma lei de 
compensação por retroalimentação de estados é encontrada de tal modo que a relação entre 
a entrada de referência, v, e a saida, y, seja linear 
dx =[f( x) + g(x)p( x)]+ g( x)q( x)v 
dt 
y =h(x) 
3- 43 
A representação esquemática da estrutura de controle linearizante é apresentada na 
Figura 3-8. 
y,, controlador v compensador de ~ PROCESSO ,. linear retro alimentação mapa de saída 
+ dos estados 
- i X 
Figura 3-8- Estrutura do controle de linearização global. 
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A lei de compensação por retroalimentação de estados (r= ordem relativa) é: 
3- 44 
que resulta em um comportamento linear na forma entrada/saída entre a saída y e a entrada 
de referência v 
3- 45 
Escolhendo um controlador linear com a função de transferência na forma 
3- 46 
resulta em uma função de transferência em malha fechada criticamente amortecida: 
1 
y(s)= (cs+1)' Y,P(s) 3- 47 
Um número importante de processos químicos possuem uma ordem relativa igual 
a 1; isto resulta em um processo em malha fechada de 1 ª ordem. A principal desvantagem 
do procedimento de linearização entrada/saída é que ele só é aplicável a sistemas de fase 
mínima. 
Linearização Aproximada. Envolve a procura de uma transformação de 
coordenadas e retroalimentação de estados que forma um sistema linear aproximado de 
ordem 1c: 
d(, =A(,+ bv +O( x,u }"+1 
dt 
onde (, e v são os estados e entradas transformados. 
3- 48 
Uma das maneiras de utilizar as redes neurais no controle não linear é treinar duas 
redes para representar a dinâmica do processo da seguinte forma (N0RGAARD, 2000b ): 
Y{t) =f( y(t -1) ..... y(t-n),u(t-2), ... ,u(t- m)) + 
3- 49 
g( y(t -J), ... ,y(t- n),u(t- 2 ), ... ,u( t- m))u(t -1) 
sendo f e g duas redes separadas. Uma lei de controle por retroalimentação linearizante do 
processo é obtida pelo cálculo da ação de controle dada por: 
( ) -w-'-'( l.c::..)_-.c::..f-'-'( y'-'(..:..:1 ):.:.:, ·:.:.: . ·.c::..Y~( 1_-..;.:.n_+..:..:I:_:_) •..:..:u (..:..:1 ---'I)"-,·.....:  ,_u(~t_-_m_+...:.I=)) u t = 
g( y(t ), ... ,y(t- n +I ),u( t-I ), ... ,u(t-m +I)) 3- 50 
selecionando de modo conveniente o controle virtual w(t) como uma combinação linear 
apropriada de saídas passadas somadas a uma referência permite uma alocação arbitrária 
dos pólos em malha fechada. Do mesmo modo que o controlador por modelo de referência, 
a linearização por retroalimentação é o correspondente não linear ao método de alocação 
dos pólos com todos os zeros cancelados (ÁSTROM e WITTENMARK, 1995). O princípio 
desta metodologia é mostrado na Figura 3-9. 
r(t) w(t)- f(•) 
g(•) 
u(t-1) 
NN-2 
g(.) 
NN-1 
f(.) 
Figura 3-9- Linearização por retroalimentação discreta, utilizando RNAs. 
y(t) 
A dificuldade de se modelar com precisão os bioprocessos através de métodos 
fenomenológicos fazem desta classe de processos fortes candidatos ao controle 
utilizando redes neurais. BOSKOVIC e NARENDRA (1995) apresentaram extensa 
investigação de um processo fermentativo, não linear e com parâmetros variando no 
tempo e determinaram quando e por que uma rede neural necessitaria ser utilizada em 
sistemas dinâmicos complexos em preferência a outros controladores. Os autores 
argumentam que os controladores não lineares, para o caso estudo, apresentaram 
melhores resultados quando comparados com os lineares, porém requerem muita 
informação a priori acerca do processo; para evitar tal conhecimento, utilizaram uma rede 
73 
neural para realizar o mapeamento não linear inserida em uma lei de controle não linear, 
cujo objetivo é realizar a linearização entrada/saída do processo por retroalimentação; os 
pesos da rede foram ajustados em linha e testaram o desempenho de uma rede multicamada 
convencional e uma rede de funções de base radiais; testaram cinco controladores: não 
linear com modelo fixo; não linear adaptativo; linear adaptativo; não linear adaptativo com 
rede neural multicamada; não linear adaptativo com rede neural de base radial; finalmente, 
concluem que a utilização das redes neurais em processos fermentativos depende do desvio 
esperado dos parâmetros e condições iniciais; do erro tolerável; do conhecimento a priori 
das diferentes não linearidades e como estas são não raro desconhecidas, ou conhecidas 
apenas parcialmente, o controlador linear adaptativo e o não linear que utiliza rede neural 
são os mais indicados no controle de tais processos. Se precisão e robustez forem itens 
críticos, o controle que utiliza as redes neurais é preferível. 
BRAAKE et al. (1998) utilizaram redes neurais para linearizar de forma exata 
(considera um modelo do processo na forma afim) e aproximada (considera um modelo não 
linear genérico que é linearizado em cada intervalo de tempo por série de Taylor), na forma 
entrada/saída, um processo fermentativo no qual o objetivo foi controlar a pressão do 
fermentador, sendo utilizados controladores de simples entrada e saída (SISO) e de múltipla 
entrada e saída simples (MISO), sendo que as investigações para o controlador SISO foram 
feitas experimentalmente e as para o controlador MISO por simulação computacional. Após 
a linearização do processo, utilizaram um controlador preditivo para controlar o sistema 
linear resultante. Os resultados foram muito bons para as diversas possibilidades 
consideradas. Um procedimento semelhante foi descrito por VILAÇA et al. (2000), sendo 
que a rede neural utilizada foi a de função de base radial, para modelar o processo, na 
forma afim. A rede neural modela a parte estática do modelo do processo e este deve ser 
integrado para recuperar a saída y(t+ 1 ), procedimento que causa uma importante redução 
na dimensionalidade e estrutura da rede e evita a definição tediosa da estrutura das redes na 
forma de modelo ARMAX. O caso estudo considerado foi o reator CSTR com reação 
exotérmica e troca térmica. 
GE et al. (1998) apresentaram uma metodologia para linearizar por 
retroalimentação, de forma aproximada, um sistema não linear, utilizando redes neurais 
multicamadas e linearização por geometria diferencial na forma entrada-saída. O método 
proposto se aplica a sistemas descritos por modelo não linear genérico, ou seja, não se 
restringe os sistemas descritos por modelo na forma afim. A rede neural inserida na lei de 
controle é aplicada para reconstruir a entrada ideal IFLC (lmplicit F eedback Linearization 
Contra!) para se alcançar uma linearização por retroalimentação aproximada, sendo seus 
pesos continuamente ajustados, levando o controlador final a ter um comportamento 
adaptativo. A lei de controle final, que atua sobre o sistema já linearizado, foi desenvolvida 
a partir da técnica de estabilidade de Lyapunov, sendo a saída forçada a seguir uma 
trajetória especificada de acordo com um modelo de referência pré determinado. A técnica 
proposta foi aplicada no controle de um reator de mistura CSTR com reação exotérmica e 
troca térmica, no qual a entrada de controle aparece de forma não linear. O objetivo de 
controle é controlar a concentração do reagente A na saída, manipulando a vazão de 
refrigerante. Os resultados foram comparados com o controlador clássico PI, sendo os 
obtidos com o controlador adaptativo aplicado ao sistema linearizado através de uma rede 
neural mostraram-se bem superiores aos obtidos com o controlador PI, em mudanças 
contínuas de set points. 
Utilizando como caso-estudo o controle de um reator CSTR, com reação 
exotérmica e sistema de troca térmica, KA VCHAK e BUDMAN (1999) descreveram como 
melhorar o desempenho de adaptação em redes com função de base radial utilizadas na 
modelagem de sistemas não lineares através da seleção de uma dilatação ótima e 
apresentaram um algoritmo que permite adaptação simultánea da dilatação e pesos da rede. 
A rede considerada foi utilizada em um controlador não linear que lineariza a entrada/saída 
do processo, sintetizado para ser estável de acordo com o segundo critério de estabilidade 
de Lyapunov. Os resultados foram comparados com um controlador não linear ideal e 
concluíram que um processo operando sob o controlador proposto necessita de uma 
excitação persistente a fim de manter sua característica adaptativa, necessidade esta 
amplamente discutida na teoria de controle adaptativo de sistemas lineares. 
3.3.5 SÍNTESE DE SISTEMAS DE REFERÊNCIA 
As técnicas de síntese por sistemas de referência (RSS - Reference System 
Synthesis) utilizam um modelo do processo e uma resposta desejada deste em malha 
fechada (especificada através de um modelo de referência estável) para determinar a lei de 
controle por retroalimentação. Esta idéia é similar ao procedimento que tem sido utilizado 
para sistemas lineares discretos, o controlador de Dahlin, que especifica uma trajetória de 
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primeira ordem com tempo morto. Na técnica RSS, o modelo do processo é escrito como 
sendo: 
x = f(x,u,p,Z) 3- 51 
e a resposta desejada é especificada como sendo: 
3- 52 
Um exemplo de uma resposta desejada que incorpora ação proporcional e integral 
é: 
3- 53 
Uma função de controle: 
3- 54 
é encontrada de tal modo que o modelo justapõe-se à resposta desejada ( x = x,). Se o 
processo for linear na entrada, então uma solução explícita para a variável manipulada 
surge; se o processo for não linear na entrada, então uma solução implícita será geralmente 
obtida. 
Considerando a existência de muitos processos não lineares de baixa dimensão que 
são dificeis de serem modelados e controlados pelas vias convencionais e processos de alta 
ordem, McLAIN e HENSON (2000) aplicaram o método da análise do componente 
principal para reduzir a dimensão do sistema e utilizaram uma rede neural de função de 
base radial em um controlador não linear que lineariza as entradas/saídas de um reator de 
polimerização altamente não linear. Os pesos da rede são ajustados em linha de tal modo 
que a saída da planta siga assintoticamente um modelo de referência linear, sendo o sistema 
de controle sintetizado um controle adaptativo por modelo de referência (MRAC - Model 
Reference Adpative Contra!) não linear. Os resultados foram comparados com um 
controlador linear com realimentação de estados e que utiliza a mesma quantidade de 
informações que o controlador não linear. Foram investigados os casos regulatório e 
supervisório (variação exponencial do set point). 
3.3.6 CONTROLE PREDITIVO BASEADO EM MODELO 
Durante as décadas de 1980 e 1990 houve um aumento significativo na utilização 
de técnicas de controle preditivas baseadas em modelos lineares (LMPC - Linear Model 
Predictive Control). Uma excelente revisão destas técnicas, abrangendo aspectos teóricos e 
controladores preditivos comerciais disponíveis, pode ser encontrada em OGUNNAIKE e 
RAY (1994). 
A maís citada das técnicas LMPC é o controle por matriz dinâmica (DMC -
Dynamic Matrix Control), que é baseado na seleção de um conjunto de L mudanças futuras 
na variável manipulada (horizonte de controle), que minimizam uma função objetivo 
baseada na soma dos quadrados da diferença entre as saídas preditas pelo modelo e a 
trajetória da variável de saída desejada sobre um horizonte de predição, R. Apesar de que a 
otimização para o DMC é feita para uma seqüência de mudanças futuras no controle, 
apenas a próxima mudança no controle é implementada. Incertezas no modelo e 
perturbações no processo são levadas em consideração através do cálculo de uma 
perturbação aditiva como sendo a diferença entre a medida do processo e a predição do 
modelo no instante de tempo atual (current time step). Assume-se que as perturbações 
futuras serão iguais às perturbações atuais, e uma nova trajetória é calculada. Notar que o 
controle preditivo é uma estratégia de controle ótimo em malha aberta com 
retroalimentação provida pela estimativa da perturbação (a qual também faz a compensação 
de incertezas no modelo). 
Há uma solução analítica para o DMC desde que não haja restrições no controle; 
restrições podem ser incorporadas através da adição de fatores ponderando a velocidade da 
resposta. O controle por matriz dinâmica quadrático (QDMC) foi desenvolvido para 
incorporar restrições no processo de modo explícito, tanto nas variáveis manipuladas, 
quanto nas saídas do processo. LUNDSTRÓM et al. (1995) mostram que o desempenho do 
algoritmo DMC em malha fechada é limitado por duas considerações, a saber: (i) que uma 
resposta em degrau estável pode ser usada para representar a planta; (ii) que a diferença 
entre a saída medida e predita pode ser modelada como uma perturbação degrau agindo 
sobre a saída. Tais considerações levam às seguintes limitações: 
1. Um bom desempenho pode requerer um número excessivo de coeficientes 
na resposta em degrau; 
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2. Um desempenho pobre pode ser observado para perturbações afetando a 
entrada da p !anta; 
3. Desempenho robusto pobre pode ser observado para plantas multivariáveis 
com interações severas; 
Para superar estas limitações os autores sugerem a utilização de um novo 
algoritmo de controle preditivo baseado em modelo (MPC), o qual inclui um observador e 
por isso chamado de controle preditivo baseado em modelo e observador (OBMPC 
Observer Based Model Predictive Contra/ler). O observador pode ser por exemplo o 
conhecido filtro de Kalman, que fornece uma observação ótima dos estados. 
Estratégias de controle preditivas foram bem recebidas na indústria porque elas 
são intuitivas e são capazes de lidar com restrições de modo explícito. Uma das maiores 
limitações do método é que ele foi desenvolvido baseado na teoria de sistemas lineares e 
não produz bons resultados para sistemas altamente não lineares. Uma extensão direta dos 
métodos de controle preditivo baseado em modelo linear é alcançada pela utilização de um 
modelo dinâmico não linear do processo, no lugar do modelo linear de convolução. 
O controlador preditivo baseado em modelo (MPC) que utiliza um modelo não 
linear do processo é chamado de controle não linear preditivo baseado em modelo 
(NLMPC - Non Linear Model Predictive Contra! ou NLPC - Nonlinear Predictive 
Contra!). O objetivo do controle preditivo não linear (NLPC) é selecionar um conjunto de 
mudanças futuras no controle (horizonte de controle) de tal modo a minimizar uma função 
baseada em uma trajetória de resposta desejada sobre um horizonte de predição. 
Matematicamente, uma formulação geral pode ser apresentada como sendo (BEQUETTE, 
1991): 
3- 55a 
sujeito à: 
x = f(x,u,p,!) (3- 55b) 
Ym = g(x) (3- 55c) 
< (") < umin - u l - umax. (3 - 55d) 
u(i -1)-llum~ S u(i) S u(i -1) + llum~ (3- 55e) 
u( i) = u( k +L -1) para ':f i > k +L -1 (3 - 55f) 
< (") < Xmin -X l - Xma.x (3- 55g) 
< (") < Ymin -Y l -Ymax (3- 55h) 
x(k)=xk (3- 55i) 
A função objetivo é a soma dos quadrados dos resíduos entre as saídas preditas 
pelo modelo e os valores de referência (set points), sobre o horizonte de predição R 
intervalos de tempo (3 - 55a). As variáveis de decisão da otimização são as ações de 
controle L intervalos de tempo no futuro; após o L-ésimo intervalo de tempo, assume-se 
que a ação de controle seja constante (3 - 55f). Notar que restrições absolutas (3 - 55d) e 
incrementais (3 - 55 e) nas variáveis manipuladas são explicitamente incluídas nesta 
formulação. Restrições nos estados e nas variáveis de saídas estão incluídas em 3 - 55g,h. 
Apesar da otimização ser baseada sobre um horizonte de controle, apenas a 
primeira ação de controle é implementada. Após esta implementação, são obtidas as 
medidas das saídas da planta. Faz-se a compensação entre as divergências entre a planta e o 
modelo e a otimização é realizada novamente. 
Há um número importante de itens a serem considerados na solução das Eqs. 55 a-
i, tais como: 
• a escolha da técnica de otimização com restrição; 
• como resolver a restrição imposta pelo modelo dinâmico (3 - 5 5b ); 
• devido ao fato de que muitas das variáveis de estado não podem ser medidas 
(conhecidas), necessita-se tomar uma decisão acerca das condições iniciais propícias para 
as variáveis de estado no início do horizonte de predição (3 - 55 i); 
• as saídas do modelo (ym) são uma função das variáveis de estado (3 - 55 c); 
portanto, uma correção necessita ser feita em Ym para obter uma melhor predição das saídas 
(ypred). 
Uma discussão detalhada destes itens está além dos objetivos deste trabalho e o 
leitor que desejar efetuá-la deve consultar a literatura disponível (BEQUETTE, 1991; 
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HENSON e SEBORG, 1997). Uma excelente discussão do que se espera da próxima 
geração dos controladores preditivos baseados em modelo, sob ótica da indústria, pode ser 
encontrada em NIKOLAOU (1998). Visões mais acadêmicas, porém sem perder de vista a 
aplicação industrial, acerca do estágio atual e futuro do controle preditivo são amplamente 
discutidas por HENSON (1998) e por MORAR! e LEE (1999), sendo leitura obrigatória 
para todos os predictive contra! practitioners. 
O modelo matemático do processo (planta ou sistema) utilizado no NLMPC é 
freqüentemente um modelo fenomenológico advindo dos balanços e geralmente composto 
por um sistema de equações diferenciais ordinárias (EDOs ), equações diferenciais parciais 
(EDPs) ou por um sistema de equações algébricas. Para realizar o procedimento de 
otimização, os métodos usuais consistem basicamente em três procedimentos distintos: 
• procedimento sequencial: a solução do modelo e o cálculo das ações de 
controle são realizados de forma sequencial e de modo separado, pois sendo o modelo 
descrito por um sistema de EDOs, este é integrado por um integrador e então as respostas 
são passadas para o otimizador. Este procedimento requer alto esforço computacional, pois 
o otimizador necessita resolver o sistema de EDOs reiteradas vezes. 
• procedimento simultâneo: O sistema de EDOs é discretizado utilizando um 
método de colocação ortogonal e o sistema algébrico resultante é resolvido 
simultaneamente com o otimizador, resultando geralmente em um problema de largas 
dimensões. 
• procedimento de linearização: o modelo não linear é linearizado em tomo 
do ponto de operação a fim de que se resulte em um problema de otimização linear cuja 
solução é bem mais simples e rápida do que as anteriores. 
Uma alternativa interessante é utilizar redes neurais para representar o modelo do 
processo, pois deste modo têm-se todos os beneficios do procedimento simultâneo, porém 
com um número muito menor de equações já que não houve discretização do modelo 
fenomenológico. 
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Figura 3-10- Estrutura do controlador NLMPC. 
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esquema geral de um controlador NLPC (as vezes também chamado de NLMPC -
NonLinear Model Predictive Controller) é mostrado na Figura 3-10. Neste caso, o NLPC 
foi implementado segundo a estrutura IMC. 
HUNT et al. (1992) apresentam urna função objetivo na forma: 
3- 56 
sujeita às restrições do modelo dinâmico e onde as constantes N1 e N2 definem os 
horizontes sobre os quais a minimização do erro e os incrementos de controle são 
considerados. O valores de À são os pesos aplicados à ação de controle. 
Se o procedimento de treinamento especializado descrito anteriormente (Controle 
inverso) for modificado de modo que a função objetivo assuma a seguinte forma 
(N0RGAARD, 2000b): 
J 3 (8) = _L(r(t)- y(tJY +p(u(tJY, p ~O 3- 57 
o treinamento da rede neural é muito similar ao treinamento especializado de modelos 
inversos e pode ser realizado em linha. Um modelo preditivo iforward) do processo 
necessita estar disponível, obtido na etapa de identificação. O treinamento pode utilizar o 
algoritmo recursivo modificado de Gauss-Newton. Sumariamente, 
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pesos: 
e (t) = ôy(t) e(t) 
u àu(t-1) 
'f' (t) = du(t -1) 
" de 
'f'(t) = ôf;(t) 'f' (t) 
àu(t -1) u 
3- 58 
3- 59 
3- 60 
O gradiente é modificado de tal modo a resultar em uma nova atualização dos 
ê(t) = ê(t -1) + P(t)'f'Jt)(eJt)- pu(t -1)) 3- 61 
A técnica da linearização instantãnea descrita anteriormente não é adequada 
quando as não linearidades presentes no sistema não são suaves. Infelizmente, critérios de 
projeto práticos e relevantes baseados diretamente em um modelo neural não linear são 
raros. Um dos mais conhecidos é a utilização das redes neurais no controle preditivo e 
também um dos mais promissores. O emprego das redes neurais se dá de acordo com o 
critério J s definido anteriormente. Entretanto, no controle preditivo não linear a predição 
das saídas futuras não é obtida através de linearização, mas a partir do uso recursivo e 
sucessivo do modelo não linear NNARX: 
y(t + k I t) = g( f;(t+k -1), ... ,f;(t +k-min(k,n)),y(t), ... ,y(t -max(n -k,O )), 
u(t-d +k), ... ,u(t-d -m + k)) 
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O problema de otimização resultante neste caso é solução muito mais dificil e um 
método de procura iterativo é requerido. Vários algoritmos de otimização podem ser 
utilizados, cada um com vantagens e desvantagens, sendo os mais comuns o método de 
Quasi-Newton aplicando o algoritmo de BFGS para atualizar o inverso do Hessiano e o 
método de Levenberg-Marquardt baseado no método de Newton. 
Na utilização dos métodos de otimização necessita-se especificar uma seqüência 
inicial de COntroles futurOS U 10 )(t) = [u(O)(t),u 10 )(t+1), ... ,U 10 )(t+Nu -1)] para proceder 
ao método iterativo. Como na minimização do critério J5 mais de um local mínimo pode ser 
encontrado, é desejável que o problema de otimização seja executado várias vezes, com 
diferentes seqüências iniciais r.fO! (t), a fim de se tentar localizar o mínimo absoluto. O 
esquema geral do método é ilustrado na Figura 3-11. 
r Otimização 
u y 
Figura 3-11- Controle não linear por otimização (esquema geral). 
A utilização de redes neurais em controle preditivo tem sido o procedimento mais 
comum dentre todos os demais. As aplicações no âmbito da Engenharia de Processos são 
inúmeras, revisadas em HUSSAIN (1999), que descreve aplicações até o ano de 1997. 
NIKRA VESH et a!. (1997; 2000) consideraram uma estratégia de controle 
preditiva baseada em modelo chamada Controle por Rede Neural Dinâmica (DNNC -
Dynamic Neural Network Contra[). No primeiro trabalho investigaram a estabilidade do 
modelo do processo e do controlador, ambos descritos por redes neurais, utilizando a teoria 
de Lyapunov. O controlador DNNC é defmido como sendo o mverso do modelo do 
processo, sendo obtido via configuração IMC. Os autores definiram um índice de 
estabilidade da rede neural, que é uma função dos autovalores do modelo do processo e do 
modelo inverso, o qual foi utilizado para determinar a estrutura ótima da rede DNNC. Nas 
investigações utilizaram como caso estudo o reator CSTR com reação exotérmica e troca 
térmica. As vantagens do controlador DNNC neural com camada interna única requeridas 
foram: estrutura simples da rede neural; melhor inicialização dos pesos da rede por possuir 
poucos parâmetros; projeto do controlador e implementação mais simples quando 
comparados às estratégias convencionais que utilizam redes neurais. Os parâmetros de 
sintonia (os pesos da rede) são semelhantes aos parâmetros do controlador DMC. 
Investigação experimental em plantas industriais do desempenho de controladores 
preditivos utilizando redes neurais foram reportados por: AL V AREZ et a!. (1999), controle 
de um reator para produção de xilose; VEGA et a!. (2000), modelagem de um processo 
difusional na produção de açúcar, predição em uma planta de tratamento de efluentes 
utilizando lodo ativado e controle preditivo de uma unidade de dissolução (melter) qe 
cristais de açúcar de qualidade pobre; BENNE et a!. (2000), controle de uma unidade de 
evaporadores de múltiplo efeito (5 evaporadores em série) pertencentes à indústria de 
açúcar. Em todos os trabalhos os resultados foram considerados satisfatórios ou bons, 
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sendo que os processos se caracterizam pela alta não linearidade e pela presença de tempo 
morto ou atraso de transporte. 
O controle preditivo não linear (NMPC) de reatores de polimerização foi objeto de 
investigação de VEGA et a!. (2000) e BOLSONI et a!. (2000). No primeiro caso 
considerou-se um reator tubular com reciclo utilizado na polimerização do estireno. Redes 
neurais foram combinadas com um modelo fenomenológico do processo, resultando em um 
modelo híbrido, o qual foi empregado no controlador preditivo, na configuração IMC, 
SISO e MIMO. Através de simulações, testou-se a capacidade do controlador para forçar o 
processo a acompanhar alterações de set points na(s) saída(s) do mesmo. No segundo 
trabalho, considerou-se o controle de um reator de lama para polimerização do propileno. O 
modelo utilizado pelo controlador preditivo apresenta uma dinãmica linear (modelo ARX) 
e um ganho estático não linear dado por uma rede neural. Os resultados foram comparados 
com um controlador preditivo linear (LMPC). 
SANTOS et a!. (2000) utilizaram uma rede neural para identificar e controlar uma 
unidade de craqueamento catalítico fluido composta de reator e regenerador. A rede 
utilizada foi no formato NNARMAX e o objetivo de controle foi a temperatura da fase 
densa no primeiro estágio no regenerador, através da manipulação da vazão de ar ao 
regenerador (controle SISO). O controle preditivo não linear foi posto na forma de um 
problema de otimização com restrições no qual o modelo do processo foi substituído por 
uma rede neural. Foram apresentados resultados obtidos por simulação para o caso 
regulatório e supervisório. 
3.3.7 CONTROLE ADAPTATIVO 
Embora não tenha tido uma vasta aplicação industrial como o controle preditivo, o 
controle adaptativo apresenta uma idéia extremamente atraente do ponto de vista aplicativo: 
a concepção do sistema de controle se adaptar automaticamente à mudanças ocorridas no 
processo, desconhecidas no momento de projeto do controlador, e sem a interferência 
externa de um manipulador. O controle adaptativo surge da observação direta de que todos 
os seres na natureza (inclusive o homem) possuem capacidades adaptativas sem as quais 
seria praticamente impossível a vida na Terra, devido à diversidade de situações adversas 
encontradas tais como sazonalidades no clima, deslocamento enfrentando a lei da 
gravidade, mudanças no habitat, dentre outras. Do ponto de vista formal a teoria de 
controle linear foi extensamente investigada na década de 1970 e 1980, porém restrita à 
sistemas lineares (SEBORG et al., 1986; ÂSTRÓM e WITTENMARK, 1995). 
A conexão existente entre o controle adaptativo e as redes neurais foi instantânea, 
quando do pleno desenvolvimento destas, pois conceitualmente uma rede neural se ajusta 
ou "se adapta" a certo conjunto de dados que lhe são apresentados por meio do ajuste de 
seus pesos. O próprio treinamento recursivo (ou treinamento em linha- on tine) beneficiou-
se das muitas técnicas de ajuste recursivo de parâmetros desenvolvidos no âmbito do 
controle adaptativo. NARENDRA (1990) já destacava que as bem estabelecidas técnicas de 
controle e identificação adaptativas podiam ser aplicadas na análise e síntese de sistemas 
dinâmicos, os quais continham redes neurais como subsistemas. Nesta perspectiva, as redes 
neurais recorrentes pareciam ser os instrumentos ideais para se realizar a adaptação, ao lado 
das redes convencionais com treinamento em linha. Entretanto, os métodos de treinamento 
recursivo não progrediram na velocidade esperada e as redes recursivas até hoje encontram 
limitado campo de aplicação devido principalmente aos complexos algoritmos de 
treinamento disponíveis. 
Entretanto, a idéia de adaptação tem permanecido nas estratégias de controle que 
utilizam redes neurais (BALLlNI e Von ZUBEN, 2000), se não como uma técnica distinta, 
mas como método combinado nas estratégias tais como o controle linearizante e o controle 
preditivo. Assim, cresce o número de trabalhos investigando sistemas de controle não linear 
adaptativo, que quase sempre significa conferir características adaptativas às técnicas 
descritas anteriormente neste capítulo. 
3.3.8 CONTROLE NEURAL-NEBULOSO 
BAUGHMAN e LIU (1995) discutem uma interessante classe de controladores 
que unem redes neurais e lógica nebulosa (juzzy logic), no âmbito da Engenharia de 
Processos. A vantagem em tal união residiria no fato de se aproveitar as excelentes 
capacidades genéricas de descrição quantitativa das redes neurais com os conhecimentos 
qualitativos operacionais que se dispõe acerca de dado processo descritos pela lógica 
nebulosa. O conceituadíssimo IEEE (Institute o f Electrícal and Electronics Engíneers, Inc.) 
publicou um volume de seu Proceedings of the IEEE (V. 38, n. 3, Março de 1995) 
especialmente dedicado à lógica nebulosa e às suas aplicações em engenharia. Neste 
volume, além dos aspectos teóricos relativos à lógica nebulosa, foram discutidos diversos 
aspectos dos controladores neuro-nebulosos. 
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BAUGHMAN e LIU (1995) descrevem três aplicações de controladores neural-
nebulosos: 
1. Controle de um processo fermentativo em batelada. O processo consiste de 
uma fermentação em batelada com produção de levedura como objetivo e tendo o etano! 
como produto indesejável por questões de inibição. O objetivo de controle é conduzir o 
processo fermentativo segundo uma trajetória pré-especificada de crescimento celular 
(definida previamente pelo projetista) pelo ajuste da temperatura de fermentação. Uma rede 
neural foi treinada para predizer a concentração de células sob as condições correntes de 
operação. O controlador nebuloso determina as modificações na temperatura requeridas 
para que a concentração de células pré-estabelecida seja atingida num tempo futuro 
determinado. 
2. Controle de um bioreator. O interesse aqui foi o de controlar a concentração 
de glicose em uma fermentação operada a batelada alimentada utilizando Saccharomyces 
cerevisiae, que é uma importante cepa hospedeira para DNA recombinante. O controle da 
concentração de glicose é fundamental pois altas concentrações desta levam à produção de 
etano!, o qual por sua vez inibe a produção do material genético desejado. Para inferir a 
concentração de glicose em linha, a qual não é facilmente mensurável desta maneira, 
utilizou-se as concentrações de oxigênio dissolvido e de etano! como variáveis medidas 
para controlar a concentração de glicose. Hà inúmeras relações qualitativas entre as 
diferentes concentrações que podem ser capturadas através da lógica nebulosa. Duas redes 
neurais relacionadas às concentrações de etano! e oxigênio dissolvido provêm as 
informações necessárias para se gerar as funções membro, que por sua vez repassadas ao 
controlador nebuloso. 
3. Controle de um processo de cultivo de células em alta densidade. Muitas 
estratégias de controle avançado foram investigadas na regulação da concentração de 
glicose no cultivo em batelada alimentada da E. coli recombinante, entretanto, tiveram 
pouco sucesso devido a: falta de modelos matemáticos do processo; interações complexas 
entre células e ambiente de cultivo; falta de sensores confiáveis com medidas em linha; 
processo com resposta lenta. Desenvolveu-se então um controlador neural-nebuloso que 
manipulava a vazão de glicose alimentada baseado nos desvios de set points dos valores de 
pH (medida indireta da concentração de glicose) e taxa específica de crescimento celular. 
Os controladores neurais-nebulosos representam uma interessante perspectiva de 
controle para processos onde há a coexistência de dados experimentais observáveis, com 
falta de modelos matemáticos que os descrevam, juntamente com conhecimentos 
qualitativos operacionais adquiridos com os procedimentos empíricos. Os bioprocessos tem 
sido os mais fortes candidatos a serem controlados sob esta perspectiva por apresentarem 
justamente tais características. Esta classe de processos tende a crescer cada vez mais tendo 
em vista a descoberta de inúmeras rotas biotecnológicas para novos e antigos produtos de 
interesse comercial. Devido ao fato da maioria destes produtos serem produzidos em 
pequena escala, em processos batelada ou batelada alimentada, primando pela versatilidade 
e possuindo alto valor agregado (tais como medicamentos, células animais, insumos para a 
indústria alimentícia, dentre outros), o emprego de técnicas genéricas com capacidade de 
aprendizado, tais quais as redes neurais, na automação, otimização, monitoramento, 
detecção de falhas, etc., será de suma importância ao bom êxito desta nova fase dos 
processos, os bioprocessos. 
3.4 CONCLUSÕES 
Neste capítulo foram apresentadas as principais características dos sistemas não 
lineares as quais implicam em dificuldade de se obter um bom desempenho em malha 
fechada de tais sistemas. Em seguida foram apresentadas de modo resumido as principais 
estratégias de controle encontradas na literatura aplicáveis ou desenvolvidas para o controle 
dos sistemas não lineares, com ênfase naquelas que utilizam redes neurais artificiais na 
síntese do controlador. Revisando extensivamente a literatura dos últimos anos, percebe-se 
que o controle baseado em modelos inversos na estrutura IMC, o controle não linear que 
utiliza métodos de geometria diferencial e o controle preditivo baseado em modelo, são as 
principais metodologias empregadas no controle dos sistemas não lineares, cada uma delas 
apresentando vantagens e desvantagens quando comparada com as demais. 
A utilização de redes neurais no controle de processos tem sido ampla, 
destacando-se no controle preditivo e no controle não linear, onde as mesmas têm 
substituído o modelo do processo ou tem sido incorporadas aos modelos fenomenológicos 
nas estruturas híbridas de modelos. Percebe-se também na literatura uma tendência em 
utilizar métodos nos quais o controlador é baseado em uma rede neural tendo seus pesos 
ajustados em linha, levando assim a diferentes tipos de controladores adaptativos. A 
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estabilidade em malha fechada tem sido investigada através da aplicação dos critérios de 
estabilidade de Lyapunov. 
A maioria das aplicações reportadas na literatura descrevem investigações 
efetuadas via simulação, entretanto começam a surgir relatos de aplicações experimentais 
em processos reais, com sucesso. Os processos utilizados nas investigações tem sido 
basicamente reatores químicos de diversas modalidades, com destaque para o reator de 
mistura perfeita, apesar de outras operações ligados à indústria açucareira também terem 
sido objeto de investigação. 
Acredita-se que muito ainda há por fazer, tanto no desenvolvimento dos aspectos 
teóricos relacionados ao controle de sistemas não lineares utilizando redes neurais, quanto 
na aplicação aos diversos processos no âmbito da Engenharia Química. 
Capítulo 4 
ESTUDO DE CASO: CSTRs EM SÉRIE 
4 ESTUDO DE CASO: CSTRs EM SÉRIE 
4.1 INTRODUÇÃO 
Inicialmente far-se-á a identificação e o controle de um processo considerado um 
benchmarking no estudo de identificação e controle de sistemas não lineares, a saber, o 
reator CSTR com reação exotérmica e troca térmica. Este processo, apesar de já ter sido 
extensivamente estudado, continua sendo um desafio não superado pela maioria das 
estratégias de controle bem sucedidas e constitui-se uma referência na área de Controle de 
Processos, principalmente no Controle Não Linear, nas suas diversas modalidades. Existem 
inúmeras variantes deste processo na literatura e neste estudo, escolheu-se a versão 
constituída por dois tanques conectados em série, conforme descrito a seguir. 
4.2 DESCRIÇÃO DO PROCESSO E MODELO MATEMÁTICO 
O processo em estudo através de simulação matemática constitui-se de reatores 
tanques com mistura perfeita (CSTRs) conectados em série, conforme mostrado na Fig. 4-
2. O sistema consiste de dois reatores operados a volume constante e resfriados por uma 
CAf, q, Tr 
I 
::! 
v, cb CAlo q, TJ 
I J ]_ ~ J I 
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Figura 4-1 - Esquema dos reatores tanques com mistura 
perfeita. 
corrente simples de 
refrigerante, que resfria o 
primeiro reator e em seguida 
o segundo, no modo 
concorrente (entrada do 
refrigerante paralela à 
entrada dos reatores). Dentro 
dos reatores ocorre uma 
reação irreversível, 
exotérmica, A --* B. O 
objetivo da operação em 
malha fechada é controlar a 
concentração do efluente A no segundo reator, CAz, através da manipulação da vazão do 
refrigerante, qc. O modelo do processo consiste em quatro equações diferenciais ordinárias, 
de primeira ordem, não lineares, conforme apresentado por HENSON E SEBORG (1990): 
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Se as variáveis de estado, perturbações, entradas e saídas forem definidas como: 
onde: 
x ... vetor de estados 
d ... vetor das perturbações 
u ... entrada manipulada (escalar) 
y ... saída (escalar) 
o modelo pode ser representado como sendo da forma: 
x = f(x,d,u) 
y = h(x) 
4-5 
4-6 
que corresponde à um modelo não linear no qual as entradas manipuladas (dentre elas qc) e 
perturbações (CAf, Tr, Ter, etc.) aparecem de forma também não linear, pois não é possível 
separá-las das demais variáveis, como a forma linear exige. Os parãmetros operacionais do 
sistema são mostrados na Tabela 4-1, assim como o estado estacionário de referência. 
Tabela 4-1- Condições nominais de operação dos CSTRs. 
Parâmetro 
h.A1, h.Az 
ko 
E/R 
( -Llli) 
p, Pc 
Cp, C,c 
CAls, Tis, 
CAls, Tzs, 
qcs 
Descrição 
Vazão volumétrica do processo 
Concentração do componente A na alimentação 
Temperatura da alimentação 
Temperatura do refrigerante na entrada 
Volume dos tanques I e 2 
Coeficiente de transferência de calor x área de 
troca térmica 
Fator pré-exponencial da equação de Arrhenius 
Energia de ativação da reação 
Entalpia (Calor) da reação 
Densidade do líquido reagente e refrigerante 
Capacidade calorífica do reagente e refrigerante 
Estado estacionário de referência 
4.3 DINÂMICA DO PROCESSO EM MALHA ABERTA 
Valor nominal 
100 L.min·1 
1 mol.L'1 
350K 
350K 
100 L 
1,67xl05 J.min'1.K-1 
7,2x 1010 min-1 
lxl04 K 
4,78xl04 J.mor1 
1000 g.L-1 
0,239 J.g'1.K'1 
CAls= 0,08361 mol.L'1 
T1s = 440,16 K 
CAls= 0,004872 mol.L'1 
T2s = 447,85 K 
qc, = 103,41 L.min-1 
O processo em estudo apresenta uma dinâmica fortemente não linear; utiliza-se 
aqui uma classificação intuitiva, em três níveis - fracamente, moderadamente e fortemente 
não linear, pois não há uma classificação rigorosa do grau de não linearidade de um 
determinado processo. Isto pode ser verificado nos resultados que se seguem. Estes 
resultados (Fig. 4-2) apresentam o comportamento do processo após uma perturbação do 
tipo degrau na variável manipulada ( qc), de ± 1 O % no valor nominal de operação desta. 
Vê-se claramente que as respostas para os degraus de mesma magnitude diferem-se 
completamente, o que caracteriza a não linearidade, pois um processo linear possui 
comportamento simétrico, para perturbações positivas e negativas de mesma magnitude na 
variável controlada, em relação ao valor do estado estacionário. 
Não linearidade estática nesta região de operação. A resposta dinâmica também 
ilustra o efeito da não linearidade, como pode ser verificado pela oscilação após a 
perturbação de + 1 0%. Embora não mostrado aqui, as demais variáveis possuem 
comportamentos qualitativos similares ao mostrado na Fig. 4-2, exceto pelo fato das 
temperaturas apresentarem uma relação inversa com a vazão de refrigerante. Os novos 
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estados estacionários atingidos para as perturbações de + 10% e - 10% são, 
respectivamente: 
CAls 
T1s 
CA2s 
Tz, 
qcs 
= 0,1204 
= 432,39 
= 8,913x10-3 
=442,74 
= 113,75 
-3 
xiO 
:~ l- - --
9l- 1- - -
8 
s 7 
o g 
'riJ 6 
ü 
lç __ 
0,05931 
447,47 
2,681x10-3 
453,31 
93,07 
5 - - - - - - - - - - - - - -
\\ . . 
4 \\_ - - --- - - - - - - - • 
3 
mol.L-1 
K 
mol.L-1 
K 
mol.L-1 
+i O% 
+5o/o 
Estado Estacionário 
-5% 
-10% 
2L-------~------~--------~------~------~ 
o 3 6 9 12 
Tempo, min 
Figura 4-2 - Resposta em malba aberta para perturbações degrau na 
vazão de refrigerante, qc. 
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A escolha do tempo de amostragem é uma variável importante e segundo 
SEBORG et. al (1989) constitui-se mais em uma arte do que em uma ciência e sugere na 
página 535 desta referência algumas regras gerais para controladores PIDs. Recomenda que 
o tempo de amostragem L'.t seja calculado por: 
0,25 < L'.t < 0,5 onde t, é o tempo de subida (rise time) conforme definido por 
t, 
Âstrõm & Wittenmark (1984). Para o processo em estudo, utilizou-se a resposta do sistema 
para a perturbação de -10% para o cálculo de t,, pois esta apresenta um comportamento 
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similar à de um sistema de 1 • ordem mais tempo morto (exigido pela heurística). Deste 
modo, t, = 0,8 min e assim 0,2 min < L'lt < 0,4 min. Entretanto, KRISHNAPURA E JUT AN 
(2000) utilizaram L'lt = O, 1 min e para efeito de comparação utilizar-se-á também este valor, 
pois é melhor amostrar com mais freqüência do que o controlador ignorar as mudanças 
dinâmicas do sistema. 
Os reatores de mistura perfeita processando reações não isotérmicas e com troca 
térmica são caracterizados por possuírem múltiplos estados estacionários, característica esta 
que dificulta sua operação e faz a presença do controle automático uma necessidade, já que 
dos três estados estacionários existentes, um é instável e via de regra é o ponto operacional 
desejado por apresentar temperaturas moderadas. Seguindo a metodologia proposta por 
LUYBEN (1989), foram calculados os possíveis estados estacionários para o processo em 
estudo, que pode ser resumida como sendo: 
1. Especificar um conjunto de valores para a temperatura no primeiro reator h 
por exemplo de 300 K a 500 K, de 5 K em 5 K; 
2. Calcular CA1 no estado estacionário correspondente a cada valor de T1, 
utilizando a Eq. 4-1, ou: 
C - q.CAJ 
AI - q + ko VI exp( - E J 
RTI 
3. Utilizando a Eq. 4-3, isolar CAl: 
C - q.CAI 
Al - q+koV
2 
exp(- E J 
RT2 
4-7 
4-8 
4. Utilizando T1 (do item 1), CA1 (do item 2) e a expressão de CAl em função de T2, 
calcular a temperatura no segundo reator T 2 utilizando a Eq. 4-4 quando 
dT2 =O· 
dt , 
5. Calcular CAl utilizando a Eq. 4-8; 
6. Calcular o calor gerado (Qo) e o calor retirado (QR) no primeiro reator através 
da expressão: 
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A Figura 4-3 mostra o calor gerado (sigmóide) e o calor retirado (reta) no primeiro 
reator em função da temperatura do mesmo. Os pontos de interseção entre a sigmóide e a 
reta denotam os estados estacionários, já que nestes o calor gerado e o calor retirado se 
igualam. A Figura 4-4 mostra como a temperatura no segundo reator varia em função da 
temperatura no primeiro reator. Percebe-se que estas temperaturas possuem dois intervalos 
·:i' 10 : : 
3.5 - -.- - - - - - - -
õ 
3f. >. ·> < .. 
o!:l2.5 - .• - - . - - - - - . g 
2 - - '. - -, -
1.5 - -,- - -, • - -.- .. , -
0.5 
~5::0-::3:::60-::3::70-::3:::80-::3:::90-::40:::0-::4:::, 0:-:4:::20:-:4:::30-::44:::0:---;:;450 
T1 
Figura 4-3 Multiplicidade de estados 
estacionários (calor gerado - sigmóide e retirado 
- reta). [T] = K, [Q] = J/min 
nos quais são iguais e 
correspondem a CA2 próximo de 
zero e um. Entre 350 K e 460 K, 
o valor de T2 é superior a T1. Um 
fato interessante é que quando T 1 
aumenta de um Kelvin (de 358 K 
para 359 K), Tz aumenta de 74,5 
Kelvin (passando de 370,64 K 
para 445,18 K). Isto se explica 
pelo fato de que o aumento em 
T 1 fez com que o segundo reator 
passasse a operar em outro 
estado estacionário de 
temperatura mais elevada. Outro fato a ser notado é que para uma mesma temperatura T2, 
por exemplo 447 K, existem três possíveis correspondentes temperaturas T 1. isto em certo 
intervalo de T2 (aproximadamente de 440 K a 450 K). Este fato faz com que neste intervalo 
controlar T 2 não garante o controle de T 1, já que para um mesmo valor de T 2 pode haver até 
3 possíveis valores de T1. Percebe-se, portanto, que o grau de complexidade da dinâmica de 
reatores de mistura não isotérmicos, com troca térmica, é alto, dificultando assim sua 
operabilidade. 
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Figura 4-4 - Relação entre TI e T2 no estado 
estacionário. [T] = K 
4.4 IDENTIFICAÇÃO DO PROCESSO 
Com o objetivo de desenvolver um modelo do processo para fins de 
implantação de estratégias de controle avançado foi realizada a identificação do sistema 
utilizando-se as redes neurais artificiais segundo dois procedimentos distintos. O modelo 
desenvolvido foi comparado com outros modelos comuns na área de controle e os 
resultados são apresentados a seguir. 
A Figura 4-5 mostra o conjunto de entrada - saída ("input - output") utilizado na 
identificação, sendo qc a variável de entrada e CA2 a variável de saída. Estes dados foram 
gerados a partir de uma perturbação aleatória imposta à variável de entrada, dentro de certo 
limite (limite este factível do ponto de vista operacional, sendo escolhidos os valores qc E 
[ 60 llmin, 140 l/min ]), a qual poderia permanecer ou não no seu valor atual, segundo 
determinada probabilidade, no caso 50%. Os dados foram divididos em dois subconjuntos a 
saber: i) treinamento; ii) teste; como pode ser visualizado na referida figura. Em seguida os 
dados (treinamento e teste) foram escalonados de tal modo a apresentarem média zero 
e variança 1, procedimento este recomendável quando se tem em mente a utilização das 
redes neurais artificiais na correlação de tais dados. 
Inicialmente propõe-se efetuar a identificação utilizando modelos não lineares na 
forma entrada - saída, ou regressores. A escolha de um regressor apropriado para descrever 
a dinâmica de um sistema não é uma tarefa fácil e pressupõe certo empirismo. Uma 
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variável importante na escolha do regressor é a ordem do sistema. Tal ordem pode ser 
determinada a partir do conhecimento físico do sistema em estudo ou pode ser inferida a 
partir do conjunto de dados de entrada - saída. Neste último caso, pode-se empregar a 
metodologia proposta na literatura (HE e ASADA, 1993) para se determinar a estrutura do 
atraso (lag space structure) (me n) antes da identificação do modelo dinãmico do sistema: 
y(t )=f( y(t-1 ), ... ,y(t-n),u(t-1 ), ... ,u(t-m)) 4-11 
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Figura 4-5- Dados de entrada (a) e saída (b) utilizados na identificação do 
sistema. Conjunto de treinamento e teste, respectivamente. 
1000 
1000 
Utilizando um índice de avaliação, que é calculado para várias estruturas do atraso, 
pode-se determinar qual delas é a mais conveniente. A medida que se aumenta o atraso, o 
índice decresce até que uma estrutura de atraso suficiente é atingida. Se o atraso for 
aumentado além desta quantia, o índice não se reduz de modo significativo. Em outras 
palavras: o procedimento consiste em se localizar o ponto no qual o índice possui uma 
curvatura acentuada a partir da qual permanece praticamente inalterado, ou diminui muito 
suavemente. Isto pode ser visualizado na Figura 4-6, na qual mostra o índice em função do 
número de entradas e saídas passadas. Observa-se que há uma redução drástica na 
inclinação da reta quando a ordem do modelo é ?. 2. Baseado nestes resultados, adotar-se-á 
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um moae10 com m =L, n =L (Oraem L) e K = 1, senao K o arraso ao s1srema. Apesar aa 
presença de ruídos nos dados afetarem sensivelmente a tomada de decisão acerca da ordem 
do modelo a partir do procedimento anterior, este se constitui em um ponto de partida na 
inferência nem sempre fácil da estrutura do regressar a ser utilizado na identificação do 
sistema. Entretanto, estes resultados são obtidos a partir da teoria de sistemas lineares e não 
há garantia de que este procedimento seja válido para sistemas descritos por estruturas não 
lineares. A vantagem deste procedimento é evitar uma determinação iterativa e tediosa da 
quantidade de entradas a serem utilizadas no regressor. 
10~ - - - - - - -f . . . . • ,. . . 
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- - - - . - - - - - -
.I . 
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: : : :-:--: .. ~. .S ... ..;._:__ . :_:_:· :....:_:_: :~: : 
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Figura 4-7 - Influência da ordem do 
regressor no índice de avaliação. Eixo x: 
número de entradas/saídas passadas; Eixo 
y: ordem do índice de avaliação. 
4.4.1 AJUSTE DE UM MODELO LINEAR 
Figura 4-6 - Influência da ordem do 
regressar no índice de avaliação. 
(bidimensional). x: saídas; y: entradas; z: 
índice de avaliação. 
A tentativa de ajustar um modelo linear na representação dos dados do processo 
deve sempre ser a primeira escolha, pois sempre que possível deve-se utilizar modelos o 
mais simples possível, desde que representem com desejada exatidão a dinâmica do 
sistema. Se o modelo linear atende às necessidades de identificação, não há motivos para se 
continuar na busca de modelos mais elaborados (e também mais complexos). 
Escolheu-se um modelo linear na forma OE ("Output-Error model"), que é 
representado por: 
y( t) = B( q) u( t- nk) +e( t) 
F( q) 4-12 
para identificar o sistema, utilizando a seguinte função disponível no "System Identification 
Toolbox" do MatlabTM: 
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>> th = oe([yl' ul'],[2 2 1]); 
onde: 
yl...vetor com os dados da saída do processo (conjunto de treinamento); 
ul...vetor com os dados da entrada do processo (conjunto de treinamento); 
th ... parâmetros estimados do modelo de erro da saída (OE), juntamente 
com as covarianças estimadas e informações da estrutura (acessíveis 
com o comando>> present(th); 
Para o processo em estudo os seguinte valores foram calculados: 
B = [ -0,0482.10.5 0,4841.10"5] e F = [ 1,0000 -1,8121 0,8927] 
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Figura 4-8 - Identificação do sistema utilizando um modelo 
linear ARX. 
[Loss fcn: 6.9422e-008 
Akaike's FPE: 
7.0542e-008 
Sampling interval 1] 
A Figura 4-8 mostra 
uma comparação entre 
a saída medida e aquela 
estimada utilizando o 
modelo linear e o 
conjunto teste de 
dados. O modelo linear 
tende a subestimar os 
valores medidos (curva 
mais suave), não 
conseguindo 
acompanhar a dinâmica do processo. A Figura 4-9 mostra as funções de correlação para o 
modelo linear ajustado e percebe-se que a função de correlação para os resíduos mostra-se 
pouco aceitável. 
A identificação pode ser melhorada continuamente se for adotada uma forma 
recursiva do algoritmo de estimativa (UUNG, 1987), apesar das possíveis desvantagens 
deste procedimento, tal qual a perda de capacidade de atualização dos parãmetros ou 
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Figura 4-9 - Funções de correlação dos 
resíduos (a) e de correlação cruzada entre a 
entrada e os resíduos (b) para o modelo linear 
ajustado, em função do atraso. 
mesmo a nao convergenc1a aesres. 
4.4.2 IDENTIFICAÇÃO 
UTILIZANDO REDES 
NEURAIS NNARMAX 
Para efeito de comparação 
com o modelo linear, identificar-
se-á uma rede neural na forma do 
modelo ARX, rede que é chamada 
de NNARX (Capítulo 2). 
Inicialmente, investigar-se-á: (i) o 
efeito do número de neurônios na 
camada interna (com função de 
ativação tangente hiperbólica na 
camada interna) e (ii) o número de iterações na etapa de treinamento. A rede neural 
utilizada terá arquitetura totalmente conectada e função linear na camada de saída. A Figura 
4-1 O mostra a arquitetura da rede utilizada para o caso de 7 neurônios na camada 
intermediária. Como se trata do modelo NNARX, este não possui característica recorrente, 
sendo as entradas da rede as saídas do processo y em três intervalos de tempo anteriores 
[ y( t -1 ), y( t- 2 ), y( t- 3) ], juntamente com o sinal de entrada u em três instantes 
anteriores [u(t-l),u(t-2),u(t-3)], caracterizando uma estrutura na forma [3,3,1], ou, [n., nb, 
nk]. Comparou-se também com a estrutura [2,2, I], ou seja, utilizando quatro sinais de 
entrada (dois saídas y, e duas entradas u). 
Utilizando o conjunto de treinamento para ajustar os pesos da rede neural, o 
desempenho desta na predição :Y( t) foi avaliada utilizando o conjunto de teste, para o qual 
foi calculado o índice NSSE (Normalized Sum of Squared Errors), uma medida quantitativa 
da qualidade da predição da rede em relação aos dados "reais". Avaliou-se o NSSE para 
redes contendo de I a 20 neurônios na camada interna, para 50, I 00 e 200 iterações no 
ajuste dos pesos. Sabe-se que um número grande de neurônios na camada interna aumenta a 
capacidade da rede em ajustar os dados, porém esta diminui sua a capacidade de generalizar 
dados não mostrados na etapa de treinamento (overfitting). O mesmo é válido para o 
número de iterações na etapa de ajuste. 
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u(t· t) 
u(t-2) 
u(t-3) 
y(t-1 ) 
y(t-2) 
y(t-3) 
Figura 4-10- Arquitetura da rede neural utilizada na identificação 
(yhat: predição da rede.) Estrutura [3,3,1]. 
Variando o número de saídas y e entradas u passadas alimentadas na camada de 
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Figura 4-11- Influência do número de saídas y e 
entradas u alimentadas na rede neural. (o :na;-: 
nb) 
entrada da rede (para 5 neurônios 
na camada interna), percebe-se que 
após 3 atrasos não há queda 
significativa no NSSE avaliado 
para o conjunto teste (Figura 4-11). 
Portanto, comparar-se-á a predição 
deste estrutura com a determinada 
considerando um mapeamento 
linear. Analisando a Fig. 4-12, 
percebe-se que o NSSE em função 
do número de neurônios da camada 
interna passa por um ponto de 
mínimo em torno de 5 neurônios (para a estrutura [2,2, 1]) e 7 neurônios (para a estrutura 
[3,3,1]). Observa-se que até 4 neurônios, não há diferença significativa no número de 
iterações acima de 50, na capacidade de generalização da rede. Tendo em vista estes 
resultados, adotar-se-á uma rede com 7 neurônios na camada interna e com treinamento de 
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wv neraçoes tem waos os casos garanuu-se que o pomo ae rmmmo rosse aung!Oo) e 
entrada da rede na forma [3,3,1], para efeitos de representar o mapeamento entrada-saída do 
reator, pois esta configuração geral apresenta o menor NSSE para o conjunto de teste. Esta 
estrutura de rede constituirá no modelo do processo que será utilizado posteriormente no 
controle do mesmo. O algoritmo de treinamento utilizado foi o de Levenberg-Marquardt. 
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Figura 4-12- lnfluência do número de neurônios da camada interna e número de 
iteração no treinamento sobre o NSSE em um conjunto teste, em 
função do número de entradas consideradas. 
tteratio11 
Iteração 
Figura 4-13 - NSSE no treinamento da rede 
NNARX em função do n°. de iterações. 
A Figura 4-13 mostra o 
NSSE (para os dados escalonados) 
em função do número de iterações 
na etapa de treinamento. Seu 
decaimento denota a busca do 
ponto de mínimo em função dos 
pesos da rede neural. 
A Figura 4-14a mostra as 
saídas "reais", correspondentes ao 
conjunto teste, confrontados com 
os resultados preditos pela rede 
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neural previamente treinada (NSSETs = 7,85.10'11 para o conjunto teste em oposição ao 
NSSErn = 1,14.10-11 para o conjunto de treinamento; para efeito de comparação, com uma 
rede neural com 5 neurônios na camada interna, este valores se alteram para: NSSETs = 
2,32.10'9 para o conjunto teste em oposição ao NSSETR = 9,66.10-10 para o conjunto de 
treinamento). A diferença entre o valor "real" e o predito pela rede é mostrado na Figura 4-
14b. Seguindo a mesma metodologia, ajustou-se uma rede na forma NNOE (rede 
recorrente), tendo como NSSBrs = 5,29.10'9 (contra NSSBrs = 1,29.10'7 para a rede com 5 
neurônios), ou seja, um ajuste um bem inferior do que o modelo anterior. Entretanto, as 
estruturas recorrentes são importantes quando se deseja utilizar o modelo neural do 
processo em predições com horizontes maiores que um intervalo à frente, como no caso do 
controle preditivo. 
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Figura 4-14 Predição um passo a frente de CA2 utilizando uma rede neural na forma 
NNARX (a) Dados "reais" e preditos; (b) erro predito. 
Nota-se que há uma boa distribuição do erro ao longo da predição, o que pode ser 
melhor visualizado nas Figuras 4-15a e b, que utilizam as funções de auto-correlação do 
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erro preono e oe corre1açao cruzaoa oa entraoa u e ao erro preono, respecuvameme. 
Percebe-se através destes dados que o ajuste para o modelo NNOE (Figura 4-15b) foi pior 
também do ponto de vista da correlação do que aquele obtido para o modelo NNARX 
(Figura 4-15a). 
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Figura 4-15 -Funções de autocorrelação do erro predito e coeficiente de correlação 
cruzada entre a entrada e o erro predito para o modelo neural NNARX (a) e 
NNOE (b). 
Do mesmo modo pode-se estimar a predição final do erro de Akaike do erro médio 
generalizado (Akaike's final prediction error estimare of the average generalization error) 
para ambos os modelos, que neste caso foi: FPENNARX = 8,84.10'11 e FPENNoE= 6,02.10'9, 
resultados semelhantes ao NSSE. O histograma dos erros preditos é mostrado nas Figuras 
4-16(a;b), juntamente com os parâmetros da rede linearizados em cada intervalo de 
amostragem. 
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Figura 4-16 - Histograma do erro predito e coeficientes linearizados da rede neural 
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Apesar da estrutura NNARX não ser recorrente, pode-se verificar seu 
comportamento na predição de k passos a frente (k step ahead prediction), através da 
alimentação de predições pretéritas na rede onde as observações não são disponíveis e 
considerando os resíduos não disponíveis como zero (nos modelos que utilizam resíduos). 
Este estudo permite verificar a possibilidade de utilizar um modelo na forma NNARX 
como modelo do processo, substituindo um modelo fenomenológico, embora o treinamento 
da rede neural tenha sido efetuado com os dados "reais" do processo (y) e não 
realimentação de saídas estimadas ( y ). A Figura 4-17 mostra a predição 250 passos à 
frente para o um modelo NNARX como o descrito anteriormente. Como pode-se perceber 
pela figura, a capacidade preditiva do modelo é excelente, considerando que não foi 
treinado para considerar realimentação da saída. 
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Figura 4-17 - Predição pelo modelo NNARX 250 passos à frente e comparação com a 
saída "real" do processo. 
Pode-se verificar se a rede neural treinada está com excesso de parâmetros ou 
conexões utilizando um procedimento de poda (prunning). Considerando uma rede com 10 
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neuromos na camaaa mtema \que corresponae a um to nu ae 11 1 patamettos- ), eremou-se a 
poda, ou seja, investigou-se a influência da retirada sistemática de pesos da rede sobre o 
desempenho da mesma frente ao conjunto de treinamento (NSSE e FPE) e ao conjunto de 
teste (NSSE), mostrado na Figura 4-18. O método de poda utilizado foi o OBS (Optimal 
Brain Surgeon). Observa-se que o NSSE pata o conjunto de teste passa por um ponto de 
mínimo em tomo de 60 patâmetros2 que corresponde aproximadamente a uma rede neural 
com 7 neurônios na camada interna (57 parâmetros) ou exatamente à rede com 10 
neurônios na qual são eliminadas 18 conexões. Se a segunda alternativa for escolhida, 
deve-se treinar novamente a rede retirando as conexões redundantes e as que resultam em 
uma deterioração no índice de desempenho. Isto resultará naturalmente em um método 
mais complexo de treinamento. Isto foi realizado e encontrou um NSSE pata o conjunto de 
teste de 9,58.10.11 , que é ligeiramente superior ao encontrado pata uma rede cheia com 7 
neurônios e, portanto, esta estrutura será utilizada. 
• 
x - erro de treinamento 
o - erro de teste 
+-FPE 
Parâmetros 
Figura 4-18- Efeito da poda (prunning) sobre os índices de avaliação da rede. 
4.4.3 IDENTIFICAÇÃO DA DINÂMICA INVERSA DO PROCESSO 
As estratégias de controle baseadas no modelo inverso do processo necessitam de 
um modelo identificado que provê a entrada (sinal de controle) a partir do conhecimento da 
saída desejada y(t+ 1). Utilizando a mesma estrutura do regressor do item anterior, ou seja, 
1 no. de parâmetros = no. de neurônios + no. de neurônios x no. de entradas + no. de saídas + no. de saídas x 
no. de neurônios 
2 O número exato é 63. 
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n. = 3, nb = 3 e nk = 1, com as entradas da rede neural NNARMAX sendo compostas pelas 
saídas atual e passadas do processo [y(t), y(t-1), y(t-2)], pelas entradas passadas [u(t-1 ), u(t-
2)] e pela saída futura y(t+ 1), sendo que tal saída futura é dada pela saída desejada, a 
referência r(t+ 1 ), ao invés da saída real do processo, não disponível neste instante de tempo 
futuro. A saída da rede neural é a entrada atual u(t) que deve ser aplicada ao processo. 
U rn esquema de urna rede neural com 7 neurônios na camada intermediária é mostrado na 
Figura 4-19; nesta rede, todos os neurônios estão conectados a todas as entradas e a saída. 
u(t-2) 
u(t-1) 
y(1·2) 
y(t-1) 
y(t) 
y(t+1) 
Figura 4-19- Arquitetura da rede neural utilizada na identificação da dinâmica inversa do 
processo a ser controlado. 
A entrada u( t) "real" (obtida pelo modelo simulado) e a estimada pela rede neural 
são mostradas na Figura 4-20, juntamente com o erro predito (diferença entre a saída "real" 
e a predita pela rede). Percebe-se que houve um bom aprendizado por parte da rede neural. 
Os pesos das redes neurais identificadas anteriormente encontram-se nos Anexos. 
4.4.4 IDENTIFICAÇÃO UTILIZANDO REDES NEURAIS ESTÁTICAS 
Uma maneira alternativa de realizar a identificação de sistemas dinâmicos é treinar 
urna rede neural de tal modo que ela "aprenda" a predizer a variação que está ocorrendo nas 
variáveis de estado, ou seja, a rede quantifica o valor dado pela derivada em um modelo 
fenomenológico. Se um sistema for descrito por: 
dx 
-=f(x(t),u(t)) 
dt 
4-13 
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este poae ser ruscreuzaao ae tal moao a se preruzer o proxrmo valor ae x, por exemplO, 
utilizando Euler: 
x( t + 1) = x( t) + f ( x( t ), u( t) ).!:J.t 4-14 
ou seja, dado o valor dos estados em um determinado tempo (em geral o estado estacionário 
de referência), a rede neural será treinada para aprender a representar o valor de 
f(x(t),u(t)).t1t, ou, a rede prediz a variação que os estados sofrerão até o próximo intervalo 
de tempo. 
Sinal de Controle "real" e predito pela rede 
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50 
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Figura 4-20- Identificação da dinâmica inversa do processo (entrada u(t) "real" e predita 
pela rede neural) 
Este método de identificação tem a vantagem de ser aplicável a qualquer tipo de 
sistema, com uma ou mais entrada e saída (SISO e MIMO). Acredita-se também que para 
sistemas com poucos dados experimentais, há mais vantagem em utilizá-lo, já que é mais 
fácil a partir dos mesmos capturar o comportamento incrementai dos estados. A principal 
desvantagem do método é o grande número de dados que serão apresentados à rede neural 
quando o sistema possui maior número de estados. Isto porque quanto maior o número de 
estados, maior a possibilidade de combinação destes, necessária para realizar um completo 
mapeamento do sistema sob identificação. 
Inicialmente definiu-se os intervalos de variação dos estados como mostrado na 
Tabela 4-2. O número possível de combinações entre as variáveis é 5 x 5 x 4 x 4 x 8 = 3200, 
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acrescido do estado estacionário de referência. Assim, a matriz que será apresentada à rede 
neural terá 5 variáveis de entrada (CAlo T1o CA2, Tz e qc). 
Utilizando o modelo fenomenológico e um intervalo de amostragem de 0,1 rmn 
foram gerados os dados de saída, ou seja, o incremento entre o estado atual e o estado no 
próximo intervalo de amostragem. Utilizaram-se 8 neurônios na camada interna com 
função de ativação tangente-sigmoidal e funções lineares na camada de saída. A capacidade 
da rede em prever a dinâmica do sistema foi considerada em duas possibilidades: (i) 
predição em "malha aberta"; (ii) predição em "malha fechada". 
Tabela 4-2 - Combinação das variáveis utilizadas na identificação. 
variáveVestado valor inicial valor final incremento número de pontos 
CAl 0,06 molll 0,14 molll 0,02 molll 5 
Tt 430K 446K 4K 5 
CA2 0,005 molll 0,011 molll 0,002 molll 4 
Tz 442K 454K 4K 4 
qc 90 1/rnin 118 1/rnin 41/rnin 8 
O primeiro caso parte do estado estacionário conhecido de referência e utiliza o 
incremento fornecido pela rede neural para prever o próximo valor dos estados, que por sua 
vez são novamente atualizados pela rede (Figura 4-21); no segundo caso, parte-se também 
do estado estacionário conhecido de referência e utiliza o incremento fornecido pela rede 
neural para prever o próximo valor dos estados, porém este é corrigido pelo valor obtido 
através do modelo (medida) para se calcular o próximo valor dos estados (Figura 4-22 e 4-
23). Neste caso, os valores fornecidos pela rede não são utilizados seqüencialmente, sendo 
utilizados somente até que se obtenha a medida real diretamente do processo. 
Na simulação dinâmica efetuou-se um degrau de +10% na variável de entrada 
(vazão de refrigerante). Observa-se que há um off set significativo para a identificação em 
malha aberta e fechada para a concentração, sendo este bem mais acentuado para o 
primeiro caso. Isto significa que a rede não conseguiu "aprender" de modo conveniente o 
comportamento dinâmico do sistema, embora qualitativamente há um acompanhamento da 
tendência expressa pelo modelo dinâmico, ou seja, a rede conseguiu capturar o 
comportamento qualitativo de maneira adequada. Um dos fatores que levam à presença de 
off sets é a quantidade insuficiente de padrões utilizados na aprendizagem. Isto pode ser 
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considerável aumento no tempo de treinamento. 
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Figura 4-21- Identificação do sistema em "malha aberta" (Concentração e temperatura do 
primeiro reator;+ processo "real";- rede neural). 
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Figura 4-22 - Identificação do sistema em "malha fechada" (Concentração e temperatura 
do primeiro reator ). 
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Figura 4-23 - Identificação do sistema em "malha fechada" (Concentração e temperatura 
do segundo reator ). 
4.5 CONTROLE DO PROCESSO UTILIZANDO REDES NEURAIS 
Em todos os resultados que se seguem a saída do processo é forçada a seguir uma 
trajetória pré-estabelecida (que pode ser considerada como sendo uma referência fixa), 
sendo que em dois momentos distintos o sistema sofre a ação de uma perturbação na 
concentração do reagente A na corrente de entrada (CAf), conforme segue: 
• O min s; t s; 9 min, CAf = 1 mol!L 
• 9 min < t s; 16 min, CAf= 1,1 mol!L (perturbação degrau de +10%) 
• 16 min < t s; 25 min, CAf= 0,9 mol!L (perturbação degrau de 18%) 
O intervalo de amostragem foi fixado em O, 1 min, com os seguintes limites impostos na 
variável manipulada: 60 Umin s; qc s; 140 Umin. 
4.5.1 CONTROLE COM O CONTROLADOR CLÁSSICO PID 
Inicialmente efetuou-se o controle do processo utilizando um controlador PID 
clássico, com algoritmo industrial, sendo a versão digital de: 
D( s) = Kc I+ 'C as I+ 'C,s 
I+CX'CaS 'C1s 
4-15 
O desempenho deste é mostrado na Figura 4-24 (Kc = 150 L2/mol.min: 'CD = 3 min: 
'Cr = 0,25 min: a = O, 1). O controlador PIO é de difícil sintonia pois não há um método 
sistemático para realizar esta tarefa. Os métodos disponíveis na literatura de alocação de 
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pows pressupoem que o processo possa ser aescnto ae moao exato por uma runçao ae 
transferência de 1 a ou de 2a ordem, o que dificilmente se consegue para processos mais 
complexos, como o em estudo, composto por 4 equações diferenciais. Existem também os 
métodos empíricos da curva de reação, limitados a processos estáveis em malha aberta e 
com resposta equivalente a sistemas de 1 a ordem mais tempo morto. O método de Ziegler e 
Nichols baseia-se na análise no domínio da freqüência e dependem de excitações cíclicas 
na entrada do processo, o que é de difícil obtenção em processos reais. Quando se dispõe de 
um modelo matemático fiel do processo, o meio mais conveniente é realizar a sintonia do 
controlador PID através de simulação computacional, o que obviamente envolve um 
procedimento tedioso por tentativa e erro, ou seja, um método completamente empírico de 
ajuste das constantes do controlador. Caso o modelo do processo não seja muito complexo, 
pode-se utilizar um método de otimização no qual procura-se minimizar urna função 
objetivo que depende do erro entre o valor da saída desejado (set point) e a saída real. As 
restrições passam a ser o modelo do processo, juntamente com as expressões matemáticas 
que descrevem a ação de controle (em geral um sistema algébrico-diferencial). O método 
garante a solução ótima para os valores das constantes proporcional, integral e derivativa 
para a faixa de operação de validade do modelo, porém é incapaz de lidar com mudanças 
ocorridas neste e com perturbações não previstas por ocasião da otimização. 
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Figura 4-24- Desempenho do controlador PID (problema regulatório e supervisório ). 
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Como era de se esperar, o controlador PID tem seu desempenho bastante 
deteriorado frente à perturbação de maior magnitude, ocorrida em 16 min, ocasionando 
mesmo um off set irreversível a partir de então na saída do processo. 
4.5.2 CONTROLE COM MODELOS INVERSOS 
O desempenho do sistema de controle pode ser melhorado de modo sensível, pelo 
menos com relação a capacidade do controlador em seguir a trajetória pré-estabelecida para 
a saída do processo e em rejeitar perturbações na carga, quando se utiliza um controlador 
inverso direto, no qual a ação de controle é calculada através de uma rede neural que foi 
previamente treinada para "aprender" a dinâmica inversa do processo, como mostrado na 
Figura 4-25. A desvantagem deste controlador, citada na literatura e observada nos 
resultados, é a característica ringing do controlador, isto é, a alta oscilação imposta na ação 
de controle, o que é extremamente indesejável. 
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Figura 4-25 - Desempenho do controlador inverso direto (problema regulatório e 
supervisório) 
Uma tentativa de melhorar a ação de controle calculada através do controlador 
inverso direto é comparar a saída do processo com a saída predita por um modelo e em 
seguida alimentar esta diferença, combinada com o valor de referência desejado, no 
controlador inverso, levando assim a um controlador preditivo um passo a frente, ou seja, a 
configuração IMC apresentada no capítulo anterior. O valor alimentado no controlador 
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pode ser tlltrado ou nao; quando este é tlltrado LAm\q) == 1 - U, I q; tlm\q) == U,J], ocorre uma 
"suavização" na trajetória de referência, o que pode ser observado na Figura 4-26. 
o.o15 1. ---~--~---~---;::===::::;-: ! ! - ref-data i ' 
i I ' l ~ 1 -y-data 1 ~ 0011 :tllJVV!~ ~~N, ~:-: ym-data I 
~ 0.005[1~ ( .. -~!J JJ - v \ li. 'I\ í{ 
.11 L~ · o ~ _ur 
o 
120 
c: § 100 
g: 
80: ' 
o 
5 
5 
10 
10 
Tempo, min 
15 20 25 
25 
Figura 4-26 - Desempenho do controlador inverso com modelo interno (IM C), com filtro 
(problema regulatório e supervisório) 
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Figura 4-27 - Desempenho do controlador inverso com modelo interno (IM C), sem filtro 
(problema regula tório e supervisório) 
A Figura 4-27 mostra a mesma configuração de controle, porém sem filtro, o que 
causa uma leve deterioração no desempenho do controlador. Além de suavizar a trajetória 
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de referência, o filtro também tem a finalidade de atenuar a amplitude para altas 
freqüências de oscilação do sinal de entrada, para o caso da presença de ruídos presentes na 
leitura do instrumento de medida na saída do processo y. 
4.5.3 CONTROLE NÃO LINEAR 
Utilizando duas redes neurais treinadas para representar o modelo do processo como 
descrito pela Eq. 3-49, efetuou-se o controle da variável CA2 através da linearização por 
retroalimentação, na qual a saída é forçada a seguir a trajetória de referência r(t), sendo a 
ação de controle virtual w( t) uma combinação linear apropriada das saídas passadas e da 
referência desejada, de tal modo a alocar de modo arbitrário os pólos do sistema em malha 
fechada, acrescida da integral do erro (diferença entre a saída do sistema e a referência 
desejada), para evitar problemas de off set. O polinômio característico escolhido foi Am 
(z) = z3 - 1,4 i + 0,49 z, que possui como pólos z = O; 0,7; 0,7 (todos pertencentes ao 
círculo unitário, como requer a teoria de controle discreto). 
Os parâmetros de sintonia do controlador são os pólos do polinômio característico e 
a constante de integração (l/1: = 0,3). A escolha do polinômio característico, como já foi 
mencionado é arbitrária, ou seja, a escolha é tal que proporciona estabilidade em malha 
fechada (z < 1 ), sendo que se os pólos apresentarem parte imaginária a saída possui 
comportamento oscilatório. Utilizando os parâmetros citados anteriormente, obtém-se como 
resultado a Figura 4-28. 
Observa-se nesta figura que a trajetória de referência r(t) é filtrada utilizando o 
polinômio característico de tal modo a se obter a referência "real" Ym(t), a qual a saída do 
processo procura seguir de modo assintótico. O controlador exige bastante da ação de 
controle, o que é devido ao fato do controle linearizante por retroalimentação ser uma 
contrapartida não linear ao método de alocação de pólos com todos os zeros cancelados. A 
grande vantagem desta estratégia de controle é a sua simplicidade e a facilidade de sintonia, 
uma vez disponível as redes neurais necessárias para representar o processo na forma de um 
modelo afim. 
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Figura 4-28 - Desempenho do controlador linearizante por retro alimentação (problema 
regulatório e supervisório) 
4.5.4 CONTROLE POR LINEARIZAÇÃO INSTANTÃNEA 
A linearização instantânea, como já foi descrito no capítulo anterior, utiliza uma 
rede neural previamente treinada para representar a dinâmica do processo e a partir desta 
"extrai" a cada intervalo de amostragem um modelo linear, que por sua vez é empregado no 
projeto da ação de controle, através da utilização da teoria de controle linear. 
Uma das possibilidades de utilização da teoria de controle linear é a técnica da 
alocação dos pólos (pole placement), com ou sem cancelamento dos zeros do processo. 
Ambos os casos foram considerados aqui. Na Figura 4-29 tem-se o caso em que todos os 
zeros são cancelados e na Figura 4-30, o mesmo controlador, porém sem o cancelamento 
dos zeros. Observa-se a superioridade inquestionável do segundo caso, no qual a resposta 
do processo segue de forma muito próxima a referência desejada, sendo a ação de controle 
calculada de modo parcimonioso, com a ausência de ringing, presente no primeiro caso. 
Os parâmetros de projeto utilizados foram: 
• numerador do modelo desejado: Bm = 0,09 
• denominador do modelo desejado: Am = l-1,4 z + 0,49 
• polinômio de observação: Ao = 1 
• fator pré-especificado de R: A,= [1, -1] (necessário para ação integral) 
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• fator pré-especificado de S: As = 1 
Os polinômios R e S são calculados através da solução da equação de Diophantine: 
A.R + B.S = Ac = Am.Ao 
onde A c é o polinômio característico fatorado em Am e A0 • 
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Figura 4-29 - Desempenho do controlador linear por alocação dos pólos, com todos os 
zeros cancelados (problema regulatório e supervisório) 
Uma outra alternativa, uma vez disponível um modelo linear do processo, é a 
utilização do algoritmo GPC (Generalized Predictive Controller), que calcula a ação de 
controle baseado na minimização de uma função custo. Os excelentes resultados obtidos 
para este controlador são mostrados na Figura 4-31, sendo utilizados os seguintes 
parâmetros: 
• Horizonte mímino de predição: Nz = 1; 
• Horizonte máximo de predição: N2 = 7; 
• Horizonte de controle: Nu = 2; 
• Fator peso sobre a diferença do sinal de controle (fator de supressão): p = 1 o·8; 
Este controlador é de relativa facilidade de sintonia, sendo que a escolha dos 
parâmetros acima é mais ou menos arbitrária, porém com um pouco de experiência 
qualquer praticante desta técnica consegue após alguns poucos ajustes chegou-se à valores 
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nuuav~I:s pa.ra estas t..::uusta.ntes. vurra granue vantagem ueste aJ.gontmo e a rap1uez e 
confiabilidade de sua solução, já que como o processo é descrito por um modelo linear, os 
métodos de otimização empregados possuem solução analítica, o que é de extrema 
importância do ponto de vista de controle na prática. 
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Figura 4-30 - Desempenho do controlador linear por alocação dos pólos, sem cancelar os 
zeros (problema regulatório e supervisório) 
Um atrativo interessante do controlador preditivo é a sua capacidade de "antever" as 
mudanças que a saída sofrerá, para o caso supervisório, fazendo com que mesmo antes da 
mudança do set point ocorrer, a saída já procura acompanhar tal mudança futura, devido à 
sua capacidade preditiva; o quanto esta antecipação ocorre, depende do tamanho do 
horizonte de predição. 
4.5.5 CONTROLE PREDITIVO NÃO LINEAR (NPC) 
A última estratégia de controle testada foi o controle preditivo não linear (NPC), 
utilizando rede neural como modelo do processo. O método de otimização empregado foi o 
de Quasi-Newton, com os seguintes parâmetros do controlador: 
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• Horizonte mímino de predição: N1 = 1; 
• Horizonte máximo de predição: N2 = 5; 
• Horizonte de controle: Nu = 3; 
• Fator peso sobre a diferença do sinal de controle (fator de supressão): p = 10"8; 
Obviamente, quanto maior o horizonte de predição, maior é o esforço 
computacional gasto no cálculo da ação de controle, sendo que aumenta também o off set 
da saída controlada. O controlador NPC é mais sensível à mudanças nas dimensões do 
horizontes de predição e controle, sendo que esta estratégia possui excelente desempenho 
no caso supervisório (Figura 4-32), porém o mesmo não ocorre para o caso combinado 
supervisório e regulatório (Figura 4-33), apresentando considerável off set neste último 
caso. Acredita-se que tal off set se deve ao fato de que após a última perturbação, o modelo 
de controle não foi mais capaz de predizer com precisão as saídas do processo. 
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Figura 4-31 - Desempenho do controlador linear preditivo (GPC) aproximado (problema 
regulatório e supervisório) 
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Figura 4-32 - Desempenho do controlador preditivo não linear (problema supervisório) 
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Figura 4-33 - Desempenho do controlador preditivo não linear (problema regulatório e 
supervisório) 
4.5.6 AVALIAÇÃO DOS CONTROLADORES SEGUNDO CRITÉRIOS DE 
DESEMPENHO 
Uma avaliação quantitativa do desempenho dos controladores aplicados ao caso-
estudo pode ser feito a partir da utilização dos critérios de desempenho baseados na integral 
do erro, sendo os mais comuns (SEBORG et al., 1989): 
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• ISE (Integral afthe Squared Errar): 
00 
ISE = f[e(t)]' dt 4-16 
o 
• IAE (Integral afthe Absalute value afthe Errar): 
00 
IAE = fie( t J!dt 4-17 
o 
• ITAE (Integral afThe time-weighted Absalute Errar): 
00 
ITAE = ftle(tJ!dt 4-18 
o 
Os valores para cada uma das estratégias de controle são mostrados na Tabela 4-3. 
Tabela 4-3 -Critério de desempenho dos controladores utilizados. 
Estratégia de controle ISE IAE ITAE 
Controle inverso direto 1,28.104 3,33.10"" 3,55.10"' 
IMC com filtro 1,36.104 3,29.10"" 3,08.10"' 
IMC sem filtro 1,39.104 3,40.10"" 3,52.10"' 
Linearização por retroalimentação 1,61.104 4,23.10"" 4,89.10"' 
Linearização instantânea com zeros cancelados 1,67.104 4,56.10"" 5,73.10"' 
Linearização instantânea sem cancelar zeros 1,33.104 3,08.10"" 3,09.10"' 
Linearização instantânea sem cancelar zeros (*) 1,64.10"0 1,15.10"" 1,17.10"' 
GPC aproximado 4,47.10"' 1,48.10"" 1,55.10"1 
NPC supervisório 4,34.10"" 1,25.10"" 1,04.10"1 
NPC supervisório/regulatório 2,92.1 O"" 6,13.10"" 1,01 
PID industrial 8,07.10"" 9,59.10"" 1,41 
PID algoritmo da velocidade 3,30.10"0 1,71.10"' 3,05 
. ' . 
-
A 
-(*) cnteno de desempenho calculado em relaçao a referenc1a e nao ao set paznt. 
Uma observação que deve ser feita é que os critérios de desempenho são calculados 
sempre em relação ao set paint desejado. Entretanto, para as estratégias de controle que 
utilizam filtragem no valor do set paint, gerando uma trajetória de referência mais "suave", 
o valor a ser atingido que o controlador "enxerga" é o de referência e não o set paínt. Isso 
faz com que os dados fornecidos pelos parâmetros ISE, IAE e ITAE não permitam uma 
comparação rigorosa entre os controladores. Como exemplo, o controlador linear por 
alocação de pólos, sem cancelamento de zeros, possui valores quantitativos dos parâmetros 
de desempenho ISE e ITAE piores do que os do controlador IMC, entretanto, visual e 
qualitativamente percebe-se que seu desempenho é bem superior. Isto pode ser verificado 
quando os critérios de desempenho são calculados em relação à referência e mostrados na 
Tabela 4-3 para ilustração. 
Os valores obtidos através dos critérios de desempenho devem ser analisados também 
quanto ao significado intrinseco advindo da definição de cada um deles. Isto porque o 
índice ISE, por exemplo, tende a penalizar maís os erros maiores, em relação aos índices 
IAE e IT AE. O índice IT AE, por sua vez, penaliza mais erros que persistem por longos 
periodos de tempo. Do ponto de vista da sintonia de controladores baseando-se nos critérios 
de desempenho, a literatura recomenda que seja efetuada através do critério IT AE, pois 
leva a um ajuste de controladores mais conservativo. Segundo este critério, a melhor 
estratégia de controle foi o GPC aproximado e a pior o controlador PID (em ambas as 
versões). 
4.6 CONCLUSÕES 
Neste capítulo foi apresentada uma metodologia sistemática de identificação e 
controle de um processo representativo da Engenharia Química, a saber, um sistema 
reacional composto por dois reatores tanques com mistura perfeita e conectados em série, 
utilizando redes neurais artificiais, que foi capaz de capturar com sucesso as complexidades 
da dinâmica deste processo, em especial sua caracteristica altamente não linear. 
A partir da identificação da dinâmica do processo (dinâmica direta e inversa), 
desenvolveram-se e aplicaram-se diferentes estratégias de controle com o objetivo de 
regular/controlar a saída do sistema (concentração do reagente A na saída do 2° reator), 
através da manipulação da vazão de fluido refrigerante. Diferentes níveis de utilização do 
modelo neural foram empregados na síntese das estratégias de controle, indo do controle 
inverso direto, que utiliza o modelo neural inverso diretamente como controlador, ao 
controle preditivo não linear, que faz uso do modelo em um procedimento complexo de 
otimização. 
Não foi efetuada investigação acerca da capacidade do modelo neural em predizer os 
múltiplos estados estacionários do sistema. Deixa-se para trabalhos futuros esta tarefa, 
tendo em vista o interesse em aplicar as técnicas de controle e a escassez de tempo para se 
investigar todas as possibilidades referentes ao modelo neural. 
123 
A investigação apresentada neste capítulo abordou a identificação e controle de um 
processo com apenas uma entrada e uma saída (SISO) e a partir da experiência e sucesso do 
mesmo, pode-se estender a investigação para um processo com mais de uma entrada e mais 
de uma saída (MIMO). 
Capítulo 5 
ESTUDO DE CASO: EVAPORADOR DE 
DUPLO EFEITO 
5 ESTUDO DE CASO: EVAPORADOR DE DUPLO EFEITO 
5.1 INTRODUÇÃO 
O objetivo da evaporação é concentrar uma solução consistindo de um soluto não 
volátil e um solvente volátil. A evaporação é conduzida pela vaporização de uma porção do 
solvente para produzir uma solução concentrada de licor espesso, sendo uma operação 
unitária amplamente utilizada na indústria alimentícia, de polpa e papel, farmacêutica, 
mineração, dentre outros setores. 
De acordo com McCABE et al. (1993) os principais tipos de evaporadores tubulares 
que utilizam vapor como fonte de calor em uso atualmente são: 
1. Evaporadores verticais de tubo longo 
a) escoamento para cima (filme ascendente ou climbing-film); 
b) escoamento para baixo (filme descendente oufalling-film); 
c) circulação forçada; 
2. Evaporadores de filme agitado 
Os evaporadores de escoamento para cima são indicados para líquidos que tendem a 
formar espuma. Os de filme descendente são indicados para materiais com alta 
sensibilidade ao calor (por exemplo, suco de laranja) e líquidos viscosos. Os evaporadores 
de circulação forçada são indicados para líquidos sensíveis ao calor, pois possuem pequeno 
tempo de residência e líquidos que tendem a formar espuma. Os com filme agitado são 
indicados para líquidos viscosos e sensíveis ao calor, tais como gelatina, látex de borracha, 
antibióticos, sucos de frutas, porém têm como desvantagem um alto custo de investimento e 
de manutenção das partes móveis internas. 
Um terceiro tipo de evaporador, que é o de tubos verticais curtos, apesar de estar em 
desuso na maioria das unidades industriais, continua sendo o modelo ainda amplamente 
utilizado na indústria de açúcar e álcool. 
Uma descrição detalhada dos diferentes tipos de evaporadores, vantagens, 
desvantagens, aplicações indicadas, etc., pode ser encontrada em PERRY & GREEN 
(1997). Segundo estes autores, a seleção do tipo de evaporador mais indicado para uma 
aplicação particular é governada pelas características da alimentação e do produto. Pontos a 
127 
serem considerados são: presença ou não de cristalização durante a evaporação, formação 
de incrustações, qualidade do produto (pode implicar em baixo tempo de retenção ou 
operação à baixas temperaturas, os quais serão restrições ao sistema de controle), corrosão 
e formação de espuma. 
Três grandezas são importantes quando se trata de sistemas de evaporação: 
CAPACIDADE: número de quilogramas de solvente evaporados por hora, ou: 
'd d kg de solvente evaporado 
capact a e = -"'-----,----'----
h 
ECONOMIA: número de quilogramas evaporados de solvente por quilograma de 
vapor alimentado à unidade, ou: 
. kg de solvente evaporado 
economw = -:---"---::----'':---.,-
kg de vapor d'água alimentado 
CONSUMO DE V APOR: 
capacidade 
consumo de vapor [kglh] = . 
economw 
Na maioria dos casos de evaporadores industriais o solvente é a água. 
A necessidade de economia de vapor obriga o uso do princípio de múltiplo efeito 1• 
Na evaporação em múltiplo efeito, o vapor da ebulição do caldo de um corpo é usado como 
fonte de calor para o corpo seguinte. Isto pode ser realizado pela redução da pressão no 
segundo corpo, de modo a reduzir o ponto de ebulição. Em um arranjo em série, ou 
múltiplo efeito, o Princípio de Rillieux estabelece que uma unidade de vapor evaporará 
tantas unidades de água quantos forem os corpos ou efeitos. Assim, em um conjunto de 
quatro unidades em série ou quádruplo efeito, geralmente usado, uma unidade de vapor 
evaporará quatro unidades de água. Tal valor não é rigorosamente correto, mas exato o 
suficiente para cálculos de rotina. 
A utilização de evaporadores na Indústria Alimentícia é ampla. Freqüentemente, 
nesta indústria, uma matéria prima ou um produto alimentício contém mais água que a 
necessária no produto final. Quando o produto alimentício é um líquido, a forma mais fácil 
1 Consumo de vapor de água (kg de vaporlkg de água evaporada) para um, dois e três efeitos, 
respectivamente: 1,1; 0,57; 0,40. (EARLE, pág. 105) 
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de eliminar a água é, em geral, evaporando-a mediante calor. Exemplos: concentração de 
polpa de tomate; concentração de sucos de frutas; concentração do leite (para obtenção de 
leite condensado ou leite em pó). 
Outro setor que no Brasil a etapa de evaporação é crucial é a indústria açucareira, 
sendo que a seção de evaporação realiza a primeira etapa no processo de recuperação do 
açúcar do caldo. A prática usual é concentrar o caldo clarificado até cerca de 65° Brix, o 
que requer a remoção de aproximadamente 75% da água. A necessidade de economia de 
vapor obriga o uso do princípio de múltiplo efeito e a água condensada serve para alimentar 
as caldeiras. (PAYNE, 1989). 
Por ser uma operação unitária que utiliza uma grande quantidade de energia (na 
forma de vapor d'água) é grande o interesse com relação ao aprimoramento da operação e 
automação das unidades de evaporação tendo em vista principalmente a redução da 
quantidade de energia térmica utilizada e a obtenção de um produto homogêneo, 
fundamental às operações unitárias que se seguem à evaporação. 
Este capítulo tem como objetivo fundamental contribuir no melhor entendimento do 
processo de evaporação e propor malhas de controle eficazes no controle do mesmo. Os 
resultados apresentados serão obtidos via simulação computacional, mas espera-se que os 
mesmos sejam estímulo ao desenvolvimento futuro de pesquisas nesta área que envolvam 
também a prática experimental, indispensável na validação das conclusões que serão aqui 
apresentadas. 
5.2 MODELAGEM MATEMÁTICA E CONTROLE AUTOMÁTICO DE 
EVAPORADORES: REVISÃO BIBLIOGRÁFICA 
Segundo PAYNE (1989), nos evaporadores utilizados na indústria açucareira, as 
variáveis controladas são: 
(a) pressão absoluta (vácuo): controlada pela regulagem da quantidade de água que 
vai para o condensador, mantendo desse modo uma temperatura do xarope no 
último corpo ao redor de 55°C. O valor do ajuste (set point) da pressão absoluta 
dependerá também do brix do xarope. Na faixa de 65 a 70, a pressão absoluta será 
da ordem de 10 em de coluna de mercúrio; 
(b) brix do xarope: é controlado pela regulagem da válvula de saída do xarope da 
última caixa. Um mínimo de 65° Brix é o padrão. Deve ser evitada uma 
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concentração acima de 70°, para se prevenir a possibilidade de cristalização na 
evaporação; 
(c) nível de líquido nos tubos: constitui um fator importante na taxa de transferência 
de calor. Se o nível estiver muito baixo, a superfície de aquecimento dos tubos não 
será usada integralmente, e os tubos podem secar na parte superior. Se estiver muito 
alto, a parte inferior do tubo fica afogada com caldo que se move a baixa 
velocidade, não se obtendo, por conseguinte, a máxima evaporação. O nível ótimo é 
aquele em que o líquido começa a ser arrastado para o topo dos tubos através das 
bolhas de vapor, com somente um pequeno fluxo na parte superior do espelho. Este 
nível varia com o tamanho dos tubos, temperatura, taxa de transferência de calor, 
incrustações e viscosidade do caldo. Sob boas condições, o nível ótimo está cerca de 
25% do comprimento dos tubos, raramente se encontrando acima de 40%; 
(d) alimentação: deve ser mantida uniforme, utilizando-se o tanque de caldo como 
controle-pulmão. Acima de um certo nível, a alimentação é sinalizada de modo a 
reduzir a quantidade de caldo que chega. Abaixo de um certo nível, reduz-se o 
suprimento de vapor à evaporação, a um nível mínimo, uma válvula de água é 
aberta para manter a evaporação em funcionamento. 
Os parâmetros descritos anteriormente são importantes pois definem os set points e as 
restrições com os quais o sistema de controle automático terá que lidar. Como cada uma das 
variáveis controladas sofre influência direta das demais, trata-se de um problema de 
controle multivariável, ou seja, um sistema com acoplamento de malha de controle. 
Encontram-se na literatura duas classes de modelos matemáticos de evaporadores: 
1. Modelos empíricos 
2. Modelos fenomenológicos 
Uma das primeiras investigações tratando da modelagem, simulação e controle 
automático de evaporadores foram os trabalhos de RANDALL et al. (1971) e CARLSON 
et al. (1971). O modelo matemático fenomenológico foi desenvolvido com o propósito de 
ser utilizado em uma lei de controlejeedback-feedforward que fosse capaz de compensar as 
flutuações de desempenho do evaporador utilizado na concentração de polpa de tomate 
causadas por oscilações na concentração de entrada e depósito nas paredes dos tubos. Os 
estudos foram realizados em uma planta piloto equipada com medidores em linha de 
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concentração (refratômetros ), sendo controlada por um computador analógico. Ressalta-se 
nestes trabalhos o grau de sofisticação das metodologias propostas considerando as 
limitações tecnológicas à época. Os resultados mostram a capacidade do sistema de 
controle em manter a concentração de saída o mais estável possível. 
O modelo fenomenológico dinârrúco de evaporadores mais utilizado é o que foi 
proposto por NEWEll e FISHER (1972). Estes autores dividiram o evaporador em várias 
regiões distintas (região do vapor; superfície de transferência de calor; região do líquido) e 
propuseram um equacionamento transiente para cada uma delas. Apesar de parecer hoje 
óbvio, tal procedimento foi até certo ponto inovador na época e continua sendo a principal 
referência na modelagem de evaporadores e de outras operações unitárias. A grande 
vantagem deste modelo é que ele é bastante flexível quanto à sua complexidade. Isto 
porque as equações dinârrúcas são funções de parâmetros que dependem do equilíbrio 
termodinârrúco entre o líquido e o vapor gerado e também de parâmetros associados à 
transferência de calor entre o vapor (fonte de calor) e o líquido a ser concentrado. A escolha 
por parte do modelador das equações a serem utilizadas para representarem tais fenômenos 
irá ditar a complexidade do modelo, que pode ir, por exemplo, da consideração de 
idealidade às formas mais complexas de não idealidade, para os fenômenos termodinârrúcos 
envolvidos. 
LOZANO et al. (1984) utilizaram dados experimentais de uma planta de evaporadores 
de triplo efeito em escala industrial para identificar modelos empíricos que foram 
empregados para comparar configurações de controle alternativas (através de simulação). 
Os autores utilizaram duas técnicas experimentais de identificação: (1) um procedimento 
gráfico aplicado à resposta a um degrau, com um modelo de segunda ordem mais tempo 
morto, e (2) um teste pulso, com os dados interpretados no domínio da freqüência. 
TONElli et al. (1990) apresentaram uma sofisticação no modelo de NEWEll e 
FISHER (1972) pois introduziram um pré-aquecimento em contracorrente da solução e a 
consideração de atrasos ocasionados por tempo morto entre e nos efeitos. Com estas 
considerações, desenvolveram um simulador, validado com dados experimentais, para um 
evaporador de triplo efeito utilizado na concentração de suco de maçã. Tal simulador teria 
como propósitos: (i) descrever o comportamento particular dos evaporadores sujeitos a 
perturbações conhecidas e desconhecidas; (ii) investigar procedimentos de start-up; (iii) 
131 
facilitar o start-up do processo; (iv) projetar controladores para estabilizar a unidade e/ou 
acelerar a recuperação destes frente à perturbações randômicas ou impostas. 
RUNYON et al. (1991) propuseram um modelo fenomenológico dinâmico para um 
evaporador de duplo efeito operado em contracorrente, o que não tem sido usual na 
literatura. A estrutura do modelo é a mesma apresentada por NEWELL e FISHER (1972). 
Apresentam parâmetros completos de transferência de calor e equilíbrio termodinâmico 
para o caso da polpa de tomate. O objetivo do modelo desenvolvido é a investigação de 
estratégias alternativas de controle automático da unidade. 
QUAAK et al. (1994) descrevem uma investigação realizada na identificação e controle 
de um evaporador NJZO de quádruplo efeito. Estes autores compararam a dinâmica do 
evaporador obtida com o simulador NJZO-STREAM, que é um simulador para 
evaporadores de filme descendente, com um modelo na forma caixa-preta. O processo 
possui três entradas (vazão de alimentação; vazão de vapor ao vaporizador; vazão do 
refrigerante no condensador) e três saídas (sólidos totais no concentrado; vazão do 
concentrado; temperatura do concentrado). A concordãncia obtida entre os dois modelos foi 
razoável, sendo registrada uma diferença significativa entre os ganhos estáticos dos 
mesmos. Os melhores resultados foram obtidos para freqüências baixas. Os modelos 
obtidos foram utilizados por V AN WUCK et al. (1994) no desenvolvimento de um 
controlador multivariável, sendo que ambos resultaram em controladores com bom 
desempenho. A estratégia de controle utilizada foi o controlador IMC supervisório que 
manipula os set points das vazões, que são reguladas por controladores PID's com laços 
locais. O controlador IMC possui um compensador feedforward além do laço feedback 
convencional. A capacidade do controlador em levar o processo a seguir trajetórias de set 
points pré-estabelecidas foi excelente, incluindo a etapa de stan-up. Os autores chamam a 
atenção para os benefícios significativos obtidos com controladores bem desenvolvidos e 
sintonizados, tal como a redução de custos, advinda da melhor qualidade dos produtos, 
maior rendimento e economia de energia e matéria prima. 
DAOUTIDIS e KUMAR (1994) também utilizaram o modelo de NEWELL e FISHER 
(1972) na investigação de estratégias de controle não linear por geometria diferencial no 
controle da planta piloto do evaporador de duplo efeito. Os estudos foram realizados por 
simulação computacional. 
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evaporador utilizado na indústria alimentícia baseando-se em dados operacionais de dois 
anos de operação. O objetivo do modelo é prever o comportamento futuro da planta e 
utilizá-lo em uma estratégia de controle preditiva. Resultados obtidos via simulação 
computacional mostraram a capacidade da estratégia de controle proposta em forçar o 
sistema a ter uma saída pré-estabelecida. 
RUSSEIL e BAKKER (1997) apresentaram o desenvolvimento de um modelo baseado 
em redes neurais de um evaporador de filme descendente de triplo efeito, em escala piloto. 
O modelo foi desenvolvido com o propósito de ser utilizado em um sistema de controle 
preditivo. Os dados utilizados para a geração do modelo neural foram obtidos através da 
simulação de um modelo fenomenológico. O procedimento adotado no desenvolvimento do 
modelo neural foi o de dividir o modelo completo em um grupo de sub-redes, cada um 
modelando um elemento específico do sistema global. Tal procedimento resultou em um 
modelo na forma modular, que segundo os autores dá ao mesmo a capacidade de capturar 
informações teóricas através de sua topologia assim como informações empíricas. O 
modelo desenvolvido foi utilizado para predizer a dinâmica do processo n passos a frente, 
predição esta necessária no cômputo da ação de controle preditiva (não implementada pelos 
autores). 
ELHAQ et al. (1999) escolheram o evaporador de múltiplo efeito utilizado na indústria 
açucareira para realizar um estudo de modelagem, identificação e controle, tanto teórico, 
quanto experimental. Um modelo fenomenológico foi desenvolvido com o propósito de ser 
referência (benchmark) para um modelo empírico, desenvolvido para ser utilizado como 
modelo de controle em um controlador GPC. Os parâmetros do modelo fenomenológico 
foram estimados recursivamente através do algoritmo de Bootstrap, que é uma variante do 
algoritmo do filtro de Kalman. A identificação utilizando modelos lineares multivariáveis 
na forma caixa-preta foi realizada através de uma estrutura de modelo CARIMA 
(Controlled Auto-Regressive lntegrated Moving Average), com duas saídas (brix do xarope; 
pressão no segundo efeito) e duas entradas (vazão de vapor; vácuo no 5° efeito). A estrutura 
do modelo foi obtida para minimizar o índice de desempenho AlC (Akaike lnformation 
Criterion). O modelo identificado foi implementado em um controlador GPC e o 
desempenho deste avaliado através de simulação e experimentalmente. Os resultados 
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obtidos foram bons, sendo que os autores chamam a atenção para a etapa de maior 
dificuldade na implementação do controlador: a identificação e a validação do modelo. 
Recentemente CADET et al. (1999) propuseram um novo modelo fenomenológico para 
um evaporador de filme ascendente (múltiplo efeito) utilizado na indústria açucareira 
baseado em equações de balanço e representações fenomênicas. O modelo foi validado 
utilizando um estudo de sensibilidade paramétrica, com dados coletados de uma planta 
industrial. O modelo obtido foi incluído em uma estrutura de controle preditiva não linear, 
sendo que os resultados obtidos via simulação foram encorajadores para se pensar em uma 
implementação prática. 
BENNE et al. (2000) utilizaram redes neurais para modelar um evaporador de múltiplo 
efeito utilizado na indústria açucareira com propósito de utilizar tal modelo no controle 
preditivo da unidade. A identificação foi realizada com dados experimentais de uma planta 
industrial. A estrutura de rede utilizada foi a NARMAX, com três camadas, com uma 
entrada e uma saída (SISO), portanto uma rede recorrente. O modelo identificado foi 
utilizado no controlador preditivo MPC e resultados obtidos via simulação computacional 
são apresentados, sendo o próximo objetivo dos autores a implementação experimental do 
controlador. 
O grupo de pesquisa australiano liderado pelo Professor Moses O. Tadé tem publicado 
uma série de artigos referentes à utilização do controle não linear por geometria diferencial 
no controle de evaporadores utilizados em refinarias de alumina (liquor buming process 
evaporator associated with the Bayer Process). TO et al. (1995) consideraram um sistema 
composto por um tanque flash, com reciclo e desenvolveram um modelo matemático 
fenomenológico no qual as variáveis de estado são o nível de líquido, a densidade e a 
temperatura do líquido no tanque. O modelo considerado é apresentado sem os seus 
parâmetros de operação industrial, sendo utilizado no desenvolvimento de: (i) um 
controlador não linear que lineariza de modo exato a relação entrada-saída; (ii) um 
controlador GMC; sendo que o primeiro caso resultou em melhor desempenho. Os 
resultados foram obtidos por simulação computacional. A implementação prática foi 
realizada por TO et al. (1998), sendo o controlador não linear multivariável (GLC) 
comparado com o controlador clássico PI. Em KAM e TADÉ (1999) os autores utilizaram 
um controlador não linear linearizante por retroalimentação de estados (SISO), sendo os 
estados não medidos estimados em linha utilizando um observador de estados. Os 
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controlador e observador desenvolvidos, com inúmeros parâmetros de ajuste. Em KAM e 
TADÉ (2000) há uma avaliação geral acerca do controle não linear de evaporadores, com 
destaque para o controle geométrico diferencial. 
NEWELL e LEE (1988) consideraram apenas o segundo efeito do evaporador estudado 
por NEWELL e FISHER (1972) e realizaram um estudo completo acerca do controle do 
mesmo considerando as etapas de identificação, controle feedforward, desacoplamento de 
malhas, controle multivariável, estimativa de estados, compensação de tempo morto, 
controle adaptativo, preditivo e lógica nebulosa. Esta referência é bem didática e consiste 
em uma excelente fonte de estudos iniciais em estratégias de controle clássicas e avançadas, 
servindo como benchmarking para o desenvolvimento de outros estudos mais aprofundados 
para esta operação unitária e de outras. Recentemente, GOVATSMARK e SKOGESTAD 
(2001) utilizaram este mesmo efeito e baseado no modelo matemático do mesmo, 
estudaram várias estruturas de controle possíveis de serem implementadas, tendo como 
discriminante a minimização de uma função objetivo ditada por critérios econômicos. 
Conjuntos de variáveis controladas foram escolhidos (a set points constantes) de tal modo a 
operar o processo próximo ao ótimo do ponto de vista econômico ("controle auto-
otimizante") em face às perturbações e erros de implementação. Os autores realizaram 
também um estudo analítico de estabilidade e controlabilidade para os conjuntos de 
variáveis controladas mais promissores. 
5.3 MODELO DINÂMICO DE EVAPORADOR DE DUPLO EFEITO 
As considerações feitas anteriormente com relação à modelagem de evaporadores são 
ilustradas através do modelo proposto por SEBORG et al. (1989) para um evaporador 
usado para concentrar uma solução diluída de um único soluto em um solvente volátil, 
como mostrado na Fig. 1. O modelo matemático é desenvolvido levando em conta as 
seguintes considerações: 
1. O líquido é agitado de modo perfeito como resultado da violenta ebulição que ocorre; 
2. A capacitância térmica do vapor é negligenciável comparada com a capacitância 
térmica do líquido; 
3. A dinâmica da fase vapor é negligenciável; 
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4. A corrente de alimentação e as correntes de fundo têm uma densidade molar constante c 
e uma capacidade térmica constante CPI; 
5. O vapor e o líquido estão em equilíbrio térmico sempre; 
6. Perdas de calor e efeitos de calor de solução são negligenciáveis; 
5.3.1 Balanço de massa global 
dh Ac-=F-B-D 
dt 
5- 1 
onde F, B e D são vazões molares, A é área de seção transversal e c é a densidade molar 
(mol/m3). O peso molecular médio da solução é assumido como sendo constante, pois as 
mudanças na composição são pequenas. 
h 
+ 
Solvente 
.-----· I D,xn= O, T 
P, T, p 
Produto 
B,XB,T 
i F, Xp, Tp------l 
Figura 5-1- Diagrama esquemático de um evaporador contínuo. 
5.3.2 Balanço de massa do soluto 
onde x8 e XF denotam fração molar. 
5.3.3 Balanço de energia 
onde: 
5- 2 
5- 3 
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Cp1 = cator especmco ao nqmao 
C Pv = calor específico do vapor 
As = área de transferência de calor 
U = coeficiente global de transferência de calor 
Mlv = calor latente de vaporização 
E = taxa de evaporação 
Ts = temperatura do vapor 
Na equação anterior a temperatura de referência associada com o fluir da energia foi 
eliminada algebricamente. Para operação normal, mudanças com o calor sensível no líquido 
são pequenas comparadas com mudanças devido ao calor latente associado com a 
condensação do vapor e a evaporação do solvente. Consequentemente, o calor transferido 
do vapor que condensa é utilizado principalmente para evaporar o solvente. Isto faz com 
que a derivada na equação anterior seja pequena, sendo tal equação então aproximada por: 
ou 
5.3.4 Balanço material no vapor 
I d(pV)=E-D 
M dt 
5-4 
5-5 
5-6 
onde p é a densidade do vapor, V é o volume do vapor eM é o peso molecular do solvente. 
5.3.5 Equações de Estado 
A densidade do vapor p pode ser relacionada à pressão P e à temperatura T por uma 
equação de estado: 
5. 7 
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5.3.6 Relação da Pressão de Vapor 
A pressão P no evaporador é igual à pressão de vapor da solução de líquido Pvap, a qual 
depende da temperatura T. Esta dependência com a temperatura pode ser expressa com 
sendo P vap = 1/Jz(T). Desde que P = P vap• pode-se escrever que: 
5- 8 
5.3. 7 Relação do volume 
Desde que o nível do líquido pode mudar, o volume do vapor P também pode mudar. 
Entretanto, estas duas variáveis estão relacionadas por: 
V0 =V +A.h 5-9 
onde V o é o volume fixo do evaporador. 
5.3.8 Relação Termodinâmica 
Se o vapor d'água utilizado for saturado, a relação entre a pressão deste vapor e a 
temperatura pode ser obtida a partir de uma tabela de dados de vapor d'água: 
5- 10 
Portanto, o modelo dinâmico simplificado do evaporador consiste de oito equações, Eq. 5-
I, Eq. 5-2 e Eq. 5-5 até Eq. 5-10, e 14 variáveis, h, F, B, D, Xs, XF, T, h Ts, E, p, V, P e Ps. 
Então, há seis graus de liberdade. Entretanto, as condições de operação (F, TF e XF) são 
normalmente fixadas por operações unitárias anteriores ao evaporador. Conseqüentemente, 
o número máximo de variáveis que podem ser manipuladas é 6- 3 = 3. 
5.3.9 O Modelo de NEWELL e FISHER 
A primeira etapa no estudo do sistema de controle é o desenvolvimento de um modelo 
matemático simples e confiável do processo. Na Fig. 5-2 é mostrado o diagrama 
esquemático de um evaporador de duplo efeito, em escala piloto, considerado por 
NEWELL e FISHER (1972). A solução concentrada entra no primeiro efeito a uma vazão 
de alimentação F, concentração do soluto Q, e a temperatura Tf. Considerou-se uma 
solução de alimentação composta de trietilenoglicol em água. Vapor d'água a uma vazão Sf 
é injetado na calandra do primeiro evaporador para vaporizar a água, produzindo a corrente 
de vapor 0 1. O efluente líquido do primeiro efeito B1 a uma concentração C1 é enviado para 
o lado dos tubos do segundo efeito e é vaporizado posteriormente sob uma pressão reduzida 
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pela condensação da corrente de vapor proveniente do primeiro efeito no lado do casco. O 
líquido concentrado B2 que sai do segundo efeito é o produto a uma concentração C2• As 
quantidades W 1 e W2 são os holdups de líquido em cada efeito. Um modelo não linear de s• 
ordem do evaporador de duplo efeito foi desenvolvido (NEWELL e FISHER, 1972), sob as 
seguinte considerações: 
alimentação 
F, C,, Tr 
água de 
='--H::.<J<,C::reslriamento 
condensado 
Produto 
Figura 5-2- Diagrama esquemático de um evaporador de duplo efeito, em escala piloto, 
considerado por NEWELL e FISHER (1972). 
1. A capacitãncia calorífica dos compartimentos de vapor, paredes de tubos, etc., são todas 
suficientemente pequenas que podem ser negligenciadas; 
2. O controlador de pressão no segundo efeito é suficientemente preciso para manter a 
temperatura no segundo efeito no valor T 2 estado estacionário com variações dinâmicas 
negligenciáveis; 
3. A concentração de soluto no vapor que sai de cada efeito do evaporador é 
negligenciável comparada com a quantidade de soluto que sai na corrente líquida. 
Sob estas condições, os balanços de massa total, balanço de massa para o soluto e o balanço 
de energia para o primeiro efeito pode ser escrito como sendo: 
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dW1 =F-B -0 
dt 1 1 5- 11 
5- 12 
5- 13 
De modo análogo o balanço material para o segundo efeito dá: 
dW, =B -B -0 
dt 1 2 2 5- 14 
5- 15 
Realizando um balanço de energia no estado-estacionário no segundo efeito encontra-se: 
5- 16 
5- 17 
Onde Q1 e Qz são as quantidades de calor adicionadas em cada efeito, dadas por: 
Q1 =u1A1 (T5 -T1 )=À5 S1 5- 18 
5- 19 
As quantidades L1 e Lz são as perdas de calor para o meio-ambiente em cada efeito; ht, h 1 e 
hz são as entalpias do líquido; H1v e H2v são as entalpias do vapor; Às representa o calor de 
vaporização da corrente de entrada na temperatura T5. 
01 
= U2A2 (T1 -T2 ) 
H,z -hei 
HVJ =0,4Tl +1066,0 
Hv 2 =0,4T2 +1066,0 
5- 20 
5- 21 
5- 22 
5- 23 
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hl =TI (1- 0,16CJ- 32,0 
h2 =T2 (1-0,J6C,)-32,0 
Que resulta nas seguintes equações: 
Sendo: 
e, 
àh2 =-016T 
ac ' 2 2 
5- 24 
5- 25 
5- 26 
5- 27 
5- 28 
5- 29 
5- 30 
Tem-se finalmente o modelo completo considerando os parâmetros adotados anteriormente: 
5- 31 
5- 32 
5- 33 
5- 34 
dC2 = C2 [U2 A2 (T1 -Tz}-L2 ]+[C2 (h1 +32,1+0,16T2 C1 -T2 t(cJ-CzJlB
1 dt W2 1098-0,6T2 W2 1098-0,6T2 ) W2 )j 
5- 35 
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Com os seguintes estados x: 
5- 36 
Sendo as saídas y: 
5- 37 
As entradas u (na forma de variável desvio ou escalonada): 
5- 38 
onde o índice s denota "estado estacionário". 
Este conjunto de equações (Eqs. 5-31 a 5-38) constituem um modelo não linear de 
5" ordem do processo. As variáveis e os parâmetros do modelo estão descritos na Tab. 5-1. 
Tabela 5-1- Parâmetros do modelo do evaporador de duplo efeito. 
Variável Descrição 
Az Area de transferência de calor no 2° efeito (ft ) 
B1 Vazão de fundo no 1 o efeito (lb/min) 
Bz Vazão de fundo no 2° efeito (lb/min) 
CF Concentração de soluto na alimentação(% peso) 
C1 Concentração de soluto no 1° efeito(% peso) 
Cz Concentração de soluto no 2° efeito (% peso) 
F Vazão de alimentação (lb/min) 
hp Entalpia específica da alimentação (Btu!lb) 
h1 Entalpia específica do líquido no 1 o efeito (Btu!lb) 
0 1 Vazão de vapor saindo do topo do 1° efeito (lb/min) 
Üz Vazão de vapor saindo do topo do 2° efeito (lb/min) 
P1 Pressão no 1 o efeito (psia) 
Pz Pressão no 2° efeito (psia) 
Sf Vazão de vapor (lb/min) 
Tp Temperatura da corrente de alimentação (op) 
T 1 Temperatura no 1° efeito (op) 
T 2 Temperatura no 2° efeito (~ 
U2 Coeficiente de transferência de calor no 2° efeito 
(B tu!min!ft2 fop) 
W1 "Holdup" de líquido no 1° efeito (lb) 
W 2 "Holdup" de líquido no 2° efeito (lb) 
Âs Calor latente de condensação do vapor (Btu!lb) 
Valor no Estado-
Estacionário 
4,6 
3,3 
1,7 
3,2 
4,85 
9,412 
5,0 
162 
194 
1,7 
1,6 
<25 
7,5 
1,9 
190 
225 
160 
5,2345 
30 
35 
948 
Pode-se linearizar este conjunto de equações em torno do estado estacionário de referência, 
obtendo-se um modelo linear de 5" ordem na forma: 
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x=Ax+Bu+Td 
y=Cx 
5. 39 
onde o vetor de estados x, o vetor de controle u, o vetor de perturbações d e o vetor de 
saída y são dados por: 
5. 40 
com: 
o -0,00156 -0,1711 o o 
o -0,1419 0,1711 o o 
A= o -0,00875 -1,102 o o 
o -0,00128 -0,1489 o 0,00013 
o 0,0605 0,1489 o -0,0591 
o -0,143 o 
o o o 
B= 0,392 o o 
o 0,108 -0[)592 
o -0,0486 o 
[1 o o o o] C= O O o 1 o 
o o o o 1 
0,2174 o o 
-0,074 0,1434 o 
r= -0,036 o 0,1814 5- 41 
o o o 
o o o 
5.4 DINÂMICA DO SISTEMA EM MALHA ABERTA 
A dinâmica do evaporador de duplo efeito modelado matematicamente no item 
anterior passa a ser considerada com o propósito de se investigar o efeito das variáveis 
manipuladas sobre as variáveis controladas. 
Inicialmente verifica-se a não linearidade do processo. Tal não linearidade é 
evidente quando se considera ao modelo matemático, entretanto, o procedimento gráfico 
mostrado a seguir é útil quando não se dispõe de um modelo matemático confiável ou o 
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objeto de controle for plantas complexas para as quais um modelo matemático ainda não 
seja disponível. 
A Fig. 5-3 mostra o efeito de uma perturbação degrau de ± 10% na variável St 
(variável manipulada) sobre a variável C2 (variável controlada), quando se considera o 
modelo linear (respostas simétricas) e o modelo não linear. A falta de simetria na resposta 
para o modelo não linear caracteriza justamente esta característica, o que fica mais evidente 
quando se consideram os ganhos estáticos para o novo estado estacionário atingido (Tab. 5-
2). Percebe-se que quanto maior a magnitude da perturbação, maior a diferença entre o 
ganho estático para o degrau positivo e negativo para o modelo não linear, ou seja, maior a 
não linearidade do processo. 
Tabela 5-2 - Ganhos estáticos para perturbações degrau no evaporador. 
magnitude da penurbação Ganho estático para o Ganho estático para o 
degrau emS modelo não linear modelo linear 
+ 1% 0,0644 0,1245 
-1% 0,0822 0,1245 
+5% 0,0759 0,1245 
-5% 0,0711 0,1245 
+10% 0,0820 0,1245 
-10% 0,0664 0,1245 
A Fig. 5-4 mostra o comportamento de todas as variáveis controladas para uma 
perturbação de + 10 % em Sr. Enquanto C2 aumenta com o incremento positivo em St 
(vazão de vapor), as demais variáveis (W1 e W2) diminuem, o que é esperado,já que quanto 
maior a vazão de vapor, maior a taxa de evaporação e para retiradas constantes, menor o 
holdup de líquido nos tanques de evaporação. 
A Fig. 5-5 mostra o comportamento de um degrau de± 1 % na vazão de retirada de 
líquido do 1° efeito (B 1) sobre as variáveis controladas. Novamente observa-se um 
comportamento não linear nestas. 
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0.115 +10% 
0.11 
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0.105 
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' ~ Modelo linear J 
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Figura 5-3- Resposta em malha aberta de C2 para perturbações degrau em Sf (comparação 
do modelo linear e não linear). 
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Figura 5-4 - Resposta em malha aberta para 
uma perturbação de + 10% em Sr. 
5.5 IDENTIFICAÇÃO 
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Figura 5-5 - Resposta em malha aberta para 
perturbações de± 1% em B1. 
A identificação de um processo é uma etapa fundamental na síntese de estratégias de 
controle exitosas. Inicialmente, realizou-se a identificação considerando que o processo 
possa ser representado como sendo de 1 a ordem, mais tempo morto. Para tal, efetuou-se 
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uma perturbação de +10 % em Sr e a partir da curva de resposta de Cz (Fig. 5-6), os 
seguintes parâmetros foram obtidos graficamente: 
Novo estado estacionário: C2 = 0,1097 wt/wt 
r= 27min 
rd=lmin 
0,1097-0,0941 = 00820 wt/wt 
2,09-1,90 ' lblmin 
5- 42 
Portanto, 
C2 ( s) = 0,0820e-' 
s,(s) 27s+1 5- 43 
com C2 ( O)= 0,0941 wtlwt 
A simulação deste modelo é mostrada na Fig. 5-7, onde se pode verificar a 
concordância com a resposta do processo. 
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Figura 5-6 - Resposta em malha aberta e determinação gráfica dos parâmetros de um 
modelo empírico de 1 a ordem mais tempo morto. 
146 
o~·~ r-"--_ ~-:-:-,. -:-. -:-.:--,==;:::.::.=:.:;;::::., =;.,=. ':": 11 
0.106 ' i 
0.107 - - '- • - - " ,_ ~ -'- - - - - : 
0.106 
0.105 
0.104 
J o.1ro 
J. 0.102 
~ 0.101 
- - ,_ • -' . ,_ ... -'- " . '. ,._ 1 
·- . ••  ·~ ~ <~ ; ; . -·- ·- ! I 
-· - ·- • - - '• • -' - - -· - '- - -1 
·'- '· ' -'- ' ·' -- ' ]' 
: : : •• : : : :, : ' : 1 
-' • ·- • -' - ·- ~ -' - ~ •' - - " -i 
Tempo, min 
Figura 5-7- Simulação no Matlab/Simulink:TM do modelo de 1 • ordem identificado. 
Objetivando identificar agora o sistema considerando-o com múltiplas entradas e 
múltiplas saídas (MIMO), simulou-se um conjunto de dados que representariam 
informações coletadas a partir de uma planta em operação durante 500 min (ou 500 
amostragens, pois no caso utilizou-se um tempo de amostragem de 1 rnin). As variáveis 
manipuladas Sf, B1 e B2 (entradas) foram variadas de modo randôrnico, dentro de certo 
intervalo, e as variáveis controladas W1, Wz e Cz (saídas) registradas. A metodologia foi a 
mesma utilizada no caso-estudo anterior. As Figs. 5-8 e 5-9 mostram os dados de entrada-
saída (conjunto de treinamento e conjunto de teste), sendo que os mesmos foram 
escalonados da seguinte forma: 
<.I 1 d saída_ real- saída_estado _estacionaria _inicial sawa esca ona a = ---=------=---==------=---
saída estado estacionaria inicial 
entrada escalonada =entrada real- entrada estado_ estacionaria inicial 
Uma vez disponível o conjunto de dados a ser utilizado na identificação, várias 
análises podem ser realizadas com o mesmo, como por exemplo a estimativa de função de 
transferência empírica e o periodograma (relacionado ao quadrado da Transformada de 
Fourier dos dados), ou a comparação da estimativa dos espectros de entrada e saída, como 
mostrado na Fig. 5-1 O. Esta figura permite comparar a qualidade ou semelhança dos dados 
de entrada/saída utilizados na estimativa (conjunto treinamento) e avaliação desta (conjunto 
teste). O propósito de se examinar os dados utilizando ferramentas advindas da análise no 
domínio da freqüência é verificar se há porções dos dados que não são adequadas para 
identificação, se o conteúdo da informação dos dados é apropriada nas regiões de 
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freqüências interessantes e se os dados devem ser processados de algum modo, antes de 
utilizá-los na estimativa. 
U1 
o 50 100 150 200 250 300 350 400 450 500 
U2 
50 100 150 200 250 300 350 400 450 500 
Tempo, min 
Figura 5-8- Seqüência de dados de entrada escalonados utilizados na identificação 
(conjunto de treinamento e teste). 
'i 
" 
o 50 1 ao 150 200 250 300 350 400 450 500 
Y2" 
0.2 
o 50 100 150 200 250 300 350 400 450 500 
Y3 
i~fJ~~~J~vi 
O W 100 1W - - - - - - -
Tempo, rnin 
Figura 5-9- Seqüência de dados de saída escalonados utilizados na identificação (conjunto 
de treinamento e teste). 
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Figura 5-10- Comparação do diagrama de Bode dos dados de treinamento e teste 
(estimativa do espectro). 
Inicialmente será efetuada a identificação do processo considerando-se modelos 
lineares na forma ARX. Os seguintes modelos foram considerados, com seus respectivos 
graus de ajuste (NSSE para o conjunto teste): 
• ARX 310: na= [3 3 3]; nb = [111]; nk= O; NSSE = 0,013394 
• ARX 440: na= [4 4 4]; nb = [4 4 4]; nk =O; NSSE = 0,015103 
• ARX 330: na= [3 3 3]; nb = [3 3 3]; nk =O; NSSE = 0,015984 
• ARX 140: na= [11 1]; nb = [4 4 4]; nk= O; NSSE = 0,019179 
Os coeficientes do modelo ARX 310 são apresentados nos ANEXOS. O 
desempenho destes modelos ajustados frente à saída real (para Y3) é mostrado na Fig. 5-11 
sendo que o modelo ARX 310 mostra-se o mais eficiente na predição de y(t). O 
desempenho dos modelos é razoável, considerando a dificuldade do ajuste de modelos 
MlMO, sendo também razoável a capacidade de predição do melhor deles (ARX 140) para 
5 intervalos de amostragem à frente y(t+5), importante na utilização de controladores 
preditivos (Figs. 5-12 e 5-13). Observa-se que o modelo identificado tem um desempenho 
muito superior para a saída Yl· Dificilmente se consegue a partir de um mesmo modelo 
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MIMO resultados qualitativos equivalente para todas as saídas, sendo não raro uma 
estrutura apresentar bons resultados para uma saída e outros mais probres para outra saída. 
0.1 ,------------~--~---, 
250 300 350 
Tempo, min 
Figura 5-11- Comparação entre a saída "real/medida" y3 e as preditas pelos modelos 
lineares. 
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.0.1 -
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0.2.-----------------, 
0.15 
0.\ r 
0.05 : 
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>·O:: f: 
.0.15t 
.0.2' 
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-o.zst 
i 
250 
Tempo, min 
Figura 5-12 - Dados "medidos" de y3 e Figura 5-13 - Dados "medidos" de y1 e 
predição da saída 5 intervalos à frente. predição da saída 5 intervalos à frente. 
A resposta y3 no domínio do tempo para uma perturbação degrau em u1 é mostrada 
na Fig. 5-14, onde se vê que todos os modelos possuem resposta assintótica finita para a 
perturbação aplicada. A resposta no domínio da freqüência na Fig. 5-16 (comparar com a 
resposta do processo apresentada na Fig. 5-10) e os pólos e zeros do modelo na Fig. 5-15 
(onde se vê que todos são estáveis para qualquer tempo considerado, pois todos pertencem 
ao círculo com raio unitário). 
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Figura 5-14 Resposta 
perturbação degrau em u1 
modelos lineares. 
Y3 a uma 
a partir dos 
Figura 5-15 - Pólos (x) e zeros (o) dos 
modelos identificados. 
Amplitude 
1~,---------------------------------~ 
Freqüência, rad/s 
Figura 5-16- Diagrama de Bode da resposta Y3 e a entrada u1 a partir dos modelos 
lineares. 
A Fig. 5-17 mostra o comportamento de todas as saídas do sistema frente a 
perturbações degrau aplicadas à todas as entradas, considerando o modelo ARX 310. Para a 
perturbação aplicada, as saídas possuem resposta limitada, apresentando estabilidade BIBO 
(bounded input, bounded output). 
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"·" . .... ................................................... . .......................... ........................ . ,.......................................... .. .. 
2 2 
Tempo, s 
Figura 5-17- Resposta transiente de todas as saídas para uma perturbação degrau em todas 
as entradas para o modelo ARX 310. 
A seguir considera-se a identificação do processo utilizando rede neural na forma 
NNARX, com na= 1, nb = 4, nk = 1 (perfazendo um total de 15 entradas), 6 neurônios na 
camada interna e 3 neurônios na camada de saída (Fig. 5-18). A quantidade de neurônios 
foi determinada por tentativa e erro, sendo que o número de 6 representou o melhor 
compromisso entre capacidade de representação dos dados e ausência de ajuste excessivo 
(na forma de oscilação da predição, para o conjunto teste). 
O critério de ajuste utilizado no treinamento da rede (6 neurônios) é mostrado na 
Fig. 5-19, e a validação mostrada nas Figs. 5-20 a 5-26, onde percebe-se claramente a 
capacidade da rede em capturar a dinâmica do sistema MIMO considerado. Os testes de 
autocorrelação e correlação cruzada mostram a boa estimativa dos parâmetros alcançada, 
sendo a distribuição dos erros em relação à origem também (embora para sistemas não 
lineares estes testes não sejam suficientes para completa caracterização do grau do ajuste). 
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y1(t-1) 
y2(t-1) 
y3(t-1) 
u1(t-1) : yest1 (t) 
u1 (t-2) 
u1 (t-3) 
u1 (t-4) 
u2(t-1) yest2(t) 
u2(t-2) 
u2(t-3) 
u2(t-4) 
u3(t-1) yest3(t) 
u3(t-2) 
u3(t-3) 
u3(t-4) 
Figura 5-18- Modelo neural não linear NNARX considerado na identificação. 
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Figura 5-19 - Critério de ajuste na etapa de 
treinamento em função do número de 
iterações. 
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Figura 5-20- (a) Saída "medida-!!. Y1 ( ) e 
predição um passo a frente ( --) utilizando o 
modelo neural NNARX; (b) erro predito 
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Figura 5-21 - Saída "medida" Y2 e predição 
um passo a frente utilizando o modelo neural 
NNARX. 
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Figura 5-23 
autocorrelação para 
(NNARX). Saída 1. 
atraso 
Figura 5-25 
autocorrelação para 
(NNARX). Saída 3. 
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Figura 5-22 Saída "medida" Y3 e 
predição um passo a frente utilizando o 
modelo neural NNARX. 
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Figura 5-24 
autocorrelação para 
(NNARX). Saída 2. 
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Figura 5-26 - Histograma dos erros 
preditos e parâmetros linearizados da rede 
(NNARX). 
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A segurr eremou-se a Hlenuncaçao uu11zanao um moae10 neurru na rorma 1\INI:il:ill' 
(State Space Innovation Form), considerando que o processo possua 3 estados (número de 
saídas do processo a ser identificado) que são realimentados, juntrunente com o erro 
(diferença entre a saída "medida" e a predita) e as entradas "u" do processo. Esta forma de 
rede neural tem a vantagem de estar na forma clássica espaço de estados, podendo assim ser 
utilizada em muitas estratégias de controle que forrun desenvolvidas para esta classe de 
modelos. Uma vantagem desta forma de rede neural em relação à anterior (NNARX) é que 
tem menos parâmetros a serem especificados, já que não há a necessidade de definir a 
estrutura do regtessor. Na rede NNSSIF o usuário define apenas o número de neurônios na 
crunada interna, número de iterações, tolerância, etc., ou seja, parâmetros comuns a todo 
modelo neural. A desvantagem principal desta forma de modelo neural é que sua 
capacidade de "memorizar" dinâmicas mais complexas é menor quando comparada com os 
modelos neurais da forma NNAR( ... ). A Fig. 5-27 mostra um modelo neural na forma 
NNSSIF que utiliza 6 neurônios na camada interna e que será utilizado no controle 
preditivo no próximo item. 
u1 (t-1) 
u2(t-1) 
u3(t·1) 
><2(t-1) 
x3(t-1) 
e1 (t-1) 
e2(t-1) 
e3(t-1) 
Figura 5-27 - Modelo neural não linear NNSSIF. 
y1pred(t) 
y2pred(t) 
y3pred(t) 
A quantidade de neurônios na crunada interna é aqui trunbém um compromisso entre 
a capacidade de representação dos dados e a ausência de grandes oscilações, embora para 
este número de neurônios a resposta predita sempre apresenta considerável off set quando 
esta se encontra em regiões mais distantes da origem. Portanto, para fins de predição, 7 
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neurônios na camada interna é a melhor opção, embora há a presença de uma pequena 
oscilação no início da estimativa, o que pode ser visualizado nas figuras que se seguem. As 
Figs. 5-28 a 5-33 mostram a capacidade preditiva (um passo à frente) do modelo neural 
NNSSIF frente ao conjunto de dados de teste, onde se pode perceber que após uma 
oscilação inicial, o modelo consegue capturar muito bem a dinâmica do processo. 
0.3,---~----------l H ~>,;c-----,,;;;-0 --;;;,,;;--..,;,.;;-, ---;;20;;;;0------::.,250 
Tempo, amostr. 
Figura 5-28- Saída "medida" Yt e predição 
um passo a frente utilizando o modelo neural 
NNSSIF. 
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Figura 5-30 - Saída "medida" Y3 e predição 
um passo a frente utilizando o modelo neural 
NNSSIF. 
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Figura 5-29 - Saída "medida" Y2 e 
predição um passo a frente utilizando o 
modelo neural NNSSIF. 
Atraso 
Figura 5-31 
autocorrelação para 
(NNARX). Saída 1. 
Coeficientes de 
o erro predito 
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Figura 5-32 
autocorrelação para 
(NNARX). Saída 2. 
Coeficientes de 
o erro predito 
atraso 
Figura 5-33 
autocorrelação para 
(NNARX). Saída 3. 
Coeficientes de 
o erro predito 
Particularmente úteis para fins de controle são as informações mostradas na Fig. 5-
35, que apresenta os coeficientes das matrizes A, B e K de um modelo linear na forma 
pseudo-observável (espaço de estados na forma modificada - innovation model). Tais 
coeficientes são obtidos a partir da linearização da rede neural por derivação parcial em 
função das saídas (estados), entradas e erros, respectivamente. Deste modo, para cada 
instante de amostragem, a rede neural fornece a predição um passo à frente dos estados e 
também um modelo linear na forma espaço de estados que pode ser utilizado no projeto de 
controladores ótimos ou preditivos para o processo. 
Figura 5-34 - Histograma dos erros preditos 
(NNSSIF). 
;t : -.-+ ' ;· .~;~··:::::'~ : .·. ;•.·y········;··f 
0 W ·~ 1W 8 ~ 
Tempo, amost. 
Figura 5-35 - Parâmetros linearizados da 
rede (NNSSIF). 
A representação de um sistema na forma espaço de estados modificada (innovation 
model) surge como solução para a questão do controle ótimo (LQG) aplicado a sistemas 
representados na forma polinomial. Isto porque a teoria de controle ótimo LQG foi 
157 
desenvolvida para sistemas representados na forma espaço de estados. Com a introdução do 
controle adaptativo auto-regulável (STR) havia a necessidade de unir as duas teorias de 
controle que partiam de paradigmas de modelagem diferentes: uma na forma de espaço de 
estados e outra na forma polinomial. A junção destas duas teorias foi apresentada por 
ASTROM & WITIENMARK (1995) quando propuseram que um sistema identificado na 
forma polinomial por um modelo da fann1ia ARX, por exemplo, poderia ser convertido 
para a forma espaço de estados desde que este fosse escrito na forma modificada 
(innovation model): 
x( t+ 1) = Ax( t )+Eu( t )+ Ke( t) 
y( t) = Cx( t) +e( t) 
onde as matrizes A , B , C e K são dadas na forma canônica: [ -"· 1 o ~] A= : o -an-1 
-an o 
B =[o o bo ... bJ 
c =[1 o o] 
K=[c1 -a1 ... cn -anY 
onde m = n - do e os coeficientes a, b e c são os do modelo: 
A( q )y( t) = B( q )u( t )+C( q )e( t) 
5. 44 
5. 45 
5. 46 
5. 47 
5. 48 
5. 49 
Quando K for o ganho ótimo no estado estacionário do filtro de Kalman, 
x( t + 11 t) = x( t + 1) , ou seja, a estimativa dos estados corresponde à estimativa ótima. 
5.6 CONTROLE PID 
A primeira proposta de controle do evaporador de duplo efeito é a utilização de um 
controlador clássico PI (Fig. 5-36), na forma contínua, porém com a ação de controle na 
forma discreta, introduzida com o retentor de ordem zero, com intervalo de amostragem de 
1 rnin. As saídas do sistema são admitidas como sendo todas mensuráveis e as medidas são 
tomadas com um atraso de um intervalo de amostragem (1 min). Utilizou-se a seguinte 
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connguraçao no conrro1e: conrrma-se L2 mampUianuo-se .::>t; comr01a·se vv 2 mampuw.uuu-
se B2; controla-se W1 manipulando-se B1. O pareamento das variáveis foi efetuado a partir 
do conhecimento da influência de cada entrada sobre as saídas. As malhas são 
independentes sob o ponto de vista de implementação, porém acopladas na prática, já que 
qualquer variável manipulada afeta todas as saídas. 
Time Oi~playl 
-0.156! 
"' 
Unil Oelay 
Time Di~play 
Figura 5-36- Implementação das malhas de controle PI utilizando o Matlab/Simulink:TM. 
Os parâmetros utilizados nos controladores Pl foram sintonizados pelo método de 
tentativa e erro, o qual não consiste em um procedimento sistemático de sintonia, mas que 
dada as características de simulação do problema, pode ser adotado, desde que se tenha em 
mente que na prática deve-se utilizar um método clássico (Ziegler e Nichols, curva da 
reação, etc.), embora estes não poucas vezes revelam-se ineficazes para a maioria dos 
problemas práticos. A Tab. 5-3 mostra os parâmetros utilizados nas simulações. 
Os resultados para o caso supervisório (mudança de 0,1 wt/wt no set point de C2l e 
regulatório (degrau de +10% em F e -10% em Ct, simultaneamente), são mostrados nas 
Figs. 5-37/38 e 5-39/40 , respectivamente. O desempenho dos controladores PI foram 
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razoáveis, notando-se apenas os grandes overshoots apresentados tanto no caso 
supervisório, quanto no regulatório, assim como a presença de off sets. 
Tabela 5-3 - Parâmetros do dos controladores PI. 
malha 1 
(controle de 
C2) 
Kc 10 
1/tr 0,1 
ao too 
Figura 5-37 Desempenho dos 
controladores PI (mudança de set point em 
Cz)- variáveis controladas (saídas). 
"" 
o.....,, 
" 000 
000 
o~ 
o• 
o 
o 
'" '" '" '" 
'"o ,_ 
;~~~~ ~ro 
I 
.OO<o 20 ;.e se ao too 
·~ 
3K~ 
o ~ ~ ~ ao •oo 
·~ 
Figura 5-39 Desempenho dos 
controladores PI (perturbação degrau em F e 
Cf)- variáveis controladas (saídas). 
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Figura 5-38 Desempenho dos 
controladores PI (mudança de set point em 
C2)- variáveis manipuladas (entradas) . 
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Figura 5-40 Desempenho dos 
controladores PI (perturbação degrau em F 
e Cf)- variáveis manipuladas (entradas). 
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AS J:<Igs. :>-·'1.1 e :>-4.: mosrram o uesempenno ao caso regmawno, porem com a 
adição de um ruído branco à F (vazão de entrada), simulando uma situação próxima da real 
que é a oscilação nas vazões de entrada de um processo e que dificilmente são mantidas 
constantes. Observa-se uma degradação no desempenho do controlador, além do fato das 
saídas tornarem-se mais oscilantes, o que era esperado. Entretanto, o controlador se 
apresentou robusto para a nova perturbação introduzida. 
• •,!----,-;, -----;.,,.-,oc--;,, ----,!,. 
··~ 
Figura 5-41 Desempenho dos 
controladores PI (perturbação degrau com 
ruído em F e C1) - variáveis controladas 
(saídas). 
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Figura 5-42 Desempenho dos 
controladores PI (perturbação degrau com 
ruído em F e C1)- variáveis manipuladas 
(entradas). 
5.7 CONTROLE PREDITIVO BASEADO EM MODELO LINEAR 
A utilização de controladores preditivos em plantas industriais é uma das perspectivas 
mais fortemente consideradas atualmente nos ambientes de automação e controle de 
processos. Isto se deve principalmente ao fato da relativa simplicidade desta estratégia de 
controle, aliada à capacidade da mesma em lidar com restrições e otimização, 
simultaneamente. 
O controlador preditivo baseado em modelo utilizado no desenvolvimento deste 
trabalho é o implementado por MORAR! e RICKER (1998). O método de otimização 
empregado é a Programação Quadrática. 
Inicialmente verificou-se o comportamento de um controlador preditivo para o 
evaporador de duplo efeito. Utilizou-se um modelo linear do processo (linearizado em 
torno do estado estacionário inicial), na forma espaço de estados, como modelo de controle 
e o modelo linear foi utilizado para obter as saídas a partir das entradas manipuladas 
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calculadas pelo controlador preditivo. Portanto, no primeiro caso, o modelo de controle e de 
simulação são equivalentes e lineares, utilizado para verificar o algoritmo. Os seguintes 
parâmetros de projeto foram considerados (valores escalonados, quando aplicável): 
• Intervalo de amostragem: 1 min 
• Horizonte de predição: 10 min 
• Horizonte de controle: 3 min 
• Penalização das saídas: [200 200 2000] 
• Penalização das entradas: [0,6 0,6 0,6] 
• Umin = [ --0,95 -1,65 --0,85] (correspondem a -50% do valor do estado 
estacionário) 
• Umax = [0,95 1,65 0,85] (correspondem a +50% do valor do estado estacionário) 
• LlUmax = [0,1 0,1 0,1] 
• Ymin = [-1-1 -1] (correspondem às saídas reais zero, ou seja, W1 = Wz = Cz = 0) 
• Ymax = [2 2 2] (correspondem a 3 vezes o valor do estado estacionário inicial) 
As Figs. 5-43 e 5-44 mostram respectivamente os resultados obtidos para o caso 
supervisório (set point de O, 1 para y3, demais saídas O) e regulatório (perturbação degrau de 
+10% em F e -10% em Cr, simultaneamente). Observa-se que não há presenças de off sets 
em nenhum dos casos, sendo atingido o novo set point rapidamente e as perturbações 
rejeitadas com sucesso. 
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Figura 5-43 - Desempenho do controlador 
preditivo (mudança de set point em Cz) -
Sistema linear. (a) saídas; (b) entradas 
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Figura 5-44 - Desempenho do controlador 
preditivo (perturbação degrau em F e Cr) -
Sistema linear. (a) saídas; (b) entradas 
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não linear. Isto foi considerado na seqüência, quando utilizou-se o modelo linear apenas 
para fins de projeto do controlador e o modelo completo usado na obtenção das saídas 
"reais" do processo, em malha fechada (Figs. 5-45 e 5-46). Os parâmetros de projeto do 
controlador foram os mesmos do caso anterior. Observa-se que para o caso supervisório há 
um pequeno off set nas saídas que não foram mudadas, mas o controlador consegui atingir o 
novo set point com sucesso. Entretanto, para o caso regulatório, os off sets foram mais 
acentuados, embora os over shoots foram bem menores. No geral o desempenho do 
controlador é bom, nesta região de operação que não se distancia muito do estado 
estacionário original, o que significa que a dinâmica do sistema é "fracamente" não linear e 
daí o sucesso da utilização do controlador projetado com base no modelo linear. Quando se 
aumenta o grau de não linearidade do sistema (aumentando a magnitude da perturbação) o 
desempenho do controlador se degrada acentuadamente (grandes off sets), o que é visto na 
Fig. 5-47, quando se solicitou um set point de 2 para a saída Y3 (3 vezes o valor do estado 
estacionário inicial). Neste caso, teve-se que se alterar os pesos das saídas para [2000 2000 
2000] a fim de se impedir que as saídas Y1 e y2 diminuíssem indefinidamente, até atingirem 
seus valores mínimos permitidos. 
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Figura 5-45 - Desempenho do controlador 
preditivo (mudança de set point em C2) -
Sistema não linear. (a) saídas; (b) entradas 
Tempo, min 
Figura 5-46 - Desempenho do controlador 
preditivo (perturbação degrau em F e Cr) -
Sistema não linear. (a) saídas; (b) entradas 
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Figura 5-47 - Desempenho do controlador preditivo (mudança de set point em C2 para 2)-
Sistema não linear. (a) saídas; (b) entradas 
5.8 CONTROLE PREDITIVO UTILIZANDO REDES NEURAIS ARTIFICIAIS 
A introdução das redes neurais no controle preditivo MIMO foi realizada da seguinte 
forma: utilizou-se o modelo neural na forma NNSSIF identificado no item anterior (que 
possui 3 estados) para a partir do mesmo se extrair um modelo linear tridimensional. A 
linearização, como já foi citada anteriormente, é realizada a cada instante de amostragem. 
Entretanto, para simplificar a implementação do controlador, considerou-se um valor médio 
para os coeficientes das matrizes A e B, que foram: 
A= [0.9674 0.0089 -0.0064; 
0.0162 0.9874 -0.0013; 
0.0058 0.0033 0.9550]; 
B [-0.0224 0.0212 0.0034 o o O; 
-0.0274 0.0158 -0.0306 o o O; 
0.0248 -0.0081 0.0083 o o o l ; 
5- 50 
A matriz B foi aumentada a fim de se considerar três entradas adicionais que são as 
perturbações (mensuráveis ou não). As pertubações mensuráveis podem ser consideradas 
na etapa de treinamento da rede neural. Como isto não foi efetuado, aumentou-se o 
tamanho de B com zeros, significando que não se dispõe de um modelo para as 
perturbações. Portanto, nos resultados que se seguem (Figs. 5-48 e 5-49), mesmo quando há 
a presença de perturbações (problema regulatório), o modelo linear extraído do modelo 
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mesmos já mencionados anteriormente. 
Para este sistema linear em particular o ranque da matriz controlabilidade é 3. Isto 
significa que todos os 3 estados são controláveis. Da mesma forma o ranque da matriz 
observabilidade é 3, o que significa que todos os estados são observáveis. 
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Figura 5-48 - Desempenho do controlador 
preditivo-NNSSIF (mudança de set point em 
C2) - Sistema não linear. (a) saídas; (b) 
entradas 
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Figura 5-49 - Desempenho do controlador 
preditivo-NNSSIF (perturbação degrau em 
F e Q) - Sistema não linear. (a) saídas; 
(b) entradas 
Assim, o sistema linear descrito por estas matrizes permanece constante em todo o 
tempo de simulação considerado. Uma alternativa a este procedimento, aplicável quando o 
sistema "real" se distanciar muito do estado estacinário, é utilizar os coeficientes calculados 
a cada instante de amostragem, podendo se considerar neste caso uma classe de controlador 
preditivo-adaptativo. 
Chama-se atenção para o fato de que não se trata aqui de uma estimativa de A e B a 
cada instante de amostragem, mas sim de "extrair" um modelo linear do modelo neural não 
linear previamente treinado. Frente às técnicas existentes, qual a vantagem deste 
procedimento? 
1. É muito mms fácil resolver o problema de otimização inerente ao controle 
preditivo quando o modelo do processo é linear; 
2. É muito mais simples identificar um conjunto de dados com múltiplas entradas e 
saídas e apresentando não linearidades utilizando uma rede neural do que um 
165 
modelo polinomial ao mesmo tempo evitando o problema da estimativa recursiva 
de parâmetros, inevitável quando o sistema é não linear; 
3. O procedimento simples de extrair um modelo na forma espaço de estados a partir 
do modelo neural na forma NNSSIF; 
4. A ampla teoria de controle desenvolvida tendo em vista o controle linear e que 
pode ser aplicada ao modelo "extraído" da rede neural antes de sua utilização no 
controle preditivo; 
5. A possibilidade de adaptação facilmente introduzida com esta metodologia; 
5.9 CONCLUSÕES 
Foram apresentados neste capítulo os principais paradigmas de modelagem 
empregados a fim de se obter um modelo estático ou dinâmico de evaporadores, esta 
importante operação unitária presente em diversos segmentos industriais. A maioria dos 
modelos propostos na literatura é fenomenológico, sendo que pouco mudou em relação às 
primeiras propostas que datam do início da década de 1970. 
Paralelamente, tem crescido o interesse em se utilizar redes neurais na identificação 
de evaporadores com fins de aplicação em controle automático, principalmente controle 
preditivo. 
Partindo de um modelo dinâmico clássico de um evaporador de duplo efeito, estudou-
se a dinâmica do sistema em malha aberta e fechada, sendo que foram apresentadas várias 
propostas de identificação, das mais simples (modelo na forma de função de transferência, 
modelo MIMO ARX), às mais complexas (modelos neurais NNARX e NNSSIF). 
Em seguida, apresentaram-se três metodologias de controle do sistema a saber: 
controle clássico PI; controle preditivo baseado em modelo linear do processo; controle 
preditivo baseado em modelo linear extraído do modelo neural identificado. 
A sistemática apresentada neste capítulo é aplicável a qualquer processo de interesse, 
linear ou não, sendo que a identificação utilizando redes neurais introduz uma boa 
perspectiva nesta área em geral complexa e carente de metodologias que não utilizem 
extensivamente a tentativa e erro como modus operandi. 
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6 CONCLUSÕES E SUGESTÕES PARA TRABALHOS FUTUROS 
6.1 CONCLUSÕES 
Existe uma vasta teoria de identificação de sistemas desenvolvida, do ponto de vista 
teórico, e pouca aplicação prática, principalmente quanto aos processos de interesse da 
Engenharia Química. A identificação é uma tarefa dificil de ser realizada e consome a 
maior parte do tempo gasto no desenvolvimento de sistemas de controle. Entretanto, é uma 
etapa fundamental quando se tem em mente a aplicação das estratégias de controle 
avançado. Somente no final da década de 1990 começaram a surgir os primeiros trabalhos 
tratando da questão da identificação do ponto de vista unificado, ou seja, escrever todas as 
técnicas de identificação (métodos polinomiais, séries de potência, redes neurais, wavelets, 
etc.) na mesma linguagem matemática, facilitando assim ao usuário destas técnicas a 
escolha e a exploração das potencialidades de cada uma delas. 
Dentre as diversas opções de modelos paramétricos de identificação de sistemas não 
lineares, as redes neurais têm mostrado os resultados mais promissores. A maioria das 
aplicações de identificação de sistemas dinâmicos por redes neurais utiliza uma topologia 
de rede na forma NNAR, ou seja, as entradas da rede são compostas de entradas e saídas do 
processo no instantes de tempo atual e passados e a saida da rede é a previsão um instante 
de amostragem à frente. A complexidade dos algoritmos de treinamento das redes 
recorrentes, que seriam o caminho natural de identificação de sistemas dinâmicos, tem 
limitado bastante o uso desta topologia, sendo poucas aplicações reportadas na literatura 
utilizando tal metodologia. 
O emprego de redes neurais juntamente com modelos fenomenológicos tem sido 
bastante investigado nos últimos anos, metodologia esta conhecida como modelagem 
híbrida, e que procura extrair as melhores qualidades de ambos os paradigmas. Do mesmo 
modo as redes neurais também têm sido utilizadas com técnicas de lógica nebulosa (fitzzy 
logic), unindo assim as capacidades de representação quantitativa das redes, com a 
possibilidade de descrição qualitativa da lógica nebulosa. Deste modo, os chamados 
sistemas especialistas podem ser desenvolvidos para áreas pobres em descrição 
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fenomenológica mas com grande acervo de experiências empíricas, tais qums os 
bioprocessos. 
A utilização das redes neurais na identificação de sistemas com fins de controle teve 
aplicação direta nas técnicas de controle preditivo, que mostram ser, a partir da análise da 
literatura, corroborado pelos resultados obtidos e mostrados neste trabalho, a técnica de 
controle mais promissora no controle de sistemas não lineares, SISO ou MJMO. A 
utilização das redes neurais também permite a utilização da teoria linear de controle, 
principalmente do Controle Adaptativo, com relativa facilidade e com bons resultados. Isto 
porque um bom modelo identificado através de redes neurais, que capta com maior 
facilidade as não linearidades do processo, pode ser utilizado em linha, com enorme rapidez 
computacional, como modelo rigoroso do processo a partir do qual é "extraído" a cada 
intervalo de amostragem um modelo linear que por sua vez é utilizado no cálculo da ação 
de controle, fazendo uso da teoria de projeto baseada na alocação de pólos em malha 
fechada. 
O controle não linear também se beneficia dos modelos neurais a fim de se efetuar a 
linearização por retroalimentação, linearização esta cuJa exatidão depende 
fundamentalmente da qualidade do modelo empregado. Entretanto, esta técnica, por sua 
incapacidade de lidar com restrições e com otimização, não tem encontrado muito eco nas 
indústrias. O mesmo não ocorre com o controle preditivo, que tem sido largamente 
empregado nas plantas químicas, embora utilizando modelos bem simplificados de 
processo, como os de convolução e os de resposta finita ao impulso. Entretanto, a utilização 
dos modelos neurais tem aberto novos horizontes à esta técnica de controle, principalmente 
quanto ao controle não linear preditivo (NMPC), apesar de sua dependência ainda grande 
das capacidades de cálculo, já que envolve complexos algoritmos de otimização e busca 
iterativa de soluções. 
O casos-estudo aqui apresentados exploraram a maior parte das técnicas de controle 
avançado que utilizam redes neurais em sua formulação, sendo considerados os casos SISO 
e MlMO, com sucesso. Após uma investigação detalhada da dinâmica dos processos e da 
identificação destes utilizando modelos lineares, redes neurais na configuração NNARX e 
NNSSIF e também redes neurais convencionais, procedeu-se ao controle da concentração 
de saída manipulando a vazão de refrigerante, para os dois reatores em série, e ao controle 
da concentração de saída e dos hold ups de um evaporador de duplo efeito. Consideraram-
se os casos de controle supervisório e regulatório (perturbação na concentração de entrada 
do processo), sendo as estratégias de controle preditivas as que apresentaram os melhores 
resultados. 
6.2 SUGESTÕES PARA TRABALHOS FUTUROS 
Com base nas experiências advindas com o desenvolvimento deste trabalho, 
acredita-se que os seguintes tópicos merecem ser explorados de modo mais aprofundado: 
1. Testar outras configurações de modelos neurais, como por exemplo as wavelets, 
na identificação de sistemas não lineares; 
2. Ampliar o estudo de identificação com redes neurais artificiais que predizem a 
derivada do modelo e não as saídas diretamente (redes convencionais e não na 
forma NNAR( ... )); 
3. Implementar o procedimento de controle preditivo baseado em modelo neural 
NNSSIF que atualiza o modelo linear "extraído" da rede neural em todos os 
intervalos de amostragem ou em tempos pré-definidos, tomando o modelo linear 
maís fiel às novas regiões operacionais; 
4. Realizar ensaios experimentais dos casos-estudo apresentados (em escala piloto 
ou não) e verificar o desempenho dos controladores propostos em condições 
rea1s. 
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ANEXOS 
189 
Pesos da rede neural "forward" utilizada na identificação dos dois reatores em série; 
estrutura [3,3,1] e 7 neurônios na camada interna; função de ativação da camada interna: 
Fast hyperbolic tangent (t=1-2./(exp(2*x)+1)); função de ativação da camada de saída: 
linear; 
Wlf= 
175.1556 -40.3875 -22.1760 0.0015 0.0060 0.0014 -0.9001 
313.1547 -243.8762 36.3585 0.0015 0.0038 0.0012 -1.4683 
-195.7033 330.9697-110.8481 -0.0024 -0.0034 -0.0016 0.9922 
-40.8286 67.2133 56.3247 0.0004 0.0053 0.0001 -0.7771 
15.9198 224.5659 -64.1348 0.0001 -0.0028 0.0003 0.8434 
50.2744 -191.0614 205.2880 0.0002 0.0004 -0.0021 -0.3155 
357.5020 -289.3979 38.3196 0.0020 0.0033 0.0007 -2.6530 
W2f = (0.0026 0.0048 0.0025 -0.0022 0.0032 0.0023 0.0062 0.0076] T 
Pesos da rede neural que descreve a dinâmica inversa utilizada no controle dos dois reatores 
em série; estrutura [3,3, 1] e 7 neurônios na camada interna; função de ativação da camada 
interna: Fast hyperbolic tangent (t=l-2./(exp(2*x)+ 1 )); função de ativação da camada de 
saída: linear; 
Wli= l.Oe+003 * 
1.5786 -2.4146 0.7582 -0.1085 -0.0000 0.0001 -0.0024 
0.0308 0.1864 -0.1483 0.0234 0.0000 -0.0000 -0.0012 
-0.2894 0.3000 0.5530 -0.3604 -0.0000 0.0000 -0.0007 
-0.3017 0.6202 -0.4886 0.1109 0.0000 -0.0000 -0.0001 
0.4488 -0.1615 0.1302 -0.1099 0.0000 0.0000 0.0001 
-0.2990 0.4832 0.6509 -0.3420 -0.0000 0.0000 0.0006 
0.4083 -0.2398 0.2224 -0.2786 -0.0000 0.0000 0.0011 
W2i = [-8.9483 -192.2515 -93.0424-398.4012 426.6775 -313.9682 51.7632 -87.7793] T 
Pesos da rede neural utilizada no controle linearizante entrada-saída dos dois reatores em 
série; estrutura [3,3,1] e 7 neurônios na camada interna; função de ativação da camada 
interna: Fast hyperbolic tangent (t=1-2./(exp(2*x)+l)); função de ativação da camada de 
saída: linear; 
W1f= 
320.6262-245.3434 -26.9690 0.0003 0.0006 -1.2183 
-47.6568 279.9737 -101.7342 -0.0025 0.0002 0.3285 
-262.4422 217.6637 -42.2226 -0.0037 -0.0008 0.8969 
-250.7050 194.9886 -68.6589 -0.0033 -0.0007 2.5303 
199.6184 128.4450 -10.9155 -0.0043 -0.0015 -0.3669 
3.2317 50.5120-141.7991 0.0040 0.0042 -0.4125 
4.2049 -82.4926-107.4341 0.0068 0.0045 -0.1816 
191 
W2f= [0.0032 0.0040 -0.0051 -0.0042 -0.0004 -0.0021 0.0005 0.0087] T 
Wlg= 
-33.2400 -77.1062 29.9250 -0.0065 0.0034 0.7725 
-52.1049 -50.0655 -72.5568 0.0030 0.0015 0.7401 
32.2473 6.4052 -9.7151 -0.0088 -0.0011 0.7558 
13.6952 -1.7236 -1.2420 -0.0104 -0.0025 1.4581 
-63.5219 11.2939 -12.4700 -0.0115 0.0006 1.6692 
-30.6772 -118.6724 -44.2700 -0.0028 0.0026 0.9333 
-59.9986 -20.7546 -111.7728 0.0008 0.0002 0.9806 
W2g = l.Oe-004 *[ -0.5277 0.3359 0.3168 -0.3463 0.3398 0.3303 -0.4976 
0.0859] T 
Modelo ARX 31 O utilizado para identificar o evaporador de duplo efeito. V á1ido somente 
para os dados escalonados conforme descrito no texto. 
This ARX-model was created by the command ARX on 10/8 2001 at 10:54 
Loss fcn: 5.6486e-018 The FPE criterion: 7.5402e-018 Sampling interval 1 
The arx model parameters with their standard deviations given as imaginary parts are 
A= 
Columns 1 through 4 
1.0000 o 
o 1.0000 
o o 
Columns 5 through 8 
o 
o 
1.0000 
-1.2743 + 0.0085i 
-0.2479 + 0.0076i 
0.2578 + 0.0107i 
-0.0425 + 0.0155i 0.6050 + 0.0244i 0.3858 + 0.0150i 0.0557 + 0.0255i 
-1.0399 + 0.0139i 0.5420 + 0.0218i 0.3487 + 0.0134i 0.0512 + 0.0228i 
-0.0320 + 0.0195i -1.6774 + 0.0306i -0.3438 + 0.0188i 0.0101 + 0.0320i 
Columns 9 through 12 
-0.8174 + 0.0404i -0.1120 + 0.0085i -0.0142 + 0.0136i 0.2271 + 0.0200i 
-0.7343 + 0.0361i -0.1030 + 0.0076i -0.0124 + 0.0122i 0.2046 + 0.0179i 
0.8581 + 0.0507i 0.0853 + 0.0107i 0.0207 + 0.0170i -0.1651 + 0.0250i 
B= 
-0.0201 + 0.0004i -0.1089 + 0.0007i 0.0006 + 0.0007i 
-0.0181 + 0.0004i 0.0888 + 0.0006i -0.0481 + 0.0006i 
0.0196 + 0.0005i -0.0422 + 0.0008i 0.0016 + 0.0008i 
The covariance matrix o f the innovations is 
Iam= 
l.Oe-005 * 
0.9997 0.0366 -0.0007 
0.0366 0.0815 -0.0594 
-0.0007 -0.0594 0.1145 
Modelo ARX 31 O utilizado para identificar o evaporado r de duplo efeito. Válido somente 
para os dados escalonados conforme descrito no texto. 
This ARX-model was created bythe command ARX on 10/8 2001 at 11:9 
Loss fcn: 3.402e-019 The FPE criterion: 4.8883e-019 Sampling intervall 
The arx model parameters with their standard deviations given as imaginary parts are 
A= 
Columns 1 through 4 
1.0000 
o 
o 
o 
1.0000 
o 
Columns 5 through 6 
o 
o 
1.0000 
-0.9996 + 0.0003i 
-0.0015 + 0.0003i 
-0.0036 + 0.0014i 
0.0001 + 0.0003i 0.0024 + 0.0004i 
-1.0002 + 0.0002i 0.0011 + 0.0004i 
-0.0044 + 0.0013i -0.9690 + 0.002li 
B= 
Columns 1 through 4 
-0.0188 + 0.0001i -0.1098 + 0.0002i 0.0001 + 0.0002i -0.0213 + O.OOO!i 
-0.0169 + O.OOO!i 0.0879 + 0.0002i -0.0485 + 0.0002i -0.0191 + 0.0001i 
0.0185 + 0.0007i -0.0416 + 0.0011i -0.0007 + 0.0011i 0.0217 + 0.0008i 
Columns 5 through 8 
0.0001 + 0.0002i -0.0002 + 0.0003i -0.0082 + 0.0001i 0.0000 + 0.0002i 
0.0002 + 0.0002i -0.0002 + 0.0002i -0.0074 + 0.0001i 0.0001 + 0.0002i 
0.0011 + 0.0012i 0.0013 + 0.0013i 0.0091 + 0.0008i 0.0013 + 0.0012i 
193 
Columns 9 through 12 
0.0003 + 0.0003i -0.0039 + 0.0001i 0.0000 + 0.0002i 0.0003 + 0.0002i 
0.0002 + 0.0002i -0.0034 + 0.0001i 0.0003 + 0.0002i 0.0002 + 0.0002i 
-0.0007 + 0.0013i 0.0071 + 0.0007i 0.0002 + 0.0011i 0.0006 + 0.0011i 
The covariance matrix ofthe innovations is 
Iam= 
l.Oe-005 * 
0.9061 -0.0472 0.0540 
-0.0472 0.0063 -0.0105 
0.0540 -0.0105 0.1155 
Pesos da rede neural utilizada para identificar a dinâmica do evaporador de duplo efeito. 
Válidos somente para os dados escalonados conforme descrito no texto; 6 neurônios na 
camada interna; função de ativação da camada interna: Fast hyperbolic tangent (t=1-
2./(exp(2*x)+1)); e 3 neurônios lineares na camada de saída. 
Wle = Columns I through 7 
0.7874 0.0166 0.0140 -0.0669 -0.1081 -0.0687 0.1182 
-0.3092 -0.4554 -0.0785 -0.0205 o. 1643 -0.2951 -0.5220 
-0.2375 -0.0771 -0.0052 -0.4840 0.0657 -0.6894 0.0760 
0.5080 0.7881 0.0273 0.5035 0.4364 1.3253 0.5482 
0.4681 -0.4373 -0.2406 0.2036 1.2580 0.2343 -0.8639 
-0.1492 0.2727 0.0622 -0.0266 -0.1313 0.0707 0.2909 
Columns 8 through 14 
0.0633 -0.1090 -0.0193 0.0179 -0.1256 -0.0941 0.6927 
-0.1199 0.3145 0.0725 0.3799 0.2314 0.3561 0.4932 
0.4285 -0.4939 -0.0099 0.4005 -0.2689 -0.4155 -0.2801 
-0.1161 -0.0828 -0.2936 -1.1949 0.3619 -0.2882 0.7630 
-0.1383 0.4093 -0.1434 -0.1430 1.0372 0.3312 0.3212 
0.0911 -0.1978 -0.0294 -0.1398 -0.1754 -0.2026 -0.0138 
Columns 15 through 16 
-0.1697 0.0983 
0.4951 0.0499 
-0.4144 -0.5645 
0.6675 0.0853 
0.0542 -0.0407 
1.1414 -0.1244 
W2e= 
0.9360 -0.9864 -0.7413 -0.6440 0.5367 0.7132 -0.2568 
0.2890 1.1380 0.5937 0.6568 -0.4460 -0.6687 0.0626 
0.1280 -0.0422 -0.2938 -0.2220 0.2069 0.9434 -0.0162 
195 
