Abstract--Performance modeling under nonuniform traffic is a useful tool to validate simulation accuracy and lend insights to realistic implementation of multihop networks. We present memoryless and independence assumptions based performance models capable of tracking nonuniform traffic for an arbitrary multihop network with the deflection and store-and-forward routing strategies. We also include a description of the efficient numerical algorithms, and provide comparisons to simulation. Our models are a generalization of Greenherg-Goodman, Greenberg-Hajek, Hajek-Krishna, and Brassil-Cruz models.
buffers; and Section V, where we compare our models to simulation.
II. NETWORK MODEL
For each model, a network consists of a set of nodes connected by zero delay links. As shown in Fig. 1 , each node consists of a traffic extractor, d~ receive buffers (Rx buffers, tagged 1 to d~), a switching fabric, and d ° transmit buffers (Tx buffers, tagged 1 to d°,). The traffic extractor diverts transit packets which arrive at destination to the local station, so these packets never occupy the receive buffers. The switching fabric maps packets from receive buffers to transmit buffers. Depending on the model, buffer size ranges from 1 to infinity. Time is slotted and synchronized so that all nodes receive and transmit packets simultaneously. Each time slot is decomposed in two phases: a switching phase (packet switched from Rx buffers to Tx buffers), and a transmit phase (packets sent from Tx buffers to Rx buffers).
Attached to each node n is a local station which can accept up to d~ packets in the same time slot. Packet generation follows a Bernoulli process defined by the probabilities the local station creates a packet to destination nodes in the next time slot (geometric inter-departure times). Transit packets (packets forwarded by neighboring nodes) have priority over local packets (packets created by the local station). So, a local packet can enter node n Rx buffer only when strictly less than d~ transit packets enter node n; otherwise the local packet is blocked for bufferless models, or queued (in the local Tx buffer tagged 0) for the other models.
III. DEFLECTION MODEL

A. Routing Algorithm
The switching fabric associates every received packet with a set of preferred outgoing links based on the shortest path [13] to the desired destination. The set of preferred outgoing links is empty when all outgoing links result in the same path length. The rule used by the switching fabric to map packets from receive to transmit buffers is age-priority based (the age of a packet corresponds to the number of time slots it has been circulated): first choice is given to the oldest packet with a nonempty set of preferred outgoing links. (Twin packets, or packets with equal age, are randomly sorted.) When a packet set of preferred outgoing links overlaps with one or more younger packets sets of preferred outgoing links, the contention resolution algorithm described below is invoked. Otherwise, an outgoing link is randomly selected out of the set of preferred outgoing links and the packet is switched to the corresponding transmit buffer. Once all packets with nonempty set of preferred outgoing links have been serviced, packets with an empty set of preferred outgoing links are randomly assigned an outgoing link from the unselected outgoing links.
The contention resolution algorithm is applied every time the packet being mapped from receive to transmit buffers (also called the contending packet) has its set of preferred outgoing links overlapping with one or more younger packet's preferred outgoing links. The algorithm consists of first creating a deflection set composed of outgoing links preferred by the contending packet and by the least number of younger packet(s). Then, an outgoing link is randomly selected out of the deflection set and assigned to the contending packet.
B. Steady-State Probabilities
For expository convenience, we have included in Table I the nomenclature of parameters used here. For any node n, we consider packet x, also denoted by {d~, a~ }, of destination node d~ and age a,. To calculate the probability pO, l~ (dx; a~ + 1) that packet {d~, a~} leaves node n on link l~ in the next time slot, we first evaluate the probability that a packet destined to node d~ of age a~ exits on link l~ in the next time slot, conditioned by the event that k packets are present in node n receive buffers (represented by Ek). Then, applying the total probability theorem we obtain p~,l~(d~;a~ + 1) k=l .A~, Dk, L;k Packet {d~, ax} exits on link l~ in next time slot Ek ] p~(Ek) (1) where .Ak = {al, az,...,ax,...,ak} represents all packet age combinations, Dk = {dl, d2, ..., dx, ..., dk} represents all packet destination combinations, and £k = {ll, 12,..., l~, ..., lk} represents all packet incoming link combinations.
We compute the conditional probability in (1) by constructing the recursive function S~(jlT~j,..., ~,..., 7~k)
for j = 1, 2, ..., x. Qualitatively, for j < x, the function computes the product of the probabilities that packets older than packet {d~, a~} (packets indexed j to x -1) are not assigned outgoing link lx, multiplied by the probability packet x is assigned outgoing link l~. More precisely, let node n receive buffers be occupied by k packets {dl, al}, {d2, az},...,{dx, a~},..., {dk, ak} with respective set of preferred outgoing links ~1, T'2,..., T'k and such that the age of these packets are sorted with {dl, al} being the oldest packet, i.e., al > a2 > ". > a~ > ... > ak. Also, define for each packet j, Dj as the deflection set (set of outgoing links (2) That is, if packet {dj, aj} has an empty set of preferred outgoing links (case Pj = Q), we set to one its probability of not being assigned link lx prior to packet {dx, ax} being assigned a link (packets with empty set of preferred outgoing links are assigned an outgoing link last). Note that if packet {dx, ax} also has an empty set of preferred outgoing links, in effect, we defer calculating the probability that packet {dj, aj} is not assigned link Ix until we calculate the probability that packet {dx, a~} is assigned link l~ (see below, case j = x). When Cj is not empty and does not contain lx (case Cj ¢ Q A l~ ~ Cj), the probability packet {dj, aj} is not assigned link lx is also one. If Cj contains l~ (case Ix C Cj), the probability packet {dj, aj} is not assigned lx is one minus the probability to randomly choose link l~ in Cj. When Cj is empty, we follow the contention resolution algorithm and construct the deflection set Dj. If Dj contains lx (case Cj = Q A lx E Dj), the probability packet {dj, aj} is not assigned l~ is one minus the probability to randomly choose link l~ in Dj. Since this assignment is random and changes the set of preferred outgoing links of one or more younger packets (of indices >j), we must sum over all 
where u is the number of outgoing links not assigned to packets older than {a~, d~}, and Ox is the number of packets with an empty set of preferred outgoing links and older than 4}.
In (3), when C~ is nonempty and contains lx (case lx E C~), the probability that l~ is assigned to packet {dx, a~} is one over the size of set Cx (random assignment). When C~ is empty and the deflection set D~ contains l~, the probability that l~ is assigned to packet { dx, a~ } is one over the size of set D~ (random assignment). When 79~ is empty (case 79x = 0), the probability link l~ is assigned to packet {d~, a~} is the probability that the O, packets with empty set of preferred outgoing links and older than packet { d~, ax } are not assigned to link l~, times the probability packet {d~, ax } is assigned link lx, randomly selected out of the u -Ox remaining links.
So, assuming packet arrivals to receive buffers are independent of one another, and of the state of neighboring nodes (independence and memoryless assumptions), the conditional probability in (1) is S~(11791, 792, ..., 79~, ..., 79k). When twin packets are present, to calculate the conditional probability in (1), we calculate S ~ (11~1, ~2, -'', ~x, ''', ~k) for each twin packet permutation, and take the average (twin packets are randomly sorted).
To compute the second term of (1), let packets {dl, al},..., {d~, ax},..., {dk, ak} arrive to node n receive buffers from respective input links {ll, 12, ..., lk}. Then, assuming packet arrivals to the same node are independent, the probability that only this combination of k packets enter node n Rx buffers is The first term of (4) represents the probability k packets enter node n receive buffers. The second term represents the probability the remaining d~ -k receive buffers are empty. And the third term represents the probability node n does not generate a local packet. Note that if all receive buffers are full (k = d~), the second and third terms are removed (recall transit packets have priority over local packets). Also, if a local packet is received (~j E [1, k] Ilj --0), the third term is removed.
When a finite input buffer is used, we must derive the steadystate probabilities associated with buffered local packets. Only i d Pn, 0 ( ; 0), the probability that node n local station transmits a new packet, and Pb (n), the probability exactly d~ transit packets enter node n are needed.
We define the probability node n creates k0 packets in the next time slot by
where 79 = {0, 1, ..., N -1} \ {n}. Next, we consider the phase where local packets enter the local buffer. During this phase, the evolution of the local buffer depends upon the local station pn, 0(Bs) = ;n,0 (B8-1) p,, (&o=l)
where BL is the maximum local buffer size.
To account for local packet arrivals, for the phase where local packets enter the local buffer, the queued packets are updated as follows:
where U(true) = 1 and U(false) = 0. Note, p~, o(d; a; j) = 0 ifj > s. So the probability for the local Tx buffer to send a local packet to node n Rx buffers is 
During the phase where local packets depart from the local buffers, we know that packets can leave the local buffer only if <d~ transit packets are received. So, for the finite buffer case, the local buffer evolves as follows:
And the queued packets become
To model infinite input buffers we set BL to a "large" value.
C. Model Implementation
Our model can accommodate arbitrary network architectures and traffic patterns. Its inputs are the network connectivity matrix, traffic pattern, preferred outgoing links matrix, the specified accuracy, and the input buffer length.
As mentioned, evaluation of the steady-state probabilities is iterative. At each iteration, using (1), we compute the output probabilities for every node. Then, we set the input probabilities to the respective output probabilities of the connected nodes (node n is connected to neighboring node ~r~ via output link 1 or input link /7) while incrementing packet age. Once the change in link utilizations from one iteration to the next is less than the specified accuracy e, the iteration stops and we declare convergence to be reached. Furthermore, to reduce the total number of operations, we only consider packets with nonnull state (p~, l(d; a) > 0). Hence, (1) summation over all possible packet age, destination and incoming link is reduced to a summation over all combinations of incoming packets with nonnull states. This is achieved by incorporating event-driven simulation techniques to our model implementation: an event queue to schedule packet departures, and link-lists to keep track of packets with nonnull states.
To describe the steps followed in our model implementation, we consider a node with nonempty receive buffers at iteration t. Then, using (1), we compute the probability (po) for each received packet to enter every neighboring node in the next iteration. Next, we send the received packets to every neighboring node for which pO is nonzero. In other words, our model allows for a packet with multiple preferred outgoing links to be forwarded to more than one neighboring node at the next iteration (contending packets permitting). Consequently, more than one packet may enter the same receive buffer during the same time slot, and each such packet represents a possible outcome. When using (1) to compute the output probabilities, we limit the set of combinations (Ak, £k, and De) to the packets in the receive buffers. To apply these steps to all nodes, we use an event queue, equivalent to the one used for scheduling packet departures in event-driven simulations. Lastly, to achieve additional speed-up, we always use the most recently updated receive buffers.
IV. STORE-AND-FORWARD MODEL
A. Routing Algorithm
As with the deflection model, the switching fabric associates every received packet with a set of preferred outgoing links based on the shortest path [13] to the desired destination. The rule used by the switching fabric to map packets from receive to transmit buffers is also age-priority based. Packets are sorted by decreasing age order (twin packets are randomly sorted), starting with the oldest packet, an outgoing link is randomly selected out of its set of preferred outgoing links and the packet is switched to the corresponding transmit buffer. If the selected transmit buffer is full (finite buffer model), the packet is blocked and lost.
B. Steady-State Probabilities
For expository convenience, we have included in Table II the nomenclature of parameters used here. In the following, we do not repeat the derivation of the steady-state probabilities associated with buffered local packets i .
[pn, o(d, a) and p~,0(B~)]
since it has been done in the deflection model section (Section III-B).
To calculate the output probabilities pO, t,s, let k packets arrive to node n at the beginning of a time slot. Define these k packets by {dl, al}, {d2, a2}, ..., {dk, ak} and assume their respective input links to be {ll, lz, ..., lk}. Assuming packet arrivals to the same node are independent, the probability this combination of k packets enter node n Rx buffers is [as in (4)] Next, assuming selection of an outgoing link from the set of preferred outgoing links is random and independent of Tx buffer states, we calculate the probability given Ek that exactly k~ packets, taken from the k packets in the receive buffer and Probability packet {d, a} arrives to node n on link l in the next time slot.
(pin,0(d; 0) is the probability node n creates a local packet destined to node d.)
Probability packet {d, a} leaves node n on link l in the next time slot.
O n.
(p,,,( , ~) = o.)
Probability that only {dl, al}, {d2, a2}, • .., {dk, ate} entered node n Rx buffers.
pn(Skj)
Probability kj packets are switched to node n Tx buffer j.
pnj(Bs)
Probability node n Tx buffer l has s queued packets. To calculate the probability k~ packets are switched to Tx buffer x, we apply the total probability theorem < p~ (Sk=) = E EP, (Sk~.lEk)pn(Ek) (13) k:0 Ea where the summation over Ek represents all possible size k sets of incoming packets.
p~j(d; a; j)
Next, we calculate the probability output buffer lx > 0 is of length s after switching packets from node n Rx buffers to node n Tx buffers: pn,,~(Bs) < BT
where BT is the transmit buffer maximum size. Note that we calculate this probability by decreasing s order. After switching packets from node n Rx buffers to node n Tx buffers, probabilities of packets arriving or queued in Tx buffer x are updated as follows (lx > 0): 
where the summation over f(u, j) represents the summation over all Ek (combination of incoming packets) and Sk~ (subset of incoming packets switched to l~) that contains packets of age a-u, of destination d, and of position j-u in the ordered set Sk~
(decreasing age order). Note that p~, t~ ( , a; j) = 0 if j > u. Finally, the probability for a packet to exit node n Tx buffer after switching packets from Rx buffers to Tx buffers is 
C. Model Implementation
The implementation of the store-and-forward routing model is very similar to the one for the deflection model. The same inputs are used, multiplication of packets faced with more than one preferred outgoing link also occurs, and an event queue is used to schedule departures of packets with nonnull states.
As with the deflection model, we use an iterative procedure to solve for the output probabilities and the buffer state probabilities. Consider a node with receive buffers of nonzero state probabilities [Pn, t(B.) # 0] at iteration t. In the first phase of our implementation, we extract all possible combinations Ek of packets located in the receive buffers and the bottom-most local Tx buffer [p,~ (Ek) ¢ 0 and k < d~]. Then, for each such combination, we calculate all ks-subsets of Ek (noted Sk~ ) that can be switched to outgoing link k~ [p~(Sk~ [Ek) ¢ 0]. Each packet within Sk~ is assigned the state probability p,~ (Sk~ I Ek )Pn (Ek).
After sorting the packets in Sk~ by descending age order, we combine them with Tx buffer x states (buffers of size ranging from 0 to B, where each size represents a possible outcome) and update the buffer and packet probabilities following (14) and (15) . While repeating this procedure for each combination Ek, we update pb(n). At the end of iteration t, we forward all packets in the bottom-most level of the Tx buffers to their neighboring nodes, and we remove the bottom-most level of all Tx buffers (so that output probabilities become input probabilities of neighboring nodes).
Because departure of packets from the local Tx buffers depends on transit packets, we handle the local Tx buffers differently. At the beginning of iteration t, before constructing Ek's, we update the local Tx buffer to account for the local station following (7) and (6) . And when a new packet is created (pn(Sk0=l) > 0), we append it to the local Tx buffer states (buffers of size ranging from 0 to B, where each size represents a possible outcome). Finally, the last operation during iteration t consists of updating the local Tx buffer to account for local packet departure (bottom-most level is removed) and local packet queueing (the age of all buffered packets is incremented by one) as shown in (10) and (9).
g. COMPARISON TO SIMULATION
In this section, we compare our models to simulation for a few traffic patterns and network topologies. We begin by introducing the simulation model (Section V), the performance mettics (Section V-B), and the multihop networks under test (Section V-C). Then, in the remaining sections, we make the comparison for uniform traffic (Section V-D), single node accumulation traffic (Section V-E), and random traffic (Section V-F).
A. Simulation Model
We developed an event-driven simulator that implements our network model (presented in Section II), with either the deflection-routing algorithm (presented in Section II1) or the store-and-forward routing algorithm (presented in Section IV).
As with the models, we used geometric distributions to generate interdeparture times.
For each traffic and network type, the simulation results were estimated from ten independent runs of 200 000 departures each (statistics associated with the first 50 000 departures were disregarded). The resulting performance parameters were averaged over the ten replications and a 95% confidence interval (interval around the sample mean that captures 95% of the samples) was constructed by assuming the normalized error to be t-distributed [33] .
B. Performance Metrics
From the steady-state probabilities, we derived the following performance metrics: the blocking probability P6 (the probability that a packet fails to arrive at its destination), the delay distribution ha(a) (the probability that a packet arrives to its destination node in a hops), the mean delay #a, the buffer queue length distribution h, (s), the mean buffer queue length #~(n, l), the outgoing link utilization U~(1) (the probability that a packet exits node n on link l in the next time slot), the incoming link utilization U~(1) (the probability that a packet enters node n on link l in the next time slot), the outgoing packet rate R~ (the number of packets exiting node n in the next time slot), and the incoming packet rate _R~ (the number of packets entering node n in the next time slot). They are summarized as follows:
pb=i--n l a (18) 
R~ = Z U~(l).
To compare model and simulation for all parameters but delay and queue length distributions, we used the 95% confidence interval. For the delay and queue length distributions, we calculated the relative error g defined by
Ih(i) E(h) = loo Z i,£(i)¢o nh(i)
where h is the distribution derived from simulation (histogram averaged over each simulation replication), and n is the number of terms in the summation. 
C. Networks Under Test
To compare our models to simulation, we use the Manhattan Street Network [38] , the Toroidal Mesh Network [7] , and the ShuffieNet Network [1] (see Fig. 2 ).
The Manhattan Street Network is a degree 2 directed mesh connected network, with its links resembling the one-way streets and avenues of Manhattan (even number of rows and columns). The Toroidal Mesh Network is a degree 4 network, similar to the Manhattan Street Network except that all its links are bidirectional. And the (p, k) ShuffieNet Network is a degree p unidirectional cylindrically connected Omega network.
The diameters (longest distance between two nodes) of an R rows by C columns (R x C) Manhattan Street Network (D,~), R x C Toroidal Mesh Network (Dr), and pk x k(p, k) ShuffleNet Network (Ds) are ( [11] , [55] , [2] , respectively)
Note that because our models implementations are independent of network topologies, our naming convention of nodes does not necessarily take advantage of topology symmetries. However, our definitions for adjacent nodes are equivalent to the ones described in [38] for the Manhattan Street Network, [7] for the Toroidal Mesh Network, and [1] for the ShuffleNet Network. For both the Manhattan Street Network and the Toroidal Mesh Network, neighboring nodes are defined by (see Fig. 3) n=i'C +c
In addition, for the Manhattan Street Network, the direction of connections is defined by n---*i ifcmod2=l n~k ifcmod2=O n~j ifrmod2=l n---+l ifrmod2=O.
Whereas for the (p, k) ShuffieNet Network, adjacent nodes are defined by (see Fig. 3) n =cR+r
D. Uniform Traffic
With uniform traffic, all nodes within the network transmit packets to all other nodes with the same probability. And when applied to symmetric networks, uniform traffic allows us to reduce our models to the analysis of steady-state probabilities for a single node (say node 0). As shown in Fig. 4 , this is done with the relabeling operator Rn (d) [38] which maps packets exiting node 0 and entering node n at iteration t (identified in terms of age a, destination d, and output probability p) into packets entering node 0 from node Rn(0) at iteration t + 1 [of age incremented by one and destination transformed by the relabeling operator Rr~ (d)].
Using the coordinate systems defined in to (n, r', c') as follows: Table III , we compare the models and the simulation blocking probability, mean delays, and outgoing link utilization. In Fig. 5 we compare the models and the simulation delay histograms (relative error of ~5% for each histogram), and in Fig. 6 we compare the models and the simulation queue length histograms (relative error <1% for the local queue length and ~12% for the transit queue length). We found good agreement between the model and simulation. Note that for the buffered deflection model and the store-and-forward model, the blocking probability (Pb) calculated with our model is less than the convergence bound of 10 -° (or below the model accuracy), which is consistent with our simulation results where packets were never blocked.
As noted in [49] , addition of input buffers to deflection routing significantly improves blocking at a negligible penalty in delay and link utilization. Since with store-and-forward routing, the penalty for conflicting packets is queueing (mean queue length is 0.167) as opposed to deflection (maximum penalty of four hops for the Manhattan Street Network [38] ) delay is noticeable lower for the store-and-forward routing.
E. Single Node Accumulation
The single node accumulation traffic pattern corresponds to all but one node transmit to the same node at a rate of 1/(N-1). This traffic pattern corresponds to the scenario where all nodes of a multiprocessor system send messages to a single node, as found in applications such as relaxation iterations [6] . The network tested was a 9 x 11 Toroidal Mesh Network, and the node accumulation was node 49.
In Table IV , we compare the models and the simulations blocking probability, mean queue lengths, mean delay, and outgoing link utilization. For the blocking probability, our models predict values less than the convergence bound of 10 -6 (or below the model accuracy), which is consistent with our simulation results. For the local mean queue length, all queues had the same value so we used node 0. For the transit mean queue length, we considered the queue with largest value (node 50, out going link 2). In Fig. 7 , we compare the models and the simulation delay histograms (relative error of ~6% for each histogram). In Fig. 8, we show the queue length histogram of node 50, outgoing link 3 Tx buffer for the store-and-forward model (relative error of ~10%). In Fig. 9 , we show the incoming and outgoing packet rates for each model. We found good agreement between the model and simulation. Since no blocking was experienced, the effects of adding input buffers did not result in any noticeable performance improvements. Moreover, we did not see noticeable differences between deflection routing and store-and-forward routing. This is because with deflection routing the deflection frequency was low (maximum deflection probability ~0.02, with a maximum penalty of two hops) and with store-and-forward routing, the deflection penalty was also low (maximum mean queue length ~0.3). 
F. Random Traffic
We use a random traffic pattern to confirm our models can be used for arbitrary traffic patterns. The random traffic pattern was created by assuming each active source sends a packet with probability 1/2, and each source and destination pair to be active with probability 12/10000. The network tested was a (3, 3) ShuffieNet Network, and our random traffic pattern resulted with the traffic matrix shown in Table V .
In Table VI , we compare the model and the simulation mean delay, blocking probability, mean queue lengths, and outgoing link utilization. For the maximum local queue lengths we used node 0, and for the maximum transit queue length we used node 48, outgoing link 2. In Fig. 10 we compare the model and the simulation delay histograms (relative error of ~20% for each histogram). And in Fig. 11 we compare the model and the simulation queue length histograms (relative error of ~40%). We found the agreement between the model and simulation to be not as good as with the previous traffic patterns.
We found that addition of input buffers to deflection routing improved blocking. Also, we did not find significant differences between deflection routing with input buffers and store-and-forward routing.
VI. CONCLUSION
In this article, we presented two performance models for multihop networks under nonuniform traffic pattern. The models are a generalization of Greenberg-Goodman and Brassil-Cruz models which were designed specifically for Manhattan Street Networks [20] , [8] . Our model, on the other hand, can be applied to an arbitrary network topology of arbitrary degree. Furthermore, by considering packets with nonnull states only, our model is computationally more efficient than Greenberg-Goodman and Brassil-Cruz direct implementations.
As an application, we compared our models against simulation for a 8 x 8 Manhattan Street Network subject to uniform traffic, of a 9 x 11 Toroidal Network subject to single node accumulation traffic, and of a (3, 3) ShuffieNet Network subject to random traffic. We found the model provides good agreement with simulation.
By incorporating event-driven simulation methodology and considering packets with nonnull states only, our model implementations have an improved time efficiency. For example, with the 8 x 8 Manhattan Street Network, our model provides several orders of magnitude run time improvement over the Greenberg-Goodman and Brassil-Cruz implementations.
