We study how firms differ from their competitors using new time-varying measures of product differentiation based on text-based analysis of product descriptions from 50,673 firm 10-K statements filed yearly with the Securities and Exchange Commission. This year-by-year set of product differentiation measures allows us to generate a new set of industries and corresponding new measures of industry competition where firms can have their own distinct set of competitors. Our new sets of industry competitors better explain specific discussion of high competition by management, rivals identified by managers as peer firms and firm characteristics such as profitability and leverage than do existing classifications. We also find evidence that firm R&D and advertising are associated with subsequent differentiation from competitors, consistent with theories of endogenous product differentiation.
Defining industry boundaries and industry competitiveness is central to the study of industrial organization. It is also central to broader disciplines in Economics and
Finance, where the study of industries, or the need to control for industry, is pervasive. Our paper is based on the premise that product similarity is core to classifying industries, and that empirical work can benefit from the ability to measure industry memberships and product differentiation in every year. Using new time-varying industry classifications, we find that firm R&D and advertising are associated with subsequent differentiation from competitors and increased profitability. These results are consistent with Sutton's (1991) theory of endogenous product differentiation.
Our starting point to form new industries is to gather business descriptions from 50,673 firm annual 10-Ks filed with the Securities and Exchange Commission using web crawling algorithms. The vector representations of the text in each firm's product description generate a Hotelling-like product location space for U.S. firms.
1 We process the text in these product descriptions to calculate new industry classifications based on the strong tendency of product market vocabulary to cluster among firms operating in the same markets. Because they are a function of 10-K business descriptions, our classifications are based on the products that firms supply to the market, rather than production processes (as is the case for some existing industry classification schemes).
2
These tools enable us to examine how industry structure changes over time, and how firms react to such changes within and around their product markets. A key advantage of our analysis is that firms must file a 10-K in each year, allowing us to build classifications that change over time. The framework also provides a continuous measure of product similarity between firms both within and across industries, allowing us to create general network representations of industry competition, with each firm having its own distinct set of competitors. Although numerous studies use industry classifications as control variables, only a few studies examine the clas-1 Chamberlin (1933) and Hotelling (1929) famously show that product differentiation is fundamental to profitability and theories of industrial organization, and also that product markets can be viewed as having a spatial representation that accounts for product differentiation. Empirically, the spatial characteristics of our measures can also be viewed as analogous to the patent technologybased space of Jaffe (1986) , although Jaffe's space is applicable for patent filing firms and is not generated using product description text.
2 See http://www.naics.com/info.htm.
sification schemes themselves and these do not consider the possibility of industry classifications that change materially over time.
3
We create new industry classification systems based on 10K product similarities using two methods: one historically motivated, and one that allows industry competition to be firm centric and change over time. The first, which we name "fixed industry classifications" (FIC), is analogous to SIC and NAICS industries. 4 Here, firms are grouped together either over fixed periods of time and membership in an industry is required to be transitive. Thus this method requires that if firms B and C are in firm A's industry, then firms B and C are also in the same industry. We assign firms to industries using clustering algorithms that maximize total within-industry similarity where similarity is based on word usage in 10-K product descriptions.
Our second classification system is more general. In this classification, we allow firm competitors to change every year and we relax the membership transitivity requirements of FIC industries and view industries like flexible networks. We name these new generalized network industries "text-based network industry classifications" (TNIC). In this classification system, each firm can have its own set of distinct competitors analogous to a social network, where each individual has a distinct set of friends, with friends of one individual not necessarily being friends of each other.
To illustrate why transitivity is restrictive, suppose firms A and B both view firm C as a rival. If A and B have each have products with different distinct features or enhancements that C does not have, then A and B may not compete against each other as they may serve different product segments.
Relative to existing industry classifications, these new text-based classifications offer economically large improvements in their ability to explain managerial discussion of high competition, the specific firms mentioned by managers as being com-petitors, and how advertising and R&D create future product differentiation. Our new industry measures also offer econometric gains in explaining the cross section of firm characteristics. Our empirical tests further benefit from information about the degree to which specific firms are similar to their competitors, which cannot be derived from zero-one membership classifications such as SIC or NAICS.
Although it is convenient to use existing industry classifications such as SIC or NAICS for research purposes, these measures have limitations. Neither adjusts significantly over time as product markets evolve, and neither can easily accommodate innovations that create entirely new product markets. In the late 1990s, hundreds of new technology and web-based firms were grouped into a large and nondescript SIC-based "business services" industry. More generally, fixed classifications like SIC
and NAICS have at least four shortcomings: they only rarely re-classify firms that move into different industries, they do not allow for the industries themselves to evolve over time, and they impose transitivity even though two firms that are rivals to a third firm may not compete against each other. Lastly, they do not provide continuous measures of similarity both within and across industries.
Our results are robust to the treatment of firms that report producing in more than one industry (conglomerate firms). When forming fixed classifications, we only use firms that report just one segment to identify which industries exist in the economy. Thereafter, we assign conglomerates and non-conglomerates alike to the resulting classifications. Detailed robustness tests show that assigning conglomerates to more than one industry does not generate material improvements in explanatory power, suggesting that multiple industry conglomerate characteristics are strongly in-line with the single industry to which they are most similar.
In our analysis of text-based industry classifications, our ability to update both the product location of a firm and the identity of a firm's competitors over time also allows us to examine whether advertising and research and development are correlated with increasing product differentiation. We find that firms spending more on either advertising or R&D experience significant reductions in measures of ex-post competition and gains in ex-post profitability, consistent with the hypothesis of Sutton (1991) that firms spend on advertising and R&D to create endogenous barriers to entry. Our results provide evidence across a broad range of industries complementing Ellickson (2007) , who analyzes endogenous barriers to entry in the supermarket industry. We note that while our new measures are interesting for research or scientific purposes to examine topics including innovation and the industry life-cycle, they are less useful for policy and antitrust purposes as they could be manipulated by firms fairly easily if firms believed they were being used by policy makers.
Our research contributes to existing strands of literature using text analysis to address economic and financial theories, product markets, and mergers and acquisitions. Hoberg and Phillips (2010) show that merging firms with more similar product descriptions in their 10-Ks experience more successful outcomes. Hanley and Hoberg The remainder of the paper is organized as follows. We discuss characteristics and
give examples of our new industry classifications in Section I. We describe the data and similarity calculations in Section II. We give methodological details for our new industry classifications in Section III. In Section IV we compare the informativeness of our new industry classifications to existing SIC and NAICS industry groupings.
We construct measures of industry competitiveness in Section V, and Section VI examines how industry structure changes over time and examines how these changes relate to theories of product differentiation and endogenous barriers to entry. Section VII concludes.
I Industry Classifications as a Network
In this section we discuss the features of our "unrestricted" text-based network industry classification that are not available using classifications such as SIC and NAICS.
We illustrate these new features using examples based on our new industry group-ings, while postponing the methodological details to Section III. We define our new industry classifications as an unrestricted network as they have features similar to a network where firms are located distinctly in a product space, each surrounded by its own distinct set of competitors, and each having continuous relatedness scores vis-a-vis all other firms.
Unrestricted networks also have a spatial representation, where same-industry firms appear as clusters, akin to cities on a map. Distances from firm to firm within a cluster indicate within-industry product differentiation, and distances across clusters indicate cross-industry similarity. In contrast, existing industry classifications such as SIC or NAICS are restricted in that, while they have a spatial representation, all firms in the same cluster have the same zero distance from each other, all share membership within the cluster, imposing transitivity, and there is no known distance across industry clusters. We now discuss these features in depth and give examples of industries in which the new text-based industries give improvements.
A Ability to Capture Within-Industry Heterogeneity
The concept of product differentiation within industries dates back to Chamberlin (1933) , who famously showed that the notion of product differentiation is fundamental to theories of industrial organization, with product differentiation reducing competition between firms. An ideal classification system should not only identify product markets, but also provide measures of differentiation within industries.
Beginning with Berry, Levinsohn, and Pakes (1997) , the approach of the product differentiation literature has been to estimate demand and cost parameters in welldefined product markets. For example, Nevo (2000), estimates own-and cross-price elasticities of demand and their effect on post-merger prices in the ready-to-eat cereal market. This approach has been highly informative, especially in understanding the dynamics of industry pricing, competition and substitution in these well-defined industries. However, many theories, especially those related to endogenous barriers to entry and why firms produce across multiple industries, are difficult to test in a single industry setting.
In addition, accurately specifying industry composition is especially difficult in industries where firms offer highly differentiated products or services. This difficulty is readily apparent in the business services industry, SIC code 737. There were over 600 public firms in this industry in 1997 according to Compustat. Using a classification that matches the coarseness of three-digit SIC industries, we find that the markets faced by these firms are quite different. Table I displays sample classifications using our methodology for selected firms in this product area.
[Insert Table I Here] Publishing. Each displayed industry is the TNIC industry surrounding the focal firm listed in each example's header. While SIC codes were not used to make these groupings, we report the codes for illustrative purposes. The SIC codes of rival firms in each market load heavily on 737, but each sub-market also spans firms in other SIC-industries including the three-digit codes 357, 366 and 382. A key theme is that many firms address these markets using the internet and technology, and they often also compete with rivals that have a more traditional brick and mortar presence.
Beyond simply identifying industry clusters, our approach also generates firm-byfirm pairwise relatedness scores. Therefore, our framework can order rivals in terms of their importance to a focal firm, analogous to a network, while also providing simple measures of the overall product differentiation surrounding each firm. Our method can also be used to construct a firm-specific concentration index that can capture the competition that surrounds each firm.
B Ability to Capture Product and Industry Change
The industry classification system should also capture changes to industry groupings over time. Firms often change, introduce and discontinue products over time, and thus enter and exit various industry spaces. This flexibility is directly related to Sutton (1991) and Shaked and Sutton (1987) , who suggest that barriers to entry are endogenous. In particular, advertising and research and development allow firms to differentiate their products and enter into related industries. 5 These theories motivate our examination of advertising and research and development, and their links to future changes in industry membership and competition.
Only industry classifications that frequently recompute product market relatedness can address the changing nature of the product market. Some product areas disappear or change, such as overhead projection systems with vinyl acetates. More common, due to innovation, new product markets like solar power or internet-based products can appear. Our industry classifications are updated annually and can capture rapidly changing product markets. Table II provides examples of two industries that changed dramatically over time.
[Insert C Ability to Capture Cross-Industry Relatedness
The industry classification system should also be able to capture cross-industry relatedness. If two product markets are very similar, firms in each product market likely hold a credible threat of entry into the other at low cost. This notion of economies of scope is developed by Hay (1976) and Panzar and Willig (1981) . In particular, firms facing this form of cross industry threat might keep prices low to deter entry. Currently, existing research can examine cross-industry relatedness using coarser levels of SIC or NAICS codes or through the Bureau of Economic Analysis's input-output matrix (used to measure vertical relationships). Our methodology uncovers numerous links entirely missed using other classifications. Because our classifications are based on actual product text, we are thus able to detect potential rival firms that offer related products even if they are not direct suppliers or rivals (for example, through economies of scope).
Hoberg and Phillips (2011) is an example of a recent study that explores crossindustry relations using 10-K text-based relatedness scores. The study examines why conglomerates span some industry combinations more frequently than others, and finds that they are most likely to span industry pairs that are closer together in the product space and that surround other highly valued industries. These findings are robust to controls for vertical relatedness and are consistent with conglomerates using industry relatedness to potentially enter nearby high value industries that might otherwise be costly to enter.
D Benefits of Unrestricted Industry Classifications
One of the largest benefits of our approach is that it allows both within-industry and cross-industry relations to be examined. Many empirical studies examining product differentiation focus on single industries. 6 An older literature summarized by Schmalensee (1989) focused on cross-industry relations. Our industry classifications allow for both types of studies. Our classifications are also updated in each year as firms must refile 10-Ks annually, and our industry boundaries can be redrawn using any desired level of coarseness. We are also able to identify a unique set of industry rivals surrounding each firm, which relaxes the restrictive transitivity property of existing classifications. We also define industry competition relative to each firm as in the circular city model of Chamberlin. Analogous to a Facebook circle of friends or a geographic distance, each firm has its own direct competitors identified using a text-based distance from the firm itself on a spatial grid.
Our new classifications can also be used in conjunction with, not in lieu of other data. Although not part of the current study, looking forward, word-by-word mappings can be used to create firm-specific aggregations of BLS price series, BEA inputoutput data, and patent data. For example, patent filings have a textual description, and this can be used to map how patents are related to each other and across firms -independent of the patent examiner classification. Analogously, if price data is available for verbal product lists, firm-wide price aggregations can also be estimated using various weighting methods based on firm 10-K text.
There are also econometric benefits. For example, many studies examine whether firm actions (such as equity issuance) are related to firm characteristics (such as firm age). Here, the researcher may wish to ensure that any relationship found is due to firm-specific age, and not to a broad industry attribute related to age such as industry life cycle. A solution is to control for industry effects, and it follows that superior industry classifications can improve estimation accuracy. We find that our classifications are able to explain a larger fraction of firm characteristics in cross section than existing classifications, and hence they likely provide better industry controls. Finally, more informative industry classifications can also improve the accuracy of standard errors, as numerous studies use adjusted standard errors to account for clustering at the industry level.
We note that other methods of identifying competitors can also be used in conjunction with our data. In a contemporaneous paper, Rauh and Sufi (2010) use firm self-reported competitors from Capital IQ and show that firm capital structure better reflects that of these competitors than that of firms in the same SIC code. Using our text methods, we obtain similar improvements in predicting capital structure and much larger improvements in predicting operating cash flow. However, Capital IQ peers are currently available only for the most recent year while our classifications are available over many years and offer the flexibility to measure within and across industry similarity using any granularity. Although they are distinct from our measures, self-reported competitors are also useful. For example, we use them as a validation tool to examine whether our industries better overlap with Capital IQ peers relative to other classifications including SIC and NAICS.
II Data and Methodology
Using web crawling and text parsing algorithms, we obtain and construct a database of word business descriptions from 10-K annual filings on the SEC Edgar website from 1997 to 2006. These descriptions are found in a separate section of each 10K
filed by each firm. These business descriptions are legally required to be accurate, as Item 101 of Regulation S-K legally requires that firms describe the significant products they offer to the market, and these descriptions must also be updated and representative of the current fiscal year of the 10-K. This recency requirement is important, as our goal is to measure how industry structure changes over time.
A Product Similarity
We calculate our firm-by-firm similarity measures by parsing the product descriptions from the firm 10Ks and forming word vectors for each firm to compute continuous measures of product similarity for every pair of firms in our sample in each year (a pairwise similarity matrix). In our main specification, we restrict attention to words that can be used as a noun (as defined by Webster.com) and proper nouns. We define proper nouns as words that appear with the first letter capitalized at least 90% of the time in our sample of 10-Ks. We also omit common words that are used by more than 25% of all firms, and we omit geographical words including country and state names, as well as the names of the top fifty cities in the US and in the world. As we show later, we choose the word-exclusion method that gives us high explanatory power in some key tests. Our overall results are robust to different word-exclusion / stop-wording screens.
There are many automated processes used in research to evaluate text (see Sebastiani (2002) for a detailed review). However, there is little consensus regarding which method is uniformly best, and hence researchers must often choose a method upon reviewing the unique features of their application. We use the "cosine similarity" method for many reasons. First, its properties are well-understood given its wide usage in studies of information processing, and it is also intuitive given its network and spatial representations. This method is also easy to program and only moderately computationally burdensome, making it practical for other researchers to replicate.
Finally, this method's normalization builds in a natural control for document length.
It is called the cosine similarity method because it measures the angle between two word vectors on a unit sphere.
Full details regarding our implementation of the cosine similarity calculation are in Appendix 1. We give a basic description here. Suppose there are N unique words used in the union of the documents used by all firms in our sample. A given firm i's vocabulary can then be represented by an N -vector P i , each element being populated by the number one if firm i uses the given word, and zero if it does not. The cosine similarity is simply the dot product of normalized vectors for firms i and j as follows.
Intuitively, this dot product is higher when firms i and j use more of the same consider an alternative weighting scheme called "total frequency/inverse document frequency" (TF-IDF) in which the P i vector is instead populated with higher weights for more frequently used words in firm i's own document, and lower weights for words used by a larger fraction of all firms in the economy. Our results later show that uniform weights outperform TF-IDF weights for our application, indicating that a firm's decision to use a given word to describe its products is more important than how frequently the word is used.
B The Sample of 10-Ks
We electronically gather 10-Ks by searching the Edgar database for filings that appear as "10-K", "10-K405", "10KSB", "10KSB40". and because database selection can be determined using ex-ante information (ie, the 10-K itself), we do not believe that our data requirements induce any bias. Our final sample size is 50,673 rather than 55,326 because we additionally require that lagged COMPUSTAT data items (assets, sales and operating cash flow) are available before observations can be included in our analysis.
From each linked 10-K, our goal is to extract its business description. This section of the document appears as Item 1 or Item 1A in most 10-Ks. We utilize a combination of PERL web crawling scripts, APL programming, and human intervention (when documents are non-standard) to extract and summarize this section.
The web crawling algorithm scans the Edgar website and collects the entire text of each 10-K annual report, and the APL text reading algorithms then process each document and extract each one's product description and its CIK. This latter process is extensively supported by human intervention when non-standard document formats are encountered. This method is highly reliable and we encountered only a very small number of firms (roughly 100) that we were not able to process because they did not contain a valid product description or because the product description had fewer than 1000 characters. These firms are excluded from our analysis.
III Industry Classification Methodology
We first note that industry classifications have a simple network representation. A classification is a complete mapping from any firm-pair (firms i and j) to a real number in the interval [0, 1] describing relatedness. Because the mapping is complete, an industry classification can be succinctly described by an N xN square matrix M (i.e., a network), where N is the number of firms. If the classification is updated yearly, it can further be represented as a time series of such matrices M t .
We construct classifications using textual pairwise cosine similarity scores as the basis for this mapping, and hence the matrix M t is populated by applying the aforementioned cosine similarity method to each permutation of firm pairs. The large number of words used in business descriptions, along with the continuous and bounded properties of the cosine similarity method, ensure that the matrix M t is not sparse, and that its entries are unrestricted real numbers in the interval [0, 1].
In contrast, the corresponding network M t underlying SIC and NAICS industries is heavily "restricted" and must satisfy the following two properties:
Definition: A classification is said to satisfy the binary membership transitivity property if M T has binary banded diagonal form ("1" on all banded diagonals and "0" elsewhere). This form satisfies membership transitivity, and hence for any two firms A and B in the same industry, a firm C that is in A's industry, is also be in B's industry. This form also requires that all firms are homogeneous within industries, and that all industries are entirely unrelated to one another.
Definition: A classification is said to have the fixed location property if M t is not updated each year. Intuitively, such industries have a time-fixed product market (they are fixed until the codes are changed or updated).
We use 10-K text to classify firms into industries using two methods. The first method, described in Section A below, is analogous to SIC and NAICS classifications and requires the binary membership transitivity and the fixed location property to hold. We henceforth refer to classifications requiring these two restrictive properties as "Fixed Industry Classifications" (FIC).
Our second method, described in Section B below, relaxes both properties, and we refer to this second class of industries as "Text-Based Network Industry Classifications" (TNIC). A firm's TNIC industry can move across the product space over time as technologies and product tastes evolve. New firms can also appear in the sample, and each firm can have its own distinct set of competitors that may or may not overlap with other firms' competitors. Finally, TNIC industries are sufficiently rich to permit within and across industry similarities to be computed. We now discuss both methods in detail.
A Fixed Industries Classifications Based on 10-Ks
To maintain consistency with other FIC industry classifications including SIC and NAICS, in our main FIC specification, we form fixed groups of industries by running a clustering algorithm only once using the earliest year of our sample (1997) and we then hold these industries fixed throughout our sample. We then assign firms to these industries in later years based on their 10-K text similarity relative to the frequency-weighted list of words used in the 1997 10-K product descriptions that were initially assigned to each industry.
We also consider a variation where we rerun the clustering algorithm in each year, as this variation imposes the binary membership transitivity property, but relaxes the fixed location property. This allows us to examine the relative economic impact of the two properties separately, and we report later that both properties are about equally important in explaining the difference in explanatory power between FIC industries and TNIC industries.
We provide a detailed description of the text clustering algorithm used to create our FIC classifications in Appendix 2. The main idea is that the clustering algorithm starts by assuming that each of the roughly 5000 firms in 1997 is a separate industry, and then it groups the most similar firms into industries one at a time. The algorithm stops when the desired number of industries remains.
A key virtue of the industry clustering algorithm is that it can generate a classification with any number of industries. We consider industry classifications comprised of 50 to 800 industries in increments of 50. However, we focus most on the 300 industries classification as it is most analogous to popular alternatives including three digit SIC codes and four digit NAICS codes, which have 274 and 328 industries, respectively, in our sample. Although the clustering algorithm's flexibility to pre-specify the number of industries is a virtue, the algorithm is not capable of determining the "optimal" number of industries. In Appendix 3, we explore this question using Akaike information criterion tests. These tests use likelihood analysis to compare models even when they use varying numbers of parameters (in our case industries).
The results suggest that roughly 300 industries best explain firm-level data.
[Insert Figure 1 Here]
Our industry classifications are based on the notion that firms in the same industry use many common words to describe their products. Figure 1 
displays a histogram
showing the number of unique words in firm product descriptions. As noted earlier, we limit attention to non-geographical nouns and proper nouns that appear in no more than 25% of all product descriptions in order to avoid common words. Typical firms use roughly 200 unique words. The tail is also somewhat skewed, as some firms use as many as 500 to 1000 words, although a few use fewer than 50. Because they are not likely to be informative, we exclude firms having fewer than 20 unique words from our classification algorithm. Industry memberships are similar but also quite different. For example (not displayed), the likelihood that two firms in the same SIC-3 industry will also be in the same NAICS-4 industry is 61.3%. The likelihood that they will be in the same 10K-300 industry is a more modest 46.2%. In contrast, when two firms are in the same 10K-300 industry, the likelihood that they will appear in the same SIC-3 and NAICS-4 industry is 44.1% and 54.2%, respectively. We conclude that, 10K-300 industries are quite distinct from both NAICS-4 than SIC-3. However there is also some agreement among all three classifications.
B Network Industry Classifications Based on 10-Ks
We next relax the fixed location and transitivity requirements and construct generalized text-based network industry classifications (TNIC). In addition to offering substantially higher explanatory power (see Section IV), TNIC industries offer many additional advantages. First, the full knowledge of firm pairwise similarities permits calculations of across and within industry similarities. Second, TNIC industries are necessary to test theories predicting dynamic firm and industry movements in the product space over time (see Section VI). Third, industry competitors are defined relative to each firm in the product space -like a geographic radius around each firm -thus each firm will have its own distinct set of closest competitor firms.
We construct TNIC classifications using a simple minimum similarity threshold.
That is, we simply define each firm i's industry to include all firms j with pairwise similarities relative to i above a pre-specified minimum similarity threshold. A high threshold will result in industries having very few rival firms, and a low threshold results in very large industries.
For two randomly selected firms i and j, we label them as an "industry pair" if, for a given classification, they are in the same industry. Where N denotes the number of firms in the economy, there are
permutations of unique pairs. 8 In practice, however, only a small fraction of pairs are actually industry pairs. Although one can use any minimum similarity threshold to construct TNIC-industries, we focus on thresholds generating industries with the same fraction of industry pairs as SIC-3
industries, allowing us to compare SIC and TNIC industries in an unbiased fashion.
8 For a sample of 5000 firms, this is 12.4975 million unique pairs.
For three digit SIC codes, 2.05% of all possible firm pairs are industry pairs. A 21.32% minimum similarity threshold generates 10-K based TNIC industries with 2.05% industry pairs (same as SIC-3). We consider one further refinement to further mitigate the impact of document length. For a firm i we compute its median score as the median similarity between firm i and all other firms in the economy in the given year. Intuitively, because no industry is large enough to span the entire economy, this quantity should be calibrated to be near zero. We thus adjust all scores by the median scores of firms comprising the given pair.
9
Indeed the transitivity property might not hold for these industries. For example, consider firms A and B, which are 25% similar. Because this is higher than 21.32%, A and B are in each other's TNIC industry. Now consider a firm C that is 27% similar to firm A, and 17% similar to firm B. C is in firm A's industry, but not in firm B's industry, and thus transitivity does not hold. If, alternatively, firm C was 22% similar to firm B, then transitivity would hold. Thus, TNIC classifications do not rule out transitivity, but rather transitivity might hold case by case.
We also take into account vertical integration in defining our variable industry classifications. We examine the extent to which firm pairings are vertically related using the methodology described in Fan and Goyal (2006) . Based on the fourdigit SIC codes of two firms, we use the Use Table of the Benchmark Input-Output Accounts of the US Economy to compute, for each firm pairing, the fraction of inputs that flow between the industries of each pair. If this fraction exceeds 1% of all inputs, we exclude the pairing from TNIC industries regardless of the similarity score. Because just 4% of all pairs are excluded using this screen, and because our results are fully robust to including or excluding this screen, we conclude that firm business descriptions in firm 10-Ks indeed describe firm product offerings, and not firm production inputs.
9 Our results are robust, though roughly 2% weaker if we omit this step.
IV Comparing Industry Classifications
Our next objective is to examine which industry classifications best explain firm characteristics in cross section, while holding fixed the degree of granularity of the industries we compare. In Section A, we compare the ability of FIC and TNIC industry classifications to explain firm characteristics such as profitability, leverage and stock market Betas. In Section B, we examine which classification systems best explain managerial discussion of high competition, firm self-identified rivals, and which firms are most likely to form product market alliances.
A Econometric Performance of Industry Controls
In this section, we explore industry controls in a panel data setting. As discussed in Both issues can be addressed using simple industry-averaging methods. Rather than using fixed effects, the researcher can average the given characteristic (the dependent variable) within each industry in each year, and use this average as a single additional control variable. This approach uses only one degree of freedom, and because this average can be computed separately in each year, this approach also accounts for industry characteristics that might vary over time. This averaging method is also called a kernel method, with equal weights across industry members.
This method is general and can be used for both FIC and TNIC classifications.
The averaging method also offers the flexibility to examine the impact of multiple industry firms (conglomerates firms), as weighted averages can positively weight more than one industry when computing a given firm's fixed effect. We consider a conglomerate-adjusted averaging method using FIC classifications as follows. First, we use the COMPUSTAT segment tapes to identify how many segments each firm has. For firms with one segment, we use the simple single-industry average. For a firm with N > 1 segments, we assign the firm to the N 10K-300 industries that it is most similar to, and then follow two steps. First, we compute the average characteristic for each 10K-300 industry. Then, for the conglomerate firm spanning N > 1 such industries, we assign its industry average variable to be the average of the N corresponding industry-specific values. Our results discussed below show that conglomerate adjusted averages do not offer material improvements relative to unadjusted averages.
The last method we consider is a similarity-weighted average rather than an equal weighted average. 10 This method can only be used for TNIC industries, as only TNIC industries provide firm-pairwise similarity weights. Table III displays the results.
[Insert Table III Here] Table III shows that 10-K based industries outperform both SIC and NAICS, especially TNIC industries, which relax both the binary membership transitivity property and the fixed location property. When limiting attention to fixed effects based on FIC industries, the adjusted R-squared for profitability scaled by sales increases by 15.1% from 0.284 to 0.327 when the 10-K based classifications are used rather than the SIC-3 classifications. The improvement is a similar 13.9% when 10K-300 industries are used rather than NAICS-4 industries. The improvement in explanatory power relative to SIC-3 is even larger at 22.0% for operating income scaled by assets rather than sales.
For other firm characteristics, all except for leverage ratios have stronger results for 10-K based FIC industries. One explanation is that leverage is a managerial policy, and policies might be chosen to target the most readily available industry averages. For example, managers might target SIC or NAICS benchmarks because these targets are easy to obtain.
By comparing the averaging method results in columns 2, 4, and 6 to standard fixed effects in columns 1, 3, and 5, we conclude that the averaging method offers significantly higher explanatory power despite its usage of a single degree of freedom.
The main reason is that the averaging method allows the industry controls to vary over time (the average is computed separately in each industry in each year). It is thus more analogous to controlling for industry x year fixed effects than it is to controlling for separate industry and year fixed effects. Its improvement in power can be large, for example its adjusted R-squared is nearly 3x higher for sales growth.
This likely reflects the fact that sales growth changes over time more than other characteristics do. In general, the averaging method dominates fixed effects, and its gains range from a 10% improvement, to much more dramatic gains. Finally, the table also shows that the conglomerate adjusted 10K-300 averaging method performs roughly as well as the unadjusted 10K-300 averaging method. We conclude that these simple conglomerate adjustments do not offer material benefits.
The last four columns display results for TNIC industries: the first two consider raw TNIC industries, and the last two are purged of firm pairs having at least 1% vertical relationships as discussed in Section III.B. Rows one and two show that TNIC industries offer substantial improvements in explaining profitability, especially relative to SIC and NAICS codes. For example, the operating income/sales adjusted R-squared of roughly 43% for the four TNIC specifications is 51.4% higher than the 28.4% adjusted R-squared for standard SIC-3 fixed effects, and 37.8% higher than the SIC-3 averaging method. Perhaps even more striking, the similarity weighted averaging method (third to last column and the last column) performs at this high level even though we exclude the firm itself from the weighted average. This is a mechanistic disadvantage, as both fixed effects and equal weighted averaging methods include the firm itself in their averages.
11
As discussed previously, TNIC industries offer two advantages relative to FIC industries: relaxing the fixed location property and relaxing the membership transitivity property. We find that both properties are individually important. Regarding the time fixed location property, comparing the fifth column (time-fixed FIC) to the sixth column (annually-recalculated FIC) shows substantial improvement in explanatory power. For example, the oi/sales R-squared increases from 0.327 to 0.372 when one relaxes just this fixed location property. To assess the impact of the membership transitivity property, the time varying FIC averaging method in the sixth column can be compared to the analogous TNIC averaging method in the eighth column. Here, for example, the oi/sales R-squared increases from 0.372 to 0.458. Because both improvements are similar in magnitude, we conclude that relaxing both properties is important to maximizing explanatory power.
The results also show that controlling for vertical integration has some, but not a large effect on our results, as the last two columns are very similar to the two columns preceding them. We conclude that TNIC industries offer substantial improvements over existing methods used in the literature, and that their focus is mainly on horizontal product scope rather than vertical relationships. For all analysis that follows, we will focus exclusively on the TNIC industry designations that are purged of vertical relatedness (our results are affected little if we instead use raw TNIC industries).
Our approach is also conservative because TNIC averaging methods exclude the reference firm.
When comparing industry classifications, it is natural to ask if an optimal level of granularity exists. Because our classifications can be calibrated to an arbitrary level of granularity, we are in a good position to explore this question. To conserve space, we explore this issue in Appendix 3. Using Akaike information criterion tests, we find that roughly 300 industries best describe firm characteristic data in cross section. Hence, our TNIC industries that are calibrated to match SIC-3 industries on granularity are likely to be a good fit for empirical applications. Going further, the fact that SIC-3 and TNIC overlap only partially implies that researchers can absorb even more industry variation using empirical models that control for both TNIC and SIC-3 effects.
B Industry Classifications and Competition
In Section I, we discussed the ideal properties that industry classifications should have. A common theme relates to identifying sources of competition or competitive threat. For example, the concepts of product differentiation, economies of scope, and endogenous barriers to entry all generate implications related to the effects of competition on economic outcomes. We use two data sources to compare industry classifications in terms of their ability to explain competitive pressures. Our approach in this section is to assess competitive pressure directly. This approach may be more accurate than indirect tests such as those based on profitability.
Our first approach follows Ball, Hoberg, and Maksimovic (2011) and we examine the Management's Discussion and Analysis section of each firm's 10-K. A primary source of content in this section is the manager's discussion of his or her firm's performance, and the firm's outlook going forward. For each firm year, we thus define the high competition dummy to be one if the manager cites "high competition", or one of its synonyms, in this section.
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[Insert Table IV Here] Table IV displays the results of logit regressions in which the dependent variable is the high competition dummy. Standard errors are adjusted for clustering at the firm level. We include as independent variables, the sales-based Herfindahl index (sum of squared market shares) based on our TNIC classification -where the competitors vary in each row based on the word exclusion screens as noted -and the salesbased Herfindahl index based on three digit SIC codes. We also standardize all independent variables to have a mean of zero and a standard deviation of one so that both economic magnitudes and statistical significance levels can be compared across the measures. We conclude that an industry classification more directly measures competitiveness if the HHI implied by the classification is more negatively related to the high competition dummy.
To provide additional information regarding our textual screens, we compare the performance across Herfindahl indices computed using all 10-K words (rows 1 to 4), and those that use non-geographical nouns and proper nouns only (rows 5 to 12). We also explore the role of the common word threshold (i.e., the threshold at which words are discarded if they are used in at least the threshold percentage of all 10-Ks indicated in column 2), and we consider thresholds of 10%, 25% and 100%.
Discarding common words and non-nouns changes the sets of words used to compute cosine similarities and thus can change the firms that are identified as competitors.
Using each new set of competitors for each firm, we then recalculate the TNIC Herfindahl used in column 3. Lastly, we also consider the total frequency/inverse document frequency (TF-IDF) weighting scheme used in Loughran and McDonald (2010) . This method uses a logarithmic ratio to more heavily weight words that are used more frequently in a firm's own-document, and to less heavily weight words that are used by more firms in the overall sample in each year. To further inform the calibration of TNIC industries, we also examine the extent to which they overlap with SIC-3 and NAICS-4 industries. The table suggests that this overlap is highest for a 25% common word threshold based on nouns and proper nouns, where overlap reaches a maximum of 52.2% in Panel A. The strong performance of this 25% threshold fits in well with our findings from Table IV . Henceforth, we will focus attention on this TNIC threshold alone to conserve space. However, our key inferences are robust to using other thresholds.
V Market Structure
In this section, we explain how we construct measures of industry market structure (also sometimes viewed as measures of industry competitiveness) and present summary statistics. We consider existing measures based on firm market shares (HHI and C4 indices) and measures based on similarity (summed and average similarity).
A Measuring Market Structure
Consider an industry with N firms, and let SL i denote firm i's sales. We use the COMPUSTAT database to identify each firm's sales in each year. However, we winsorize firm sales at the 5%/95% level in each year to reduce the impact of outliers, as some firms have substantially higher sales than other firms in our sample. 13 The Herfindahl (HHI) index and the C4 index are defined as follows:
13 Results are similar, but somewhat weaker for HHI and C4 indices if we use non-winsorized sales. Using logged sales rather than winsorized sales also generates similar results.
HHI indices and C4 indices can be computed for both FIC and TNIC industries.
Our remaining indices are only defined for TNIC industries, as they require the existence of a reference firm. Consider a TNIC industry with N+1 firms, and let one of the firms be the reference firm, and the other N firms are its rivals. Let S i denote firm i's "net" similarity relative to the reference firm (i ∈ 1, ..., N ).
14 Our next two measures are more closely measures of competitiveness rather than market structure, and are functions of similarities alone as follows (Seim (2006) constructs a similar Total Similarity Index):
We compute the sales-based Herfindahl (HHI) and C4 indices for each of the three industry classifications we consider: SIC-3, NAICS-4, and our 10-K-based TNIC industries. The average TNIC HHI is 0.191, and the average TNIC C4 is 55.8%. HHI and C4 indices based on SIC-3 and NAICS-4 have means that are similar to each other, and only modestly different from TNIC industries. For example, the average SIC-3 based C4 is 61.3%, which is close to the 61.6% for NAICS-4, but somewhat larger than the 55.8% for TNIC. We also compute total and average similarity for TNIC industries (SIC AND NAICS do not provide analogous measures of product differentiation). Net similarity is the raw pairwise similarity minus the minimum similarity threshold used to form the given TNIC industry. We use net similarities because they have the intuitive property that firms just barely gaining access to the industry would have nearly zero impact on the competitiveness index.
correlated with each other, and (2) SIC-3 and NAICS-4 measures are strongly correlated with each other, but not with 10K-based variables.
[Insert 
VI Changes in Industry Market Structure and Competitiveness
In this section, we examine how measures of market structure and competitiveness change over time, and we focus on Sutton (1991), who predicts that advertising and research and development (R&D) can create endogenous barriers to entry. An example from 'An Illustration of Dual Structure' in Sutton's, "Sunk Costs and Market Structure", Section 3.4, illustrates the logic behind our empirical design. In Sutton's example, we observe a firm moving between two industries, as it, and possibly some rivals increase their advertising spending in order to become a small group of leading brands that sell to brand sensitive buyers, thus escaping the large number of nonadvertising firms that 'sell on price'. The firm thus uses advertising to move away from non-advertising (or non-R&D) firms.
The main idea is R&D and advertising can create more unique products that appeal to quality-sensitive consumers and make it more expensive for rivals to enter. A key assumption is that advertising and R&D (which might be geared toward improving product appeal), are actually effective in reducing ex-post competition.
We test this assumption by regressing ex-post changes in our market structure and competitiveness measures on ex-ante advertising and R&D. We recognize that these tests examine association, as it is difficult to establish causality in this setting. This analysis complements Ellickson (2007) who analyzes the supermarket industry, and further illustrates the challenges that Ellickson notes on providing evidence on endogenous fixed costs.
Importantly, we restrict attention to TNIC industries, as variable membership and variable locations are critical to testing Sutton's theory, which is primarily about trying to prevent entry across industry boundaries. TNIC industry definitions are flexible enough to identify these time-varying effects. SIC-3 and NAICS-4 lack this flexibility because their industry locations are close to fixed, as memberships rarely change.
[Insert Rows (1) to (6) show that all measures of changes to market structure generate similar results. The C4 index is the most robust variable, and firms spending more on advertising and R&D generate improvements in their ex-post C4 indices. The high relevance of the C4 index is consistent with the larger firms in a given firm's product market playing an important role. Rows (5) and (6) show that advertising and R&D are also positively related to ex-post changes in observed profitability.
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Our results are also consistent with Hoberg and Phillips (2010) , who show that mergers and acquisitions can also be used to differentiate products from close rivals, and that this is especially relevant when firms face more competition.
[Insert Table VII , but focuses on measures of market structure constructed from SIC and NAICS codes. As noted earlier, the location and memberships of these industries are fixed over time. This limitation makes it very difficult to examine how market structure changes over time, as firms rarely change their SIC or NAICS classifications. Hence, we expect far less power to test Sutton's predictions. The table confirms this conjecture, and we find little support using these less powerful measures. Comparing these results to those in Table VII based on dynamic 10K-based TNIC industries, leads us to conclude that time varying network industries are essential in providing the empirical flexibility needed to test the role of endogenous barriers to entry.
VII Conclusions
We use web crawling and text parsing algorithms to examine product descriptions from annual firm 10-Ks filed with the SEC. The word usage vectors from each firm generate an empirical Hotelling-like product market space on which all firms reside.
We use these word usage vectors to calculate how firms are related to each other and to create new industry classifications. Using these new industry classifications, we calculate new measures of market structure and competition. These new measures enable us to test theories of product differentiation and whether firms advertise and conduct R&D to create product differentiation, consistent with Sutton (1991)'s work on endogenous barriers to entry.
Our new text-based network industry classifications are based on how firms describe themselves in each year in the product description section of their 10Ks. Because our classifications are formed in each year, they do not have the staleness and time-fixed location properties associated with SIC and NAICS. In addition, our main classification method is based on relaxing the transitivity requirement of existing SIC and NAICS industries, and thus allows each firm to have its own potentially unique set of competitors. This new method that we term text-based network industry classifications (TNIC) is analogous to social networks, where each individual can have a distinct set of friends, or to geographic networks where the distance between firms determines whether or not it is a competitor.
Measures of competitiveness based on our new classifications better explain specific discussion of high competition by management, and better explain rivals mentioned by managers as peer firms than do existing classifications. Using our relatedness measures, we create new measures of market structure that capture withinindustry competitiveness and better explain firm characteristics.
Our classifications allow us to examine how industry market structure and competitiveness change over time, and whether advertising and research and development serve as endogenous barriers to entry. We find support for Sutton (1991)'s hypothesis that firms spend on advertising and R&D, at least in part, to increase product differentiation and profitability. Firm characteristics are regressed on various industry industry controls, including fixed-effect-based and industry-averaging method-based controls. All regressions are based on our entire sample from 1997 to 2006, and also include yearly fixed effects. All TNIC industries are based on a 25% stop word threshold. The table reports the results of logistic regressions where the dependent variable is one if the firm's management mentions high competition (or a synonym thereof) in its Management and Discussion Section of its 10-K in the given year. Independent variables include measures of competitiveness based on TNIC and SIC based classifications (of equal granularity) and additional control variables including sales, age, profitability, Tobin's Q, and document size variables including the number of words in the business description and the MD&A sections of the firm's 10-K. The "Stop Word Threshold" column indicates whether we discard common words defined as those used in at least 10%, 25% or 100% of all documents, or if we instead use TF-IDF to weight common words less heavily as an alternative to discarding them. The table reports the fraction of Capital IQ 2011 peers that are also peers as identified by various other industry classifications, including SIC-3, NAICS-4, and TNIC-based classifications constructed to have identical levels of granularity as SIC-3 and NAICS-4. The table also reports the fraction of overlap between SIC-3 and TNIC, and also between NAICS-4 and TNIC. Although Capital IQ data is from 2011 (historical peer data is not available), all SIC, NAICS and TNIC data is from 2008. The "Stop Word Threshold" column indicates whether we discard common words defined as those used in at least 10%, 25% or 100% of all documents, or if we instead use TF-IDF to weight common words less heavily as an alternative to discarding them. 1  5  9  13  17  21  25  29  33  37  41  45  49  53  57  61  65  69  73  77  81  85  89  93 1  5  9  13  17  21  25  29  33  37  41  45  49  53  57  61  65  69  73  77  81  85  89  93  97 Frequency Number of firms in Industry NAICS-4 Classification: Distribution of the Number of firms in each industry * Industries with more than 100 firms grouped into last bin * Industries with more than 100 firms grouped into last bin * Industries with more than 100 firms grouped into last bin Frequency distribution of the number of firms in each industry based on three FIC industry classification methods: 10K-300 industries, three digit SIC industries, and four digit NAICS industries. All three classifications have close to 300 industries in our sample.
This Appendix explains how we compute the "product similarity" and "product differentiation" between two firms i and j. We first take the text in each firm's product description and construct a binary vector summarizing its usage of English words. The vector has a length equal to the number of unique words used in the set of all product descriptions. For a given firm, a given element of this vector is one if the word associated with the given element is in the given firm's product description. To focus on products, we restrict the words in this vector to less commonly used words.
Very common words include articles, conjunctions, personal pronouns, abbreviations, and legal jargon, for example. Specifically, we restrict attention to words that are either nouns or proper nouns, and that also appear in fewer than 25% of all business descriptions in the given year. For each firm i, we thus have a binary vector P i , with each element taking a value of one if the associated word is used in the given firm's product description and zero otherwise.
We define the frequency vector V i to be normalized to unit length.
To measure how similar the products of firms i and j are, we take the dot product of their normalized vectors, which is their "product similarity".
P roduct Similarity
We define product differentiation as one minus similarity.
Because all normalized vectors V i have a length of one, product similarity and product differentiation both have the nice property of being bounded in the interval (0,1).
This normalization ensures that product descriptions with fewer words are not penalized excessively. This method is known as the "cosine similarity" method, as it measures the cosine of the angle between two vectors on a unit sphere. The underlying unit sphere also represents an"empirical product market space" on which all firms in the sample have a unique location.
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Appendix 2
This appendix describes our FIC industry classification methodology based on 10-K text similarities. Our classification goal is to maximize total within-industry product similarity subject to two constraints. First, in order to be comparable to existing methods, a common set of industries must be created and held fixed for all years in our time series. Hence we form a fixed set of industries based on our first full year of data (1997) . Second, our algorithm should be sufficiently flexible to generate industry classifications for any number of degrees of freedom. This latter requirement is important because, in order to compare the quality of our new classifications relative to alternatives like three or four digit SIC codes, our classifications should generate a similar number of industries. We achieve these goals using a two stage process: (1) an industry formation stage, which is based on the first full year of our sample; and (2) an industry assignment stage, which assigns firms in all years of our sample to the fixed industries determined in stage one.
We begin the first stage by taking the subsample of N single segment firms in 1997
(multiple segment firms are identified using the COMPUSTAT segment database).
We then initialize our industry classifications to have N industries, with each of the N firms residing within its own one-firm industry. We then compute the pairwise similarity for each unique pair of industries j and k, which we denote as I j,k .
To reduce the industry count to N − 1 industries, we take the maximum pairwise industry similarity as follows
The two industries with the highest similarity are then combined, reducing the industry count by one. This process is repeated until the number of industries reaches the desired number. Importantly, when two industries with m j and m k firms are combined, all industry similarities relative to the new industry must be recomputed.
For a newly created industry l, for example, its similarity with respect to all other industries q is computed as the average firm pairwise similarity for all firm pairs in which one firm is in industry l and one in industry q as follows:
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Here, S x,y is the firm-level pairwise similarity between firm x in industry l and firm y in industry q.
Although this method guarantees maximization of within-industry similarity after one iteration, it does not guarantee this property after more than one iteration. For example, a firm that initially fits best with industry j after one iteration might fit better with another industry k after several iterations because industry k was not an option at the time the initial classification to industry j was made. Thus, we recompute similarities ex-post to determine whether within industry similarity can be improved by moving firms to alternative industries. If similarity can be improved, we reclassify suboptimally matched firms to their industry of best fit.
Once this process is complete, the set of industries generated by the algorithm will have the desired industry count, and will have the property that within industry similarity cannot be maximized further by moving any one firm to another industry.
It is important to note, however, that industry classifications fitting this description are not necessarily unique. It is plausible that multiple simultaneous firm reassignments can further improve within-industry similarity. We do not take further steps to ensure uniqueness due to computational limitations. Also, any departure from the true optimal set of industries would bias our study away from finding significant results, and hence our approach is conservative and might understate the true power of 10-K business descriptions.
The industry assignment stage takes the industries formed in the first stage as given, and assigns any given firm in any year to the industry it is most similar to. We begin by computing an aggregate word usage vector for each industry. Each vector is based on the universe of words appearing in fewer than 25% of all firms in 1997 as before. The vector is populated by the count of firms in the given industry using the given word, and this vector is then normalized to have unit length (similar to how we compute firm pairwise similarities in Appendix 1). This normalization ensures that industries using more words are not rewarded on the basis of size, but rather are only rewarded on the basis of similarity. For a given firm that we wish to classify, we simply compute its similarity to all of the candidate industries, and assign the firm to the industry it is most similar to. A firm's similarity to an industry is simply the A-3 dot product of the firm's normalized word vector to the industry's normalized word vector.
Although we use the first full year of our sample, 1997, to form industries, we do not believe that this procedure generates any look ahead bias. The industry formation itself is purely a function of the text in product descriptions and the definition of a multiple segment firm obtained from COMPUSTAT. We use multiple segment identifiers from 1996, which precedes our sample, and our results are virtually unchanged if we further omit 1997 from our sample.
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Appendix 3
In this appendix, we further assess the performance of 10K-FIC industries versus SIC and NAICS industries by exploring various levels of granularity. A key advantage of our approach is the ability to set granularity to any arbitrary level. We use the Akaike information criterion to examine which level of granularity is most likely to explain firm characteristic data. Understanding granularity is relevant to understanding the role and breadth of economies of scope.
[Insert Table A3 Here] Table A3 Panel A shows that three and four digit SIC classifications are most informative, and dominate two digit SIC codes. This suggests that the wide usage of three digit SIC codes in existing studies is reasonable. Panel B suggests that four digit NAICS dominate other resolutions, suggesting that NAICS-4 might be a substitute for SIC-3. Because AIC scores are designed to permit comparisons across industries using different information sources and industry counts, we can also broadly compare SIC to NAICS. Panels A and B show that SIC and NAICS are reasonable substitutes for each other. NAICS is marginally better when explaining profitability scaled by assets, and SIC is marginally better when explaining profitability scaled by sales.
Our results do not support the conclusion that NAICS dominates SIC, which is perhaps surprising given the more recent establishment of NAICS.
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Panel C shows that 10K-based industries dominate both SIC and NAICS, as AIC scores in Panel C are broadly lower than those in either Panel A or Panel B. This result is robust to scaling profitability by sales or assets. The AIC score of 2603.1 (10K-300 industries) is broadly lower than the 3091.4 for three digit SIC codes, and the 3097.7 for four digit NAICS codes, even though all three groupings have similar granularity levels.
Although we can conclude that 10K-based industries are more informative than SIC or NAICS industries, Panel C draws only a moderately decisive conclusion that the AIC scores reach a minimum at 300 industries. This minimum is surrounded by only a gradual slope. We conclude that the degree of granularity (roughly 300 industries) used by SIC and NAICS is reasonable, and is also a good benchmark for 10-K based industries.
A-6 The table reports average Akaike Information Criterion (AIC) for cross sectional regressions in which profitability is regressed on a specified set of industry fixed effects. To avoid clustering over time (which would bias AIC tests), we run separate regressions in each year from 1997 to 2006 and report average AIC scores.
