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REDUCIBILITY OF RELATIVISTIC SCHRO¨DINGER EQUATION WITH
UNBOUNDED PERTURBATIONS
YINGTE SUN AND JING LI
Abstract. In this paper, we prove a reducibility result for a relativistic Schro¨dinger equa-
tion on torus with time quasi-periodic unbounded perturbations of order 1
2
, and finally
conjugate the original equation to a time independent, 2× 2 block diagonal one.
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1. Introduction
In this paper, we study the reducibility of a relativistic Schro¨dinger equation with un-
bounded quasi-periodic perturbations on the torus T,
(1.1) i∂tu = (−∂xx +m
2)
1
2u+ εW(ωt)u , x ∈ T = R/2πZ, t ∈ R .
The operator(−∂xx + m2)
1
2 , defined via its symbol (ξ2 + m2)
1
2 under Fourier transform, is
the kinetic energy operator of a relativistic particle of mass m, 0 ≤ m ≤ 14 . Regarding more
information about the operator, we refer readers [13]. W(ωt) is a pseudo-differential operator
of order 12 , and quasi-periodic in time with frequencies ω ∈ Ω = [1, 2]
d. Informally speaking,
we seek a time quasi-periodic bounded mapping (from Hs to Hs), which conjugates the original
equation (1.1) to a block diagonal, time independent one.
Key words and phrases. KAM theory, pseudo-differential operator, Sobolev norms .
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In the PDEs context, the reducibility results deal with the infinite dimensional systems
which are a diagonal operator under small perturbation of the form,
iω · ∂θ +D + εW(ωt), ω ∈ R
d,
whereD is a diagonal operator, ε is small and ω is in some cantor sets. In the past two decades,
the reducibility problems of such systems have been studied by many scholars. The literature
can be divided into two cases. The first is the diagonal operator with bounded perturbations,
we mention [15, 20, 22, 30, 31]. The second is with unbounded perturbations, which is the
focus of the present paper.
It needs to be emphasized that the reducibility procedure becomes very complicated in the
case of unbounded perturbations, and the adapted classical KAM method ([3, 23]) can only
handle the system where the unperturbed part D has order n and the perturbation W(ωt)
is of order δ ≤ n − 1. The new method for further development is obtained by [2], which is
based on some pseudo-differential operator calculus. The new strategy is applying a series of
bounded transformation before KAM iteration, and converting the original problem to a new
one
iω · ∂θ +D
+ + εW+(ωt), ω ∈ Rd,
where the new perturbation W+ is of low order. Such strategies have been used to study one
dimensional PDEs by several authors [4–7, 16, 18, 28].
Moreover, the dimension of space domains and the frequencies of unperturbed parts are
also related to the reducibility results. They can induce new problems in counting the number
of non-resonance condition. Interestingly, the pseudo-differential operator technique is also
a powerful tool to deal with this problem. The idea is that the smoothing character of the
perturbation can be used to recover a smoothness loss due to the small denominators, we refer
readers [7, 19, 32].
In this paper, we conjugate the original problem (1.1) to a new one based on the abstract
pseudo-differential operator technique, such that the new perturbation is sufficiently smooth.
However, the measure estimate in KAM iteration still faces some problems when the gap of
eigenvalues cannot be greater than any constant. Hence, we put some reasonable restrictions
on the original perturbation in Theorem 2.6, so that some dilemmas in measure estimate can
be avoided. Furthermore, if the space torus can be introduced as a new parameter, these
restrictions can be avoided. The details have been discussed in Appendix A.
Remark 1.1. From the mathematical viewpoint, the reducibility results of equation (1.1) imply
that the Sobolev norms of solutions stay bounded for all time. In the context of non-small
perturbations(without the small parameter ε), the dynamic behavior of the solution of equation
(1.1) is rich. In [9, 26], the authors show that if ω satisfies some non resonant conditions, then
only a weak upper bound can be obtained, i.e., ∀ǫ ≥ 0, there exists a constant Cǫ such that
(1.2) ‖u(t,x)‖
Hs
≤ Cǫt
ǫ‖u(t,x)‖
Hs
.
Furthermore, if ω is resonant, Maspero [24] constructs some perturbations which provoke Poly-
nomial growth of Sobolev norms. The conclusion in this paper is supplement to the previous
results. It further shows that stability of Sobolev norms is a non-resonant phenomenon.
Remark 1.2. In this paper, we use the abstract PDO technique in [19] to regularize the per-
turbation, instead of the quantization technique in [1]. The main advantage is that we can
deal with much more general unbounded perturbations and generalize to high dimensional
manifolds. Without much changes, we can also deal with the following two models.
31: Relative Schro¨dinger equation on S2,
(1.3) i∂tu =
√
−∆g +m2u+ ε[W (ωt,x)(−i∂φ)
1
2 + V (ωt,x)]u, u = u(t,x), x ∈ S2.
Here i∂φ = i(x1∂x2 − x2∂x1) is the x3 component of the orbital angular momentum( and the
generator of rotations about the x3 axis.) Regarding more information about the perturbation,
we recommend readers[17].
2: Relative Schro¨dinger equation on Zool manifold of dimension n ∈ N.
(1.4) i∂tu =
√
−∆g +m2u+ εW(ωt)u, u = u(t,x), x ∈M
n.
Here −∆g is the positive Laplace-Beltrami operator on Mn and the linear operator W(ωt) is
a time quasi-periodic pseudo-differential operator of order 0 with frequency ω ∈ [1, 2]d.
The paper is organized as follows: In section 2, we introduce some important notions
and definitions to precisely state our main results. In section 3, we introduce the abstract
pseudo-differential operator(PDO) technique used in [7, 9], such that the original unbounded
perturbation can be reduced to a smoothing operator. In section 4, we give a KAM reducibility
result. In section 5, we emphasize the difference of relativistic Schro¨dinger equations on T and
on Tβ . In section 6, we give some important technical lemmas used in this paper.
Notations: In the present paper, we denote the notation A . B as A ≤ CB, where C is a
constant number depending on the fixed number d,m.
2. Main results
In order to state the main results of the paper precisely, we introduce some important
notations and definitions in this section.
2.1. Function space and pseudo-differential operators.
Given any function u ∈ L2(T), it can be expressed as
(2.1) u(x) =
∑
j∈Z
uˆ(j)eij·x, uˆ(j) =
1
2π
∫
T
u(x)e−ij·xdx.
The Sobolev space on T defined by
(2.2) Hr(T) :=

 u ∈ L2(T) :
∣∣∣∣∣∣ ‖u‖2Hr(T) :=
∑
j∈Z
〈j〉2r uˆ(j)2 <∞

 ,
where 〈j〉 = max{1, |j|}.
For a function a : T×Z→ R, define the difference operator ∆a(x, j) := a(x, j+1)− a(x, j)
and let ∆β = ∆ ◦ ... ◦ ∆ be the composition β times of ∆. Then, we have the following
definitions:
Definition 2.1. Let m ∈ R, we say that a function a : T× Z→ R is a symbol of class Sm if
for any j ∈ Z the map x 7→ a(x, j) is smooth and, furthermore, for any α,β ∈ N, there exists
Cα,β > 0 such that ∣∣∂αx∆βa(x, j)∣∣ ≤ Cα,β 〈j〉m−β , ∀x ∈ T .
Definition 2.2. Given a symbol a ∈ Sm, we called Op(a) ∈ OPSm is its associated pseudo-
differential operator if for any u ∈ L2(T)
(2.3) Op(a)[u](x) =
∑
j∈Z
a(x, j)uˆ(j)eij·x
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We can endow the operator Op(a) ∈ OPSm a family of seminorms
χmρ (Op(a)) :=
∑
α+β≤ρ
sup
x∈T,j∈Z
〈ξ〉−m+β |∂αx∆
βa(x, j)|.
Definition 2.3. Considering the pseudo-differential operator A(θ) depending the angel vari-
able θ ∈ Td in smooth way. Then the operator A(θ) can be expressed as
(2.4) A(θ) =
∑
ℓ∈Zd
Aˆ(ℓ)eiℓ·θ
where Aˆ(ℓ) ∈ OPSm. We denote them by C∞(Td,OPSm). If the operator A(θ) is also
Lipschitz-way depending on the parameter ω ∈ Ω ⊆ Rd, we denote them by Lip(Ω,C∞(Td,OPSm)).
Remark 2.4. The symbol of the pseudo-differential operator A(θ) can be represent as
(2.5) a(θ,x, j) = a(x, j)(ℓ)eiℓ·θ,
where a(x, j)(ℓ) is the symbol of the pseudo-differential operator Aˆ(ℓ).
Definition 2.5. Let s > d2 , the operator A(θ) ∈ C
∞(Td,OPSm) can be endowed a family of
seminorms:
(2.6) χmρ,s(A(θ)) :=
( ∑
ℓ∈Zd
〈ℓ〉2s(χmρ (Aˆ(ℓ)))
2
) 1
2
.
Moreover, we can endow the operator A(θ,ω) ∈ Lip(Ω,C∞(Td,OPSm)) a family of Lipschitz
seminorms:
χm,Lip,Ωρ,s (A(θ,ω)) : = χ
m,sup,Ω
ρ,s (A(θ,ω)) + χ
m,lip,Ω
ρ,s (A(θ,ω))(2.7)
= sup
ω∈Ω
χmρ,s(A(θ,ω)) + sup
ω1,ω2∈Ω
χmρ,s(A(ω1)−A(ω2))
|ω1 − ω2|
.(2.8)
2.2. Main results.
The perturbation W(ωt) is a quasi-periodic driving pseudo-differential operator, which sat-
isfies following two conditions:
(C1): W(ωt) is an Hermitian operator, and belongs to C∞(Td,OPS
1
2 ).
(C2): Set the symbol of pseudo-differential operator W(ωt) as w(θ,x, j), then∫
Td
∫
T
w(θ,x, j)dxdθ = a〈j〉
1
2 + b(j), j ∈ Z,
where a is independent of j and b is dependent on j. Moreover, there exists a constant C such
that
b(j) ≤ C, ∀j ∈ Z.
Theorem 2.6. Consider the equation (1.1) and assume conditions (C1) and (C2). For any
s ≥ 0, there exists ε∗ > 0. ∀ε ∈ (0, ε∗), there exists a closed asymptotically full Lebesgue
set Ωε ⊆ Ω. Then ∀ω ∈ Ωε, there exist a famliy linear and invertible bounded operator
U(θ,ω) ∈ L(Hs), conjugate the equation (1.1) to
(2.9) i∂tu = H
∞u, H∞ = diag
{
Λ∞j (ω)| j ∈ N
}
.
Here Λ∞j , j ≥ 1 is a 2× 2 Hermitian matrix, and Λ
∞
0 is a real number close to m.
As a consequence, we can get a Sobolev norms control of the flow generated by the equation
(1.1).
5Corollary 2.7. For any s ≥ 0 and ω ∈ Ωε, the solution u(t,x) of equation (1.1) with initial
condition u(0,x) ∈ Hs satisfies
(2.10) cs‖u(0,x)‖Hs ≤ ‖u(t,x)‖Hs ≤ Cs‖u(0,x)‖Hs .
It needs to be emphasized that the condition (C1) is indispensable. Inspired by [27], the
author obtained a family of analytical solutions of elliptic equation by taking the space torus
as frequency parameter. We can also introduce the space torus as frequency parameter to
avoid the condition (C1). Hence, we consider the following equation:
(2.11) i∂tu = (−∂xx +m
2)
1
2u+ εW(ωt)u , x ∈ Tβ = R/2πβZ, t ∈ R ,
where W(ωt) is a pseudo-differential operator of order 12 , and quasi-periodic in time with
frequencies ω ∈ [1, 2]d. The space domain changes with the parameter β ∈ [ 12 , 1].
Then, we can prove the following reducibility result.
Theorem 2.8. Set W(ωt) is an Hermitian operator and belongs to C∞(Tdβ ,OPS
1
2 ). For any
s ≥ 0, there exist ε∗ > 0. ∀ε ∈ (0, ε∗), there exists a closed asymptotically full Lebesgue set
Ω˜ε ∈ Ω˜ = [1, 2]d+1. ∀ω˜ = (ω,
1
β
) ⊆ Ω˜ε, there exist a family time quasi-periodic and invertible
bounded operator U(θ, ω˜) ∈ L(Hs), conjugate the equation (2.11) to
(2.12) i∂tu = H
∞u, H∞ = diag
{
Λ∞j (ω))| j ∈ N
}
.
Here Λ∞j , j ≥ 1 is a 2× 2 Hermitian matrix, and Λ
∞
0 is a real number close to m.
Remark 2.9. The proof of Theorem 2.8 has the same framework as Theorem 2.6. The main
differences are explained in detail in Appendix A.
3. Block matrix representation
Let H∞ := ∩r∈RHr and H−∞ := ∪r∈RHr. For any linear operator A : H∞ → H−∞ , we
take its matrix representation of block coefficients (A
[n]
[m])m,n∈N as
(3.1) A
[n]
[m] =
(
Anm A
−n
m
An−m A
−n
−m
)
on the basis (eˆj := e
ijx)j∈Z, defined for m,n ∈ Z as
Anm ≡ 〈Aeˆm, eˆn〉H0 .
The matrix A
[n]
[m] can be seen as a liner operator in L(Em,En) for any m.n ∈ N, where Em is
defined as
(3.2) Em := span{e
imx, e−imx}.
In this paper we also consider the θ-depending linear operator
T
d ∋ θ → A = A(θ) =
∑
ℓ∈Zd
Aˆ(ℓ)eiℓ·θ,
where Aˆ(ℓ) ∈ L(H∞, H−∞) . A(θ) can be regarded as an operator acting on function u(θ,x)
of space-time as
(Au)(θ,x) = (A(θ)u(θ, ·))(x).
Having the infinite dimensional matrix A and A(θ), we can define the following s-decay
norms.
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Definition 3.1. I: The s-decay norms of infinite dimensional matrix A defined as
(3.3) ‖A‖s,s =
(∑
h∈N
〈h〉2s sup
|i−j|=h
‖A
[i]
[j]‖
2
) 1
2
,
where ‖A
[i]
[j]‖ is the L
2 operator norm of L(Ej ,Ei).
II: Considering a θ -depending infinite dimensional matrix A(θ), we define its norms as
(3.4) ‖A(θ)‖ss,s =
( ∑
ℓ∈Zd,h∈N
〈ℓ,h〉2s sup
|i−j|=h
‖Aˆ
[i]
[j](ℓ)‖
2
) 1
2
.
We denote by Ms the space matrices finite s-decay norm.
III:If the linear operator A(θ) is a family Lipschitz map from Rd ⊇ Ω ∋ ω toMs, we define
the Lipschitz s-decay norm as
‖A(θ)‖s,Lip,Ωs,s = sup
ω∈Ω
‖A(ω)‖ss,s + sup
ω1,ω2∈Ω
‖A(ω1)−A(ω2)‖ss,s
|ω1 − ω2|
.(3.5)
We denote byMs,Lip,Ω the family Lipschitz map from Rd ⊇ Ω ∋ ω toMs with finite Lipschitz
s-decay norm. For notionally convenience, drop the range of ω, Ms,Lip,Ω denoted as Ms,Lip.
Remark 3.2. In the present paper, we claim that the θ-depending linear operator A(θ) is an
Hermitian operator, if and only if
A = A∗ ⇔ Aˆ(ℓ)∗ = Aˆ(−ℓ), ∀ℓ ∈ Zd ⇔ (Aˆ
[m]
[n] (−ℓ))
∗ = Aˆ
[n]
[m](ℓ), ∀ℓ ∈ Z
d,m,n ∈ N.(3.6)
It is crucial to investigate the tame or algebra property of s-decay norm. Thus, we need
the following lemmas.
Lemma 3.3. For any s ≥ s0 >
d+1
2 , the following results hold:
A: there is a constant C(s) such that
(3.7) ‖AB(θ)‖ss,s ≤ C(s)(‖A‖
s0
s0 ,s0‖B‖
s
s,s + ‖A‖
s
s,s‖B‖
s0
s0,s0).
B: given an infinite dimension matrix A(θ) , for any N ∈ N, we define the cutoff matrix
ΠNA as
(ΠNA)
[i]
[j](ℓ) =
{
Aˆ
[i]
[j](ℓ), if |i− j| < N and |ℓ| < N ,
0, otherwise.
Denote Π⊥NkA as A−ΠNkA, we have
(3.8) ‖Π⊥NkA‖
s
s,s ≤ CN
−β
k ‖A‖
s+β
s+β,s+β,
(3.9) ‖ΠNkA‖
s
s,s, ‖Π
⊥
Nk
A‖ss,s ≤ ‖A‖
s
s,s.
The bounds of (3.7),(3.8),(3.9) are valid by replacing ‖ · ‖ss,s as ‖ · ‖
s,Lip
s,s .
Proof. The proof of (3.7) can be found in [10]. The items (3.8),(3.9) can be obtained from
their definitions. 
Lemma 3.4. Let s0 >
d+1
2 , one has
(3.10) ‖A(θ)‖L(Hs) ≤ C(s)‖A(θ)‖s,s ≤ C(s)‖A(θ)‖
s+s0
s+s0 ,s+s0 .
Here ‖A(θ)‖s,s =
(∑
h∈N〈h〉
2s sup
|i−j|=h
θ∈Td
‖A
[i]
[j](θ)‖
2
) 1
2
.
Proof. The proof can be found in Lemma 2.4 [2]. 
7In the KAM procedure of section 4, the smoothing operator plays an important role. Hence,
we introduce the following norms.
Definition 3.5. Considering a linear operator A(θ) in L(Hs+m, Hs+n), we introduce a new
s-Decay norm as
(3.11) ‖A(θ)‖ss+m,s+n =
( ∑
ℓ∈Zd,h∈N
〈ℓ,h〉2s sup
|i−j|=h
〈i〉−2n‖Aˆ
[i]
[j](ℓ)‖
2〈j〉2m
) 1
2
.
We denote Mss+m,s+n as the space matrices with finite s-Decay norm. Moreover, if the linear
operator A(θ) is a family Lipschitz map from Rd ⊇ Ω ∋ ω to Mss+m,s−n, we can define the
Lipschitz s-Decay norm in the same way as Definition 3.1, III.
Remark 3.6. Define a θ-independent diagonal operator D, acting on u ∈ H0 as
Du(x) =
∑
k∈Z
〈k〉uˆke
ikx.
For any m,n ∈ R, A(θ) ∈ Mss+m,s+n, there exists a linear operator Q(θ) ∈ M
s
s,s such that
Qˆ(ℓ)
[i]
[(j] =
Aˆ(ℓ)
[i]
[j]
〈j〉m
〈i〉n . Moreover,
‖A(θ)‖ss+m,s+n = ‖〈D〉
nQ(θ)〈D〉−m‖ss+m,s+n = ‖Q(θ)‖
s
s,s.
Lemma 3.7. Fix s ≥ s0 >
d+1
2 , for any linear operator A ∈ M
s
s+m,s+l and B ∈ M
s
s+l,s+n,
there exists constant C(s) such that
(3.12) ‖AB‖ss+m,s+n ≤ C(s)
(
‖A‖ss+m,s+l‖B‖
s0
s0+l,s0+n
+ ‖A‖s0s0+m,s0+l‖B‖
s
s+l,s+n
)
.
The assertion holds true by replacing ‖ · ‖ss+m,s+n by ‖ · ‖
s,Lip
s+m,s+n.
Proof. These bounds can be obtained from Remark 3.6 and Lemma 3.3. 
Lemma 3.8. Assume that s0 >
d+1
2 and C(s)‖A‖
s0,Lip
s0+m,s0+m ≤
1
2 for some m ∈ R and large
C(s) > 0 depending on s ≥ s0, then the map Φ := Id + Ψ defined as Φ = eiA =
∑
p≥0
1
p! (iA)
p
satisfies
(3.13) ‖Ψ‖s,Lips+m,s+m ≤ C‖A‖
s,Lip
s+m,s+m,
where C is a constant depending on s, d,m.
Proof. From Lemma 3.7, for some C(S) ≥ 0,
(3.14) ‖An‖s,Lips+m,s+m ≤ n[C(s)‖A‖
s0,Lip
s0+m,s0+m]
n−1C(s)‖A‖s,Lips+m,s+m.
Hence,
(3.15) ‖Ψ‖s,Lips+m,s+m ≤ ‖A‖
s,Lip
s+m,s+m
∑
p≥1
C(s)p
(p− 1)!
(‖A‖s0,Lips0+m,s0+m)
p−1
for some large C(s) > 0. The bounds 3.13 can be obtained from the small condition of
C(s)‖A‖s0,Lips0+m,s0+m. 
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4. Reduce the order of perturbations
The main goal of this section is to convert the original problem (1.1) to a new one, which
the new perturbation is a sufficiently smoothing operator. By direct calculation, the equation
(1.1) can be rewrited as
(4.1) i∂tu = Ku+Qu+ εW(ωt)[u],
where K = (−∂xx)
1
2 , Keijx = |j|eijx, ∀j ∈ Z. Q is a pseudo-differential operator of −1 order,
and
Qeijx =
c(m, j)
〈j〉
eij·x.
Here c(m, j) is depending on m, j.
Lemma 4.1. Given a linear operator Z : H∞ 7→ H−∞. If [Z,K] = 0, the block matrix
representation of Z satisfies
(4.2) Z
[i]
[j] = 0, ∀i 6= j.
Proof. From [Z,K] = 0, for any j, i ∈ N, one gets that
(4.3) Z
[i]
[j](i− j) = 0.
Hence, for any i 6= j, (4.3) implies that
(4.4) Z
[i]
[j] = 0.

Lemma 4.2. Given a pseudo-differential operator B ∈ OPSη, the corrseponding linear oper-
ator eiκ·KBe−iκ·K is 2π periodic to κ.
Proof. The spectrum of K is integer, thus eiκ·K = ei(κ+2π)·K. 
The following lemma plays an important role in the regularization process.
Lemma 4.3. Set the cantor set Ω0,α ⊆ Ω as
(4.5) Ω0,α :=
{
ω ∈ Ω : |ω · ℓ+m| ≥
α
1 + |ℓ|d+1
, ∀(ℓ, m) ∈ Zd+1 \ {0}
}
.
Let W be an Hermitian operator and belongs to Lip(Ω,C∞(Td,OPSη)), η ≤ 1. Then, the
homological equation
(4.6) ω · ∂θB + i[K,B] =W − 〈W〉
with
(4.7) 〈W〉 :=
1
(2π)d+1
∫
Td
∫
T
eiκ·KWe−iκ·Kdκdθ
has a solution B ∈ Lip(Ω0,α,C
∞(Td,OPSη)). Moreover, the operator B is an Hermitian
operator too.
Proof. For W(θ) ∈ Lip(Ω0,α,C∞(Td,OPSη)), we define W(θ,κ) = eiκ·KW(θ)e−iκ·K. From
Remark 8.4, we know that
W(θ,κ) ∈ Lip(Ω0,α,C
∞(Td+1,OPSη)).
Since W(θ,κ) is defined on Td+1, it can be expanded by its Fourier series as
W(θ,κ) =
∑
(ℓ,m)∈Zd+1
Wˆℓ,me
i(ℓ·θ+m·κ),
9where
W(θ) =W(θ, 0) =
∑
(ℓ,0)∈Zd+1
Wˆℓ,0e
iℓ·θ.
The homological equation (4.6) can be extended as
(4.8) ω · ∂θB(θ,κ) + i[K,B(θ,κ)] =W(θ,κ)− 〈W(θ,κ)〉.
Obviously, if B(θ,κ) is the solution of equation (4.8), then B(θ, 0) is the solution of equation
(4.6). Notice that
i[K,B(θ,κ)] =
d
ds
∣∣∣
s=0
eis·KB(θ,κ)e−is·K(4.9)
=
d
ds
∣∣∣
s=0
B(θ,κ+ s) =
∑
(ℓ,m)∈Zd+1
Bˆℓ,m
d
ds
∣∣∣
s=0
eiℓ·θ+im·(κ+s)(4.10)
=
∑
(ℓ,m)∈Zd+1
imBˆℓ,me
iℓ·θ+im·κ.(4.11)
The homological equation (4.8) is equivalent to
(4.12) i(ω · ℓ+m)Bˆℓ,m = Wˆℓ,m, (ℓ, m) 6= (0, 0) and Bˆ0,0 = 0.
Since the operatorW(θ,κ) belongs to Lip(Ω0,α,C∞(Td+1,OPSη)), the seminorms of Wˆℓ,m
decay faster than any power of |ℓ| + |m|. From the definition of Ω0,α, we see that Bˆℓ,m also
decay faster than any power of |ℓ|+ |m|. See that B(θ) = B(θ, 0), thus B(θ) ∈ C∞(Td,OPSη).
Furthermore, for any ω1,ω2 ∈ Ω0,α, one has
Bˆℓ,m(ω1)− Bˆℓ,m(ω2) =
Wˆℓ,m(ω1)[(ω2 − ω1)ℓ]
(ω1ℓ+m)(ω2ℓ +m)
+
Wˆℓ,m(ω1)− Wˆℓ,m(ω2)
ω2ℓ+m
.(4.13)
Hence, from the non-resonance condition (4.20), we can obtain the Lipschitz regular of B to
the parameter ω.
Moreover, from
W −W∗ = e−iκ·K(W(θ,κ)−W∗(θ,κ))eiκ·K, B − B∗ = e−iκ·K(B(θ,κ)− B∗(θ,κ))eiκ·K,
we know that W(resp B) is an Hermitian operator, if and only if W(θ,κ)(resp B(θ,κ)) is
an Hermitian operator. From Bˆℓ,m =
Wˆℓ,m
i(ω·ℓ+m) and Remark 3.2, we can obtain that B is an
Hermitian operator. 
Theorem 4.4. ∀M > 0, there exists a sequence of symmetric maps {Bi(θ,ω)}Mi=0 with
Bi(θ,ω) ∈ Lip(Ω0,α,C∞(Td,OPS
1
2−
1
2 i)) such that the change of variables
u = e−εiB0(θ,ω) · · · e−εiBi(θ,ω)
conjugates the Hamiltonian H0 = K +Q+W(ωt) to
(4.14) Hi+1 = K +Q+ εZ
i+1 + εW i+1,
where Zi+1 is time-independent and fulfils
(4.15) [Zi+1,K] = 0.
Also,
Zi+1(ω) ∈ Lip(Ω0,α,OPS
1
2 ),(4.16)
W i+1(θ,ω) ∈ Lip(Ω0,α,C
∞(Td,OPS−
1
2 i))(4.17)
Furthermore, Zi+1,W i+1 are Hermitian operators.
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Proof. We prove this theorem by the induction method.
For i = 0, the hypothesis are verified for Z0 = 0, W0 =W .
Moreover, suppose that Hi satisfies the conditions (4.16) and (4.17).
There exists a transformation operator e−εiBi(θ,ω) that conjugates Hi to Hi+1, where
Hi+1 =K +Q+ εZ
i + ε〈W i〉(4.18)
+ ε
(
− ω · ∂θ + i[Bi,K] +W
i − 〈W i〉
)
(4.19)
+ eεiBi(θ,ω)Ke−εiBi(θ,ω) −K − εi[Bi,K](4.20)
+ εeεiBj(θ,ω)Zie−εiBi(θ,ω) − εZi(4.21)
+ eεiBj(θ,ω)Qe−εiBi(θ,ω) −Q(4.22)
+ εeεiBi(θ,ω)W ie−εiBi(θ,ω) − εW i(4.23)
+ iε2
∫ 1
0
(1− s)eεisBi(θ,ω)[ω · ∂θBi,Bi]e
−εisBi(θ,ω)ds.(4.24)
From Lemma 4.3, there exists an operator Bi making (4.19) equals to zero . From Remark
8.2 and Lemma 8.3, we have
(4.20) ∈ Lip(Ω0,α,C
∞(Td,OPS−i)),
(4.21) ∈ Lip(Ω0,α,C
∞(Td,OPS
1
2−
1
2 (i+1))),
(4.22) ∈ Lip(Ω0,α,C
∞(Td,OPS−
3
2−
1
2 i)),
(4.23) ∈ Lip(Ω0,α,C
∞(Td,OPS−i)),
(4.24) ∈ Lip(Ω0,α,C
∞(Td,OPS−i)).
Rearranging the expression of Hi+1 and setting
Zi+1 = Zi + 〈W i〉,
εWj+1 = (4.20) + (4.21) + (4.22) + (4.23) + (4.24).
Now, Zi+1 and W i+1 satisfy the hypothesis (4.16) and (4.17) with i+ 1. It is easy to verified
that Zi+1 and W i+1 are Hermitian operators. 
Remark 4.5. From Lemma 8.1, for all j = 1, 2, · · · ,M , the operator e±iεBj ∈ L(Hs), ∀s ≥ 0,
and
(4.25) ‖e±iεBj − Id‖
L(Hs,Hs−(
1
2
− 1
2
j))
. ε‖Bj‖
L(Hs,Hs−(
1
2
− 1
2
j))
.
Moreover, we also show that the closed set Ω0,α is asymptotically full Lebesgue.
Proposition 4.6.
meas(Ω\Ω0,α) ≤ Cα.
Proof. Set Qℓ,m as
(4.26)
{
ω ∈ Ω : |ω · ℓ+m| <
α
1 + |ℓ|d+2
}
.
If |ℓ| < |m|2 the set Qℓ,m is empty.
If |ℓ| ≥ |m|2 , one gets that
(4.27) meas(Qℓ,m) ≤
2α
1 + |ℓ|d+2
.
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Finally, we have
(4.28) meas(Ω\Ω0,α) ≤
∑
|m|≤2|ℓ|,ℓ∈Zd
meas(Qℓ,m) ≤ Cα.

5. KAM reducibility
5.1. The reducibility theorem.
Fix the number of regularization step in Theorem 4.4 as
(5.1) M := 4m+ 1.
After M steps of regularization in previous section, we get the new equation
(5.2) iω · ∂θu = H
Mu = Λ0u+P0u,
where Λ0 = K +Q+ εZM and P0 = εWM .
The equation (5.2) satisfies the following assumptions:
(A1) The linear operator Λ0 is an Hermitian operator, and block diagonal, independent of
θ, Lipschitz on ω ∈ Ω0,α. Denoting (λj,k)k=1,2 as the eigenvalue of the 2× 2 block (Λ0)
[j]
[j], for
any ω ∈ Ω0,α, there exists a constant c0 such that
(5.3) |λi,k − λj,k′ | ≥ c0|i− j|, ∀k, k
′ = 1, 2, and i 6= j,
(5.4) |λj,k(ω)|
lip,Ω0,α = sup
ω1,ω2∈Ω0,α
|λj,k(ω1)− λj,k(ω2)|
|ω1 − ω2|
≤
1
8
, ∀j ∈ N, k = 1, 2.
(A2) The linear operator P0 is an Hermitian operator and belongs to M
S,Lip
S−m,S+m, S ≥
s0 >
d+1
2 .
Remark 5.1. The assumption (A2) can be obtained from the Theorem 4.4 and Prop 8.5.
Regarding assumption (A1), we need the following Lemma.
Lemma 5.2. Suppose that W(ωt) ∈ C∞(Tn,OPS
1
2 ), the eigenvalues (λj,k)k=1,2 of the 2× 2
block (Λ0)
[j]
[j] have the asymptotic expression
(5.5) λj,k = (j
2 +m2)
1
2 + εa〈j〉
1
2 + rj,k.
where |rj,k|Lip,Ω0,α ≤ Cε.
Proof. From Theorem 4.4, one gets
(5.6) Λ0 = K +Q+ εZ
M ,
where ZM = 〈W0〉+ 〈W1〉+ · · ·+ 〈WM−1〉. Here, 〈W0〉 = 〈W〉 ∈ OPS
1
2 , and 〈W1〉+ 〈W2〉+
· · ·+〈WM−1〉 ∈ OPS0. The symbol w(θ,x, j) of pseudo-differential operatorW can be written
as
(5.7) w(θ,x, j) =
∑
ℓ∈Zd
w(x, j)(ℓ)eiℓ·θ =
∑
(ℓ,k)∈Zd+1
wℓ,k(j)e
iℓ·θeik·x.
From (3.1) and (4.7), one has
(5.8) 〈W(θ)〉
[j]
[j] =
(
w0,0(j) w−2j,0(j)
w2j,0(−j) w0,0(−j)
)
.
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These four elements in the matrix are independent of ω. From definition 2.1 and condition
(C1), one gets
w0,0(±j) =
1
(2π)d+1
∫
Td+1
w(θ,x,±j)dxdθ = a〈j〉
1
2 + b(j),
|w∓2j,0(±j)| ≤ C
∑
β≤1 supx∈T |∂
β
xw(x,±j)(0)|
1 + |2j|
≤ C˜
〈j〉
1
2
1 + |2j|
.
Rewrite 〈W〉 as 〈W〉A + 〈W〉B, where
(5.9) [〈W(θ)〉A]
[j]
[j] =
(
a〈j〉
1
2 0
0 a〈j〉
1
2
)
, [〈W(θ)〉B ]
[j]
[j] =
(
b(j) w−2j,0(j)
w2j,0(−j) b(−j)
)
.
Denoting (µj,k)k=1,2 as the eigenvalues of the block [K +Q+ 〈W(θ)〉A]
[j]
[j], one has
µj,k = (j
2 +m2)
1
2 + a〈j〉
1
2 .
Let R = 〈W(θ)〉B+〈W1〉+ · · ·+〈WM−1〉, from Theorem 4.4 and prop 8.5, for any S ≥ s0 >
d+1
2 , one has R ∈M
S,Lip
S,S . From prop 8.6 and Corollary A.7 in [17], the Lipschitz variation of
the eigenvalues of an Hermitian matrix is controlled by the Lipschitz variation of the matrix.
Then, we can get
(5.10) |rj,k|
Lip = |λj,k − µj,k|
Lip ≤ ‖εR
[j]
[j]‖
Lip ≤ Cε.
Hence, this lemma is proved. 
Set ǫ0 = ‖P0‖
S,Lip
S−m,S+m.
The main goal of this section is the following theorem.
Theorem 5.3. (The Reducibility Theorem)Let s ∈ [s0,S − β] and α ∈ (0, 1), there exists
positive ǫ0 = ǫ0(s, d) such that, if ǫ ≤ ǫ0, there exists a cantor subset Ωǫ ⊆ Ω0,α with
meas(Ω0,α\Ωǫ) ≤ Cα.
For any ω ∈ Ωǫ, there exist a family bounded and invertible operators Φ∞ = Φ∞(ω, θ) ∈ L(Hs),
conjugating the linear equation (5.2) to
(5.11) iω · ∂θu = H
∞u,
where H∞ is a time independent and block-diagonal Hamiltonian operator. Moreover, we have
(5.12) sup
θ∈Td
‖Φ±1∞ (θ)− Id‖L(Hs) ≤ Cǫ0, ∀ω ∈ Ωǫ.
The procedure of KAM iteration is well known. For the convenience of reader, we show an
outline of one step of the KAM reducibility.
We conjugate the linear equation
i∂tu = H(t)u = Λu+P(t)u
through a transformation u = e−iGv, so that the new equation is
(5.13) i∂tv = H
+(t)v,
where
H+(t) = eiG(ωt,ω)H(t)e−iG(ωt,ω) −
∫ 1
0
eisG(ωt,ω)G˙e−isG(ωt,ω)ds,(5.14)
H+ = Λ+ i[G,Λ] + ΠNP− G˙+P
+,(5.15)
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and
P+ =eiG(ωt,ω)Λe−iG(ωt,ω) − (Λ+ i[G,Λ] +P) + eiG(ωt,ω)Pe−iG(ωt,ω)(5.16)
− (
∫ 1
0
eisG(ωt,ω)G˙e−isG(ωt,ω)ds− G˙) + Π⊥NP.(5.17)
Our goal is determine the operator G by solving the homological equation
(5.18) ω · ∂θG = i[G,Λ] + ΠNP− diag{[P
[j]
[j]](ω)|j ∈ N}.
Here [P
[j]
[j]](ω) denotes
(5.19) [P
[j]
[j]](ω) =
∫
Td
P
[j]
[j](θ,ω)dθ.
The new Hamiltonian is
H+(t) = Λ+ +P+, Λ := diag
{
Λj|j ∈ N
}
, Λ+ = Λ+ diag
{
[P
[j]
[j]](ω)|j ∈ N
}
.(5.20)
As we all known, the crucial of KAM iteration is to estimate the solution G of homological
equation (5.18) . In order to deal with the notorious small divisor problem, it is necessary to
impose some non-resonance condition on the eigenvalue of diagonal operator Λ.
Denoting (λj,v)v=1,2 as the eigenvalues of the 2× 2 block Λj , we define the non-resonance
set Ωk+1α (ω) at the k + 1
th step reducibility,
(5.21) Ωk+1α :=
{
ω ∈ Ωkα : |ω · ℓ+ λ
k
i,v − λ
k
j,v′ | ≥
α
N τk 〈i〉
σ〈j〉σ
∀i, j ∈ N, |ℓ| ≤ Nk, v, v
′ = 1, 2, (ℓ, i, j) 6= (0, i, i).
}
In the following lemmas, we will estimate the solution Gk+1 of equation (5.18) and the new
perturbation Pk+1 in the KAM procedure.
5.2. The homological equation.
Lemma 5.4. For any ω ∈ Ωk+1α and s ∈ [s0,S − β], the homological equation
(5.22) ω · ∂θG
k+1 + i[Λk,Gk+1] = ΠNkP
k − diag[Pk]
has a solution Gk+1 defined on Ωk+1α with
(5.23) ‖Gk+1‖s,Lips∓m,s∓m . N
2τ+2σ+2
k ‖P
k‖s,Lips−m,s+m,
(5.24) ‖Gk+1‖s+β,Lips+β∓m,s+β∓m . N
2τ+2σ+2
k ‖P
k‖s+β,Lips+β−m,s+β+m.
Proof. For notation simplicity, we rename Λk,Gk+1,Pk,λ
(k)
i ,Nk as Λ,G,P,λi,N . Consider-
ing the matrix representation and Fourier coefficients of these linear operator, the homological
equation (5.22) is equivalent to
(5.25)
iω · ℓGˆ
[j]
[i] (ℓ) + iΛjGˆ
[j]
[i] (ℓ)− iGˆ
[j]
[i] (ℓ)Λi = Pˆ
[j]
[i] (ℓ), ∀0 < |i− j| < N , |ℓ| < N , (ℓ, i, j) 6= (0, i, i).
and Gˆ
[i]
[i](0) = 0.
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From (5.21) and prop 8.7, for any |i− j| < N , one has
‖Gˆ
[j]
[i] (ℓ)‖ .
‖Pˆ
[j]
[i] (ℓ)‖N
τ 〈i〉σ〈j〉σ
α
. α−1‖Pˆ
[j]
[i] (ℓ)‖N
τ 〈j〉σ(〈j〉σ + |i− j|σ)
. α−1‖Pˆ
[j]
[i] (ℓ)‖N
τ 〈j〉σ(〈j〉σ +Nσ)
. α−1‖Pˆ
[j]
[i] (ℓ)‖N
τ+σ〈j〉2σ.
(5.26)
From the definition of the norm ‖ · ‖ss+m,s+m, we can get(
‖G‖ss+m,s+m
)2
=
∑
ℓ∈Zd,h∈N
〈ℓ,h〉2s sup
h∈N
‖G
[j]
[i] (ℓ)‖
2〈j〉−2m〈i〉2m(5.27)
. α−2N2σ+2τ
∑
ℓ∈Zd,h∈N
〈ℓ,h〉2s sup
h∈N
‖Pˆ
[j]
[i] (ℓ)‖
2〈i〉2m〈j〉2σ〈j〉−2m(5.28)
. α−2N2σ+2τ
∑
ℓ∈Zd,h∈N
〈ℓ,h〉2s sup
h∈N
‖Pˆ
[j]
[i] (ℓ)‖
2〈i〉2m〈j〉2m(5.29)
. α−2N2σ+2τ
(
‖P‖ss−m,s+m
)2
(5.30)
The inequality (5.29) is valid, because σ ≤ m and 4σ − 2m ≤ 2m. By the same way, we also
have (
‖G‖ss−m,s−m
)2
. α−2N2σ+2τ
(
‖P‖ss−m,s+m
)2
.
There is no difference in estimating the norm of ‖G‖s+βs+β∓m,s+β∓m with ‖G‖
s
s∓m,s∓m.
Regarding the Lipschitz semi-norm ofG, we introduce the difference operator ∆. Given the
operator G of ω, set ∆G = G(ω1) −G(ω2). Applying the difference operator ∆ to equation
(5.25), we have
iω · ℓ(∆G
[j]
[i] (ℓ)) + jΛj(∆G
[j]
[i] (ℓ))− i(∆G
[j]
[i] (ℓ))Λi =∆(P
[j]
[i] (ℓ))− i∆ω · ℓG
[j]
[i] (ℓ)
+ i(∆Λj)G
[j]
[i] (ℓ)− iG
[j]
[i] (ℓ)(∆Λi).
(5.31)
Applying prop 8.7 again, we have
‖∆G
[j]
[i] (ℓ)‖
|∆ω|
.
N τ 〈i〉σ〈j〉σ
α
(‖∆P[j][i] (ℓ)‖
|∆ω|
+ ‖G
[j]
[i] (ℓ)‖〈ℓ〉+ ‖G
[j]
[i] (ℓ)‖〈i+ j〉
)
(5.32)
.
N τ 〈i〉σ〈j〉σ
α
‖∆P
[j]
[i] (ℓ)‖
|∆ω|
+
N2τ+1〈i〉2σ+1〈j〉2σ+1
α2
‖Pji (ℓ)‖.(5.33)
Now, we can get
(5.34)
‖∆G‖ss∓m,s∓m
|∆ω|
.
N τ+σ
α
‖∆P‖ss−m,s+m
|∆ω|
+
N2τ+2σ+2
α2
‖P‖ss−m,s+m
It is similar to consider
‖∆G‖s+β
s+β∓m,s+β∓m
|∆ω| . Respectively, we can get (5.23) and (5.24).

Next, we consider the new perturbation Pk+1.
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Lemma 5.5. The new perturbation Pk+1 is defined on Ωk+1α , and satisfies the following quan-
tities bounds:
(5.35) ‖Pk+1‖s,Lips−m,s+m ≤ C
(
N−βk ‖P
k‖s,Lips−m,s+m +N
2τ+2σ+2
k (‖P
k‖s,Lips−m,s+m)
2
)
,
(5.36)
‖Pk+1‖s+β,Lips+β−m,s+β+m ≤ C
(
‖Pk‖s+β,Lips+β−m,s+β+m +N
2τ+2σ+2
k ‖P
k‖s,Lips−m,s+m‖P
k‖s+β,Lips+β−m,s+β+m
)
.
C is a constant depending on s,m,σ, τ .
Proof. Recall the definition of Pk+1, we have
Pk+1 = Π⊥NkP
k +
∫ 1
0
eisG
k+1
[Gk+1,Pk]e−isG
k+1
ds(5.37)
+
∫ 1
0
ds
∫ s
0
eisG
k+1
[Gk+1, ΠNkP
k − [Pk]]e−isG
k+1
ds.(5.38)
The Lemma 3.3 implies that
(5.39) ‖Π⊥NkP
k‖s,Lips−m,s+m ≤ N
−β
k ‖P
k‖s+β,Lips+β−m,s+β+m.
From Lemma 3.7 and (5.23), we can get
(5.40) ‖[Gk+1,Pk]‖s,Lips−m,s+m . N
2τ+2σ+2
k
(
‖Pk‖s,Lips−m,s+m
)2
,
and
(5.41) ‖[Gk+1,Pk]‖s+β,Lips+β−m,s+β+m . N
2τ+2σ+2
k ‖P
k‖s,Lips−m,s+m‖P
k‖s+β,Lips+β−m,s+β+m.
The estimation of [Gk+1, ΠNkP
k − [Pk]] is no difference from [Gk+1,Pk]. Summing up the
contribution of these operators and following the spirit of Lemma 3.8, we can obtain (5.35)
and (5.36) respectively. 
5.3. Proof of reducibility theorem.
5.3.1. Iterative lemma.
The proof of the reducibility theorem 5.3 is depending on the following iterative lemma.
Some constants should be fixed before the following lemma. Given τ > d,σ > 1, we fix
(5.42) m = 2σ + 2, α = 6τ + 6σ + 7, β = α+ 1.
Moreover, we fix the scale on which we perform the reducibility scheme as
(5.43) Nk = (N0)
( 32 )
k
, ∀k ∈ N , N−1 = 1.
Proposition 5.6. Let s ∈ [s0,S − β], if there exists a constant c0(s, d) big enough such that
(5.44) ǫN c00 ≤
1
2
,
then we can recursively define a family of non-resonance set {Ωk}k≥0. For any ω ∈ Ωk, we
can iteratively define a Lipschitz family linear operator
(5.45) Lk = iω · ∂θ −Λ
k −Pk, k ≥ 0,
such that the followging items hold true for any k ≥ 0:
A:There exists a Lipschitz family transformation operator e−iG
k+1
defined on Ωk+1, which
conjugate the linear operator Lk to
(5.46) Lk+1 = e
iGk+1Lke
−iGk+1.
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Moreover, for any s ∈ [s0,S − β]
(5.47) ‖Gk+1‖s,Lips±m,s±m ≤ C⋆N
2τ+2σ+2
k N
−α
k−1ǫ.
B: Λk+1 is 2×2 block diagonal and time independent. Denoting (λk+1j,v )v=1,2 as the eigenvalues
of block Λk+1j , for any ω ∈ Ωk+1, there exists a positive constant c0 such that
(5.48) |λk+1i,v − λ
k+1
j,v′ | ≥
c0
2
|i− j|, ∀i 6= j, v, v′ = 1, 2,
and
(5.49) |λk+1j,v |
lip ≤ ‖Λk+1j ‖
lip ≤
1
4
.
C:For any s ∈ [s0,S − β], the perturbation Pk+1 defined on Ωk+1, and satisfies
(5.50) ‖Pk+1‖s,Lips−m,s+m ≤ C∗N
−α
k ǫ
(5.51) ‖Pk+1‖s+β,Lips+β−m,s+β+m ≤ C∗Nk
The constant C∗ is depending on m,σ, τ , s, d.
Proof. We prove this proposition by induction.
From the assumption (A1) and (A2), the conditions (A),(B),(C) are valid for n = 0.
Hence, we assume that conditions (A),(B),(C) hold for 1 ≤ n ≤ k. We prove that they also
hold for n = k + 1.
From Lemma 5.4, for any s ∈ [s0,S − β] and ω ∈ Ωk+1, we have
‖Gk+1‖s,Lips∓m,s∓m ≤N
2τ+2σ+2
k ‖P
k‖s,Lips−m,s+m(5.52)
≤C⋆N
2τ+2σ+2
k N
−α
k−1ǫ.(5.53)
Hence, the condition (A) holds true for n = k + 1.
From Lemma 5.5, for any s ∈ [s0,S − β] and ω ∈ Ωk+1, one gets
‖Pk+1‖s,Lips−m,s+m ≤ C
(
N−βk ‖P
k‖s,Lips−m,s+m +N
2τ+2σ+2
k (‖P
k‖s,Lips−m,s+m)
2
)
(5.54)
≤ CC∗N
−α
k−1Nkǫ+ CC
2
∗N
−2α
k−1N
2τ+2σ+2ǫ2(5.55)
≤ C∗N
−α
k ǫ,(5.56)
provided
2CNα−βk Nk−1 ≤ 1, 2CN
−2α
k−1N
α+2τ+2σ2ǫ ≤ 1.
These conditions can be verified by (5.42) and (5.43). Furthermore, we have
‖Pk+1‖s+β,Lips+β−m,s+β+m ≤ C
(
‖Pk‖s+β,Lips+β−m,s+β+m +N
2τ+2σ+2
k ‖P
k‖s,Lips−m,s+m‖P
k‖s+β,Lips+β−m,s+β+m
)(5.57)
≤ CC∗Nk−1ǫ+ CC∗N
2τ+2σ+2
k N
−α
k−1Nk−1ǫ
2(5.58)
≤ C∗Nkǫ,(5.59)
provided N0 is big enough.
Hence, the condition (C) is valid for n = k + 1.
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Regarding the new diagonal operator Λk+1 = Λk+diag[Pk], from prop 8.7, ∀i 6= j, one has
|λk+1i,v − λ
k+1
j,v′ | ≥ |λi,v − λj,v′ | −
( k∑
n=0
[(Pn)
[i]
[i]] +
k∑
n=0
[(Pn)
[j]
[j]]
)
≥ c0|i− j| − 2
k∑
n=0
‖Pn‖s,Lips−m.s+m
≥ c0|i− j| − 2C⋆
k∑
n=0
N−αn−1ǫ
≥
c0
2
|i− j|.
Since the Lipschitz variation of the eigenvalues of an Hermitian matrix is controlled by the
Lipschitz variation of the matrix, one has
|λk+1j,v |
lip ≤ ‖(Λk+1)
[j]
[j]‖
lip ≤
1
8
+
k∑
n=0
‖(Pn)
[i]
[i]‖
lip
≤
1
8
+ C⋆
k∑
n=0
N−αn−1ǫ ≤
1
4
.
Hence, the condition (B) is verified for n = k + 1. 
Morover, we need estimate the set of parameter excluded in the KAM process. Thus, we
need the following assertions.
5.3.2. Measure Estimates.
In this section, we show that the set excluded in the KAM iteration is asymptotic full
measure. In the iteration procedure, we have recursively defined the set {Ωk,α}, k ≥ 0, where
Ωk+1,α ⊆ Ωk,α, k ≥ 1.
Set Ω∞,α =
⋂∞
i=0Ωi,α, we prove the following assertions.
Theorem 5.7.
(5.60) meas(Ω0,α\Ω∞,α) ≤ Cα.
Since Ωk+1 ⊆ Ωk, k ≥ 0, we can decompose Ω0,α\Ω∞,α as
(5.61) Ω0,α\Ω∞,α =
∞⋃
k=0
(Ωk,α\Ωk+1,α).
The estimate of meas(Ωk,α\Ωk+1,α) is crucial. From the definition of Ωk, one has
Ωk\Ωk+1 ⊆
⋃
ℓ∈Zd,|ℓ|≤Nk
|i−j|≤Nk
⋃
(ℓ,i,j) 6=(0,j,j)
v,v=1,2
Rℓijvv′
and
Rℓijvv′ =
{
ω ∈ Ωk,α : |ω · ℓ+ λ
k
i,v − µ
k
j,v′ | ≤
α
N τk 〈i〉
σ〈j〉σ
}
.
Lemma 5.8.
meas(Ωk,α\Ωk+1,α) ≤ CαN
−1
k .
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Proof. If ℓ = 0 and i 6= j, we have
|λki,v − µ
k
j,v′ | ≥
c0
2
|i− j| ≥ α.(5.62)
Hence, R0ijvv′ is an empty set.
Regarding other cases, we consider the Lipschitz function g(ω)
g(ω) = ω · ℓ+ λki,v(ω)− λ
k
j,v′ (ω).
For any ℓ 6= 0, we write
(5.63) ω =
ℓ
|ℓ|
s+ ω1, ω1 ∈ R
d, ω1 · ℓ = 0,
and
g(s) = |ℓ| · s+ λki,v(ω(s))− λ
k
j,v′ (ω(s)).
From (5.49), we can obtain
(5.64) |g(s1)− g(s2)| ≥ (|ℓ| −
1
4
)|s1 − s2| ≥
1
2
|s1 − s2|,
which implies
(5.65) meas
{
s : gℓijvv′ (s) <
α
N τk 〈i〉
σ〈j〉σ
}
<
2α
N τk 〈i〉
σ〈j〉σ
By the Fubini theorem, we can get
(5.66) meas(Rℓijvv′ ) ≤
2α
N τk 〈i〉
σ〈j〉σ
.
Finally, we have
meas(Ωk,α\Ωk+1,α) ≤
∑
ℓ∈Zd,|ℓ|≤Nk
i,j∈N
∑
(ℓ,i,j) 6=(0,j,j)
v,v=1,2
meas(Rℓijvv′ )(5.67)
≤
∑
ℓ∈Zd,|ℓ|≤Nk
i,j∈N
8α
N τk 〈i〉
σ〈j〉σ
(5.68)
≤CN−1k α(5.69)

Proof. (Proof of Theorem 5.7) From Lemma 5.8, provided N0 big enough, we have
(5.70) meas(Ω0,α\Ω∞,α) ≤
∞∑
k=0
CN−1k α ≤ Cα.

From proposition 5.6 and Theorem 5.7, we can give a precise proof the reducibility theorem
5.3.
Proof. (Proof of Theorem 5.3) For any k ≥ 0, we can define a sequence linear operator
(5.71) Φk = e
−iG1 ◦ e−iG2 ◦ · · · eiGk
on the set Ωα,∞. The sequence of linear operator {Φk}k≥1 is converges to an invertible operator
Φ∞, and satisfies
(5.72) ‖Φ±∞ − Id‖
s,Lip
s±m.s±m ≤ C(s)N
2τ+2σ+2
0 ǫ.
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For any s′ ∈ [0,S − β] and s ∈ [s0,S − β], we have
(5.73) sup
θ∈Td
‖Φ±∞ − Id‖L(Hs′) ≤ ‖Φ
±
∞ − Id‖
s
s±m.s±m ≤ C(s)N
2τ+2σ+2
0 ǫ.
Passing the iterative lemma 5.6 to the limit, the operator L0 is conjugated to
L∞ = iω · ∂θ −Λ
∞
where Λ∞ is a θ independent, block diagonal, Hermitian operator. 
6. Proof of main results
Proof. (Proof of Theorem 2.6).Considering the composition operator
(6.1) N (θ) = e−iB0(θ) ◦ · · · e−iBM−1(θ) ◦ Φ∞(θ)
defined on Ω∞,α. From Theorem 5.7 and prop 4.6, one gets
(6.2) meas(Ω\Ω∞,α) ≤ meas(Ω\Ω0,α) +meas(Ω0,α\Ω∞,α) ≤ Cα.
The coordinate changes u = N (θ)v transforms the equation (1.1) to
(6.3) i∂tv = Λ
∞v
where Λ∞ = K +Q+ Z.
From Lemma 8.1 and Theorem 5.7, for any s ≥ 0, there exists a finite constant C0 such
that
(6.4) sup
θ∈Td
‖N (θ)‖L(Hs) ≤ ‖e
−iB0(θ) ◦ · · · e−iBM1(θ)‖L(Hs)‖Φ∞(θ)‖L(Hs) ≤ C0
and
(6.5) sup
θ∈Td
‖N−1(θ)‖L(Hs) ≤ ‖Φ
−1
∞ (θ)‖L(Hs)‖e
iB0(θ) ◦ · · · eiBM1(θ)‖L(Hs) ≤ C0.
Hence, the theorem 2.6 is proved. 
7. Appendix A
For the convenience of reader, we emphasize the distinction of reducibility theorem 5.3 that
we proved on an irrational torus Tβ and a tours T.
The difference in functional space:
The Sobolev space Hr(Tβ) defined by
(7.1) Hr(Tβ) :=

 u =
∑
ξ∈Z
uˆ(ξ)ei
x
β
·ξ :
∣∣∣∣∣∣ ‖u‖2Hr(T) :=
∑
ξ∈Z
〈ξ〉2r uˆ(ξ)2 <∞

 .
Similarly, we can define the pseudo-differential operator on the irrational torus.
Definition 7.1. Given m ∈ R, a function a(x, ξ) ∈ C∞(Tβ × Z) is called a symbol of class
Sm if for any α,β ∈ N, there exists Cα,β > 0 such that∣∣∂αx∆βa(x, ξ)∣∣ ≤ Cα,β 〈ξ〉m−β , ∀(x, ξ) ∈ Tβ × Z .
Definition 7.2. Given a symbol a ∈ Sm, we called Op(a) is its associated pseudo-differential
operator if for any u ∈ L2(Tβ)
(7.2) Op(a)[u](x) =
∑
ξ∈Z
a(x, ξ)uˆ(ξ)ei
x
β
·ξ.
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Since the space tours has been introduced as a new parameter, the pseudo-differential
operator W(ωt) changes with the parameter. We should establish an equivalence relation
between pseudo-differential operators on different irrational torus, and prove that this relation
does not change with algebraic operation.
Definition 7.3. Given two symbol a ∈ C∞(Tβ1 ×Z), b ∈ C
∞(Tβ2 ×Z), we call the associated
pseudo-differential operators Op(a) and Op(b) in the same class, if
(7.3) a(x, ξ) = b(
β2
β1
x, ξ),
namely, a ≈ b.
Remark 7.4. Given two pseudo-differential operators Op(a) and Op(b) in the same class, if
c(x) ≈ d(x), we have
(7.4) Op(a)[c](x) ≈ Op(b)[d](x).
Lemma 7.5. Given the following four symbol, a, b ∈ C∞(Tβ1 × Z) and c, d ∈ C
∞(Tβ2 × Z).
If a ≈ c and b ≈ d, the composition of pseudo-differential operators Op(a) ◦Op(b) and Op(c) ◦
Op(d) are in the same class.
Proof. Notice that Op(a) ◦Op(b) = Op(a♯b), one gets
(7.5) a♯b(x, ξ) =
∑
j∈Z
a(x, ξ + j)bˆ(j)ei
x
β1
·j .
Also, let Op(c) ◦Op(d) = Op(c♯d), we have
(7.6) c♯d(x, ξ) =
∑
j∈Z
c(x, ξ + j)dˆ(j)e
i x
β2
·j
.
From definition 7.3, b ≈ d implies that bˆj(ξ) = dˆj(ξ). Finally, we can get
(7.7) a♯b(x, ξ) ≈ c♯d(x, ξ).

The difference in reduce the order of perturbation:
The equation (2.11) can be rewritten as
(7.8) i∂tu = v · Ku+Q(ωt)u+ εW(ωt)[u],
where Keij·
x
β = |j|eij·
x
β , v = 1
β
∈ [1, 2]. Q is a pseudo-differential operator of −1 order, and
Qeij
x
β =
c(m, v, j)
〈j〉
eij·
x
β ,
where
|c(m, v, j)|Lip ≤
1
4
, ∀j ∈ N, 0 < m <
1
4
, v ∈ [1, 2].
Moreover, we define a new parameter set Ω˜0,α ∈ [1, 2]d+1, where
(7.9) Ω˜0,α =
{
ω˜ = (ω, v) ∈ [1, 2]d+1 : |ω · ℓ+ v · k| ≥
α
(|ℓ|+ |k|)d+1
, ∀(ℓ, k) ∈ Zd+1 \ {0}
}
.
The Lemma 4.3 can be replaced by the following lemma.
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Lemma 7.6. Let W be an Hermitian operator and belongs to Lip(Ω˜0,α,C∞(Td,OPSη)), η ≤
1. Then, the homological equation
(7.10) ω · ∂θB + i[v · K,B] =W − 〈W〉
with
(7.11) 〈W〉 :=
1
(2π)d+1
∫
Td
∫
T
eiκ·KWe−iκ·Kdκdθ
has a solution B ∈ Lip(Ω˜0,α,C∞(Td,OPSη)). Moreover, the operator B is an Hermitian
operator too.
Proof. The proof is almost the same with Lemma 4.3. The only change is the homological
equation (7.10) is equivalent to
(7.12) i(ω · ℓ+ v · k)Bˆℓ,k = Wˆℓ,k, (ℓ, k) 6= (0, 0).
Hence, we can obtain the conclusion by the same way with Lemma 4.3. 
From Lemma 7.5 and Lemma 7.6, we can repeat the process of Theorem 4.4 without sig-
nificant changes. Fix the number M as
M = 1 + 4m.
After M steps of regularization, the original equation (7.8) is transformed to
(7.13) iω · ∂θu = Λ0u+P0u,
where Λ0 = K + Q + εZM and P0 = εWM . Denoting (µj,n)n=1,2 as the eigenvalue of the
block (Λ0)
[j]
[j], it has the asymptotic expression
(7.14) µj,n = v|j|+ z(j,m, v) + pj,n(ω˜),
where |z(j,m, v)|Lip ≤ 14 and |pj,n|
lip ≤ Cε.
The difference in KAM reducibility:
After finite times KAM iteration, the equation (7.13) is converted to
(7.15) iω · ∂θu = Λ
ku+Pku.
Furthermore, denoting (µkj,n)n=1,2 as the eigenvalues of the block (Λ
k)
[j]
[j], it has the asymptotic
expression
(7.16) µkj,n = v|j|+ z(j,m, v) + p
k
j,n(ω˜),
where |pkj,n|
lip ≤ C(ǫ+ ε).
Hence, we can define the non-resonance set Ω˜k+1α (ω˜) at the k + 1
th step reducibility.
Ωk+1α :=
{
ω˜ ∈ Ω˜kα :|ω · ℓ+ µ
k
i,n − µ
k
j,n′ | ≥
α
N τk 〈i〉
σ〈j〉σ
∀i, j ∈ N, |ℓ| ≤ Nk, n,n
′ = 1, 2, (k, i, j) 6= (0, i, i)
}
.
(7.17)
Remark 7.7. In the proof of Lemma 5.7, we should ensure that the gap of eigenvalues greater
than some constant. Thus, the conditions (C2) is indispensable. However, by introducing
space torus β as new parameter, there are some new phenomenons.
Lemma 7.8.
meas(Ωk,α\Ωk+1,α) ≤ CαN
−1
k .
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Proof. Considering the Lipschitz function g(ω˜),
(7.18) g(ω˜) = ω · ℓ+ µki,n − µ
k
i,n′ = ω˜ · (ℓ, i− j) + z(i, v)− z(j, v) + p
k
i,n(ω˜)− p
k
j,n′(ω˜).
For any (ℓ, i− j) 6= 0, we can write
(7.19) ω =
ℓ, i− j
|(ℓ, i− j)|
s+ ω1, ω1 ∈ R
d+1, ω1 · (ℓ, i− j) = 0,
and
g(s) = |(ℓ, i− j)|s+ z(i, v(s))− z(j, v(s)) + pki,n(ω˜(s)) − p
k
j,n′(ω˜(s)).
Subsequently, we have
|g(s1)− g(s2)| ≥|(ℓ, i− j)||s1 − s2| −
(
|z(i, v(s1))− z(i, v(s2))|+ |z(j, v(s1))− z(j, v(s2))|
)
−
(
|pki,n(ω˜(s1))− p
k
i,n(ω˜(s2))|+ |p
k
j,n′(ω˜(s1))− p
k
j,n′(ω˜(s2))|
)
≥(1 −
1
2
− Cε)|s1 − s2| ≥
1
4
|s1 − s2|.
(7.20)
which implies
(7.21) meas
{
s : gℓijvv′ (s) <
α
N τk 〈i〉
σ〈j〉σ
}
<
4α
N τk 〈i〉
σ〈j〉σ
.
The rest of proof is the same as Lemma 5.7. 
8. Appendix B
8.1. Properties of pseudo-differential operators.
Lemma 8.1. Let η < 1 and G ∈ C∞(Td,OPSη) be such that G(θ) +G∗(θ) = 0 and let etG
be the flow of the autonomous PDE
∂tu = G(t)u, t ∈ [−1, 1]
1: ∀σ > 0, etG ∈ L(Hσ).
2: ∀σ > 0, ∀α ∈ Nn, ∂αθ e
tG(θ) ∈ L(Hσ, Hσ−η|α|).
3: If G ∈ Lip(Ω,C∞(Td,OPSη)); ∂αθ e
tG(θ,ω) ∈ Lip(Ω,L(Hσ , Hσ−η(|α|+1))), ∀σ > 0.α ∈ Nd.
Proof. The item 1 is well known, and can be found in [29]. Items 2 and 3 follow as in Lemma
A.3 in [11]. 
Remark 8.2. Let A(θ) ∈ Lip(Ω,C∞(Td,OPSm)) and G ∈ Lip(Ω,C∞(Td,OPSη)) with η < 1.
If ∀j ∈ N, we define
Ad0GA = A, Ad
j+1
G A = [G,Ad
j
G],
then AdjGA ∈ Lip(Ω,C
∞(Td,OPSm−j(1−η))).
Lemma 8.3. Let A(θ) ∈ Lip(Ω,C∞(Td,OPSm)) and G ∈ Lip(Ω,C∞(Td,OPSη)) with η < 1
such that G(θ) +G∗(θ) = 0. Then
(8.1) etGAe−tG ∈ Lip(Ω,C∞(Td,OPSm)).
Proof. This is a simple version of Egorov theorem. The details of proof can be found in
[29]. 
Remark 8.4. From Theorem A.0.9 in [29], one has that if A(θ) ∈ Lip(Ω,C∞(Td,OPSm)),
then ∀α ∈ N,
eiκ·KAe−iκ·K, ∂ακ (e
iκ·KAe−iκ·K) ∈ Lip(Ω,C∞(Td,OPSm
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In the next Proposition, we essentially prove that pseudo-differential operators as in Defini-
tion 2.2 have matrix presentation, which belong to the classesMs,Lips,s extended from Definition
3.5.
Proposition 8.5. Let F ∈ Lip(Ω,C∞(Td,OPSµ)). For any s > d+12 , the matrix of the
operator 〈D〉γF〈D〉ζ , γ+ ζ +µ ≥ 0 belongs to Ms,Lips,s . Moreover, there exists σ > 0, such that
(8.2) ‖〈D〉γF〈D〉ζ‖s,Lips,s ≤ C χ
0,Lip
s+σ,s+σ(F ).
Proof. We start by proving the case γ = ζ = 0. Fix s > d+12 , for any m,n ∈ Z, we have
Fˆnm(ℓ) =
1
(2π)d
∫
Tn+1
Fˆ(ℓ)[eimx]e−inxdx(8.3)
=
1
(2π)d+1
∫
Td+1
f(ℓ,x,m)ei(m−n)xdx.(8.4)
For the case m 6= n. Integrating by parts s˜ times in x, with s˜ = ⌊s⌋ + 2, one gets for any
n,m ∈ N, n 6= m, ℓ ∈ Zd,
(8.5) ‖Fˆ
[n]
[m](ℓ)‖L(L2) ≤ sup
|k|=m,|k′ |=n
|Fˆk
′
k (ℓ)| ≤
1
|m− n|s˜
χ0s˜(Fˆ(ℓ))
For the case m = n, we can prove ‖Fˆ
[n]
[n](ℓ)‖L(L2) ≤ χ
0
s˜(Fˆ(ℓ)) in a similar way. Thus, we can
get
(8.6) ‖F‖ss,s ≤ Cχ
0
s˜,s(F) ≤ C
∗χ0s˜,s˜(F).
For the other cases, the operator 〈D〉γF〈D〉ζ belongs to Lip(Ω,C∞(Td,OPS0)), so we have
(8.7) ‖〈D〉γF〈D〉ζ‖ss,s ≤ C
∗χ0s˜,s˜(〈D〉
γF〈D〉ζ) ≤ Cmχµs˜,s˜(F).

8.2. Properties of Hermitian matrix.
In this section, we recall some well known facts about Hermitian operator in the finite
dimension Hilbert space H. Let H be a finite dimensional Hilbert space of dimension n
equipped by the inner product (, )H. For any Hermitian operator A, we order its eigenvalues
as spec(A) := λ1(A) ≤ λ2(A) ≤ · · · ≤ λn(A).
Proposition 8.6. (Weyl’s Perturbation Theorem) Let A and B be Hermitian matrices. Then
(8.8) |λk(A)− λk(B)| ≤ ‖A− B‖L2(H), ∀k ∈ 1, · · · ,n.
Proof. The proof can be found in Theorem III.2.1 [12]. 
Proposition 8.7. Let A and B be Hermitian matrices, and let δ = dist(σ(A),σ(B)). Then
the solution X of the equation AX −XB = Y satisfies the inequality
(8.9) ‖X‖L2(H) ≤
C
δ
‖Y ‖L2(H).
Proof. The proof can be found in Theorem VII.2.8[12]. 
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