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Abstract
Abstract
Mobile communications technology has increasingly become integrated into modem day life and 
the rate of this integration is growing rapidly. However, many mobile devices including personal 
digital assistants (PDA) and mobile phones are predominantly passive, lacking a facility for 
automated information handling. For example, a mobile phone cannot automatically detect a 
user’s context and react to support that situation.
In this thesis, we present a context aware system that automatically detects mobile users’ activity 
context through information gathered from a mobile phone. The thesis contains two main 
contributions: the development of the context prediction model and the implementation of a 
context aware system. The development o f the context prediction model involves the use of 
Bayesian networks to solve the uncertainty regarding a user current activity, along with the 
prediction of possible future activities. A Bayesian probabilistic network is a comprehensive 
probabilistic computational framework for reasoning under conditions of uncertainty. In this 
research, we utilise Bayesian networks as a modelling tool to support context reasoning and 
activity prediction within the context aware domain.
A further contribution of this work is the development of a real world context aware system based 
upon our above theoretical contribution. A Sony Ericsson P910i mobile phone alongside a context 
aware engine server has been implemented to demonstrate the theoretical principles. The mobile 
phone is used to capture contextual information from a user and interact with the context engine 
server. Using a probabilistic approach and uncertainty metric, the Bayesian context prediction 
network (which is located on the context engine server) predicts a user’s likely activity, and 
contextual information is provided to the user via their mobile phone. A dataset o f real-life user 
activities has been collected to evaluate the accuracy of the predicted activities. The results o f the 
evaluation demonstrated encouraging levels o f accuracy for this approach.
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Chapter 1 Introduction
1 Introduction
“Intelligence is of the essence in warfare — it is what the armies depend upon in their every 
move... To be reliable, information must be firsthand... There is thus an important relationship 
between intelligence and timing”
The Art o f War by Sun-tzu.
Intelligence is having ability to gain, apply and reason over knowledge and skills especially o f a 
high degree (Oxford Dictionary). Artificial intelligence is an active research field that has been 
working towards designing and developing artificially intelligent devices. One purpose of an 
artificially intelligence device is to act and perform a task automatically. More importantly, an 
artificial intelligence device should have the ability to perform reasoning and decision making 
under uncertainty, learning from knowledge and solving problems efficiently on behalf of 
humans. In order for a device to act intelligently and be useful to humans, an intelligent device 
needs to understand the context of a situation.
Recently, context awareness has been a popular research topic in artificial intelligence (Al). 
Context-awareness has attracted a wide range of investigation and research especially in mobile 
communication technologies. Mobile communication devices with context aware features are 
becoming more and more popular and widely accepted. It has received a great deal o f attention 
because people can see that services that may potentially be provided w ill be useful and 
meaningful. Mobile devices with context aware features are used to enhance the user’s everyday 
experience of activity, time and place. Like many emerging technologies, context-aware mobile 
devices have the potential to have an immense impact on other future technologies.
In this research, we are interested in using Bayesian networks to support context aware mobile 
devices. The objective is to develop a context aware system that can detect a mobile user’s every 
day activities. A mobile device is used to collect and gather contextual information from a user. 
Bayesian networks are then used to support context recognition and perform activity context 
prediction based on collected contextual information from the mobile device.
11
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1.1 Applications of Context Aware
A wide range o f context aware applications have been developed over the last decade. There are 
different fields of interest that apply the concept of context awareness for different purposes, 
which include:
• Tourisms CyberGuide (Abowd et al. 1997) and G UIDE (Cheverst et al. 2000) are a 
collection o f intelligent tour guides which provide information to tourist based on 
knowledge o f their position and orientation.
• Office Tools Office Assistant (Horvitz et al. 1998) is an intelligent context aware 
application that provides assistance to computer software users. It predicts what a user 
is doing and decides how it can help the user.
• Information Providers The Sticlc-e document (Brown 1996) application provides 
information to a user based upon their context and available information. A message is 
triggered when a user’s context matches an available document.
• Location Service Providers comMotion (Marmasse and Schmandt 2000) is a context 
aware application which has predefined content associated to user’s locations and 
user-defined content which has the possibility to subscribe to Web content based on 
location also.
• Smart Environments Smart environment applications is designed to be included in
environments such as office buildings (Want et al. 1992), campuses (Griswold et al.
2003) and museums (Luyten et al. 2004). The purpose of the applications is to adapt 
user’s environment and provide contextual information, for example providing 
information about a museum exhibit based upon a user’s proximity.
However, less attention has been paid to real-time pervasive context aware applications which use
devices to directly understand a user’s context. Th is is because real time context awareness is very 
uncertain and requires very accurate and immediate information to respond with relevant and 
timely information. In this research, we aim to use a probabilistic approach to predict a mobile 
user’s activity dynamically when they are using a mobile device. Perhaps the most famous 
probabilistic method for dealing with uncertainty is Bayesian networks.
The purpose of this dissertation is to develop a Bayesian network for automated prediction of 
mobile users’ context. The aim is to determine how a Bayesian network can be applied to predict
12
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a person’s current as well as future activities based on the empirical content of diary data as well 
as data from activity detection technology.
1.2 Research Challenges and hypotheses
A complex environment coupled with a wide array o f possible actions creates many challenges in 
modelling a Bayesian network to predict human daily activity. Firstly, predicting a user’s activity 
involves a real-time situation where the user’s context is changing rapidly. A user’s context is 
changing every minute and the user is moving from one location to another location performing 
different types o f activities. However, there is good reason to attempt to predict what the future 
holds for us. It is our nature to attempt to control our everyday routine: to have food on the table 
tomorrow, to be prepared for meeting, to catch the train on time and so on. Secondly, different 
people undertake activities in different contexts, making it more complicated to predict a 
particular user’s context or activity that suites the user’s need. The following illustrates the 
challenges addressed in this thesis.
Dynamics of Context
Many researchers have been trying to define what context is. However, there is no solid definition 
that can describe what context is. Th is is because context itse lf is very extensive and more 
importantly, different applications have different environment for describing different contexts. 
To  address this some researchers have attempted to categorise context into different types. In 
(Mayrhofer et al. 2003), context is said to have many aspects that include geographical, physical, 
organisational, social, user, task, action, technological, and time.
User mobility
Unlike context aware applications that are designed for smart space where user’s activities are 
constrained in a physical space, context aware mobile applications face the problem of rapid 
changes o f contexts. The physical environment of a mobile user is very broad and unrestricted. 
Therefore, the changes of contexts for mobile applications may proceed quickly as the 
environment or location changes. The movement o f mobile user’s from a place to place involves 
many different contexts. For example, the activities of mobile user A in the morning involves 
having breakfast at home, driving to work, working, meeting and maybe having lunch just before 
afternoon.
13
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Uncertainty
Uncertainty is the most common problem for researches in developing context aware applications 
especially mobile context applications. The inherent dynamics o f mobile context aware 
applications cause activity prediction to be ambiguity, making it difficult for an application to 
recognise changes. Uncertainty issues related to context also lead to the problem of achieving 
accurate results. The accuracy o f context prediction influences the quality of results and also 
decides the usefulness o f the predicted context.
In this thesis, the above challenges are covered using different Bayesian probabilistic methods. 
The complexity of each problem is handled by breaking it down into independent sections to 
reduce difficulties. We propose the following hypothesis in order to recognise a user’s contextual 
environment and detect a user’s activity.
“A user’s physical context in terms o f activity can be determined through the use of Bayesian 
probabilistic reasoning in conjunction with knowledge o f past user activities. ”
1.3 Research Objective and Method
The aim o f this research is to validate the above hypothesis, where the objective is to know what a 
user is doing based on their environment. The following sub-objectives are explored and studied 
as a decomposition of the above primary objective.
• Development of models and methods to predict a mobile user’s activity
• Exploration o f Bayesian networks for activity reasoning and prediction
• Development of a learning mechanism to improve the accuracy o f context prediction
• The combination of the network, learning mechanism and implementation of a real-world 
mobile user environment
14
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What follows is a description o f where this work is positioned with regards to other work within 
the field o f context awareness. We illustrate approaches used by others which differ to the 
methods proposed in this work.
■ The main distinction between our research and others in the field o f context aware 
computing is that our study is not constrained to a user’s location. Many well known 
context aware applications (Abowd et al.1997), (Cheverst et al. 2000), (Flavia 2003.) 
have attempted to predict and determine a user‘s location and provide contextual 
information based on where they are. We argue that the activity a user is performing is 
more important than where they are. Th is is because a user can perform several different 
activities in one location. For example, a user is at home, but within the location o f inside 
the house, their activities can be cooking, listening to music, watching TV  or sleeping. 
From the example we can see that in a single location, a user’s activity can be greatly 
varied.
* Unlike other context prediction works, we do not focus on location detection technology
as GPS or W IF I to predict a user’s activity as the technology remains unreliable. For 
instance, GPS may not receive a signal inside a building and therefore may be 
unavailable. Furthermore GPS signals may also be weak in mountainous regions. 
Instead, we focus on predicting a user's activity and from knowing what they are doing 
where we infer the context from their location. Therefore, in this research our objective 
is focused on detennining what a user is doing and from the activity they are performing 
we can decide where their location is when they are performing the activity.
■ In addition, much context aware research is concentrated only on certain specific 
locations, such as museums (Luyten et al. 2004), tourist locations (Cheverst et al. 2000), 
office buildings (Want et al. 1992 ), campuses (Griswold et al. 2003) to name but a few. 
But in this research we have taken a brave step compared to these applications, we have 
no constraint on the places the user may go. As a consequence o f our focus on a user’s 
activity, rather than their location, consideration has to be given to many factors. Th is 
has posed a big challenge to this research which has made it more interesting and 
motivating.
15
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We use Bayesian networks as a modelling tool for computer-supported probabilistic modelling to 
develop applications with predictive user models to support mobile devices. Bayesian networks 
(BNs) are a popular and powerful tool for their ability to apply causal information for reasoning 
under uncertainty. Bayesian networks have proven to be a powerful framework for addressing 
challenges undertaken within this research. Because o f their flexible graphical modelling and 
simple formalism, Bayesian networks have been used in many areas for making intelligent 
decisions such as diagnosis.
According to Pearl (1988), Bayesian networks are currently the principal tools for representing 
probabilistic knowledge in entire fields of artificial intelligent. Bayesian networks are a robust 
probabilistic graphical modelling technique for reasoning under conditions o f uncertainty. Due to 
its formalism, Bayesian networks have recently been a popular and important tool in many areas 
of artificial intelligence and commercial technology.
“Google is already using these techniques (Bayesian networks) to find and take advantage of 
patterns of interconnections between Web pages.
Bill Gates has been quoted as saying that expertise in Bayesian networlcs is an essential part of 
Microsoft's competitive advantage, particularly in such areas as speech recognition. (Bayesian 
networlcs now pervade Microsoft Office.)
Recently, the MIT Technology Review named Bayesian networlcs as one o f the top ten emerging 
technologies. ” Source from Pascal Vontobel( 2005).
In this research, Bayesian networks are used to perform context reasoning and make prediction 
regarding a user’s daily activity. Our work exploits Bayesian networks to support the 
development o f context aware mobile devices. Our research focuses on the investigation of 
different uses of Bayesian networks in order to predict a user’s activity accurately and therefore 
support the implementation of context aware mobile devices. The use of Bayesian networks to 
support context aware mobile devices has shown encouraging and motivating results.
The goal o f this dissertation is to develop a Bayesian network for automated prediction of mobile 
users’ context. The aim is to determine how Bayesian networks can be applied to predict a 
person’s current as well as future activities based on the empirical content o f diary data as well as 
data from activity detection technology. Bayesian networks are used as a basic graphical
16
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modelling tool to develop a network that combines knowledge of the user’s interest profile and 
their context. It is used to determine how current and future valuable information can be provided 
to the users based on their profile and current context. Furthermore, it is also used to investigate 
how adaptive devices and services can use knowledge about a user’s activities to benefit the user.
1.4 Research Contributions
Th is PhD research has been conducted as a collaboration between Philips Electronics U K  and the 
Computing Department o f University of Surrey. The contributions of my research are primarily 
fall into two main interrelated areas:
■ The modelling o f mobile user’s activity or context using Bayesian networks
■ The real implementation of a context aware engine and mobile device
1.4.1 Context Modelling and Prediction Using Bayesian networks
Bayesian networks have been modelled and built for handling and predicting a mobile user’s daily 
activity. For the purposes o f achieving our objectives in this research, we have modelled many 
different Bayesian networks for activity prediction. The modelling o f Bayesian networks has 
included static context prediction, dynamic context prediction in terms of a time series and also 
decision making for context information.
Static Bayesian Networks (BNs) In early Bayesian networks construction we modelled the 
mobile users’ activity as a single static Bayesian network. Although the network was able to 
perform the objectives o f our research by predicting the user’s activity accurately the joint 
distribution probability table of the networks was large. Despite the size o f the network, the 
performances o f the network were encouraging. The predicted results from the networks on 
average were correct. Therefore, we know that the basic causation o f Bayesian modelling and the 
study o f the problem domain were correct. So, more research was conducted with regards to the 
development of dynamic Bayesian networks.
Dynamic Bayesian Networks (DBNs) The modelling from static Bayesian networks to dynamic 
Bayesian networks was a significant break-through for this research. The modelling of Dynamic
17
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Bayesian networks not only reduces the size o f the probability table but also enhances the 
structure o f the network. Dynamic Bayesian networks, which also have a time-series analysis 
integrate well in our problem domain, where time is one of the main elements of our prediction. 
There are several significant advantages of moving from static Bayesian networks to dynamic 
Bayesian networks. Firstly , Dynamic Bayesian Networks provide continuous probabilistic 
prediction of user’s daily activity. Secondly, the amounts o f predicted contexts are reduced 
because of the structure o f time slices, where each time slices only correspondence to certain 
relevant context. Finally, Dynamic Bayesian Networks reduce the complexity o f the network’s 
structure where new variables can be easily added into the networks without affecting the 
probability table and also reduced the states of context.
Influence Diagrams (IDs) W ith the intention o f providing useful information to the user based 
on their context, we add the decision function and utility function into the Dynamic Bayesian 
networks. The decision function contains a lis t of relevant information but the decision for 
providing the most useful information is based on the utility value from the utility function. 
Based on user’s context we aim to provide the most relevant yet useful information to assist them 
in that context. Although the modelling o f the influence diagram is complete in this research, we 
have not implemented the function into the current system. Th is is because further research 
studies are needed to investigate on the usefulness and relevance of information to a user.
1.4.2 Implementation of Context Aware Mobile Device
The implementation of a context aware mobile device involves the development of a context 
engine server and application on a mobile device; in this case a Sony Ericsson P910. The purpose 
of this preliminary implementation is to test our context Bayesian networks within a real-life 
context. Knowing that the real-life experiments are usually difficult, the implementation w ill be a 
good challenge for this project.
The development of a context engine involves locating our Bayesian network within a server, 
with the development o f mobile device capable of exchanging messages with the context engine. 
The application on mobile device is built using Symbian and the programming language use on 
building Bayesian network are C++ and BNs C++ API. In order to send and receive messages 
over GPRS, C++ SOAP communication protocol is used to establish the communication channel 
between mobile device and context engine server.
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Abstract
Abstract
Mobile communications technology has increasingly become integrated into modem day life and 
the rate of this integration is growing rapidly. However, many mobile devices including personal 
digital assistants (PDA) and mobile phones are predominantly passive, lacking a facility for 
automated information handling. For example, a mobile phone cannot automatically detect a 
user’s context and react to support that situation.
In this thesis, we present a context aware system that automatically detects mobile users’ activity 
context through information gathered from a mobile phone. The thesis contains two main 
contributions: the development of the context prediction model and the implementation o f a 
context aware system. The development of the context prediction model involves the use of 
Bayesian networks to solve the uncertainty regarding a user current activity, along with the 
prediction of possible future activities. A Bayesian probabilistic network is a comprehensive 
probabilistic computational framework for reasoning under conditions o f uncertainty. In this 
research, we utilise Bayesian networks as a modelling tool to support context reasoning and 
activity prediction within the context aware domain.
A further contribution o f this work is the development of a real world context aware system based 
upon our above theoretical contribution. A Sony Ericsson P910i mobile phone alongside a context 
aware engine server has been implemented to demonstrate the theoretical principles. The mobile 
phone is used to capture contextual information from a user and interact with the context engine 
server. Using a probabilistic approach and uncertainty metric, the Bayesian context prediction 
network (which is located on the context engine server) predicts a user’s likely activity, and 
contextual information is provided to the user via their mobile phone. A dataset of real-life user 
activities has been collected to evaluate the accuracy of the predicted activities. The results o f the 
evaluation demonstrated encouraging levels o f accuracy for this approach.
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Chapter 1 Introduction
1 Introduction
“Intelligence is o f the essence in warfare -  it is what the armies depend upon in their every 
move... To be reliable, information must be firsthand... There is thus an important relationship 
between intelligence and timing ”
The Art o f War by Sun-tzu.
Intelligence is having ability to gain, apply and reason over knowledge and skills especially of a 
high degree (Oxford Dictionary). Artificial intelligence is an active research field that has been 
working towards designing and developing artificially intelligent devices. One puipose of an 
artificially intelligence device is to act and perform a task automatically. More importantly, an 
artificial intelligence device should have the ability to perform reasoning and decision making 
under uncertainty, learning from knowledge and solving problems efficiently on behalf of 
humans. In order for a device to act intelligently and be useful to humans, an intelligent device 
needs to understand the context of a situation.
Recently, context awareness has been a popular research topic in artificial intelligence (Al). 
Context-awareness has attracted a wide range o f investigation and research especially in mobile 
communication technologies. Mobile communication devices with context aware features are 
becoming more and more popular and widely accepted. It has received a great deal o f attention 
because people can see that services that may potentially be provided w ill be useful and 
meaningful. Mobile devices with context aware features are used to enhance the user’s everyday 
experience of activity, time and place. Like many emerging technologies, context-aware mobile 
devices have the potential to have an immense impact on other future technologies.
hi this research, we are interested in using Bayesian networks to support context aware mobile 
devices. The objective is to develop a context aware system that can detect a mobile user’s every 
day activities. A mobile device is used to collect and gather contextual information from a user. 
Bayesian networks are then used to support context recognition and perform activity context 
prediction based on collected contextual information from the mobile device.
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1.1 Applications of Context Aware
A wide range of context aware applications have been developed over the last decade. There are 
different fields of interest that apply the concept of context awareness for different purposes, 
which include:
• Tourisms CyberGuide (Abowd et al. 1997) and G UIDE (Cheverst et al. 2000) are a 
collection of intelligent tour guides which provide information to tourist based on 
knowledge o f their position and orientation.
• Office Tools Office Assistant (Horvitz et al. 1998) is an intelligent context aware 
application that provides assistance to computer software users. It predicts what a user 
is doing and decides how it can help the user.
• Information Providers The Stick-e document (Brown 1996) application provides 
information to a user based upon their context and available information. A message is 
triggered when a user’s context matches an available document.
• Location Service Providers comMotion (Marmasse and Schmandt 2000) is a context 
aware application which has predefined content associated to user’s locations and 
user-defined content which has the possibility to subscribe to Web content based on 
location also.
• Smart Environments Smart environment applications is designed to be included in 
environments such as office buildings (Want et al. 1992), campuses (Griswold et al.
2003) and museums (Luyten et al. 2004). The purpose o f the applications is to adapt 
user’s environment and provide contextual information, for example providing 
information about a museum exhibit based upon a user’s proximity.
However, less attention has been paid to real-time pervasive context aware applications which use
devices to directly understand a user’s context. Th is is because real time context awareness is very 
uncertain and requires very accurate and immediate information to respond with relevant and 
timely information. In this research, we aim to use a probabilistic approach to predict a mobile 
user’s activity dynamically when they are using a mobile device. Perhaps the most famous 
probabilistic method for dealing with uncertainty is Bayesian networks.
The purpose of this dissertation is to develop a Bayesian network for automated prediction of 
mobile users’ context. The aim is to determine how a Bayesian network can be applied to predict
12
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a person’s current as well as future activities based on the empirical content of diary data as well 
as data from activity detection technology.
1.2 Research Challenges and hypotheses
A complex environment coupled with a wide array of possible actions creates many challenges in 
modelling a Bayesian network to predict human daily activity. Firstly , predicting a user’s activity 
involves a real-time situation where the user’s context is changing rapidly. A user’s context is 
changing every minute and the user is moving from one location to another location performing 
different types o f activities. However, there is good reason to attempt to predict what the future 
holds for us. It is our nature to attempt to control our everyday routine: to have food on the table 
tomorrow, to be prepared for meeting, to catch the train on time and so on. Secondly, different 
people undertake activities in different contexts, making it more complicated to predict a 
particular user’s context or activity that suites the user’s need. The following illustrates the 
challenges addressed in this thesis.
Dynamics of Context
Many researchers have been trying to define what context is. However, there is no solid definition 
that can describe what context is. Th is is because context itse lf is very extensive and more 
importantly, different applications have different environment for describing different contexts. 
To  address this some researchers have attempted to categorise context into different types. In 
(Mayrhofer et al. 2003), context is said to have many aspects that include geographical, physical, 
organisational, social, user, task, action, technological, and time.
User mobility
Unlike context aware applications that are designed for smart space where user’s activities are 
constrained in a physical space, context aware mobile applications face the problem of rapid 
changes of contexts. The physical environment o f a mobile user is very broad and unrestricted. 
Therefore, the changes of contexts for mobile applications may proceed quickly as the 
environment or location changes. The movement of mobile user’s from a place to place involves 
many different contexts. For example, the activities o f mobile user A in the morning involves 
having breakfast at home, driving to work, working, meeting and maybe having lunch just before 
afternoon.
13
Chapter 1 Introduction
Uncertainty
Uncertainty is the most common problem for researches in developing context aware applications 
especially mobile context applications. The inherent dynamics o f mobile context aware 
applications cause activity prediction to be ambiguity, making it difficult for an application to 
recognise changes. Uncertainty issues related to context also lead to the problem o f achieving 
accurate results. The accuracy of context prediction influences the quality of results and also 
decides the usefulness of the predicted context.
In this thesis, the above challenges are covered using different Bayesian probabilistic methods. 
The complexity o f each problem is handled by breaking it down into independent sections to 
reduce difficulties. We propose the following hypothesis in order to recognise a user’s contextual 
environment and detect a user’s activity.
“A user’s physical context in terms of activity can be determined through the use of Bayesian 
probabilistic reasoning in conjunction with laiowledge o f past user activities. ”
1.3 Research Objective and Method
The aim of this research is to validate the above hypothesis, where the objective is to know what a 
user is doing based on their environment. The following sub-objectives are explored and studied 
as a decomposition of the above primary objective.
• Development o f models and methods to predict a mobile user’s activity
• Exploration of Bayesian networks for activity reasoning and prediction
• Development o f a learning mechanism to improve the accuracy o f context prediction
• The combination of the network, learning mechanism and implementation of a real-world 
mobile user environment
14
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What follows is a description o f where this work is positioned with regards to other work within 
the field of context awareness. We illustrate approaches used by others which differ to the 
methods proposed in this work.
* The main distinction between our research and others in the field o f context aware
computing is that our study is not constrained to a user’s location. Many well known 
context aware applications (Abowd et a l.l997), (Cheverst et al. 2000), (Flavia 2003.) 
have attempted to predict and determine a user's location and provide contextual 
information based on where they are. We argue that the activity a user is performing is 
more important than where they are. Th is is because a user can perform several different 
activities in one location. For example, a user is at home, but within the location o f inside 
the house, their activities can be cooking, listening to musie, watching TV  or sleeping. 
From the example we can see that in a single location, a user’s activity can be greatly 
varied.
■ Unlike other context prediction works, we do not focus on location detection technology
as GPS or W IF I to predict a user’s activity as the technology remains unreliable. For
instance, GPS may not receive a signal inside a building and therefore may be 
unavailable. Furthermore GPS signals may also he weak in mountainous regions. 
Instead, we focus on predicting a user's activity and from knowing what they are doing 
where we infer the context from their location. Therefore, in this research our objective 
is focused on determining what a user is doing and from the activity they are performing 
we can decide where their location is when they are performing the activity.
■ In addition, much context aware research is concentrated only on certain specific
locations, such as museums (Luyten et al. 2004), tourist locations (Cheverst et al. 2000), 
office buildings (Want et al. 1992 ), campuses (Griswold et al. 2003) to name but a few. 
But in this research we have taken a brave step compared to these applications, we have 
no constraint on the places the user may go. As a consequence o f our focus on a user’s 
activity, rather than their location, consideration has to be given to many factors. Th is 
has posed a big challenge to this research which has made it more interesting and 
motivating.
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We use Bayesian networks as a modelling tool for computer-supported probabilistic modelling to 
develop applications with predictive user models to support mobile devices. Bayesian networks 
(BNs) are a popular and powerful tool for their ability to apply causal information for reasoning 
under uncertainty. Bayesian networks have proven to be a powerful framework for addressing 
challenges undertaken within this research. Because o f their flexible graphical modelling and 
simple formalism, Bayesian networks have been used in many areas for making intelligent 
decisions such as diagnosis.
According to Pearl (1988), Bayesian networks are currently the principal tools for representing 
probabilistic knowledge in entire fields of artificial intelligent. Bayesian networks are a robust 
probabilistic graphical modelling technique for reasoning under conditions o f uncertainty. Due to 
its formalism, Bayesian networks have recently been a popular and important tool in many areas 
of artificial intelligence and commercial technology.
"Google is already using these techniques (Bayesian networlcs) to find and take advantage of 
patterns o f interconnections between Web pages.
Bill Gates has been quoted as saying that expertise in Bayesian networlcs is an essential part of 
Microsoft's competitive advantage, particularly in such areas as speech recognition. (Bayesian 
networks now pervade Microsoft Office.)
Recently, the MIT Technology Review named Bayesian networks as one o f the top ten emerging 
technologies. " Source from Pascal Vontobel( 2005).
In this research, Bayesian networks are used to perform context reasoning and make prediction 
regarding a user’s daily activity. Our work exploits Bayesian networks to support the 
development of context aware mobile devices. Our research focuses on the investigation of 
different uses o f Bayesian networks in order to predict a user’s activity accurately and therefore 
support the implementation o f context aware mobile devices. The use of Bayesian networks to 
support context aware mobile devices has shown encouraging and motivating results.
The goal o f this dissertation is to develop a Bayesian network for automated prediction o f mobile 
users’ context. The aim is to determine how Bayesian networks can be applied to predict a 
person’s current as well as future activities based on the empirical content o f diary data as well as 
data from activity detection technology. Bayesian networks are used as a basic graphical
16
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modelling tool to develop a network that combines knowledge of the user’s interest profile and 
their context. It is used to determine how current and future valuable information can be provided 
to the users based on their profile and current context. Furthermore, it is also used to investigate 
how adaptive devices and services can use knowledge about a user’s activities to benefit the user.
1.4 Research Contributions
Th is PhD research has been conducted as a collaboration between Philips Electronics U K  and the 
Computing Department o f University of Surrey. The contributions of my research are primarily 
fall into two main interrelated areas:
■ The modelling of mobile user’s activity or context using Bayesian networks
■ The real implementation o f a context aware engine and mobile device
1.4.1 Context Modelling and Prediction Using Bayesian networks
Bayesian networks have been modelled and built for handling and predicting a mobile user’s daily 
activity. For the purposes of achieving our objectives in this research, we have modelled many 
different Bayesian networks for activity prediction. The modelling o f Bayesian networks has 
included static context prediction, dynamic context prediction in terms o f a time series and also 
decision making for context information.
Static Bayesian Networks (BNs) In early Bayesian networks construction we modelled the 
mobile users’ activity as a single static Bayesian network. Although the network was able to 
perform the objectives o f our research by predicting the user’s activity accurately the joint 
distribution probability table of the networks was large. Despite the size of the network, the 
performances o f the network were encouraging. The predicted results from the networks on 
average were correct. Therefore, we know that the basic causation of Bayesian modelling and the 
study o f the problem domain were correct. So, more research was conducted with regards to the 
development of dynamic Bayesian networks.
Dynamic Bayesian Networks (DBNs) The modelling from static Bayesian networks to dynamic 
Bayesian networks was a significant break-through for this research. The modelling o f Dynamic
17
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Bayesian networks not only reduces the size of the probability table but also enhances the 
structure of the network. Dynamic Bayesian networks, which also have a time-series analysis 
integrate well in our problem domain, where time is one of the main elements of our prediction. 
There are several significant advantages o f moving from static Bayesian networks to dynamic 
Bayesian networks. Firstly, Dynamic Bayesian Networks provide continuous probabilistic 
prediction of user’s daily activity. Secondly, the amounts of predicted contexts are reduced 
because of the structure of time slices, where each time slices only correspondence to certain 
relevant context. Finally, Dynamic Bayesian Networks reduce the complexity o f the network’s 
structure where new variables can be easily added into the networks without affecting the 
probability table and also reduced the states of context.
Influence Diagrams (IDs) W ith the intention o f providing useful information to the user based 
on their context, we add the decision function and utility function into the Dynamic Bayesian 
networks. The decision function contains a lis t of relevant information but the decision for 
providing the most useful information is based on the utility value from the utility function. 
Based on user’s context we aim to provide the most relevant yet useful information to assist them 
in that context. Although the modelling of the influence diagram is complete in this research, we 
have not implemented the function into the current system. Th is is because further research 
studies are needed to investigate on the usefulness and relevance of information to a user.
1.4.2 Implementation of Context Aware Mobile Device
The implementation o f a context aware mobile device involves the development o f a context 
engine server and application on a mobile device; in this case a Sony Ericsson P910. The purpose 
of this preliminary implementation is to test our context Bayesian networks within a real-life 
context. Knowing that the real-life experiments are usually difficult, the implementation w ill be a 
good challenge for this project.
The development of a context engine involves locating our Bayesian network within a server, 
with the development of mobile device capable of exchanging messages with the context engine. 
The application on mobile device is built using Symbian and the programming language use on 
building Bayesian network are C++ and BNs C++ API. In order to send and receive messages 
over GPRS, C++ SOAP communication protocol is used to establish the communication channel 
between mobile device and context engine server.
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As shown in figure 1.1, a user’s context is captured by the context aware mobile phone and is 
send to the context engine to retrieve the most likely activity. Once the context engine received 
the context data, it performs context reasoning and Bayesian prediction and then returns the most 
likely activities to the phone. At the moment, our aim is to strike for the most accurate and precise 
prediction o f activities. Therefore, the purpose of returning the prediction of the most likely 
activities to the mobile phone is to check its accuracy. To be practical, we know that we can only 
achieve our aim o f providing useful and valuable contextual services and information to the user 
i f  the predicted activities are accurate and precise.
Bayesian
Context Engine prediction 
Server
Figure 1.1: The use of Bayesian networks for user’s activity prediction in context aware system
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1.5 Thesis Outline
The remainder of the thesis is organised as follows:
Chapter 2 reviews background information that is relevant to this research work. Firstly, we 
explain the fundamental understanding o f context awareness. Secondly, we present the literature 
about Bayesian networks.
Chapter 3 illustrates the domain problems, the research visions and context prediction using 
Bayesian networks. We present three Bayesian methods for modelling and prediction o f user’s 
context. The adaptation learning method is proposed to increase the accuracy of context 
predictions.
Chapter 4 describes the various developments o f context aware applications in this research. We 
discuss three different prototypes that are built for desktop applications. Following that, we 
present the hardware and software architecture for developing the context aware system.
Chapter 5 focuses on experiments for testing purposes. Experiments are conducted to test the 
prediction accuracy for the context aware system. Results obtained from the testing experiment 
are discussed and analysed.
Chapter 6 concludes the achievements of this research work and suggests future work.
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2 Literature Review
In this chapter we discuss the literature relevant to our study and methods that can be used to 
support our study in order to achieve the objectives outlined in chapter one. The purpose o f this 
chapter is to investigate recent research regarding the development o f context aware applications 
specifically in mobile devices.
We start the literature review by describing some of the general concepts o f context aware 
computing and define what context awareness is. Following this we review the methods we w ill 
use in developing a context aware mobile device. We take into account several probabilistic 
methods that are related to modelling and developing context aware applications. Therefore, this 
chapter is mainly divided into two main sections.
In the firs t section of this chapter, we describe the background information regarding context 
aware computing. In this section we illustrated in detail context aware components and techniques 
needed to implement a context aware applications.
Following this we review the background and theory of Bayesian networks. We describe the 
fundamental modelling of Bayesian networks and understanding o f Bayesian networks as a 
probabilistic graphical modelling tool.
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2.1 C ontext-aw are M obile A pplications
Mobiles devices such as mobile phones, personal digital assistants (PDA) or Smart-phones are 
one of the fastest growing areas of technical innovation. In 2004, more than 600 million mobile 
phones and more than 400 million PDAs were sold worldwide (Caslon Analytics 2005). 
According to Gartner (Gartner Inc. 2005), mobile phones could be the most common electronic 
devices on the planet and the use of mobile phones worldwide is estimated to be exceeding 2.6 
billion by the end of 2009. W ith the strong growth o f mobile device users, mobile devices 
certainly play an important role in everyday life  and they have started to become a device people 
find difficult to live without. They have become embedded into individuals’ lifestyles, who now 
rely on them as a useful and powerful personal device.
In order to successfully augment the spectacular popularity of mobile devices, the functionality of 
mobile devices have been revolutionised; shifting from basic voice centric devices to intelligent 
communication devices. Recently, research has begun to focus on creating and developing 
features and functionality o f “smart” mobile devices to meet the differing needs of users. Among 
the most challenging features o f creating a “smart” mobile device is the development of context 
aware mobile device.
A context aware mobile device is a portable handheld device that perceives to user’s context and 
response according to user behaviour (Gellersen et al. 2002). The main goal of context aware 
mobile devices is to offer useful contextual information that is available for everyone, everywhere 
and at anytime.
However like many artificially intelligent technologies, context aware mobile devices need to 
consider a variety of sources o f data in order to deliver efficient and effective services. The main 
components of an efficient and effective context aware mobile device include:
• understanding what user’s context is,
• understanding the user’s needs based on his or her context
• helping or assisting the user based on their needs
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2.1.1 Definitions of Context
The word “context” has been defined to have many different meanings by different researchers in 
the field o f context aware computing. However, i f  we refer to “context” as defined in the Oxford 
dictionary, context has two meanings:
1. The circumstances that form the setting for an event, statement, or idea.
2. The parts that immediately come before and after a word or passage and clarify its 
meaning.
These general meanings give us basic notation of context; however context aware computing 
established a more detailed definition. A simple definition of context is: “that which surrounds, 
and gives meaning to, something else.” (On-Line Dictionary of Computing). The following are 
distinctive definitions given by prominent researchers in the area of context aware computing:
(Schilit et al. 1994) Among the definitions given by researchers, the earliest explanation is given 
by Schilit who pointed out that context encompasses more than just location. Schilit said the main 
aspects of the context are: where you are, who you are with, and what resources are nearby. In 
addition, he also explains that "context" also includes the measurable aspects of physical 
environment, information environment, computing context and user context.
(Brown et al. 1997) In Brown et al. (1997), where context aware applications are studied and 
explored, they define context as elements of a user’s environment or situation that is recognized 
by the user’s context application. The elements of a user’s environment include location, identities 
of surrounding people, the time of context, temperature and so on.
(Schmidt et al. 1998) Schmidt defines context into two categories: human factors and physical 
environment, with three subcategories respectively. Human factors included information on user 
context (knowledge of habits, mental state, or physiology), their social environment which 
characterised by proximity o f other users, and task their might performing. Physical environment 
consist o f location that can be regarded absolute using GPS coordination or relative to other 
environment such as in the office, infrastructure that describes the surrounding and interacting 
environment such as access to a nearby printer and conditions such as noise, level o f brightness, 
temperature and so on. Besides this, he also remarked that history provides additional context 
which is recorded across time span.
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(Abowd and Dey 1999) Another well-known definition is given by Dey and Abowd from 
Georgia Institute of Technologies. Georgia Institute of Technologies has been developing many 
applications using context aware technology which include CyberGuide (Abowd et al. 1997), 
CyberDesk (Dey et al. 1998) and the Aware Home (Georgia Institute o f Technology 2005). They 
give a simple description that comprises of basic elements for context definition. They define 
context as
“any information that can be used to characterize the situation o f  an entity. An entity is a person, 
place, or object that is considered relevant to the interaction between a user and an application, 
including the user and application themselves".
(Dey et al. 2001) In the later research o f Dey, Salber and Abowd, once again they define context 
based on their prior definition. The definition given is takes consideration so that their definition 
may generally be applied in any applications of context aware computing. They defined context 
as:
“Any information that can be used to characterize the situation o f  entities (i.e. whether a person, 
place or object) that are considered relevant to the interaction between a user and an application, 
including the user and the application themselves. Context is typically the location, identity and 
state o f  people, groups and computational and physical objects. ”
Given all these definitions, it can be seen that a context of a situation covers wide range of useful 
information that can be used as a cue for developing a useful context aware application. Th is  
contextual information is a useful indication for deciding what a user context is. In the next 
section we descried how situation contexts are being used to enhance a user’s current context.
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2.1.2 Context Awareness
According to Schmidt, context awareness is knowledge of context that can be exploited for 
adaptation to the context environment and most notably adaptation of user context to given 
conditions in a specific situation. (Schmidt et al. 1999). Furthermore, Dey and Abowd state that 
context awareness is “the use of context to provide task-relevant information and/or services to a 
user, where relevancy depends on the user’s task” (Abowd and Dey 1999) Following on from this, 
he defined three important context-awareness behaviours that an application might exhibit:
• the presentation of information and services to a user,
• the automatic execution o f a service, and
• the tagging of context to information for later retrieval.
Put simply, context-awareness is the use o f contextual understanding to provide contextual 
information. A device is context-aware i f  it can extract, interpret and use context information and 
adapt its functionality to users’ current context o f use. In addition to being able to obtain the 
context-information, context awareness also implies the "intelligence" to deliver contextual 
information that suite a users’ needs (Gellersen et al. 2002). Therefore, context awareness 
includes a context-aware device that able to “read” its user’s state and surrounding environment 
and modify its behaviour on the basis of this information. By observing the user’s current 
situation, context aware devices can act as a smart assistant by automatically presenting 
applications, services, and content that is appropriate to the user’s present position need (Enderle 
2000).
Hence, context aware devices should have several important features, such as automatically 
changing services to those that are useful to the user's current context and which automatic 
reconfigure themselves according to the user’s context. In addition, information delivered to the 
user must be relevant to current context and user profile, therefore, providing context-triggered 
actions that suit user’s interests. A context aware device should have the automated detection of 
available location-based information and have the ability to manage and synchronise current 
context to provide a reliable services. However, the automatic detection o f user’s position context 
always is a challenging problem. Th is is because of user’s context may be ambiguous and 
uncertain in many situations. The following section illustrates how context may be captured, 
sensed and applied in the context aware mobile device.
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2.1.3 Context Categories
In order to solve the problem of context ambiguity, uncertainty, and the diversity of context 
information, researchers have attempted to categorise context. The benefit o f categorising context 
is to help researchers and context aware developers to identify and detect the most relevant and 
most likely context information according to their applications. There are works (Mostefaoui et al.
2004) (Bunningen et al. 2005) (Chen and Kotz 2000) (Abowd and Dey 1999) which have 
attempted to categorise context.
However, for the puiposes o f our study we w ill only focus on popular and well-known studies 
conducted by Schilit et al. (1994), Want et al. (1996), Abowd and Dey (1999) and Dey et al. 
(2001). We have grouped these studies and classify their explanation into two definitions. Schilit, 
Adams and Want (1994) are the people who developed the first context aware system called 
Active Badge. From their work, we w ill have the fundamental understanding and basic knowledge 
of developing a context aware device. On the other hand, from the work o f Dey, Salber and 
Gregory D. Abowd (2001) from Georgia Institute of Technologies, we can investigate more 
recent progress and definition which have been used for the development of context awareness.
• Schilit et al. (1994) and Want et al. (1996) group context information into three categories: 
user context, computing context and physical context. The groups are categorised based on 
Schilit’s view of context, which is “where you are”, “who you are with” and “what are the 
available resources”. The three categories o f context information are defined as follow:
■ User context includes user’s location, user’s identity and the surrounding people that 
reflect the social situation.
■ Computing context describes the identities and status (e.g. network connectivity, 
communication costs, communication bandwidth) o f the nearby resources such as 
printers, workstations, Liveboards, or coffee machines.
* Physical context takes into account time, temperature, light level, weather conditions, 
lighting, noise level and so on, that w ill affect user’s context and system context.
• Abowd, Dey (1999) and Dey et al. (2001) Based on the work on (Abowd, Dey 1999) and 
(Dey et al. 2001), Anind and Abowd (1999) distinguish context into four categories, they are 
identity, location, status or activity and time. Based on the definition given by Dey et al.
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(2001), context is any information that describes an entity where an entity could be a person, 
place or an object. The categorisation o f context into identity, location, activity and time is the 
best way to illustrate the situation of an entity as it comprises the essential elements to 
describe a context.
For example, we say, “John is at work”. In this context we can break the context into identity 
which represents John, location w ill be his office, status or activity of John is working and the 
time when the context happens is during office hour, most likely between 9am to 5pm. The 
four categorised are further illustrated in the following:
■ Identity is a unique identifier that is distinct for every individual context. Identity 
could represent a label that portrays the characteristic of a context that is recognised.
■ Location According to Dey et al. (2001), location is more than just position 
information in a locality. It is expanded to include orientation and elevation where 
one’s place and direction are relative to one’s surrounding. In addition, location also 
includes particular geographical coordinates like places or locale or it also could be 
the emplacement or locus of where the entity is located.
* Status or Activity expresses the detailed characteristics o f an entity. Status or activity
describes the manner of an entity’s existence such as the state or the condition. For 
example, the status of a place could be current temperature, or the ambient light or 
noise level. The status or activity of a person entity could be a person’s vital signs or 
tiredness or the person’s physical action like singing, sitting etc.
■ Time plays an important element o f an entity that describes a non-spatial continuum 
in which contexts occur. It tells us about when a context is happening and indicates 
the interval either as a timestamp or a time span. Furthermore, based on the moment a 
context happens we can analysis further contextual information.
The above categorisations of context have been described in detail with attention focused on the 
circumstance of this work. Based on the literature, the ability to capture and use contextual 
information is believed to be the main influence in developing a successful context aware system. 
Chapter 3 and 4 w ill show how we have obtained a context and used it in conjunction with a 
mobile device. Ahead o f demonstrating our study, the following sections illustrate different 
techniques used by researchers and developers to acquire context.
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2.1.4 Managing Context
In mobile environments, context is dynamic and it changes very frequently which may make it 
ambiguous and uncertain. Based on the last definition given by Dey et al. (2001),
“Context is typ ica lly  the location, iden tity and sta te  o f  peop le, grou ps and com putational 
and p h ysica l ob jects”
We can see that context can be very complex and contains a diversity o f infonnation. Based on 
the definition, a user’s context can only be determined i f  the following questions could be 
answered: where the user is, what is the user doing, who the user is with, what are the available 
resources. The main goal o f context aware applications is to understand what a user is doing and 
assist them to accomplish their tasks by providing rich contextual information. In order to reduce 
the level o f ambiguity and uncertainty, context can be categorised based on different dynamic 
environments.
One o f the greatest challenges in developing a context aware mobile device is context acquisition. 
The goals and needs of users are dynamic, vary and continuously changing from time to time. 
Consequently, the state o f the surrounding environment such as location, physical state, event and 
time also change. Therefore perceiving change in a user’s state is nontrivial leading to context 
uncertainty. Nevertheless, it is a primary feature o f a context aware device to be able to recognise 
a user’s context. So, in order to handle context ambiguity, different techniques depending on the 
requirement and field of the applications have been used. The following section describes how 
context may be obtained and handled for developing context aware mobile devices.
2.1.5 Context Sensing
Since the first context aware device Active Badge (Want et al. 1992), context aware devices have 
adopted a variety of sensors to obtain a user’s context. Sensors are used to capture or augment the 
level o f understanding of a user’s context and their environment contexts. Sensors which measure 
acceleration and skin conductivity have been used to detect user’s physical context such as 
walking, running or sitting. Others sensors like temperature sensor, lighting sensor and humidity 
sensor have been used to describe the user environment. Among the most popular and commonly
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used sensors in context aware devices are location sensors which include infrared, GPS and 
recently W IF I and Bluetooth sensors.
Established context aware devices like Active Badge (Want et al. 1992), ParcTab (Want et al. 
1995), CyberGuide (Abowd et al. 1997), G UIDE (Cheverst et al. 2000) use location sensors 
technologies to determine a user’s location and provide contextual information based on the 
sensed context. In Flarrison et al. (1998), pressure sensors are used in a mobile device to detect 
user’s handedness. The context data obtained based on users handedness is then used to decide the 
setting o f the mobile device.
Schmidt et al. (1999) distinguish sensors into physical sensor (light sensor, microphones, 
accelerometer, skin conductance sensor and temperature sensor) and logical sensors (current time, 
position identity from GSM cell). According to Schmidt, the combination of physical sensors and 
logical sensors provide a comprehensive sensory information about the context aware mobile 
devices. For example, whether the phone is held in a hand or is in a suitcase or on table or used 
outdoor space can be determined.
Hinckley et al. (2000) categorised sensors into three groups, touch sensors, tilt sensor and 
proximity sensor. A ll three groups of sensors are integrated into a mobile device to develop 
contextual awareness. The sensors are used to determine the user’s context and behaviour so that 
the mobile devices can react and respond accordingly.
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2.1.6 Context Handling
Although sensor technologies have been widely used to determine user’s context, there are 
limitations. Detecting context using only sensors to gather context information is usually implicit 
where the user has no interaction with the context aware device (Anind et al. 2005). The sensed 
data obtained from real world sensors is likely to be uncertain and incomplete due to the 
distribution o f sources. Acquisition o f context with only sensed context information is therefore 
imperfect and possibly unreliable (Biegel and Cahill 2004).
Despite the problems of using sensory information researchers have been attempting to use 
different mechanisms to solve the complexity and uncertainty of context acquisition. Some 
acknowledged methods such as:
• developing software architecture to represent context information (Dey et al. 2001), 
(Anind and Mankoff 2005).
• designing intermediate layers to reduce the context complexity (Lei et al. 2002), (Gray 
and Salber (2001).
• Using a probabilistic approach for context reasoning and context prediction 
(Ranganathan et al. 2004), (Gu et al. 2004), (Horvitz et al. 2003).
For the implication of this work, we w ill only discuss two approaches from the above: 
development o f software architecture for handling context information and the handling context 
ambiguity through a Bayesian approach. However, we w ill focus and discuss in detail the 
handling o f context ambiguity through a Bayesian approach.
2.1.6.1 Software Architecture
The context toolkit (Dey and Abowd 2000), (Dey et al. 2001) is a context application 
development architecture from Georgia Institute of Technology. The aims o f the toolkit are to 
facilitate and enable rapid prototyping and development o f context aware applications. The 
architecture of the toolkit using Java object oriented framework consists of three abstract 
components o f widgets, aggregators and interpreters. These components support the acquisition of 
context data from sensors to an application that provides high-level contextual information.
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Recently, in Dey and Mankoff (2005), an architecture is discussed that can be used to solve the 
ambiguity of context information by a mediation process. The goal of the architecture is to 
develop a realistically and deployable context aware service that has the ability to handle the 
problem o f context ambiguity. The architecture combines the advantages o f context distribution 
capability of Context Toolkit, and benefits of Organised Option Pruning System (Mankoff et al. 
2000) that can handle ambiguity and mediation. The resulting architecture is therefore able to 
capture context, and is capable of handling and managing ambiguity o f context and deliver useful 
information.
2.1.6.2 Bayesian Approach
Bayesian probabilistic methods have been widely used as a machine learning method in context 
aware computing to solve the problem of uncertainty in context information. A Bayesian 
networks is a probability model that is used to model uncertain situation based on a predicable 
presentation of contexts. In Gu et al. (2004) Bayesian networks are used to reason about contexts 
under uncertainty. Gu et al. (2005) have developed a middleware, SOCAM which use Bayesian 
network as an underlying reasoning mechanism for dealing with contexts. The Bayesian network 
deals with context acquisition from various sensors which interpret the context in terms of their 
dependency and determines the dissemination of context.
Ranganathan et al. (2004) use Bayesian networks for uncertainty reasoning in three areas of their 
application, they are sensing context information, inferring context information and application’s 
use of uncertain context information. To  deal with uncertainty in sensing context, a probability 
value is assigned to a sensor device through which the location o f a user is determined. In order to 
combine the different sensor data, Bayesian probabilistic logic is used to get a measure for the 
inferred combined context. Furthermore, Bayesian networks also help troubleshooting in the 
context aware environment. A different Bayesian network is built to help and determine which 
entities in the system might have failed based on observed symptoms. The troubleshooting not 
only prevents the failure of context aware system but it also makes the context aware environment 
more robust.
Bayesian networks have been widely used in Microsoft research for context aware applications. 
Their first context aware application appeared in Office 95, which provided assistance to 
computer software users based on their behaviour. The application concentrated on a user’s action
31
1
Chapter 2 Literature Reviews
when using the software such as mouse movement and typing activity. The Bayesian networks are 
used to predict a user’s needs and provide useful enhancements to the software based on those 
actions (Horvitz et al. 1998). In Horvitz et al. (2003), a Bayesian probabilities attention model is 
built to handle seven different sources of context. The network accesses data from attention and 
location sensors under uncertainty and makes decision analysis on contextual information. The 
networks have been implemented in the research project Notification Platform which provides 
attention-sensitive notification to users.
In 2004, Horvitz et al. developed a software component called BusyBody. Bayesian probabilistic 
and decision theories are deployed as statistical models that can infer a computer user’s 
interruptability from computer activity and is aware of user’s workload. Based on the computer 
activity, the software component can then provide the users with relevant contextual information. 
Later in 2005, Horvitz et al. extended their research of using Bayesian networks for context 
awareness, from desktop applications into mobile applications. A context aware mobile device, 
Bayesphone was bom. Two Bayesian networks which model a user’s interruptability and which 
model their meeting attendance are built for handling the context information when a user is using 
the mobile phone. The use o f Bayesian networks in context aware applications has undoubtedly 
increased and its popularity has grown rapidly due to its fonnalism. More details about Bayesian 
networks are discussed in Chapter three.
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2.1.7 Summary
The concept of context awareness has been demonstrated to be a potentially important feature for 
mobile devices. A context aware mobile device is a device that knows about its environment, and 
is able to function according to its situation providing contextual services to the users. For 
example, a context aware mobile device may provide traffic services to us when we are about to 
go on road and we w ill receive different services when we reach home.
Based on our study, we know that many researchers have tried to define what context is. 
However, there is no standard definition o f context due to the complexity of context itself. In 
addition the field of context awareness is also too broad and involves varying subjects. Even with 
this complication, researchers are still trying to define and describe context such as categorised 
context.
In this section we provided a comprehensive view of the development of context aware 
applications mainly in mobile devices. We illustrated many different methods applied by 
researchers to represent and acquire context efficiently. The methods discussed include sensory 
methods, software manipulation methods and probabilistic reasoning methods. Defining context, 
representation of context and handling o f context for mobile devices still present many challenges 
to developers. Finally we presented related work about research and development o f context 
aware applications in the past few years. We have emphasised our review on the development of 
techniques using Bayesian networks. A more detailed review o f Bayesian networks appears in 
chapter 3 o f this report.
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2.2 Bayesian G raphical N etw orks
The aim o f this section is to introduce the theory and method used in this thesis. In this section we 
w ill explain Bayesian probabilistic networks, the fundamental element o f Bayesian probabilistic 
networks and degree of belief. The observation of probabilities in Bayesian networks is about 
quantification of degree of belief about an event. The probabilities o f degree o f belief are 
identified with true propositions which have probability o f 1 and false propositions has probability 
of 0. For example, your degree of belief that it w ill be raining tomorrow is a 0.8 probability, this 
say that your believe o f raining tomorrow is highly likely.
However, the degree of belief about an event is always uncertain. Uncertainty is unavoidable 
because events in real-life are always ambiguous and changing frequently. For example, our belief 
about whether it w ill be raining tomorrow is uncertain i f  we do not know about the weather 
forecast. Although the uncertainty is ambiguous, it also represents information about our belief 
and the level of our knowledge. The Bayesian approach has been popularly known for its 
capability for handling conditions under uncertainty. The modelling o f Bayesian networks which 
uses probability theory and graphical representation has provided an efficient way to deal with 
uncertainty.
Probability theory is used to manage uncertainty by representing conditional dependencies 
between events. Th is graphical modelling provides an intuitive visualisation o f the uncertainty of 
events by automated reasoning and inference using the probability theoiy. In summary, the basic 
representation o f Bayesian networks’ reasoning under uncertainty is a cause effect relationship 
where information of some event influences your belief of other events (Jensen 1996).
The Bayesian networks when compared to expert systems, artificial intelligence, normative 
systems and so on, has now established itse lf as a powerful and practical tool to support the 
development o f reasoning under uncertainty. Bayesian networks offer a comprehensive and robust 
approach to model uncertainty, estimation, prediction, and forecasting. It allows reasoning under 
uncertainty and provides a robust probabilistic framework to evaluate the impact of evidence on 
uncertain outcomes. The following sections describe a complete overview about Bayesian 
networks’ probability theory and graphical representation.
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2.2.1 Graphical Networks
A graphical probabilistic network is a network that represents a problem domain of a system for 
reasoning under uncertainty. The basic concept o f a graphical probabilistic network is it provides 
information on some events which influences your belief o f other events. The dependencies 
among events are representing by a graph. In the graphical network, the events are random 
variables which are represent by nodes. The relationship between nodes is called a causal relation 
which is indicated with a directed edge. An edge from a to b indicates that a has impact on b or 
we say that a is the parent of b, and b is the child o f a. The dependencies between events and 
beliefs of events can be illustrated on the following example using graphical networks (Jensen and 
Lauritzen 2001).
Wet grass
In the morning when Mr. Holmes realizes that his grass is wet. He wonders whether it has rained 
(Rain) during the night or whether he has forgotten to turn off his sprinkler (Sprinkler). He looks 
at the grass o f  his neighbours, Dr. Watson (W) to find out i f  it has been raining (Jensen and 
Lauritzen 2001).
2.2.1.1 Causal Networks
The situation above can be representing by a graphical network or causal network (figure 2.1). A 
causal network is a graphical model which consists of variables and directed links between 
variables. Causal networks provide an intuitive graphical visualization for the problem’s 
knowledge under uncertainty. Based on expert judgement on the problems o f wet grass, we 
decided that the relevant events or variables o f the wet grass problem domains are Rain, Sprinkler, 
Watson and Holmes. The links between the events tells us about causal relations among them. 
Such as event Rain is the parent for events Watson and Holmes and Holmes is the child of event 
Sprinkler.
Figure 2.1 is a graphical network that illustrates the situation o f the wet grass problem. Based on 
the observation of the grass is wet, there are several possibilities: whether it has been raining 
during the night or Mr. Holmes forgot to turn o ff the sprinkler. W ith no further information, his 
belief on both events of sprinkler is on and it has been raining are increased. However, i f  Mr. 
Holmes looks at the grass o f his neighbour, Dr. Watson and found out that his grass is wet then
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this further information increases his belief that it has been raining and deceases his belief that 
sprinkler is on. As shown in figure 2.1, the uncertainty or certainty of an event can affect our 
belief on other events, in addition, the relationships among these events are changed i f  the 
certainties o f belief are changed. Section 2.3.1.2 illustrates the further explanation about the 
reasoning of changing o f belief in causal networks.
Figure 2.1: The causal network for wet grass situation
2.2.2 Connection Patterns
The inteipretation o f a graphical networks always describes the connection or influential patterns 
in the network. The pattern o f connections are typically causal dependencies that can be 
inteipreted meaningfully in term of causation. For example, i f  X  and Y  are dependent and 
conditional on an effect Z , it is difficult to discover i f  X  and Y  are independent. On the other 
hand, i f  Z  is dependent on the effect X  and Y , then X  and Y  clearly are independent to each other. 
From the graph in figure 2.1, we can observe the influence among the events for the problem 
domain o f wet grass in more details. In the following section, we w ill expand the wet grass- 
network to include the effects of raining and explain the causal dependencies patterns in graphical 
networks.
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2.2.2.1 Serial connection
In figure 2.2 the network shows the dependencies of serial connection in the pattern of X -> Y -> 
Z.
Figure 2.2: Serial connection pattern
Based on the graph pattern, we say X has influence on Y which has influence on Z. We belief that 
information may be transmitted from X to Y to Z unless the state of Y is known. This also means 
that X and Z are independent if and only if the state of Y is known.
Now let us see the serial connection portrayed in wet grass situation. We belief that a dark clouds 
might cause raining, and we know rain may make the lawn wet. The following graph shows our 
belief.
dark cloud -> rain -> wet lawn
However, if we know that it has been raining, (the state of rain event is known) then the events of 
dark cloud has no impact to our belief about the wet lawn and vice versa.
dark cloud -> f<3/7? -> wet lawn
2.2.2.2 Diverging Connection
The graph below shows the diverging connection with the pattern of X 4r Y -> Z.
Figure 2.3: Diverging connection pattern
37
Chapter 2 Literature Reviews
From the influential point of view, we know that Y has causal influence to both X and Z. The 
influence relationship can also be noticed by the edges between the nodes, where there exist edges 
from Y to X and from Y to Z. from the connection pattern, we know that X and Z is conditional 
independent if and only if the state of Y is known.
To put the diverging connection into the situation of wet grass, we say that rain causes Watson’s 
grass to be wet and also caused Holmes’s grass to be wet.
Watson <- rain -> Holmes
However, if we know that it has been raining, then the information about Watson’s grass is 
unrelated to our belief about Holmes’s grass is wet. On the other hand, if we know nothing about 
the state of rain, if Watson’s grass is wet this will lead our belief that Holmes’s grass is also wet. 
This is because both events of Watson and Holmes are independent when there is no information 
about raining.
Watson I d  it!  Holmes
2.2.2.3 Converging connection
In the converging connection of figure 2.4, the graph structure indicates both X and Y has 
influence on Z. Information may only flow through converging connection if the state of Z is 
known or either the state of X or Y is known. That is, X and Y are independent if and only if the 
state of Z is not blown.
Figure 2.4: Converging connection pattern
Now we put the converging connection into the wet grass situation. The grass is wet state may 
because the sprinkler is on or it has been raining.
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sprinkler -> wet grass 4- rain
If we checked that the sprinkler is turned on, then this reduces our belief that it has not been 
raining. Therefore, if we know that the grass is wet and the sprinkler is turned on, then our belief 
that the grass is wet because the sprinkler is on is increased and our belief that it has been raining 
is decreased.
sprinkler -> wet grass <- rain
This example demonstrates how a Bayesian network may be used as a tool for reasoning under 
uncertainty.
2.2.3 d-Separation
Information or evidence that we know or we do not know about an event is very important in 
causal network as it represents the conditional independence of other variables in the network. 
The rule for deciding how information or evidence is to be transmitted in connection patterns of 
serial connection, diverging connection and converging connection is known as d-separation. As 
we have discussed in the above three connection patterns, the dependency of two variables in 
causal networks is dependant on how much information we know about a third variable. The rules 
of d-separation clarify the causality of variables in terms of their dependency. The following are 
the rules for d-separated by Jensen (1996).
(Jensen 1996) Variables A and B in causal a network are d-separated if for all paths between A 
and B there is a third intermediate variable Z that either
• the connection is serial or diverging and Z is instantiated or
• the connection is converging and neither Z nor any its descendants have received 
evidence
Thus, the causal relationships between variable A and variable B is probabilistically independent 
of conditioning on variable Z which blocks the path between them. The puipose of d-separation is 
to induce the causal directionally for statistical prediction in causal network, which in turn clarify 
human reasoning of uncertainty (Jensen 1996). For example, if X and Y are d-separated by Z,
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then our certainty about X has no impact on the certainty of Y when we know about Z (Pearl 
1988).
In general the structure of graphical probabilistic networks is always a directed acyclic graph 
(DAG). A DAG consists of a set of nodes that represent random variables and a set of links 
between the variables portrayed as a graph to represent a problem domain. It describes the 
problem domain by using causal relations between variables and it shows the dependencies and 
independencies relations among the variables.
Section 2.3 illustrates the background information of graphical modelling using Bayesian 
networks. Bayesian networks are DAG’s which also use probability theory for reasoning under 
uncertainty. As Bayesian networks are DAG they therefore adhere to the rules of d-separation. 
The dependency relationships are the representation within a Bayesian networks which follow the 
rules of the graphical structure of a DAG, and values of belief are determined using probability 
distribution theory.
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2.3 Bayesian Networks
Bayesian networks are also called belief networks, Bayes’ net 01* Bayesian belief networks. The 
popularity of Bayesian networks started in early 1980 due to Judea Pearl. He claimed that 
Bayesian networks are a formalism for reasoning under uncertainty (Pearl 1988). According to 
Pearl (1988), Bayesian networks are an efficient way to deal with ambiguity and uncertainty 
within a problem domain. At the same time Lauritzen and Spiegelhalter introduced Bayesian 
networks for decision support based on probabilistic reasoning. With the methods from Pearl and 
algorithms of Lauritzen and Spiegelhalter on Bayesian networks, many researches in the field of 
Al started to realise the usefulness of Bayesian networks to solve problems of uncertainty in 
artificial intelligence.
Since then, Bayesian networks have attracted a great deal of attention among researchers in 
Artificial Intelligence (Al) for the construction of decision support systems or expert systems 
where real world situations are incomplete and uncertain. Bayesian networks have been used by 
Al researchers for performing tasks like automating reasoning and decision making, and for the 
extraction of knowledge and information from data. Amongst the early expert system or 
intelligent application developed based on Bayesian networks were medical diagnosis (Kahn 
1995) and (Herlcerman 1992), traffic control (Huang et al. 1994), NASA mission control (Horvitz 
et al. 1992), software development (Horvitz et al. 1998). Among the most successful use of 
Bayesian networks in real world applications is the Lumiere project from Microsoft (Horvitz E at 
al 1998). (more detail about Lumiere project discuss in section 2.6.1)
The use of Bayesian networks as a reasoning tool is now seen in a diverse range of research fields. 
These include
• mobile robotics (Zhou and Sakane 2002),
• diagnosis in space shuttle engines (Liu and Zhang 2003),
• bioinformatics (Bradford and Westhead 2005), (Helman et al. 2004),
• forensic science (Dawid et al. 2002), (Mortera et al. 2003),
• context aware applications (Sorensen et al. 2004), (Biegel and Cahill 2004).
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Early literatures about the strength of Bayesian probability and algorithms can be found in Pearl 
(1988) and Lauritzen and Spiegelhalter (1988). Further, general introduction to Bayesian 
networks as probabilistic graphical modelling tool can be found in Chamiak (1991), Heckerman
(1995) Jensen (1996), Cowell et al. (1999) and Neapolitan (1990).
While Bayesian networks have been established as a valuable graphical representation for 
conditions under uncertainty and probabilistic modeling, it has generated interests for producing 
software packages for building and constructing Bayesian model. These software packages 
include those for commercial use such as Hugin (www.hugin.com), Netica (www.norsys.com), 
Baysia (www.bayesia.com) and so on.
Additionally, others have been developed for research purposes including MSBN 
(http://research.microsoft.com/adapt/MSBNx/), GeNIe (http://www2.sis.pitt.edu/~genie/), BNT 
(http://bnt.sourceforge.net), JavaBayes (http://www.cs.cmu.edu/~javabayes/Home/).
In this study, we have been using Bayesian tool from Hugin. The following section will illustrate 
in more detail Bayesian definitions and formalisms.
2.3.1 Bayesian Networks Definition and Notation
A Bayesian networks is a formalism for reasoning under uncertainty (Pearl 1988). Probability 
theory and graph theory are basics of Bayesian networks for representing a problem domain. In 
Bayesian networks, a problem domain is represented by relations among domain variables and the 
relations are determined by conditional probabilities. Therefore, a Bayesian networks consists of 
two parts, a qualitative part and a quantitative part. The qualitative part is a graph of entities that 
represent random variables. The graph structure which is a form of directed acyclic graph, 
consisting of a set of nodes and a set of edges to represent a problem domain. The quantitative 
part of a Bayesian network is obtained from probabilistic theory. Bayesian networks use the 
probability theory of conditional joint distribution to represent the relationships between 
variables. The values of the joint distribution specify the strength of relations between variables. 
The conditional joint distribution for each variable in the networks is represented in a conditional 
probability table.
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Bayesian networks uses probability theory to represent the inference of conditional dependencies 
and allows decision making under conditions of uncertainty. In addition, it is a subjective 
probability that expresses a person’s degree of belief in the proposition or occurrence of an event 
based on the person’s current information (Henrion et al. 1991). In terms of theoretical definition, 
a Bayesian networks, N  consists of graphical model, G and probabilistic distribution, P where
N = (G ,P )  (1)
The graphical model, G consists of a set of nodes, V and a set of arcs, E  c  V x V  which links 
between the nodes. The set of node with the arcs form the direct acyclic graph,
G = (V, E) (2)
Each node, X  in the graph is attached with parents, pa(X). So, the conditional probability
distribution is
P = {P (X \p a (X ))}xev  (3)
The conditional probability specifies the strength of relations between the child and the parents. 
The joint probability distribution of Bayesian networks over the node X  can be given by the 
factorisation:
p(V)=U PMX)) (4)
2.3.1.1 The Chain Rule
The chain rule establishes that a Bayesian network is a representation of a joint probability
distribution. Suppose we have a domain U of n variables, X I  Xn, we have a universe of
variables U = {X j  Xn }. Now we compute the joint probability distribution p(U) over U using
the chain rule:
P(U) = f [ P ( X , \ X ,  X , J
i
n (5)
= Y \ P ( X , \ p a ( X i))
Given a joint probability distribution over a set of variables, the structure of a bayesian network 
can be reflected by a causal graph. With the graph and undestanding of probability distribution, a 
problem domain can therefore be determined. However, there is always uncertainty in bayesian
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networks about degrees of belief. For example, the degree of belief that birds fly is affected by the 
base knowledge of the person. In order to deal with uncertainty, Bayesian probability networks 
collect evidence about the domain problem and update the probabilities of the event. The process 
of accumulating evidence for changing the probability of Bayesian networks is called inference.
2.3.1.2 Inference
The purpose of inference in Bayesian networks is to allow inference on the degree of belief based 
on observed evidence. As the evidence accumulates, the degree of belief will eventually change, 
and with enough evidence the degree of belief will be very high or very low. The name of 
Bayesian networks is called “Bayesian” mainly because the inferences of Bayesian networks are 
based on Bayes’ rule. The Bayes’ rule is named after the mathematician called Thomas Bayes 
who proved the theorem:
(6)
P{B)
Based on the formula (6), we say the probability of A given B equals to the probability of B given 
A times probability of A, divided by the probability of B.
Dealing with uncertainty in the context of an ongoing process of data collection is viewed simply 
as, “revising current beliefs in the light of new information” (Sander and Badoux 1991). 
Therefore, we can adjust our belief on a hypothesis H  in the light of new evidence E by 
computation using Bayes’ rule:
P (H ] E ) -  i% E)  (7)
//represents a Hypothesis 
E represents the observed Evidence
The inference in Bayesian networks involves the calculations of:
• likelihood P (E  | H )  , is the conditional probability of observed evidence given the 
hypothesis
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• prior probability P (H ) , is the degree of belief about the hypothesis in the absence of 
evidence
• marginal probability P(E) , is the probability of evidence given no information
• posterior probabilities P (H  | E ) , is the output we are interested where we are interested 
to know, the probability for the Hypothesis H  given evidence E
According to Pearl (1998), Bayesian inference is generally NP-hard. They are very complicated 
and difficult to apply in real life. In addition, there are mixtures of methods that exploit the 
computation and factorisation in inference that make it rarely possible to perform exact inference 
(Cooper 1990). However, it is a powerful method and its formalism provides for learning and data 
analysis. It can also be viewed as providing domains in which dependencies among variables are 
known. More detail about Bayes’ rule and more information about Bayesian inference refer to 
Pearl (1998).
2.3.2 Models Specification
A Bayesian network is a compact model of knowledge representation for reasoning under 
uncertainty (Jensen 2001). The network structure for a Bayesian model is a directed acyclic graph. 
It is a directed probability graphical model that uses graphical representation to represent 
probabilistic structure. A Bayesian networks consists of a set of variables, a set of edges 
connecting among the variables and a set of conditional distributions. In terms of graphical 
representation, a Bayesian networks is a DAG with nodes that represents variables and arcs that 
represent the conditional dependency relations among the variables. The conditional relationships 
between the nodes are described by joint conditional distribution using Bayesian probabilistic 
theory as described in the section above.
The Bayesian network as a DAG provides an intuitive graphical visualization of a domain model 
for the problem’s knowledge. The following example illustrates a simple yet typical Bayesian 
network from Pearl (1988).
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Figure 2.5: A Bayesian networks representing causal influences among five variables
Suppose someone is walking across a lawn and slips on the grass. Figure 2.5 represents the 
uncertainty knowledge that the victim might use to reason about the cause for the event. Bayesian 
networks describe the possibility of an event given that certain events occurred. The information 
of the occurred event influences our belief of other events.
Nodes
A node represents the variables that the victim used to describe the events for his reasoning. In the 
slippery model, the victim modeled the situation with five nodes; they are Season, Sprinkle, Rain, 
Wet and Slippery.
Figure 2.6: Nodes represent random variables in Bayesian networks
Edges
The nodes are then related by edges that link the cause of an event to the effect of an event. 
Therefore, based on connections and relations of nodes in the graph, we can understand the 
problem domain by interpreting the links of nodes. The links between nodes represent causal
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relationships and causal impact among the variables. The presence of an edge between two nodes 
of a Bayesian networks implies that there is a conditional dependency regarding these nodes.
Figure 2.7: Edges represent the causal relations among the variables
The edges also describe the parent child relationship in Bayesian networks. When two nodes are 
linked by edge, it indicates causal dependencies between the variables and reflects cause-effect 
relations in term of conditional probabilities. It is being drawn from the causative node which is 
the parent node to its immediate effect node, which is the child node. The child node is usually 
conditionally dependent on the parent node. A more detailed description about causal and 
conditional dependency may be found in Pearl (1988) and Lauritzen et al. (1990).
For example in figure 2.8, a likely cause of slippery grass is that the grass is wet, where “wet” is 
the cause that has direct effect to “slippery”. On the other hand, the grass could be wet because 
either the sprinkler is on or it is raining. Now if we know that it is the rainy season, the sprinkler 
would not be in use. Therefore, information about the sprinkler has no influence on our belief 
about the wet grass. We believe it must have rained. However, if we observed that the sprinkler is 
on, then the grass is probably wet and we infer that it probably did not rain. We reduce the 
likelihood that it is raining. This is called explaining away (Jensen 2001).
In addition to the structure representation of Bayesian networks that explain the causal 
relationship in the network, it is also necessary to specify the conditional distributions of the 
domain. According to probability theory, if there are n random variables, the probability is 
specified by 2n-l  probability distribution. However, in Bayesian networks the conditional 
independence among nodes is causally independent, which makes the probability distribution only 
require n+1 parameters (Chamiak 1991).
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For example, the above network illustrates the uncertainty about the slippery situation. It 
describes the causal relationships among the season of the year, whether it’s raining, whether the 
sprinkler is on, whether the grass is wet, and whether the grass is slippery. There are five variable 
in the network, therefore there should be 254  or 1023 probability distribution. However, in 
Bayesian networks we only specified 12 joint distributions as shown below. The uncertainty 
among the relationships is determined using the probability distribution as shown below.
P (Sprinkler | Season) = 0.5 
P (Sprinkler | -i Season) = 0.5
P (Season) = 0.8 
P (-i Season) = 0.2
P (Slippery | Wet) = 0.8 
P (Slippery | —i Wet) = 0.2
P (Wet I —i Rain) = 0.25
Figure 2.8: A Bayesian network consisting of graphical networks and conditional probability table
For a DAG, we must specify the conditional probability distribution for each node. If the variables 
are discrete, this can be represented as a conditional probability table (CPT), which lists the 
probability of each node that apply causal independent among the variable (Buntine 1991). Every 
node in a Bayesian network is quantified using the conditional probability table (CPT), which 
specifies the conditional probability distribution of each node in the network p(X | pa(x)) using 
the formula 5.
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Table 2.1 shows the conditional probability table for Season node which is a parent node in the 
network. The probability show is the prior probability of Season which is the degree of belief of 
Season event with no information about other event.
(season  3  [Labelled 3 F
Y e s O.E
No .......... 0.2
Table 2.1 p(Season)
On the other hand, table 2.2 shows the conditional probability of event Sprinkler given event 
Season. The event Sprinkler is the child node of Season, knowing the information about Season 
will affect the belief of Sprinkler.
Sprinkler jJ lh a b e lle d  3 1
Season Yes No
Yes 0.5 0.5
No 0.5 0.5
Table 2.2 p(Sprinkler | Season)
2.3.3 Learning Bayesian Networks
The basic representation of Bayesian networks consists of two parts, a qualitative part and a 
quantitative part, which has lead to two main learning methods. The purpose of learning in 
Bayesian networks is to improve the network structure and the network’s performance in a 
problem domain. Learning Bayesian networks from a problem domain data has become an 
increasingly active subject in Bayesian networks. Buntine (1996) provides an extensive literature 
review to illustrate the learning mechanisms in Bayesian networks. Herkerman (1996) discusses 
the methods of learning Bayesian networks considering the different types of data learned by the 
network. Krause (1998) discussed and demonstrates how Bayesian network learning techniques 
can be applied to the problem of learning causal relationships.
The learning of a Bayesian networks from data can be broken into two components: parameter 
learning and structure learning. Parameter learning use data for updating the numerical probability
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parameters of a given structure and structure learning creates the structure of the Bayesian 
networks from the collected data (Exteberria et al.).
Figure 2.9: Bayesian learning methods
2.3.3.1 Parameter Learning
Given a fixed Bayesian networks structure, we can use data from experiments or case studies to 
update the parameters of its probability distribution. Using the Bayesian networks probability 
approach, we denote the known network structure as S, the parameter as 9, with prior distribution 
p(6 |*5). We write
P (V , e\ s/')= u r n  pa(v) \ (8)
where V is a set of variables in the network, S’1 denotes the event that the joint probability 
distribution can be factored according to S. Sometimes the probability distributions of the 
variables p(6 |<S) in the network with structure S  are unknown. The common parameter leaning 
methods is the Expectation-Maximization (EM) algorithm (Lauritzen 1995). Lauritzen (1995) 
applied EM to learning parameters by observing the data from different sources using the given 
fixed structure in the network. Based on Lauritzen’s experiment results, the process seems to 
produce very optimistic learning by updating the network probability distribution especially when 
data is incomplete.
Now, we would like to demonstrate a very basic concept of learning for parameters in order to 
update the probability distribution in the network. Suppose we take the situation of spinning a 
dial. The dial has only two colours, red and green and a pointer showing the outcomes. When the 
dial is spun, there are only two possible outcomes, “red” where the dial is stopped at the bottom 
level and “green” where the pointer is at the top level of the dial, as shown in figure 2.10. Suppose 
we are interested in performing an experiment with a long series of such events and measuring the
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fraction of times the pointer stopped at red. The occurrence of outcomes of red for the long series 
of events is the probability that we are observing.
Figure 2.10: Spinner gives two possible outcomes of “red” or “green”
Let M  represent the variable for the fraction of red events with the true value m for the 
experiment. Under Bayesian reasoning, we define our uncertainty as C at the current state of 
evidence given the value m. We obtain a probability density function p(m| C) to update the further 
fraction of red events as the experiment is continuing. The function p(w| C) gives the values of the 
probability distribution over the continuous set of red outcomes. Figure 2.11 shows the Bayesian 
probability density for m.
Suppose that we use Bayes’ rule to compute a new density for m given the outcome of a spinning 
is another red. We write:
p(m | reds) = p(w) p(reds | m)
jp(w) p(reds | m) dm (9)
a  p(m) p(reds | m)
where P(m | reds) is the posterior value, p(m) is the prior value and p(reds | m) is the likelihood for 
the fraction of reds. Let us now apply the Bayes’ rule to the observation of the spinning dial of a 
single red. We obtain the posterior probability density by multiplying the prior density by the 
likelihood function. A graphical sketch of this result is shown in figure 2.12.
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Figure 2.11: Bayesian probability density for value m, the fraction of “red”
p(m p(reds j m) p( m | reds)
Figure 2.12: Posterior distribution value given the observation of spinner stops at “reds”
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2.3.3.2 Structure Learning
Learning the structure in Bayesian networks involves searching for a structure and evaluating 
candidate structures. The different methods for learning the structure include the scoring based 
learning algorithm (Herkerman 1995) and (Krause 1998), the dependency analysis method 
(Runtine 1996), and the refinement of Local Model Structure (Krause 1998). The most common 
approach to learning the structure is by the prior probability of the structure given the observation. 
Applying Bayes’ rule into refining the structure, we write,
P(Sk)p (D \S >)p(S D) = — — — — !   (10)
' p(D)
where p (  D) is the posterior distribution of the structure given the data, P(D\Sf>)  is the marginal 
likelihood of the data for each possible structure and p(D) is a normalising constant that does not 
depend on the structure of the network. The structure is evaluated and revised according to the 
given data and we assume that prior information can reduce the alternatives in finding the 
probable structure. More details on the discussion on structure learning and prior probability may 
be found in Herkerman (1995) and Krause (1998).
However, learning the structure in a Bayesian networks creates some problems when the sample 
size is small. The data from a small sample size does not provide enough information to fit the 
structure space and create a meaningful network structure. If there is a lot of missing data the 
learning methods will not make meaningful and significant predictions. Furthermore, the causal 
relationships among variables do not seem to be reasonable and they are impractical to apply. 
Nevertheless, there are approaches available to determine and search for “good” models, they are: 
model selection and selective model averaging (Helcerman 1995 and Krause 1998).
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2.4 Dynamic Bayesian Networks
An event has always been defined as a significant variable that is used to model a situation in 
Bayesian networks. An event is used to represent a hypothesis, a method, an object or a 
parameter. However, in everyday life, most events are dynamic; they consist of a collection of 
interactions and change over time. For example, events happening on a Monday morning will 
start with getting out of bed, having breakfast, going to work, working, driving home and going to 
bed. Bayesian networks are known as a robust probabilistic network for reasoning under 
conditions of uncertainty. However Bayesian networks (static) lack of a mechanism that allows 
reasoning for events that happen over a period of time or are repeating. In 1989, Dean and 
Kanazawa (1989) introduced the concept of Dynamic Bayesian networks as an extension of 
Bayesian networks for probabilistic reasoning over events that happen sequentially in a time 
series.
Dynamic Bayesian Networks (DBNs) are Bayesian networks that represent a temporal probability 
model. Dynamic Bayesian networks change dynamically and evolve over time. The early 
development of dynamic Bayesian networks is called discrete time net by Kanazawa (1992). They 
are also called time-slice Bayesian networks or temporal Bayesian networks. Dynamic Bayesian 
networks describe a problem domain that is dynamically changing. We model the domain 
problem dynamically and update the domain over the time, but the structure of the networks itself 
does not change. The clear advantage of a dynamic Bayesian network over a static Bayesian 
network is that it allows easy updating, and changes can be easily monitored by its time-sliced 
structure. The structure of dynamic Bayesian network certainly provides a simple way of dealing 
with problems that change continuously, as changes can be dealt with from different time slices.
The interest in dynamic Bayesian networks for researchers has been focused on problem solving 
with large and complex domains where time is an important element. For example, research in 
language and motion recognition which engage processing of movement over time using dynamic 
bayesian networks as a tool for speech recognition and visual detection (Zweig 1998), (Nefian et 
al. 2002), (Pavlovic et al. 1999) and (Choudhury et al. 2002). Another field that broadly uses 
dynamic Bayesian networks is the fields of Bioinformatics. Dynamic Bayesian networks have 
been used to handle temporal information for the problem of extracting gene information from 
dynamic data (Murphy and Mian 1999), (Ong et al. 2002), (Perrin 2003). Researchers have 
claimed that dynamic Bayesian networks provide a natural way to handle huge amount of 
temporal information for stochastic processes and experimental results also demonstrate that
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dynamic Bayesian networks perform well on realistic data which changes rapidly (Murphy and 
Mian 1999).
2.4.1 Dynamic Bayesian Networks Definition and Notation
Dynamic Bayesian networks are extensions of Bayesian networks for a problem domain that 
evolve over time (Dean and Kanazawa 1989). Time is an important element for dynamic Bayesian
networks as changes in time reflect a network fragment which represents a different state of a
problem domain. For a set of random variables for a problem domain, we have,
Z  =  ( Z , ..........z . )  (11)
In dynamic Bayesian networks, the state of a domain at time t is represented by a set of random 
variables,
Z t = (Z hl......z dt) ( 12)
Suppose, we define the conditional probability distribution using a two-slice temporal Bayesian 
networks (2TBN) (Murphy 2002), the factorisation of computation is represented by,
p (z , | z , . , ) = p ? ( z ;  | Pa(zD)  (13)
i=l
Each state in a dynamic Bayesian networks is dependent on one or more states at the previous 
time instance. So in general, we define the transition distribution from formula (13) by,
P(Zt | Z t_,) specifies the time dependencies between the states 
Z\ is the zth variable in time slice t
Pa(Z‘) are the parent of Z\ which can be at the same time slice t or previous 
time slice t-1 (first-order Markov)
The variables in the first time slice t-1 have no parent and therefore have no parameter associate 
with them. But the variables in second time slice, t have associate of conditional probability
distribution from the parents Pa(Z‘) . The propagation of a joint distribution in dynamic Bayesian
networks can be obtained and described by “unrolling” the 2TBN. Suppose the set of random
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variable Zt consists of a sequence of T hidden variables X t and sequence of T observed 
variables Yt . The joint probability function can be expressed by,
P ( X 0 .* , ............... YT) = P ( X ()) P ( Y , \ X , ) f l  P ( X , \ X M )P(Y,\X , )  (14)
/=1
Further illustration of dynamic Bayesian networks can be seen in detail using graphical 
presentation in next section.
2.4.2 Model Specification
The graphical modelling of a Dynamic Bayesian networks can be seen as repetitions of a special 
case of single Bayesian networks for a sequence of time. The basic elements of the networks are 
the same as Bayesian networks where there are nodes, edges links between nodes and 
probabilities describing the relationships between nodes. However, there are extra edges in 
dynamic Bayesian networks that link nodes of a time slice to nodes of another time slice. The set 
of edges that link between times slices are called temporal edges (Kjserulff 1994). The structure of 
dynamic Bayesian networks is consequently forming the temporal dimension where it obeys the 
Markov property: the future is conditionally independent of the past given the present (Kjasrulff 
1992).
Figure 2.13 shows the graphical presentation of dynamic Bayesian networks in four time slices. 
According to K. Murphy (2002), a dynamic Bayesian network is defined as a pair (Bx, B f)  . Bx is
a Bayesian network which is identified by the prior probability P(ZX) and is a two-slice 
temporal Bayesian network (2TBN).
Figure 2.13: Graphic representation of Dynamic Bayesian Network in four time slices
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The graphical structure of dynamic Bayesian networks depicts dependence patterns that provide 
an easy way to analyse the problem domain of a stochastic process. In general, a node of a time 
slice in a dynamic Bayesian networks at time t depends on the node of time slice at time t-1 and 
the conditional distribution of the node can be represented using a conditional probability table 
(CPT). The edges flow between the time slides from left to right representing the causal flow of 
time. For example, the node named C4_2 at time slice, t+1 has an associate of conditional 
probability distribution of node name C4_l at time slice t because of the temporal edges that link 
between them and the node C4_2 is called persistent (Murphy 2002).
In the same way as Bayesian networks, dynamic Bayesian networks are also a robust and 
powerful tool for reasoning under conditions of uncertainty. The uncertainty for degree of belief 
in dynamic Bayesian networks can also be solved using the inference technique. The general 
inference in dynamic Bayesian networks is the computation of the probability distribution 
function of an unknown state given the observed evidence. More information about dynamic 
Bayesian networks inference can be found in Kjasrulff (1992), Kjaerulff (1994), Murphy (2002), 
Mihajlovic and Petkovic (2001).
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2.5 Influence Diagrams
An influence diagram is a Bayesian network augmented with decision nodes and utility nodes 
(Jensen 2001). Influence diagrams extend Bayesian probability networks for solving decision 
making problems by introducing reasoning about decisions. An influence diagram is used as an 
alternative to a Bayesian networks when there is a problem involving decision making. The 
decision function of an influence diagram supports reasoning under uncertainty and provides 
further information to the networks. In addition, it also offers a means to compare alternatives and 
preferences to decision problems.
The purpose of an influence diagram is to model a decision making situation in an efficient and 
effective way. The graphical representation of an influence diagram clearly lays out the actions 
and goals that help decision makers analyse decisions. It captures elements of a problem and the 
structure of a decision. The basic idea of an influence diagram is to express in a numerical way 
how the decision makers value the possible consequences of any actions they take under 
conditions of uncertainty. The goal of an influence diagram is to be able to find a decision that 
gives us the maximum expected utility.
2.5.1 Model Specification
An influence diagram consists of a directed acyclic graph over chance nodes, decision nodes and 
utility nodes where it is represent by ID = (G ,P ,U ). The modelling of decision making using 
influence diagram provides an understandable and clear graphical representation of a decision 
making problem. The graphical representation of an influence diagram illustrates a decision 
making situation in an intuitive way which shows the relationships and dependence relations that 
influence one another. The following figure shows the basic model specification of an influence 
diagram built using the Hugin software.
Figure 2.14: Three basic nodes of Influence Diagrams
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Chance node is similar to a random variable in Bayesian networks. It represents 
the uncertainty situation in a decision making problem.
Decision nodes represent a set of possible actions that we can take control as a 
decision maker.
A utility node contains values regarding the utility for each action in order to 
assess the usefulness of the action. A table is associated with utility node where 
the values are affected by the parent nodes.
Although an influence diagram is an extension to a Bayesian network, there is syntax applied in 
the graphical structural specification and quantitative specification of an influence diagram. For 
modelling graphical specification, all the decision nodes are linked by a direct path and utility 
nodes have no children. For the quantitative specification in influence diagram, the chance nodes 
and decision nodes have a set of mutually exclusive states. On the other hand, the utility node U 
has no states but it is attached to a real-value function over pa(U). As for the chance nodes, it is 
similar to random variables in Bayesian networks where there is a conditional probability table 
associated with each node.
Figure 2.15 shows a typical example of an influence diagram. It is a decision making situation 
where we have an opportunity to decide whether to carry an umbrella (Jensen 1995). The purpose 
of the influence diagram is to help us to make a most effective decision based on the options 
given. In figure 2.15, the chance nodes of Forecast and Weather are used to show probabilistic 
information about the possibility of “it is going to be raining” or “no rain”. The action of whether 
to carry an umbrella is in the decision node of Umbrella with two states of “Take” or “Do No 
Take”. However, the decision making can be evaluated using the utility node. The utility node of 
“Satisfaction” shows the value of each action to be taken. The link from decision node to utility 
node means the actions influence the level of our satisfaction with our action.
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Forecast 
18.67 Rain 
41.33 No Rain
Umbrella
Forecast
Take
Do No Take
Umbrella
Weather
Weather 
■0.00 Raining 
40.00 Sunny
atisfaction.
Figure 2.15: A simple decision making situation of whether to carry an umbrella
If we have the information for both Forecast and Weather that it is going to be raining (figure 
2.16), then the utility node of Satisfaction show our satisfaction value of 100 if we bring umbrella 
with us. On the other hand, if we do not take the umbrella and it is raining the value of our 
satisfaction is 0.
Forecast
0.00 Sunny
Umbrella
1100.001 Take
 I D.QQIDo No Take
Forecast Weather
Umbrella
Weather
0.00 No rain
atisfaction^
Figure 2.16: The utility value shows the satisfaction level based on gathered information
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2.6 Related W ork
Studies in the area of Bayesian networks have concentrated on knowledge-based systems and 
artificial intelligence. One of the reasons for the wide spread use of Bayesian networks in those 
areas is that the Bayesian structure represents concisely a probability distribution using causal 
relationships to make effective predictions in the domain of knowledge and data. Using Bayesian 
networks, human experts study and judge the problem domain and then build the network 
structures. They understand the problem domain and build the network structure based on 
knowledge of that domain. Unlike many areas of Bayesian networks, predicting human activity in 
terms of context awareness involves conditions of uncertainty and real-life reasoning.
Over the last decade, context aware applications have gained wide spread popularity in the field 
of mobile computing, wireless technology, pervasive computing, wearable computing and 
especially in the field of ubiquitous computing. There are various different methods and platforms 
applied to developing context aware applications, however the most significant method is 
Bayesian networks. Bayesian networks are probability graphical tool that represent joint 
probability distribution under conditions of uncertainty. They are useful tool for context aware 
applications as context is uncertain and vague in many situations. In addition, Bayesian networks 
also provide influence relationships that overcome the problem of ambiguity in context aware 
applications.
In this project, we are interested in using Bayesian networks as the basic graphical modelling tool 
for the prediction of users’ daily activity under conditions of uncertainty. The aim is to determine 
how Bayesian networks can be applied to predict a person’s current as well as future activities 
based on the empirical content of diary data and data from sensor detection technology. The rest 
of this section discusses three applications that relate to aspects of our project. They provide 
useful references on different perspectives of developing context aware application.
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2.6.1 Microsoft Co. - Lumiere Project and others
Microsoft is one company to have used Bayesian networks to help in development of applications 
(http://www.gametheory.net/News/Items/063.html). The earliest application using Bayesian 
networks for context aware applications was the Lumiere project which eventually resulted in the 
"Office Assistant" introduced of Office 95. It is an application that provides assistance to 
computer software users (Horvitz et al. 1998). However, unlike the context aware applications 
discussed earlier, the Lumiere project is not a location or activity context aware system. It did not 
use user’s location or time as the main context to trigger relevance information. Instead, it 
concentrated on user’s action when using the software as context, such as mouse movement and 
typing activity, which applies to the task context that are described by Schilit et al. (1994). It 
focused on user’s action which are an event for the program to predict what a user is doing and 
how it can help the user.
The Lumiere project used Bayesian networks as graphical probability model in embedded 
applications that infer a user’s needs based on user’s background, actions and queries (Horvitz et 
al. 1998). Horvitz found that Bayesian networks can be effectively judge a user’s needs and 
provide useful enhancements to the software. Influence diagram for Bayesian networks provide 
intelligent assistance to the user given the user’s background, goals and competency in working 
with a software application. More importantly, Bayesian networks provide an infrastructure for 
building new kinds of services and applications that can help users intelligently.
After the success of the Lumiere project in Microsoft Office, the popularity of Bayesian networks 
and context applications increased in Microsoft Corporation. Priorities system (Horvitz et al. 
1999) and Notification Platform (Horvitz et al. 2003) are two projects where Bayesian networks 
are used as probabilities prediction model to handle different sources of context. In the Priorities 
system, Bayesian networks have been used to infer a user’s focus of attention and then provide 
clues about user’s presence of activity and conversation. On the other hand, the Notification 
Platform provides attention-sensitive notification to users. Data from attention and location 
sensors are usually uncertainty, Bayesian networks are therefore used to make decision analysis 
based on the available contextual information. Some other applications that used bayesian 
networks as reasoning and prediction tool includes DeepListener (Horvitz and Paek 2000), 
BusyBody (Horvitz et al. 2004) and Bayesphone (Horvitz et al. 2005). (more detail can be found 
in section 2.1.6.2)
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2.6.2 MIT Media Lab - The Museum Wearable
The Museum Wearable is a project developed by the MIT Media Lab in USA in 2002. It is a 
context aware system that targets visitors of a museum. It is a real time storytelling system that 
based on user context such as their interest and time spent in the museum. The purpose of the 
system is to offer the visitors an audiovisual augmentation of the surrounding environment in the 
museum. It enriches and personalises the museum visit as the storytelling device which is able to 
adapt its story to the user interests and be tailored to their needs based on the time they spend in 
the museum. The delivery of the story material is personalised to the user which it considers when 
and where it is appropriate (Flavia 2002).
The Museum Wearable system identifies a user and categorises them in one of the three visitor 
types using Bayesian networks. It uses the Bayesian networks’ probability reasoning to estimate 
the user’s visiting pattern and decide what they need in the museum. Therefore, the Bayesian 
network is used as probability modelling between the real-time sensor and user-story interaction. 
The system “understands the user” and produces services based on the interpretation of the user’s 
intention using probability reasoning in Bayesian networks (Flavia 2003). According to Flavia, 
Bayesian networks have provided additional advantages that allow them to encapsulate human 
knowledge about the context of the user of the museum wearable using appropriate node in 
Bayesian networks.
2.6.3 Georgia Institute of Technology - Augur
Augur is a groupware calendar system developed by Georgia Institute of Technology in USA. The 
system supports personal calendaring practices and workplace communication within a 
workgroup. The purpose of the Augur project is to establish a digital personal calendar as an 
effective tool for supporting workgroup coordination. It is a probability calendar that serves as 
communications system considering the availability of a user and then makes use of the user’s 
current working context to enhance the coordination in the group. The calendar is not only an 
information storage artifact, but also a sensor that can provide location information, availability, 
and workload of a person (Mynatt and Tullio 2001).
Bayesian networks have been used as a probability model that makes predictions about the 
uncertainties of a user’s attendance at a given event. It is a prediction module that is used to add
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information about the likelihood of user’s attendance for future events. Each user in the 
workgroup has a copy of Bayesian prediction network that is capable of learning their attendance 
habits over time. The Bayesian network’s captures major influences from user such as user’s 
location, the event time, length of event and then it generates reasoning predictions about the 
likelihood of user attendance for the event (Tullio et al. 2002).
In addition, the network also makes judgments on the conflicting events where a user can only be 
in one place if two events have the same time. It considered the priorities of the current event and 
conflicting event, and the user’s availability to determine appropriate probability likelihood of 
attendance for the event (Tullio 2003). This project is much related to our research as the 
objective is predicting user’s events based on user’s different daily activities and contexts. 
However, unlike our current research, the project is limited to the workplace and only during 
working hours. Our research has a broader view of location with no constraint of time. We are 
predicting a user’s activity anywhere and anytime. The next section illustrates what is Bayesian 
network and how we used it for activity prediction.
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2.7 Summary
In this second section of the literature review, we introduced the basic concept of Bayesian 
probability networks. The following are the topics that we have described.
Section 2.2 Bayesian graphical networks: A causal network is a directed acyclic graph (DAG) 
that use graphical modelling to visualise a domain problem. A causal network uses a set of nodes 
to represent the problem variables and a set of links to represent relationships among the 
variables. We demonstrated the three connection patterns of causal networks to illustrate the 
dependency patterns and causal relationships. In addition, we also explained the rules of d- 
separation for information or evidence transmissions in causal networks.
Section 2.3 Bayesian networks: A Bayesian network is a compact framework that combines 
graphical theory and probabilistic theory for reasoning under uncertainty. The graphical 
representation which is a directed acyclic graph represents the qualitative part of Bayesian 
networks reflects the causal relations of a domain. On the other hand, the probabilistic theory 
shows the quantitative part of the network by using the Bayesian probability distribution.
In summary, a Bayesian networks is a representation of knowledge which consists of following:
• Entities of problem domain are represented as random variables
• A graphical modelling of DAG that consists a set of variables and a set of
directed edges between variables
• The structure of the DAG describes the dependence relations between variables
• To each variable A with parents B{ Bn there is a conditional probability table
p(A |A , Bn)
• The conditional probability distributions specify our belief about the strength of 
relations and the degree of belief about the entities.
Section 2.4 Dynamic Bayesian networks: Dynamic Bayesian Networks (DBNs) are an 
extension of Bayesian networks which are used to model temporal processes that evolve over
time. Dynamic Bayesian networks solves the problem of classic Bayesian networks where
stochastic process can now be modelled and reasoned over. Furthermore, dynamic Bayesian
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networks allow reasoning over time and thus allow modelling of dynamic system where the state 
of the system is sequentially uncertain. The main advantage of dynamic Bayesian networks is that 
it provides continuous probabilistic reasoning and dependencies. In addition it also has the 
advantage of modelling time-varying data which allows the process of future prediction.
Section 2.5 Influence Diagrams: Influence diagrams are Bayesian networks with decision nodes 
and utility nodes for decision making under uncertainty. Influence diagrams solve the problems 
that require decision making over several possible decisions. For each possible decision there is 
an action which is graphically represented by a square decision node that implies specified 
consequence to the action. The consequence to the action is valued numerically and graphically 
represented by a diamond node called the utility node. In reality the problem of decision making 
is complicated where actions can correspond to several consequences among which some are 
good and other are bad. Therefore an influence diagram is used to help decision making for 
choosing the best actions with the best consequence in an intuitive way.
Section 2.6 Related Work: The most significant characteristic of Bayesian probabilistic 
networks is the ability to reason domain knowledge under conditions of uncertainty. Recent works 
in pervasive computing especially context aware applications have demonstrated that Bayesian 
probabilistic networks are a reliable and robust tool for dealing with uncertainty. The following 
chapter demonstrates how we use Bayesian networks as a reasoning and probabilistic framework 
to develop context aware mobile devices.
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3 Context Prediction
In this chapter we demonstrate the use of Bayesian networks as a tool for modelling domain 
knowledge of mobile users’ activity. Firstly, we illustrate the goals and visions that we foresee to 
accomplish in this project. Secondly, we introduce background information regarding the problem 
domain. Background information includes the studies and investigations of the domain of a 
mobile user’s activity. We will then illustrate how the problem domain is modelled using different 
Bayesian network methods. We demonstrate our Bayesian networks predictive modelling from 
the very early model to our final implemented model. In addition, we also illustrated the Bayesian 
networks adaptive learning used in our models to improve the network’s accuracy and 
performance. The main structure of this chapter is as follows:
• first, we describe the background information and our visions in this project
• second, we describe the basic model of activities prediction model called Activity 
Bayesian networks
• third, we illustrate the learning methods employed by our Bayesian networks using 
experiments and we also discuss the experiment results.
• fourth, we demonstrate the evolution from our static Activity model to Dynamic Bayesian 
networks.
• and finally, we add decision and utility functions to the dynamic Bayesian network that 
transform the network into influence diagram.
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3.1 Goals and Visions
The study of Abowd et al. (1997) shows that the use of context aware mobile devices is 
increasingly important in the fields of handheld and ubiquitous computing. Unlike more 
established mobile services such as SMS or WAP, research into context aware services is still at 
an early stage and requires reliable sensory information to detect rapid changes of user’s context. 
In fact, context-awareness services only provide benefit if the context they sense matches the 
current usage situation.
Context aware devices predominantly consist of sensors to capture current contextual information, 
a server that processes the information, and indicators to present the information to the interested 
users (Dey and Abowd 2000). The context aware device should provide useful contextual 
information to the user. It should assist them based on their present context and provide them 
available and relevant information. In order to achieve the potential services envisioned of a 
context aware device, data about the user’s past and present activities will be required to predict 
their future needs.
The vision of context awareness in this research consists of two layers: context timing and context 
capturing. The purpose is to bring some important ideas together in the sense that context 
awareness is considered on different levels of time and user’s physical states. For example, 
knowing the user’s physical state tells us about their context at that time. Figure 3.1 shows the two 
visions of context awareness within this project.
Figure 3,1: Two layers of context awareness vision
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3.1.1 Context Timing
According to Brown et al. (2002) context timing is important where the location or position of the 
user is not entirely important, but changes and the time are important, e.g. someone moving. To 
detect change of context, a user’s daily activities play an important role for detection and 
prediction. It serves as a basis to determine what type of information should be delivered when the 
user is moving. In this situation, what information should be delivered is mostly affected by time 
and the user’s everyday activities. Therefore, context timing analyses activities and in particular 
analyses what has been done and what has not.
In addition, Brown et al. (2002) also recognise that context timing needs to straddle the past, the 
present and the future activity of the user. Time is an important dimension for describing context. 
It can be used to identify instant of time of the different activities. Therefore, the vision for 
context timing has to be very sensitive to recognise and adjust present and future activities in 
relation to the time of day. Information has no meaning if it is late. Equally it is useless if it is 
presented before the time it is actually needed. Some contextual activities are related to intended 
future events (e.g. “to do lists”, indicate future activity).
Likewise, in this project, our interest is to recognise the user’s context and predict their most 
likely activities. For example, with reasonable certainty that the user is having breakfast on a 
Monday morning, the context aware device will be able to forecast the user’s next activity. 
Suppose the user is going to drive to work, then the device has one menu-button called 'services', 
which produces the latest traffic information. It is thus providing ‘just in time’ information 
delivery based on the user’s need.
Figure 3.2 shows the vision of context timing in this project. The differences in the diagrams 
presented in figure 3.2 and figure 3.3 are time and sensor data. The emphasis of context capturing 
is how to provide specific information at the particular place. On the other hand, context timing 
associates relevance with the timing of the activity. Context timing may not need to know the 
place of the current context; instead, it considers what are the current context is and when an 
activity is to be happening.
For example, user A is shopping in the town at 4.00pm. The main concerns here are “shopping” 
and “4.00pm”. Based on the user logging activities, the next thing the user A may want to do is go
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to the cinema. The system may not have to know the location where the user A  is going to do her 
shopping. Instead, the system should alert the user not to be late for the movies and remind the 
user to get a birthday card for her daughter’s birthday next week.
Figure 3.2 shows the structure of context timing consists of current time, present context and 
user’s daily activity. Time is used to decide what kind of possible activities would occur at that 
moment. It then takes the present activity as a reference to the future activity.
+
Current Context
 +________
Logging Activities
Prediction of user’s most likely activities at the right time
Figure 3.2: The vision of predicting user’s activity in the right timing
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3.1.2 Context Capturing
Context capturing focuses on predicting the context or activity performed by a user based on 
sensory data. Physical sensor data plays an important role for determining a user’s likely activity. 
We take into account the accuracy and reliability of available sensors, which provide sensor data 
of the user’s physical states: walking, sitting, running, standing and lying. The sensor data of 
those physical states are captured using the sensor technology developed by Philips Research 
Laboratory (refer to Appendix B).
The main purpose of context capturing is to know what a user is likely to do based on their 
physical data that obtained via sensors. Capturing physical sensor states related to a user has been 
proven to be very helpful in predicting user’s current context (Ho and Intille 2005). Physical 
states are closely related linked to what a user is doing (Bao and Intille 2004). In addition, the 
detection of certain physical states will reduce the possibility of other activities that do not 
exercise the same physical state. For example, a user is normally either at home watching TV or 
running at 6 o’clock in the afternoon. In this situation the physical sensor data can be used to 
distinguish among those two activities. If we know that the user’s physical state is sitting then this 
Will reduce our belief that he is running.
Knowing a user’s most likely activity is the main cue for the prediction of a user’s current 
context. There may exist inter-related contextual information that can be retrieved from a context, 
where a lot of related information can be retrieved from an activity. In particular, based on a 
user’s context activity we may discover information about the user’s location. This is because 
knowing what a user is doing may also tell us where the activity is taking place. For example, 
collected physical sensor data of sitting at 9 o’clock in the morning may lead to prediction that the 
user’s most likely activity is “working”. Therefore knowing that the user’s activity is working, we 
can also predict the user’s location is in their office. With the addition location information, the 
prediction of a user’s further context activity will be more precise and accurate. This is because 
we now have the contextual information of past activity and also location information to predict 
future activity. Location awareness is an important element of context awareness (Abowd and 
Dey 1999).
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Therefore, instead of solely knowing what the user is likely to do, we also know where the user is. 
Figure 3.3 shows a diagram of the context capturing vision. The user’s physical data is captured 
via sensor as the fundamental data. The purpose is to recognize what the user is doing and what 
their current context is. The detection of current context helps to improve the prediction of future 
contexts. For example, knowing that the user is standing at 7 o’clock in the evening will infer the 
prediction of activity “at home: cooking”. If the next physical state captured is sitting, then 
knowing the user was previously cooking will help to predict accurately that the user is now 
eating dinner.
Sensor Data 
+ 
Current Context 
+ 
User Profile
Prediction of user’s most likely activities
Figure 3.3: We aim to understand what a user is doing and what they need
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3.2 Investigation o f Problem Domain
The aim of our research was to determine how Bayesian networks can be applied to predict a 
person’s current as well as future activities. The prediction is mainly based on the empirical 
content of the users’ diaries and also data from sensor detection technology. We have conducted a 
survey to collect and record user’s daily behaviour in order to build an activity model for user’s 
activity prediction. The primary research was achieved through developing an activity Bayesian 
network from data within users’ diaries where the network predicts possible activities based upon 
contextual data. Secondary research was carried out to determining how the network can predict 
more accurately through the addition of sensor information. However, the development of sensor 
technology is still in progress at Philips Research Laboratory (Appendix B). As a result, in the 
current system a user needs to input the sensor data from their mobile device to tell the context 
engine about their physical state.
3.2.1 Subjects
Our research has focused on predicting a mobile User’s activity using Bayesian networks has 
involved collecting real world users’ daily activities. In order to collect sample data of users’ daily 
activity, an online survey was conducted in Philips Research Laboratories. The survey was 
conducted over a period of twenty-eight days from a sample of thirty-six people from a range of 
different backgrounds. The participants included office workers, kitchen manufacturers, editors, 
drivers, housewives, managerial workers and research scientists. Everyday over twenty-four 
hours, all activities were recorded by every person on an every half hour basis. The aim of 
collecting the data was to recognise the different kinds of activities performed at a particular time.
3.2.2 Dataset
For practical purposes, we conducted a survey and built our model based on the collected dataset. 
A dataset with approximately 48 thousand records was collected from the online survey 
conducted in Philips Research Laboratory. We believe that the best way to model a realistic 
network for predieting user’s activity is using the data provided by the users. Besides, by using a 
real-life dataset we aim create a more sensible and sociable context aware device that will look 
familiar and feel familiar to the users. We carefully studied the collected dataset in order to 
understand the behaviours and daily activities perform by the users. The dataset was analysed and 
modelled as activity prediction network using Bayesian networks.
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3.3 Static Bayesian Networks
After carefully studying the problem domain and investigating the collected diary data from the 
survey, we modelled a user activity prediction Bayesian network using Bayesian networks 
software, Hugin (www.hugin.com). The modelling of the Bayesian probability graphical networks 
allows the prediction of a most likely activity of a user. The development of the network is purely 
based on the collected diary dataset. In addition, the prediction of a user’s activity considers both 
the context awareness perspective and Bayesian probability modelling perspective. The aim is to 
achieve a goal of accurate context prediction but at the same time it is also important to create a 
robust Bayesian network.
After carefully studying the context domain, the collected diary dataset and the Bayesian 
graphical modelling method, we defined six variables for the activity network. They are Day, 
Time, Sensor, Possible_Activity, Actual_Activity and Next_Activity. The Day, Time and Sensor 
variables represent the basic entities that describe the basic characteristics of a user’s context. The 
Possible_Activity, Actual_Activity and Next_Activity are the variables that represent the 
possibility of user’s context that we are interested to know using the prediction capability of 
Bayesian networks.
Figure 3.4: The modelling of context prediction based on user’s contextual information using Bayesian
probabilistic reasoning and prediction
r
Entities that characterised 
the context (Anind K. Dey 
and Gregory D. Abowd 
2001)
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3.3.1 Possible Activity Prediction
Based on the requirement of the activity prediction problem domain, we have defined six 
variables to represent the variables nodes use in Bayesian network. The six variables are Day, 
Time, Sensor, Possible_Activity, Actual Activity and Next_Activity. The Day node consists of 
seven days (a week) that has been grouped into workday (Monday to Friday) and non-workday 
(Saturday and Sunday). The activities from the collected dataset were sorted into workday activity 
and non-workday activity, which differed significantly. The Time node is the node that 
determines when a particular activity happens. It is comprises of forty-eight half-hour time slots. 
With the information from the Day node and Time node as input data, the probability of an 
activity can be predicted; that is called Possible Activity.
Suppose we divide the network into small sub-network, as show in figure3.5, which will explain 
the Possible_Activity. Possible_Activity are activities that may be predicted using the data 
probabilities collected from the survey. This data allow a hypothesis about the users’ possible 
activities or behaviour. The links from Day node and Time node show the causal dependency on 
the Possible_Activity, implying that the day in a week and time decide what kind of activity may 
occur. They also indicate that the probability in Day and Time affects the probability of the 
Possible_Activity.
Figure 3.5: The prediction of user’s possible activities is influenced by the context entities of day and time
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Therefore, given a day and time during the week, the Activity Bayesian network will predict the 
likely Possible_Activity that a user will be performing. The prediction is based on conditional 
probabilities of p(Possible Activity \ Day,Time) . The Day and Time indicate the users’ 
activity, which predicts the activity in which the context takes place. Suppose that the context is 
more meaningful if the two different domains of day and time are under consideration. Figure 3.6 
shows the probability of Possible_Activity given the day is a workday from 7.00 to 7.30 in the 
morning. Activities that might happen on workday from 7.00 to 7.30 are mainly At home; At 
home: dressing; At home: eating and Driving.
#  Day
f — 1
r 1
100.00 Workday
- Non-workday
- 05.30- 06.00
- 06.00- 06.30
- 06.30- 07.00
- 07.00- 07.30
100.00 07.30- 08.00
- 08.00- 08.30
- 08.30- 09.00
- 09.00- 09.30
- 09.30- 10.00
H I  Possible_Activity
0.20 appointment 
30.54 At home 
0.20 At home: computer
2.20 At home: cooking 
18.96 At home: dressing
9.48 At home: eating 
0.00 At home: games 
0.00 At home: listening
2.20 At home: TV 
0.00 church 
0.00 cinema 
0.50 cycling
21.06 driving
Figure 3.6: Prediction user’s possible activities based on the context evidences of day and time
However, observing the predicted results obtained from Possible_Activity, we noticed that the 
predicted activities are varied and very contrasting in terms of their context. For example, if we 
refer to figure 3.6, the predicted most likely activities of “At home: dressing” and “at home: 
eating” are two distinctive activities because of the nature of the activities. The activity “At home: 
dressing” usually will exhibit the body state of standing whiles the activity “at home: eating” will 
usually present the body state sitting. As a result we believe that it is not likely for those two 
activities to happen at the same time.
Therefore, knowing the likely possible activity is not sufficient for us to judge and determine that 
the predicted result is the right activity based on the user’s current context. In order to achieve a 
more accurate predicted activity, more nodes were added to the network; they are Actual Activity 
node and Sensor node. The Actual Activity node is the node that represents a user’s current
76
Chapter 3 Context Prediction
activity considering the result from a Sensor node. The Sensor node provides information about a 
user’s physical state. Hence, there are causal dependency links from the Sensor node that show 
the relationships of causality and effect to Actual_Activity node. Once again, if we look at the 
sub-network in figure 3.7, we notice that the parent nodes of Actual_Activity node are 
Possible_Activity node, Sensor node and Day node.
In the Activity Bayesian network, Actual_Activity are activities propagated from 
Possible_Activity, but unlike Possible_Activity they are complementary to user context based on 
physical state and profile. The Sensor node provides, information about a user’s physical state in 
terms of standing, sitting, jumping, walking and lying down. With the information from the 
Sensor node, the network can eliminate some activities that do not apply to the physical state, for 
example, sitting does not apply to the activity of sleeping (Loi 2002).
Figure 3.7: Prediction of user actual activity based on the context of their physical state
The link from Day node however is added after we realised there were uncertainties and 
inaccuracies in the predicted actual activity. The predicted results are inaccurate in the way that 
they predicted all kind of activities that apply to the particular physical state without having 
regard to workday activity and non-workday activity. Therefore, we added an arc into the network 
to discriminate between the activities happening on a weekday and on the weekend. The 
prediction for the most likely activity is now based on following conditional probability, where 
p(Actual _ Activity \ p(Possible _ Activity), Sensor, Day) .
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We can now perform a network prediction that continues previous network of figure 3.7. Suppose 
the data from the Sensor node is Sitting, as we can see from the results in figure 3.8, the 
probability of those activities applying Sitting are increased compared to the probability in 
Possible_Activity.
0  Sensor /§> Actu a l_Activity
I I_________ - Standing.................... f...I I 0.42 appointment
: I i  I 18.52 At home
-Jum ping..................... |..I I 1.88 At home : computer
- Lying Down \ l l 0.00 At home : cooking
 1 1 -W alking < I 0.00 At h om e: dressing
|..I  I 15.78 At home : eating
! I I 0.12 At home : games
[ I I 0.31 At home : listening
(..r ~   I 6.50 At home : TV
[.... I I 0.00 church
|.... I I 0.35 cinema
[.... I I 0.63 cycling
[.... M I 24.43 driving
Figure 3.8: Predicted results for actual activity based on the judgment from the Sensor node
Those activities that do not entail sitting are decreased to null probability. For example, the 
Possible_Activity predicted the possibility of 2.20 that the user is “At home: cooking” and 18.96 
possibility “At home: dressing”. Knowing the user is sitting, the probability values for those 
activities are dropped to null because we know that those activities do not apply to the physical 
state of sitting. Based on the results obtained, we can conclude that the prediction of 
Actual_Activity is obviously more accurate and useful with the causal dependency from thus 
Possible_Activity node, Time node and more importantly from the Sensor node that enhances the 
prediction accuracy.
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3.3.2 Future Activity Prediction
Predicting future activity is difficult and challenging because of the unpredictable nature of the 
future. However, from the context aware development point of view, we know that it is important 
and helpful to be able to tell what a user’s next move maybe. In addition, it is particularly 
important to predict the future activity because the user’s context will change with time. The 
user’s current activity will become a past activity as the time advances and user’s context will 
change. So, predicting the users’ future activity is significant in terms of providing relevant 
information to the user while it is relevant.
We added a node called Next_Activity into the network with arcs link from Actual_Activity node 
and Time node. The causal relationship from the Actual_Activity node and the Time node to 
Next_Activity node allows the prediction of future activity. The observation of what the user's 
previous activity was allows us to make a judgement about what is likely to happen in the future. 
Using the causation joint distribution probabilities within the Bayesian network, we can predict 
the potential future activity based on the probability distribution of the Actual_Activity node and 
the Time node.
The link from the Time node to the Next_Activity explains that the time an event occurred has a 
great impact on deciding the next activity that is likely to happen. The value obtained from the 
Time node will propagate to update the probabilities of the Next_Activity node and determine the 
next activity considering the Actual_Activity. The chance of getting the right event in the right 
context at the right time involves a very accurate prediction.
Figure 3.9 below shows the completed model of the Activity Bayesian network. The network 
predicts a user’s possible activity, real current activity based on the physical state, and also future 
activity which considers the actual activity. However, the prediction of user’s most likely activity 
are acquired from the reasoning prediction of the conditional probability distribution table of the 
Actual_Activity, p(Actual _ Activity \ p(Possible _ Activity), Sensor, Day) and also the 
reasoning prediction of the conditional probability distribution table of the Next_Activity, 
p(Next _ Activity | p(Actual __ Activity), Time) .
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Figure 3.9: The complete model of Activity Bayesian network when adding node of Next_Activity which
allows predictions of the user’s future activity
Figure 3.10 below shows the predicted results of the future activity given the actual activity of a 
user. Suppose the network recognised the actual activity as “At home: eating”, it predicts the 
possibilities for Next_Activity are: “At home” with a probability of 39.56; “At home: dressing” 
with a 20.30 probability; “At home: eating” with a 12.00 probability; and “driving” with a 
probability of 16.30. The results imply that if a user is currently performing the activity “At home: 
eating”, Activity Bayesian network predicts “At home”, “At home: dressing”, “At home: eating” 
and “driving” are the activities that the user is likely to be performing after eating.
However, based on the user’s diary data, the network predicts the highest possibility of next 
activity after activity eating is “At home”. The prediction of activity “At home” represents any 
other activities that do not include cooking, dressing, eating, games, listening and watching TV, 
which are already appear in the states of Possible_Activity.
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Next_Activity
\ L   I 0.74 appointment
\.... IS.'.'...I  39.58 At home
\.... I 1 0.74 At home : computer
\.... I '"'1 2.22 At home : cooking
j.... h l 20.30 At home : dressing
j.... i< i 12.00 At home : eating
\.... i I 0.00 At home : games
j.tz.I 0.00 At home : listening
|.... i I 2.22 At home : TV
j I " I  0.00 church
i I I 0.00 cinema
j I I 0.44 cycling
|....B i 16.30 driving
Figure 3.10: User’s possible next activity predictions
In summary, the overall prediction results from the Activity Bayesian network were satisfactory 
and encouraging, with a good accuracy. The modelling of the user’s activities which is built from 
user’s diary dataset has proven to be considerably reliable and accurate for the prediction of user’s 
activity context. The prediction results show a promising accuracy for different contexts at 
different times. For more detail about the analysis of the dataset and the details modelling of 
Activity Bayesian network can refer to Loi (2002).
However, the sample data that was used to develop the Activity Bayesian network is from a group 
of different people with differing backgrounds. Different people have different behaviour and life 
styles, making the network not so accurate and reasonable when an exceptional activity occurred. 
For instance, the daily activities performed by a worker will certainly be very different from the 
lifestyle of a student. Therefore, knowing this limitation on the Activity Bayesian network, we are 
tying to improve the network to adapt to a specific user by using a learning mechanism. In the 
next section we describe in more detail how we may improve the Activity Bayesian network 
through a learning capability.
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3.4 Learning M echanism on Activity Bayesian Networks
The Al literature defines learning as a sequence of self-improvements which increases 
performance and achieves a particular objective as a result of experience. Learning is a necessary 
component of intelligence and it is probably one of the main characteristics of any intelligent 
computer system. Bayes’ theorem provides a procedure for combining judgements and data in 
order to “learn from experience”. The theorem has been illustrated in both intuitive and 
mathematical terms by Sander and Badoux (1991). Our intent here is to show that learning in 
Bayesian networks has the ability to provide an accurate conclusion.
Learning is important, particularly when Bayesian networks are used to represent stochastic 
processes over time where the network needs to be updated regularly. As described in chapter 
2.3.3, there are two techniques to make a Bayesian networks a learning network. In order to make 
our Activity network learn in the most effective way and predict a user’s activity more accurately, 
we have adopted both of the learning methods discussed in chapter 2.3.3.
A second independent dataset is required for perform the training of the Activity Bayesian 
network. The limitations of the previous network gave rise to concern regarding selecting 
appropriate individuals from which to collect the sample data. In order to prove the network’s 
learning capability, the selected individuals had very different background compared to the group 
of people from in the original survey. A new sample set of data was collected for the period of a 
month for the purpose of learning. The collected data was then used to train the network to learn 
and adapt to a particular user’s daily behaviour. The purpose for collecting a test and training 
dataset is to ensure that the network is able to adapt, and more importantly to learn from a specific 
user.
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3.4.1 Structural Learning
Structural learning involves evaluating candidate structures and revising the network’s structure 
according to the given data (Heckerman 1998). It is useful when there is a large set of sample data 
available for the network to learn from. The structural learning for our Bayesian network was 
conducted within this research was done using the Hugin software’s structural learning facilities. 
Hugin’s structural learning is a function for constructing a Bayesian networks from sample data. It 
creates a data file which contains variables and associated properties for representing nodes in the 
Bayesian networks. The learning function understands the relationship among the variables and 
creates the network structure from the data. The structure of a Bayesian network is assembled 
after structural learning is performed based on the new database.
Figure 3.11 shows the data file for the Activity Bayesian network. The variables are 
Next_Activity, Sensor, Actual_Activity, Possible_Activity, Time and Day. These are on the first 
line of the databases. The data file contains information regarding the network, and it can be 
generated using a Case Generator from the Hugin software. Once the structural learning algorithm 
is performed the Bayesian network is created. Figure 3.12 depicts the graph obtained for this 
research. However, the structural learning in Hugin only constructs the Bayesian network; the 
network itself has no conditional probability distribution.
Next_Activity,Sensor,Actual_Activity,Possible_Activity,Time,Dayworking, Jumping, At 
home,driving, 15.30 - 16.00,Non-workdaysleeping,Walking,At home : 
cooking,sleeping,01.30 - 02.00,Non-workday At home,Standing,working,working,14.00 
- 14.30,Workday driving,Jumping,At home,sleeping,07.00 - 07.30,Non-workday At 
home,N/A,out,cinema,22.30 - 23.00,Workday working,Walking,At home : dressing,At 
home,14.00 - 14.30,Non-workday At home,Standing,working,working,13.30 -
14.00,Workday sleeping,Standing,out,sleeping,07.00 - 07.30,Non-workday 
working,Sitting,working,working,09.30 - 10.00,Workday sleeping,Jumping,At 
home,sleeping,01.00 - 01.30,Non-workday At home,Sitting,At home,At home,22.00 -
22.30,Workday At home : eating,Sitting,At home : eating,At home : eating,22.00 -
22.30,Non-workdayexploring,Standing,At home,At home : eating, 11.00 - 11.30,Non- 
workdayAt home : cooking,Standing,At home,At home, 19.30 - 20.00,Non-workdayAt 
home : TV,Sitting,appointment,appointment, 19.30 -
20.00,Workdaysleeping,Sitting,exploring,sleeping,02.00 - 02.30,Non-workday
Figure 3.11: Data file that consists of all data for the domain
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Figure 3.12: Activity Bayesian network modelled Figure 3.13: Original Activity Bayesian network
fr om structural learning method modelled based on expert judgment
When comparing the original Activity Bayesian network shown in figure 3.13 with the structural 
learning network in figure 3.12, we can see that there are several differences. The networks were 
analysed for differences based on the context aware problem domain. The networks created from 
structural learning show the following limitations:
• Different Predicted Activities As can be seen from figure 3.12, the absence of an edge 
from the Possible_Activity node to the Actual_Activity node is an obvious problem that 
occurs in the network. Based on the structure, the network produced two types of activity 
predictions. The prediction of a user’s activity could be obtained from either the node of 
Possible_Activity, p(Possible_Activity| Time, Day) or the node Actual_Activity, 
p(Actual_Activity| p(Next_Activity), Day, Sensor). This is an incorrect structure which 
leads to incorrect predictions. The prediction of two different types of activities is 
erroneous as the user’s possible activity could not be determined, hr addition, a user can 
only have one kind activity at one time.
• Inappropriate causal relationships The causal dependent edge created from 
Next_Activity to Actual_Activity is incorrect due to its causal effect relationship pattern. 
The relationship implies that Next_Activity is the cause of the Actual_Activity, which is 
an uncertain judgment for developing context awareness. This is because a future activity 
may not directly affect or influence current activity in real life. It is impractical to make a
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prediction of current context based on knowledge of a future activity which may be 
unknown.
• Incomplete data Learning the structure of a Bayesian networks creates some problems 
when the sample size is small and incomplete. Missing values and the amount of the data 
available may cause incomplete learning of the network’s structure. Structure learning 
requires complete sample data in order to create a meaningful structure.
Based on our studies, we realised that the learned network from figure 3.12 is not practical for 
predicting real-life activity, as there are many links between nodes that may be confusing or do 
not appear to represent logical causal relations. We concluded that a learned Bayesian network 
produced from structural learning will not generate accurate predictions, given the amount of data 
available. Instead efforts were concentrated on another method of Bayesian learning, which is 
adaptation learning of parameters. The next section will now discuss parameter learning.
3.4.2 Parameter Learning
Based on the apparent inadequacy of structural learning to produce a predictive Bayesian 
network, different methods for improving the predictive accuracy of a Bayesian network have 
been investigated. In order to apply the concept of “learning from experience” adaptation learning 
was considered, as a method of parameter learning. Our primary focus was to investigating how 
adaptation learning may be combined with the original network to find a more accurate result.
Adaptation is the process of refining the probabilities in a Bayesian networks by taking into 
consideration real experiment outcomes or cases. The learning algorithm combines the process of 
adaptation and learning: whenever new examples arrive, the system adapts its current knowledge 
structure. One of the main advantages of adaptation learning over normal knowledge learning is 
adaptation learning’s continuous refining or updating of probabilities within the network.
Although it is easy to imagine a situation where the activity network can be personalised easily to 
a particular user, adaptation learning does not insist that a learning algorithm finds the best 
prediction. Instead it finds a hypothesis with a certain degree of predictive accuracy. Knowing a
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user’s activity and user’s daily activity, an adapted Bayesian networks can assist users in their 
context by limiting unnecessary events and providing adaptive comments to the specific context. 
This enables the user to provide new information for the network to use for learning.
3.4.2.1 Adaptation Learning Experiments
Adaptation is a learning method that updates the probability distribution with a network based on 
real experimental outcomes or cases. It is a process of refining the probabilities within a Bayesian 
network using an experience table from observations of experiments. Each node in the Bayesian 
network has an experience table for adapting to new experience. One of the main advantages of 
adaptation learning over normal knowledge learning is that adaptation learning allows continuous 
refining or updating of the probabilities in the network. Its strength is that it learns quickly and 
adapts specifically to a user’s behaviour. Further details regarding the adaptation learning method 
can refer to Appendix A. Figure 3.14 illustrates the concept of adaptation leaning.
3.4.2.2 Data Collection
A sample set of data was collected for a month period to experiment with adaptation learning for a 
Bayesian network. The collected data was used to train the Bayesian network to leam to adapt to 
the user’s daily behaviour. Realising the limitations from the previous network, serious 
consideration was given to select a good sample of people from which to collect data. In order to 
produce a generalised prediction the selected people were from differing backgrounds. The 
purpose of this is to ensure that the network is able to adapt and more importantly to learn from a 
specific person.
The purpose of this experiment is to discover the learning capabilities of a Bayesian networks 
within the context awareness domain using an adaptation mechanism. In addition, it is also 
significant for us to improve the predicted results and make the Activity Bayesian network 
suitable for wide range of users. However, the focus of our experiments is on improving the 
prediction accuracy of the Bayesian network, through the introduction of an adaptation learning 
mechanism. Our goal is to demonstrate empirically the predictive accuracy of the networks, in 
order to find the most appropriate Bayesian network.
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Adaptation
Learning
3.4.2.3 Learning from New Data
This section describes experiments conducted to evaluate the performance of the adaptation 
learning Bayesian network. The method proposed is based on the Hugin software adaptation 
learning functionality. As discussed earlier, we propose to adapt a Bayesian network utilising user 
data to assess the performance to the adaptation learning approach. The following methods have 
been used for adaptation training on the Bayesian network:
• Collection of a set of sample data from specific new users for the period of a month
• The network has then been trained using adaptation learning using the new dataset
• The network learns from the new dataset which contains 30 new activities
• Predictions from the network have then been compared to the validation dataset to 
determine its accuracy
The collected sample data was categorised into a training set and an evaluation set. The training 
set is used to train the network so that it can learn from the new training data. The evaluation set
test the prediction accuracy of the network after it has been trained. The network is updated and
learns with the new dataset everyday for a period four weeks. The network learns about the 
specific user’s activity parameters p(Possible_Activity | Time, Day) and p(Actual_Activity | Time, 
Day, Sensor). After the training, the trained network is evaluated using the evaluation set every 
week for a period of a month.
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The Bayesian network using the learning mechanism adapts to a user’s activities, acquiring a 
causal influence with a probability that generates a prediction based on the events that have been 
learned. We are not only predicting the activity, but at the same time, we are evaluating the 
learning capability of the adapted networks. The network has the ability to use the knowledge it 
gains to reason adaptively; for example, a new activity does not interfere with previously learned 
activities.
3.4.2.4 Networks Training
There are two different networks which have been trained using adaptation learning. They are:
• Network with Diary Data - Activity Bayesian networks
This is the network described in section 3.3, where the modelling of the network is based 
on the user diary dataset which was collected from the survey process.
• No diary data Bayesian network
This is a fresh Bayesian network that contains no training diary data. The network follows 
the structure of Activity Bayesian network; however it has no quantitative empirical 
values regarding a user’s diary data within the conditional probability table. Instead 
uniform distributions are provided.
The purpose of training two different networks is to discover how well they adapt to the learning, 
and to compare them with and without diary data. Figure 3.15 illustrates the process of learning 
on the two networks with the newly collected dataset. The networks are adapted to new dataset 
week by week for a period of one month. The following section illustrates the aims of training on 
the two different networks.
• Network with Diary Data
The goal of training the network with the diary dataset is to see how the prediction accuracy of the 
model is specialised based upon an individual’s personal data. The purpose of adaptation learning 
on the network is to demonstrate the ability of the network to adapt to an individual. The network 
is trained and updated with new dataset every week using the adaptation learning method. The 
adaptation learning refines the probabilities of network with diary data every time the dataset is 
adapted into the network.
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In addition to testing the predictive accuracy, training on network with diary data has also allowed 
the estimation of amount of data needed in order to update the network. The prediction accuracy 
for the testing results can be used to determine if the collected learning dataset is adequate to 
refine the original probability values in the network.
• Network with No Diary Data
In contrast to the above experiments, adaptation learning with no diary data means that the 
adaptation learning process is done on the network with no background information to support its 
predictions. The aim of the experiment is to discover the effectiveness of the adaptation learning 
mechanism when it can only learn from a specific user, without any background or general 
information in the network. With no previous diary data, the network has no existing 
understanding about the user; it learns directly about the specific individual’s behaviour.
Users with different background and knowledge will have different life styles. Adaptation 
learning with no previous data has to overcome this problem by using knowledge about a 
particular user represented in the user model. Therefore the Bayesian network is adapted to 
predict activity based on information that has been provided by the specific user. Since the 
information of the activity taken from the user is adapted directly into the network, it is expected 
that the predicted results will be more accurate and dedicated to the individual user. In particular, 
it is hoped that it will reduce the number of possible results produced when users are in their usual 
context.
Adaptation Learning
Bayesian networks______
• Network with Diary Data
• Network with no Diary data
Figure 3.15: The learning process of new dataset into the networks using Adaptation learning
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3.4.2.5 Experiment Evaluations
Two types of evaluation methods are used to measure and determine the accuracy of the above 
two networks after the adaptation learning have been conducted. They are:
Method A: The predicted results are compared with the following week’s evaluation dataset.
The evaluation data is then dynamically changed for every week.
Method B: The predicted results are only compared to the static evaluation data of week 3.
The aim is to evaluate the way the results are learned from the input data. The 
results were expected to be more accurate than Method A.
The main idea of the evaluations is to investigate the learning performance of both networks that 
have been trained with a new set of data that has been collected for a period of a month. We can 
assess the quality of a hypothesis by checking its predictions against the real activity. The 
predicted results from the networks were evaluated based on accurate representation and efficient 
matching of user preference activity after they have been trained. Accuracy indicates how many 
activities performed by the user are predicted correctly.
Each mode of evaluation is concerned with predicting results from two nodes in the network; they 
are Possible_Activity node and Actual_Activity node. The difference between Possible__Activity 
and Actual_Activity is that the prediction from the Actual_Activity is causally dependent on the 
Sensor node which takes evidence about user’s physical states. The Possible__Activity results are 
based purely on the user’s diary information but the ActualActivity results are based on user 
diary information and also the user’s physical context. The network is evaluated weekly and also 
monthly.
The following diagram shows the process of evaluation for our network after adaptation learning. 
The process involved incrementally framing the network with an additional Week’s data up to four 
weeks, and then testing the network with the subsequent week data and a static validation data 
from week three. For example, first the network was trained with data from week one and tested 
with two validation data sets (week two and a static validation data from week three), second the 
network was trained with data from week one and week two and tested with data from week three.
90
Chapter 3 Context Prediction
One week of new dataset
One week of adaptation learning
Network with Diary Data
Network with no Diary data
Evaluate
Method A
Dynamic Validation data of week two
Method B
Static validation data of week three
Four weeks of new dataset
Four weeks of adaptation learning
Network with Diary Data
Evaluate
Method A
Dynamic Validation data of week one
Network with no Diary data
Method B
Static validation data of week three
Figure 3.16: Two different methods are used to evaluate the network’s accuracy after the learning process
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3.4.2.6 Result discussion
The results of our experiment show that adaptation learning from user’s daily context can 
significantly reduce a user's daily uncertainty and assist them in a way that is suited to them. 
Learning is often viewed as the most fundamental aspect of intelligence, as it enables the network 
to become independent and it is an essential technique for achieveing improved performances. 
With adaptation learning, a Bayesian network can achieve a high accuracy of prediction regarding 
a user’s daily activity. As mentioned earlier, in this study, we concentrate on producing a more 
accurate prediction result using adaptation learning. Adaptation learning is capable of learning 
and adapting to a particular user’s activity and that therefore making the predictions of Bayesian 
networks more accurate.
Table 3.1 and table 3.2 show the results obtained from the experiments discussed in the previous 
section. Table 3.1 summarises the experimental results for Possible_Activity node and 
Actual_Activity node. Table 3.2 depicts further detail for the predictive results in terms of their 
accuracy as a mean values. It demonstrates the results for the two different methods applied in the 
two different networks that were used to demonstrate adaptation learning. Perhaps the most 
important criterion for prediction is accuracy. These results report the learning capability of the 
networks in terms of the accuracy of prediction. Our empirical results demonstrate that the 
Possible_Activity node results show a more mediocre performance compared to the 
Actual_Activity node’s result. It is interesting to note however that the user’s physical state or 
context may be able to adjust the predicted results of the ActualActivity node.
Table 3.1: Summary of mean values for the experiments
Learning Methods PossibleActivity ActualActivity
Adaptation with Diary Data -  Evaluation A 65 82
Adaptation with Diary Data -  Evaluation B 64 83
Adaptation without Diary Data -  Evaluation C 76 81
Adaptation without Diary Data -  Evaluation D 72 82
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Table 3.2: Experiment results with standard deviation
Evaluation Methods Time Possible_Activity±s.D Actual_Activity±s.D
Adaptation with Diary Data 
Method A
Week 1 
Week 2 
Week 3 
Week 4
57 ± 8.89 
63 ± 11.44 
66 ± 11.50 
72 ± 14.12
78 ± 5.62 
81 ± 7.12
79 ± 9.80 
89 ± 9.95
Adaptation with Diary Data 
Method B
Week 1 
Week 2 
Week 3 
Week 4
61 ± 9.83 
65 ± 11.28
65 ± 12.08
66 ± 11.05
79 ± 4.92 
81 ± 8.25 
87 ± 4.12 
85 ± 3.80
Adaptation without Diary Data 
Method A
Week 1 
Week 2 
Week 3 
Week 4
76 ± 4.92 
74 ± 10.88 
74 ± 9.54 
80 ± 6.35
79 ± 5.06
78 ± 9.69
79 ± 9.73 
89 ± 6.77
Adaptation without Diary Data 
Method B
Week 1 
Week 2 
Week 3 
Week 4
64 ± 15.81
74 ± 10.88
75 ± 9.80 
74 ± 9.14
76 ± 9.07 
78 ± 9.69 
86 ± 7.32 
86 ± 7.98
Note: ±  Plus minus Standard Deviation
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Adaptation Learning Evaluations
□ Adaptation with Diary Data 
(Possible_Activity)
■ Adaptation with Diary Data 
(Actual_Activity)
□ Adaptation without Diary 
Data (Possible_Activity)
□ Adaptation without Diary 
Data (Actual_Activity)
Baysian Networks
Figure 3.17: Histogram of prediction accuracy after 4 weeks of adaptation learning
Figure 3.17 shows the average results obtained from adaptation learning with two the different 
networks. On average, the scores are between 60 percent and 90 percent for the four evaluations, 
with better results when the Sensor node is observed, and further improvements in results in 
prediction are seen when the networks have been allowed to adapt for four weeks. The summary 
line indicates significant advantages of the no diary data set experiments over the diary data set 
experiments. We realised that adaptation learning without diary data occurs much faster and 
adapts more efficiently compared with the network which had diary data available. In addition, it 
also demonstrates that learning from scratch is more efficient for the adaptation mechanism. The 
most common approach to building Bayesian networks is to elicit knowledge from an expert. This 
works well for networks with prior knowledge, but when it comes to adaptation learning within a 
real-life domain in terms of predicting daily activity, prior knowledge can become inefficient and 
ineffective.
The network with diary data learns more slowly than the network without diary data. This 
phenomenon can be explained by the fact that the network with diary data is itself larger than the 
sample data used for the training experiments. Thus the process of refining the probability 
distribution in the complex network is small. By using the real world data set as input, the 
learning method could adapt and predict the new information from the user without prior
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knowledge. We have presented empirical results showing that the adaptation mechanism can 
enhance the prediction accuracy in the Bayesian network.
Finally, these results indicate that adaptation learning is a reliable method for learning in a 
Bayesian network. The adaptation method of refining the probability distribution using real cases 
directly fits the requirement of learning for Bayesian networks to predict a user’s context. It 
makes the learning very straightforward and highly accurate. Furthermore, it allows us to easily 
adapt new information into different networks and has shown excellent performance and 
robustness on prediction under condition of uncertainty. Empirically, we have found the predicted 
results to be reliable and accurate in combination with new datasets. We are encouraged by the 
fact that the network produces a reasonable accuracy even with a small sample of data. We further 
note that given the robustness of the predictions found in the above results, the adaptation learning 
method may be considered reliable.
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3.5 Dynamic Bayesian Networks
The motivation for transforming the static Bayesian network into a dynamic Bayesian network is 
to achieve a better method for developing context awareness. Referring back to our research 
problems; we have been trying to tackle the problem of the dynamics of a user’s context. 
Therefore, our research into dynamic Bayesian networks is to discover the benefits of modelling 
using dynamic Bayesian networks. We aim to use a dynamic Bayesian networks to solve the 
problem of a dynamic context which is difficult to account for in static Bayesian networks. In 
addition, this is also the direction recommended by the committees from Uncertainty in Artificial 
Intelligence (UAI) conference 2002. We know that there are a series of promising improvements 
of using dynamic Bayesian network (DBN), they are:
■ Dynamic Bayesian Networks are Bayesian Networks which evolve over time.
■ Dynamic Bayesian network can solve the problems of dynamically changing user 
context
■ Dynamic Bayesian network decrease the size of the joint probability distribution table 
in the Activity Bayesian network
■ More importantly, dynamic Bayesian network handle high volume temporal 
information for stochastic process and experiment results
3.5.1 Converting Static Bayesian Networks to Dynamic Bayesian Networks
To convert the Activity static Bayesian network describe in section 3.4 into dynamic Bayesian 
network we need to consider the basic notations of dynamic Bayesian networks,
P(Z ,I Z,-,) = f j-P (Z ; | Pa(Z',)) (15)
1=1
where
■ For P (Z t | ZM) , we have to specify the time dependencies between the states
* For Z ‘, we identify which variable is at z'th in time slice t
■ For P a(Z ‘t ) ,  we have to study the relationship of parent-child where the parent of Z\
which can be at the same time slice t or previous time slice t-1 (first-order Markov)
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I
t  +  n-1
Figure 3.18: The evolution from static Bayesian networks to Dynamic Bayesian network
In addition to taking consideration of the dynamic Bayesian networks notations, our study of 
modelling dynamic Bayesian network is also based on the work of Flavia (2002), Nicholson
(1996) and Nicholson and Brady. (1994). Figure 3.18 shows the transformation of the graphical 
structure from static Bayesian network to dynamic Bayesian networks. From the figure it can be 
seen that the static network is reduced from 6 nodes to only 3 nodes networks with time slices.
The transition from static to dynamic network is facilitated through the removal of the time node 
from network. Within the dynamic network time information is represented as slices of the 
network. The number of activity nodes is reduced as past and present activities are represented in 
their respective time slices within the network. It should also be noted that with figure 3.18 the 
possible activity node is now linked to sensor node via a causal relationship instead of linking the 
sensory node to possible activity as previously. This change was implemented, as the sensor does 
not affect a person’s activity, rather, activity influences a person’s physical state.
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Derived from the above formula, the converting process involves three basic steps:
1 Identifying the time slices in Dynamic Bayesian Networks
• The Time node in static network is eliminated in the dynamic network because of 
the structure of dynamic Bayesian networks. In the dynamic Bayesian network, 
the time of the context is represented by the fragment of the network (where each 
fragment is one time slice).
• Based on the states on the Time node, we represent the dynamic networks with 48 
time slices, where each time slice represents half an hour of user’s activity 
prediction.
2 Identifying the variables in the networks according to time slices
• From the point of view of context aware attributes, we reduce the context
prediction nodes from three nodes to only one node.
• We combined the three nodes of Possible_Activity, Actual_Activity and 
Next_Activity to only one node of Possible_Activity in the dynamic network. 
The combination is made because of the effectiveness of the structure. Only 
Possible_Activity in needed in the dynamic network because the Sensor node can 
directly infer the activity node without an extra node. Further, the structure of the 
networks which go forward when time progresses is itself making the prediction 
for next activity or future activity on the next slice.
3 Studying the parent-child relationship in DBN
• The parent-child relationship in dynamic Bayesian network is important because 
it is not only defines the causal relationship between nodes but also the causal 
relationship between slices. In addition, it also indicates the past, present and the 
future of an event. The prediction from the past event affects the prediction of 
current event which in turn affects the prediction of future event.
• As shown in figure 3.18, we established a parent-child relationship on Day node 
and Sensor Node the purpose of which is to better activity prediction.
• Day node contains two states of workday and non-worlcday. It represents day
when an event happens. The linking of parent-child relationship is trivial as the
network is modelled on one day basic with 48 time slices to representing a day
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time. Hence, the state of Day node in first slice will affect the state of the rest of 
the slices.
• The sensor node is linked as parent-child relationship because a user’s physical 
states in a previous slice will affect the likelihood of his physical state in the next 
slice. For example, if the user is standing with activity cooking, they will be more 
likely to be sitting down in the next time slice for the eating activity.
3.5.2 Activity Prediction
The basic causation relationships and the inferences of Bayesian probabilistic networks are still 
the same as for static Bayesian networks. The only difference of dynamic Bayesian networks is 
that the model structure that evolves over time.
As depicted in figure 3.19, the structure of the networks is modelled according to the state of the 
Time node in static Bayesian networks (describe in previous section 3.4). The network consists of 
48 time-slices [0 -  47] that each represent half an hour of user’s activity prediction in one day. 
Unlike the static Bayesian networks, a dynamic Bayesian networks model structure is capable of 
shifting from one slice to another as the time goes on. For example, the prediction of user’s 
activity at 8.00 in the morning will be performed at time-slice 15 and after half an hour the 
prediction of next activity will be in time slice 16.
Figure 3.19: Every time slice in the DBN represents the user’s context situation every half an hour
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Another significant benefit of activity prediction using dynamic Bayesian networks is the amount 
of evidence data needed for the purpose of inference or evidences input. In the static Bayesian 
networks, there are three sources of evidences data that are needed to predict a user’s activity, 
they are Possible_Activity, (Possible_Activity| Time, Day) and Actual_Activity, 
p(Actual_Activity| p(Next_Activity), Day, Sensor). As for the dynamic Bayesian networks, as we 
can see in figure 3.19, there are only three nodes in each slice of the networks. The Day node and 
Sensor node are the nodes that propagate evidence to the Possible_Activty node. However only 
the evidence form the Sensor node acts as dynamically propagating evidence data into different 
time slices in the network.
The evidence from Day node is treated as static evidence data representing the day of the week, 
and only has to be entered once in the network it is then propagated for the rest of the prediction. 
Figure 3.20 shows a 5 time-slices dynamic Bayesian network that demonstrate the propagation of 
the Day nodes in the networks. From the beginning of the prediction if we know that today is a 
workday, then the networks will propagate the evidence of a workday to the rest of the networks.
o Day (5)
...p - NHBI 100.00 Workday
1...1 . "  "I 0.00 Non-workday
4 * Day (4)
*...wmm 100.00 Workday
1...i — 1 0.00 Non-workday
Day (3)
1...w 100.00 Workday
i...I 1 0.00 Non-workday
<£> Day (2)
,l ...P 100.00 Workday
s-...1 --- ( 0.00 Non-workday
Day (1)
100.00 Workday
...1 I - Non-workday
Figure 3.20: The evidence of Day node is entered one and it will be propagated to every time slices
network in dynamic Bayesian networks
Therefore, the only evidence data that actually needs to be entered in every time slice of the 
network is sensor data. This is because the sensor data has a close relationship to the user’s 
context, p ( P o s s i b l e  _ A c t i v i t y ,  \ S e n s o r ,) which may be changing rapidly. For example, if the 
user’s physical state is changing from sitting to lying down at 12 midnight, the prediction of
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user’s possible activities will also be changing such as from “at home: TV” to “sleeping”. 
Therefore, in order to attain an accurate prediction of a user’s activity, frequent input from the 
sensor data is necessary.
Unlike the restriction on static Bayesian networks where the inference of evidences data will only 
predict most likely activities for a specific time, dynamic Bayesian networks allow prediction of 
activities in 48 time-slices of the network. This also means that dynamic Bayesian networks allow 
prediction of whole day activities. Figures below show the prediction of possible activities in 
different time-slices of dynamic Bayesian networks. However, the prediction of activity will vary 
according to the input of sensor data at every time slice of the network.
Most likely Activities at 01:00
Possible Activity (1)
2.89 At home
1.17 At home : 
1.32 At home : 
1.36 At home : 
1.24 At home : 
2.96 Driving 
5.31 Out
2.1 3 Leisure 
79.82 Sleeping 
0.36 Train 
0.72 Tube 
0.72 Working
compute
cooking
eating
TV
Predicted Activities with Sensor Data
Possible_Activity (1) 
IZZ3 1 47 At home  
0.00 At hom e : 
0.00 At hom e : 
0.00 At home : 
0.59 At home : 
0.00 Driving 
0.48 Out
1.01 Leisure  
96.46 Sleeping  
0.00 Train 
0.00 Tube 
0.00 Working
Sensor (1)
computer
cooking
eating
TV
- Standing
- Sitting
- Running
1 00.00 Lying Down
- W alking
Figure 3.21: Prediction at time slice 1 of dynamic Bayesian network
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Most likely Activities at 06:30 Predicted Activities with Sensor Data
P o s s i b I e_Acti vity (14)
I 0.14 Appointm ent
I I 27.78 At home
I 0.97 At home : computer
I 3.43 At home : cooking
I 14.32 At home : dressing
I 7.78 At home : eating
I 5.36 At ho m e : TV
I 8.35 Driving
I 0.14 Out
[ I 30.29 Sleeping
I 0.36 Sport
~ ~ 1  0.93 W orking
I 0.14 W orking : meeting
P o s s i b I e_Acti vity (14)
I 0.19 Appointm ent 
i I 29.90 At home
I 0.00 At hom e : com puter
l 12.97 At hom e : cooking
s i  I 54.29 At h o m e : dressing
I 0.00 At hom e : eating
I 0.89 At h o m e : TV
I 0.00 Driving
I 0.17 Out
I 0.00 Sleeping
I 0.35 Sport
I 1.07 W orking
l 0.17 W orking : m eeting
Sensor (14)
100.00 Standing  
I i - Sitting
l l -  Running
I I -  Lying Down
I l - W alking
Figure 3.22: Prediction of most likely activities at 6.30 in the morning
Most likely Activities at 12:00 Predicted Activities with Sensor Data
Possibie_Activity (23)
0.75 Appointment 
14.41 At home 
1.61 At home : computer
1.18 At home : cooking 
0.86 At home : dressing 
3.44 At home : eating 
0.53 At home : listening 
1.57 At home : TV 
0.68 Church 
0.21 Cycling
5.01 Driving 
1.40 Out 
5.84 Shopping 
0.53 Sleeping 
1.93 Sport 
0.21 Tube
0.33 Train
0.33 Waiting
0.68 Walking 
55.77 Working 
2.71 Working : meeting
P ossib le_A ctivity  (2 3 )
0 .6 9  A p p o in tm en t 
5.71 At h o m e  
2 .3 2  At h o m e  : co m p u ter  
0 .0 0  At h o m e  : cooking  
0 .0 2  At h o m e  : d res s in g  
3 .3 9  At h o m e  : eating  
0 .5 7  At h o m e  : lis ten ing  
1 .6 0  At h o m e  : TV  
0 .2 0  C hurch  
0 .4 6  
5 .9 4  
0 .5 2  
0.31
Cycling  
Driving  
O ut
S h o p p in g  
0 .0 0  S le e p in g
1.1 3 Sport 
0 .3 0  T u b e  
0 .0 9  T ra in  
0 .0 7  W aitin g  
0 .0 0  W a lk in g  
7 3 .2 5  W ork ing
3 .4 5  W ork in g  : m e e tin g  
S e n s o r (23 )
- S tan d in g  
1 0 0 .0 0  Sitting
- R u n n in g
- Lying D ow n
- W a lk in a
Figure 3.23: Prediction of what a user is doing at 12.00pm
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Most likely Activities at 21:30
Possible_Activity (40)
111 21.46 At home
1.......... 2.76 At home : computer
1 3.48 At home : cooking
1 . . . 0.31 At home : dressing
I T .......... 1 6.86 At home : eating
\...;... :... 1.08 At home : listening
m 17.22 At home : TV
i.......... 2.83 Cinema
i 6.57 Driving
i........... 1.29 Leisure
IF ------------- 15.1 8 Out
1 .............. 1.44 Shopping
1 0.79 Sleeping
r ....... 3.31 Sport
i " .............. 0.89 Train
r ............. 0.79 Tube
i 0.29 Waiting
I................ 0.93 Walking
i 2.16 Working
i . 0.36 Working : meeting
Predicted Activities with Sensor Data
e_Activity <40)
1 5 .5 9  At h o m e  
4.1 9 At h o m e  : c o m p u te r  
0 .0 0  At h o m e  : cooking  
0 .0 2  At h o m e  : d re s s in g  
2 4 .6 8  At h o m e  : ea tin g  
1 .0 7  At h o m e  : lis ten in g
20 .01  At h o m e  : 7 V  
3 .6 6  C in e m a
1 0 .4 5  Driving  
1 .5 0  L e is u re  
1 2 .4 6  O ut 
0.1 4 S h o p p in g  
0 .0 0  S le e p in g  
2.11 S p ort 
0 .3 7  T ra in  
0 .6 9  T u b e  
0 .0 6  W a itin g  
0 .0 0  W a lk in g  
2 .5 9  W o rk in g  
0 .4 2  W o rk in g  : m e e tin g
<40)
- S ta n d in g  
1 0 0 .0 0  Sitting
- R u n n in g
- Lying D o w n
- W a lk in g
P o s s ib l
S e n s o r
Figure 3.24: The most likely activities at 9.30 in the evening is different if we know that the user is sitting
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3.5.3 Advantages of Dynamic Bayesian Networks
The evolution from static Bayesian network to dynamic Bayesian network has proven not only to 
have overcome some existing problems, but also to generate some distinctive advantages because 
of their structure and formalism. The problem of dynamically changing context has always been 
an issue in many context aware applications. Initially, we have been trying to solve this by adding 
more states to the existing static Bayesian network. However, with dynamic Bayesian networks 
most of these problems are overcome. Dynamic Bayesian network have overcome the problems 
from both the context aware perspective and the Bayesian modelling perspective.
3.5.3.1 Problems Overcome
• DBN solve the problem of dynamically change of user’s context The structure of dynamic 
Bayesian networks which evolve over time has overcome the problems of user’s rapidly 
changing context which cannot be tackled in static Bayesian networks. The structure which 
has different fragments to handle different contexts at different times is the main benefit that 
can track the dynamically changing context aware environment. It is important to identify the 
changes of user’s context because it shows the ability of context aware applications to 
recognise these changes.
The growing from slice to slice of Dynamic Bayesian networks is demonstrated to be able to 
distinguish one context in one slice and different contexts in different time slice based on the 
sensor evidence entered. For example, in time slice 5 we know that the user is working, then 
in time slice 6 there will be very low possibilities that the user is at home watching TV.
• DBN decrease the size of joint probability distribution table The size of conditional 
probability table of Possible_Activity node is reduced in the Dynamic Bayesian network 
model. As shown in figure 3.25, instead of one table for the whole of the joint probability 
distribution for activities in one day in the static Bayesian network, the contribution 
probability table in the dynamic Bayesian network is distributed over half an hour time slices. 
For each time slice, the Possible_Activity node only holds the states of possible activities that 
might occur during that half an hour. In addition, the activities are categorised in different 
time slices which also reduce the size of the probability table. For example, activity 
“shopping” will normally only occur from time slices 14 to 40.
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Figure 3.25: One of the advantages of transformation from static Bayesian network to dynamic Bayesian 
network is the size of conditional probability table is reduced tremendously
The advantages of transforming from static Bayesian networks to Dynamic Bayesian networks in 
this research are many. In general dynamic Bayesian network have perceived advantages of 
providing intuitive graphical representation with efficient probability representation that evolves 
over time. For the purposes of this study, a dynamic Bayesian network has been seen to achieve 
the following advantages.
3.5.3.2 Advantages
• Dynamic Bayesian Networks an Bayesian Networks that evolve over time
A key advantage of Dynamic Bayesian networks is they are based upon Bayesian statistics, 
therefore the adaptation from a static to a dynamic network has been straightforward. Because 
of this we do not have to make tremendous changes on the basic causal relationship in the 
networks. The basic formalism, graphical representation and modelling of the dynamic 
Bayesian networks remain the same as that of static Bayesian networks.
• Predictions of past, current and future activity
With the modelling structure of dynamic Bayesian networks, we can now predict a user’s 
activities for 24 hours which provides the advantages of monitoring user’s context more 
effectively. More importantly, it provides a prediction for future activities or next activity. 
Future activity is important information which provides a cue for context aware device, telling 
it what the user’s next context may be. Based on this information, the device can react
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appropriately at the appropriate time. In addition to future activity, dynamic Bayesian 
networks also describe a user’s previous activities.
Although previous activity does not provide an indication of future activity, it is useful as 
evidence to the current activity. Past activity acts as prior probability for the current activity 
which will affect the belief of current activity. It follows the basic formalism of Bayesian 
networks where the probability of current activity is determined given knowledge of past 
activities. Knowing the past activity improves the prediction of current activity where the 
prediction of current activity is a useful indication of future activity. For example, we make 
use of past activity, Zt_x to tell use the probability of current activity P(Zt | ZM ) then we also
make use of current activity Zt to predict the future activity of P(ZM | Zt)
• DBN handles large volumes of temporal information
This research involves the study of mobile users’ behaviours, which consequently may 
generate a large dataset. Fortunately, the structure of dynamic Bayesian network which 
models using a fragmentation network with different time slices splits the dataset accordingly. 
In this research we have 48 time-slices to represent a user’s activity at every half hour; 
however the efficiency of dynamic Bayesian network in handling time series data has made 
the prediction trivial. For each time-slice the dynamic Bayesian network takes a user’s 
contextual data which include time, physical sensor data and day of the week to perform 
inference and prediction of most likely activity. The advantage of temporal data handling is 
that it can reduce overloaded of data in one node with multiple nodes. In that way, one node 
will not be overloaded.
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3.6 Influence Diagram M odelling
The modelling of influence diagrams in this research is motivated by the aim that the context 
aware mobile device should not only can predict user’s most likely activity but also provide the 
user with useful and helpful service or information based on the predicted activity. The modelling 
of the influence diagram is based on work in MIT by Flavia (2003). An influence diagram is a 
Bayesian network with utility nodes and decision nodes (for more detail refers to chapter 2.5). 
The use of influence diagram involves applying the decision functions and utility functions of 
influence diagrams into a Bayesian network. The decision nodes and utility nodes are added in the 
activity Bayesian network and represent the network as a probabilistic network and a decision 
network.
The purpose of decision networks is to provide decision information based on predicted activity. 
We hope to achieve the vision of providing highly relevant services and timely information to the 
users in order to assist and help them based on their context. While this idea is sound it requires 
further investigation into the problem domain of which services and what information are most 
appropriate to the users. In addition to deciding an appropriate action based on the predicted, 
activity the decision is also user-dependent where the user’s interests are difficult to predict.
Therefore, the modelling of influence diagrams in our research is mainly to demonstrate the 
modelling techniques Bayesian networks with influence diagrams and become familiar with the 
functionality of influence diagrams. We do not attempt to develop a comprehensive influence 
diagram. Therefore we have only focused on the modelling techniques with simple data to utilise 
the influence diagrams’ functionality.
3.6.1 Decision networks
The main role of the influence diagram in this research is to provide highly relevant information 
and services to the users based on the predicted activity. In addition to providing useful 
information the influence diagram is also used to measure the usefulness of information and 
services. For example, traffic information should be provided to the user before he is stuck in 
heavy traffic. The basic idea of decision networks is to represent a series of decision to assist 
users in their context.
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Relevant I...
The decision nodes acts as a series of actions that respond to predicted activities and the utility 
nodes tell us how useful those actions are. The following diagram Figure 3.26 illustrates how the 
decision nodes and utility nodes are added into our dynamic Bayesian networks. The decision 
nodes of Relevant Information and the utility nodes of Accuracy are in every time slice of the 
network.
Figure 3.26: The influence diagram is added to the existing dynamic Bayesian networks for the purpose of 
deciding useful information to be provided to the user
3.6.1.1 Decision Node
Figure 3.27 depicts the representation of decision nodes within this approach to the context 
awareness problem. Modelling of decision nodes is based on basic notation of the influence 
diagrams, that the decision maker knows the outcome of chance variables when the decision is 
made (Howard and Matheson 1981). Therefore, the decision of what kind of relevant information 
to offer the user is based on what we know about the Day node and the Sensor node. The decision 
node Relevant Information consists of a set of actions like traffic information, user’s favourite TV 
program, Train Schedule, work documents and so on.
However, the problem of deciding which information will be the most useful to a user is always 
uncertain and is a complicated issue. The significance of information has to be valued based on 
context. Therefore, the utility node is used to assess the decision of each action based on other 
variables.
Relevant...
Day (3) Day (4)
Posslble_A.Posslble_A.
xuracy:curacy
-►( Sensor (3) Sensor (4)
->  Relevant I Relevant I.
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Figure 3.27: Decision maker knows the outcome of the chance variable when the decision is made 
3.6.1.2 Utility Node
The purpose of utility nodes is to calculate the value for each action to be taken. The modelling of 
the utility node in this research is based on notation by Howard and Matheson (1981) where the 
outcome of chance nodes and outcome of decision nodes have direct impact to the values on 
utility nodes. In this research, the values in Accuracy nodes, which are utility nodes are 
determined by the predicted activity of Possible_Activity and the action taken on Relevant 
Information nodes.
The predicted activity together with the action to be taken will produce values that determine the 
usefulness of the information provided. The utility node contains a table with numerical values 
which show the relevance of potential actions or decisions based upon activity, (as illustrated in 
section 2.5.1).The action with the highest value correspondences to the predicted activity mean 
that it is the optimal action to be taken while an action with lowest value is the worst action to be 
taken.
For example, if the predicted activity of a user is he is watching TV at home, then the utility 
values for a set of actions to respond to the activity is shown in figure 3.28. As we can see from 
the utility table, the highest value of action for activity “At home: TV” is “Favourite TV 
Programs” and the lowest values for the activity is “Favourite Music” or “Vicinity Information”. 
We are therefore using the effectiveness of the utility function to decide which information is 
relevant to a user’s context.
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Figure 3.28: Outcome of chance node and decision node have direct impact on the values utility node
At h o m e : com puter 
At h o m e : cooking 
At h o m e : dressing  
At h o m e : eating  
At h o m e : listening
100.00 At home : T V
C in em a
Cycling
Driving
Leisure
331.64 Favourite TV Programs 
-68.36 Favourite Music
131.64 Light Off
131.64 To Do List
31.64 Traffic Information
31.64 Train Schedule 
-68.36 Vicinity Information
131.64 Work Document
Figure 3.29: The decision of which information will be useful to a user is decided based on the expected 
value from the utility node where the value is evaluated based on the user’s activity
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3.7 Summary
In this chapter we have investigated the problem domain of context awareness and we have 
illustrated various methods for applying Bayesian networks in context aware applications. The 
static Bayesian networks seem to be performing well for activity prediction and the results are 
satisfactory. The learning method of structure learning does not demonstrate qualities necessary 
for the context awareness domain but the testing of adaptation of parameter learning has shown 
very promising and encouraging results. Although the learning method have performed well in the 
static Bayesian networks the difficulty of static Bayesian networks in handling changes of user’s 
context have proven to be a problem. The main limitation of static Bayesian networks is its lack 
of dynamism in order to handle a changing user context.
Dynamic Bayesian networks have been applied to overcome the problem in static Bayesian 
networks. The main advantage of dynamic Bayesian networks is that they are a Bayesian 
networks that evolve over time. Dynamic Bayesian networks not only solve the problem of user’s 
dynamic context but it also improves the structuring of the networks. In the chapter we 
demonstrated the process of transforming from static networks to dynamic networks. In addition 
the chapter also illustrated the advantages of applying dynamic Bayesian networks in the domain 
of context aware applications.
We have also described an early attempt to model context via an influence diagram. Although this 
is an early effort to produce a useful influence diagram, the functions of influence diagram appear 
to be performing well. The decision and utility function are demonstrated to be providing useful 
and relevant information based on predicted activity.
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4 Context Aware Application
Our research regarding supporting context aware applications with Bayesian networks has lead us 
to believe that Bayesian networks are a powerful tool for probabilistic reasoning in a context 
aware domain. In this chapter we discuss the development and implementation of context aware 
applications.
We begin this chapter by describing some of the early prototypes implemented on a desktop 
machine. There are three different desktop prototypes that have been built for different purposes. 
Following this we discuss the important part of this research, which is the implementation of the 
development of context aware applications for a mobile device. We discuss in detail the 
development and implementation of a context aware mobile device, which includes the 
technologies used to implement the system, the architecture of the system, development of mobile 
device and development of context server engine.
Therefore, the two main sections that illustrated the implementation and development of activity 
prediction Bayesian network into real applications are:
■ Development of context aware desktop applications
■ Implementation of context aware mobile device
4.1 Prototyping Bayesian Desktop Applications
The notion of Bayesian networks has provided an insight into how context aware applications 
may be developed. Encouraged by promising predictions results from our Bayesian networks, 
which are demonstrated in chapter 3, we developed several prototype context aware applications. 
There are several reasons for starting by using prototypes. First of all, a prototype allows us to 
make sure that our ideas can be developed into a potential context aware application using Hugin 
Bayesian networks Application Programming Interface (API) and programming languages. Using
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prototypes we can develop our ideas into a tangible application which will allow us to foresee the 
possible merit of our ideas.
Secondly, it is a useful for testing the requirements of building context applications before they 
are developed onto mobile devices. Prototyping provides feedback for a application at the early 
stage of the development process and improves application requirements understanding. In 
addition to providing useful feedback a prototype can also be used as an indicator for real 
development. The prototype not only helps us to understand the difficulty of real development, 
but often we can solve many problems and even modify the applications at an early stage.
The prototypes developed for this research are Visual Basic (VB)-based desktop applications. 
They are stand alone applications which run using the Visual Basic programming language and 
Hugin Bayesian networks VB API. VB is the natural choice for prototyping because VB provides 
easy and straightforward design for user interface. As for prototyping purposes, VB allows simple 
implementation without the requirements for many resources with a short development time.
The developments of all three prototypes are based on the final model of the Dynamic Bayesian 
networks with influence diagrams. Although some prototypes might not utilise the functionality of 
the influence diagram, this does not prevent the acquisition of activity predictions from the 
dynamic Bayesian networks. The following aims are the motivations of development of the 
prototypes using VB in this research:
• Gain experience with the Hugin API which allows communications and interactions 
between Bayesian networks and possible context aware applications
• Application of the adaptation learning method in section 3.4.2 into a real trial
• Finally, prototyping will allow testing of the utility of the influence diagrams and value 
the applicable of relevant information
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4.1.1 Data Visualisation Prototype
Figure 4.1 shows a screenshot of our first prototype in this research. It may be considered a 
fundamental user interface that displays all the information of the Bayesian networks which has 
been discussed in the previous chapter. As described above, the aim of developing this prototype 
is mainly to establish the basic communication between Bayesian networks and a possible context 
aware application. The main function of the prototype is communicating and invoking the Hugin 
API functions in the application and performing reasoning from the Bayesian networks.
The prototype establishes the connection between the VB application and Bayesian networks to 
perform Bayesian prediction and displays the predicted results. The connection for obtaining the 
Bayesian network’s predictions is established in two ways, the user provides the changes of his 
physical state to update his new activity, or the system automatically updates the Bayesian beliefs 
in every half an hour. Once the Bayesian reasoning is performed, the interface of the prototype 
shows the predicted results with a list of user’s activities, a list of probability values that 
correspondent to each activity and a list of relevant information.
For the purposes of interpreting the communications between the Hugin API in an application and 
Bayesian networks, the interface display all the predicted results from Bayesian networks. The 
activities in the activity list are sorted based on the likelihood probability values with the most 
likely activity on the top and follow by the next most likely. The relevant information list provides 
sorted related information that might be useful to the user based on the predicted activity.
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Figure 4.1: The Data Visualisation prototype shows all the information from the dynamic Bayesian
networks
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4.1.2 Learning Prototype
After successful building an application to communicate with the Bayesian network in the first 
prototype, we continued to develop another prototype to explore the effectiveness of our Bayesian 
network. Learning has always been seen as an important focus in our research. Learning is one of 
the essential methods to improve the accuracy and efficiency of the networks. There are a variety 
of learning approaches which are being used to train and improve Bayesian networks. Many 
approaches are derived form theoretical methods such as learning from databases. However, for 
developing a practical real-life application, we are more interested in achieving learning within a 
real-time program. Therefore, we have chosen to develop our learning mechanism from a diary or 
organiser program such as Microsoft Outlook.
The purpose of developing the learning prototype is to investigate the adaptation learning 
mechanism discussed in 3.4.2. The design of this prototype is simple yet considers the design of a 
context aware application. The application is linked to a user’s Microsoft Outlook program. 
Figure 4.2 is the screenshot of our second prototype that performs the learning method. The 
events or activities listed on “Today’s Task” and “Reminder” are linked to the Microsoft Outlook 
calendar events and tasks. Therefore, when a user clicks on the any events on Activity Context 
form, Outlook will be executed.
In addition to providing contextual information, the program demonstrates adaptation learning in 
Bayesian networks. In section 3.4.2, the learning mechanism is carried out by collecting user’s 
diary manually and updating the Bayesian networks manually. However, in this prototype we 
have proven that the learning method may be performed automatically by connecting a context 
aware application and Bayesian network. The process of updating and adding new data into the 
Bayesian network is revised directly from Microsoft Outlook.
Activity Context
T oday's T ask
Call Dad
Meeting's venue  
Sent eCard to Sam
Reminder
Group Meeting  
Alex's Birthday 
Project Deadline  
Writing report
W eather T raf f ic I nf ormation Tra inSchedule
Figure 4.2: The Learning prototype is a software that allow the Bayesian network to learn about user’s
activity from Microsoft Outlook
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Figure 4.3: The prototype directly links to the Outlook when the user clicks on the event on the software
4.1.3 Relevant Information Prototype
Inspired by the previous prototypes, one further prototype has been developed which 
demonstrates the utility of context Bayesian networks, and the potential use of the influence 
diagram. The third prototype is designed to demonstrate the activity prediction function of 
Bayesian networks and the utility of relevant information from the influence diagram. In 
addition, we also attempted to design the interface, assuming we are designing the application for 
a mobile device where the available display is akin to the screen size of a mobile device.
The main function of this prototype is try to provide useful information to the use through a small 
web browsing window. The web browser will provide information based on the utility of relevant 
information from influence diagram. The inspiration behind the design for providing relevant 
information is taken from Really Simple Syndication (RSS) feeds. The application’s purpose is to 
provide a selection of relevant information to the user, where the user has a choice to select which 
information is most useful to them. This method allows the users to select the information they are 
interested in and get it delivered directly to their browser. We use the proactive delivery “push”
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method (Loi 2002) where information is offered to the user instead of the application trying to 
take control away from the users.
In this prototype, the interaction between users and the application is positive. Users have control 
not only to the application but also control over their preferences. Diagram 4.4 shows the 
architecture with the user interacting at the beginning and the end of the process. Figure 4.5 is the 
screenshot of the prototype. The user of this prototype is required to select their current physical 
state on screen interface. Behind the screen, the context dynamic Bayesian network performs the 
prediction of the user’s current possible activities based on selected physical state. Then based on 
the predicted activities the influence diagram performs a decision and utility functions that 
provides related information to user’s context. The most important feature in this prototype is the 
browser. The browser delivers the important and useful information directly to the user according 
to their preferences.
Mobile user Context Aware Engine Mobile user
Figure 4.4: User’s interaction with the context aware engine through the context aware mobile phone
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Figure 4.5: The screen shot of Relevant Information prototype
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4.2 Implementation of Context Aware Mobile Devices
The successful development of various prototypes in the previous section has encouraged us to 
implement our Bayesian networks to support a context aware mobile device in a real life system. 
This research strives to develop a balance between practical applications and the Bayesian 
research methods. The development and implementation of our research ideas into a real life 
application is an exciting process, which facilitates practical testing. Philips Research Laboratory 
who sponsored this research project have played a majority role in developing the context aware 
device.
The development of a real-life context aware device is an important achievement in this research 
because it provides strong evidences to support the hypothesis and the research methods discussed 
in the previous chapters. The development of context aware applications in a mobile device not 
only include the implementation of mobile applications, but it is also involves the development of 
client server applications. In this chapter, we will first describe an overview of the ideas regarding 
the development the system. Following that we describe the technologies used in implementing 
the context aware system. Finally, we illustrate how the context aware system and context aware 
mobile device are supported by the Bayesian network. The three main aspects of the development 
of context aware mobile system describe are:
■ The system architecture which demonstrates the design for context aware system
■ The user-centric architecture of mobile applications
■ The context-centric context engine server which is supported by the Bayesian network
4.2.1 Context Aware System Overview
Our objective is to explore the idea that Bayesian networks can be used as a prediction and 
reasoning tool for supporting context aware mobile devices. To do this we have studied the 
Bayesian approaches and investigated the domain of context awareness. The next step is the 
implementation of this knowledge into a real-world application. Figure 4.6 shows an overview of 
the development of context aware mobile devices. In the system, there are two main 
developments of context aware mobile phone and the context engine server.
119
Chapter 4 Context Aware Application
The context mobile phone is used to capture a user’s context data and the context server engine is 
used to perform Bayesian prediction which tells us the user’s most likely possible activities. As 
demonstrated in figure 4.6, the context aware phone is used to send appropriate sensory data to 
the server via the internet. The context server engine then performs Bayesian reasoning and then 
returns the predicted results to user’s mobile phone. Currently, we are aiming to returning the 
accurate activities that reflect a user’s context which are supported by Bayesian network.
( « • » ) Internet
Mobile
Device Context Engine 
Server
Figure 4.6: An overview of context aware system
Source by Philips Research Laboratory
In a real world situation the operation of our context aware system would involve three main 
objects:
■ The mobile phone user
■ The context aware mobile phone
■ The context engine server
Mobile Phone User The user is the target of this research, where we aim to assist them when and 
where it is needed. With the aim to develop a system that is helpful and useful to them, we have to 
know the user and know what the user wants. The best way to know them is involve them in the 
system. In this system, the user interacts with mobile phone to determine their current physical 
context. Based on user’s actions, the application on the mobile phone will connect to context 
engine server perform the next task in the system.
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Context Aware Mobile Phone As depicted in figure 4.7, the mobile phone is the central point 
between the user and the server. It is a connection device that allows the passing of contextual 
information between the mobile phone user and the context engine server. Based on the user’s 
action on mobile phone, the mobile application will connect to server and request an operation. 
The interaction between mobile phone and mobile user is proactive where the user controls the 
operation. The communication between mobile phone and the server is passive because they are 
connected when the user triggers an action or every half hour.
Context Engine Server The context engine server is the place where we store our Bayesian 
networks and provides services to mobile user through the context aware mobile phone. The 
context aware mobile phone connects to the server and obtains information based on user’s action. 
The main task of the server in our context aware system is allowing communication with the 
mobile phone and processing of the Bayesian networks. Once the user has entered their contextual 
information on the mobile phone, a connection to the server is established. Based on the received 
contextual data, the function of Bayesian networks is activated to produce results to send back to 
user.
Mobile phone Context aware Context engine
user mobile phone server
Figure 4.7: The relationships between the user, context aware mobile phone and context engine server
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4.2.2 Development technologies
In this research we have decided to develop the mobile phone into context aware mobile devices. 
To support the context aware mobile phone we have designed a context engine sever, which 
provides information to the mobile phone client so that it may remain current. Figure 4.8 shows a 
schematic which illustrates the technologies and programming languages used in the 
development.
Philips Research Laboratory’s contributions to the context aware system include the development 
of the SOAP (Simple Object Access Protocol) client server infrastructure and the Symbian C++ 
interface (section 4.2.4). Whereas my contributions have focused on the development of the 
activity prediction Bayesian network and it’s API within the context engine server (section 4.2.5).
• Context Aware Mobile Phone
The Sony Ericsson P910 mobile phone has been used as context aware phone which 
interacts directly with users. The phone is designed to be able to allow a user to interact with 
context server by sending his/her physical state to the server. The Sony Ericsson P910 
mobile phone is a smart-phone that integrates mobile phone capabilities and personal 
information management capabilities of the PDA (personal digital assistant). It is a powerful 
mobile device which offers multiple features and functions that allow easy programming 
and innovative developments. The operating system of P910 mobile phone is Symbian with 
user interface design UIQ. The programming language for application on the mobile device 
is Symbian C++.
• Context Engine Server
The context engine server acts as a back-end system that provides information to the mobile 
phone. The programming language behind the development is C++. However, the server 
contains two programs, a C++ SOAP server application and a Bayesian network C++ API 
application. The integration between the two programs mainly allows two functions to be 
performed. First, it allows communication between the context aware mobile phone and the 
server. The communication between the mobile phone and the context serve engine is 
established using C++ SOAP. More details about connection are described in the following 
section. Second, it facilitates the predicted results of Bayesian network to be sent to the 
mobile phone. The prediction of the Bayesian network is obtained through the programming
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of BNs C++ API. The BNs API allows the applications to interact and process the 
probabilistic reasoning of Bayesian networks. The API communicates via the SOAP server 
program when the user sends sensor data to server and again after performing probabilistic 
reasoning. The server program facilitates messaging between mobile device and the 
Bayesian networks.
Context Aware Device Context Engine Server
SOAP Server
BNs C++ API
Figure 4.8: The technologies and programming language used for the implementation of the context aware
system
4.2.2.1 Connection Method
In our context aware system, context aware devices are connected to context engine server 
through the messages passing method of General Packet Radio Service (GPRS) and SOAP 
(Simple Object Access Protocol). Figure 4.9 shows the connection pattern from mobile device to 
the server through the above mentioned two methods.
GPRS is mobile data service that allows information to be sent and received across a mobile 
network. GPRS is used in this research because it has several advantages. First of all, GPRS 
enables instant connectivity where information can be sent or received instantly without a 
connection being established. It has the benefits of being available all the time and allows 
transmission of information continuously. Secondly, GPRS also allows Internet functionality 
which enables services that can be used on the internet. For example, a mobile phone can take 
advantages of GPRS to perform Internet services like web, FTP, chat and so on (Lee et al. 2004).
However, GPRS only provides communication from mobile phones to the mobile network. In 
order to stay current, the mobile phone will need to be updated with new information from server.
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To upload new information from server through the communication from the internet the mobile 
phone inevitably needs to be facilitated using SOAP.
SOAP is a standard for exchanging XML-based messages over a computer network, normally 
using HTTP. SOAP forms the foundation layer of the web services stack, providing a basic 
messaging framework that more abstract layers can build on. It is a protocol that allows remote 
computers to send structure data over a network (Wikipedia 2005).
In this research, SOAP is used as a communication bridge between the context aware mobile 
phone and the context engine server that allows interaction between different programming 
languages and platforms. The C++ SOAP program has been developed in this system to carry 
contextual information from the mobile phone to the server and vice versa. The mobile phone acts 
as a sender and the server is the receiver. The mobile phone sends user’s contextual messages to 
the context engine server which responds by sending predicted activities to the mobile phone.
The contextual data is selected through the Symbian platform and sent using the SOAP XML- 
based messages to the server program that written on C++. The advantage of using SOAP in our 
context aware system is that SOAP can be used on any operating system and provide 
interoperability among devices running on different operating system. In addition, SOAP is also a 
useful tool for exchanging data over the Internet because of its XML-based data transmission. 
Figure 4.10 is the data transfer between the context aware mobile phone and the context engine 
server through SOAP message passing.
Figure 4.9: The connection between mobile phone and context engine server
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XML request 
(contextual data)
W"
Server response 
(predicted activities)
Context aware mobile device Context engine server
(SOAP client) (SOAP server)
Figure 4.10: SOAP data passing
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4.2.3 System Architecture
The purpose of implementing this system is simply to prove the ability to implement a context 
aware system supported by a Bayesian network, which has been describe in the previous chapters. 
The figure 4.11 is a review of the context aware system. Developments have concentrated on the 
implementation of context aware mobile phone and context engine server. A context aware 
mobile phone plays an important role in providing contextual information to the context engine 
server. The contextual information describes the characteristic of a user current situation.
The context engine server contains the dynamic Bayesian network illustrated in section 3.4 and 
section 3.5. Based on the contextual information sent from the mobile phone, the context engine 
server performs Bayesian probabilistic reasoning to predict what a user’s current context may be. 
The server then returns the predicted results to the context mobile phone which is then displayed.
The development of a context aware system in this research comprises of two main applications 
of mobile client application and context engine server. Figure 4.11 shows the system architecture 
and demonstrates how it would works in real life. The communication between these two 
applications is described in section 4.2.2.1.
Context Aware GPRS Context Engine
Mobile Devices Server
GPRS
iJhl .1.1 ,nl.
Figure 4.11: Information flows between the context aware mobile phone and the context engine server
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The user interacts with the context aware system through the mobile client application on their 
mobile phone. As we can see from figure 4.12 the mobile client application is a mediator between 
users and the context engine server. The user sends and receives information on the mobile device 
through the mobile client application. From the context mobile phone screen, a user selects his 
physical status and this information is sent to context engine server. The context engine server 
then performs Bayesian reasoning and updates the user’s activity through mobile client 
application. The actions from user’s mobile device to context engine server include the following:
Mobile User
■ Select physical status
■ Receive predicted activities
l
Mobile Client Application
■ Provide user interface
■ Establish connection with server
■ Receive information from server
■ Display most likely activities to the user
| vijr * *J
i
i
Context Engine Server
■ Open connection to mobile client /
■ Receive input data from user mm
■ Perform Bayesian reasoning £Ts.B
J■ Send data to mobile client \
t
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Sensor data
Activities data <-
Mobile Client App
Context selection 
screen
SOAP mobile 
client
Activities Display
Working 
Working: meeting 
At home 
Driving 
At home: eating
Context Engine Server
Bayesian networks 
reasoning
SOAP context 
server
Bayesian Prediction
Feed user’s sensor data 
into the dynamic Bayesian 
networks 
Perform Bayesian 
probabilistic prediction
Figure 4.12: The architecture of context aware system in a real-world environment
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4.2.4 Mobile Client Application
The mobile client application consists of a Symbian application built on Symbian platform and 
C++ SOAP client program. We have discussed the SOAP connection method in section 4.2.3.1, 
hence in this section we focus on the development of Symbian application. As described in 
section 4.2.2 the mobile client application is implemented on the Sony Ericsson mobile phone 
P910. The Symbian application provides a user interface on the context mobile phone which 
allows the user to interact with the context aware system.
The mobile client application aims to provide a user-centric application where the design of the 
application focuses on benefiting the user. The mobile user plays an important role in this system 
because of their involvement. Because of context and relevance, the mobile user interacts with the 
application by sending their physical data to the context engine server using the user screen on the 
mobile phone. The interaction not only provides the physical state of the users, but it also 
describes the user’s context entities like the time and the day of the current context.
Currently, the user has to select and specify their physical state due to the absence of sensor 
technology on the mobile phone. However, the sensor technology will be added to the mobile 
phone soon. Philips Research Laboratory is currently developing the sensor. In order for the 
sensor to attach on a mobile phone, the design of the sensor has been taken into consideration, 
accounting for such factors as the size, weight and the accuracy of sensor to detect user’s physical 
state. However, for this preliminary design, the user will select their physical state from the 
application interface. The following figures show screenshots of the user interface on the context 
aware mobile phone step by step.
111^ .  i i l M f l f c l f ’ iiiP
Start Activity . | 1. The welcome screen tells the user to click on
Activity menu on the top on the screenPhilips Research Redhiil
Select activity...
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PHILIPS
2. From the Activity menu the user will select 
their current physical state which could be 
Standing, Sitting, Running, Lying or Walking
3. After the user has selected the physical state, it 
is sent to the context engine server to perform 
Bayesian reasoning
Start Activity
Philips Research Redhill
4. The user is then presented with their most likely 
activities from the server with the most possible 
activity on the top
PHILIPS
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4.2.5 Context Engine Server
The development of the context engine server in the context aware system facilitates the use of 
Bayesian networks in context aware system to support the predicted mobile user’s activity. The 
context engine server is the back-end system that consists of Bayesian networks API application 
and SOAP application. The SOAP server application is used to establish a connection for 
communication, and the BNs API is the application that performs Bayesian probabilistic 
prediction. More details about SOAP application for connection and communication can be found 
in section 4.2.2.1. In this section we will discuss the development of the Bayesian network into 
the context engine server and the functionality of the Bayesian network.
The context engine server is a context-centric system, which helps to develop context awareness. 
The server connects to the context aware mobile phone and automatically executes prediction 
according to user’s context. The advantage of the server is it has the ability to directly influence 
the Bayesian network based on the data sent from user’s mobile phone. Figure 4.13 illustrates the 
process of a dynamic Bayesian network on the server when a user triggers an action from the 
context aware mobile phone. As describe in section 3.5 the dynamic Bayesian network takes three 
sources of evidence to update the conditional probability table. Based on this evidence the 
Bayesian networks performs Bayesian probabilistic reasoning to predict the user’s most likely 
activities.
The predicted activities provide an insight into recognising what a user is doing or what a user’s 
context is. Despite knowing what the user is doing we can derive other useful contextual 
information from the predicted activity. Based on the predicted most likely activity, we can 
identify when the activity happens, the location user is performing the activity at and more 
importantly know what is going to happen next. For example, recognising the user’s location is a 
significant indication to pull relevant and useful surrounding context information to assist the 
users. In addition, knowing a user’s future activity may allow the situation to be handled more 
effectively. For example, knowing that the user is going to attend an important meeting in next 
half an hour, the context aware mobile phone will automatically change its profile to silent, and 
when the useful is in the meeting, the mobile phone will link to the projector to capture some 
important notes.
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Physical State
Dynamic Bayesian Networks
Predicted Activities
What: Activity type 
When: Activity’s time 
Where: Activity’s location 
Future: Next activities
Figure 4.13: Contextual information is entered into the context engine server and contextual information is
obtained based on the input information
Although the contextual information is not being used in the current system this can potentially be 
implemented in the near future. As we know more information about a user, the system will be 
more efficient and effective. More importantly, the system will be more context aware.
In figure 4.14 we illustrated in the pseudo code for the processing of Bayesian networks in the 
context engine server. The network is processed and the propagation of evidences into the 
network is based on two conditions. First, the user triggers an action on the context mobile phone 
which automatically connects to the server and starts the process. Second, the network is 
processed every half hour even if the user does not select any action. The purpose of 
automatically processing the Bayesian networks at every half hour is to keep user context up to 
date and to remain current and relevant.
Figure 4.13 shows the process triggered by user’s action which is also illustrated in pseudo code 
in figure 4.14. Once a user triggers an action, it automatically establishes a connection with 
context engine server and starts the Bayesian reasoning and prediction in the server. The process 
starts by taking the date as first contextual evidence. The date tells the Bayesian network if today 
is workday or non-workday (weekend). The second piece of contextual data is the time. The time 
represents the moment when the user is performing the activity and also determines which slice of 
Bayesian networks corresponding to the context. Based upon the user’s three sources of 
contextual evidence, the network performs Bayesian probabilistic reasoning and predicts user’s 
mostly likely activities.
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Algorithm 
Activity Prediction
Actions: Receive (Physical state) from mobile phone or 
Process every hour an hour
1. Start
2. Load Dynamic Bayesian networks
3. Get System (Date)
Dayoftheweek = Date
If Dayoftheweek = Monday to Friday 
Dayoftheweek = Workday 
select Day Node
enter evidence of Workday
else
Dayoftheweek = Non-workday 
select Day Node
enter evidence of Workday
End if
4. Get System (Time)
Time = (hour, minute)
hour = (0 - 23), minute = (0 - 59)
for each (hour) && (minute)
t = ((hour x 2) + minute) 
select t slice network
5. Process t slice network (Physical state) 
select Sensor node
enter evidence of Physical State
6. Propagate network
7. Get Predicted activities
8. Stop
Figure 4.14: The prediction of context activity in the context engine server
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4.3 Summary
This chapter has described the development of context aware applications with the support of 
Bayesian networks. We initially described the potential context aware applications of Bayesian 
networks by prototyping some desktop applications. There are three different prototypes which 
have been developed to experiment with our ideas and research methods. We then described the 
implementation of the context aware applications into a mobile phone.
The objective of the three prototypes is to prove our research method of using Bayesian networks 
to support context aware mobile devices. The displaying prototype is the first step toward the idea 
of context aware application. Although the prototype does not execute any processing, it gives a 
clue on how to start the application. The learning prototype is developed to prove our learning 
method using Bayesian networks. Learning is believed to be an important issue in context aware 
applications where the context or situation is changing rapidly. The third prototype is to 
demonstrate the use of influence diagram in Bayesian networks. The prototype provides relevant 
websites based on user’s contexts.
After the research methods were demonstrated we considered testing our research hypothesis. We 
discussed the architecture and illustrated the design of the context aware system. More 
specifically we concentrated on explaining the system architecture to explain the execution of the 
system at a whole. The operation of the context aware system mainly involves a user, context 
aware mobile phone and context engine server. The development of applications has focused on 
the implementation of the mobile applications and the context engine server. The design for 
communication between those two different platforms is facilitated using the SOAP connection 
protocol. However it should be noted that the implementation of the system is currently a 
preliminary study. There are many potential extensions to the discussed applications that may 
improve the system tremendously.
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5 Experiments and Evaluations
In chapter 3 we have studied the problems of predicting a user’s activities and the modelling of 
Bayesian networks to allow activity prediction based on a user’s context. We have also 
demonstrated in chapter 4 the development of the activity prediction system using mobile and 
client-server approaches. In this chapter, we want to evaluate the accuracy and reliability of the 
predicted activity from the Bayesian network with real life data.
We will focus on the predictive accuracy of the network and analyse its prediction results on 
different cases. These experiments will be a useful trial to test and evaluate the prediction 
performance. There are several approaches for evaluating the system for its real-world 
performance. Accuracy testing is typically the best approach to test the efficiency, through 
calculating how accurate context predictions are. The accuracy testing method is also 
recommended by Madsen (2005), as the accuracy results evaluate the network’s predictive 
capability.
This chapter we first illustrate the experimental setup for comparing our Bayesian network’s 
prediction with a new dataset. A new dataset has been collected for the purpose of assessing the 
networks predictive accuracy. In section 5.2, we will demonstrate the different cases used to 
evaluate our empirical results. The testing experiments have been carried out with the users’ 
activities predicted in priority, where the predictive accuracy is evaluated with respect to different 
criteria. Subsequently we discuss the evaluated results based on the experiments and evaluation 
observations. Finally in section 5.4 we will summarise the chapter.
135
Chapter 5 Experiments and Evaluations
5.1 Experiments
Experiments have been carried out in this research for the purpose of verifying the predictive 
accuracy of our context aware Bayesian network with real-world data. The experiments involved 
conducting a new survey and testing of predictive accuracy through comparing the new dataset to 
the predicted results. The purpose of collecting a user dataset is to introduce user’s real-life 
situational data into the experiment, so that we can produce a realistic and pragmatic conclusion 
to test our hypothesis. The evaluation method is based on a statistical process where the quality of 
the results is being accessed.
5.1.1 Testing Dataset
A survey was conducted at the Computing Department, University of Surrey for the purpose of 
collecting real-life user information. The aim of the survey was to collect a new dataset of users’ 
daily activities and use this to test this approach’s predictive results. In addition, the survey is also 
the best way to collect the specific information required. A group of seven people, which included 
students, lecturers, secretaries and office workers participated in the survey. The participants were 
asked to record their every day activities every half an hour for a period of one month. The dataset 
was categorised into workday and non-workday for the purposes of activity discrimination. The 
dataset collected contains about 10 thousand records of activities in half an hour slots.
5.1.2 Subjects
The choice of subjects for our new dataset was an important issue for evaluating the accuracy and 
efficiency of the Bayesian network’s predictions. This is because the dataset which was used to 
build our Bayesian networks contain solely subjects from Philips Research Laboratory. For the 
purposes of testing, the subjects for the new dataset mainly come from University of Surrey and 
some from a private company. The different subjects used for modelling and testing will prevent 
the biasing of the activity predictions, and also help us to be able to compare the prediction 
accuracy fairly. Table 5.1 shows the subjects in the new dataset with the amount of records they 
provided.
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Table 5.1: New dataset used in experiments
Subjects
Dataset
Workday Non-Workday
Two students 2112 768
Two lecturers 2112 768
Two secretaries 2064 816
One office worker 1056 384
Total 7344 2736
5.1.3 Testing Methods
Ten thousand new records have been used to test the accuracy of the Bayesian network’s 
predictions, which was built from forty-eight thousand user records. To test the Bayesian 
network’s prediction accuracy, the experiments were carried out with two different testing 
methods, as shown in figure 5.1. For the first testing method, we only tested the predicted results 
against new dataset without any sensor data. For the second testing method, we tested the 
accuracy of predicted results in conjunction with simulated sensor data.
Figure 5.1: Two types of experiments designed to test prediction accuracy 
• Testing with no sensor data
The purpose of testing the predictive accuracy with no sensor data is to directly make use of user 
diary data which contains only activity information. The new dataset from the survey contains 
only information about user’s activity, the day of the activity and the time when the activity 
happen. Therefore, we only introduced contextual evidence of time and day into the Bayesian 
network, which allows the prediction of possible activities p(Possible_Activity | Time, Day).
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Based on the activities prediction we obtained from the Bayesian networks, we then compared 
them to the user’s real activity.
The purpose of this testing method is to examine the Bayesian network’s prediction accuracy 
level with only two sources of contextual evidences. The testing involves the following steps:
1. The contextual evidences of day and time are input into Bayesian networks
2. The predicted activity from the Bayesian network is compared against the activity
which contains the above contextual evidence
3. The prediction accuracy is then determined
4. A comparison is performed for every activity in every half an hour for the dataset of
one month.
Figure 5.2 show the testing process with no sensor data input into the Bayesian network. The 
testing process feeds user’s contextual data into the Bayesian network and compares the Bayesian 
network’s predicted activities to the user’s activity.
Figure 5.2: Testing process without sensor data
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•  Testing with sensor data
Physical sensor data has always been perceived as an important source of contextual information 
in our research. We believe the physical state of a user can determine their activity. For example if 
the Bayesian network predicts a user’s possible activities are going to be eating or cooking, we 
can easily decide if the activity is eating based on the knowledge and assumption that if the user is 
sitting they are likely to be eating. For the testing with sensor data, we introduced sensor data as 
evidence into the Bayesian network for the prediction of possible activity of p(Possible_Activity | 
Time, Day, Sensor).
However, as no sensor technology is yet available to attach on a user’s mobile phone as described 
in section 3.2, currently the user’s physical state is decided based on what the user’s activity is. 
For example, if a user is working at 10 o’clock, then it is reasonably safe to assume that they are 
sitting. The assumption is made based on results that would be expected from future sensor 
technology, capable of indicating a person’s physical states (for example sitting, standing or 
walking). Table 5.2 shows the physical reasoning for some sample activities.
Table 5.2: Physical state reasoning based on user’s activity
User’s Activities Physical State Reasoning
Sleeping Lying down
Working Sitting
At home: cooking Standing
At home: TV Sitting
Shopping Walking
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The procedures for conducting the set of experiments which exploit a source of sensor data to 
verify a predicted activity are as follows:
1. User’s sensor data is decided based on their activity
2. The contextual evidences of day, time and sensor data are input into the Bayesian network
3. The predicted activity from Bayesian network is compared against the diary activity data
4. The comparison is performed for every activity at every half an hour for one month.
Figure 5.3 shows the testing process with sensor data. The process for both methods is the same, 
only testing with the sensor data has an extra sensor information feed into the Bayesian network. 
The evaluations of the prediction results in sections will allow us to find out the impact of sensor 
data to the prediction of user’s activity statically.
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5.2 Evaluation M ethods
The evaluation of our approach has focused on determining the predictive accuracy of our model. 
The correctness of activities predicted by the model compared to real activity data forms the 
means by which we are assessing accuracy. We examine predictive accuracy by comparing the 
user’s real activity and predicted activities from Bayesian network. We measure predictive 
accuracy based on the presence physical sensor as well as when this information is absent.
From the evaluations process, we hope to establish following facts:
• The overall predictive accuracy of our Bayesian activity prediction model;
• The prediction accuracy of the model, with sensor data and without sensor data
• The accuracy of probability predictions of the Bayesian network
• The predictive values for the new dataset
• The accuracy value for each case study
5.2.1 Accuracy Measurement
The aim of accuracy testing in this experiment is to measure the predictive correctness of the 
Bayesian network for predicting a user’s daily activities. The prediction results are compared
against real-life user’s daily activity data to produce a measurement value that conforms to a value
for accuracy.
The comparison between user’s activities and Bayesian network’s predicted activities produce the 
scores for accuracy of the predictions. The correctness is measured the assumptions below:
• Correctly predicted user’s activity falls in the top three of the predicted activities
• Incorrectly predicted the user’s activity falls outside of the top three predicted activities
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Figure 5.4 illustrates the predicted results from Bayesian network after the user’s contextual 
information is entered into the network. As we can see from the figure, the predicted activities are 
sorted in ascending order based on its predictive probability. The most likely activity is displayed 
on the first activity followed by the next most likely activity. The top 3 activities alone are used 
for comparing to the user’s actual activity when deciding if the prediction is correct.
Date |01 /11/2005 Workday 1100.00000000*
Time |17:28:50 Non-workday
Tuesday - Workday
Sensor
(* [Sitting! 100.00000000*
C  Standing 0.000000*
C  Walking 0.000000*
C  Jumping 0.000000*
C  Lying Down 0.000000*
Activity Probability
Driving 
Working 
At home
35.98422
32.3365
9.083384
At home: eating 7.495607
At home: computer 4.749733
At home: TV 2.974311
Cycling 1.326088
Working: meeting 0.9738883
Sport 0.8494988
Cinema 0.7714729
Out 0.7671511
Appointment 0.7153721
Train 0.5518997
At home: listening 0.5251864
Shopping 0.4536381
Tube 0.2224813
Waiting 0.1653821
At home: dressing 0.04847453
Leisure 0.005785463
At home: cooking 0
Sleeping 0
Walking 0
Figure 5.4: Activity is considered “predicted correctly” if and only if it falls within the top three predicted
activities
Apart from comparing whether a predication is correct, we also measure the prediction 
correctness with a deeper level of accuracy. The correctly predicted activities are further 
categorised into two accuracy rankings of Top 1 and Top 3:
• Top 1 The user’s activity is predicted exactly correctly and matched with the highest 
probability predicted activity.
• Top 3 The user’s activity is predicted correctly but it is not the most likely activity. It 
is predicted as the second or third likely activity probabilistically. It is the main 
accuracy measurement for this experiment.
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The two levels of correctness are analysed separately to determine their corresponding levels of 
accuracy. The purpose of evaluating the correctly predicted activities with two levels of accuracy 
is to render the judgement of the network’s efficiency based on qualitative merit of the degree of 
accuracy instead of only judging its accuracy precision. We are not seeking to exactly predict a 
user’s activity, rather we are interested in a predictive accuracy which is close enough to tell what 
a person is doing. This is why the top 3 method is utilised as the main measurement of accuracy in 
these experiments.
Figure 5.5 is a visualisation of our accuracy measurement, first the activity working is correctly 
predicted as the most likely activity, and therefore is considered to have hit the top 1 rank. 
Second, at home cooking is correctly predicted but this time as second most likely activity and 
therefore is considered to have met the top 3 criteria. Third, the activity is not correctly predicted 
and therefore meets neither the top 1 nor top 3 criteria.
User’s Activities
Working
Predicted Activities
Compare
Driving
At home: eating
At home: cooking /  Compare >> At home: eating
CAt home: cookir
Shopping Compare
^T ng^) 
Out
Out
At home 
Walking
Accuracy Measurements
Hit at Top 1 rank 
Predicted correctly
Hit at Top 3 rank 
Predicted correctly
Missed
Predicted incorrectly
Figure 5.5: The prediction accuracy between user’s real activity and the Bayesian network predicted 
activities is measured by its correctness on different levels
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5.2.2 Evaluation Case Study
Previous sections have shown our experiments testing and evaluation methods. In this section, we 
will describe how the above methods have been utilised to test and evaluate our approach with a 
dataset that we have collected from one month of survey. In order to conduct our tests, the 
collected user data is categorised into different cases. Each case evaluates the predictive accuracy 
on different criterion of validity. However, the testing methods and evaluation methods that are 
applied to each case are the same to ensure that the data is evaluated equally and with no biases. 
Table 5.3 shows the purpose of each evaluation case that we performed.
Each case is compared and evaluated against the predicted activities from Bayesian network. The 
prediction accuracy is evaluated using the method of predictive accuracy as discussed in the 
above section. In addition to evaluating and measuring if an activity is predicted correctly or 
incorrectly, the prediction accuracy also takes into consideration of the testing methods discussed 
in section 5.1.3, where the input of extra sensor data is believed to improve the prediction 
accuracy.
Table 5.3: Evaluation cases used in these experiments
Evaluation Cases Criterions
The Control case
Test data is evaluated and tested equally as an individual 
source
Restricted Time Set case
Test data is only evaluate from time seven morning until 
twelve mid-night
Occupational Subset case
Test data is categorised according to the survey 
participants job
Time-slot case
Predictive result is evaluated on the forty-eight time-slots 
of activities in 24-hours
Specific Activity case
Test data is classified and analysed based on its 
occurrence’s frequency
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Case 1: The Control Case
Objective: To determine the predictive accuracy and performance of the Bayesian
network with data from the seven test set participants. The objective is to 
establish the predictive accuracy of our model across our test dataset as a 
whole.
Goal: The purpose of this evaluation is find out the predictive capability of our
approach with a wide variety of types of people and their different 
associated life styles, across the 24 hours which make up a day. The 
accuracy results provide a guideline for the level of the network’s 
predictive accuracy.
Evaluation Criteria: Data from each participant is tested and evaluated individually for each
24-hour slots, for one month of dairy data.
Figure 5.6 shows the predictive result for the control case where the prediction accuracy is tested 
without sensor data. The average correctly predicted activities that fall in rank top 1 are 58 percent 
on workdays and 50 percent on non-workdays. The prediction accuracy however is increased 
when the prediction is measured using the second measurement method of top 3. The average 
correctly predicted activity is 74 percent on workdays and 67 percent on non-workdays.
Figure 5.7 below illustrates the predictive accuracy for our approach with sensor data. For the 
prediction accuracy of top 1, the average accuracy achieved is 66 percent on workdays and 57 
percent on non-workdays. Furthermore, for the accuracy of top 3, the results are 83 percent on 
workdays and 79 percent on non-workdays. When comparing figure 5.6 to 5.7, there is a clear 
improvement on prediction accuracy on testing with sensor data for both workdays and non­
workdays.
Figure 5.8 shows the influence of the sensor data evidence on the predictive accuracy of the 
model. The graph summarises the predictive results figure 5.6 and figure 5.7. We can see clearly 
that extra input of sensor evidence into the Bayesian network definitely helps to produce better 
prediction results. There is an improvement of around 10 percent on the prediction accuracy for 
every participant. The average improvement of the prediction accuracy for all the participants is 
11 percent.
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No Sensor Data Testing
Accuracy (%)
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Figure 5.6: Accuracy measurement with no sensor data
Sensor Data Testing
I Workday 
I Non-Workday
Participant Participant Participant Participant Participant Participant Participant
1 2 3 4 5 6 7
Participants
Figure 5.7: Accuracy measurement with sensor data
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Testing with No Sensor Data vs. Testing with Sensor Data
Accuracy(% )
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■ Sensor Data
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Figure 5.8: The comparison between testing with sensor data and testing with no sensor data clearly shows 
the importance of sensor data to increase the prediction accuracy
Table 5.4 summarises the predictive accuracy between the two methods of testing, with and 
without sensor data. It can be seen under the rank Top 1 accuracy criteria, there is an 
improvement of 7 percent with the presence of sensor data, and with the rank Top 3 criteria there 
is an improvement of 10 percent with sensor data. Therefore, the conclusion for the control case is 
that sensor data is important contextual information that improves the activity prediction.
Table 5.4: Summarisation of the two testing methods
Prediction Criteria
Testing with No Sensor Data Testing with Sensor Data
Workday
(%) ‘
Non-Workday
(%)
Workday
(%)
Non-Workday
(%)
Predicted Correctly - Top 1 58 50 66 57
Predicted Correctly - Top 3 75 68 84 80
Predicted Incorrectly 25 32 16 20
Case 2: Restricted Time Set Case
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Objective: The purpose of specific experiments is to examine user’s daily activity
for a particular period of time. For example, our study about user’s daily 
activities suggests that activities between 12.00pm to 7.00am are always 
likely to be sleeping which usually is predicted correctly. Therefore, our 
objective in this case is to concentrate on the time period from 7.00am to 
12.00pm, where activities during this period are not so predictable.
Goal: This is a particularly challenging case study that tests the prediction
capability of the network. Our goal is to identify the activities that happen 
within 7.00am to 12.00pm time slot in order to produce more precise 
activities prediction.
Performance Criteria: Data from each participant is tested arid evaluated from time 7am to 12
mid-nights.
Figure 5.9 and figure 5.10 show the accuracy results for individuals on the specific time using 
both testing methods of using sensor data and using no sensor data respectively. Table 5.5 shows 
the summary of the evaluation in this case.
In order to identify the differences of prediction accuracies statistically, we have combined the 
summary tables from the previous the control case and the previous experiment case into a graph. 
Figure 5.11 is the summary of both tables for both cases. We can see from the graph that the 
prediction results for the specific case, as we expect are lower compare to the control case. This 
therefore verifies our belief that most predictions during 12pm to 6am are correct, which helps to 
increase the prediction accuracy if they are measure on a 24-hour basis. The prediction accuracy 
of correctness is decreased on average by about 8 percent for activity prediction in the specific 
case.
Based on the concluded result, we also realised that the activity predictions from 7am to 12pm are 
more difficult to predict due to the uncertainty and variety of activities that could be performed 
during that period. Therefore, more focus and study is needed to improve the prediction during 
this period.
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Testing with No Sensor Data -  7am to 12pm
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Figure 5.9: Results of the testing with no sensor data on specific case where the prediction accuracy is
measured only from 7am to 12pm
Testing with Sensor Data -  7am to 12pm
Accuracy (%)
100
■  W orkday 
□  Non-W orkday
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1 2 3 4 5 6 7
Participants
Figure 5.10: Specific case testing with sensor data is entered in Bayesian network for activity prediction
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Table 5.5: Summary on the average prediction accuracy for both testing methods of seven participants
Prediction Criteria
Testing with No Sensor Data Testing with Sensor Data
Workday
(%)
Non-Workday
(%)
Workday
(%)
Non-Workday
(%)
Predicted Correctly - Top 1 43 36 55 46
Predicted Correctly - Top 3 67 59 78 75
Predicted Incorrectly 33 41 22 25
Figure 5.11: Accuracy comparison between common case and specific case
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Case 3: Occupational Subset Case
Objective: A user’s job and what they are doing are important factors that help to
determines how predictable a person’s everyday routine is. The 
evaluation on this case will provide an insight to the network modelling 
techniques which will target different users.
Goal: The idea of categorising users’ data into different groups is to discover
how much of an influence a person’s occupation affects their daily 
activity pattern. In this case, we are interested to find out which group of 
users’ everyday life are generally predictable or unpredictable using our 
Bayesian network prediction approach.
Performance Criteria: Data from participants is grouped based on their occupation
This is an interesting case study as this is the first time we have considered a user’s occupation to 
facilitate context prediction. Although we cannot claim for certain the users’ occupations has 
direct impact on every activity within their day (especially during the non-workday), we can argue 
that what their job is indeed influential in determining what they are doing during certain periods 
of a day, especially during workday. Six participants from the survey have been grouped into 
three groups: secretaries, lecturers and students.
Figure 5.12 and 5.13 show the prediction accuracy for the groups for testing method with no 
sensor data and with sensor data. As in the previous two cases, testing with sensor data has 
demonstrated an increase in the predictive accuracy. In this case there are interesting prediction 
patterns that we can discover from both graphs. We are keen to find out which group of people 
have a more routine in their life.
From the secretary group, we can see that the secretaries’ activity is predicted correctly with a 
good degree of accuracy on workdays compare to a non-workday. On the other hand, the 
prediction correctness for students is fairly consistent for both workdays and non-workdays. The 
accuracy prediction correctness for top 1 and top 3 is comparatively close. Interestingly, the 
lecturers who have averagely high predictive accuracy have opposite correctness pattern to the 
secretaries. The lecturers’ activity prediction accuracy is higher on a non-workday is compared to 
workdays.
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No Sensor Data Testing -  Group Based
Accuracy (°/<)
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Figure 5.12: Participants are grouped into category for group based evaluations
Sensor Data Testing -  Group Based
Accuracy (°/Q
Top 1 Top 3 Top 1 Top 3 Top 1 Top 3
Secretary Student Lecturer
Category
Figure 5.13: Group based evaluation on testing with sensor data
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Table 5.6 shows the prediction correctness ranking for group based evaluation. For both testing 
methods, the lecturers have the top accuracy for prediction with accuracy percentage marked in a 
red rectangle. The secretary ranked second for overall accuracy and the least accurate prediction 
group is the students. When comparing the accuracy degree between the lecturers and the students 
from table 5.6, we can conclude that the lecturers accuracy level is on average 8 percent higher 
than accuracy level for the students.
Based on the statistical results, there are several factors that we argue have lead to a better 
prediction accuracy for the lecturer. The factors are:
• The lecturer’s job function from nine to five fit to the our Bayesian network’s dataset
• The students do not have the working lifestyle of Monday to Friday, nine to five
• The transportation method of the lecturers, which are in both cases driving, also fits 
well in our prediction network where the network has been built from user’s dataset 
where the transportation is also driving
Table 5.6: Summary to show that lecturers’ everyday routine is more predictable compared to a students’
Category Accuracy Measurement No sensor Data (%) Sensor Data (%)
Lecturers Predicted Correctly - Top 1 
Predicted Correctly - Top 3
59
___I I __
CD 
CO 
CD 
00
Secretaries Predicted Correctly - Top 1 
Predicted Correctly - Top 3
55
71
63
81
Students Predicted Correctly - Top 1 
Predicted Correctly - Top 3 C O C O
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Case 4: Time-slot Case
Objective: As described in previous chapters, time is important contextual
information that can be used to determine a person’s activity. For a day’s 
activities 48 time-slots with 48 activities are predicted throughout one 
month of experiments. We are interested to record the predictive 
accuracy on every time slot so that we can further analyse the correlations 
between the time and the activity happening during that particular time 
slot.
Goal: This case study focuses specifically on every half an hour time-slots in
order to identify which of the time-slots normally have high accuracy and 
vice versa. Particularly, we are interested in identifying the time-slot that 
have low predictive accuracy. This allows us to improve the accuracy of 
our predictions by targeting a specific time-slot.
Performance Criteria: Prediction accuracy is measured on every half an hour of the time-slots.
In this case study, we have split the evaluation into two main sections. We focus on the two
categories, days which are workdays and those which are non-workday. The purpose for
separating our focus into workday and non-workday is to manage the activity more efficiently. 
Activities which happen on workdays and non-workdays are different to a degree, where activities 
also happen at different times and for different periods of time. For example, the activity 
“sleeping” covers a longer period on non-workday compared to workdays. Furthermore, the 
possibility of the activity “working” occurring during non-workday is low.
Figure 5.14 and 5.15 are the activity prediction evaluation on workday and non-workday. The 
four figures contain graphs that represent the prediction accuracy using the top 1, and top 3 and 
activity predicted incorrectly. The y-axis consists of 48 time-slots and the x-axis represent the 
prediction accuracy of correctness or incorrectness that correspondences the each time-slot.
From the previous three cases we have realised that sensor data is important contextual 
information that has increased activity predictions. Therefore, in this case we will only show the 
prediction results of testing with sensor data. Results for no sensor data prediction are in 
Appendix D.
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• Workday Time-slot Evaluation
From the workday evaluation, we can see from the graph 5.12 that the time-slot range from 2 to 
15 has the prediction accuracy level of above 80 percent in both top 1 and top 3 criteria. This is 
the time from 00.30am to 7.00am where the prediction from our model is “sleeping” and it is 
fairly certain that most people are sleeping during that time period. On the other hand, the 
correctness level is fairly low from time-slot 35 to 43, which represent 5.00pm to 22.00pm. 
However our aim is to discover the time-slots that have low accuracy predictions to improve 
them. We are interested in analysing those time-slots that have an accuracy below 70 percent 
(marked by red line).
As described in section 5.2.1, the prediction accuracy is measured with the assumptions that if the 
user’s activity is in the top three predicted activities (probabilistically sorted activity ranking), it is 
considered to be predicted correctly, otherwise it is predicted incorrectly. In addition, we will also 
focus on the prediction results from the prediction accuracy that fall in the top 3 positions, which 
is the major accuracy measurement for these experiments.
From the graph 5.14, we can observe that the accuracy of our predictions under the top 1 criteria, 
on average fall below an accuracy of 70 percent. On the other hand, the prediction accuracy under 
the top 3 criteria is relatively higher where most activities are predicted correctly and achieve our 
target level of accuracy (more or equal to 70 percent). Below is the table 5.7 that show the 
prediction of each time-slot that has prediction accuracy that is lower than 70 percent.
Table 5.7: Time-slots that have prediction accuracy of lower than 70 percent
Time-slots Actual time
17 08.00-08.30
27 13.00-13.30
28 13.30-14.00
35 27.00- 17.30
36 17.30-18.00
37 18.00-18.30
38 18.30-19.00
39 19.00-19.30
42 20.30-21.00
Al ?i nn_9i
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Figure 5.14: Workday accuracy evaluation of predicted correctly 
• Non-workday Time-slot Evaluation
Figure 5.15 depicts the accuracy measure of predicted correctly for top 1 and top 3 creteria. 
Likewise for the measurement of accuracy on a workday, we have the same target of accuracy 
achievement of less that 70 percent for predicted correctly.
From the graph, we can see that the prediction accuracy for the top 3 criteria falls below 70 
percent ranging from time-slot 24 to 33 and 38 to 39 and 41 to 42. Those time-slots represent 
actual time which is from 11.30 morning to 16.00 in the afternoon, 18.30 to 19.30 and 20.00 to 
21.00. To determine the prediction accuracy more precisely, we will refer to table 5.8 that 
illustrates clearly the time-slots that fall to meet our predictive accuracy level of 70 percent.
If we compare the non-workday table to the workday table, we realised that the average accuracy 
performance from workdays is better than non-workdays. We believe this is because the lifestyle 
of participants on the weekend does not follow the routine of working from 9am to 5pm making it 
harder to predict. Predicting a user’s activity on the weekend is more difficult because there are so 
many considerations that can cause uncertainty. The considerations for weekend activities 
included user’s background, culture, hobbies, interests, social group and etc.
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Table 5.8: Time-slots on non-workday that do not meet the 70 percent of predictive accuracy
Time-slots Actual time
2 00.00-01.00
24 11.30-12.00
25 12.00-12.30
26 12.30-13.00
27 13.00-13.30
28 13.30-14.00
30 14.30-15.00
31 15.00-15.30
32 15.30-16.00
33 16.00-16.30
35 17.00-17.30
38 18.30-19.00
39 19.00-19.30
41 20.00-20.30
42 20.30-21.00
Figure 5.15: Non-workday accuracy evaluation of predicted correctly
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Case 5: Specific Activity Case
Objective: This case does not perform any testing and evaluation of activity
accuracy; instead it analyses the regularity of each activity. The activity is
rated based on its frequency over one month. Rating the frequency of the
activities provides an insight of the users’ daily behaviour.
Goal: The goal in this study is to identify how often an activity is performed by
the users for the period of one month. In addition, we are also interested 
to find out what activities should be included in our model to improve the 
prediction performance.
Performance Criteria: Activities from seven participants are accumulated and frequency of its
occurrence is used to compare with the occurrence of other activities.
Figure 5.16 demonstrates the activities’ in ascending order based on their occurrence frequency.
As we can see clearly from that graph that activity “sleeping” is the most frequent activity
performed by most people. Sleeping dominates about 32 percent of the activities during workday 
for period of one month. The second most frequent is the “working” activity which has about 25 
percent followed by activity “at home” which is about 7 percent.
The high frequency of activity “sleeping” also ascertain the prediction results from previous case 
studies where the activity “sleeping” has been the most often accurately predicted activity because 
sleeping is indeed the activity that dominates most of the our time at a regular time of the day. In 
addition, we also observed many activities that take place at home are relatively frequent for the 
workday activity.
Figure 5.17 is the activity frequency graph for non-workday. Once again activity “sleeping” is the 
most frequent activity that dominates most of the time in one month survey. The occurrence 
frequency for “sleeping” is increased by 3 percent compare to its frequency on workday. The 
second frequent activity is “at home” with about 16 percent and follows by the activity “at home: 
TV” with around 10 percent.
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Table 5.9 provides a closer comparison and review to the activities happen during workday and 
non-workday. The top ten most frequent activities are listed and compared to understand what 
most people’s daily activities are. From the table we can conclude that most people do spend a lot 
time sleeping during workday and even more during non-workday. Another interesting piece 
information from the table is that most people spent a lot time in the house.
For the top ten most frequent activity during the workday, activity that happen in house have 7 out 
of 10. During the workday, others than the activity “working”, “working: meeting” and “driving”, 
people spent the rest of the time in house doing activities like watching TV, eating, on the 
computer, dressing and cooking. In house activities are even more during non-workday. 8 out of 
10 most frequent activities are happening at home. People spent most of time staying at home 
during non-workdays. The only two activities that they perform outside the house are activities 
“out” and “shopping”.
Frequency (%)
Workday Activty
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Figure 5.16: Activity frequency during workdays
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Figure 5.17: Activity frequency during non-workdays
Table 5.9: Comparison of top ten activities between workdays and non-workdays
Workday Activity Frequency (%) Non-workday Activity Frequency (%)
sleeping 31 sleeping 35
working 25 at home 17
at home 7 at home : TV 10
at home : TV 6 out 8
at home: eating 4 at home: computer 6
at home: computer 4 at home: eating 5
working: meeting 3 shopping 3
at home: dressing 2 at home: cooking 3
driving 2 at home: dressing 2
at home: cooking 2 at home: listening 1
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5.3 Results Discussion
A total o f about 10 thousand user activities have been collected to test and evaluate in our 
experiments. The 10 thousand records are used to test the prediction accuracy o f the Bayesian 
network that was built from a separate set o f user diary data which contains about 48 thousand 
records. Therefore, the ratio for the testing dataset and modelling dataset is 1 to 5 approximately.
The aim o f the experiments and testing is to provide statistical data analysis and empirical 
evaluation results for the activity prediction from Bayesian network. There are five different cases 
studies which have been generated to assess the predictive accuracy o f our approach. Table 5.8 
shows the five evaluation methods and the measurements used to determine our approach’s 
accuracy.
Table 5.10: Case study for prediction accuracy measurement
Evaluation Cases Accuracy Determination
The Control case Correctness is measure on individual basis
Restricted Time Set case
Correctness is evaluated on an individual based on specific time 
frame
Occupational Subset case
Correctness is group based occupational where accuracy is 
considered upon their professionalism
Time-slot case Correctness is correspondence to the time-slot domain
Specific Activity case
User’s daily activity is analysed based on its occurrence frequency 
over seven participants for a month
Each case has provided different and interesting results from different accuracy evaluations and 
prediction measurements perspectives. The case studies have considered as many relevant 
prediction issues as possible to produce an empirical result that can symbolise the prediction 
capabilities o f the Bayesian network. Below are the conclusions that have been obtained from 
each case study.
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Case Study
The Control Case
Restricted Time Set Case
Occupational Subset Case
Time-slot Case
Conclusions
Results from the common case demonstrated that knowing a user’s 
physical state is certainly an important item o f  contextual data that 
can be used to improve the prediction accuracy. In addition, it has 
also apparent from the results that user’s weekday activities are more 
routine and predictable compared to weekend activities.
Restricted time set case studies have demonstrated that the accuracy 
o f prediction is decreased when the prediction from 12.00pm to 
7.00am is not taken into account for accuracy measurement.
The case study provides two related conclusions. First, it verifies that 
the correctness o f predictions from time 12.00pm to 7.00am have 
contributed to the increasing 8 percent o f  accuracy. Second, it 
presents an average accuracy value o f 76 percent for the time period 
from 7.00am to 12.00pm. This accuracy value provides useful 
information as a prediction accuracy guideline.
The outcome from this case study provides an interesting result 
where we can use a user’s occupation to provide more information to 
determine the user’s lifestyle. The evaluation results concluded that 
lecturers have the most regular and predictable life, follow by 
secretaries and then students.
The purpose o f this study is to further investigate the relationship 
between the time and the activity. The results from the studies 
provide statistical information that allows us to focus and improve on 
those time-slots that have low prediction accuracy.
From the results, we have noticed that the time period that requires 
most predictive improvement is time-slots after 5.00pm. In addition, 
we also realise that weekend activities are more varied and less 
predictable compared to weekday activities.
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Specific Activity Case Analysis o f users’ activity has additionally provided evidence to
support the conclusion drawn in the restricted time set case, that the 
activity “sleeping” has a significant influence on the predictive 
accuracy when the accuracy is measured in 24-hour basis. This is 
because the results from users’ activity have shown that activity 
“sleeping” is indeed the most frequent activity for average people. 
The analysis has shown that in a month o f 24-hour activity survey, 
the activity “sleeping” contributed to an average 32 percent o f the 
time.
The analysis results from the frequency o f the users’ daily activities 
have provided useful statistical information for this study. It provides 
evidence and statistical data to what type o f activities most people do 
and how much time people spend on those activities. In addition, the 
results can be used as important prognostic predictors for comparing 
to the modelling dataset.
Based on the results obtained from all the case studies, table 5.11 depicts the conclusion o f the 
network accuracy performance for different testing methods and evaluation methods. The 
accuracy measurement is measured by comparing the network’s predicted activity to user’s real 
activity and deciding if  it the activity is predicted correctly or incorrectly.
The two accuracy measurements o f predicted correctly at top 1 and top 3 criteria in these 
experiments are for the following purposes:
■ Top 1 correctness serves as a guideline and reference to identify how accurate the 
network’s predictions are. However, the accuracy level will not be taken directly into 
account for our final conclusions, rather it is present as a subset o f the results from the top 
3 rank.
■ Top 3 correctness is our target for measuring the prediction accuracy. We attempt to 
predict a user’s activity exactly, but reasonable accuracy is assumed if  the activity lies in 
the top 3 predicted activities.
■ The reason for taking top 3 correctness measure and not the top 1 measure as this 
project’s accuracy measurement is because we consider the fact that in real-life there are
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many activities that may happen in short periods. Therefore, there is a high chance that 
more than one activity is performing during the half an hour prediction time-slot.
Referring to table 5.11, we concluded that the accuracy o f top 3 (which is in the red box) 
represents the accuracy results for our activity prediction Bayesian network. As a result we claim 
that out model has achieved predictive accuracy o f 71 percent for testing with no sensor data and 
81 for testing with sensor data.
In this research, data for modelling the Bayesian network and testing experiment are all have been 
collected from real life survey. Therefore, we have produced a pragmatic activity prediction 
Bayesian network and empirical results for evaluating the prediction accuracy.
Table 5.11: Prediction accuracy summary
Prediction Criteria
Testing with No Sensor Data Testing with Sensor Data
Workday 
(%) ‘
Non-Workday
(%)
Workday 
(%) '
Non-Workday
(%)
Predicted Correctly - Top 1 58 50 66 57
Predicted Correctly - Top 3 74 67 83 79
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5.4 Summary
This chapter gathers the experiment results and conclusions from the testing experiments and 
evaluations. We have presented the process for testing experiments that have involved the 
collection o f user’s daily activity data in the form o f a survey. The collected daily activity data has 
been used as testing data against the prediction activities from our Bayesian network described in 
chapter 3. There are two testing methods which have been used to assess the networks predictive 
capabilities. Besides testing the network’s prediction capabilities, different levels o f accuracy 
measurements have been used to determine its accuracy performance.
Following the testing methods and accuracy measurement, the network’s prediction performance 
has been evaluated on five different cases. Each case represents a different prediction capability 
for a specific case, this includes evaluations based on individuals and based on groups. The 
predictive accuracy is also measured based on its relationship with its contextual data, such as the 
evaluation o f the activity prediction that correspondence to specific time-slots.
We have observed from the results that workday activities are regular and more predictable 
compare to non-workday activity. This also provides an indication for further study for the 
prediction o f user activities during non-workdays. In summary, the results obtained from the 
evaluation have been encouraging and we are delighted with the average prediction accuracy o f  
81 percent with sensor data.
To the knowledge o f the author this is the first work to investigate everyday activity prediction in 
an unrestricted sense. That is, this study has not limited the activities or locations in which users 
may operate. As such, the results from this work provide a current benchmark for this problem, to 
which future works may be compared and contrasted.
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6 Conclusions
"Knowing the place and the time o f  the coming battle, we may concentrate from the greatest
distances in order to fight He who /mows these things, and in fighting puts his Imowledge into
practice, will win his battles. ”
The Art o f  War by Sun-tzu
Knowing who our users are provides invaluable information for the production o f an accurate 
prediction o f their daily activities. In this research, we are interest in predicting a user’s daily 
activity based on available contextual data such as time, the day o f the week and user’s physical 
state. Bayesian networks are a probabilistic reasoning tool that have been used to reason and 
predict a user’s activity based on a user’s contextual information. Within our experiments we 
observed that most people’s everyday life is routine and people tend to follow a habit. Therefore, 
putting this knowledge into Bayesian networks allows us to reasonably predict a user’s daily 
activities.
This research has focused on investigating different methods by which Bayesian networks may 
support the prediction o f user’s activities, facilitated by context aware mobile devices. We have 
explored three Bayesian network methods: static Bayesian networks (BNs), Dynamic Bayesian 
networks (DBNs) and Influence Diagrams (IDs). An approach which uses a dynamic Bayesian 
network in conjunction with an influence diagram has been proposed. This approach has 
addressed many challenges and led to the development o f a real-life context aware mobile phone.
In this chapter we describe the challenges overcome while developing the aforementioned context 
aware mobile device. Additionally we will illustrate the contributions o f this research towards the 
development o f context awareness using Bayesian networks. Finally we will discuss potential 
future work that may expand the current context aware system.
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6.1 Overcome Challenges
With the aim of designing and developing a useful and efficient context aware mobile device, this 
research has overcome the following challenges.
1. Activity Context Based on the results obtained from the experiments presented in section 
5.3, the ability o f our network to predict user’s activity is proven to be accurate with the 
accuracy o f 76 percent in average. These results intuitively demonstrate that our context 
prediction method is soundly grounded. Moreover it is encouraging that on average 81 
percent o f the activity prediction is correctly predicted at user’s top 3 most likely 
activities for both workday and non-workday.
2. Changing of Context In section 2.1.5, we discussed the problems associated with 
developing context awareness and the variety o f different methods that have been used to 
tackle predicting a user’ context. Our method of dynamically modelling a Bayesian 
network has solved this problem effectively by handling a user’s context in different time 
slices. The ability o f our network to handle a dynamic context is one o f the major 
achievements within this research.
3. Future context Most context aware applications only concentrate on a user’s current 
context, with little use o f the future context. The main advantage o f our current network is 
that it has the capability to predict a user’s future activity. The prediction o f future 
activity provides an understanding o f user’s forthcoming activities; we have found that 
knowing a user’s future activities has the advantage o f allowing us to verify past and 
present activities.
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6.2 Key Contributions
Meeting the above challenges has allowed the implementation o f a real life context aware mobile 
device, which can predict mobile user’s daily activity. More specifically this research has made 
the following contributions:
1. Context Bayesian Network Three different Bayesian networks have been developed to 
predict a mobile user’s activity within this project. The Dynamic Bayesian network 
approach has combined concepts from the other prediction methods explored to overcome 
the challenges o f accurately predicting a rapidly changing user’s context. Users’ 
behaviour patterns have been investigated through conducting a survey.
The collected data from this survey has then been used to model the activity Bayesian 
network. The user’s daily activities are the main sources o f context information in this 
research where the activity is recognised through user’s interactions with mobile device. 
Bayesian probabilistic reasoning has been exploited to relate a user’s surrounding context 
with activities in the context network. We have demonstrated the usefulness o f the 
network by implementing it into a real life application. Experimental results in chapter 5 
demonstrate the usefulness o f the network with the accuracy o f 81 percent for an average 
prediction from the testing.
2. Adaptation learning We proposed adaptation learning to improve the network’s 
accuracy and also adapt to user behaviour. Experiments were conducted to train the 
network to learn from a new user and build adaptations to the network. Experimental 
results discussed in chapter 3 show that the learning methods has lead to increased 
accuracy o f context prediction for the user whose data was used to train the network.
3. Context Prediction Engine The implementation of a context network into the prediction 
engine has allowed collaboration o f context aware entities in real life situations. The 
. context prediction engine provides a context layer that allows mobile users to 
communicate with the context engine. The network takes contextual information from the 
user and returns a contextual activity. A context aware mobile phone has been developed 
to allow communication between the mobile use and the context prediction engine.
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It has been shown that the probabilistic method of Bayesian networks play an important 
part in deciding and supporting the context o f mobile users. We have conducted a further 
user survey to verify the network’s performance and accuracy. From the newly collected 
dataset, we have simulated the user’s daily activity and have connected to context 
prediction engine to perform context prediction. The experimental results obtained in 
Chapter 5 show a promising outcome, and have proven the network has met our 
objectives stated in chapter 1.
4. A Context Aware M obile Device The purpose o f developing context aware mobile 
devices is to allow access between mobile users and the context prediction engine, the 
mobile users are provided with a specific context interface on their context aware mobile 
device to send their contextual information to the engine. Based on user’s action, we 
perform a Bayesian prediction on the context prediction engine and return contextual 
activities to the user. The experiments performed on the context aware mobile device 
demonstrate that our network can handle the dynamics o f a user’s context. The mobile 
user can interact with the context aware engine anytime they require, which in turn will 
provide an expect context to the device.
6.3 Future W ork
We have investigated Bayesian networks modelling in the domain o f  context awareness. The 
successful development o f a context aware system in real life is a positive achievement in this 
research. However, there remain substantial areas o f investigation which may be further study 
examined to achieve a more comprehensive context aware system. We will now discuss several 
areas o f possible future work.
1. Location Context Although in our current network we are able to estimate where the 
user is this remains imprecise. In order to perform a location prediction we need to add an 
extra node in the current network to allow location evidence to be inferred within the 
network. We believe that with the extra evidence provided by location information, we 
can add further accuracy to activity prediction. The more information we know about the 
user, the more accurate the context prediction is going to be.
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A preliminary network has been built with a location node. We presume a possible 
location based on the user dataset and this is used to support the prediction o f a user’s 
context. Although the preliminary results are promising, there are still room for 
improvement. For example, location data has the potential o f  providing a more reliable 
method which contains less ambiguity. For example, location data needs to be obtained 
using reliable methods.
2. Intelligent Profiles The prediction o f a user’s context activity can be useful indications 
for switching a user’s profile within their mobile phone. For example, high volume ring 
tones may be set on when the user is in a noisy situation. Further mobile applications like 
soft-key settings, reminder settings, call settings and so on can be designed to make the 
phone switches settings depending on user’s activity. In addition to mobile hardware 
setting, we can also use the predicted activity to develop software applications that will 
benefit the users. For example displaying your activity to your friends and families so that 
they do not interrupt you when you are in a meeting, or people will not calling you when 
you are away on holiday.
3. Personal Information Services Filtering information for personal use is a high potential 
future service that can provide prioritised information to mobile customers. The ability to 
know what a user is doing is a beneficial feature for providing timely and well targeted 
information to a user. A user’s context and the information they require are dependent and 
closely relate. A  user who is always on the move will typically want services to make his 
life easy such as traffic information or flight times. These services could potentially 
include: transport information, news updates, location information, and weather 
information.
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Appendix A
Simple Bayesian network
Figure 1: Simple graphical model of Bayesian Networks
Figure 1 shows a simple Bayesian network for Simon. The example models the situation o f how 
often Simon is late for work. We want to know what are the reasons for his always arriving late. 
We know that i f  he is oversleeping, most probably he will come late to work. However, on the 
odd occasion he might be able to come to work on time even though he overslept. We know that 
train delay is another reason that causes Simon to come to work late.
The variables in the network are Over Sleep, Train Delay and Late. There is a causal link from the 
Over Sleep node to Late node and another link from the Train Delay node to the Late node. The 
links represent the joint probability distribution and causal relationship among the variables. 
Based on the network structure in figure 1, we know that i f  Simon is oversleeping or the train is 
delayed, he arrives at to work late. The tables below show conditional probability tables (CPTs) 
for each node in the network.
Based on Table 1, we know that there is a probability o f 0.6 Simon will be over sleeping and only 
with the probability o f 0.4 he will not be over sleeping.
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[Over Sleep z l j L a b e l l e d 3 | O v e r  Sleep
Y e s o.e
No ..... sd
Table 1: p(Over Sleep)
Table 2 shows regularity o f the train comes late. It shows that the probability for the train to be 
delayed is 0.3 and with the probability o f 0.7 the train is on time.
|Train_Delay jil|La b e lle d  ji lfT ra in  Delay
Yes 0.3
No 0.7
Table 2 p(Train Delay)
For the CPT for the Late node, we know that if  Simon oversleeps and the train is delayed there is 
a probability o f 0.95 he will arrive late at work and only 0.05 he will be on time. However, if  the 
train is not delayed but Simon is overslept, the probability for him to come work late is 0.8 and 
the probability for him to come work on time is 0.2.
Late j J Labelled jJ| L a te
Tra in_D elay Yes No
Over_Sleep Y e s No Y e s No
Y e s 0.95 0.7 0.8 0.1
|No 0.05 0.3 0.2 0.9
Table 3 p(Late)
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Adaptation Learning Method
Adaptation is a learning method that updates the probability distribution based on real experiment 
outcomes or cases. It is a process o f refining the probability in Bayesian networks using the 
experience table from observation o f the experiment. Each node in the Bayesian networks has an 
experience table for adapting new information. Now let take the Simon Bayesian network from 
above section to perform the learning. In simple Bayesian networks, we were predicting whether 
Simon will be late to work. Now we want to know the adaptation learning can improve the 
network. We added the experience tables to every node in the network. Table 4 shows the 
experience table for the Late node.
|l_ate _i||Labelled jJ| L a te
T ra in JD e la y Yes S i  11 No U H
Over_Sleep Yes No I Y e s  | No
Experience cou... 1 1| 1[ 1|
Table 4: experience table for Late node
On the row Experience count, the figure 1 means there is only one observation for the network so 
far. Now assume that we have five observations for the “Simon” Bayesian network. Suppose the 
outcomes o f the five observations are “the train was delayed” five times and also “Simon 
overslept” during the five observations. We know that Simon goes to work late during the five 
observations. Suppose we adapt the outcomes o f the experiment into the network, we then enter 
the state o f “Yes” to Train_Delay and state o f “Yes” to Over_Sleeping. We then run the 
adaptation process five times for each o f the observations. This establishes the probability that 
Simon was late for work after five observations. Given number o f observations or adaptation is 5, 
and we know the initial observation is 1, this make the total experience count o f 6. Table 5 shows 
the Experience count was increased from one to six experiences.
|Late ^ (L a b e lle d  jJ|Late
Train_Delay Yes No
Over_Sleep Yes J No Yes No
Experience cou... 6[ 1 1] 1n
Table 5: Adapted experience table
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As mentioned earlier, adaptation refines the conditional distribution probability by learning from 
experience. Now let us see the refining o f conditional probability distribution after five 
adaptations have run in the network. Table 6 and table 7 show the probability o f Simon going to 
work late if  both the train is delayed and he is over sleeping. The probability in the state “Yes” 
had changed from 0.95 to 0.991667. Based on the experience tables above and condition 
probability tables below, let us explain how the value changes after the adaptation process. The 
adapted probability distribution o f “late” is can be from the formula below:
P(late = “Yes”) = n(“Yes”)
n(“Yes”) + n(“No”)
5 + 0.95 
(5 + 0.95) + 0.05 
= 0.991667
where n("Yes")is the number o f times we experienced state "Yes".
__________________________________________________________________________________________ A p p e n d ix e s
Late Labelled jJ|Late
Train_Delay Yes No 1
0ver_Sleep Yes No “< CD CD No
Yes ( ( 1 9 5 0.8 0.1
No 0.3 0.2 0.9
Table 6 original probability table
|l_ate ^ L a b e lle d  3|Late
Train_Delay Yes No
Over_Sleep Yes j [  No Yes | No
Yes . C 0.99166 0  0.7 0.8 0.1
No 0JM 333 .......Q.,.3_____CL2___ __Q.i
Table 7 adapted probability table
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Appendix B
Sensor Technology
Figure 1 shows the body sensor box developed by Philips Preach Laboratory (PRL), Redhill, UK. 
The study by Farringdon et al. (1999) illustrated that the sensor badge is a wearable sensor badge 
which is used to identify whether the person is sitting, standing, lying down, running or walking. 
Initially the idea was to use the sensor badge to capture a mobile user’s physical state o f sitting, 
standing, lying down, running or walking. However, idea cannot be carried on due to the size of 
the badge is too big for a mobile user to carry around.
Nevertheless, the people in PRL are currently developing a new sensor badge. The basic ideas 
were taken from this sensor badge but the size is reduced. The design is to allow the new sensor to 
be able to attach on the mobile device so that the user’s physical state can be captured when the 
user is using the mobile phone.
Figure 1: Sensor badge which is used to identify simple exercises
Available from Farringdon et al. (1999)
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Appendix C
Survey Spreadsheet
Figure 1 is a screenshot o f an Excel spreadsheet o f the survey that used to collect data about 
user’s everyday activities. Six people were participated in this survey. The collected data is used 
as testing data to evaluate the accuracy’s o f predicted results from dynamic Bayesian network.
□  Microsoft Excel - contextsurvey
Elle Edit yiew Insert Format Iools Data window Help
l \  I B - a ®  ? Aria I = 10 = D I  H
B 6  = fi,
A .. '... B c D E F
1 Context Aware Survey 2005
2
3 Start Date:
4
5 Please select activity Others Please activity Others
6 00 00 - 00.30 - 12.00- 12 30
7 00 30 - 01 00 12 30- 13 00
8 01 00-01.30 a t  h o m e : c o m p u te r 13.00- 13 30
9 01.30 - 02.00 e t  h o m e : c ook ing  
e t  h o m e : d re s s in g  
e t  h o m e : e a t in g
13 3 0 -1 4  00
10 02.00 - 02.30 14.00 - 14 30
11 02 30 - 03.00 a t  h o m e : lis ten in g 14.30- 15 00
12 03.00 - 03.30 15.00 - 15 30
13 03 30 - 04.00 15.30-16.00
14 04 00 - 04.30 16.00- 16.30
15 04 .30 - 05.00 16 30- 17 00
16 05 00 - 05.30 17 00- 17 30
17 05.30 - 06.00 17 30 - 18 00
18 06 00 - 06 30 18 00- 18 30
19 06.30 - 07.00 18 30- 19 00
20 07 00 - 07.30 19 00 - 19 30
21 07.30 - 08.00 19.30-20 00
22 08.00 - 00.30 20 00 - 20 30
23 08.30 - 09.00 20.30 - 21.00
24 09 00 - 09.30 21.00-21 30
25 09.30-10.00 21.30 - 22.00
26 10.00 - 10.30 22.00 - 22.30
27 10.30- 11.00 22.30 - 23.00
28 11.00 - 11.30 23.00 - 23.30
29 11 30- 12 00 .......................................... 23.30 - 00 59
3 0 ! Note: If theie <ne multiple activities for one timeslot please fill in the longest lasting activity
31 . L ,  , , - i _____ ___________  . j/ Day? / Day8 /  j ^ O  /_Oayl3 / Dayl4 / DaylS / Payl6 /  Day:
Figure 1: The survey spreadsheet which is used to collect new dataset for evaluation purposes
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Appendix D
Experimental Results
Total Topi 
-■ -to p  1,2,3
Accuracy Performance without Sensor Data Testing on W orkday
Predicted Correctly
Correctness (%)
1 2 3 4 5 6 7 8 9 1 01112131415161718192021222324252627282930313233343536373839101142434445464748
Time-slot
Accuracy Performance without Sensor Data Testing on Non-workday
Predicted Correctly
Correctness (%)
1 2 3 4 5 6 7 8 9101112131415161718192021222324252627282930313233343536373839404142434445464748
Time-slot
- ♦ — Total Topi 
- * -  top 1,2,3
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New activities collected from survey that could be used for further studies and take into account 
for activity predictions.
W orkday Activity
Activity Occurrence Frequency
at home: working 185
lunch 106
at home: reading 34
eating 22
at home: shower 19
out for coffee 17
at home: listening & study 16
at home: socialise 11
at home: phone 8
at home: dressing , shower etc 7
at home : video game 5
out: eating 5
at home: breakfast 3
at home: breakfast (computer) 3
at home: washing up/cleaning 2
out: dinner 2
taxi 2
at home : reading and listening 1
at home : TV / reading 1
at home: dressing 81 breakfast 1
Bank 1
out: walking 1
Non-workday Activity
Activity Occurrence Frequency
at home: working 55
at home: reading 25
at home: listening & studying 21
out: pub 10
at home : shower 8
at home : painting 5
at home: cooking / showering 4
at home: studying 4
eating 4
out: dinner 3
at home : carving 1
at home: cleaning 1
at home : video game 1
out: eating 1
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