Monte Carlo simulations of dipolar fluids are performed at different numbers of particles N=100-4000. For each size of the cubic cell, the non-spherically symmetric pair distribution function g(r,) is accumulated in terms of projections g mnl (r) onto rotational invariants. The observed N dependence is in very good agreement with the theoretical predictions for the finite-size corrections of different origins: the explicit corrections due to the absence of fluctuations in the number of particles within the canonical simulation and the implicit corrections due to the coupling between the environment around a given particle and that around its images in the neighboring cells. The latter dominate in fluids of strong dipolar coupling characterized by low compressibility and high dielectric constant. The ability to clean with great precision the simulation data from these corrections combined with the use of very powerful anisotropic integral equation techniques means that exact correlation functions both in real and Fourier spaces, Kirkwood-Buff integrals and bridge functions can be derived from box sizes as small as N≈100, even with existing long-range tails. In presence of dielectric discontinuity with the external medium surrounding the central box and its replica within the Ewald treatment of the coulombic interactions, the 1/N dependence of the g mnl (r) is shown to disagree with the, yet well-accepted, prediction of the literature.
I. INTRODUCTION
The basic problem in statistical physics of liquids consists to derive the pair distribution function (pdf) g from the pair potential v. In principle, simulation approaches like Molecular Dynamics or Monte Carlo (MC) provide an exact solution. In practice, the situation is not so simple. Beyond the problem of statistical noise intrinsically always present in any numerical simulation, the "measured" profile g(r) is neither complete nor exact, due to the finite size L of the simulation (cubic) cell. First, information is available in a limited r range only, say r<rmax≈L/2. For most standard simulations, that cut-off is not large compared to the correlation range, especially in dense systems and/or at high electrostatic coupling, and the non-negligible tail of g(r) is lacking. Yet, various kinds of studies require the complete knowledge of the pdf on the whole r domain or, equivalently, its Fourier transform, the structure factor S(q), especially at low q: some are interested 1 in the so-called Kirkwood-Buff integrals of the pdf which are related to thermodynamic derivative properties 2 , the prototype being the normalized isothermal compressibility 0 (0) 1 ( 1)
the number density, P the pressure and =1/kT the inverse temperature); others need to extract the direct correlation function c(r) from pdf data through the Ornstein-Zernike equation 3 in order to feed density functional theories for describing solvation properties of molecular solutes 4 ; last ones focus on the bridge function of central interest in integral equation approaches 3 . In most cases, simple truncation of the correlations beyond rmax is not sufficient. The brute method that consists to increase the size of the cell L with higher and higher numbers of simulated particles N (=L 3 ) becomes rapidly prohibitive in computing time and alternative methods are desired. That opens to the general problem of extending simulation data beyond rmax with some extrapolation scheme, based for instance on approximate bare integral equations. Since the pioneer work of Verlet 5 , it has been shown for a variety of systems how coupling simulation data with standard hypernetted chain (HNC) or meanspherical approximation (MSA) closures at large distances succeeds in describing the whole pdf self-consistently, from simple spherical fluids 6 up to more complex ones made of anisotropic particles 4 7 8 (note: it is the approximate closure which is assumed beyond rmax, not the long distance part of the full HNC or MSA solution; short and long distances are coupled via the Ornstein-Zernike equation). In particular, making use of all the technical machinery developed for the resolution of integral equations in the case of anisotropic potentials 9 10 11 , the authors have recently extracted the exact bridge function of dipolar fluids from such MC/HNC, MC/MSA approaches and found that HNC or MSA can be safely applied beyond cut-off distances as low as 2-3 diameters 12 (paper noted I in the following).
Does it mean that small boxes characterized by L/2 values of this order of magnitude (N≈100) are sufficient and can be used without precaution? Not really, owing to the second limitation of the simulation, the fact that the available information below rmax is corrupted by systematic errors. These so-called finite-size corrections have two origins. First, the explicit corrections are due to the absence of fluctuations in the number of particles within the canonical simulation. As a consequence, the pdf deviates from the bulk reference by a function whose 1/N leading term can be easily derived by linking canonical and grandcanonical ensembles and expressed in terms of pair distribution density-derivatives 13 . In particular, the well-known long distance asymptote of the pdf reads: largeseparation lim 1
The departure from the asymptote 1 in (1) simply means that the number of neighbors available to the far field environment around a given particle is N minus 1 (the central particle itself) and minus the excess particles locally adsorbed or desorbed around it (given by the integral of g-1), so is N-. In grand-canonical conditions, this finite-size correction exactly vanishes due to the exchange of particles with the reservoir and the equality <N 2 >=<N> 2 +N>. Secondly, the implicit corrections are due to the coupling between the environment around a given particle and that around its periodic images in the neighboring cells. This means that the analysis of pair distances inside the central box does not provide the pair distribution exactly but rather some higher order n-body information. A simple superposition approximation predicts 14 :
where the vector p  , of integer components, describes the array of cell replica. In presence of long-range correlations, the bulk pdf g has not reached its asymptote 1 at the cell edge and "overflows" into the first image boxes. The actual gN measures the sum of all these "leaks". Note that (2), which does not represent a 1/N term in some expansion 15 , involves the long range behavior of the pdf which, by definition, cannot be extracted from the simulation itself and must be derived from a complementary model.
The measured N-dependence of simulation data has been successfully interpreted in terms of these two classes of finite-size corrections for a limited number of simple spherical potentials describing model argon 16 and krypton 17 15 fluids, for which the pdf g(r) depends on the distance r only. On the other hand, to the author's knowledge, nothing has been done in that respect for non-spherical particles. The reason is certainly due to the numerical difficulty to deal with correlation functions that depend now on separation r and orientations , namely the (relative) orientations of the two particles 1, 2 and the vector joining them 12r r  . As usual in the treatment of anisotropic particles, rather to manipulate the complete g(r,) as explicit function of the different Euler angles, it is more fruitful to project it onto a basis of carefully chosen angular functions and to play with the projections that depend on the separation r only. Following Blum's notation and normalization 18 
generalized spherical harmonics (definition and notation from Messiah 20 ) . The mnl   rotational invariants (independent of the reference frame) form an orthogonal basis. They depend on the relative orientation of the two molecules and of the vector joining them (five Euler angles) and are characterized by five indices m, n, l, , . For linear particles (axis noted ) as in the present dipolar fluid study, three Euler angles are sufficient, m+n+l is even and =0. In the following, although much of the analysis will be valid for any anisotropy, the indices ,  will be dropped to simplify the notation (in that case, 
In short notation, if  stands for  mnl , expansion and projection read, respectively:
where the brackets in (7) means a (normalized) triple angular integral. The first projection g1≡g 000 represents the center of mass-center of mass pdf (averaged over all orientations).
In principle, the basis is infinite. In practice, it is assumed and verified that a limited number max of projections, characterized by m, n≤nmax, is sufficient, at least for the excess potential of mean force, to quantitatively capture the angular dependence of the correlations, see Paper
The purpose of the present study is to calculate the theoretical finite-size corrections of different origins and quantitatively analyze the N-dependence of MC g mnl (r) pdf data for the case of dipolar fluids. Beside the interest in understanding these subtle effects, the ultimate goal is to be able to correct very easily cheap MC data (cheap means here performed at low N values) for feeding MC/HNC, MC/MSA approaches and deriving the complete exact pdf g and structure factor S on the whole r-q domains.
The pair potential between spheres carrying a point-like dipole moment  is:
The spherically symmetric vshort-range contributes to v 000 while the dipole-dipole potential reads configurations are equivalent and the projections m, n, l are restricted to even l (and so even m+n). We have analyzed in great details the finite-size corrections for two systems which differ by the form of the short-range potential and the strength of the dipolar coupling. System I corresponds to the Lennard-Jones (LJ) form (Stockmayer fluid):
 and  are the usual diameter and energy LJ parameters. The LJ potential is truncated, shifted at rc=2.5. The thermodynamical state, previously studied in paper I 12 , corresponds to
and mimics a dense polar solvent of moderate dielectric constant, ≈16. For system II, we have chosen the soft-sphere (SS) dipolar fluid which has been intensively studied by Kusalik 21 22 using molecular dynamics at various N:
with T * =1.35,  * =0.8 and *2  =4/1.35≈2.963… The SS potential is truncated, shifted at rc=2.5 as well. This second dense polar solvent is controlled by strong short and long range correlations of coulombic origin. In particular, Kusalik has nicely shown how simulation cells as large as N=4000 (L/2≈9) were necessary to be able to extract the high dielectric constant with reasonable accuracy, ≈99±4 22 .
An additional source of finite-size corrections, specific to electrostatic systems, is related to the possible dielectric discontinuity with the external medium surrounding the central box and its replica. Indeed, the Ewald treatment of the long range dipole-dipole interaction in periodic boundary geometry involves explicitly the dielectric constant ' of that medium. When ' differs from  (unknown at the beginning), the pdf exhibits finite-size polarization effects. The leading 1/N contribution has been given for the first 3 projections g mnl by de Leeuw, Perram and Smith in a seminal paper 23 (noted DPS in the following).
The paper is organized as follows. The standard MC simulation is briefly recalled in section II. Section III will show how the measured '-dependence disagrees with the shortrange part of the DPS theory. Section IV analyses the explicit corrections by calculating the density-derivatives of the pdf projections, again with MC. The evaluation of the implicit corrections in Section V is the most delicate part of the whole analysis because it requires the pdf at large distances (provided by the mixed MC/integral equations of paper I 12 ) and needs to project n-body distributions as in (2) onto rotational invariants. It will be shown that the superposition approximation for the 3-body distribution refined with the first elementary diagram correction which involves 4 particles leads to very good agreement between MC data and theoretical finite-size corrections, even at the 10 -3 level of precision! As a conclusion and illuminating illustration (Section VI), we will naively perform a cheap study of the Kusalik's system II, associating MC data restricted to N=108 (L/2≈2.5) with the MC/MSA mixed integral equation. Starting from the brute MC data, the dielectric properties are strongly overestimated (≈167!). On the other hand, beforehand correct cleaning from finite-size corrections calculated in a self-consistent manner provides the complete long-range dielectric properties with great accuracy.
II. Monte Carlo simulation
Since the analysis will focus in detail on differences between simulations performed at various N or ', each of the brute MC data sets must require a precision much more restrictive than in a standard study. That not only means long simulations but also correct control of all possible bias.
N≈100-4000 dipolar particles are put in a cubic cell of edge L≈5-17 with periodic boundary conditions (N, V, T canonical ensemble). The dipole-dipole interaction is evaluated using the Ewald summation technique 24 and becomes:
in which the usual charge-charge Ewald potential is split in:
The dielectric constant ' of the external medium appears explicitly through the last term of (11) . The sum in the r space is spherically cut at r=L/2, so only the minimum image distance p=0 is retained. The screening constant  is chosen such that the factor r at the cut is equal to the high, constraining value s=4, so L=8. In the same way, the largest m vector retained in the Fourier sum is similarly chosen such that m/L=s=4, so mmax=4L/=10 (647 independent m vectors). With this choice, the relative precision in the dipolar energy is better than 10 -6 , each sum contributing on equal level to the uncertainty. Note that this precision is much better than the standard ones given in the literature which correspond to lower values (≈3) for the s parameter. With this strong constraint, we are sure to avoid any bias related to a limited precision in the Ewald summation 25 .
Each trial displacement is made of a local translation inside a cube (of size≈0.2) and of a rotation of the dipole axis inside a cone (of angle≈40-60°) and is accepted according to the Metropolis method. After equilibration, the projections g mnl (r) are constructed from the relative positions and orientations of the particles in the box. For each retained configuration, the minimum image separations rij of all pairs i<j of dipoles are sorted into a histogram of width r. The bin k corresponds to the distance interval Ik=[rk-1,rk] with rk=kr, and to the volume of the spherical cap Vk=4/3(rk 3 -rk-1 3 ). So, following the definition (7), the projections are constructed according to:
Note the correct normalization factor ½N 2 (and not ½N(N-1)). Due to the finiteness of the width r, that information in the bin k measures some average of g over the interval Ik and is attributed to the mean separation (rk-1+rk)/2. A good resolution of the pdf details is obtained with r≈/80. Gathering successive bins to reach a somewhat higher value (≈/20) enables to improve the local statistics of each point and the display of the noisy pdf-difference curves at the price of a reasonable convolution.
It is important to remember that the simulated fluid is not perfectly isotropic due to the periodic boundary conditions and the implicit finite-size corrections. So, the correlation (ij) depends not only on the relative orientations of ˆi  , ˆj  and ˆi j r but also weakly on the absolute orientation of the ensemble with respect to the axes of the box. The expansion (3) in rotational invariants is recovered only by spherically averaging over that absolute orientation, as implicit in (13) .
In the present study, 7 or 13 projections are usually accumulated, which correspond to nmax=2 or 3, respectively. These finite bases are sufficient to describe the strong anisotropy of all correlation functions within the mixed MC/integral equation treatment, even for the highest dipolar strength 12 . For each pair, the spherical harmonics  110 ,  112 and  022 (or  202 ) are calculated from the scalar products between the three unit vectors. The remaining harmonics,  22l (and  13l , 33l ) are deduced from products of the previous ones. No manipulation of trigonometric functions is required. At the end, the MC simulation provides 7 or 13 projections of the pdf in the limited range r<rmax=L/2. Only in a few cases, we explored the corners of the box, L/2<r<L√3/2 (Vk in (13) becomes in that case the intersection of the spherical layer with the cube), keeping in mind that this extended set of data does not result from a complete spherical averaging and is (thus) sensitive to systematic bias 26 .
Thermodynamical quantities are calculated as usual. The dipolar contribution to the energy is the average of the whole Ewald sum. The virial pressure makes use of the simple 1/r 3 or 1/L 3 behavior for the dipolar interaction. The compressibility  is derived from the fluctuations of the virial accumulated during the simulation 24 (with a proper account of the truncated LJ/SS force discontinuity at the cut-off rc in the hypervirial function). This somewhat ignored route should be recommended in any study requiring exact S(0) with good accuracy. Discretized differentiations of the virial pressures measured at neighboring densities agree with the  values within statistical uncertainty. The dielectric constant  of the fluid is related to the orientational order fluctuations of the box <M 2 > (M is the total moment, of theoretical zero average <M>) through an equation which depends on ' explicitly 24 :
where y=4 *  *2 /9. The Kirkwood g-factor g=<M 2 >/N 2 may also be expressed as the integral of g 110 over the whole box:
Equation (14) proves that the moment fluctuations and the g-factor must be functions of ', g('), even in the bulk limit 23 . Tables 1 and 2 collect all information about the MC parameters and the thermodynamics for systems I and II, respectively. Note the unusual length of the simulations (a few 10 7 cycles, 1 cycle=N individual trial displacements) performed on desk computers and unusual precision of the pdf projections (≈10 -4 -10 -3 ). The systematic dependences in N and ' observed in the various MC data illustrate the presence of the finite size corrections. The variance in the thermodynamical quantities and in the pdf projections at some characteristic distances r has been very carefully monitored using standard block average analysis 27 . As shown by Kusalik 21 , the instantaneous moment M of highly polar fluids is subject to long lived fluctuations which are directly associated to collective fluctuations in the g 110 projection on the whole r domain. That means that the uncertainty on g 110 (r) may be (much) larger than that naively derived from the visual local noise which results from the finite histogram width r. The error bar on the measured dielectric constant  is consequently quite large. For instance, for System II with '=99, the instantaneous quantity  extracted from (14) has an average around 100, a RMS deviation of 120 and a statistical inefficiency around 350 (two configurations must be separated by at least this number of consecutive cycles to be statistically fully decorrelated 24 ).
So, a variance of the order 1 on  (one standard deviation) requires 5×10 6 cycles, see Table 2 .
This evaluation is roughly independent of N.
The curves of the most relevant pdf projections for systems I and II can be found in references 12 and 22 , respectively, and do not deserve special further comments. Plotting on the same graph projections accumulated at different N (or ') is usually not the appropriate way to analyze finite-size corrections because the different curves are hardly distinguishable at the scale 1. So, in the following of the paper, and since we have no knowledge, at least in advance, of the exact pdf reference, free of any correction, the best we can do is to calculate and plot differences between MC data performed at different N and compare to the corresponding differences for the theoretical finite-size corrections.
III. Dielectric discontinuity with the external medium
According to the last term in (11) , simulations performed at two different dielectric constants of the external medium, ' and ", correspond to pair potentials which differ by the following 1/N term:
with "'=-9y((2"+1) -1 -(2'+1) -1 ) (DPS 23 , eq.1.5,1.8). This unusual extra potential is independent of the positions and depends on the orientations through a pure 110 component. Starting from the diagrammatic expansion and using a perturbation theory for the correlation function, DPS have obtained the differences in the first three projections g mnl between " and ' boundary conditions to first order in 1/N (note that this is richer than first order in "' due to the r-independence of (16)). Their result may be written as (DPS, eq.2.23-25):
(which defines the factors " ' A   ) with the DPS predictions for the functions G mnl (r): 000 110 110 000
In particular, G 110 tends to 1 at large separation. When inserted in (15) , this asymptote leads in the thermodynamic limit to the relation g(")=g(')/(1-"'g(')/3) between the g-factors and, via (14) , to the important conclusion that the dielectric constant of the fluid  is, fortunately, independent of the choice of ' (DPS, eq.3.5).
Our test of the DPS theory consists to construct ratio
 for different couples ",' in the range 1-∞ and/or different N=100-800 and to compare to the functions (18), see figures 1 and 2 for systems I and II, respectively. Note that such analysis can be performed only thanks to the sub-10 -3 precision of the pdf. The conclusion of our study is manifold: i) within the statistical noise quantified by the error bars in the figures, almost all cases seem to coincide on same master curves G mnl (r); this indicates that the DPS factor A"' alone fully accounts for the '-dependence of the present 1/N finite-size corrections. As a side effect, this means that the pdf at a third ''' can be easily derived from that measured at ' and ". For system I, we have even performed a few Grand-Canonical MC simulations at N≈100
with an imposed activity a * =a 3 =1.704 carefully chosen to give a mean density < * > very close to the target canonical value 0.8. As seen in figure 1 , the corresponding pdf (curves labelled GC) match again the same master curves. For system II, the 110 projection in figure 2 reveals a small but clear departure from that universality which increases with decreasing N: the curves (",')=(1,99), (20, 99) and (∞,99) are localized on top of each other in that order, the gap being larger for N=108 than for N=300 and roughly scaling with 1/N. That reveals without doubt the existence of second order terms in the 1/N expansion of g"-g'. It is interesting to note, and quite intriguing, that the three curves are almost perfectly proportional: they may become indistinguishable by just artificially correcting the coefficients A"' alone. That seems to indicate that the second order correction is proportional to the same G 110 function. An equivalent behavior may be observed for the 000 and 112 projections at N=108, albeit with less clarity. ii) the observed function G 110 is very well consistent with an asymptote equal to 1, so the conclusion about the independence of  on ' in the bulk limit remains valid. iii) on the other hand, the short-range part of the function G clearly deviates from the DPS prediction (18) for the two systems and the three projections: G 000 presents a low but measurable structure, which unambiguously emerges from the noisy data and is inconsistent with g 110 ; the main peak in G 110 is close to but different from that of g 000 ; finally, G 112 exhibits a rich behavior which is far from being negligible. Note that this kind of disagreement has already been noticed by Kusalik in his molecular dynamics study of System II, albeit with less quantitative precision 21 . We have tried to improve this gap between simulation data and theory. A careful reading of the original DPS paper shows that the pdf projections beyond the first three terms have been explicitly omitted in the last part of the analysis (see discussion after eq.2.8 
Unfortunately, as seen in figure 1,2 , the so modified theory does not reproduce the simulation data either. Something else seems to be lacking in the derivation of the DPS theory. Despite many tries exploring different directions, we were unable to understand the origin of this disagreement and the problem is still open to future theoretical works.
In the rest of the paper, in order to explore the next sources of corrections without confusion, we will minimize the polarization effect by choosing ' as close as possible to . In that case, it is generally accepted that the bulk limit is attained and the present finite-size correction identically vanishes. In order to appreciate the quality of the matching, it is fruitful to note that the asymptote of g 110 (r) in presence of mismatch is given by (14) , (17), (18):
If a simulation is performed at ' different from , a rapid fixing consists to subtract that asymptote from g 110 . A more complete treatment would require to subtract -(A'/N)G (namely, the same asymptote times G) from the measured g. Even if the master function G is not yet correctly known from a theory, it can be easily extracted with the help of a second simulation performed at any " (very) different from '. uncertainties are negligible for the N=100 case and for the first projection 000 of the N=300 case while they become relevant for the higher order N=300 projections beyond the first peak.
In the same way, figure 4 presents the similar projection differences for System II obtained at '=99 (close to the Kusalik's estimate of  22 ) for N=108, 300 and 4000 (we have preferred to choose the N=800 set as reference instead of N=4000 because of its better statistical uncertainty). A potential unity gap between ' and  would correspond in this case to a 3.5×10 -
IV. Explicit finite-size corrections
Lebowitz and Percus have expressed to first order in 1/N the difference between the canonical pdf gN and the grand-canonical reference g that results from the forbidden N fluctuations 13 :
The asymptote (1) represents the long-distance behavior of (21) . Projection onto the rotational invariants leads to: 
The 2 nd order density-derivatives of the pdf are estimated in practice by performing MC simulations at neighboring densities and using standard differentiation approximation, see figures 5, 6. For the present dense fluid at  * =0.8, a good compromise between precision and accuracy is obtained by choosing  * =0.75 and 0.85 ( * =0.78 and 0.82 lead to the same result).
Note that, since the function Eexpl. appears in a 1/N corrective term, its knowledge does not require a precision as demanding as for the bare pdfs and the error of any origin attached to its determination produces in practice a negligible effect. The Eexpl. curves extracted at different N=100-800 coincide at the scale 1. Figure 5 (System I) adds for comparison the differences between the canonical and grand-canonical pdfs, gN-g, measured at N=100 and three different ' (1, 16 and ∞). The very good agreement with the previous curves confirms that the explicit finite-size corrections are correctly evaluated and, as a side information, that there is no detectable 2 nd order coupling between the correction coming from a dielectric discontinuity and that from an N fluctuation inhibition, at least at N>100. Figures 5-6 exhibit a rich and complex behavior at short distance which adds to the well-known asymptote (1) in the 000 projection.
Multiplying the Eexpl.(r) projections of figures 5, 6 by the scaling factor (1/N-1/800) and comparing to the projection differences g mnl N(r)-g mnl N=800(r) of figure 3, 4 clearly reveals that the present explicit contribution is insufficient to fully account for the measured finite-size corrections, both in shape and in height. While for System I (figures 3 vs 5), it appears as being an important part of the total correction, it becomes almost negligible for System II (figures 4 vs 6). This latter behavior is specific to strongly coupled, dense systems characterized by low compressibility (so small explicit corrections) and long range correlations (so large implicit corrections).
For the following, we subtract the explicit contribution from the pdf differences and will compare the resulting g mnl N-g mnl N=800-(1/N-1/800)Eexpl. mnl , plotted in figures 7, 8, to the last potential source of finite-size corrections, the implicit ones.
V. Implicit finite-size corrections
We consider a particle noted 1 at the center of the central box with absolute orientation 1. Within the periodic boundary conditions, an infinity of images 1' are located at the center of the replica, at positions r11'=pL (vector p of integer components and norm p), with the very same orientation 1'=1, see figure 9 . The problem is to express the local density of dipoles 2 at r2 with orientation 2 inside the central box in terms of the pair correlation with central dipole 1 and the perturbations coming from the 1' images. In a first step, we will assume that the somewhat intuitive superposition approximation (2) holds. For short-range potentials, it has been shown how this approximation could result from the neglect of a class of diagrams linking the different particles and images 14 . Without any further theoretical justification, we will generalize its use to the present case of long-range dipolar interaction. The pdf gN measured during a simulation with N particles (box size L) is thus related to the bulk reference g through:
In the third line of (23), we have benefited from the fact that the perturbations h=g-1 due to the different images 1' are small and we have kept the first order in h only (addition of 3-body superpositions) 15 .
According to (3), the function h(1'2) which appears in the rhs of (23) is known as an expansion onto rotational invariants specific to the pair 1'2. The difficulty is to convert it in a similar expansion, this time specific to the central pair 12. As mentioned earlier, this is totally meaningful only by spherically averaging over the absolute orientation of the ensemble 1, 2, r12 with respect to the axes of the box as done during the construction (13) of the pdf or, equivalently, by averaging over the orientation of the vector p pointing to the image 1' (analysis valid only at r<L/2). That operation, noted <> in the following equations, will greatly simplify the mathematics. Working in the laboratory frame, the expansion (3)(4) gives:
The average over the orientation of p is better done in the molecular frame attached to the 1, 2 particles (principal axis along r12). For that purpose, we use the standard rotation formula between spherical harmonics 20 :
If p is defined by the polar angles (, ) in this local frame (see figure 9 ), averaging over the longitude  gives 0 except for the first term "=0 in the sum (25) where it gives 1. Finally, averaging over the colatitude  leads to:
where the distance r'≡r1'2 and the angle  ' between r12 and r1'2 are obvious functions of r, pL and z=cos in the triangle 11'2 (figure 9):
Pl=R l 00 is the Legendre polynomial of order l. When (26) is inserted in (24), a simple expansion of <h(1'2)> onto 12 invariants is recovered as desired: 12 (1' 2) ( , ) leads to a perfectly zero contribution to I 112 in (27) . That guarantees the convergence of the sum over the infinity of images. To be complete, one could also mention that the data extracted beyond r=L/2, in the corners of the box, would not result from a complete orientation averaging and would exhibit a spurious behavior due to this asymptote, as nicely shown by Caillol using a more rigorous route 26 .
Finally, the last step consists to derive the projections of the product g(12)<h(1'2)> in (23) . Starting from the known reduction relation between rotational invariants,
, with well-documented coefficients t 20 , the desired expression reads:
In conclusion, provided that the pdf is known at long distances (the minimum distance for r' is L/2), a simple one-dimensional integral (27) c is the direct correlation function (related to g via the Ornstein-Zernike equation), b is the bridge function 3 . The iterative resolution makes intensive use of powerful techniques developed for the treatment of anisotropic interactions. As mentioned in the Introduction, it has been shown how HNC and MSA approximate closures can safely be applied beyond rmax cut-offs as low as two or three diameters 12 (with a clear advantage to MSA in the former case). It is important to realize that equations (30), (31) are in principle and in practice coupled: the evaluation of the implicit finite-size corrections requires the knowledge of the MC/HNC,MSA solution at large separation which, itself, depends on short-range MC data corrupted by theses corrections! That coupling simply illustrates how, when the range of the correlations is larger than the size of the simulation box, the missing long range part of the pdf beyond the cell edge is somewhat "folded" and recovered inside the box via the far-field environment around the images! For a first clear analysis, we have fed (31) with MC data obtained with a large enough N number (N=800 or 4000, rmax=3-5) chosen such that the (very) small implicit error attached to them has a negligible effect on the evaluation (30) of the corrections for lower N. If, on the other hand, only small N (≈100) MC data are available, an iterative procedure would be required which improves step by step the cleaning of the pdf from the implicit corrections, see Section VI as an illuminating exercise.
In order to test the present analysis, we compare the differences gN-g800-(1/N-1/800)Eexpl. between MC pdfs (which are cleaned from explicit corrections, see Section IV) to the theoretical predictions for the differences in implicit corrections between N and N=800, see the solid curves in figure 7, 8 (for system I, the corrections for N=800 are negligible at the scale of figure 7) . The sum over the images p in (30) involves mainly the first shell (6 neighbors with p=1) with a small but detectable contribution of the next neighbors (12 and 8 at p=√2 and √3, respectively) for the smallest N values. The integrals I mnl in (27) are calculated using Gauss-Legendre quadrature with 50 to 100  values. The numerical extrawork required in the evaluation of (27), (30) at the end of the integral equation resolution is marginal. For the two dipolar fluids and for the various investigated N values, the quantitative agreement within the statistical uncertainty is very good for all projections and at all distances r<L/2, except near contact. As expected, the corrections increase as the cell edge and thus the first neighbors are approached. The 000 term is very similar to that observed for pure spherical interactions and presents oscillations at large distances which are the signature of the packing inside the dense fluid; the 110 contribution comes from orientation correlations 1'2 between dipole 2 and dipole images 1' which again replace (in a perfect manner within the superposition approximation) the missing correlations between the central dipole 1 and the dipoles located beyond the frontiers of the box. That interesting effect explains in particular why the g-factor (15) which integrates the function g 110 inside the cell only leads to correct values of the dielectric constant  when inserted in the Kirkwood equation (14) even when the size L of the box is (much) smaller than the range of the orientation fluctuations! Lastly, the 112 correction is mainly due to the weakly damped tail which adds to the g 112 (r) 1/r 3 asymptote. Note that the long-range behaviors of g 110 and of this corrective g 112 tail are directly related through the Ornstein-Zernike equation in the low q limit.
It remains to understand the disagreement observed at the first peak, near contact. The same kind of deviation is observed for the pure LJ fluid. One may question the validity of the superposition approximation which is known to be insufficient at short 1-2 separation even when the image 1' is far from the pair. Following the same phenomenological approach and without any theoretical basis, we will consider that the simulation measures in fact n-body distribution functions which, as in (23), can be expressed as the addition of 3-body terms. The following development focuses on the first correction to the superposition approximation which involves a well-known 4-particle diagram .
The distribution of dipoles at location 2 due to the central particle 1 and a single image 1' is now written as g (12) g(1'2)exp[ (11'2) ]≈g (12) (1+h(1'2)+(11'2) ). The implicit correction is thus supplemented with: superp.
1'
The diagram  involves integration over the position and orientation of a fourth dipole 3 :
Once again, the operation of orientation averaging over the vector p joining the images 1, 1' will greatly simplify the calculation. That concerns only the term h (1'3) 
That is nothing but a simple convolution product, both in position and orientation. Such kind of product is routinely calculated during the resolution of anisotropic Ornstein-Zernike equation and it is sufficient to use the very same procedure which goes through the Fourier space: the projections of h and I (summation over the relevant images p is performed at this early stage) are combined as in (30) to give the expansion of [hI]. The Hankel transform (of order l) is performed for [hI] mnl . The algebraic product with the Hankel transforms of h is then better expressed in the molecular frame (q taken as the reference axis) by using the so-called -transforms of Blum 19 . Lastly, inverse Hankel transforms lead back to the desired  mnl projections and, using again the reduction relation, to the first correction to the superposition approximation (32).
The new predictions for the implicit finite-size corrections, sum of superposition (23)-(30) and first correction (32)-(34), are added as dashed lines to figures 7, 8. The improvement appears clearly for both systems. For System I, the agreement with the MC data is now visually perfect at the sub 10 -3 level for N=100 even at the first peak (figure 7 top) and stays within the error bars for N=300 ( figure 7 bottom) . For the more coupled System II, the new extra term brings detectable improvement for N=100 and 300 at the first peak as well at intermediate separations r. Nevertheless, a careful analysis of figure 8 reveals that a few discrepancies between theoretical predictions and MC data differences still exceed the statistical uncertainty (110 projection for N=108, top figure, 112 projection for N=300, middle figure) . That reveals an incomplete evaluation of the implicit corrections at the 10 -3 -10 -4 level. For such highly coupled system, the existence of long range correlations pushes the present theory up to its limit of validity. For instance, without needing to invoke the existence of next order corrections to the superposition approximation, one may first simply question the linearization operation
That observation closes the whole analysis. Since all sources of finite-size corrections have been identified and precisely quantified, we are now able in practice to correct any set of MC data from such corrections, at least at reasonable N values for which 1/N expansions cut to first order and superposition approximations with first  diagram apply.
VI. Illuminating application and Conclusion
In practice, what is the interest of understanding and evaluating with great precision finitesize corrections in numerical simulation? To be able to correct cheap simulation data, accumulated at small N with limited CPU resources, and derive anyway spatial correlations on the whole r and q ranges. In the present example, we deal with the highly coupled dipolar System II and assume that MC data are available for N=108 only. Despite the smallness of the simulation box, the existence of long range correlations beyond the cutoff rmax=L/2≈2.5 and the approximated character of the MC data below it, the goal is to extract all correlations at all distances, free of corrections, in particular those concerning the dipole alignment characterized by the 110 projection. Rather to follow the function 110 00 ( ) g r or the dielectric constant , it is more illuminating to plot the well-known running Kirkwood g-factor gK(R) which accounts for the orientation correlation between dipoles separated by less than the distance R:
At large distances, when R reaches the corner of the cell in MC simulation, or when R→∞ in MC/MSA mixed integral equation, one recovers the full factor (15) from which is derived the dielectric constant through (14) . It is known that the shape and fluctuations of the gK(R) curve are very sensitive to the choice of the Ewald boundary condition, to the large statistical uncertainties which affect the long range behavior of 110 00 ( ) g r and to the quality of the MC data. It is thus a quantity of choice to test the present theory. We start from MC simulation data performed with N=108 dipoles (L≈5.13Å) and '=99 (the strict reader may consider that choosing ' close to the final value of  before this one has been determined with precision is somewhat cheating; it is possible to start with a guessed, non-optimal value for ', provided that one corrects afterwards the effect of dielectric discontinuity with the external medium according to the procedure described in Section III; in the following, we will forget about this effect and focus on the most difficult corrections to deal with, the implicit ones) . Figure 10 plots the resulting gK(R) curve up to the corner R=L√3/2 (black symbols). We then clean these bare data from explicit finite-size corrections by subtracting Eexpl/108 of Section IV where the density derivatives in Eexpl are estimated from MC simulations performed again with N=108. On the other hand, we cannot for the moment clean from implicit corrections since no estimation is available yet. The MC/MSA integral equation is then solved from these MC data kept up to rmax=2.5≈L/2. The resulting gK(R) curve is added in figure 10 (dotted curve). While one observes an almost perfect agreement with the original bare MC curve up to rmax, which confirms that the explicit corrections are somewhat negligible in the present incompressible fluid, the new MC/MSA solution exhibits a large, clearly too large, increase beyond that cutoff and reaches the asymptote gK(∞)=11.1 or the dielectric constant =167! This incorrect behavior originates from the distortion of the MC brute data by the implicit corrections: the degree of alignment of the dipoles is overestimated ( 110 00 ( ) g r too negative) at r<L/2 due to the contribution coming from the neighboring images (such contribution is thus counted twice!); worse, by continuity and extrapolation through the Ornstein-Zernike and mixed integral equation (31), this trend is amplified in the long-distance regime r>rmax. So, there is a clear need for beforehand cleaning from these implicit contributions. What happens if one evaluates them from the first MC/MSA solution using the analysis of Section V (superposition+ correction)? One solves again the MC/MSA theory, fed with the simulation data corrected this time from explicit plus implicit terms. The new gK(R) in figure 10 (dashed curve) now presents too low values and too low =33! The explanation is that the implicit term, estimated from a too strong dipole alignment, has been overestimated and the data have been overcorrected. The conclusion is clear: in order to get a self-consistent analysis of the MC/MSA theory and the implicit corrections, one must iterate the procedure with some damping for a rapid convergence. In practice, at each step, rather to use a new estimation of the correction, one mixes it with the previous version in equal parts. After half a dozen iterations, self-consistency is obtained: the final MC/MSA solution produces finite-size implicit corrections (superposition+ correction of Section V) which equal exactly those used to first correct the MC raw data. The corresponding gK(R) is given in figure 10 (solid curve) .
The asymptote produces the dielectric constant =98.2, very close to the "correct" value 99±1 of Table II . The brute MC data obtained with the largest cell, N=4000, which serve as reference, are added for comparison. The agreement is spectacular, both in the whole Rbehavior and in the asymptote or  value. Note that the errors associated with both curves are somewhat different: For the N=4000 MC data, the uncertainty is statistic, especially in the long range behavior of 110 00 ( ) g r . On the other hand, the MC/MSA starts with simulation data measured at short distances, r<2.5, less sensitive to noise. But they are based at the same time on systematic errors related to the use of the MSA approximated closure beyond rmax and to the less than perfect evaluation of the implicit corrections (see top figure 8 ). That being said, one is able to conclude from the overall agreement shown in figure 8 and figure 10 that long-range correlations, low-q behavior, dielectric properties, Kirkwood-Buff integrals, etc., can be derived in highly coupled systems of non-spherical particles from simulation boxes as small as L=5 or N=100 thanks to the correct understanding and quantitative evaluation of all possible sources of finite-size corrections. 

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