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Abstract—In the context of online Robust Principle Com-
ponent Analysis (RPCA) for the video foreground-background
separation, we propose a compressive online RPCA with opti-
cal flow that separates recursively a sequence of frames into
sparse (foreground) and low-rank (background) components. Our
method considers a small set of measurements taken per data
vector (frame), which is different from conventional batch RPCA,
processing all the data directly. The proposed method also incor-
porates multiple prior information, namely previous foreground
and background frames, to improve the separation and then
updates the prior information for the next frame. Moreover, the
foreground prior frames are improved by estimating motions
between the previous foreground frames using optical flow and
compensating the motions to achieve higher quality foreground
prior. The proposed method is applied to online video foreground
and background separation from compressive measurements. The
visual and quantitative results show that our method outperforms
the existing methods.
Index Terms—Robust principal component analysis, video
separation, compressive measurements, optical flow, prior infor-
mation
I. INTRODUCTION
The background and foreground separation of a video se-
quence is of great importance in a number of computer vision
applications, e.g., visual surveillance and object detection.
These separations make the video analysis more efficient and
regions of interest extracted can be used as a preprocessing
step for further identification and classification. In video sepa-
ration, a video sequence is separated into the slowly-changing
background (modeled by L as a low-rank component) and the
foreground (modeled by S as a sparse component). Robust
Principle Component Analysis (RPCA) [1], [2] was shown
to be a robust method for separating the low-rank and sparse
compenents. RPCA decomposes a data matrixM into the sum
of unknown sparse S and low-rank L by solving the Principal
Component Pursuit (PCP) [1] problem:
min
L,S
‖L‖∗ + λ‖S‖1 subject to M = L+ S, (1)
where ‖·‖∗ is the matrix nuclear norm (sum of singular values)
and ‖ · ‖1 is the `1-norm. RPCA has found many applications
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in computer vision, web data analysis, and recommender
systems. However, batch RPCA processes all data samples,
e.g., all frames in a video, which involves high computational
and memory requirements.
Moreover, with inherent characteristics of video, correla-
tions among consecutive frames can be taken into account to
improve the separation. The correlations can be obtained in the
form of motions that present the information changes from one
frame to the others. Detecting motion is an integral part of the
human visual system. One of the dominant techniques for esti-
mating motion in computer vision is optical flow by variational
methods [3]–[5]. The optical flow estimates the motion vectors
of all pixels in a given frame due to the relative motions
between frames. In particular, the motion vectors at each pixel
can be estimated by minimizing a gradient-based matching of
pixel gray value that is combined with a smoothness criteria
[3]. Thereafter, the computed motion vectors in the horizontal
and vertical directions [6] are used to compensate and predict
information in the next frame. For producing highly accurate
motions and correct large displacement correspondences, a
large displacement optical flow [7] combines a coarse-to-fine
optimization with descriptor matching. Therefore, the large
displacement optical flow [7] can be exploited in the video
separation to estimate the motions from previously separated
frames to support the current frame separation.
In order to deal with the video separation in an online man-
ner, we consider an online RPCA algorithm that recursively
processes a sequence of frames (a.k.a., the column-vectors in
M ) per time instance. Additionally, we aim at recovering the
foreground and background from a small set of measurements
rather than a full frame data, leveraging information from a set
of previously separated frames. In particular, at time instance
t, we wish to separate M t into St = [x1 x2 ... xt] and
Lt=[v1 v2 ... vt], where [·] denotes a matrix and xt,vt ∈ Rn
are column-vectors in St and Lt, respectively. We assume that
St−1=[x1 x2 ... xt−1] and Lt−1=[v1 v2 ... vt−1] have been
recovered at time instance t−1 and that at time instance t we
have access to compressive measurements of the full frame,
a.k.a., vector xt + vt, that is, we observe yt = Φ(xt + vt),
where Φ ∈ Rm×n(m < n) is a random projection. The
recovery problem at time instance t is thus written [8] as
min
xt,vt
‖[Lt−1 vt]‖∗+λ‖xt‖1 subject to yt=Φ(xt+vt), (2)
where Lt−1, St−1, and Φ are given.
There are several works on the separation problems [9], [9]–
[13] by advancing RPCA [1]. Incremental PCP [9] processes
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2each column-vector in M at a time. However, assuming
access to the complete data (e.g., full frames) rather than
compressive data. On the other hand, Compressive PCP [14]
is a counterpart of batch RPCA that operates on compres-
sive measurements. Some studies in [10]–[13] addressed the
problem of online estimation of low-dimensional subspaces
from randomly subsampled data for modeling the background.
The work in [15] proposed an algorithm to recover the sparse
component xt in (2), however, the low-rank component vt
in (2) was not recovered per time instance from a small
number of measurements. The alternative method in [16], [17]
estimates the number of compressive measurements required
to recover foreground xt per time instance via assuming
the background vt not-varying. This assumption is invalid in
realistic scenarios due to illumination variations or moving
backgrounds.
The problem of separating a sequence of time-varying
frames using prior information brings significant improve-
ments in the context of online RPCA [15], [18], [19]. Several
studies on recursive recovery from low-dimensional measure-
ments have been proposed to leverage prior information [15],
[16], [18], [20]. The study in [20] provided a comprehensive
overview of the domain, reviewing a class of recursive al-
gorithms. The studies in [15], [18] used modified-CS [21]
to leverage prior knowledge under the condition of slowly
varying support and signal values. However, this method as
well as the methods in [10], [11], [13] do not explore the
correlations between the current frame and multiple previously
separated frames. Our latest work in [8] leverages correlations
across the previously separated foreground frames. However,
displacements between the previous foreground frames and the
current frame are not taken into account. These displacements
can incur the degradation of the separation performance.
Contribution. We propose a compressive online robust PCA
with optical flow (CORPCA-OF) method, which is based on
our previous work in [8], to leverage information from pre-
viously separated foreground frames via optical flow [7]. The
novelty of CORPCA-OF over CORPCA [8] is that the optical
flow is used to estimate and compensate motions between the
foreground frames to generate new prior foreground frames.
These new prior frames have high correlation with the current
frame and thus improve the separation. We also exploit the
slowly-changing characteristics of backgrounds known as low-
rank components via an incremental SVD [22] method. The
compressive separation problem in (2) is solved in an online
manner by minimizing not only an n-`1-norm cost function
[23] for the sparse foreground but also the rank of a matrix
for the low-rank backgrounds. Thereafter, the new separated
foreground and background frames are used to update the prior
knowledge for the next processing instance.
The rest of this paper is organized as follows. We summarize
the CORPCA algorithm [8], on which our proposed method
is to be built, and state our problem in Sec. II-A. The
proposed method is fully described in Sec. II-B. We test our
proposed method for an online compressive video separation
application on real video sequences and evaluate both visual
and quantitative results in Sec. III.
II. VIDEO FOREGROUND-BACKGROUND SEPARATION
USING COMPRESSIVE ONLINE ROBUST PCA WITH
OPTICAL FLOW
In this section, we firstly review the CORPCA algorithm [8]
for online compressive video separation and state our problem.
Thereafter, we propose the CORPCA-OF method, which is
summarized in the CORPCA-OF algorithm.
A. Compressive Online Robust PCA (CORPCA) for Video
Separation
The CORPCA algorithm [8] is proposed for video separa-
tion that is based on the RAMSIA algorithm [23] solving an
n-`1 minimization problem with adaptive weights to recover a
sparse signal x from low-dimensional random measurements
y = Φx with the aid of multiple prior information zj ,
j ∈ {0, 1, . . . , J}, with z0 = 0. The objective function of
RAMSIA [23] is given by
min
x
{
H(x)=
1
2
‖Φx−y‖22 +λ
J∑
j=0
βj‖Wj(x− zj)‖1
}
, (3)
where λ > 0 and βj > 0 are weights across the prior
information, and Wj is a diagonal matrix with weights for
each element in the prior information signal zj ; namely,
Wj = diag(wj1, wj2, ..., wjn) with wji> 0 being the weight
for the i-th element in the zj vector.
The CORPCA algorithm processes one data vector per time
instance by leveraging prior information for both its sparse and
low-rank components. At time instance t, we observe yt =
Φ(xt+vt) with yt ∈ Rm. Let Zt−1 := {z1, ...,zJ}, a set of
zj ∈ Rn, and Bt−1 ∈ Rn×d denote prior information for xt
and vt, respectively. The prior information Zt−1 and Bt−1
are formed by using the already reconstructed set of vectors
{xˆ1, ..., xˆt−1} and {vˆ1, ..., vˆt−1}.
The objective function of CORPCA is to solve Problem (2)
and formulated by
min
xt,vt
{
H(xt,vt|yt,Zt−1,Bt−1)=
1
2
‖Φ(xt + vt)− yt‖22
+ λµ
J∑
j=0
βj‖Wj(xt − zj)‖1 + µ
∥∥∥[Bt−1 vt]∥∥∥∗}, (4)
where µ > 0. It can be seen that when vt is static (not chang-
ing), Problem (4) would become Problem (3). Furthermore,
when xt and vt are batch variables and we do not take the
prior information, Zt−1 and Bt−1, and the projection Φ into
account, Problem (4) becomes Problem (1).
The CORPCA algorithm1 solves Problem (4) given that
Zt−1 and Bt−1 are known (they are obtained from the time
instance or recursion). Thereafter, we update Zt and Bt,
which are used in the following time instance.
Let us denote f(vt,xt) = (1/2)‖Φ(xt + vt) −
yt‖22, g(xt) = λ
∑J
j=0βj‖Wj(xt − zj)‖1, and h(vt) =
‖[Bt−1 vt]‖∗. As shown in the COPRCA algorithm [8],
x
(k+1)
t and v
(k+1)
t are iteratively computed at iteration k + 1
1The code of the CORPCA algorithm, the test sequences, and the corre-
sponding outcomes are available at https://github.com/huynhlvd/corpca
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Fig. 1. CORPCA-OF work flow.
via the soft thresholding operator [24] for xt and the single
value thresholding operator [25] for vt:
v
(k+1)
t = arg min
vt
{
µh(vt)+
∥∥∥vt−(v(k)t − 12∇vtf(v(k)t ,x(k)t ))∥∥∥22},
(5)
x
(k+1)
t = arg min
xt
{
µg(xt)+
∥∥∥xt−(x(k)t − 12∇xtf(v(k)t ,x(k)t ))∥∥∥22}.
(6)
Problem statement. Using the prior information as in
CORPCA [8] has provided the significant improvement of the
current frame separation. However, there can be displacements
between the consecutive frames deteriorating the separation
performance. Fig. 1 illustrates an example of three previous
foreground frames, xt−3,xt−2 and xt−1. We can use them
directly as prior information to recover foreground xt and
background vt as done in CORPCA [8] due to the natural
correlations between xt and xt−3,xt−2,xt−1. In the last line
of three prior foreground frames in Fig. 1, it can be seen
that motions exist among them and the current frame xt. By
carrying out motion estimation using optical flow [7], we can
obtain the motions between the previous foreground frames as
in Fig. 1, which are presented using color code for visualizing
the motion flow fields [7]. These motions can be used to
compensate and generate better quality prior frames (see com-
pensated x′t−3,x
′
t−2 compared with xt−3,xt−2,xt−1), being
more correlated to xt. In this work, we propose an algorithm
- CORPCA with Optical Flow (CORPCA-OF), whose work
flow is built as in Fig. 1 by using optical flow [7] to improve
prior foreground frames.
Φxt + vt 
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Fig. 2. Compressive separation model using CORPCA-OF.
B. The proposed COPRCA-OF Method
Compressive Separation Model with CORPCA-OF. Fig.
2 depicts a compressive separation model using the proposed
CORPCA-OF method. Considering a time instance t, the
inputs consist of compressive measurements yt = Φ(xt+vt)
and prior information from time instance t − 1, Zt−1 and
Bt−1. The model outputs foreground and background infor-
mation xt and vt by solving the CORPCA minimization
problem in (4). Finally, the outputs xt and vt are used to
generate better prior foreground information via a prior gen-
eration using optical flow and update Zt−1 and Bt−1 for the
next instance via a prior update. The novel block of COPRCA-
OF compared with CORPCA [8] is the Prior Generation using
Optical Flow, where prior foreground information is improved
by exploiting the large displacement optical flow [7]. The
CORPCA-OF method is further described in Algorithm 1.
Prior Generation using Optical Flow. CORPCA-OF aims
at improving the foreground prior frames via optical flow. In
Algorithm 1, the prior frames are initialized by xt−1, xt−2 and
xt−3. Optical flow is used to compute the motions between
frames xt−1 and xt−3 (also xt−1 and xt−2) to obtain optical
flow vectors for these two frames. This can be seen in the
4CORPCA-OF work flow diagram in Fig. 1 as the optical
flow fields represented in color code. The function fME(·)
in Lines 2 and 3 [see Algorithm 1] computes the motions
between prior foreground frames. This is based on the large
displacement optical flow, as formulated in [7] and involves
computing the optical flow vectors containing horizontal (x)
and vertical (y) components, denoted by v1x, v2x and v1y, v2y
∈ Rn, respectively. The estimated motions in the form of
optical flow vectors, (v1x, v1y) and (v2x, v2y), are then used
to predict the next frames by compensating for the forward
motions on xt−1. We generate the prior frames, x′t−2 and
x′t−3, using motion compensation indicated by the function
fMC(·) as shown in Algorithm 1 in Lines 5 and 6.
Considering a point i in the given frame, the horizontal and
vertical components v1xi and v1yi of corresponding v1x and
v1y are obtained, as mentioned in [26] by solving :
I1x · v1xi + I1y · v1yi + I1t = 0, (7)
where I1x = ∂I1/∂x and I1y = ∂I1/∂y are the intensity
changes in the horizontal (x) and vertical (y) directions,
respectively, constituting the spatial gradients of the intensity
level I1; I1t = ∂I1/∂t is the time gradient, which is a
measure of temporal change in the intensity level at point
i. There are various methods [3]–[5], [7] to determine v1xi
and v1yi. Our solution is based on large displacement optical
flow [7], that is a combination of global and local approaches
to estimate all kinds of motion. It involves optimization
and minimization of error by using descriptor matching and
continuation method, which utilizes feature matching along
with conventional optical flow estimation to obtain the flow
field. We combine the optical flow components of each point i
in the image into two vectors (v1x, v1y), i.e., the horizontal and
the vertical components of the optical flow vector. Similarly
we obtain (v2x, v2y).
The estimated motions in the form of optical flow vec-
tors are used along with the frame xt−1 to produce new
prior frames that form the updated prior information. Linear
interpolation is used to generate new frames via column
interpolation and row interpolation. This is represented as
fMC(·) in Lines 5 and 6 in the Algorithm 1. By using the
flow fields (v1x, v1y) and ( 12v2x,
1
2v2y) to predict motions in
the next frame and compensate them on xt−1, we obtain x′t−2
and x′t−3, respectively. Here x
′
t−3 is obtained by compensating
for the half of motions, i.e., ( 12v2x,
1
2v2y), between xt−1 and
xt−3. These generated frames x′t−2, x
′
t−3 are more correlated
to the current frame xt than xt−2, xt−3. We also keep the
most recent frame x′t−1 = xt−1 (in Line 4) as one of the
prior frames.
Thereafter, v(k+1)t and x
(k+1)
t are iteratively computed as
in Lines 14-15 in Algorithm 1 to solve Problem (4). It can
be noted that the proximal operator Γτg1(·) in Line 13 of
Algorithm 1 is defined [8] as
Γτg1(X) = arg min
V
{
τg1(V ) +
1
2
||V −X||22
}
, (8)
where g1(·)=‖ · ‖1. The weights Wj and βj are updated per
iteration of the algorithm (see Lines 16-17). As suggested in
[2], the convergence of Algorithm 1 in Line 8 is determined
Algorithm 1: The proposed CORPCA-OF algorithm.
Input: yt, Φ, Zt−1, Bt−1;
Output: x̂t, v̂t, Zt, Bt;
// Initialize variables and parameters.
1 x
(−1)
t =x
(0)
t =0; v
(−1)
t =v
(0)
t =0; ξ−1= ξ0=1; µ0=0;
µ¯>0; λ > 0; 0<<1; k=0; g1(·)=‖ · ‖1;
// Motion estimation and compensation
using Large Displacement Optical
Flow [7]
2 (v1x, v1y) = fME(xt−1,xt−2);
3 (v2x, v2y) = fME(xt−1,xt−3);
4 x′t−1 = xt−1;
5 x′t−2 = fMC(xt−1, v1x, v1y);
6 x′t−3 = fMC(xt−1,
1
2v2x,
1
2v2y);
7 zJ = x
′
t−1; zJ−1 = x
′
t−2; zJ−2 = x
′
t−3;
8 while not converged do
// Solve Problem (4).
9 v˜t
(k)= v
(k)
t +
ξk−1−1
ξk
(v
(k)
t −v(k−1)t );
10 x˜t
(k)
= x
(k)
t +
ξk−1−1
ξk
(x
(k)
t −x(k−1)t );
11 ∇vtf(v˜t(k), x˜t(k)) = ∇xtf(v˜t(k), x˜t(k)) =
ΦT
(
Φ(v˜t
(k) + x˜t
(k)
)− yt
)
;
12 (U t,Σt,V t) =
incSVD
([
Bt−1
(
v˜t
(k)− 12∇vtf(v˜t(k), x˜t(k))
)])
;
13 Θt=U tΓµk
2 g1
(Σt)V
T
t ;
14 v
(k+1)
t = Θt(:, end);
15 x
(k+1)
t =Γµk
2 g
(
x˜t
(k) − 12∇xtf(v˜t(k), x˜t(k))
)
; where
Γµk
2 g
(·) is given as in RAMSIA [23];
// Compute the updated weights [23].
16 wji=
n(|x(k+1)ti −zji|+ )−1
n∑
l=1
(|x(k+1)tl −zjl|+ )−1
;
17 βj=
(
||Wj(x(k+1)t −zj)||1+ 
)−1
J∑
l=0
(
||Wl(x(k+1)t −zl)||1+ 
)−1 ;
18 ξk+1 = (1 +
√
1 + 4ξ2k)/2; µk+1 = max(µk, µ¯);
19 k = k + 1;
20 end
// Update prior information.
21 Zt := {zj = x(k+1)t−J+j}Jj=1;
22 Bt = U t(:, 1 : d)Γµk
2 g1
(Σt)(1 : d, 1 : d)V t(:, 1 : d)
T;
23 return x̂t = x
(k+1)
t , v̂t = v
(k+1)
t , Zt, Bt;
by evaluating the criterion ‖∂H(xt,vt)|x(k+1)t ,v(k+1)t ‖
2
2 <
2 ∗ 10−7‖(x(k+1)t ,v(k+1)t )‖22. After this, we update the prior
information for the next instance, Zt and Bt, in Lines 21-22.
Prior Update. The update of Zt and Bt [8] is carried out
after each time instance (see Lines 21-22, Algorithm 1). Due
to the correlation between subsequent frames, we update the
prior information Zt by using the J latest recovered sparse
components, which is given by, Zt := {zj = xt−J+j}Jj=1.
For Bt ∈ Rn×d, we consider an adaptive update, which
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Fig. 3. Prior information generation in CORPCA-OF using optical flow [7].
operates on a fixed or constant number d of the columns of
Bt. To this end, the incremental singular decomposition SVD
[22] method (incSVD(·) in Line 12, Algorithm 1) is used. It is
worth noting that the update Bt = U tΓµk
2 g1
(Σt)V
T
t , causes
the dimension of Bt to increase as Bt ∈ Rn×(d+1) after each
instance. However, in order to maintain a reasonable number
of d, we take Bt = U t(:, 1 : d)Γµk
2 g1
(Σt)(1 : d, 1 : d)V t(:
, 1 : d)T. The computational cost of incSVD(·) is lower than
conventional SVD [9], [22] since we only compute the full
SVD of the middle matrix with size (d+ 1)× (d+ 1), where
d n, instead of n× (d+ 1).
The computation of incSVD(·) is presented in the fol-
lowing: The goal is to compute incSVD[Bt−1 vt], i.e.,
[Bt−1 vt] = U tΣtV Tt . By taking the SVD of Bt−1 ∈ Rn×d
to obtain Bt−1 = U t−1Σt−1V Tt−1. Therefore, we can derive
(U t,Σt,V t) via (U t−1,Σt−1,V t−1) and vt. We write the
matrix [Bt−1 vt] as
[Bt−1 vt]=
[
U t−1
δt
‖δt‖2
]
·
[
Σt−1 et
0T ‖δt‖2
]
·
[
V Tt−1 0
0T 1
]
, (9)
where et = UTt−1vt and δt = vt − U t−1et. By taking the
SVD of the matrix in between the right side of (9), we obtain[
Σt−1 et
0T ‖δt‖2
]
= U˜Σ˜V˜
T
. Eventually, we obtain U t =[
U t−1
δt
‖δt‖2
]
· U˜ , Σt=Σ˜, and V t =
[
V Tt−1 0
0T 1
]
· V˜ .
III. EXPERIMENTAL RESULTS
We evaluate the performance of our proposed CORPCA-OF
in Algorithm 1 and compare CORPCA-OF against the existing
methods, RPCA [1], GRASTA [10], and ReProCS [15]. RPCA
[1] is a batch-based method assuming full access to the data,
while GRASTA [10] and ReProCS [15] are online methods
that can recover either the (low-rank) background component
(GRASTA) or the (sparse) foreground component (ReProCS)
from compressive measurements. In this work, we test two
sequences [27], Bootstrap (60×80 pixels) and Curtain
(64×80 pixels), having a static and a dynamic background,
respectively.
A. Prior Information Evaluation
We evaluate the prior information of CORPCA-OF com-
pared with that of CORPCA[8] using the previously separated
foreground frames directly. For CORPCA-OF, we generate the
prior information by estimating and compensating motions
among the previous foreground frames. Fig. 3 shows a few
examples of the prior information generated for the sequences
Bootstrap and Curtain. In Fig. 3(a), it can be observed
that frames #2210’, #2211’ and #2212’ (of CORPCA-OF)
6Original
CORPCA RPCA GRASTA
Original
CORPCA-OF ReProCS
(a) Bootstrap
(b)Original
CORPCA RPCA GRASTA ReProCSCORPCA-OF
Original
(b) Curtain
Fig. 4. Foreground and background separation for the different separation
methods with full data access Bootstrap #2213 and Curtain #2866.
are better than corresponding #2210, #2211 and #2212 (of
CORPCA) for the current frame #2213, similarly in Figs.
3(b), 3(c), and 3(d). Specially, in Fig. 3(c), the generated
frames #448’ and #449’ are significantly improved due to
compensating the given dense motions. In Fig. 3(d), it is clear
that the movements of the person is well compensated in
#2771’ and #2772’ by CORPCA-OF compared to #2771 and
#2772 respectively, of CORPCA, leading to better correlations
with the foreground of current frame #2774.
B. Compressive Video Foreground and Background Separa-
tion
We assess our CORPCA-OF method in the application
of compressive video separation and compare it against the
existing methods, CORPCA[8], RPCA [1], GRASTA [10],
and ReProCS [15]. We run all methods on the test video
sequences. In this experiment, we use d = 100 frames as
training vectors for the proposed CORPCA-OF, CORPCA[8]
as well as for GRASTA [10] and ReProCS [15]. Three latest
previous foregrounds are used as the foreground prior for
CORPCA, meanwhile COPRCA-OF uses them to refine the
foreground prior by using optical flow [7].
1) Visual Evaluation: We first consider background and
foreground separation with full access to the video data; the
visual results of the various methods are illustrated in Fig. 4.
It is evident that, for both the video sequences, CORPCA-
OF delivers superior visual results than the other methods,
which suffer from less-details in the foreground and noisy
background images. We can also observe improvements over
CORPCA.
Additionally, we also compare the visual results of
CORPCA-OF, CORPCA and ReProCS for the frames
Bootstrap #2213 (in Fig. 5) and for Curtain #2866 (in
Fig. 6) with compressed rates. They present the results under
various rates on the number of measurements m over the
dimension n of the data (the size of the vectorized frame)
with rates: m/n = {0.8; 0.6; 0.4; 0.2}. Comparing CORPCA-
OF with CORPCA, we can observe in Figs. 5 and 6 that
CORPCA-OF gives the foregrounds that are less noisy and
the background frames of higher visual quality. On comparison
m/n = 0.8 m/n = 0.6 m/n = 0.4 m/n = 0.2
(a) CORPCA-OF
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Fig. 5. Compressive foreground and background separation of CORPCA-OF,
CORPCA [8], and ReProCS [15] with different measurement rates m/n of
frame Bootstrap #2213.
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(b) CORPCA [8]
   m/n = 0.8 m/n = 0.6 m/n = 0.4   m/n = 0.2
(c) ReProCS [15]
Fig. 6. Compressive foreground and background separation of CORPCA-OF,
CORPCA [8], and ReProCS [15] with different measurement rates m/n of
frame Curtain #2866.
with ReProCS, our algorithm outperforms it significantly. At
low rates, for instance with m/n = 0.6 (in Fig. 5(a)) or
m/n = 0.4 (in Fig. 6(a)), the extracted foreground frames of
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Fig. 7. ROC for the different separation methods with full data.
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Fig. 8. ROC for CORPCA-OF, CORPCA [8], and ReProCS [15] with compressive measurement rates m/n for Bootstrap.
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Fig. 9. ROC for CORPCA-OF, CORPCA [8], and ReProCS [15] with compressive measurement rates m/n for Curtain.
CORPCA-OF are better than those of CORPCA and ReProCS.
Even at a high rate of m/n = 0.8 the sparse components or
the foreground frames using ReProCS are noisy and of poor
visual quality. The Bootstrap sequence requires more mea-
surements than Curtain due to the more complex foreground
information. It is evident from Figs. 5 and 6 that the visual
results obtained with CORPCA-OF are of superior quality
compared to ReProCS and have significant improvements over
CORPCA.
2) Quantitative Results: We evaluate quantitatively the
separation performance via the receiver operating curve
(ROC) metric [28]. The metrics True positives and False pos-
itives are defined as in [28]. Fig. 7 illustrates the ROC results
when assuming full data access, i.e., m/n = 1, of CORPCA-
OF, CORPCA, RPCA, GRASTA, and ReProCS. The results
show that CORPCA-OF delivers higher performance than the
other methods.
Furthermore, we compare the foreground recovery per-
formance of CORPCA-OF against CORPCA and ReProCS
for different compressive measurement rates: m/n =
{0.8; 0.6; 0.4; 0.2}. The ROC results in Figs. 8 and 9 show
that CORPCA-OF can achieve higher performance in com-
parison to ReProCS and CORPCA. In particular, with a
small number of measurements, CORPCA-OF produces better
8curves than those of COPRCA, e.g., for Bootstrap at
m/n = {0.2; 0.4; 0.6} [see Fig. 8(a)] and for Curtain
at m/n = {0.2; 0.4} [see Fig. 9(a)]. The ROC results for
ReProCS are quickly degraded even with a high compressive
measurement rate m/n = 0.8 [see Figure 9(c)].
IV. CONCLUSION
This paper proposed a compressive online robust PCA
algorithm with optical flow (CORPCA-OF) that can process
one frame per time instance using compressive measure-
ments. CORPCA-OF efficiently incorporates multiple prior
frames based on the n-`1 minimization problem. The proposed
method exploits motion estimation and compensation using
optical flow to refine the prior information and obtain better
quality. We have tested our method on compressive online
video separation application using video data. The visual and
quantitative results showed the improvements on the prior
generation and the superior performance offered by CORPCA-
OF compared to the existing methods including the CORPCA
baseline.
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