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Abstract
Surrogate Data Analysis (SDA) is a statistical hypothesis testing framework for
the determination of weak chaos in time series dynamics. Existing SDA procedures
do not account properly for the rich structures observed in stock return sequences,
attributed to the presence of heteroscedasticity, seasonal effects and outliers. In
this paper we suggest a modification of the SDA framework, based on the robust
estimation of location and scale parameters of mean-stationary time series and a
probabilistic framework which deals with outliers. A demonstration on the NAS-
DAQ Composite index daily returns shows that the proposed approach produces
surrogates that faithfully reproduce the structure of the original series while being
manifestations of linear-random dynamics.
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1 Introduction
The search for nonlinear deterministic dynamics in stock market prices has
been an intensive area 1 for research, and especially active in the recent years
with the advances in Econophysics (9; 10). The accurate determination of
stock return dynamics and their distributional properties is of main concern
here, as they can significantly improve portfolio formation and risk evaluation
practices, as well as allow the fine tuning of asset valuation procedures.
There have been several indications that stock prices do not fluctuate as ran-
domly as they should, according to the underlying theoretical equilibrium
framework (see discussions in Ref. 11; 12; 13; 14), and exhibit rich and com-
plex structures (15; 16; 17). However, earlier research (18; 19; 20; 21; 22; 23)
has not provided a clear answer towards the presence or absence of nonlin-
ear determinism and chaos. Hence, the candidacy of deterministic chaos as
an alternative hypothesis to randomness, has not enjoyed popularity among
the ranks of economists. Limitations posed by the quantity and quality of
data, computational power and the absence of a widely acceptable and ap-
propriate theoretical and statistical framework, have also been factors that
contributed to the dispute against chaotic dynamics in finance and economics
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1 For early influential work and discussions refer to (1; 2; 3; 4; 5; 6; 7; 8).
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(18; 19; 20; 24; 25; 26; 27; 28; 29). However, a Monte-Carlo simulation-based
statistical hypothesis testing framework for detecting weak chaos, appears to
have been ignored by and large till recently in finance (30; 31; 32; 33; 34). This
framework is called Surrogate Data Analysis (SDA: 35; 36) and has preceded
historically a significant amount of influential research of chaotic dynamics in
finance and economics.
SDA (see section 3 for details on how this methodology works) has been pri-
marily designed to ensure the validity of results of investigations for nonlinear
determinism and the presence of weak chaos. Similar investigations have been
mainly focusing on the examination of invariant measures, such as dimension
based statistics for the characterization of strange attractors (37). However
such measures have been shown to provide misleading, biased or inconclusive
results, due to the presence of noise or the lack of sufficient observations in
the data sets examined (24; 25; 26; 27; 28). Though SDA can provide the
means to bypass some of the limitations posed by the quality and quantity
of the sequences under examination, still the structure of their underlying
dynamics and their noise content can pose serious considerations. The above
discussion comes into context in the analysis of financial time series, where
the nature of the data generating processes and the noise components are
still largely unknown, while the “mechanics” and the equilibrium conditions
of the market systems examined often appear empirically to be ill or loosely
defined. Especially, the presence of heteroscedastic noise in stock returns and
their nonstationary fluctuations among other stylized facts (38), can mask the
presence of low dimensional nonlinear determinism. As mentioned earlier, the
greatest disadvantage of the nonlinear statistics based on invariant measures
is their lack of power, especially in financial applications. SDA enables us to
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bypass this limitation. However, heteroscedasticity may render this exercise
useless, as the existing surrogate methods are designed for homoscedastic time
series. Their application on noisy and heteroscedastic sequences may lead to
misleading results and biased or inaccurate conclusions (39; 40; 41). Since
SDA is essentially a simulation of the linear characteristics of a time series,
it should be able to deal with heteroscedasticity, outliers and calendar effects,
which are major features of financial time series. In this paper we demonstrate
how to modify one of the most advanced and popular surrogate methods, the
Iterative Amplitude Adjusted Fourier Transformed surrogates (IAAFT) (42),
in order to account for important stylized facts regarding heteroscedasticity,
calendar effects and outliers in stock returns sequences.
2 Dealing with heteroscedasticity and outliers
A time series sequence is subject to heteroscedasticity when the variance is
time-varying. Empirical research on stock returns has shown that from time
to time the variance fluctuates, volatility appears to be clustering, while out-
liers appear in the time series, often attributed to exogenous factors and ran-
dom events. The use of robust statistics is justified for the identification and
characterization of the underlying dynamics. Robust statistics were developed
principally during the 70’s with a few related but major methodologies ap-
pearing the following decade. In this paper we make use of the Least Median
of Squares (LMS) concept introduced by (43; 44). The LMS estimator min-
imizes the median of the squared discrepancies rather than the mean, as in
the Ordinary Least Squares (OLS) methodology. Hence, LMS estimators may
produce results which are relatively immune to the presence of the outliers
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and the non-normality of the errors’ distribution. One disadvantage of LMS
estimators is that they are considerably less efficient in the case of normally
distributed errors. However, it is well established that the distributions of
the first logarithmic differences of stock prices (i.e., logarithmic returns) fail
normality tests, and exhibit strong leptokurtic features, and this justifies the
applicability of the LMS concept.
Since outliers may pose considerations under the SDA framework, it is nec-
essary to follow a policy for their classification and characterization. For the
purposes of our approach here, in order to isolate the outliers of a given data
set x, we suggest the following steps in the spirit of the wider LMS literature:
(1) Find the LMS location parameter of the data set:
loc = argmin(med(x− θ)2), (1)
i.e., determine the value of a parameter θ which minimizes the median
of the squared deviations from the median. This can be easily achieved
by sorting the data set and calculating the midpoint of the range of the
50% of the densest data.
(2) Find the LMS scale parameter of the data set:
scale = 1.4826× (1 +
5
N − 1
)×med(r2), (2)
where r is the residuals’ vector obtained from the previous step and the
consistency constant 1.4826 comes from the square root of the median of
the chi-square distribution with one degree of freedom (43). Hence, this
scale parameter can be calculated once the LMS location parameter θ is
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estimated.
(3) Calculate the zLMS-score: zLMS = (x− loc)/scale i.e., normalize the data
according to the LMS concept.
Rousseeuw and Leroy (44) propose the following fuzzy model (see also Fig. 1)
for determining the degree λ of a residual not being an outlier:
• If |zLMS| ≤ 2.0 then λ = 1.0 and x is not an outlier,
• if 2.0 < |zLMS| ≤ 3.0 then λ = 3.0 − |zLMS|, and x is not an outlier with
degree λ, and
• if 3.0 < |zLMS| then λ = 0.0, and x is an outlier.
[ Insert Fig. 1 about here. ]
Our approach converts the above fuzzy model to probabilistic. In other words,
every time we run the surrogate data algorithm we consider a probability equal
to the degree λ that a data point x is classified or not as an outlier. Thus, we
classify as “outliers” values with a corresponding |zLMS| score more than 3.0,
and as non-outliers the values with a corresponding |zLMS| score less than 2.0. A
random number generator that produces uniformly distributed random values
in [0,1] helps on the intermediate |zLMS| scores (i.e., scores between 2 and 3).
For example if a data point x has |zLMS| score of 2.8, a corresponding random
number of 0.2 or greater will classify it as an outlier, while a corresponding
random number less than 0.2 will not classify it as one.
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3 The methodology of the Probabilistic IAAFT surrogates
The SDA methodology focuses on producing simulated sets from a sequence
which capture only the linear properties of the original data. Then a discrim-
inating pivotal statistic is chosen. Sufficient evidence for rejecting the null of
linear stochastic dynamics is given when the value of the statistic calculated
on the original data, differs significantly from its values obtained from the
surrogate sets. The simulation procedures for generating surrogate data dif-
fer according to the null being considered. For example, a simple reshuffling
of the original sequence can test for white noise, whereas more complicated
reshuffling exercises may test for linearly filtered noise or monotonic nonlinear
transformations of linearly filtered noise. Usually the last case is regarded as
the most interesting, as the other procedures may produce spurious results in
the presence of linearly correlated noise that has been transformed by a static,
monotone nonlinearity. The SDA technique is different to the Bootstrap (45)
as is refers to a constrained randomization simulation based hypothesis testing
framework, found in permutation tests (46).
To test for the original sequence being a monotonic nonlinear transformation of
linearly filtered noise, one has to simulate surrogates according to the following
steps (47; 48):
(1) Starting with the original sequence x, generate an individually and iden-
tically distributed (i.i.d.) Gaussian data set y and reorder according to
the ranking of xn. In this way we can rescale the original sequence to a
normal distribution.
(2) Produce the Fourier transform of the rescaled sequence y and assign a
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random phase to each (positive) frequency.
(3) Take the inverse transform of above step’s sequence, say y∗. This stage
ensures that the surrogates will exhibit the same power spectrum as the
originating sequence x.
(4) Reorder the original data x to generate a surrogate xs which will have the
same rank distribution as y∗. In this way we are certain that not only the
spectrum but also the distribution of the original sequence x is preserved
in xs.
The above surrogates are referred to as “Amplitude Adjusted Fourier Trans-
formed” surrogates or AAFT for sort. AAFT surrogates will have the same
distributions and amplitudes with the original sequence but will not exhibit
the same power spectra. To achieve the latter, an improved, iterative version
of AAFT surrogates (termed IAAFT) has been proposed. To produce IAAFT
surrogates (42; 49) one has to follow the steps below:
(1) Apply a Fourier transform to the original sequence x and save the am-
plitudes α. Produce a shuffled surrogate sequence x′
s
from the original
x, apply a Fourier transform to x′
s
and preserve the phases φ. Finally,
construct a vector ~r that contains the ranking of x.
(2) Produce a phase randomized (AAFT) surrogate sequence x′′
s
combining
α and φ. Compare the rank orders of x′′
s
and ~r. If these are the same,
proceed to the next step, otherwise the vector ~r hosts the rankings of x′′
s
,
φ hosts the phases of x′′
s
, and the procedure of this step is repeated. This
step can also be terminated if the maximum number of iterations defined
by the user (e.g., 1000) is reached. Thus we avoid strong discrepancies
between the surrogates and the original sequence’s spectrum.
(3) Force x′′
s
to follow the distribution of x, by assigning on its indices the
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corresponding values of x.
The IAAFT surrogates ensure that the main linear features of a time series
will be faithfully preserved. However, the above procedure has been designed
for stationary time series and therefore cannot cope with the presence of het-
eroscedasticity and outliers. In other words and with respect to the classifi-
cation produced in section 2, the IAAFT surrogates have been designed for
time series where all the observations are subject to |zLMS| ≤ 2. According to
the proposed framework in this paper and in order to take into account the
outliers that are observed in stock returns, we have to modify the surrogate
generating algorithm according to the following steps:
(1) Calculate the LMS location parameter of the time series.
(2) Calculate the LMS scale parameter of the time series.
(3) Calculate the zLMS for each observation.
(4) Convert the zLMS to λ, according to section 2.
(5) Create a new series of uniformly distributed random numbers in [0,1], say
u, with length equal to the length of the original time series.
(6) Create a new time series xs, which contains all the values of x that cor-
respond to λi ≥ ui.
(7) Apply the IAAFT surrogate algorithm to xs.
(8) The final surrogate sequence will preserve the values of x that correspond
to λi < ui, in exactly the same positions as in the original sequence, and
will receive the surrogate of xs for λi ≥ ui, to fill the remaining gaps.
Our experiments below show that according to the above procedure (termed
Probabilistic IAAFT, or PIAAFT for short), the outliers, volatility clustering
and hence heteroscedasticity can be faithfully reproduced with a “reason-
9
able” probability, according to their level of presence in the original sequence.
Moreover, the rest of the desirable properties of the IAAFT surrogates are
preserved.
4 Calendar Correction
So far we have described a surrogates generation procedure which is able
to account for heteroscedasticity. In this section we also demonstrate how to
account for the calendar effects. As a first step we have to define what we imply
here by the term “calendar effects”. Since there is no universal definition, we
presume eight kinds of calendar effects. The first five effects, and the least
important ones, are the five weekdays. Next and of greater importance, the
first and last trading days of a month (day-of-month) are being considered as
calendar effects. Finally, we have the holiday effect, which is also assumed here
to be the most important. For example, if a trading day can be characterized as
both a pre-holiday and end-of-month day, the holiday effect applies. Following
the same rationale, if a trading day is both a Thursday and the first day of a
trading month, it is classified according to the latter effect.
In order to specialize the algorithm given in section 3, we have to reconsider
its first 3 steps for the “calendar-wise” time series. To achieve it, we normalize
(using the LMS parameters) every calendar-wise distribution. The rest of the
steps are followed without any change, save for the 7th step which has to be
adapted according to the calendar structure of the time series. This procedure
is the Calendar Corrected version of the PIAAFT (hence CCPIAAFT).
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5 Empirical Results
This section compares the surrogates produced by the proposed CCPIAFFT
algorithm to the surrogates of the IAAFT algorithm. Our time series is the
NASDAQ Composite Index, daily closings, from 5-Feb-1971 to 31-Dec-2003.
There are totally 8311 observations. Since all the surrogates generating algo-
rithms need the original time series to be at least mean stationary, we work
with the first logarithmic differences of the daily closing prices (i.e., the con-
tinuously compounded returns).
[ Insert Fig. 2 about here. ]
[ Insert Fig. 3 about here. ]
As the Fig. 2 and 3 show, there is no need for specific statistical tests to realize
the difference between the compared surrogate algorithms. The CCPIAAFT
surrogates “imitate” extremely well the heteroscedasticity caused by volatility
clustering in the original time series and the trend changes that are implied.
In Fig. 4 and 5 we utilize the correlation integral (37, CI:) to demonstrate
that the CCPIAAFT surrogates result a CI much more closer to the one of
the original time series.
[ Insert Fig. 4 about here. ]
[ Insert Fig. 5 about here. ]
Considering the IAAFT surrogates as our null hypothesis implies that we the-
orize that extreme events (such as the oil crisis of 1973, the Black Monday of
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1987 and the recent bubble of 2000) can occur with equal probability, a premise
that voluminous research in finance has challenged so far. Certain events that
trigger unanticipated changes, occur due to exogenous political and economic
(and not necessarily) market dynamics. Therefore, if these unsystematic fluc-
tuations could be preserved, along with any other calendar effects, one could
produce financial surrogates that faithfully reproduce certain market reali-
ties. The linear correlations and the randomization of the returns should only
affect the systematic components. Hence, CCPIAAFT surrogates essentially
isolate the systematic from the unsystematic changes. The degree to which
this is achieved is highlighted in Fig. 2 and 3. Fig. 6 and 7 also refer to various
realizations of CCPIAAFT surrogates for comparison purposes.
[ Insert Fig. 6 about here. ]
[ Insert Fig. 7 about here. ]
6 Conclusions
In this paper we suggest a method which embodies the outliers and calen-
dar effects on the production of surrogate data. In financial time series where
heteroscedasticity, in the sense of volatility clustering, is the most striking fea-
ture, the proposed method yields simulated sequences which are more similar
to the original time series, when compared with other surrogate data generat-
ing methods. Moreover, the proposed approach has the advantage of behaving
as the IAAFT algorithm when no heteroscedasticity or calendar effects are
present. We do not assume (G)ARCH volatility structures, however our strat-
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egy can be modified to accommodate such a case. We reserve this as an area
for future research.
References
[1] Louis Jean Baptiste Alphonse Bachelier. The`orie de la spe`culation. Gauthier-Villars, Paris, 1900. French Dissertation,
Faculte` des sciences de Paris.
[2] Clive W. J. Granger, Godfrey M.D., and Morgestern O. The random-walk hypothesis of stock market behavior. Kyklos,
17:1–30, 1964.
[3] Paul Samuelson. Proof that properly anticipated prices fluctuate randomly. Industrial Management Review, (Spring):1–
10, 1965.
[4] M.F.M. Osborne. Periodic Structure in the Brownian Motion of Stock Prices. Operations Research, 10(3):345–379, 1962.
[5] E. F. Fama. The behaviour of stock market prices. Journal of Business, 38:34–105, 1965.
[6] Eugene F. Fama. Efficient capital markets: A review of theory and empirical work. Journal of Finance, 25(2):383–417,
1970.
[7] B. Mandelbrot. The variation of certain speculative prices. J. Business, 36:394–413, 1963.
[8] B. Mandelbrot. The variation of some other speculative prices. J. Business, 40:393–413, 1967.
[9] M. Ausloos, N. Vandewalle, Ph. Boveroux, A. Minguet, and K. Ivanova. Applications of statistical physics to economic
and financial topics. Physica A, 274(1-2):229–240, 1999.
[10] Vasiliki Plerou, Parameswaran Gopikrishnan, Bernd Rosenow, Luis A. N. Amaral, and H. Eugene Stanley. Econophysics:
financial time series from a statistical physics point of view. Physica A: Statistical Mechanics and its Applications, 279(1-
4):443–456, 2000.
[11] N. Vandewalle and M. Ausloos. Fractals in finance. In M. M. Novak, editor, Fractals and Beyond: Complexity in the
Sciences. World Scientific Publishing, 1998.
[12] Benoit B. Mandelbrot. Renormalization and fixed points in finance, since 1992. Physica A: Statistical Mechanics and its
Applications, 263(1), 1999.
[13] Benoit Mandelbrot. Survey of Multifractality in Finance. Cowles Foundation Discussion Papers, (1238), 1999.
[14] Benoit Mandelbrot and Richard L. Hudson. The (Mis)behavior of Markets: A Fractal View of Risk, Ruin, and Reward.
Basic books, 2004.
[15] Catherine Kyrtsou and Michel Terraza. Stochastic Chaos or ARCH Effects in Stock Series? a Comparative Study.
International Review of Financial Analysis, 11(4):407–431, 2002.
[16] Catherine Kyrtsou and Michel Terraza. Is it Possible to Study Chaotic and ARCH Behaviour Jointly? Application of a
Noisy Mackey-Glass Equation with Heteroskedastic Errors to the Paris Stock Exchange Returns Series. Computational
Economics, 21(3):257–276, 2003.
[17] Antonios Antoniou and Constantinos E. Vorlow. Recurrence quantification analysis of wavelet pre-filtered index returns.
Physica A: Statistical Mechanics and its Applications, 344(1-2):257–262, 2004.
[18] David A. Hsieh. Chaos and nonlinear dynamics: Application to financial markets. Journal of Finance, 46(5):1839–77,
1991.
[19] E. Scott Mayfield and Bruce Mizrach. On determining the dimension of real-time stock-price data. Journal of Business
and Economic Statistics, 10(3):367–74, 1992.
[20] William A. Brock, David A. Hsieh, and Blake LeBaron. Nonlinear dynamics, chaos, and instability: Statistical theory and
economic evidence. Number MIT Press. 1992.
[21] George C. Philippatos, Efi Pilarinu, and A. G. Malliaris. Chaotic behavior in prices of european equity markets: A
comparative analysis of major economic regions. Journal of Multinational Financial Management, 3(3-4):5–24, 1993.
[22] A. G. Malliaris and Jerome L. Stein. Financial modelling: From stochastics to chaotics and back to stochastics. In
A. G. Malliaris, editor, Foundations of futures markets: Selected essays of A. G. Malliaris, pages 225–40. Elgar, 1999.
[23] A. G. Malliaris and Jerome L. Stein. Methodological issues in asset pricing: Random walk or chaotic dynamics. Journal
of Banking and Finance, 23(11):1605–35, 1999.
[24] J. Theiler. Spurious dimensions from correlation algorithms applied to limited time-series data. Physical Review A,
34:2427–2432, 1986.
13
[25] J. Theiler. Statistical precision of dimension estimators. Physical Review A, 41:3038–3051, 1990.
[26] James B. Ramsey and H. Yuan. Bias and error bars in dimension calculations and their evaluation in some simple
models. Physics Letters A, 134:287–297, 1989.
[27] James B. Ramsey and H. Yuan. The statistical properties of dimension calculations using small data sets. Nonlinearity,
3:155–176, 1990.
[28] James B. Ramsey, Chera L. Sayers, and Philip Rothman. The statistical properties of dimension calculations using
small data sets: Some economic applications. International Economic Review, 31(4):991–1020, 1990.
[29] C. W. J. Granger. Is chaotic economic theory relevant for economics?. Journal of International and Comparative
Economics, 3:139–145, 1994.
[30] D. Kugiumtzis. Surrogate Data Test on Time Series. In A. Soofi and L. Cao, editors, Modelling and Forecasting Financial
Data, Techniques of Nonlinear Dynamics, chapter 12, pages 267–282. Kluwer Academic Publishers, 2002.
[31] Michael Small and Chi K. Tse. Determinism in Financial Time Series. Studies in Nonlinear Dynamics and Econometrics,
7(3), 2003. Article 5.
[32] Adol S. Soofi. Measuring the Complexity of Currency Markets by Fractal Dimension Analysis. International Journal of
Theoretical and Applied Finance, 6(6):553–563, 2003.
[33] A. Leontitsis. A note on shuffled financial surrogates. Mathematical and Computer Modelling, 38(1-2):33–40, 2003.
[34] Antonios Antoniou and Constantinos E. Vorlow. Price clustering and discreteness: Is there chaos behind the noise?
Physica A: Statistical Mechanics and its Applications, 348:389–403, 2005.
[35] J. Theiler. Quantifying chaos: Practical Estimation of the Correlation Dimension. Ph.D. thesis, Caltech, 1988.
[36] J. Theiler. Adventures in bootstrapping: How (and why) to generate surrogate data. CNLS/T12, MS-B213, Los Alamos
National Laboratory, Los Alamos, N.M., 1992.
[37] P. Grassberger and I. Procaccia. On the characterization of strange attractors. Phys. Rev. Lett., 50:346–349, 1983.
[38] Rama Cont. Empirical Properties of Asset Returns: Stylized Facts and Statistical Issues. Quantitative Finance, 1(2):223–
36, 2001.
[39] P. E. Rapp, C. J. Cellucci, T. A. A. Watanabe, A. M. Albano, and T. I. Schmah. Surrogate data pathologies and the
false-positive rejection of the null hypothesis. International Journal of Bifurcation and Chaos, 11(4):983–997, 2001.
[40] D. Kugiumtzis. On the Reliability of the Surrogate Data Test for Nonlinearity in the Analysis of Noisy Time Series.
International Journal of Bifurcation and Chaos, 7(11):1881–1896, 2001.
[41] P.E. Rapp, A.M. Albano, I.D. Zimmerman, and M.A. Jime`nez-Montan˜o. Phas-randomized surrogates can produce
spurious identifications of non-random structure. Physics Letters A, 192(1):27–33, 1994.
[42] T. Schreiber and A. Schmitz. Improved surrogate data for nonlinearity tests. Physical Review Letters, 77:635–638, 1996.
[43] P. J. Rousseeuw. Least median of squares regression. Journal of the American Statistical Association, 79:871–880, 1984.
[44] P. J. Rousseeuw and A. M. Leroy. Robust regression and outlier detection. Wiley, 1984.
[45] B. Efron and R.J. Tibshirani. An introduction to the bootstrap. Chapman and Hall, 1993.
[46] J. Theiler and D. Prichard. Constrained-realization monte-Carlo method for hypothesis testing. Physica D, 94:221,
1996.
[47] James Theiler, Stephen Eubank, Andre Longtin, Bryan Galdrikian, and J. Doyne Farmer. Testing for nonlinearity in
time series: The method of surrogate data. Physica D: Nonlinear Phenomena, 58(1-4):77–94, 1992.
[48] Thomas Schreiber and Andreas Schmitz. Surrogate time series. Physica D: Nonlinear Phenomena, 142(3-4):346–382,
2000.
[49] D. Kugiumtzis. Test Your Surrogate Data before You Test for Nonlinearity. Physical Review E, 60(3):2808–2816, 1999.
14
Fig. 1. The model proposed by Rousseeuw and Leroy (1987) (44) regarding the distinction between outliers and the bulk of the ob-
servations, according to the |zLMS| score. In this model λ on the vertical scale represents the degree of a point not being an outlier.
Observations with |zLMS| < 1 are not considered outliers, and observations with |zLMS| > 3 are surely considered outliers. In between
these two extremes, the degree falls linearly.
Fig. 2. The original time series (bottom) and 5 surrogates (from top to bottom): the shuffled surrogates (top), the phase randomized
surrogates, the AAFT surrogates, the IAAFT surrogates and the CCPIAAFT surrogates. It is evident that the CCPIAAFT series preserve
the salient features of the original sequence, especially the volatility clustering and the outliers (shocks) which are linked to well known
historical events such as the crash of 1987 and the uncertainty after the burst of the more recent financial bubble.
Fig. 3. The levels of the time series shown in Fig. (2). The CCPIAAFT surrogate series levels (2nd from bottom) preserve exactly
the trends that the original time series exhibit, while the all the other sequences above follow a general trend with no time-specific
characteristics.
(a) m = 2
(b) m = 3
Fig. 4. The correlation integral on the series of Fig. (2) with embedded dimensions
(a) m = 2 and (b) m = 3.
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Fig. 5. The logarithm of the norm-2 difference between the correlation integral of the original time series and the surrogates, shown in
Fig. (2). We observe that in both cases the CCPIAAFT surrogates show the smallest difference compared to their counterparts, implying
that the CCPIAAFT surrogates provide improved simulations of the original time series.
Fig. 6. A comparison of the original time series and 4 CCPIAAFT surrogate series. Which one is the original? (Answer: the 4th from
above).
Fig. 7. The levels of the series shown in Fig. (6). In this graph the differentiation from the original time series is obvious in very few
specific time domains. More precisely, we can observe that the drop of the index related to the 1974 crisis and the increase related to the
2000 bubble, appear to be smoother in all surrogate series. This is attributed to the small daily changes in each case being considered as
part of the normal fluctuations of the original time series by the CCPIAAFT procedure.
