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Abstract
On the unit disk of the complex plane, a characterization for the membership of Bloch space and analytic
Besov space is expressed extending known results.
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1. Introduction
Let D = {z ∈ C: |z| < 1} be the unit disc in the complex plane C and let dA(z) = dx dy
denote the Lebesgue area measure of C. For a ∈ D, the Möbius transformation ϕa is defined by
ϕa(z) = a − z1 − az , z ∈ D.
The group of automorphisms of D will be denoted by M, which consists of rotations (around
the origin) of ϕa , a ∈ D.
AmongM invariant function spaces, the Bloch space B and the Besov space Bp , 1 < p < ∞,
are defined to consist of all holomorphic functions f on D for which
‖f ‖B = sup
a∈D
∣∣(f ◦ ϕa)′(0)∣∣< ∞
and for which
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∫
D
∣∣f ′(z)∣∣p(1 − |z|2)p−2 dA(z) < ∞, (1.1)
respectively. Bp ⊂ B and the quantities ‖f ‖B, ‖f ‖pBp are easily seen to be M invariant. B is
known to be maximal among allM invariant Banach spaces of holomorphic functions on D [8],
while B1 is minimal [2] (see [11] for B1). Bp is the Bergman projection of Lp(D,dλ) while B
is that of bounded functions on D. Here dλ is theM invariant area measure defined by
dλ(z) = (1 − |z|2)−2 dx dy.
B is regarded as the limiting space of Bp as p → ∞. See [11] for Lpa , the classical Bergman
space. The following characterization of Bp is known.
Theorem A. (See [11, Theorem 5.3.4].) If 1 < p < ∞ and f is holomorphic on D, then f is in
Bp if and only if∫
D
∫
D
|f (z) − f (w)|p
|1 − zw¯|4 dA(z) dA(w) < ∞. (1.2)
Conditions (1.1) and (1.2) are quite apart in the form though they are equivalent. Our first goal
of this note is to find a new condition interpolating these two conditions. We have
Theorem 1. Suppose that 0  α < ∞ and 1 < p < ∞. If f is holomorphic on D and
p − α > −2, then f ∈ Bp if and only if∫
D
∫
D
|f (z) − f (w)|p−α
|1 − w¯z|4
∣∣f ′(z)(1 − |z|2)∣∣α dA(z) dA(w) < ∞. (1.3)
The left side quantity of (1.3) is equivalent to ‖f ‖pBp .
Cases α = p and α = 0 of (1.3) reduce to (1.1) and (1.2), respectively.
Next, we pass to the limiting case, f ∈ B. Among various characterizations for the member-
ship f ∈ B, we pay attention to the following.
Theorem B. (See [9].) Let 0 < p < ∞ and let f be an holomorphic function on D. Then f ∈ B
if and only if
sup
a∈D
∫
D
∣∣f ′(z)∣∣p(1 − |z|2)p−2(1 − ∣∣ϕa(z)∣∣2)2 dA(z) < ∞. (1.4)
The left integral of (1.4) is equivalent to ‖f ‖pB .
Comparing the similarity of the integrands in (1.1) and in (1.4), one may guess a parallel
principle between characterizations of B and Bp . Our next goal is to find a characterization of B
in the same vein with (1.3). We have, as supposed to be,
Theorem 2. Suppose that 0  α < ∞ and 0 < p < ∞. If f is holomorphic on D and
p − α > −2, then f ∈ B if and only if
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a∈D
∫
D
∫
D
|f (z) − f (w)|p−α
|1 − w¯z|4
∣∣f ′(z)(1 − |z|2)∣∣α(1 − ∣∣ϕa(w)∣∣2)2 dA(z) dA(w) < ∞. (1.5)
The left side quantity of (1.5) is equivalent to ‖f ‖pB .
Case α = p of (1.5) reduces to (1.4) and case α = 0 lies in a parallel line with (1.2) under the
principle comparing (1.4) and (1.1).
Our proof of theorems heavily depends on the following lemma which seems to have an
independent interest.
Lemma. Suppose that 0 α < ∞ and 0 < p < ∞. If p − α > −2, then∫
D
∣∣F(z)∣∣p dA(z) ≈ ∫
D
∣∣F(z)∣∣p−α∣∣F ′(z)∣∣α(1 − |z|2)α dA(z) (1.6)
for all F ∈ Lpa with F(0) = 0.
Here and throughout “≈” means that the quotient of the left side and the right side lies between
two positive constants unless both are zero or infinity.
We finally state another characterization of B which follows directly from Lemma by noting
that ‖f ‖pB ≈ supa∈B
∫
D
|f ◦ ϕa(z) − f (a)|p dA(z) [1].
Theorem 3. Suppose that 0  α < ∞ and 0 < p < ∞. If f is holomorphic on D and
p − α > −2, then f ∈ B if and only if
sup
a∈D
∫
D
∣∣f (z) − f (a)∣∣p−α∣∣f ′(z)(1 − |z|2)∣∣α(1 − ∣∣ϕa(z)∣∣2)2 dλ(z) < ∞. (1.7)
The left side integral of (1.7) is equivalent to ‖f ‖pB .
Theorem 3 extends Theorem B because case α = p of (1.7) reduces to (1.4). It also extends
[7, Theorem 2] because case α = 2 of (1.7) reduces to the result. (1.7) also lies in a parallel line
with (1.3) under our comparing principle.
The hypothesis p − α > −2 cannot be removed in our Lemma and theorems to guarantee the
convergence of the involved integrals.
Lemma and theorems will be proved in Sections 2 and 3. In Section 4, the comparing principle
will be remarked and slightly extended versions of Theorems 1–3 with symmetric integrand will
be stated.
2. Proof of Lemma
For simplicity, let us denote for 0 p < ∞ that
I (p,α;F) =
∫
D
∣∣F(z)∣∣p−α∣∣F ′(z)∣∣α(1 − |z|2)α dA(z).
Then (1.6) can be restated as
I (p,0;F) ≈ I (p,α;F). (2.1)
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on D with F(0) = 0, I (p,0;F) < ∞. Note that we may assume α 
= 0. We divide cases 0 <
α  2 and 2 < α < ∞.
Case 0 < α  2. Suppose first that 0 < p < α. By [3, Theorem 5.6],∫
D
∣∣F(z)∣∣p dA(z) Cp
∫
D
∣∣F ′(z)∣∣p(1 − |z|2)p dA(z). (2.2)
By the Hölder inequality, the last integral is bounded by
I (p,α;F)p/αI (p,0;F)−p/α+1.
So, we obtain
I (p,0;F) Cp,αI (p,α;F), 0 < α  2, 0 < p < α. (2.3)
Next suppose that 0 < α  p < ∞. By [5, Theorem 2.1] (see [4] also),
2π∫
0
∣∣F (reiθ )∣∣p dθ  Cp,α
∫
D
∣∣F(rz)∣∣p−α∣∣rF ′(rz)∣∣α(log 1|z|
)α−1
dA(z). (2.4)
Changing variable z on the right side and taking the integration
∫ 1
0 r dr on both sides,
∫
D
∣∣F(z)∣∣p dA(z) Cp,α
1∫
0
r dr
∫
|z|<r
∣∣F(z)∣∣p−α∣∣F ′(z)∣∣αrα−2(log r|z|
)α−1
dA(z)
= Cp,α
∫
D
∣∣F(z)∣∣p−α∣∣F ′(z)∣∣α
[ 1∫
|z|
rα−1
(
log
r
|z|
)α−1
dr
]
dA(z).
While
1∫
|z|
rα−1
(
log
r
|z|
)α−1
dr 
1∫
|z|
1
x
(
log
1
x
)α−1
dx = 1
α
(
log
1
|z|
)α
,
so that we obtain
I (p,0;F) Cp,α
∫
D
∣∣F(z)∣∣p−α∣∣F ′(z)∣∣α(log 1|z|
)α
dA(z).
Since |F(z)|p−α|F ′(z)|α is subharmonic (see [5]), ∫ 2π0 |F(reiθ )|p−α|F ′(reiθ )|α dθ is nonde-
creasing function of r , which gives that∫
D
∣∣F(z)∣∣p−α∣∣F ′(z)∣∣α(log 1|z|
)α
dA(z)CαI (p,α;F)
by using the inequality |z| log 1|z|  1 − |z|2 with a simple change of variable. Hence we have
I (p,0;F) Cp,αI (p,α;F), 0 < α  2, α < p ∞. (2.5)
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I (p,α;F) I (p,2;F)α/2I (p,0;F)1−α/2.
So we are sufficient to show that
I (p,2;F) Cp,αI (p,0;F), 0 < α  2, 0 < p < ∞. (2.6)
In fact, Green’s theorem gives that
2π∫
0
∣∣F (reiθ )∣∣p dθ ≈ ∫
|z|<r
∣∣F(z)∣∣p−2∣∣F ′(z)∣∣2 log r|z| dA(z).
So, taking the integration
∫ 1
0 r dr on both sides,
∫
D
∣∣F(z)∣∣p dA(z) ≈
1∫
0
r dr
∫
|z|<r
∣∣F(z)∣∣p−2∣∣F ′(z)∣∣2 log r|z| dA(z)
=
∫
D
∣∣F(z)∣∣p−2∣∣F ′(z)∣∣2
[ 1∫
|z|
r log
r
|z| dr
]
dA(z), (2.7)
and noting that
1∫
|z|
r log
r
|z| dr =
1
4
log
1
|z|2 −
1 − |z|2
4
= 1
4
{ ∞∑
k=2
(1 − |z|2)k
k
}
 1
4
(
1 − |z|2)2,
we obtain (2.6).
(2.3), (2.5) and (2.6) completes the proof.
Case 2 < α < ∞. By [6, Theorem C], we have an inequality reverse to (2.4):
∫
D
∣∣F(rz)∣∣p−α∣∣rF ′(rz)∣∣α(1 − |z|)α−1 dA(z) Cp,α
2π∫
0
∣∣F (reiθ )∣∣p dθ
provided p − α > −2. Changing a variable on the left side and taking ∫ 1
r
r dr gives that
I (p,α;F) Cp,αI (p,0;F), 2 < α, p − α > −2. (2.8)
To prove the converse, it is not difficult to see by series expansion that
1∫
|z|
r log
r
|z| dr ≈
(
1 − |z|2)2(1 + log 1|z|2
)
,
so that (2.7) with Hölder’s inequality gives that
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 Cp,α
{∫
D
∣∣∣∣F(z)z
∣∣∣∣
p
dA(z)
}1−2/α
×
{∫
D
∣∣F(z)∣∣p−α∣∣F ′(z)∣∣α(1 − |z|2)α|z|(α−2)p/2(1 + log 1|z|2
)α/2
dA(z)
}2/α
.
By changing a variable and using monotone increasing property of
∫ 2π
0 |F(reiθ )|p dθ [3, Theo-
rem 1.6], it is easy to see∫
D
∣∣∣∣F(z)z
∣∣∣∣
p
dA(z) Cp
∫
D
∣∣F(z)∣∣p dA(z).
Noting that |z|(α−2)p/2(1 + log 1|z|2 )α/2  Cp,α , we so have
I (p,0;F) Cp,αI (p,0;F)1−2/αI (p,α;F)2/α,
and finally via the arithmetic–geometric mean inequality have
I (p,0;F) Cp,αI (p,α;F), 2 < α, p − α > −2. (2.9)
(2.8) and (2.9) completes the proof.
3. Proofs of the theorems
Proof of Theorem 1. Consider a holomorphic function f (z) on D with f (0) = 0. If we let
g(z) = f (z)/z, then g is holomorphic, so that |g|p is subharmonic on D. Thus,∣∣g(0)∣∣p  ∫
T
∣∣g(reiθ )∣∣p dθ
2π
, 0 < r < 1.
Taking
∫ 1
0 r
p+1 dr , we obtain∣∣f ′(0)∣∣p  p + 2
2π
∫
D
∣∣f (z)∣∣p dA(z).
Replacing f by f ◦ ϕw − f (w), we get∣∣f ′(w)∣∣p(1 − |w|2)p  Cp
∫
D
∣∣f ◦ ϕw(z) − f (w)∣∣p dA(z). (3.1)
Fix w ∈ D for a moment and let Fw = f ◦ ϕw − f (w). Noting that Fw(0) = 0, we have by
Lemma that∫
D
∣∣Fw(z)∣∣p dA(z) Cp,α
∫
D
∣∣Fw(z)∣∣p−α∣∣F ′w(z)∣∣α(1 − |z|2)α dA(z). (3.2)
By (3.1) and (3.2), ‖f ‖pBp is bounded by a constant times∫ ∫ ∣∣f ◦ ϕw(z) − f (w)∣∣p−α∣∣(f ◦ ϕw)′(z)∣∣α(1 − |z|2)α dA(z) dλ(w).D D
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Conversely, suppose that f ∈ Bp . By Lemma again,∫
D
∣∣f ◦ ϕw(z) − f (w)∣∣p−α∣∣(f ◦ ϕw)′(z)∣∣α(1 − |z|2)α dA(z)
Cp,α
∫
D
∣∣f ◦ ϕw(z) − f (w)∣∣p dA(z).
By (2.2), the last integral is bounded by a constant times∫
D
∣∣(f ◦ ϕw)′(z)∣∣p(1 − |z|2)p dA(z).
Hence, by a change of variable u = ϕw(z) gives that∫
D
∫
D
∣∣(f ◦ ϕw)′(z)∣∣p(1 − |z|2)p dA(z) dλ(w)
=
∫
D
∣∣f ′(u)∣∣p(1 − |u|2)p dA(u)∫
D
dA(w)
|1 − w¯u|4
=
∫
D
∣∣f ′(u)∣∣p(1 − |u|2)p dλ(u) = ‖f ‖pBp . 
Proof of Theorem 2. Note that the left side of (1.5) equals
sup
a∈D
∫
D
(
1 − ∣∣ϕa(w)∣∣2)2 dλ(w)
∫
D
∣∣Fw(z)∣∣p−α∣∣F ′w(z)∣∣α(1 − |z|2)α dA(z), (3.3)
where Fw = f ◦ ϕw(z) − f (w). By Lemma, (3.3) is equivalent to
sup
a∈D
∫
D
(
1 − ∣∣ϕa(w)∣∣2)2 dλ(w)
∫
D
∣∣Fw(z)∣∣p dA(z). (3.4)
By (3.1), (3.4) is greater than or equal to a constant times the left side of (1.4), which is equivalent
to ‖f ‖pB by Theorem B.
Conversely, (3.4) is less than or equal to
sup
w∈D
∫
D
∣∣f ◦ ϕw(z) − f (w)∣∣p dA(z) · sup
a∈D
∫
D
(
1 − ∣∣ϕa(w)∣∣2)2 dλ(w),
which equals
sup
w∈D
∫
D
∣∣f ◦ ϕw(z) − f (w)∣∣p dA(z) ≈ ‖f ‖pB
simply because∫
D
(
1 − ∣∣ϕa(w)∣∣2)2 dλ(w) = 1. 
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(1) All of our theorems lie within the principle of comparing, which is, roughly speaking, as
follows:
(a) If there is a characterization of Bp with variable z, then by multiplying (1−|ϕa(z)|2)2 and
taking supa∈D gives corresponding characterization of B. Compare (1.1), (1.2), (1.3) respectively
with (1.4), case α = 0 of (1.5), (1.5).
(b) If there is a characterization of B with supa∈D involved, then by removing supa∈D and
taking
∫
D
dλ(a) gives corresponding characterization of Bp . This is the same as comparing two
definitions of the membership of B and Bp . Compare (1.4), case α = 0 of (1.5), (1.5) respectively
with (1.1), (1.2), (1.3). Also, compare (1.7) with (1.3).
(c) The quantities |f ′(z)|(1 − |z|2) and |f (z) − f (w)| can often be switched to each other
inside the bidisk integrals. In connection with this, we remark the following inequalities:∣∣f ′(z)∣∣(1 − |z|2) 1
r
sup
|ϕw(z)|<r
∣∣f (z) − f (w)∣∣, 0 < r < 1,
and ∣∣f (z) − f (w)∣∣ ρ(z,w) sup
0<t<1
∣∣f ′(tz)∣∣(1 − t2|z|2),
where
ρ(z,w) = 1
2
log
1 + |ϕw(z)|
1 − |ϕw(z)| .
See [9–11] for the inequalities.
(2) In Theorems 1–3, (1.3), (1.5) and (1.7) themselves say that they are equal to the same
inequalities with variables z and w interchanged. Therefore we have a result with symmetric
form of the integrand as follows:
Theorem 4. Suppose that 0 α < ∞, 1 < p < ∞ and 0 a  b  1 with a + b = 1. Let f be
holomorphic on D and p − α > −2. Then we have f ∈ Bp if and only if∫
D
∫
D
|f (z) − f (w)|p−α
|1 − w¯z|4
∣∣(f ◦ ϕz)′(0)∣∣αa∣∣(f ◦ ϕw)′(0)∣∣αb dA(z) dA(w) < ∞.
We also have f ∈ B if and only if each one of the following inequalities holds:
sup
a∈D
∫
D
∫
D
|f (z) − f (w)|p−α
|1 − w¯z|4
∣∣(f ◦ ϕz)′(0)∣∣αa∣∣(f ◦ ϕw)′(0)∣∣αb
× (1−∣∣ϕa(w)∣∣2)2 dA(z) dA(w) < ∞,
sup
a∈D
∫
D
∣∣f (z) − f (a)∣∣p−α∣∣(f ◦ ϕz)′(0)∣∣αa∣∣(f ◦ ϕw)′(0)∣∣αb(1 − ∣∣ϕa(z)∣∣2)2 dλ(z) < ∞.
Proof. Using Theorems 1–3, we may assume a 
= 0, and then one direction follows directly from
Hölder’s inequality with paring ( 1 , 1 ), while the other direction follows from the inequalitya b
E.G. Kwon / J. Math. Anal. Appl. 324 (2006) 1429–1437 1437∣∣(1 − |z|2)f ′(z)∣∣αa∣∣(1 − |w|2)f ′(w)∣∣αb  1
a
∣∣(1 − |z|2)f ′(z)∣∣α
+ 1
b
∣∣(1 − |w|2)f ′(w)∣∣α. 
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