We perform numerical simulations of the 2-d antiferromagnetic quantum Heisenberg model using an efficient cluster algorithm. Comparing the finite size and finite temperature effects of various quantities with recent results from chiral perturbation theory we are able to determine the low energy parameters of the system very precisely. We find e 0 = −0.6693(1)J/a 2 for the ground state energy density, M s = 0.3074(4)/a 2 for the staggered magnetization, hc = 1.68(1)Ja for the spin wave velocity and ρ s = 0.186(4)J for the spin stiffness. Our results agree with experimental data for the undoped precursor insulators of high-T c superconductors.
The first high-T c superconductor to be discovered was La 2−x Ba x CuO 4 with x ≈ 0.15 [1] , which has a layered structure with 2-d copper-oxygen planes. The copper ions are located at the sites of a quadratic lattice with lattice spacing a = 3.79Å. The undoped material La 2 CuO 4 is an insulator, however, with strong antiferromagnetic interactions within the copper-oxygen planes between electron spins localized at the copper ions. The couplings between different layers are extremely weak. Experimentally one observes long range antiferromagnetic order, i.e. a spontaneous staggered magnetization M s arises, which breaks the O(3) spin rotational symmetry down to O (2) . The low energy excitations of the system are spinwaves (the so-called magnons) which are the Goldstone bosons of the spontaneously broken O(3) symmetry. The physical situation can be modeled by the 2-d Heisenberg quantum spin system with Hamiltonian
where
σ x is a spin 1 2 operator ( σ x are Pauli matrices) located at the point x of a 2-d quadratic lattice with lattice spacing a. The interaction is between nearest neighbors (μ is the unit vector in µ-direction) and J > 0 is the antiferromagnetic exchange coupling. The question arises how well this model describes the physics of the copper-oxygen planes in La 2 CuO 4 , in particular how it compares quantitatively with experimental results.
Here we concentrate on the calculation of the low energy parameters of the model, which determine the dynamics of the Goldstone bosons. These are the staggered magnetization M s , the spinwave velocityhc and the spin stiffness ρ s . Based on symmetry considerations chiral perturbation theory makes very strong predictions for the magnon dynamics, containing the low energy parameters as the only unknown constants. Recently, Hasenfratz and Niedermayer have worked out the chiral perturbation theory for the antiferromagnet in great detail up to twoloop order [2] . Lower order results had been obtained before by Fisher [3] and by Neuberger and Ziman [4] . Here we only quote the results of ref. [2] that are essential for our study. We consider the system at finite temperature T and in a finite spatial volume of size L × L with periodic boundary conditions, with l 3 =hc/T L such that l is of order 1. For small enough temperatures T ≪ 2πρ s and large enough volumes hc/L ≪ 2πρ s Hasenfratz and Niedermayer obtained the following results: for the internal energy density
where e 0 is the ground state energy density; for the staggered susceptibility
and for the uniform susceptibility
(4) The functions β i (l),β i (l) and ψ(l) are shape coefficients which depend only on l and which are described in detail in ref. [2] . We will use these results of chiral perturbation theory to determine the unknown low energy parameters e 0 , M s ,hc and ρ s from a fit of e(T, L), χ s (T, L) and χ(T, L) to numerical Monte Carlo data. This method has been used before for classical spin models and for relativistic quantum field theories [5] .
First we decompose the Hamiltonian into H = H 1 + H 2 + H 3 + H 4 with
and we use the Suzuki-Trotter formula for the partition function
where β = 1/T is the inverse temperature and ǫ = 1/N determines the lattice spacing in the euclidean time direction. By inserting complete sets of eigenstates |1 and |-1 of σ 3 x between the factors exp(−ǫβH i ) we map the 2-d quantum spin system to a 3-d induced classical system of Ising-like variables s(x, t) = ±1 (t labels the euclidean time slice)
with an action
The classical spins interact with each other via four-spin couplings S[s(x, t), s(x + µ, t), s(x, t + 1), s(x +μ, t + 1)] associated with time-like plaquettes. Up to a trivial additive constant one has S[1,
(exp(ǫβJ) + 1)] and S[1,
(exp(ǫβJ) − 1)]. All other action values are infinite. This causes problems in numerical simulations because many spin configurations are forbidden and the updating must respect several constraints. In a previous paper we have introduced blockspins [6] to resolve the constraints. For the 1-d antiferromagnetic spin chain the blockspin model is not frustrated and the use of a blockspin cluster algorithm eliminates critical slowing down. In two dimensions, however, frustration causes severe problems. Recently, Evertz, Lana and Marcu [7] have developed loop cluster algorithms for vertex models, which can also be applied to quantum spin systems. The algorithm constructs closed loops of spins and flips them simultaneously. The loop cluster algorithm does not suffer from frustration but it may suffer from socalled freezing. Freezing occurs when a loop branches out many times and fills a large fraction of the whole volume. We find that freezing does not arise for the Heisenberg antiferromagnet. This is essential for the success of our numerical study.
The algorithm constructs loops by first selecting a starting point (x, t) at random. The spin s(x, t) participates in two plaquette interactions, one at euclidean times before and one at euclidean times after t. When s(x, t) = 1 we consider the plaquette interaction at the later time, and for s(x, t) = −1 we consider the interaction at the earlier time. The corresponding plaquette configuration is characterized by the spin orientations at the four corners. One of the corners will be the next point on the loop. 
(exp(ǫβJ) − 1) and w(C i → C j ) is the transition probability to go from a plaquette configuration C i to C j . Indeed one has
In our construction a loop cannot branch out and hence freezing does not arise. Cluster algorithms offer the possibility to use improved estimators which reduce the variance of different observables. For example, the uniform susceptibility can be expressed as χa where 4N is the number of points in the euclidean time direction, |C| = (x,t)∈C 1 is the size of the loop C and M C = (5) (3) proved estimators for the staggered susceptibility χ s and for the internal energy density e.
Some results of our numerical simulations are collected in table 1. We have performed measurements for three inverse temperatures βJ = 5, 10, 15 and for different spatial sizes L/a = 6, 8, ..., 20. We have always performed 10000 loop updates for equilibration followed by 100000 measurements using the improved estimators. The autocorrelation times of the loop cluster algorithm are at most a few sweeps, and we see no indication of critical slowing down. With standard local algorithms it would be impossible to reach temperatures as low as the ones we use here, because of severe problems with slowing down. In table 1 the lattice spacing has been fixed to ǫβJ = . We have also performed runs on coarser lattices with ǫβJ = . This allows us to extrapolate our data to the euclidean time continuum limit ǫ → 0. After the extrapolation we fit the results to the above expressions from chiral perturbation theory. The data for e, χ s and χ are all fitted simultaneously. Our best fit with χ 2 /dof = 1.4 is shown in fig 1. The finite size and finite temperature effects of the internal energy density depicted in fig.1a are very small (of the order of our statistical errors), while the effects on the susceptibilities are much larger. For low temperature and small volume some data have been excluded from the fit because for them l is not of order 1. The fit gives the following values for the low energy parameters e 0 = −0.6693(1)J/a 2 , M s = 0.3074(4)/a 2 ,hc = 1.68(1)Ja, ρ s = 0.186(4)J. (10) To our knowledge this is the most accurate determination of these zero temperature and infinite volume properties from a simulation of the partition function at finite temperature and finite volume. The result for the ground state energy density agrees with different zero temperature Monte Carlo calculations [8] which yield e 0 = −0.6692(1)J/a 2 . Our results are consistent with an analytic expansions around the Ising limit [9] which gives e = 0.6693(1)J/a 2 and M s = 0.307(1)/a 2 , but not consistent with a recent large scale numerical study using a standard local algorithm [10] which obtained ρ s = 0.199(2)J. Finally, we compare our results with experimental data. Using inelastic neutron scattering the spin wave velocitȳ hc = 0.85(3)eVÅ has been measured [11] , while an analysis of Raman scattering data [12] yields J = 0.128(6)eV = 1480(70)K. Using this together with a = 3.79Å the experiments on La 2 CuO 4 obtainhc = 1.75(9)Ja. This is consistent with our result for the Heisenberg antiferromagnet. Using the experimental values for the spinwave velocity and for the lattice spacing we obtain an independent estimate of the exchange coupling in La 2 CuO 4 J = 0.133(5)eV = 1540(60)K.
The agreement between our numerical results and the predictions of chiral perturbation theory confirms that the Heisenberg model has long range antiferromagnetic order, and that its low energy dynamics is dominated by magnons. A precise determination of the low energy parameters that determine the magnon physics was possible only because the loop cluster algorithm is very efficient also at low temperatures. Recently, a loop cluster algorithm has been constructed for lattice fermion systems [13] . This raises hopes that numerical investigations of similar accuracy become feasible for the Hubbard model, and hence for high-T c superconductors like La 2−x Ba x CuO 4 .
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