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Abstract
In this paper, a fuzzy multiobjective linear programming model is presented. Both the objective functions and the constraints
are considered fuzzy. The coefficients of the decision variables in the objective functions and in the constraints, as well as the
right-hand side of the constraints are assumed to be fuzzy numbers with either trapezoidal or triangular membership functions. The
possibility programming approach is utilized to transform the fuzzy model to its crisp equivalent. A comparison between the global
criterion method and the distance functions method, as two evaluation criteria, is illustrated by a computational study.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
Fuzzy mathematical programming has been investigated and developed in several research studies. One of the
important early contributions in fuzzy programming was given by Zimmermann [1,2]. In fuzzy multiobjective
programming, Sakawa et al. [3] have presented an interactive fuzzy approach for multiobjective linear programming
problems. Moreover, the fuzzy multiobjective programming was handled in the form of linear fractional models [4,
5]. Furthermore, the fuzzy multiobjective programs have been considered under randomness, whether in the case of
linear programs [6,7] or that of linear fractional programs [8]. One of the main approaches in dealing with fuzzy
models is the possibility theory. The basic work in possibility theory was introduced by Dubois and Prade [9]. Their
work has presented the foundation of the possibility programming approach, which has been applied to fuzzy linear
single-objective and multiobjective programming models [10,11] and stochastic fuzzy multiobjective programming
models [6–8].
In this paper, the possibility programming approach is utilized to transform the fuzzy multiobjective linear
programming model given by Negi and Lee [10] to its crisp equivalent, according to Iskander’s modifications [8,
11]. The transformed crisp multiobjective linear programming model is solved using the global criterion method
and the distance functions method, which are two main criteria having the same concept of evaluation. The fuzzy
multiobjective linear programming model and its crisp equivalent are presented in the next section. The third section
provides a computational study to compare between the two solving methods. Finally, conclusions are given in the
last section.
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2. Possibility programming in fuzzy multiobjective linear programs
Consider the formulation of the fuzzy multiobjective linear programming model [10,11] as
Maximize
n∑
j=1
c˜r j x j , r = 1, 2, . . . , p, (1)
subject to:
n∑
j=1
a˜i j x j ≤ b˜i , i = 1, 2, . . . ,m, (2)
x j ≥ 0, j = 1, 2, . . . , n, (3)
where x j , j = 1, 2, . . . , n are non-negative decision variables, c˜r j is the fuzzy coefficient of the j th decision variable
in the r th objective function. a˜i j represents the fuzzy coefficient of the j th decision variable in the i th constraint,
while b˜i is the fuzzy right-hand side in the i th constraint. Hence, c˜r j , a˜i j , and b˜i are considered either trapezoidal or
triangular fuzzy numbers [11], i.e., c˜r j = (c r j , cr j1, cr j2, cr j ), a˜i j = (ai j , ai j1, ai j2, ai j ), and b˜i = (bi , bi1, bi2, bi ),
in the case of trapezoidal fuzzy numbers; or c˜r j = (c r j , cr j0, cr j ), a˜i j = (ai j , ai j0, ai j ), and b˜i = (bi , bi0, bi ), in the
case of triangular fuzzy numbers. The improvements in applying the possibility programming approach to fuzzy linear
single-objective and multiobjective programming models are utilized, whether in the case of exceedance (dominance)
possibility or in the case of strict exceedance possibility [8,11]. Thus, according to trapezoidal fuzzy numbers, the
equivalent crisp model for the fuzzy model (1)–(3) is given below.
2.1. In the case of exceedance possibility
Maximize Zr =
n∑
j=1
((1− α)cr j + α cr j2) x j , r = 1, 2, . . . , p, (4)
subject to:
n∑
j=1
((1− α)a i j + α ai j1) x j ≤ (1− α)bi + α bi2, i = 1, 2, . . . ,m, (5)
x j ≥ 0, j = 1, 2, . . . , n, (6)
where α is a predetermined value of the minimum required possibility, α ∈ (0, 1].
2.2. In the case of strict exceedance possibility
In this case, constraint set (5) in the crisp model (4)–(6) is replaced by the following constraint set:
n∑
j=1
((1− α) ai j2 + α ai j ) x j ≤ (1− α)bi + α bi2, i = 1, 2, . . . ,m. (7)
On the other hand, if c˜r j , a˜i j , and b˜i are triangular fuzzy numbers, then cr j2, both ai j1 and ai j2, and bi2 should be
replaced by cr j0, ai j0, and bi0, respectively, in the crisp model, whether in the case of exceedance possibility or in the
case of strict exceedance possibility. Note that some of the fuzzy numbers may be trapezoidal while the others may
be triangular, in the same fuzzy model.
In solving the crisp multiobjective linear programming problems, whether in the case of exceedance possibility or
in the case of strict exceedance possibility, two evaluation criteria are used, for the purpose of comparison. Although
there are several methods for solving multiobjective programming problems, two main methods, which are based
on similar concept, are utilized for the set of objectives (4). The global criterion method and the distance functions
method are presented, respectively, by (8) and (9) as
Minimize F1 =
p∑
r=1
((Z0r − Zr )/Z0r )q , (8)
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Minimize F2 =
(
p∑
r=1
|Z0r − Zr |q
)1/q
, (9)
where Z0r is the most desired predetermined value of the r th objective function (Zr ). A common method for
determining the value of Z0r is by considering it the optimum value of the r th singular objective function obtained
by maximizing Zr subject to constraint set (5) and (6), in the case of exceedance possibility; or constraint set (7) and
(6), in the case of strict exceedance possibility; while q is a positive integer value that serves to reflect the importance
of the objectives. However, the value of q has to be defined by the decision-maker. In this study, the two criteria are
considered when q = 1 and 2.
Moreover, the global criterion method (8) has been used when q = 1 and with the same predetermined value of
Z0r for all r = 1, 2, . . . , p. This special case has been denoted by global criterion method with equal weights [8,11].
3. Computational study
In this section, a computational comparison, between the two evaluation criteria, is illustrated in the case of
exceedance possibility and the case of strict exceedance possibility, for different values of α. Therefore, let the fuzzy
multiobjective linear programming problem (1)–(3) be presented as follows:
Maximize (2, 3, 6, 8)x1 + (7, 9, 12)x2 + (5, 8, 9, 11)x3,
Maximize (12, 15, 18)x1 + (9, 11, 12, 14)x2 + (6, 10, 14, 18)x3,
Maximize (7, 9, 13, 15)x1 + (10, 12, 15, 20)x2 + (6, 9, 12)x3,
subject to:
(14, 16, 20, 25)x1 + (8, 11, 15)x2 + (10, 15, 19, 22)x3 ≤ (40, 60, 70, 100),
(2, 5, 7)x1 + (3, 4, 7, 10)x2 + (4, 7, 10, 13)x3 ≤ (25, 30, 50, 60),
(30, 35, 45, 50)x1 + (20, 30, 40, 50)x2 + (10, 20, 25)x3 ≤ (140, 150, 165, 180),
(80, 90, 100, 110)x1 + (40, 60, 70, 90)x2 + (50, 65, 70, 85)x3 ≤ (400, 500, 600),
x1, x2, x3 ≥ 0.
Thus, the equivalent crisp multiobjective linear programming problem, in the case of exceedance possibility, is stated
as
Maximize Z1 = (8− 2α)x1 + (12− 3α)x2 + (11− 2α)x3,
Maximize Z2 = (18− 3α)x1 + (14− 2α)x2 + (18− 4α)x3,
Maximize Z3 = (15− 2α)x1 + (20− 5α)x2 + (12− 3α)x3,
subject to:
(14+ 2α)x1 + (8+ 3α)x2 + (10+ 5α)x3 ≤ 100− 30α,
(2+ 3α)x1 + (3+ α)x2 + (4+ 3α)x3 ≤ 60− 10α,
(30+ 5α)x1 + (20+ 10α)x2 + (10+ 10α)x3 ≤ 180− 15α,
(80+ 10α)x1 + (40+ 20α)x2 + (50+ 15α)x3 ≤ 600− 100α,
x1, x2, x3 ≥ 0.
On the other hand, the above constraints, in the case of strict exceedance possibility, are represented as
(20+ 5α)x1 + (11+ 4α)x2 + (19+ 3α)x3 ≤ 100− 30α,
(5+ 2α)x1 + (7+ 3α)x2 + (10+ 3α)x3 ≤ 60− 10α,
(45+ 5α)x1 + (40+ 10α)x2 + (20+ 5α)x3 ≤ 180− 15α,
(100+ 10α)x1 + (70+ 20α)x2 + (70+ 15α)x3 ≤ 600− 100α,
x1, x2, x3 ≥ 0. (10)
M.G. Iskander / Computers and Mathematics with Applications 55 (2008) 2506–2511 2509
Table 1
The desired values of the objective functions
The case of exceedance possibility The case of strict exceedance possibility
α 0.1 0.5 0.9 0.1 0.5 0.9
Z01 119.533 83.033 58.193 68.178 52.182 38.992
Z02 162.590 113.154 79.940 97.348 73.696 54.937
Z03 172.137 120.750 88.991 91.688 71.479 55.186
Table 2
Results of the global criterion method in the case of exceedance possibility
q 1 2
α 0.1 0.5 0.9 0.1 0.5 0.9
F1 0.004 0 0.015 1.865E−5 0 2.181E−4
Z1 119.533 83.033 58.193 119.533 83.033 58.145
Z2 161.888 113.154 79.940 161.888 113.154 79.841
Z3 172.137 120.750 87.671 172.137 120.750 87.684
x1 0 0 0 0 0 0
x2 6.248 5.184 4.730 6.248 5.184 4.740
x3 4.299 2.860 1.544 4.299 2.860 1.529
Table 3
Results of the distance functions method in the case of exceedance possibility
q 1 2
α 0.1 0.5 0.9 0.1 0.5 0.9
F2 0.702 0 1.321 0.702 0 1.311
Z1 119.533 83.033 58.193 119.531 83.033 58.125
Z2 161.888 113.154 79.940 161.888 113.154 79.799
Z3 172.137 120.750 87.671 172.130 120.750 87.689
x1 0 0 0 0 0 0
x2 6.248 5.184 4.730 6.247 5.184 4.744
x3 4.299 2.860 1.544 4.300 2.860 1.522
Table 4
Results of the global criterion method in the case of strict exceedance possibility
q 1 2
α 0.1 0.5 0.9 0.1 0.5 0.9
F1 0 0 0 0 0 0
Z1 68.178 52.182 38.992 68.178 52.182 38.992
Z2 97.348 73.696 54.937 97.348 73.696 54.937
Z3 91.688 71.479 55.186 91.688 71.479 55.186
x1 0 0 0 0 0 0
x2 2.612 2.577 2.586 2.612 2.577 2.586
x3 3.483 2.512 1.624 3.483 2.512 1.624
Using the GAMS package [12], the two problems are solved, according to each evaluation criterion, for α = 0.1, 0.5,
and 0.9 to denote low, average, and high possibility levels, respectively. The desired values of the objective functions,
in the case of exceedance possibility and in the case of strict exceedance possibility, for each value of α, are given in
Table 1. The results, in the case of exceedance possibility, using the global criterion method and the distance functions
method are given in Tables 2 and 3, respectively. Tables 4 and 5 present the results using the global criterion method
and the distance functions method, respectively, in the case of strict exceedance possibility.
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Table 5
Results of the distance functions method in the case of strict exceedance possibility
q 1 2
α 0.1 0.5 0.9 0.1 0.5 0.9
F2 0 0 0 0 0 0
Z1 68.178 52.182 38.992 68.178 52.182 38.992
Z2 97.348 73.696 54.937 97.348 73.696 54.937
Z3 91.688 71.479 55.186 91.688 71.479 55.186
x1 0 0 0 0 0 0
x2 2.612 2.577 2.586 2.612 2.577 2.586
x3 3.483 2.512 1.624 3.483 2.512 1.624
The results show that, in the case of exceedance possibility, the values of the objective functions are obtained
as desired, when α = 0.5, whether according to the global criterion method or according to the distance functions
method, and when q = 1 or 2; while α = 0.1 is better than α = 0.9, as shown in Tables 2 and 3. Moreover, in the
same case of exceedance possibility, and according to each solving method, when the results differ between q = 1
and q = 2, for any value of α, it can be realized that the number of the achieved objectives, as desired, when q = 1
is greater than or equal to that when q = 2. It is also obvious that there is no difference between the global criterion
method and the difference functions method when q = 1, while the global criterion method is more recommended
than the distance functions method when q = 2. This recommendation is illustrated by comparing the sum of the
objective function values in Tables 2 and 3, when q = 2, and for α = 0.1 and 0.9, since the results are the same for
α = 0.5.
The values of all the objective functions are achieved as required, in the case of strict exceedance possibility, by
using either the global criterion method or the distance functions method, as shown in Tables 4 and 5. In this case, the
decision-maker can use any of the two methods, with q = 1 or 2. Hence, it is obvious that the desired values of the
objective functions in the case of strict exceedance possibility should be less than their corresponding values in the
case of exceedance possibility. Therefore, the achieved values of the objective functions are most likely to be closer
to the desired values in the case of strict exceedance possibility than in the case of exceedance possibility, whether the
global criterion method or the distance functions method is used, and for q = 1 or 2.
4. Conclusions
The fuzzy multiobjective linear programming problem has been transformed to its crisp equivalent, using
possibility programming. The crisp multiobjective linear programming problem, whether according to exceedance
possibility or according to strict exceedance possibility, has been solved using the global criterion method and the
distance functions method. The computational comparison, between the two methods, in the case of exceedance
possibility, showed that it is recommended to take the exponent q = 1, since there is no difference between the two
methods. If q = 2, the global criterion method is more preferable than the difference functions method. On the other
hand, the case of strict exceedance possibility is more stable, since the values of the objective functions have been
achieved as desired, for each of the two methods, and for q = 1 or 2. Thus, the decision-maker has to choose his
required possibility level α. In general, according to any of the two evaluation criteria, the case of strict exceedance
possibility is preferable to the case of exceedance possibility. Furthermore, since the global criterion method expresses
each objective function in the form of a ratio, there is no need to worry about the problem of different units of the
various objective functions, especially in real-world applications.
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