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ABSTRACT— This paper is intended to give a broad 
overview of the complex area of biomedical and their 
use in signal processing.  It contains sufficient theoreti-
cal materials to provide some understanding of the tech-
niques involved for the researcher in the field.  This 
paper consists of two parts: feature extraction and pat-
tern recognition. The first part provides a basic under-
standing as to how the time domain signal of patient are 
converted to the frequency domain for analysis.  The 
second part provides basic for understanding the theo-
retical and practical approaches to the development of 
neural network models and their implementation in 
modeling biological system 
Keywords—Biomedical Signal Processing, LPC, IEFE, 
Time Frequency, Neural Network. 
I. INTRODUCTION  
Auscultation, the act of listening to the sounds of internal 
organs, is a valuable medical diagnostic tool. Auscultation 
methods provide the information about a vast variety of 
internal body sounds originated from the heart, lungs, bowel 
and vascular disorders. The information acquired by a tradi-
tional stethoscope is, however, subjective and qualitative in 
nature since the differentiation of signals picked up by the 
sensor during manual interpretation is limited by human 
perception abilities and varies with personal aptitude and 
training. This may result in inaccurate or insufficient infor-
mation due to the inability of the user to discern certain 
complex, low-level, short duration or rarely encountered 
abnormal sounds. It is, thus, desirable to enhance the diag-
nostic ability by processing the auscultation signals elec-
tronically and providing a visual display and automatic 
analysis to the physician for a better comparative study. 
During the last decade, efforts have been made in this direc-
tion and electronic stethoscopes are now available commer-
cially with phono-cardiograph display. The usage of such 
devices, however, is less common due to the involvement of 
cumbersome instrumentation and complex/additional skills. 
Our research at CBE, UTM encompasses a more user 
friendly and quantitative approach together with automatic 
signal analysis using intelligent algorithms. 
 
 
II. FEATURE EXTRACTION OF BIOMEDICAL SIGNAL. 
 
 
Figure 1: Location of S1, S2, S3 and S4 
 
The characteristics of the heart sounds can be modeled 
as a time-varying discrete time signal 
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A. Time Frequency Analysis 
Time Frequency Signal Processing is a method and tech-
nique developed for representation, analysis and processing 
of non-stationary signals, which time and frequency are 
interrelated. Time representation, s(t), and frequency repre-
sentation, S(f), are related via the Fourier Transform. 
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Time-frequency representation represent signals in time 
and frequency which all signals information is accessible 
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and provides a distribution of signal energy versus t and f 
simultaneously which called time frequency distribution 
(TFD). TFD reveals the number of signal components, the 
time variation of frequency content of the components and 
order of appearance in time of the different frequencies 
present. 
The B-Distribution is a Quadratic or bilinear Time fre-
quency Distribution algorithm which capable to minimizing 
cross term [6] and it defined as: 
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B. Singular Value Decomposition-SVD 
SVD based technique is introduced to reduce the effect of 
noise from TFD which deal with singular matrices, or once 
which are very close to being singular. They are an exten-
sion of eigen decomposition to suit non-square matrices. 
Any matrix may be decomposed into a set of characteristic 
eigenvector pairs called the component factors, and their 
associated eigenvalues called the singular value. 
In order to extract data dynamically which decompose 
the X, TF distribution matrix of the power disturbance sig-
nals, which m x n (time x frequency) into a set of character-
istic. A singular value decomposition of an m x n matrix X 
is any factorization of the form: 
 
TX U V= Σ    (4) 
 
where U is an m x m orthogonal matrix; i.e. has orthonormal 
columns, V is an n x n orthogonal matrix and  is m x n an 
diagonal matrix of singular values with components ij=0 if 
and ij ; (for convenience we refer to the i-th singular value 
i=ii). Furthermore it can be shown that there exist non-
unique matrices U and V such that singular values 1 
2….. n0. The columns of the orthogonal matrices U 
and V are called the left and right singular vectors respec-
tively; an important property of U and V is that they mutu-
ally orthogonal [4]. 
C. Principle Component Analysis-PCA 
PCA is generally used when the research purpose is data 
reduction (to reduce the information in many measured 
variables into a smaller set of components) and it can mini-
mize the reconstruction error in the sense of least square 
error then find out the most representative feature. PCA 
seeks a linear combination of variables such that maximum 
variance is extracted from the variables. It then removes this 
variance and seeks a second linear combination which ex-
plains the maximum proportion of the remaining variance, 
and so on. This is called the principle axis method and re-
sults in orthogonal (uncorrelated) factors. PCA analyzes 
total (common and unique) variance. We can see that the 
SVD is in fact closely related to the PCA. In fact the matrix 
product U is analogous to the matrix Y defined for PCA as: 
 
Y= XV =U   (5) 
 
Because both the singular vectors defined for an SVD are 
square and have orthonormal columns their inverses are 
given by their transposes. Now the relation in Equation 4 
can be expressed X=UVT which is the definition of an 
SVD. The pairs of eigenvectors are the row in U and the 
column in V [14]. 
 
D. Instantaneous Energy and Frequency Estimate 
 
To estimate the instantaneous energy and frequency, 
the equation (1) must be in complex or discrete-analytical 
form. So that the real and imaginary part can be separated 
and calculated independently. 
 
z(n) = x(n) + jH[x(n)]       (6) 
 
Where H[] is the Hilbert transform[6] of x(n) which 
has approximately unity gain and introduce a pi/2 phase 
shift with respect to the original signal. The Hilbert trans-
form calculation method is 
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−
=
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 Where XR[m] is the DFS[6] of x(n) and the ⊗ denote 
the circular convolution technique. Thus, the complex form 
of equation (1) is 
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Instantaneous Energy- Another characteristic of ana-
lytical signal is the relationship between the signal ampli-
tude and the instantaneous energy. The instantaneous 
energy is basically representing the temporal strength of a 
time varying signal. So, refer to the analytical equation 
(4), the strength is refer to the amplitude of the signal. 
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Thus, using the signal definition in equation (8), the in-
stantaneous energy is 
Ez = z(n)z*(n) = c(n)c*(n).                       (9) 
Instantaneous Frequency- The instantaneous frequency 
is estimated using Central Finite Difference Frequency 
Estimate method (CFD-FE). Assuming high signal-to-
noise ratio, then the instantaneous frequency is obtained 
by [7] is 
fi(n) = [ ])1()1(
4
1
−−+ nn φφ
pi
                                  (10) 
The parameters of the heart sound signal are estimated 
using instantaneous energy and frequency estimation 
method. There are basically 10 of them. 
1) E2/E1-Energy ratio of S2 to S1 
2) E3/E1 –Energy ratio of S3 to S1 
3) E4/E1- Energy ratio of S4 to S1 
4) E12/E1- Energy ratio of S12 to S1 
5) E21/E1- Energy ratio of S21 to S1 
6) F2/F1- Frequency ratio of S2 to S1 
7) F3/F1- Frequency ratio of S3 to S1 
8) F4/F1- Frequency ratio of S4 to S1 
9) F12/F1- Frequency ratio of S12 to S1 
10) F21/F1- Frequency ratio of S21 to S1 
        
E. Linear Predictive Coding-LPC 
The heart signal is segmented into frames and LPC analysis 
is performed into each frame. Segmentation is to reduce the 
non-stationary characteristic of the heart sound signal. The 
Durbin’s method [8] was used to calculate the LPC coeffi-
cient. Detail LPC derivation can be found in [8, 11]. LPC 
encodes a signal by finding a set of weights on earlier signal 
values that can predict the next signal value:  
 
y(n) = a(1)y(n-1) + a(2)y(n-1) + a(3)y(n-3) + e(n)      (11) 
 
If values for a (1..3) can be found such that e(n) is very 
small for a stretch of speech (say one analysis window), 
then we can transmit only a(1..3) instead of the signal val-
ues in the window. The result of LPC analysis then is a set 
of coefficients a(1..k) and an error signal e(n), the error 
signal will be as small as possible and represents the differ-
ence between the predicted signal and the original.  
The LPC output approximation (n), depending only on 
past output samples, is 
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p is the prediction order, a(i) are the model parameters 
called the predictor coefficients, and y(n-i) are past outputs.   
 
III. CLASSIFICATION OF BIOMEDICAL SIGNAL 
 
 Neural Network 
 
The feature of pattern to be recognized is feed into input 
layer and distributed to network through hidden layer and 
finally output layer. Each node in the network operates by 
function below: 
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Wij is a weighting vector from layer under consideration, 
i to preceding layer j. θi is a network threshold and f( ) is a 
non-linear activation function. The activation function used 
is sigmoid function. The network was train by back propa-
gation. The error measure with the mean square (MSE) 
error will be used. MSE calculates the distance between the 
desired output and the actual outputs of the networks. 
Learning in back propagation is by modifying the weight 
connection between neuron to reduce learning error.  
 
Optimization of NN Back Propagation Algorithm 
 
Purpose: To optimize convergence performance of a sys-
tem, i.e: to overcome the problem of local minima get 
trapped in the valley. 
 
Steepest Gradient Descent Method 
The origin of this method is from a standard method 
called the steepest descent or also called basic dynamic 
gradient system.  The direction of the descent is derived as   
 ( ))(kk xEd −∇=                                                       (14) 
 
Conjugate Gradient Method 
The Conjugate Gradient Method (CGM) only requires a 
slight modification of the discrete-time steepest descent 
method but often enable to improve the convergence rate 
dramatically.  In CGM, the global search is performed along 
the conjugate direction; in turn this algorithm generally 
produces faster convergence compared to the steepest de-
scent.  The conjugate gradient algorithm starts with the 
search in the steepest descent direction (negative of the
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gradient) in the first iteration.  The first search direction is 
denoted as Po, where  
 
Po = -go 
 
The simplest form of CGM algorithm is 
k
)k()k()1k( Pxx η+=+  in which it represent the line 
search to determine the optimal distance to move along the 
current search direction, where  
 ( )k)k(0k PxEmin arg ηη η += ≥                                  (15) 
 
and Pk is the new search direction.  It is combination of 
steepest descent and the previous search direction. Thus,  
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The conjugate gradient algorithm can minimize a quad-
ratic function in n or less iteration than the steepest gradient 
descent method.   
 
Line Search 
Conjugate gradient require that a line search is performed 
to locate the minimum point of the approximated function. 
The Golden Section Search method is used to locate the 
initial interval where the minimum of the function occurs.  
This search is accomplished by evaluating the performance 
at a sequence of points, starting at a distance, ε.  The dis-
tance is doubled at each step along the search direction.  
This first stage search is stopped when there is an increase 
in their performance value between two successive itera-
tions; then the minimum is bracketed.   
Golden Section Search 
In this search, the step size is reduced within the interval 
containing the minimum point (the optimal global point).  
So, two new points are located within the initial interval.  
The values of these two points determine a section of the 
interval that can be discarded and replace them with a new 
pair of points within the new interval.  The procedure con-
tinues until the interval is reduced to a width less than toler-
ance (bk+1 - ak+1 < tol).  In order to find the interval loca-
tions, the interval step size is assumed as: =ε 0.075. 
 
ε
2ε
4ε
8ε
a1             b1
a2            b2
a3             b3
a4                                                    b4
x
F(x)
 
IV. EXPERIMENTAL RESULT 
 
 
A comparison of the convergence of back-propagation 
with steepest gradient descent, Quasi Newton method, and 
Conjugate gradient method is made.  The test is performed 
for a number of subjects and the overall trend showed is as 
in Figure 2. The steepest gradient descent method (sgm) 
starts at a lower SSE but settled at a higher error than the 
CGM.  The convergence of CGM has less SSE compared 
especially after 2000 epochs.  The oscillation of the sum 
squared error in the CGM (during the first 800 epochs) is 
due to the rapid adjustment made of the weights between 
layer connections in the golden section region.  
 From the literature review, the recognition rate when 
using the conjugate gradient descent is not greatly improved 
compared to using the steepest gradient descent, only that 
the convergence rate is faster when using the conjugate 
gradient descent algorithm.  In Figure 2, the curves tell how 
the search for optimal global minimum behaved for each 
type of the gradient search.  In comparison of the three 
curves: the steepest gradient descent seems to reach the 
convergence at the fastest rate, but not to the optimal point.   
  
 
IV. EXPERIMENTAL RESULT 
 
 
Results on LPC  
 
The LPC coefficient, size of window and overlapping were 
obtained through try and error. A set of experiments had 
been carried out to determine the best combination of LPC 
coefficients and size of window. Neural network architec-
ture with 4 hidden nodes, eight output nodes with learning 
rate of 0.1 and momentum term of 0.9 was used to train the 
heart diagnostic system. A series of experiments had been 
carried out to determine the best neural network parameters 
such as learning rate, momentum term and number of hid-
den node. The first experiment was carried out to determine 
Figure 2 Interval locations for conjugate gradient 
global minimum search (Golden Section Search) 
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the number of LPC coefficients for optimal accuracy. The 
neural network was fixed with 4 hidden nodes and learning 
rate and momentum term of 0.1 and 0.9. The best perform-
ance came from a window size of 18 with 18 LPC coeffi-
cients and overall of system performance of 96.7%. 
 
Table 1: Experiment on Window size and LPC coefficient 
for heart sounds 
No Window 
Size 
Overlap LPC 
coeff 
Input 
No 
Accuracy 
(%) 
1 2 98 77.42 
2 4 196 77.42 
3 6 294 83.871 
4 
8 
8 392 77.42 
5 2 96 67.741 
6 4 192 87.1 
7 
5 
10 
6 288 83.87 
13 2 48 77.42 
14 4 96 83.87 
15 
16 
6 144 77.42 
16 2 46 80.645 
17 4 96 93.548 
18 
10 
20 
6 144 77.42 
19 16 208 51.613 
20 18 234 93.548 
21 
24 
20 260 87.1 
22 18 234 96.774 
23 
18 
28 20 260 80.645 
24 26 234 90.323 
25 28 252 90.323 
26 
36 
29 261 90.323 
27 26 234 67.742 
28 28 252 87.1 
29 
24 
48 
30 270 83.87 
 
          
 
Result on Instantaneous Energy and Frequency Estimate 
 
The second experiment is carried out using IEFE method.  
This method converts the signal into energy and frequency 
representation with the respect to t he original signal. From 
the signal, 10 coefficients we selected based on the impor-
tant event of human heart which is the pumping activity of 
the heart. This coefficient is fed to neural network for clas-
sification. A series of experiment has been conducted to 
investigate the parameter of hidden node, learning rate and 
momentum term. 
 
Input Node:10, Learning rate = 0.1, Momentum term = 0.9 
. 
 
 
 
The result shows the recognition accuracy of 93.5%. IEFE 
represent the heart sound signal in term of strength and 
frequency intensity of the sound. The accuracy is slightly 
lower due to noise interference because this technique is 
exposed to a lot of noise especially when the acquisition is 
not properly done.. 
Result on Time-Frequency Analysis 
In the following experiment, the heart sound sample is 
transformed using TFD utilizing B-Distribution as a 
transformation kernel. This will result a time and frequency 
representation with the high resolution plane. In addition to 
an appropriate process, it is often essential that dimensional-
ity reduction be performed on the TFD, so that the informa-
tion is sufficiently compact for presentation to a classifier. 
The main goal of SVD technique is to ensure that as much 
relevant information as possible is preserved in as few di-
mensions as possible.  By using the time-frequency method, 
the accuracy obtained is 90% which is slightly lower com-
pared to LPC and IEFE.  
 
 
Item TFD 
Feature Dimension 256 
Training Data 50 
Testing Data 50 
Hidden Layer 20 
Learning Rate 0.05 
Momentum Term 0.1 
Accuracy 90% 
No Hidden node Accuracy (%)
1 2 77.419
2 4 93.548
3 6 93.548
4 8 83.871
Table 4: Result based on IEFE method 
Table 5: Result based on Time-Frequency  
Method 
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V. CONCLUSIONS  
 Biomedical signals are apparently random or aperiodic 
in time.  Studies have shown that random behavior can arise 
in deterministic nonlinear system with just a few degrees of 
freedom.  This give hope to provide simple mathematical 
model for analyzing physiological system. There are many 
challenges ahead and challenges questions to answer.  
Which mathematical model are we supposed to choose to 
manage this imperfect knowledge?.  How best is our knowl-
edge presentation related to the given problem?.  Biomedi-
cal signals that have been analyzed using techniques in this 
paper include heart rate, heart sound, ECG waveform.  Ab-
normalities in the temporal durations of the segments be-
tween the deflections or of intervals between waves as well 
as their relatives heights serve to expose and highlight 
physiological dysfunction.  In Biomedical engineering as 
well as in other domains imperfect knowledge can never be 
avoided.  It is a tedious and challenging task to develop an 
automatic system to provide classification or pattern recog-
nition tools to help specialist make a decision.   
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