The existence of an inertial manifold is established for the nonlinear system of equations describing the motion of a bipolar incompressible viscous fluid. In this paper we consider only the case of a spatially periodic velocity field. Existence of an inertial manifold for the model complements earlier work on the existence of compact global attractors for bipolar viscous fluids and serves to further highlight the differences between the bipolar model and the usual model based on the linear Stokes constitutive relation.
Introduction:
Bipolar viscous fluids. The theory of multipolar materials is due to Green and Rivlin [1] , [2] , who considered the constitutive equations for an elastic, nonviscous material; a model for a bipolar fluid may be found in the paper of Bleustein and Green [3] . Necas and Silhavy [4] developed a thermodynamic theory of constitutive equations for multipolar viscous fluids within the framework of the theory of Green and Rivlin [1] , [2] ; the general constitutive theory developed in [4] is consistent with the principle of material-frame indifference and the second law of thermodynamics as expressed by the Clausius-Duhem inequality. In [5] , Bellout, Bloom, and Necas expanded upon some of the consequences of the multipolar fluid model with particular emphasis on the nonlinear, isothermal, incompressible bipolar case.
The Navier-Stokes model of fluid flow is based upon the Stokes hypothesis, which restricts the relation between the stress tensor and the velocity. By relaxing the constraints of the Stokes hypothesis, the mathematical theory of multipolar viscous fluids generalizes the usual Stokes model in three important respects: it allows for nonlinear constitutive relations between the viscous part of the stress tensor and velocity gradients, it allows for a dependence of the viscous stress on velocity gradients of order two or higher, and it introduces constitutive relations for higher-order stress tensors (moments of stress), which must be present in the balance of energy equation as soon as higher-order velocity gradients are admitted into the theory.
The simplest expression for the viscous stress tv . which is consistent with the primitive conceptual idea of a viscous fluid, i.e., that tv be zero when there is no relative motion between neighboring portions of the fluid, is one of the form (see, e.g., Shinbrot [6]) tv -f(Vv, VVv,...), V ' (1. 1) f (0,0 0) = 0, where v is the velocity vector. The Stokes hypothesis consists of the simplifying assumption that, in (1.1), f depends linearly on the first velocity gradient Vv and is independent of all higher-order velocity gradients. The possible utility of considering more general relations, which allow for a nonlinear velocity-dependent viscosity, has been clearly indicated in Ruelle [7] and various theories of viscous fluid response which allow for nonlinearity in the constitutive theory, as well as the presence of higher-order velocity gradients, have been considered, e.g., in Ladyzhenskaya [8] , [9] , Kaniel [10] , and Du and Gunzburger [11] ; perturbations of the Navier-Stokes equations which incorporate higher-order velocity gradients may be found, e.g., in the papers of Lions [12] and Ou and Sritharan [13] , [14] , and the references cited therein, as well as in the book [15] by Temam. The constitutive relations for isothermal, nonlinear, incompressible bipolar viscous fluid which were introduced in [5] have the form Tij = -pSij + 2/i0(e + |e|-)~a,2eij -2/iiAeijt (1.2) Tijk = 2^1^-, (1.3) with the Tij being the (components of the) stress tensor, Tijk the first multipolar stress tensor, and p the pressure. In (1.2), (1.3) the e^-are the components of the rate of deformation tensor, i.e.
(14> while e, /.to, > 0 and a, 0 < a < 1, are constitutive parameters. Besides the presence of the multipolar stress tensor rl3k (which affects only higher-order boundary conditions), and the higher-order velocity gradients, the theory also involves a nonlinear viscosity H = /io(e+ |e|2)"a/2 (1.5) in which /iq has the form /zo = /I0ea/2 with Jl0 the usual Stokes viscosity while e has the same physical dimensions as e, i.e., t~2\ thus M = Mo(e/e + |e|2)a/2 = M0(e j + e2|e|2)"a/2, ej = e/e and ?2 = 1/e. The constitutive relation (1.2) for the lower-order stress in the bipolar model thus bears the same relation to the usual Stokes model that, e.g., the constitutive relation D = (cj + e2|E|2)E (ei,C2>0), (1.6) which is commonly employed [16] in nonlinear optics (D the electric displacement field, E the electric field), bears to the usual relation for a linear dielectric medium, i.e.,
D = eE (e > 0). (1.7)
With no having the form indicated above, viz., po = the theory represented by (1.2), (1.3) reduces, in fact, precisely to that given by the Stokes model when a = pi = 0.
The constitutive relations (1.2), (1.3) , and the condition of incompressibility, produce for the nonlinear bipolar model of a viscous fluid the following system of nonlinear partial differential equations: The first set of conditions in (1.11) represents the usual no-slip condition associated with a viscous fluid, while the second set expresses the fact that the first moments of the traction vanish on <9f2; it is a direct consequence of the principle of virtual work (e.g., Toupin [16] ). In (1.11), v represents the exterior unit normal to dfl. If O = [0, L]n, L > 0, then we are looking at spatially periodic solutions of (1.8)-(1.10); if {ej,e2,... ,en} is the natural basis of Rn then the spatial periodicity conditions are
For the initial-boundary value problem (1.8)-(1.11), Bellout, Bloom and Necas [17] , [18] have established the following result on existence and uniqueness of solutions: Theorem 1.1 ([17] , [18] For the spatially periodic problem, i.e., ( For the space-periodic version of the bipolar viscous problem in dimensions n = 2,3, with fix = 0, Bellout, Bloom, and Necas [18] (i) For |<p<2o0<a<|, in dimn = 2, or for | < p < ^ ■*=>■ -| < a < in dimn = 3, there exists a weak solution (which is probably not unique).
(ii) For p > 2 <=> a < 0, in dimn = 2, or for p > ^ O a < -in dimn = 3, there exists a unique regular weak solution (i.e., a unique solution in Lp([0, T); W/l p(fi))fl L~([0,T);W^(n)).
(iii) For p > 1 a < 1, in dimn = 2, or for | < p < | <=> | < a < g, in dimn = 3, there exists a unique Young measure-valued solution.
The results delineated in Theorem 1.2 for the spatially periodic case with /uj = 0 have also been summarized in [19] and may be compared with those obtained by Ladyzhenskaya [18] , [9] , who proved (again for Hi = 0 in (1.8), (1.9), (1-10), but in a bounded domain f2 with v = 0 on dfl x [0, T)) the existence of a weak solution for p > 1 + and the existence of a unique weak solution for p > 2 in dimn = 2, and for p > | in dimn = 3. Du and Gunzburger [11] claim to have proven the existence of a unique weak solution for the same problem in dimn = 3, in the bounded domain scenario, for p > -U-, but the proof of one of their key results appears to be flawed.
The existence proofs in [17] , [18] , [19] depend, in part, on two Korn-type inequalities as given by (ii) For v e Whp(Cl)
> fc2(fi)|v|^i,p(n) (1.14)
for some ^(fi) > 0.
The proof of part (i) of Theorem 1.3 may be found in the appendix to [17] , while part (ii) is generally attributed to Necas [20] .
Finally, we note that special examples of flows of incompressible bipolar viscous fluids have been examined in detail in [5] as well as in the recent series of papers by Bellout and Bloom on plane Poiseuille flows ( [21] - [23] ) and the study by Bloom and Hao [24] of Couette flow between rotating cylinders.
From the aforementioned existence and uniqueness theorems proven for the incompressible, nonlinear, bipolar initial-boundary value problem, in the case where jui > 0 (and we consider in dimn = 2, 3 either the associated boundary data (1.11) or the spatial periodicity conditions (1.12a, b)), it follows that the solution operator S(t) yields a nonlinear semigroup; the nature of the orbits of this semigroup, as t -> oo, has been investigated in a series of papers [25] - [27] , where it is proven that the problem admits absorbing sets BPH, a ball of radius p in H(Q), and BPH2, a ball of radius p' in = {u€ i/2(Q)|V • u = 0}. We recall (see, e.g., Temam [15] ) that a set B C H(f2) is absorbing in J C H(Q) if, for every bounded set Bo C J, 3to = to(Bo) such that S(t)Bo C B for t > tQ{Bo) with the analogous definition for absorbing sets in H%(Q).
The existence of the absorbing sets BPH and (p' depends on pi > 0 and p' -> +oo as pi -* 0+) enabled the authors in [25] to prove that the set A=f]S(t)BpHUQ) (1.15) t>o is a maximal compact global attractor for the orbits of the bipolar equations when 0 < a < 1 and pi > 0. By an attractor for the orbits of the bipolar equations we mean, of course, a set A which satisfies S(t)A -A, Wt > 0, and dist(5(i)vo, A) -» 0 as t -> oo, for all Vq in some neighborhood of A. We note that the existence of the absorbing set Bph2 enables one to deduce the uniform compactness of the semigroup S(t) for large t. In (1.17) the dependence on p\ is now explicitly displayed and both the cases pi = 0 and pi > 0 refer to the situation where dimn = 2, p > 2, and the spatial periodicity conditions apply; it is then possible to draw some conclusions about the relation between Af_ll and Ao-In fact, it is proven in [26] , [27] thus establishing the upper semicontinuity of the attractor -4Ml, with respect to the higher-order viscosity parameter //.;, when p > 2, in the spatially periodic case.
For a fixed, arbitrary > 0, with 0 < a < 1 (•£> 1 < p < 2) it has been demonstrated in [25] that Once the uniform differentiability of SMl (t) on the attractor APl, and the uniform boundedness of the linearized operators £(£;uo), uo £ Afll, have been established, it is then possible to use the framework developed by Constantin, Foia §, and Temam (see, e.g., [15] , [28] , or [29] ) in order to deduce upper bounds for both the Hausdorff and fractal dimensions, d//(^Ml) and dp{Alll), respectively, of the global compact attractor it is, in fact, shown in [25] that for 0 < a < 1 (<;=> 1 < p < 2) and > 0, in space dimn = 3, dyi(A^) < k and dp{A^J < 2k, with k the first positive integer such that
In (1.23), m(f2) is a generic constant arising through the implementation of various embeddings and interpolation-type estimates, |f|oo = |f|L~([o.oo):L2(n))i -^1 is the smallest eigenvalue of -A on f2, and A -> 0 as /.i\ -> 0.
The same type of analysis as that referenced above has been used for the bipolar problem (/xi > 0) in both dimn = 2,3, when p > 2, to establish upper bounds for dniAfj J and dp(A^1) which are in fact independent of Hi; such a procedure for the case /.ti = 0, p > 2, even in dimn = 2 with the spatial periodicity conditions, does not appear possible, as it does not seem to be true that So(t) is uniformly differentiable on the attractor ^40. Furthermore, even though the bounds obtained for d# (*4Ml) and dp(Alll) are independent of /ii > 0, the upper semicontinuity result represented by (1.18) is not strong enough to enable one to deduce an upper bound for, say, dniAo) by looking at the limit limMl_»0+ of the relevant upper bound for dn(AIX]); this problem of determining upper bounds for the Hausdorff and fractal dimensions of the global attractor Ao for the non-Newtonian (/zi = 0) problem, when p > 2 (even in space dimn = 2 with the assumption of spatial periodicity), appears to still be open and is the subject of current work by Malek and Necas [30] . Another open problem in the dynamical systems approach to the large time behavior of solutions of the incompressible bipolar equations is that of the existence of an inertial manifold; it is on that problem that our attention will be focused in this paper.
The concept of an inertial manifold for dissipative nonlinear evolutionary equations appears to have been introduced in Foia §, Sell, and Temam [31] . Formally, an inertial manifold is a finite-dimensional attractor which attracts exponentially all orbits of the (1-24)
The convergence indicated in (1.24) holds Wo G I?(A1/4), where A is the linear selfadjoint positive operator associated with the highest-order derivative terms in (1.8); in fact, (1.24) holds Vvo € Hper(Sl,) and the rate of decay is uniformly exponential in (1.24) for v() in bounded sets of V(A^4) with M. C V{A1//4). In the next section we will specify the structure of the operator A and recast the problem (1.8)-(1.10), (1.12 a,b) as an initial-value problem for a nonlinear evolution equation in the Hilbert space Vper(fi), H = [0, L]n, n = 2,3. In §3 we provide a broad and specific outline of all the key results to be proved in subsequent sections, culminating in the theorem which implies the existence of an inertial manifold for the bipolar problem. The subject of inertial manifolds for dissipative evolutionary equations has attracted considerable interest since the initial work by Foia §, Sell, and Temam [31] , and there is now an extensive literature. We may refer the interested reader to the monographs [32] , [33] as well as to the recent papers [34] - [49] ; many of these papers deal with efforts to construct inertial manifolds for the Navier-Stokes equations or some ad hoc regularization thereof (i.e., an approximate inertial manifold). A critical discourse on the use of approximate inertial manifolds for the Navier-Stokes model in the modeling of turbulence phenomena may be found in the paper of Heywood and Rannacher [49] . For related work on the existence of attractors for nonlinear evolution equations, and estimates of their dimension, with a particular emphasis on problems arising in viscous fluid flow (including turbulence), we may direct the reader to the excellent surveys by Temam [15] , Hale [50] , and Babin and Vishik [52] , as well as to the recent papers [56] - [62] .
Formulation
of the problem in Hilbert space.
We begin by explicitly writing out the system of equations in the form
In (2.1) we have set a = 2 -p, with 1 < p < 2 for 0 < a < 1, have denoted the pressure field by p, to distinguish it from the index p, and have, without loss of generality, set the constant density p = 1. We are considering the system (2.1), coupled with the incompressibility constraint (1.9) and the initial data ( Using the Fourier transform, it is a straightforward exercise to show that there exist constants ki,k2 >0 such that
Therefore, we have the equivalences
For the space-periodic problem it is easy to show that the eigenvalues of A have the form o_4 Ak = -|k|4, k (2.14)
for n = 2,3. An extended discussion of the eigenvalue problem (2.7) may be found in the Appendix.
We now set, for e = e(u),
[APu]i = |^"[(e + lel2)(p~2)/2ed> i = l,...,n, (2.15) 16) and 
In §3 we will map out the steps that are involved in proving the existence of an inertial manifold for (2.18), (2.19).
3. An outline of the basic methodology. We delineate, in this section, the sequence of results that will lead to the proof of the existence of an inertial manifold for the initial-value problem associated with the evolution equation (2.18) in the Hilbert space Vper. The basic ideas are as follows: I. We first prove a Lipschitz property for the nonlinear map R(*); in fact, we will show that R(u) is Lipschitz on bounded sets of D(A1/4) with values in D(A-1/4), i.e., for M > 0, 3Cm > 0 such that 
We remark in passing that an L2 version of the squeezing property expressed by (3.4), (3.5) also holds relative to the orbits of the semigroup generated by (2.18), (2.19) but is not well-adapted to the proof of the existence of an inertial manifold; the L2 version of the squeezing property for the (space-periodic) bipolar problem has been established by the authors in [68] .
III. From the analysis in [25] it follows that there exist absorbing balls in Hper, D(A1//4), and Vper which attract all the orbits of (2.18), (2.19). We will want, however, in the subsequent discussion to restrict our attention to the dynamics inside an absorbing ball Bri C £)(A1/4); to this end we shall introduce the smooth cut-off func- 6) [O'COI <2, £ > 0, and then set ©ri(?~) = 0(r/ri). We then modify (2.18) and consider, in its place, the evolution equation^
It is not difficult to prove the existence and uniqueness of solutions to (3.7), (2.19) with Uy £ -ffpen in addition, we will show, in §6, that the ball Br2, = 2rj, is an absorbing set (for the orbits of (3.7), (2.19)) in D(A1/4); it is also proven, in §6, that after a sufficiently large time t*, the dynamics of the original equation (2.18) V. We next specify a mapping T which associates with each </> G Hb.i a function T</> defined on P^£)(A1/4); the mapping T arises in the following manner: (i) We apply the projections P/v, Qn to the modified equation (3.7) to obtain evolution equations for p = P/vu and q = Q\U of the form
where F(u) = Ori (|A1//4u|)R(u).
(ii) Next, we choose 0 £ Hb,i and po G Pa<-D(A'/4) and consider p = p(i) as determined by the initial value problem
i.e., p(t) = p(t; <p, po). VI. Once the mapping T has been specified, the task at hand will be (i) to prove that for Aand -A^2 both sufficiently large
with T a strict contraction on Hb,i, and then (ii) to prove that the manifold M defined by the graph of the (resulting) fixed point 0o of T is an inertial manifold for the bipolar problem. The manifold, M, as defined above, will be a finite-dimensional Lipschitz manifold by virtue of the definition of Hb,i.
Remark.
Because it is known for the space-periodic problem that the eigenvalues of A have the form (2.14) for n = 2,3, the requirements that both A^2 and aJ/2j -Aj/2 be sufficiently large are easy to satisfy for dimn = 2, but for dimn = 3 the spectral gap condition is only satisfied for large n\.
In §6 we will establish the content of part (i) of VI, above, by proving the following result: Remark.
As a consequence of (3.26), T0 G . It is proven in Lemma 6.6 that the ki, i = 1,2, in the statement of Theorem 6.1 may be chosen so that when (i) and (ii) of Theorem 6.1 are satisfied, so is (3.25). The final lemma in this series actually serves to establish Theorem 6.1, i.e., Lemma 6.6. For 0 < I < 1, if (i) and (ii) of Theorem 6.1 hold with h = 2M2(1 + Or1, fc2 = 2M2(2e"1/2 + I), (3.29) then aN > 0 (with as defined by (3.25)), /' as given by (3.27a,b,c) satisfies I' < I (so that, by virtue of (3.26), T4> E Hb.i), and L < | (so that, in view of (3.28), T is a strict contraction on #&,/).
The content of part (ii) of VI, above, is established in §7. In fact, to show that the graph A4 of the fixed point 0o of T is an inertial manifold we essentially need to prove only that M attracts exponentially all orbits of 5Ml(f); as was previously indicated, the fact that A4 C D( A1/4) is a finite-dimensional Lipschitz manifold follows directly from the definition of Hb,i and the invariance of M under 5Ml(i), W > 0, and is relatively easy to establish. In addition, the fact that M. attracts exponentially all orbits of the evolution equation (2.18) will follow once we prove, in §7, that M. attracts exponentially all orbits of the modified equation (3.7), and this requires a squeezing property for the modified equation (3.7); from this squeezing property we will obtain, in §7, the following result:
Theorem 7.1. Let M be the graph of the fixed point (po of T, whose existence is implied by Theorem 6.1 and the completeness of the space Hb,i with respect to the norm specified in (3.11). Then 3to > 0 such that for Uo E D(A1/4) and t < to dist(5Ml (£)u0, M) < exp ( --In2 ) dist(uo,A^). (3.30) \ 2<o J
In the next section we will begin working our way through the program described in steps I-VI by establishing the Lipschitz property (3.1) for solutions of the initial-value problem (2.18), (2.19). The proof of Theorem 5.1 hinges on a key lemma which we will establish first. Consider two different solutions u and v of the initial-value problem (2.18), (2.19) corresponding to the initial values Uo,v() 6 D{A1/4), where f 6 L2(Qr), Qr = S7 x [0,T). We set w(t) = u(t) -v(i) and study the behavior of the quotient q(t) = |A1/4w(0|2/|A"lpw(t)|2. |A~'/4w(t)|2 ~ |A~'/4w(t)|2 6 r ~ (5 '5) for 0 < t < t < T. where for the last estimate we have used the arithmetic-geometric mean inequality. We now avail ourselves of the Lipschitz property (3.1), which is valid for u,v £ D(A1/4) satisfying |A1//4u| < M, |A1/4v| < M for M > 0; employing (3.1) in the last estimate in (5.11), and making use of the definition (5.2) of q(t), we find that §<--ClU (5.12) at ii\ where Cm is given by (4.21). Integration of (5.12) from r to t yields (5.5) with C3 = C27. The lemma is proved. □ We are now in a position to establish the squeezing property for S)J1:
Proof of Theorem 5.1. We begin by taking the scalar product in L2 of (5.8) with A_1/2w; using the Cauchy-Schwarz inequality and the Lipschitz property (3.1), we obtain
with Cm given by (4.21) . Employing the arithmetic-geometric mean inequality, we are The determination of T depends on the behavior of solutions of the modified equation (3.7), to which we will turn our attention first, and is detailed in part V of the procedure outlined in §3, culminating in the explicit expression (3.21).
As was previously indicated in §3, it is a straightforward matter to prove the existence and uniqueness of solutions to the modified initial-value problem (3.7), (2.19) for Uq G Hper. The absorbing property of the modified equation may be easily demonstrated by taking the inner product of (3.7) with A1/,2u; for |A'/4u| > 2r\ we obtain Therefore, if |A1/4Uo | > r-2, where > 2ri, the orbit u(t) will converge exponentially in D(A:/4) to the ball Br2, while if |A'/4u0| < v2, then u(t) will stay inside the ball BT2 for all t > 0. However, 0ri(|A1/4u|) = 1, for |A1/,4u| < ri; so the original equation (2.18) and the modified equation (3.7) are identical in a neighborhood of the global attractor and the dynamics of (2.18) are exactly represented by those of (3.7) after a sufficiently large time. We begin the proof by letting </> be a fixed but arbitrary element in Hb.i and pi = pi (t), p2 = p2(t) solutions of the initial-value problems r^+2mApi
+ P"F(Ul) = 0,
I pi(0) = poi, j^+2",Ap2 Prom (6.14) we easily deduce that, for r < 0, |Al/4p(r)| < |A1/4p(0)| exp(-t[2^iAat + M2(l + (6.15)
Next, using the Lipschitz condition relative to F(u), which is implied by (3.1), we estimate as follows: serves to establish (3.26) with l' given in (3.27 a,b,c). □ Proof of Lemma 6.5. We now want to establish that with an again given by (3.25) , and assumed (*for now) to be positive, the estimate (3.28) holds for <fo,(fo G Hb,i and Po £ PjvZ)(A1/4), provided L, in (3.28) , is given by L = ^<2e-"V+/,2-^"V).
We begin by setting Pi = p(ij Po), u, = p; + <j>i(p^ (6.22) for z = 1,2, and p = pi -p2-For p(t) the initial-value problem (6.11) is again applicable, and, thus, so is the first estimate in (6.12). However, if we once again make use of Lemma 6.2, i.e., of (6.4b) as well as (6.5 Assuming that (6.29a) holds or, equivalently, that 2nir)i2 + kiX^H < 2fii, (6.36) we find that (6.35) holds, i.e., kiXN_h -2/ii + 2/xirjy + ^2(1 + OAjv+i rjv < kiXpj^ -2m + 2mrN + kiXjy^ r J (6.37)
< kiX^i -2m + 2mr^2 < 0.
However, it is easily seen that both (6.31) and (6.34) are direct consequences of the spectral gap condition (6.29a). Thus if (6.29a) holds, then both cr^ > 0 and V < I. The precise sequence of steps delineated above may be ordered as follows:
(i) (6.29a) =>-(6.31) => I' < I if (6.33a) and (6.33b) hold.
(ii) (6.29a) =*» (6.34) <=> (6.33a).
(hi) (6.29a) (6.36) => (6.35) (6.33b).
Finally, in order to show that L < 1, so that T is, in fact, by virtue of the estimate (6.28), a contraction map on the complete metric space Hb,i, it suffices to demonstrate that L = ||(2e~1/2Aw+* + AwV2r) <; I (6'38)
Since V < I, however, and A^j > X1^2, by virtue of the hypothesis (6.29b) and the explicit form of k2 as given in (3.29) . This completes the proof of Lemma 6.6 and, as a direct consequence, the proof of Theorem 6.1 as stated in §3. □ 7. Existence of the inertial manifold. In this section we will complete the proof of the existence of an inertial manifold for the bipolar viscous equations by demonstrating the validity of Theorem 7.1, as stated in §3. As a consequence of Theorem 6.1, we know that the mapping T is, in fact, a (contraction) map of the complete metric space Hb i into itself provided (6.29a,b) hold with ki,k'2 given by (3.29); thus T has a fixed point 4>* G Hbj, and we want to show that JV[ = graph <p* is the required inertial manifold. From the definition of Htj it should be clear that A4 is a finite-dimensional Lipschitz manifold, and it is an easy exercise to show directly that M is invariant under the action of the solution operator S^^t), i.e., S/l} (t)M C A4. Therefore, to complete the proof that JA is an inertial manifold for the bipolar viscous equations it suffices to show that M. attracts exponentially all orbits of the modified initial-value problem (3.7), (2.19), i.e., that, for u0 £ D(a1-74), 3 to > 0 such that for t > to the estimate (3.30) applies; this will be accomplished by making use of the squeezing property for the orbits of (3.7), (2.19 ).
Proof of Theorem 7.1. We begin by noting that it is a straightforward matter to establish a squeezing property for orbits of the modified problem (3.7), (2.91) which is entirely analogous to the one proven in Theorem 5.1 for the initial-value problem (2.18), (2.19); more specifically, for solutions u(t),\r(t) of (3.7), (2.19) satisfying Choosing M > 0 (in the statement of the squeezing property for the orbits of (3.7), (2.19)) to be M = r2 + b, we apply the estimates recorded in (7.4), (7.5) to S'Ml(ii)u() and S'Ml(iti)vo, with to < t\ < 2tq: if (7.5) applies, then
On the other hand, if (7.4) holds, then we have the following sequence of estimates:
(7-12)
Taking I = | in the last estimate, we find that dist(5f/il (ti)u0, M) < i|A~1/4(5,AI1(<1)u0 -S^(ti)v0)| < \ ■ 2jA"1/4(u0 -v0)| < \ dist(u0, M), (7.13) for to < ti < 2to-Iterating upon the procedure delineated above, we have, therefore, for to < h < 210,
as n -* oo. For arbitrary t > to we may write t = nt\ for some t\, to < ii < 2t0, in which case dist(SMl (£)u0, M) < (^)ndist(u0, A1) . 2irn2 2ttti3 J3{xi,x2,x3) = cos-xisin-z2cos-x3, , , \ 2-irrii . 2nn2 . 2ttti3 Ji{x I,x2,x3) = cos -j~x 1 sin -j~x 2 sin --x3, , , . 2im\ 2im2 2im3 f5(xi,x2,x3) = sin -j-x 1 cos ~-j-x2cos -r~x3, , . , . 27m! 2ttti2 . 2im3 j6(xi,x2, x3) = sin -jj~x\ cos ~j^X2 sin "T-,
27rni
. 2ixn2 27rn3 j7{x\,x2,x3) = sin ~~j^~X\ sin -J^~x2 cos -x3, , , . 27rni . 2irn2 . 2ttn3 fs{xi,x2,x3) = sm-j-xism-j-x2sm-jr-x3.
By direct calculation, (A3) and (A4) lead to dui 2im\ -niCn -n2C26 -n3C;u -0.
Since (All) is a homogeneous system of eight equations in twenty-four unknowns, it follows that (167r4/L4)(n\ + n\ + n|) is an eigenvalue of A with sixteen corresponding independent eigenfunctions of the form given by (A3), (A4). Next, if n\ =0 but n^+n^ 0 , then by virtue of (^3) we will have /5 = /6 = fi = fs = 0. By virtue of (A9), V-u = 0 now implies that , -n2C22 ~ n-iCxi = 0.
Therefore, as a consequence of (A9) and (A12) it follows that, with n 1 = 0 and n2 + 713 70 , (I67r4/L4)(nf + n2 + n3) is an eigenvalue of A with eight corresponding independent eigenfunctions of the form (A3). In an entirely analogous manner we can show that if n2 = 0, n\ + n3 7^ 0, or n3 = 0, rii,n2 ^ 0, then (167r4/L4)(nj + n2 + n3) is still an eigenvalue of A with eight corresponding independent eigenfunctions of the form (A3). the validity of the spectral gap condition is a consequence of standard known results on the difference of consecutive numbers which can be expressed as the sum of squares of nonnegative integers, e.g., [63] ; in fact, as a consequence of such results it follows that, for the bipolar problem, condition (i) of Theorem 6.1 is satisfied, in dimn = 2, for arbitrary fii > 0, if is sufficiently large, but in dimn = 3 only when n\ is sufficiently large.
