Discovering workflow patterns in event-logs is important for many organizations to understand and optimize organizational processes. Although numerous algorithms have been proposed in the literature to discover patterns in sequences of symbols, most of them are inadequate to discover patterns in rich event-log data. In this paper, motivated by the analysis of patient pathways in the health domain, a rich type of event logs, called activity-cost event logs, is considered where each event is associated with a cost. The paper formalizes the problem of mining interesting low-cost patterns in these logs by combining novel concepts of penalties (activity costs) and consistency of patterns, with traditional measures of confidence, length, and time. Furthermore, to extract these patterns efficiently from event logs, an algorithm named TWINCLE (Time-WINdow, Cost and LEngth constrained sequential rule mining) is proposed. Experiments carried out on benchmark datasets and real-life healthcare event logs show that proposed algorithm is efficient and can discover interesting patterns.
Introduction
Analyzing workflows is a key issue for managers of medium and large organizations. A workflow is a model that represents the tasks that are performed to attain a given organizational goal. Modelling a workflow or analyzing its characteristics is useful to improve the efficiency of organization processes, as many workflows can be designed to achieve the same goal, each offering various advantages and disadvantages. Traditionally, modelling or analyzing workflows has been done by hand. Humans have either planned workflows in advance or manually observed workflows to model and understand organizational processes. However, this approach has the drawback of being very time consuming and difficult, especially for analyzing complex processes.
Recently, a key research area has thus emerged, which is to use data mining techniques to automatically analyze event logs to gain insights on organizational processes. An event log stores events related to a process execution such as the trace identifier (the ID of the process instances), the activities (the different steps of the process), and the timestamps (the execution time of each step). Albeit several studies have been conducted on workflow analysis, most of them have considered simple event log models, which ignore the fact that real-life logs often contain rich information.
Among the various types of event logs, this paper is interested by a common type of rich event logs, where each recorded activity (event) is annotated with a cost. In the following, this type of logs is called activity-cost event logs. An important task on this type of logs is to identify the workflow patterns having low costs to provide the user with information that can be used to reduce the overall costs of processes. There is a need to discover such patterns in many domains. As a motivating example, this paper considers the analysis of patients pathways in the healthcare system, where the cost can be measured in terms of factors such as the amount of money spent on medical tests, and the total time required to treat a medical condition. In this domain, discovering low-cost patterns is critical to enhance healthcare services, especially given that today's hospital information systems store a huge amount of data that medical experts cannot process efficiently. In fact, various well-known challenges could be tackled with an efficient data processing system, such as the reduction of length of stay and disease detection 16 . Although discovering low-cost patterns in activity-cost event logs is desirable, it is quite challenging because many factors must be taken into account, including the cost, ordering of events, and time constraints. In the last decades, numerous techniques have been designed to discover interesting patterns in databases such as frequent patterns 1, 2 , association rules, sequential patterns, sequential rules 3, 9, 20 , and high-utility patterns 6, 18, 19 . However, to our knowledge, none are appropriate to discover low-cost patterns in activity-cost event logs.
To address this important research gap, this paper proposes a novel algorithm named TWINCLE (Time-WINdow, Cost and LEngth constrainted sequential rule mining). The major contributions of this paper are threefold. First, this paper formalizes the problem of mining interesting low-cost patterns in activity-cost event-logs. It generalizes previous work on sequential rule mining by combining novel concepts of penalties (activity costs) and consistency of patterns, with traditional measures of confidence, length, and time. Considering these criteria is essential to extract meaningful patterns in domains such as the healthcare domain. Second, because mining low-cost sequential rules in activity-cost event logs is difficult, an efficient algorithm named TWINCLE is proposed. This algorithm relies on a novel Cost-table structure to store information about patterns, and novel cost-based, confidence-based, and timewindow based pruning strategies to reduce the search space. Third, an extensive experimental study has been carried out. The performance of the algorithm was assessed on standard pattern mining benchmark datasets. Moreover, the algorithm was applied on 23,168 traces from an healthcare event logs of the University Hospital Center of Clermont Ferrand, France. Results have shown that the proposed algorithm is efficient and is an appropriate solution to discover low-cost pattern in healthcare data.
The rest of this paper is structured as follows. Section 2 reviews related work on event logs and pattern mining. Section 3 defines the problem of mining activity-cost event-logs with constraints. Then, section 4 presents the TWINCLE algorithm. Finally, section 5 presents an experimental study with different logs, and a conclusion is presented in section 6.
Related Work
Frequent Pattern Mining (FPM) is an important data mining problem widely addressed, whom the purpose is to extract frequent sequences of items in large databases. To discover useful workflow patterns in event-logs, we have considered using types of patterns proposed in previous work 1, 2 . To mine ordered patterns in sequences of symbols, a popular task is Sequential Pattern Mining (SPM) 3, 9, 20 , which consists in discovering frequent subsequences.
In CloSpan 17 , the authors introduce an algorithm based on sequence trees. Moreover, it addresses the issue of reducing the number of pattern extracted by focusing only on closed patterns. SPAM algorithm 4 , uses a depth-first strategy also based on sequence trees. It implements a bitmap representation of the dataset that enables efficient evaluation of itemsets frequency. To overcome the candidate generation-and-test combinatorial explosion known about a priori-like algorithms, PrefixSpan 14 uses a database-projected pattern-growth approach. It allows for fewer scans of smaller projections of the original dataset.
However, an important limitation of SPM is to ignore the relative importance of activities. To address this issue, High-utility Mining (HUM) was defined 6, 18, 19 . It considers the profit generated by each item (symbol) in sequences to find patterns having a high profit.
Other extensions of SPM have also been proposed to consider other constraints such as a time window 12, 13 . But in general, combining multiple extensions/constraints is challenging as algorithms become more complex, and if algorithms are not carefully designed, it may result in incomplete or inefficient algorithms.
Another important limitation of SPM is that it does not assess the confidence that patterns are valid, i.e. that some activities are likely to occur after some other activities. The main alternative to SPM that considers confidence is called Sequential Rule Mining (SRM) 7, 8, 11, 15, 21 . Among the several papers addressing this problem, two main types of sequential rules have been studied. Partially-ordered sequential rules (POSR) are a specific type of sequential rules, where activities in the antecedent and consequent of a rule are unordered, unlike standard sequential rules (SSR), where the order matters 7, 21 . Although sequential rules have many applications, none of the existing algorithms met the requirements of finding low-costs workflow patterns.
First, as many mining algorithms, HUM algorithms are based on a metric-maximisation strategy; i.e. extracting the patterns/rules with the highest utility. In this paper, we aim to reduce the cost of pathways. So we need to extend the HUM problem to a metric-minimisation strategy; i.e. extracting the patterns/rules with the lowest utility, and thus introducing new challenges.
Second, recent work tend to rather use POSR. In addition to being more efficient for prediction, their evaluation is often faster than SSR. However, this paper is more interested in SSR since items ordering has a clear signification in the healthcare domain. In fact, the order that a specific patient executes different activities has a great influence on their medical signification.
Finally, the time is a main factor when dealing with patients pathways 10 , and constraining the length of patterns enables the extraction of more relevant rules. Previous work dealt with such constraints, but to the best of our knowledge, none of them is designed to consider these constraints together alongside SSR. This paper intends to fill this gap. Moreover, we introduce a novel concept of rule consistency to extract more interesting rules.
Problem definition
To meet the challenges of mining useful patterns in activity-cost event-logs, this section generalizes the SRM problem by considering costs, rule consistency, time and length constraints. This novel problem definition is motivated by our experience in analyzing event-logs from the health domain. Definition 1. Activity-cost Event log: Let A = {a 1 , a 2 , ..., a n } be a set of n activities. An event e = (a, t, c) is a n-uple where a is an activity belonging to A, t is the timestamp of the event and c is the cost of the activity. We define a(e i ), t(e i ) and c(e i ) as the activity, the timestamps and the cost of the event e i , respectively. A trace σ = {tid, e 1 , e 2 , ..., e l } ⊆ E is an ordered set of l distinct events, where E is the set of all events, and having an identifier tid ∈ {1, 2, ..., m}. An event log L = {σ1, σ2, ..., σm} is a set of m traces.
A trace (tid excluded) can appear several times in a log, but an event cannot appear more than once in each trace. To be able to distinguish between each occurrence of an activity in a trace, an additional restriction is that two occurrences of the same activity in a trace must be labeled differently. Thus, an activity a i can be included in at most one event per trace: a(e i ) a(e j ) ∀e i , e j ∈ σ k , e i e j . Hence, for a given trace, the cost c(e i ) of an event e i can be simply denoted as the cost c(a) of the activity a contained in e i .
We define π p (σ) the projection of the trace σ over the property p. For e 1 = {admission, 2012-08-02T20:00:00, 100}, e 2 = {discharge, 2012-08-02T20:35:00, 50}; σ 1 = {1, e 1 , e 2 }, then π activity (σ 1 ) = admission, discharge . In the remaining of the paper, we will refer to a trace by its activity projection.
The first table in Figure 1 represents a log containing four traces, where each trace σ tid has an identifier tid, and the notation t i is used to denote timestamps of activities. The second table in 1 indicates the cost of the different activities. In this example, the log contains four traces: a,b,c,f,g,e , a,d,c,b,e , a,b,f,e , a,b,c,f,g . Definition 2. Standard sequential rule: An activity-set A x = {a 1 , a 2 , ..., a n } ⊆ A is an ordered list of activities. A standard sequential rule r: X → Y (simply referred as r) is a relationship between two ordered activity-sets X, Y ⊆ A such that X ∩ Y = ∅ and X, Y ∅, where every activity in Y has to occur after every activity in X. We will further refer to these rules simply as sequential rules or rules. The activity-set X is the antecedent of the rule and the activity-set Y the consequent of the rule. Let Ω(r) be the union set of X and Y in r, Ω(r) = X ∪ Y. To stay generic, we define this set Ω(r) = {ω 1 , ω 2 , ..., ω n } and will further refer to it as the complete activity-set of a rule.
Applied to event logs, a rule r:X → Y suggests that the execution of an ordered list of events composed of the activities in X, will imply the execution of an ordered list of event composed of the activities in Y. A trace σ contains a rule r (r ⊆ σ) if the complete activity-set of r is a subset of σ (Ω(r) ⊆ σ); i.e. if every activity in r appears in σ and in the same order.
Definition 3. Sequential rule size: A rule r: X → Y is said to be of size k*m if |X| = k and |Y| = m. Furthermore, a rule of size f*g is said to be larger than another rule of size h*i if f > h and g ≥ i, or alternatively f ≥ h and g > i.
Definition 4. Support: The support of a rule r in an event log L is defined as sup L (r) = |tra(r)| / |L|, with tra(r) the set of traces containing r. We define minsup the threshold above which a rule has to be considered frequent.
Definition 5. Confidence: The confidence of a rule r in an event log L is defined as conf L (r) = |tra(r)| / |ant(r)|, with tra(r) the set of traces containing r and ant(r) the set of traces containing the antecedent of r. We define minconf the threshold above which a rule has to be considered valid. In the same perspective as the TRuleGrowth algorithm 8 , we want to consider a time constraint. It is relevant to say that in healthcare field, if the activities in X and Y are too distant in time, their relation might not be interpreted the same way than if they were close in time. Thus, to have a useful medical insight, a rule has to be included in a time frame.
Definition 7. Time-Window: Let t beg (r,σ) and t end (r,σ) be respectively the timestamps of the first and last event of the rule r in the trace σ. Let tw(r,σ) be the generic time duration of a rule r in a trace σ, with tw(r,σ) = t end (r) -t beg (r). Let tw max be the upper-bound value for the time window measure, below which a rule has to be considered valid. A rule r is time-valid if tw(r,σ) ≤ tw max .
Similarly to High-Utility Mining (HUM) algorithms that distinguish two rules according to the profit of the items they contain, we want to include in our approach this notion of item's value. In this paper, we adapt the high-utility concept (i) to activities in an event log and (ii) use these values as penalties rather than profit. Each event e ∈ E is associated with a positive number, indicated by its cost in the log. Moreover, unlike traditional utility mining algorithms, we decided to include time property in the cost measure. This is a novelty designed for meeting the challenges in Healthcare, where it is crucial to minimize both cost and time.
Definition 8. Overall cost of a rule: The overall cost of a rule is composed of the sum of the cost of every event in the complete activity-set of the rule, and the time duration of the rule over the trace. In this context, we define a coefficient k, used to weight the importance of each property. Let oc(r, σ) be the overall cost of the rule r in the trace σ, ω i ∈ Ω be an activity in the complete activityset of r. oc(r, σ) = [
For example, let k=2, {a, b} → {f, g} be a sequential rule r. Then based on the log and the utility table presented in Figure 1 , oc(r, σ 4 ) = [2+5+4+2] + 2.[6-1] = 13 + 10 = 23.
As we want to measure the average cost of a rule r in a log L, we define oc(r,L) as the average cost of a rule r over the log L, with oc(r,L) = σ∈tra(r) oc(r,σ) |tra(r)| Definition 9. p-projected cost of a rule: We defined π p (oc(r,L)) the projection of the overall cost of the rule r in the log L over the property p. For example, for r:{a} → {c}, π time (oc(r,L)) = 4.66 and
The objective of our approach is to extract rules having the lowest overall cost. Thus we define oc max the upperbound for the overall cost measure, below which a rule has to be considered valid. This paper is motivated by the will to give practitioners insight on which pathways seem to cost less. Therefore, a rule should have more or less the same cost independently of the trace containing it. To meet this requirement, we use a consistency metric called the coefficient of variation, to select only reliable rules. ,L) ) . The time-projected overall cost is chosen over the overall cost for both the standard deviation and the average because i) the cost of activities doesn't impact the variation of the overall cost of a rule in different traces and ii) rules with higher cost would be allowed to have a higher time variation. We define cv max the consistency threshold under which a rule has to be considered valid. The interesting aspect of this consistency requirement is that it could easily be reversed (cv(r, L) > cv max ). In this case, we would allow the extraction of unstable rules, from the cost point of view, and would give insight of which ones seem to be uncontrolled by the hospital and might be worth redesigning.
Definition 11. Length: By searching for low cost rules, we will tend to extract a lot of small rules, which will be for most irrelevant. To ensure the insterestingness of the rules, we have to define µΩ as the minimum size the complete activityset a rule r (Ω(r)) has to have to be valid considering the domain of application.
Definition 12. Problem of low-cost sequential rule mining: Let minconf ∈ [0, 1] and tw max , oc max , µΩ(r) ∈ R + be thresholds set by the user, and L be an event log. A rule r is a time and length constrained low-cost sequential rule if r is frequent and valid in a log L (i.e fulfills all constraints mentioned above). The overall cost metric as defined in this paper is not anti-monotonic. Indeed, let t be an expansion of a rule r. Then oc(t, L) can be lower, equal or higher than oc(r, L). This means that we cannot naively prune the search space without loss. Thus, the problem of mining low-cost sequential rules is difficult to solve.
The TWINCLE Algorithm
In this section, we introduce the TWINCLE algorithm. It was developed in the spirit of PrefixSpan or HUSRM algorithms 14, 21 in the sense it aims at reducing the size of the database and performing fewer scans on it, and using a pattern-growth approach. In subsection 4.1, we present the main optimizations developed to speed up the algorithm and detail the pseudo code in subsection 4.2.
Main optimizations
We introduce a new structure called cost-table used by TWINCLE to quickly calculate the cost of rules. It is derived from the utility-table introduced in 21 . It is defined as follows.
Definition 13. Cost-table :
The cost-table of a rule r in a log L (ct(r)) is defined as the set of tuples such that there is a tuple (tid, oc, end(X), beg(Y), end(Y)) for each trace containing r (∀σ tid ∈ tra(r)). oc represents the overall cost of r in σ tid . end(X) is the index of occurrence of the last activity of X in σ tid , beg(Y) is the index of occurrence of the first activity of Y in σ tid and end(Y) is the index of occurrence of the last activity of Y in σ tid . These indexes will be used to speed up the scan of traces for expansions, thus avoiding activities before end(X) and after beg(Y) for left expansions, and activities before end(Y) for right expansions.
The objective in this paper is to search for low-cost sequential rules. To reduce the space search, we need to know when any expansion of a rule will never meet the cost constraint. To perform such pruning, we introduce the cost-projected overall cost pruning strategy, defined as follows. Property 1. Cost-projected overall cost pruning: Let r : X→Y be a sequential rule and L the log from which the rules are extracted. If the cost-projected overall cost of r is strictly higher than the cost threshold (π cost (oc(r,L)) > oc max ), then r and any left or right expansion of r will have an overall cost higher than the maximum overall cost limit. As it includes only the cost value of the events contained in the rule, the cost-projected overall cost is a lower bound of the overall cost: π cost (oc(r,L)) ≤ oc(r,L).
Property 2. Minimum cost pruning: Let σ i ∈ tra(r) be the trace having the lowest overall cost; i.e. σ i = min(tra(r)). If oc(r, σ i ) > oc max , then r and any extension will have an overall cost higher than oc max . This is simply explained by the fact that the minimum value of a set is the lower bound of the average of that set.
As we perform successive left and right expansions, we can use the support-based anti-monotonic property of the confidence as a second optimization to avoid right expansions and prune the search space. We define this confidencebase pruning property as follows.
Property 3. Confidence-based pruning: Let r: X→Y be a sequential rule. If the confidence of r is lower than the confidence threshold (conf L (r) < minconf), then any sequential rule t built from a right expansion of r (t: X→Y∪{a}, ∀ a ∈ A) will have a confidence lower than the confidence threshold (conf L (t) < minconf).
Proof. The support of an activityset A x is equal or higher than the support of any of its superset
. Let r and t be sequential rules, with t built from a right expansion of r. The complete activityset of t is a superset of the complete activityset of r (XY ⊆ XY∪{a}, ∀ a ∈ A). Thus the support of r is higher of equal to the support of t (sup L (XY) ≥ sup L (XY∪{a}), ∀ a ∈ A). As both measures are divided by the support of X to get the confidence measure of each rule, we can assess that conf L (r) ≥ conf L (t).
In this paper we chose standard sequential rules (SSR) over partially-ordered sequential rules (POSR). In the context of POSR, bit vectors were used to calculate the support of an itemset very efficiently. Unfortunately, we cannot rely on this optimization technique in the context of SSR. A naive way of the evaluation of the support of an itemset would be to scan the log for each rule. To overcome this limit, we chose a Breadth First Search (BFS) over a Depth First Search (DFS) strategy. This choice is motivated by the possibility to rely on the evaluation of previous rule to speed up the calculation of the support of larger rules. Nowadays, memory consumption has become less and less an issue, since most standard computers are provided with often more than several Gigabytes of RAM. The compromise here is to store in memory the different supports for a short period of time, and considerably reduce the execution time.
Definition 14. Ω-based support evaluation During the evaluation of the rules, the number of sequences in the cost table is stored in a HashMap, a fast-access storage structure. This way, for each left expansion, there is no need to scan the log to evaluate the support of the new antecedent, the HashMap will ensure fast access to the requested support. For right expansions, as the antecedent remains unchanged, its support also remains unchanged.
The proposed algorithm
TWINCLE pseudocode is shown in Algorithm 1. In order to be efficient (cf Definition 14), TWINCLE uses a Breadth First Search (BFS) exploration strategy. First it scans the log to build all 1*1 rules. Then, it performs successive left/right expansions for each set of rule of size k. An expansion is the fact of adding one activity to the antecedent or the consequent of a rule to make it grow. This kind of construct allows multiple generation of the same rule, by successively performing right then left expansions or left then right expansions. To avoid redundant rules and to speed up the mining (Property 3), we decide to forbid a left expansion after a right expansion. For 1*1 rules and rules built from right expansions, if the cost-projected overall cost is higher than oc max the rule is pruned (cf Property 1). Otherwise, the rule is extracted and the algorithm builds all left expansions. If the confidence threshold is met (cf Property 3), the algorithm builds all right expansions.
The left (right) expansion searches all activities in traces containing r, to build new extended rules t, with t:X∪{a}→Y (t:X→Y∪{a}), for all activity a that can left (right) extend r. The cost table of each new rule t is updated at each scan.
1 REQUIRE: L: an event log; minconf, oc max , tw max , cv max : the constraints thresholds; 2 Scan L to calculate R the set of rules r of the form x → y (x, y ∈ A) 
Applications
In this section we test the TWINCLE algorithm with two types of applications. In subsection 5.1, we perform efficiency tests to measure the scalability of the algorithm on different logs of the literature. In subsection 5.2, we apply the TWINCLE algorithm on a log extracted from the University Hospital Center of Clermont-Ferrand, France. The objective of this application is to meet a real-life challenge. In this paper, the experiments were carried out on a computer running Windows 7, with a 64 bits i7 core CPU and 16 GB of RAM, with an implementation of the algorithm in Java 8.
TWINCLE is a low-cost sequential rule mining algorithm and the first one if its kind. So to evaluate its performances though the different datasets, we compared the execution time (i) whether or not it uses the optimizations defined in subsection 4.1 and (ii) with different threshold values. We define cfg 1 , cfg 2 and cfg 3 , 3 configurations for TWINCLE execution, where cfg 1 uses no pruning strategy, cfg 2 uses only cost-based pruning strategies (Properties 1 and 2) and cfg 3 uses the cost-based and confidence-based strategies (Properties 1, 2 and 3).
Performance application
To measure the performance of our algorithm, we mined commonly used datasets in pattern mining literature: FIFA, KOSARAK and SIGN, available on the SPMF website 1 . FIFA dataset contains click stream data from the website of FIFA World Cup, and has 20 450 traces with an average length of 34.74 activities. KOSARAK dataset contains anonymized click-stream data of a hungarian on-line news portal, and has 10 000 traces with an average length of 8.14 activities. Finally, SIGN is a dataset provided by the National Center for Sign Language and Gesture Resources at Boston University, and consists of a collection of utterances, where each utterance associates a segment of video with a detailed transcription. It has only 730 traces but an average length of 51.99 activities per trace. Figure 2 shows the results of the experiments carried out. For each log, we made oc max (first line), minConf (second line) and tw max (third line) thresholds vary to analyze the effectiveness of the algorithm and its pruning strategies In each experiment, the configurations using the optimizations largely outperform the configuration not using them, but the different thresholds setting and the dataset used have an impact on their level of efficiency.
Cost-based pruning strategies perform better if the oc max threshold is low (cf SIGN). Otherwise, the pruning is less and less efficient as the oc max threshold increases (cf FIFA and KOSARAK).
On the three dataset, the confidence-based pruning strategy makes the algorithm more efficient. However, depending on the dataset, the gain either increases (cf KOSARAK) or remains unchanged (cf FIFA and SIGN) as the minConf threshold increases. This can be explained a lot by the distribution of the different items over the sequences. FIFA and SIGN datasets extract only a few more rules as the threshold goes above 0.4, which is why the gain in execution time by the pruning is limited.
Regardless of the dataset, variatons of the tw max threshold impact a lot the execution time. Even if the configuration using all pruning strategies performs a little better than the other two, the execution time grows rapidly, even exponentially for KOSARAK, as the time window becomes larger. This is mainly explained by the fact that increasing the time window can dramatically increase the number of allowed distinct items per rule and by extension the number of observed rules in the dataset.
Real-life application
The real-life application was carried out in collaboration with the University Hospital Center of Clermont-Ferrand, France. The data extracted is about pathways of patients over 65 years old admitted at the Emergency Department (ED) for heart failure. On the studied period (jan. 2013 -dec. 2015), almost one out of two elderly person admitted at the ED was suffering from heart failure, so this category of patients is a major challenge for the hospital. The log was built gathering data from several databases. The objective was to analyze what happens to a patient once he is admitted at the ED for the first time for heart failure. Each admission at the ED represents the beginning of a stay. A stay ends when the patient is discharged from the hospital. A patient can have several stays recorded (and at least one). During his stay, the patient may be transferred from a department to another for medical purposes. So a stay is composed of one or more transfers (ED admission is counted as one transfer). Temporary transfers, for instance to the Radiology department to perform a scanner, are not considered in the log. Thus, the log is built as follows : an event is composed of an activity (the department in which the patient is) and a timestamps (the exact time the patient was transferred into this department) and a cost. The cost attribute of each event is represented by the average wage of the practitioners working in the department (Insee, 2011).
In this case study, we want to have a long term vision of the patient, so a trace is not represented by a specific stay but by all the stays of a specific patient. This way we want to check how many times the patient comes back to the ED, how a specific stay impacts the following ones. The log HeFa65+ is composed of 23 168 traces and 773 distinct activities. The average length of a trace is around 30 activities. First we ran extensive experiments to evaluate the scalability of the algorithm on this dataset. The configurations using the pruning strategies outperform the naive algorithm in this dataset as well, except above a certain oc max threshold. This can be explained by the short execution time (less than one second). The algorithm does not take any advantage anymore of the extra evaluations needed by the pruning strategies. However, we notice that if the time frame allowed is high (above 1200 hours), the pruning strategies becomes very efficient, with an execution time up to 50 times lower as seen in the last plot in Figure 2 .
Meetings with health experts enabled the setting of TWINCLE's parameters. The time frame in which the activities of a rule have to be was set to 2 months (1440 hours). Indeed, as we analyze long pathways, the time frame must not be too short for the algorithm to extract relevant rules. The minimum confidence threshold was set to 0.7. It's a standard in rule mining experiments because it enable a large reduction of uninteresting rules. Of course, it is up to the user and depending on the log to set the best value for the minConf threshold. The maximum cost threshold was set to 200 000 and the activity-sets of a rule must not contain more than 3 activities each. The experiments gave immediate results (less than a second), which makes TWINCLE an algorithm suitable for practitioners to have real-time query results. Around a thousand rules were extracted, which is still manageable for a human without being too restrictive.
Among the rules extracted by TWINCLE, the rule r 1 :{Rheumatology} → {Rheumatology} is the one with the lowest cost (oc(r 1 ,L): 35813.9), with a high confidence (conf L (r 1 ): 0.86). The rule r 2 :{Heart surgery} →{Heart surgery} has the same number of activities, but cost around 70% more than r 1 (oc(r 2 ,L): 61314.47) and around 40% more than the rule r 3 :{ICU,ICU,ICU} →{ICU} (ICU = Intensive Care Unit) which has twice as much activities (oc(r 3 ,L): 43148).
In this real-life experiment, we notice that healthcare related processes are subject to a high level of hazard, which makes their execution (the traces) really different one from another. This is why the rules extracted often contained several executions of the major activities of the pathway of patients with heart failure. In future work, we intend to redesign the dataset for it to be less sparse and lead towards more diversified rules. The results of these experiments are under validation by the health experts and the next step will be to get more insight based on a new dataset with a lowest level of abstraction.
Conclusion and Future Work
In this paper we defined the low-cost mining problem. To address this problem, we introduced TWINCLE, a sequential rule mining algorithm with time, cost, consistency, and length constraints. We carried out experiments on datasets of the literature and showed that our algorithm performs particularly well when using the optimizations to prune the search space. Furthermore, a real life application has been presented to analyze healthcare data.
In our previous work 5 , we showed that not all activities are useful when searching for association rules in an event log. A first lead in future work would be to use process models to "guide" the algorithm and prevent him from spending time on uninteresting patterns.
Moreover, in this paper we use the mean value and the variation coefficient. These measures are efficient when dealing with symmetric distributions but are not adapted to asymmetric ones. Another lead would be to change how the overall cost of a rule is calculated, suitable for both symmetric and asymmetric distributions and analyze how it impacts the rules extracted.
Finally, as we saw in the experiments, there is room to reduce the memory usage. Even if the TWINCLE algorithm is intended for practitioners, if used for extensive experiments, it tends to become greedy in memory. Although efficient, the implementation in Java is not yet optimal and still could be optimized. Moreover, a lead would be to make a compromise between memory storage and database scans. Future experiments will also focus on evaluating the efficiency of a internal-external storage split instead of a full internal memory storage.
