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摘　要：文本情感分析是目前自然语言处理领域的一个热点研究问题，具有广泛的实用价值和理论研究意义。情
感词典构建则是文本情感分析的一项基础任务，即将词语按照情感倾向分为褒义、中性或者贬义。然而，中文情感
词典构建存在两个主要问题：１）许多情感词存在多义、歧义的现象，即一个词语在不同语境中它的语义倾向也不尽
相同，这给词语的情感计算带来困难；２）由国内外相关研究现状可知，中文情感字典建设的可用资源相对较少。考
虑到英文情感分析研究中存在大量语料和词典，该文借助机器翻译系统，结合双语言资源的约束信息，利用标签传
播算法（ＬＰ）计算词语的情感信息。在四个领域的实验结果显示我们的方法能获得一个分类精度高、覆盖领域语境
的中文情感词典。
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１　引言
随着互联网的迅猛发展，网络上出现了大量对
于人物、事件、产品等进行评论的文本信息。为了处
理和分析这些海量的评论信息，情感分析（Ｓｅｎｔｉ－
ｍｅｎｔ　Ａｎａｌｙｓｉｓ）正渐渐发展成为自然语言处理中一
项越来越受关注的研究课题［１－３］。其中情感词典资
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源建设是情感分析研究中的一个基础任务。情感词
典构建的主要任务为词语情感倾向计算，目标是将
词语按照情感倾向分为褒义、中性或者贬义。该任
务的研究对于情感分析研究有着非常重要的意义。
例如，情感词典的构建能够给大粒度文本（如句子
级、篇章级文本）的分类任务提供基础，例如，大量无
监督篇章级文本情感分类方法都是基于一些已知情
感类别的词语集合，这个词集合一般被称为种子情
感词（Ｓｅｅｄ　Ｗｏｒｄｓ）［４］。此外，进行词语级情感分析
对于词语语义理解和消歧具有重要的意义。例如，
文献［５］指出情感倾向性可以与词义定义相关联的，
并实验验证了情感倾向性计算有助于传统的词义消
歧（Ｗｏｒｄ　Ｓｅｎｓｅ　Ｄｉｓａｍｂｉｇｕａｔｉｏｎ）任务。
然而，中文情感分析研究一直以来缺乏一个涵
盖广的语义倾向的情感词典。构建这样的词典非常
困难。首先，很多词语在不同语境中它的语义倾向
不尽相同。词有多义，歧义的现象，同一观点词在不
同领域，不同的语境中甚至会有相反的倾向性表达。
例如，词语“圆滑”在句（１）电子领域表现为褒义，而
在句（２）的语境中则表现为贬义。其次，传统的词语
倾向性分析方法是由已有的电子词典或词语知识库
扩展生成词典，但是从国内外的相关研究现状可知，
中文情感分析研究起步晚，中文情感字典建设的可
用资源相对薄弱。因此，设计高效的中文情感词典
构建算法是一个相当具有挑战性的工作。
（１）该笔记本电脑外形边角处理十分圆滑。
（２）他变得圆滑，只能选择一再躲避现实。
相对而言，英文的情感分析研究起步较早，已经
存在大量相关语料及一些比较成熟的情感词典。本
文基于已有的英文资源提出一种新的中文词语情感
计算方法，即利用英文种子词典，结合双语言约束的
方法构建一个中文情感词典。我们的方法借助机器
翻译系统来消除中英文两种语言之间的障碍，把一
篇源语言的评论和对应的翻译语言评论作为一整篇
文档，通过计算中文词语与英文正向基准词及负向
基准词之间的逐点互信息（Ｐｏｉｎｔ－ｗｉｓｅ　Ｍｕｔｕａｌ　Ｉｎ－
ｆｏｒｍａｔｉｏｎ）。在此基础上，我们利用这些互信息值
作为词语之间的连接权重，进而构建词语网络，借助
标签传播（Ｌａｂｅｌ　Ｐｒｏｐａｇａｔｉｏｎ）算法将英文的情感词
极性信息传播到中文的词语上。该词典的构建既利
用了英文词典中的情感词极性信息，同时也充分利
用了双语言资源对情感词极性在语境环境中的约束
信息。在四个领域上的实验表明，我们的方法能获
得一个分类精度高，并且能覆盖领域中词语的语境
信息的中文情感词典。
本文结构组织如下：第２节介绍情感词典资源
构建已有的相关研究工作；第３节介绍我们提出的
基于双语信息的情感词典构建方法；第４节给出实
验结果及分析；第５节给出结论，并展望下一步
工作。
２　相关工作
文本情感分析研究按照所关注的文本粒度大致
可以分为三个主要方向：词语级［６－７］、句子级［８］、篇
章级［２，９］。其中，词语级的情感分析研究一直备受
关注。词语情感计算方法主要分为三类：（１）由已
有的电子词典或词语知识库扩展生成倾向词典。在
英文中利用 ＷｏｒｄＮｅｔ资源［６，１０－１１］，在中文中利用
ＨｏｗＮｅｔ资源［１２］。这种方法的主要思想是：给定一
组已知极性的词语集合作为种子，对于一个情感倾
向未知的新词，在电子词典中找到与该词语义相近、
并且在种子集合中出现的若干个词，根据这几个种
子词的极性，对未知词的情感倾向进行推断。但这
种方法不能覆盖词语的语境信息；（２）无监督机器学
习的方法。这种方法是根据词语在语料库中的同现
情况判断其与某种情感类别的联系紧密程度，代表
性的文章包括文献［１，１３－１４］。这些方法中初始的
种子情感词对算法的成败起到关键作用。（３）基于
人工标注语料库的学习方法。首先对情感倾向分析
语料库进行手工标注。标注的级别包括篇章级的标
注（即只判断文档的情感倾向性）、短语级标注和句
子级标注。在这些语料的基础上，利用词语的共现
关系、搭配关系或者语义关系，判断词语的情感倾向
性。这种方法需要大量的人工标注语料库，代表性
的工作见文献［７，１５－１７］。
本文提出的方法不同于上面提到的任何一种方
法，我们在构建中文情感词典时不需要依赖中文的
种子情感词，而是充分利用双语言语料及英文种子
词典，这些资源很容易得到。同时，我们利用标签传
播算法，结合英文种子词和双语语料统计的方法构
建出的情感词典能有较好的领域语境信息。
３　基于标签传播算法的中文情感词典构建
方法
３．１　结合英文种子词和双语言约束信息
　　构建一个中文情感词典，依照传统的词语倾向
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性分析方法有两种，一种是由已有的电子词典或词
语知识库扩展生成倾向词典，这种方法对中文种子
词数量的依赖比较明显。另一种方法是基于非标注
语料库的学习方法，该方法也需要大规模中文语料。
众所周知，中文情感分析起步晚，可用的中文语料和
中文种子词资源有限。相对而言，英文情感分析相
关资源比较充分。因此，本文搜集了四个领域的中
英文评论语料，结合英文种子词，利用双语信息来帮
助构建中文情感词典。具体来讲，我们借助机器翻
译系统Ｇｏｏｇｌｅ　Ｔｒａｎｓｌａｔｅ① 把英文评论翻译成中文
评论，同时把中文评论翻译成英文评论。因此，每篇
评论的内容由源语言文本和对应的翻译文本共同表
示，表示同一意思的中文情感词和英文情感词会出
现在同一篇文档中。通过计算每个词语的逐点互信
息（ＰＭＩ），再利用标签传播算法（ＬＰ）将种子词的极
性在词语间传递，从而得到一个带倾向权值的中文
情感词词典。我们提出的方法能充分利用双语言资
源的约束信息，整个算法的框架如图１所示。
图１　基于标签传播算法的中文情感词典构建框架图
３．２　结合双语信息构建相似度矩阵
首先，将双语评论中的每一个词语和种子词语
都抽象成一个结点；其次，如果词语 Ａ跟另一个词
语Ｂ共同出现在同一篇文本里，则存在一条有向边
从Ａ链接到Ｂ，同时存在一条有向边从Ｂ链接到
Ａ；有向边的权重为词语Ａ和Ｂ的语义相似度的计
算值ＰＭＩ（Ａ，Ｂ），计算方法如式（１）所示。可以将任
意两个词语的相似度计算出来，然后构建一个相似
度矩阵ＰＭＩ，其中ＰＭＩ［ｉ］［ｊ］的值表示单词ｊ与单
词ｉ的相似度值。
ＰＭＩ［ｉ］［ｊ］＝ｌｏｇ２ ｐ
（ｗｉ＆ｗｊ）
ｐ（ｗｉ）ｐ（ｗｊ（ ）） （１）
３．３　构建相似度概率转移矩阵及ＬＰ计算
按以上方法，整个双语语料里的词语被抽象为
一张有向图。假设一共有ｎ个节点，然后可组建一
个ｎ维的相似度概率转移矩阵。其中Ｔ［ｉ］［ｊ］的值
表示单词ｊ与单词ｉ的相似度转移概率，计算如
式（２）所示。
Ｔ［ｉ］［ｊ］＝ＰＭＩ（ｗｉ，ｗｊ）∑
ｊ＜ｎ
ｊ＝０
ＰＭＩ（ｗｉ，ｗｊ）　（２）
　　假设有向图有６个结点 Ａ、Ｂ、Ｃ、Ｄ、Ｅ、Ｆ，其中
Ａ是褒义种子词，极性为＋１；Ｂ是贬义种子词，极性
是－１；其余四个词语的极性未知，设为０。用向量
Ｖ 表示结点Ａ到Ｆ的初始情感极性ｒａｎｋ。
Ｖ ＝ ［＋１，－１，０，０，０，０］Ｔ （３）
　　如图２中节点Ａ链向Ｃ、Ｄ、Ｆ，在这里假设节点
间相似度都为１，所以 Ａ跳向Ｃ，Ｄ，Ｆ的概率各为
１／３。相似度概率转移矩阵如下：
Ｔ ＝
０　 ０　 １／２　１／２　 ０　 １／２
０　 ０　 ０　 ０　 １／２　 ０
１／３　１／２　 ０　 ０　 １／２　 ０
１／３　 ０　 ０　 ０　 ０　 １／２
０　 １／２　１／２　 ０　 ０　 ０
１／３　 ０　 ０　 １／
烄
烆
烌
烎２　 ０　 ０
（４）
　　图中结点Ａ和Ｂ是种子词，Ｃ、Ｄ、Ｆ与种子词Ａ
直接联系，通过基于ＰＭＩ的算法可以直接求出Ｃ、
７７
① ｗｗｗ．ｇｏｏｇｌｅ．ｃｏｍ
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Ｄ、Ｆ的情感极性。然而从图中我们可以发现，结点
Ｅ通过Ｃ也与种子词Ａ间接联系，因此通过ＬＰ算
法可以在整个有向图中更精确地计算出Ｅ的极性。
图２　结点间抽象结构图
ＳＯ［ｉ］＝∑
ｉ＜ｎ
ｉ＝０
Ｔ［ｊ］［ｉ］＊Ｖ［ｊ］ （５）
　　其中，Ｔ［ｊ］［ｉ］的值表示结点ｊ到结点ｉ的相似
度矩阵转移概率。Ｖ［ｊ］表示迭代前结点ｊ的初始情
感极性，ＳＯ［ｉ］表示经过迭代计算后的结点ｉ的情
感极性。经过一次迭代计算后，每个结点的极性值
都会发生改变，得到新的情感极性向量ＳＯ。
ＳＯ＝［１，－１，１／２，１／２，－１／２，０］Ｔ （６）
　　在下一次迭代前将种子词的极性恢复初始值，
并且将Ｖ＝ＳＯ。经过多次迭代计算后，得到情感词
典的准确率更高，而且能覆盖领域内上下文语境
信息。
３．４　算法流程
基于双语的语义相似度和ＬＰ算法的中文情感
词典构建算法流程如下：
算法流程：
输入：
英文评论Ｕｅｎ，中文评论Ｕｃｎ；
英文种子词典Ｌｅｎ；
输出：
一个带倾向权值的中文情感词典Ｌｃｎ；
程序：
１．双语言评论Ｕ＝；
２．将Ｕｅｎ中的每一篇英文评论翻译成中文，组成一篇双
语评论并添加到Ｕ 中；
３．将Ｕｃｎ中的每一篇中文评论翻译成英文，也组成一篇
双语评论添加到Ｕ 中；
４．在Ｕ 的特征向量集上，计算每个词语之间的相似度
值矩阵ＰＭＩ，每一项的值计算方法按照式（１）；
５．按照式（２）计算出词语之间的相似度概率转移矩
阵Ｔ；
迭代Ｎ次：
６．按照式（５）在整个有向图中计算得到词语的新的情
感极性向量ＳＯ；
７．将ＳＯ中种子词的极性恢复初始值，＋１或者－１；
８．Ｖ＝ＳＯ；
９．重复步骤６－９，直至循环结束；
１０．最终得到的向量ＳＯ即每个词语的情感倾向性，正
负号就可以表示词语的极性，而绝对值就代表了该词具有的
情感倾向强度；
１１．按照词语情感倾向性的强度排序。
４　实验
４．１　实验设置
　　本实验中，我们收集了四个领域的中英文语料
库，这四个领域分别为：电脑、照相机、化妆品、软
件。该语料库的主要来源是亚马逊网站①，每个领
域包含正类和负类的评论篇数如表１所示。英文种
子词来自文献［１８］，包括２　０００个褒义的种子词和
４　０００个贬义的种子词。在进行计算之前，首先我们
采用中国科学院计算技术研究所的分词软件
ＩＣＴＣＬＡＳ对中文文本进行分词操作。给定分好词
的文本后，我们分别对文本的所有中文词语进行了
情感倾向计算。
表１　四个领域的中英文正负评论篇数
电脑 照相机 化妆品 软件
英文正类 １　０００　 １　０００　 １　０００　 １　０００
英文负类 １　０００　 １　０００　 １　０００　 １　０００
中文正类 １　０００　 １　０００　 １　０００　 １　０００
中文负类 １　０００　 ８５０　 １　０００　 ７００
４．２　实验结果及分析
４．２．１　ＬＰ算法构建中文情感词典的实验结果
表２给出了用ＬＰ方法四个领域内打分最高的
前１００词中分类的精确度，打分最高的前２００词中
分类的精确度及褒义词实例、贬义词实例。从表中
可以看出，打分最高的１００词中，电脑领域判断错误
的词语有９个，照相机判断错误的有１０个，化妆品
领域判断错误的仅为８个，软件领域为１５个。而四
个领域前 ２００ 个词的分类正确率仍然能达到
８７．５％、８８．５％、８７．０％、８７％。从实验结果可以看
出，四个领域前２００个词语的正确率相比基于ＰＭＩ
的方法平均提高了８．６％。这是因为在实验中不仅
８７
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结合了双语的信息，同时根据种子词的极性和相似
度概率转移矩阵，用ＬＰ方法计算出所有词语的情
感极性。在此基础上，继续根据词语之间的相似度
转移概率在整个有向图中学习词语的情感极性，直
至迭代结束，使得构建的中文情感词典精确度更高。
　　表２　ＬＰ方法的四个领域内打分最高的１００及２００个
词中情感分类精确度
电脑 照相机 化妆品 软件
精确度（１００）／％ ９１．０　 ９０．０　 ９２．０　 ８５．０
精确度（２００）／％ ８７．５　 ８８．５　 ８７．０　 ８７．０
褒义词实例 亮丽、精致 划算、轻巧 豪华、优雅 优、实惠
贬义词实例 郁闷、费劲 气愤、气死 气愤、凌乱 郁闷、棘手
４．２．２　不同情感词典构建方法的比较试验
在本节中，还实现了ＰＭＩ方法构建的情感词典
进行比较研究。这些方法包括：
１）ＰＭＩ：直接计算了词语与英文种子词之间的
相似度，然后将每个中文词语与正向种子词及负向
种子词之间的逐点互信息之和的差值作为该词语的
情感倾向，从而得到情感词典；
２）ＬＰ：计算每个词语的逐点互信息（ＰＭＩ），构
建相似度概率转移矩阵后，再利用标签传播算法
（ＬＰ）将种子词的极性在词语间传递，从而得到一个
带倾向权值的中文情感词词典。该方法就是本文提
出的方法。
图３统计出了ＰＭＩ和ＬＰ方法构建的情感词典
中Ｔｏｐ　１００、２００、３００的正确率。从图可以看出，两
种方法构建得到的四个领域情感词典Ｔｏｐ１００正确
率都比较理想，电脑和化妆品领域的正确率分别达
到了９１％和９２％。前三个领域ＬＰ方法相比ＰＭＩ
方法分别提高１％、５％、１％，软件领域降低２％。
图３　ＰＭＩ和ＬＰ方法构建的情感词典Ｔｏｐ　１００正确率比较
　　图４和图５分别统计出了ＰＭＩ和ＬＰ方法构建
的情感词典中Ｔｏｐ　２００、３００的正确率比较。四个领
域情感词典Ｔｏｐ２００的正确率上，用ＬＰ方法明显好
于ＰＭＩ方法，平均超过８．６％。其中，电脑、照相
机、化妆品领域分别提高７％、８％、９％。软件领域
甚至提高了１０．５％。在 Ｔｏｐ３００的实验结果看，
ＰＭＩ方法渐渐失去了高精确度的优势，而ＬＰ方法
仍然能获得一个高质量的情感词典。四个领域在前
３００词语极性正确率分别为 ８５％、８５％、８３％、
８３．３％。相比ＰＭＩ方法四个领域平均提高１０．２５％。
图４　ＰＭＩ和ＬＰ方法构建的情感词典Ｔｏｐ　２００正确率比较
　　与ＰＭＩ方法相比，基于ＬＰ算法构建中文情感
词典有更大优势的原因在于：首先，ＰＭＩ方法只计
算了与种子词直接相连接的词语的相似度来判别自
身的情感极性，而ＬＰ方法可以将种子词的情感极
９７
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图５　ＰＭＩ和ＬＰ方法构建的情感词典Ｔｏｐ　３００正确率比较
性沿着边向相邻的结点传播，从而充分利用词语情
感极性在所有词语空间的全局上面进行考虑。通过
多次迭代，可以提升标签传播的效率及性能。其次，
ＬＰ算法中词语的极性不仅受到临近种子词的影响
还受到临近非种子词的影响，使得距离近的词语倾
向于拥有相同的标签，可对不正确的词语极性及时
地重新计算和标注。因此，使用ＬＰ算法构建得到
的中文情感词典质量更高，在正确率和性能上具有
更大的优势。
５　结语
本文利用已有的英文情感词典资源及网络中现
存的大量中英文评论语料，设计了基于双语信息的
情感词典构建方法，通过计算词语间相似度，基于标
签传播算法（ＬＰ）给出一个带倾向权值的情感词典。
实验结果表明我们的方法对于不同领域内情感词的
褒贬分类具有较好的分类精确度，获取较多的领域
相关的中文情感词。
下一步工作中，我们将考虑已标注语料（有人工
打分标签），来帮助提高领域里面的情感词典计算性
能。同时，也将考虑语料中存在大量的情感极性反
转的情况，如否定、转折等语言现象。
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