with a similar probiem for a structure closely retated to a closed category but differing from it in certain essential ways. (In particular, Lambek's structures lack the f'symmetry isomorphism" C, and this does seem to make an essentiai difference.) From his work wet have learnt the possibility of replacing c~~~positinn of morphisms in a closed category by other processes of combination more adapted to proofs by induction. By his own artct~~~nt, Lambek himself came to recognize this possibility by generalizing the work of Gentzen, whose scheme for eliminating the "cut" in certain logical systems (see [4] ) is essentMEy a special case of the above elimination of composition. An essentii\l step in our 96 below, the proof that what we there calf "constxucfible morphisms"' are c&ed under camposition, does not yield to a direct inductive argument -one must go round about and pruve instead our Proposition 6.4; and this trick too we learnt frum Lambek's work, These essential insights leave US heavily in Lktmbek"s debt. For the rest, however, our results differ considerably from those of Lambek, being expressed iJ4 the context of the generalized natural transfotmatitlns introduced in [I] $ with which the reader is supposed to be familiar_ cide; they do so, in fact, if l is the category with one object and one morphism (and atso in tess t&al cases). Since for our inductive arguments it is essential that each such functor be assigned a ~UF&, and since the above two functors are to have different ranks, it is clear that rank should bei an attribute not of tk fuflctw its such but of its formal expression. We proceed to introduce these formal expressions under the name of shapes We define shapes, without reference to any particular closed category, by the following inductive rules: Sl / is a shape. S2
1 is a shape.
S3
If T and S are shapes there is a shape T Q9 S. s4
If T and S are shapes there is a shape [T, S] .
Shapes, therefore, are formai expressions involving IP 1. ,QD, and [ , 1, with parentheses where necessary; for instance [ l,ll Qp [Iv (I@ l) @ 11 is a shape.
We define a stm&rbfe-set to be a totally-ordered finite set X, ptnvidcd with a function called variance, from X to the two-element set {covariant, contravariantb . Define the 0r&n01 WPI X i Y of two variable-sets X and Y to be the disjoint union X + Y of X and Y, so ordered th.at X and Y retain their orders and that every x E X precedes every _v E Y, and with the variance oft E X 3 Y being its variance in X or in Y 3s the case may be. Define the twisted SUM XT Y to be the same totallyordered set as X i Y, but with the variance oft E X 7 Y being its varianse in Y when t E Y and the opposite of its variance in X when t E X.
With each shape T is associated a variable-set ~(7') calied the set c~f~wnid&.r of T. This is defined inductively by the rules: VI u(l) is the empty set, v2 HI) is a chosen one-element set {*I, with * covariant.
V3 u(TQOS) = u(T) + u(s). v4 ti[T.~])=tiT)~uls)
. In many con)exts it is convenient to suppose that u(T), if it has Al elements, is actualIy the set [ I, 2, . . . . rt3. We can accomplish this under the above conventims if we take { + ) to be { 11, and if we agree that the disjoint union of { 1, . . . . n ) and 0 9 "'9 td is { f , . ..) n +m) with the given sets embedded as the complementary sets { 1, . . . . n)and (n+l , l , n+m} . We also, however, want to speak of tU) and v(s) as being disjoint complementary subsets of u(T) + v(s); the reader will recognhe that we are then speaking of the imptgtcs of u(T) and U(S) in u(T~ t u@T).
If T ad S are shapes we ddke a gmph e : T + S to be a fiied-poin t-free involution on the disjoint union u('/3 + u(s), with the property that mates under 5 have Opposite variances in the hvisted sum v(T) &@'j. Given graphs 6: jy --+ S and rl: s + Rq we define a composite graph q[: T + R as fotlows: different elements x,y E u(T) + u(R) arc mates under ~6 if and only if there is a sequence x = tO, I*, .._, 5 =y. with each + E u(T) + d)(S) + u(R), such that, for each i, ti_ 1 and ti are mates either urrdcr [ or under Q. Then qe is indeed a graph, and this law of composition is associative. Moreover for each shape 7' there is an evident identity graph 1: T -+ T, so that shapes and graphs form a category 112.
Two gnpks g: T 4 S, r): S -+ R are said to be cumpntdb~~ if there is no sequence tt* t21 "'S PZr V -> 1) of elements of u(S) such that tzi_ 1 a,nd tzi are mates under F for 1 5 i 5 r, tzi and tzj+l are mates under Q for 1 5 i 5 r -1 9 and tzr and tl are mates under q,
The definitions of composition of graphs and of compatibility of graphs become mote perspicuous if we consider a graph e: T + S to be a graph in the literal sense, with the disjoint union u(T) + u(S) as its vertex-set, and with one edge (or lin&e) joining each pair af mates under )* The tinkages in the graph @ are then what we get by following alternately the linkages of g and of q, ignoring any closed loops that may arise; and 5 and 11 are compatible when in fact no closed loops do arise. AU this is treated in &ail in [ 11.
if F: T -+ T' and 9: S + S' are graphs, we can define a graph t Qb q: TQD S --* T'QPS' by taking the linkages in t&7") + u(S) + u(T') + u(S') to be those of) toether with those of q. Similarly we.can define a graph f& Q] : [T', S] + [T, S') . ft is easy ta verify that Qp and [ , ] are thereby made into functors G X G --+ G and GQKN G --I G, respectively.
For any shapes T, S, R there are evident graphs it is easy to verify that these are natural transformations (natural isomorphisms in the case of a, & y), and that G becomes a c\osed category if we take these as its a, b, c, d, e. Now 'Iet x be any etosed category. For each shape T, with u(T) = {it. . . . . i,J say (as an antlered set), we define a functar JTI:JJiI X _viz X . . . X Jfj,, + ,V, where &r is ,Y or _P according as it is covariant or cantravatiant in u(T). (If u(T) is empty then n s 0 and we understand _yil X . . . X _vill to mean the unit category/_ with one object and one morphism.) The inductive definition of \ T 1 is the following: FI I I 1 is the constant functor I:l+ E. F2
I 11 is the identity functor I : If+ cc'.
F3
f T# S I is the composite fun& -
F4
where ~(7') = (it, .._, in ) and V(S) = {jr ., . . ..j.,). 117'. S) 1 is the composite functor where u(l") and u(S) are as in F3.
Let T and S be shapes, with Q(T) = { i, + =.., in ) ad t&S) = { jl, . ..* jrn ) . [ 11: we define the components of gfjust as abmm, setting Air = 1 for any j/E u(S) which oc~uts in one of the closed loops. That the composite 50 formed is still naturai is clear, as we have: merely modifted f and 8 by specializing some of the arguments before composing them as in [ 11. This law of composition is associative, and there is an evident identity natural transformation 1: t "rot + f Ti 01 graph 1:
We can define, therefore, a new category N(r) depending upon E. The objects of g(V), like those of G, are to be ail the shapes; a morphismf: T -6 in 1y(r) is to be a natural transformation fi 1 TI + 1 S I, which we shaii often call "a naturai transformation f: T + S'; and composition in N(K) is to be the above comps~tian of natural transformations. We can call d(a "the category of shapes and natural transformations for y"; and we shall often abbreviate B(E) toly vwhen II is clear from the context. There is an evident functor I': J+! + G which is the identity on objects and which takes each natural transformationf to its graph FJ From natural transformations f: T -+ T' and g : S + S' of graphs E and q we get a natural transformation XCg, g : TCZP S -+ 7% S' of graph 4 Qp q by taking the components off@ g to be the @-products of the components off and those of g. Similarty we get 3 n3tural transformation [A gj : [7",S] We now have closed categories& --N(r) and c, and 3 functor I? B -+ G which is the identity on objects, which commutes with OD and [ ,I, and which sends u, b, c, d, e to a, 0, ~,6, IE. ln order to ma * ,atements that will embrace at once the _ chd categories ,N and G, we shaU sup$6se, throughout this paper, that H is some closed category with the same objects as G, and that I': H -+ C is a functor which is the identity on objects, which commutes with 0 and [ , ] , and which sends a, ii, c, d+ e to at, & 7.45, e. The cases of interest are that where 1y = 4/(y) and r is as above, and that where & = G and I' = 1. The proofs will be given in $j? and in 56 respectively.
Since we shaii be interested or~ty in allow&le natural trmfomtatinns. we SW from Theorem 2.2 that there was no reai need to introduti the cumpnsition of incompatible ones; it was merely a convenience w that N could be described ;as a category. Our third principal result is:
Proof. Those allowable graphs g which are haes under I* of ailowabie natural transformations satisfy AM1 --AN!!, and therefore constitute the totality of ailowable graphs.
For our fmi main result we pick out a subset of the shapes called the proper shapes. Call a shape Tcmstmt if its set of variables u(T) is empty, Then the proper shapes are defmed inductively by:
PSl
I is a proper shape.
Ps2
1 is a proper shape.
Ps3
If T and S are proper shapes so is T (Ep S.
Ps4
If T and S are proper shapes so is [T, S] t unless S is constant and T is not constant.
Our final principal result then is:
The graof will be given in $7.
we are going to build on the known coherence theorem for the mcwidd case, proved in [9] and simplified a little in (5) . The p~rpo% ~8 this section is to restate . this result in terms entirely anaiogous to those used in 5 2 above, so that it is easifY available for ow USC
We have *en &at we get the description of a monoidal category fmn hat ofa aloud category by omitting the data [ ) 1, d, e and the axioms C5 and CC Ai1 the concepts introduced in 8 2 have analogues in the gnonoidal cask as fk#QWS.
The &apes we need here are those defined by the inductive rules s I, s2,53 of' 92, omitting s4; we cdl these the &tepd shapps [for It is reasonable to think of@ as a kind of multiplication, and of [ ,1 as a kind of dhhi~n). For integral 7' the rules V 1 b V2, V3 suffice to describe the set of variables u(T); clearly each element of ~(7') is covariant. Because of this, a pair of mates under a graph 6: T + S , where T and S are integral, consists of an element of ~(7') and an element of U(S); thus we may identify the graph t with the corresponding bijection of UCT) onto U(S). It is especially for integral T (where there are no complications of variance) that it is ' convenient to identify u(?), when it has II elermnts, with the ordered set { I, 2, . ..) H 1; and we shall do so freely. The integral shapes and the graphs connecting them form a full subcategory So of G; we can look upon@ as a functor Go Qp GO + GO, involve in general non-integral shapes. We bring them within the smbit of Thcmm 3.1 by showing that the central marphisms of H( r) and of si admit an %iternatiw description:
they arise from the morphisms of Go by the substitution of "G §-irreduciblc"' or "prime" shapes for the variables.
We suppose then that ,V is a closed category, and as in 82 we USC H to denote either &( V"J or G9 with I': ,H -+C sending f to its graph in the first cw and being the identity in the second case. Since @, being a closed category, is a rnorwidal category, we can speak as in 53 of the central morphisms of& it is immediate from the definition of these that they are a subset of the allowable morphisms of H. Since l': JV( B + G is a stiict monoidal functor, it takes a central morphi.rm of Ly(E j (which we shall call a cerzt~& rzutrrrol tramfomtimt) to a central morphism of G (which we shall call a centt&pzph). As E will be fixed, we shaU abbreviate &(II) toIv.
If P is any integral shape we have as in g3, since& is a monoidal category, a functor IPf : @ X . . . X u + H. Thus for arbitrary shapes X, , . . . . X,, (where n is the number of elements of u(P)) we get a shape jPI(&, ._.* XJ, and for arbitrary morphisms fi : Xi V%x;. ..*, For the desired main result of this section, we need to show that the permutations X of the type described in Proposition 4.6 are ems&" those for which I)Ii_HfY19 *a*, Y,) = 1. First we prove: Lemma 4.7. If T is u constmt shape them is m isomo~~isrn k,: T --+ I in fl which, togetk wit11 its inverse, J;s fzllow~&.
Roof. From the natural isomorphism
we deduce, by the \'oneda Lemma, the existence of an isomorphism h : [I, I) + I.
Using (I. 1) and (t 2) we find that h and h' I are the respective composites so that both are allowable. We now define li, inductively for constant Aapes T by setting ki = 1, by taking kras to be the composite and by taking kl 1", $ j to be the composite pnoof, We can express X as a producf of transpssitions; since IgPIH = I+J Ivl~ we may suppose that X is such a transposition. Replacing h by a suitcble conjugate PM" , we may suppose that X is the! transposition interchanging t and 2 and leaving fuced 3, .a., n, while Y, = Y, are equal constant shapes. fn GOD Q is isomorphic to 
Pfocesws of construction
In the next section we shall show that the allowable natural transformations and the allowable graphs can be classified by a numerical ru~lk~ and that those of higher rank can be built up frum those of liower rank, madulo central ones, by the use of three simple processes now to be dexribed.
We consider a closed category g, which will in out applications be either G ur &( II). T!E first process of construction is the furmation of the tensor product fag: A 0 B --c C@ D of two given morphismsfi A -+ C and g:'8 +D. Observe that 
b(f@g)u=rr(b@#1)((h@g)@ Q-6'(b(h@g)).
Aroof, By (5. I ) and thk definitian of n,
The rmainder of this section concerns compatibility of graphs, for the clod category g. We mostly omit the proofs, which are entirely evident but tedious to put into words. 
$6. Cons8ructibitity of allowable morphisms
We place ourselves once again in the general situation I': B + ,C envisaged in 8 2 and 94; we recall that the cases of interest are ,H =_N( D and_H = G. The object of this ,seetion is ta show that the allowable morphisms may be built up, moduio central morphisms, by the three pr~~csses des&bed in 5 5. It is convenient to introduce the temporary name afcmstnactibk morphisms for those allowable morphisms that can be SO built upl; our aim is then ta show that atI allowable morphisms are constructible. We atsu give in this section the proof of Theorem 2.2.
We therefore define the cortstrulc~~b!e morphisms of I_i to be the smallest class of morphrsnx uf d satisfying the following five cunditions:
CM1

CM2
Every crentr31 morphism is in the chss.
Iff: T I+ S is in the class and if u: T' + 7' and u: S + S' are central then ~fid : T' + S' is in the class.
CM3
lff: A -+Candg: 8-Q are in the class so isp@g: A GU3 -COD.
CM4 lffl A QbB + C is in thr, class so is n(f): A + [B, C].
In view of the definitions (1 I 1) of n and (S&4) of { ), it is evident that the allowable morphismr atisfy CM l-4345, so th3t the constructible morphisms are a subclass of the aliowabte ones. We calf an aitowable morphism fi T -+ S in ,H trivial if both T and S are constant integral shapes. pmSf= e'onsider the subclass of the constructible morphisms consisting of the fotlowing marphismsf: T + $: if T and S are both constant integral shapes,f is to be ccntralr othtrwise,fis to be constructible. This subclass clearly satisfies CM i , CM4 Iz is of the fom ptaof. Consider those constructible morphisms that oTe of one of the above forms (+-ov); we show that this clasps satisf'ies CM1 -CM5 and therefore consists ofa11 constructible morph&s. That it satisfies CM 1, GM4 and CM5 is clear.
To see that CM2 is satisfied, let u: T' + Tand U: S +S' be centrak Then if h is central, SC) is uhu-If h is as in (ii) above, uhu is (uyWfQpg)(xu), which is of the same form. If h is as in (iii) above, uhu is (uy) n(f'(u QD I)), which is of the same form, RemA For brevity, morphisms k of the forms (ii), (iii), (iv) of Propo&tion Ii.2 will be said to be respectively of rype#, of typQ n, and of type ( ).
f(u Qb
For the purposes of our inductive proofs we introduce for each shape T a nonnegative integer 47') called its rank, defined by the following inductive rules:
R3 r(TOs) = r(T) + r(s) l
R4 P([T,S])=r(T)+r(S)+ 1 l
Mute that r(7') = 0 if and only if T is a constant integral shape.
Lemma &3. if fi T + S is centnd then r(T) = r(S).
bf. Those central morphisms for which this is true clearly satisfy AM 1, AM3 and AMS, and therefore constitute the totality of central morphisms.
The nsn-trivial step in the proof that akl the allowable morphisms are constructible b the prmf that the canstructibie marphisms are closed under composition. In fact, because of the exigenciles af the inductive argument, we prove the variant of closureunder-cumpsition given in Proposition 6.4 below. Moreover, because the same indtxtive argument appties, we prove at the same time the corresponding fact about compatibility, which will tead to a prmf of Theorem 2.2. Proof-The proof is by a double induction; we suppose the results to be true for all paira of eanstruzesule morphisrns h': T' 3 S' and k': S' 0 U' + V' for which r(T') + r(s') + r(ti') f r( V') <r(T) + r(S) + r(U) + r(V); we also suppose them to be true four any pair h', k' for which r(T') * r(S') + r(U') + r( V') = ~(7') + &S) + r(U) + r(V), provided that r(T') + r(S') < r(7'J + r(S).
By Propasitian 6.2, each of h and k is central, or of type QD, or of type n, or of type ( ); we distinguish cases accordingly. We shall use Lemma 5.44, the Axiom CM2, and Lemma 6.3 freely without further explicit mention to "ignore" or to "absorb" central morphisms wherever convenient. 
C&T k': either h or R is cent&
which is again of type ( ), provided only that k(gQd I)8 is constructible. Since 6' is central, WC need the constructihility of the composite this follows by the ir juctive hypothesis since T, whose rank is equal by Lcmnra 6.3 to that of ([B, C') OD A)#D, has been replaced by C@ 0, clearly of lower rank.
The same induction shows that k and g QE I are compatible; so by Ixmma 5.3 and Lemma 5.4, k is compatibte with (RQP l)f(<f>@ 1)Qp 1)(x@ 1) = h(X) ? .
Case 3: h is 0f tyIre@. Let h bey(fC#g)x as in Proposition 6.2 (ii). We are to consider the composite k(h Qd i); without toss of generality we may suppose that x = I and absorb-y Q3 1 into k. Then we have gQO 1) is. But now the induction hypothesis shows that k'(g@ I) is indeed constnlctib!e, by essentially the same calculation with ranks as above, with g replac*ing.fi
The same inductions show that ka" patible with ir"Cf#I 1)~g-t * is compatible with j'QP f , so that k is com-* and that k' is compatible with g@ I, and hence with fs@ 1)&x1. Therefore, by Lemma 5.3, k is compatible with a"(f@ t)w*'(@ I)wu =h(Tp 1, C~SY 5: k is 0j2vpe A tip& k r,l't~_'pe QD. There are central morphisms A-, y and z sucIj that k = rn@~) for some constructible m: TQP P + Q and k = y(f@ g)x for some constructible and nonatrivial f and g. We may take y = 1 and absorb z QD 1 intax, so that the composite k(h 0 1) to he considered has the ft-xrn IntcrchangirtgA and B if necessary, we can assume that the central morphismx associates [P, Q] with a prime factor ofA. Then Proposition 4.10 gives a shape R such that x has the form of a composite for suitable central s and L Since (I t!B s)(h 0 1) = (k c&) I)( 1@ s) we can drop s and write U = R QD 14t, while t can be absorbed intofi The composite k(Br Qp 1) to be considered now has the form
TO (R QD B$,@y
This may be rewritten as Once again, since (l~sKhQPS)=(lrOlXlcros),wemaysupposethats= 1 andU=RQP([B,C]QDD). Moreover, since (f>( 1 QD t) = Cfi ) by (5.5) (the naturality of ( j). we may absorb g in fand hence suppose that A = SQP R and t = 1. The desired composite k(/z # 1) thus has the form by the naturality of w and of ( ). It thus suffices by CM5 to prove the composite Since (<f )c8) I)( JO t) = (la t)(tf MD I)* we may absorb 1 QD t in g and hence suppose that t = 1 and D = S @ R. The desired composite k(h 0 I) is then
using (5.1) and the naturality of U. It thus suffices by CM5 to prove the constructibility of gu(k @ I)u-l, and therefore of gu(h @ 1). This is the composite which is constructible by the inductive hypothesis since r(R c8) C) < r [Lr) . By the same inductive argument $u is compatible with h QD I, so that g is rompatible with tr(IjO l)u"' = 1@ (h 0 1). By Lemmas 5.8 and 5.4, therefore, gfcf, Op f ) is compatible with ( 1 $3 (h (sb 1 ))u = u (h Qd 1 b; so that finally k = g(ts)@ 1 )u is compatible with h QD 1. This concludes the proof of Proposition 6.4. is constructible by CM2, whence the composite
is constructible by Proposition 6.4; by CM2 again, the composite of (6.3) with b-1 : T + T@ 1 is also constructible, and by the naturality of tp this composite is 9f .
Proofs of Theorem 2.1 and Tborcem 2.4
We still useH to denote&(0 or G, with l? ,H + G as before. For the purposes of this section we need a slight refinement of Proposition 6.2. Let us call an integral shape PtxxkceaP if it is either the shape i or else is constructed by the rules S2 and S3 &one; thar Is, it contains no 1"s unless it reduces to I aLone, By 4~1 iterated tensor prr;l&ct of shapes Xl, . . . , Xn we man IP I (X,, . . . . X& for any reduced integral shape P with u(p) = ( 1, . .._ M) ; if' n = 0 it is just I. kt us call an arbitrary shape T ntducsd if, in its prime factorization 3'3 1 PI (Xl9 . . . . X,), the integral shape P is reduced, (This is a consistent use of language since the prime factorization of the integral shape P is 1 P 1 (I, i y . .
.$ I).)
Proof. Let the prime factorization of 7' be I P 1 (X,, ._I X,>. Let P' be a reduced integral shape with u(P'j = u(P) = ( l# . ..? n), and let g : P+ P' be the graph corresponding to the identity permtitation of { 1, r..9 n) . Set T' = IP' 1 (X,, . ..* X,) and set 2 = 16 IJ$ (X,, l ..* X,).
Roof. in ease (ii), replace A, B, C, D by reduced isomorphs as in Lemma 7. I, absorbing the central isomorphkrs thereby introduced into x and 9; simiiarly for case ( ) iv.
We define the rank r(h) of a morphism h: T + S in H to be the sum r(n + I@) of the ranks of T and of S. If h is allowable, which by Theorem 6.5 is the same thing as mnstructtbte, Proposition 6.2 asserts that h has one of the four following forms: whete x and y are central,f and g are aIfowabIe, and moreover in theJ(fQ9g)x case neitherf nor g is trivial. The basis of our inductive arguments is the obvious fact that in each case we have t( n < r(k) and (where appIkabLe) r(g) < r(h),* Dn using the forms (7.1) we shall always suppose that the reductions of Lemma 7.2 have been carried out, Roof of Theorem 2,1. We are to construct an algorithm for deciding whether a graph k : T-G ir@ is allowable. We suppose inductively that we possess such an algorithm for all smaller values, if any, of r(k). Since finding the prime factoriza~ tions of T and of S is algorithmic, Propositions 4.3 and 4.2 enabie us to decide whether h is central. It remains to test whether h is of one of the remaining types in (7. I), which we again refer to as type QD, type 71, and type ( ).
To test whether h is of type& with the notation as in Proposition 6.2 and with A, 8, C, L) reduced, first observe that, by Proposition 4.3, the prime factors of A and of 8 must together make up those of T; so that there are only a finite number of possibilities for A and fur 1p to be tried (because A and B are reduced!). Similarly there are only a finite number of possibilities for C and for D; and for a given choice of A, 8, C, p3 there are only a f"mite number of possibilities for x and for J?. When these choices are all made, the graph y-' kx" is either pot of zke form fCg) g, or else is of this form for a unique f and g. Since r(j) C t(h) and r(g) < r(h), we can now test f and g for allowability.
Entirely similar procedures altow us to test whether h is of type n or of type ( ), so that we have the desired algorithm.
Rerwk. There are non-ailowa~le Faphs in G; the unique graph [ 1, I ] tof: A * B shows that A is constant, so that 7' is constant.
We next show how to eliminate constant prime factors from a shape T. where kR is the isamorphism af Lemma 4.3.
hf. Swppose inductively that it is so for ali smtier values, if any, of r(h). By bmmr f.5 we may without tass of generality suppose each of P, Q, M, N to be reduced and to have anly non*onstant prime factors.
If h is CCntraf, so is'rh = (Qp q. From Prupositions 4.3 and 4.2, it is clear that 1 and Q are then uentral. By l"h~r~rn 4.8 there are central p: P + Al, q : Q + X with fp = k and I'q = q; then rh =; fypcP q), SO that by Theorem 4.9 again we have h=p@qe ff h in of type@, sayl h is the composite fct an iterated tensor product, in the order in which they occur in P, of those prime fat tars of P that are associated via x with a prime factor of A [ resp. B] be X [ resp. u) ; simiIarly let an iterated @-product of those prime factors of Q associated via x with a prime factor of A [ resp. B) be U BtQof. Suppose inductively that it is so for all smaLler values, if any, of r(h). Use I,,muna 7.5 to replace P, N, S by reduced shapes which have no constant prime fattars; we must show that in doing so we lose no generality. It fohows from (5.5) that doing so makes no difference to the expressibility l?h in the form ~((6 ) @ 1) or" the expressibility of h in the form q((p )cs) 1) for allowable p and Q. We must show that it makes no difference to the expressibility oft in the form (7.5); but this is a very easy deduction I'rom Lemma 7.5 (d).
Note that or~e we have h = q((p)@ I), it is automatic that rp = E and i"'q = q. Suppose that h is central. By CotuUaty 4.5, the mate under rh of an element of u(P) or of UbQ) is then an element of MS). On the other hand, by the form M{ g )@ I ) of rh the mate of an element of u(P) is an &ment of u(Q)* md converwly. It fol-SOW that P and Q are both constant, so that by the reduction above we must have (pMiD 1)) which is in the desired form.
In the final case where h is of the form Thus no prime factor of P is associated via x with [B, C'J . Let Y be an iterated @product of those prime factors of P associated via x with prime factors of D. The mate under rh of an element of u(Y) is in u(C) + u(D) + u(S) by the form g((f)QD 1)x of h, but is in ucp) + u(Q) by the hypothesis that Ph = q(to@ 1); it must therefrxe be in o(Y). Then Y is constant by Proposition 7.7, and since P has no constant prime factors this means that every prime factor of P is associated via x with a prilme factor of A.
Then by Proposition 4.10 there are a shape R and central morphisms t and s such that a(c GD 1) x is the composite thus by naturahty x is the composite where tl' is the central morphism (CO -1 1)a s and u is the evident central morphism. It is clear that the graph of the composite it must therefore be in u(X). Then X is constant by Proposition 7.7, and since N has no constant prime factors we conclude that every prime factor of A is assmiated via x with a prime factor of P. This impiies that 4 is of the form +--WA @A)QPHpcc(i,alrQ w for some integral o, which is excluded by hypothesis.
Thus no prime factor of P is associated via x with [B, C] . Let Y be an iterated @-product of those prime factors of P associated via x with prime factors of A. The mate under I% of an element of u(Y) is in u(A) + u(B) by the form g((f) Qp 1)x of h,
