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Abstract
A nontrivial conformally invariant model is obtained via generalization the method of obtaining
conformally invariant models in 2D Euclidean space to the Euclidean space with dimension
D > 2. This method was previously developed by E.S. Fradkin and M.Ya. Palchik (see [7] and
reference therein). The partial wave expansion of a four-point function 〈jµ(x1)jν(x2)ϕ(x3)ϕ(x4)〉
containing two conserved vector fields jµ and two scalars ϕ of dimension d in a D -dimensional
Euclidean space is considered. The requirement of the absence the vector operator of the dimension
d+1 in this expansion allows us to find the relationship between all the coupling constants in such
a model.
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1 Introduction
The relationship between operator product expansion in conformal field theory and short distance
limits for various conformal invariant correlation functions was established many years ago [1-8].
Of particular interest is the study of four-point functions of primary (fundamental) fields. In recent
years, significant progress has been achieved in analyzing such functions [9-12].
In the works of E. S. Fradkin and M.Ya. Palchik [4] it was shown that if the field P δs of the
spin s and dimension δ contributes to the operator product expansion of any fields A(x)B(y), then
the density of the partial wave expansion ρ(l, σ) of a multipoint function of the type 〈A(x)B(y)...〉
has a first-order pole at the point l = δ, σ = s and vice versa, the presence of a first-order pole in
the density of the partial wave expansion means that in the operator product expansion A(x)B(y)
there is a descendant field P δs . Also it was shown that in any conformal invariant theory of a scalar
or spinor field with the scalar dimension d there exists a set of tensor or spin-tensor fields:
Ps(x) ≡ P
d+s
µ1µ2...µs
(x),
generated by energy-momentum tensor or conserved current. Each of the fields Ps(x) is a sym-
metric traceless field of the spin s and scalar dimension d + s.These fields together with all their
derivatives emerge in the operator product expansions:
Tµν(x1)ϕ(x2), jµ(x1)ϕ(x2), jµ(x1)ψ(x2),
where Tµν is an energy-momentum tensor, jµ is a conserved current, ψ(y) and ϕ(y) are the spinor
and scalar fields. It was suggested to consider the fields Ps(x) for D > 2 as analogs of the
secondary fields and the states Ps | 0 > as analogs of null-vector of the 2-dimensional conformal
theories. In two-dimensional space a condition
Ps | 0 >= 0
allows one to find exact solutions of various conformal models. In the works of E.S. Fradkin and
M.Ya. Palchik it was proposed to extend the requirement Ps | 0 >= 0 to the caseD > 2 and it was
suggested [5], that such a generalization should correspond to yet unknown representation of D-
dimensional analog of Virasoro algebra. In 2-dimensional Euclidean space, the operator products
jµ(x)ψ(y) and Tµν(x)ϕ(y) and the partial wave expansion of the four-point functions
< jµ(x1)jν(x2)ψ(y1)ψ(y2) > and < Tµν(x1)Tρσ(x2)ϕ(y1)ϕ(y2) > were studied in the detail
[6]. It has been shown , that the densities of the partial wave expansions of these functions ρj(l, σ)
and ρT (l, σ) have poles of the first order at l = d + s, σ = s. Demanding the residue at the pole
l = d + 1/2, σ = 1/2 for the function ρj(l, σ) or the residue at the pole l = d + 2, σ = 2 for the
function ρT (l, σ) be zero, which corresponds to the absence the state P
d+s
s | 0 > in the dynamical
sector of the model, gives algebraic equations on the dimensions of all fields included in these
theories as well as coupling constants and differential equations for higher correlation functions
[7,13]. The results coincided with those obtained earlier by other methods for the Ising, Thirring,
and others models.
In this paper, an attempt is made to generalize the above method of constructing conformal
invariant models to the D-dimensional Euclidean space. For simplicity we consider the 4-point
function < jµ(x1)jν(x2)ϕ(y1)ϕ(y2) > for the two conserved vector fields jµ(x) of dimension
dj = D − 1 and two charged scalar fields ϕ(y) of dimension d.
2
2 Basis functions of partial wave expansion
We investigate the four-point function, containing two conserved currents jµ(x) and scalar fields
ϕd(x) of the scalar dimension dj = D − 1 and d, respectively.
Gµν(x1, x2|x3, x4) =< jµ(x1)jν(x2)ϕ(x3)ϕ(x4) > (1)
Partial wave expansion of such function can be represented in the form:
Gµν(x1, x2|x3, x4) =
2∑
i,j=1
∫
dσρij(σ)C
ldjd
i {µs};µ
(xa; x1|x3)
[
Dl{µs}{νs}(xab)
]−1
C
ldjd
j {νs};ν
(xb; x2|x4) d
Dxa d
Dxb (2)
Here the following notations and definitions are used:∫
dσ =
1
2pii
∑
s
∫ h+i∞
h−i∞
µ(l, s) dl , h =
D
2
; (3)
µ(l, s) = 2s−2(2pi)−h
Γ(h+ s)
Γ(s+ 1)
n(l, s)n(l˜, s), l˜ = D − l
n(l, s) =
Γ(l + s)Γ(D − l − 1)
Γ(h− l)Γ(D − l + s− 1)
[
Dl{µs}{νs}(xab)
]−1
is the inverse propagator of the traceless symmetric field P l{µs}(x), of the spin
s and scalar dimension l,
Dl{µs}{νs}(xa − xb) =
1
(2pi)h
2ln(l, s){gµ1ν1(xab) · · · gµsνs(xab)- traces}(x
2
ab)
−l, (4)
[
Dl{µs}{νs}(xa − xb)
]−1
= Dl˜{µs}{νs}(xa − xb), l˜ = D − l (5)
gµν(x) =
1
x2
(
δµν − 2
xµxν
x2
)
, xab = xa − xb
C
ldjd
i {µs};µ
(x1; x2|x3), i = 1, 2 are three-point functions which transform under conformal
transformations as < jµ(x1)ϕ(x2)P
l
{µs}
(x3) >.
It is known that the partial wave expansion (2) is related with the operator product expansion.
Namely, the first-order poles of the spectral densities ρij(l, s) correspond to the descendant fields
in the operator product expansion jµ(x)ϕ(0) and vice versa, to each descendant field arising in
the operator product expansion, there corresponds a first-order pole of the function ρij(l, s). The
residue at this pole is proportional to the contribution of the descendant field to the operator product
expansion.
To find the explicit form of ρij(l, s) it is necessary at first to choose the basis functions
C
ldjd
i {µs};µ
(x1; x2|x3) over which the decomposition is carried out. As mentioned above,
functions C
ldjd
i {µs};µ
(x1; x2|x3) have the same conformal properties as 3-point function
3
< jµ(x1)ϕ(x2)P
l
{µs}
(x3) >. There exist just two linearly independent conformal structures that
transform as < jµ(x1)ϕ(x2)P
l
{µs}
(x3) >:
A
ldjd
1 {µs};µ
(x1; x2|x3) = λ
x2
µ (x1, x3)
[
λx1µ1µ2...µs(x2, x3)− traces
]
∆(x1, x2, x3), (6)
A
ldjd
2 {µs};µ
(x1; x2|x3) =
1
x212
[
s∑
k=1
gµµk(x12)λ
x1
µ1...µˆk...µs
(x2, x3)− traces
]
∆(x1, x2, x3), (7)
λx2µ (x1, x3) =
(x12)µ
x212
−
(x32)µ
x232
, (8)
λx1µ1µ2...µs(x2, x3) = λ
x1
µ1
(x2, x3) · · ·λ
x1
µs
(x2, x3), (9)
∆(x1, x2, x3) = (x
2
12)
−
l−s+dj−1−d
2 (x213)
−
l−s−dj+1+d
2 (x223)
−
−l+s+dj−1+d
2 , (10)
µˆk – means omitting the index.
The basis functions are some two linearly independent combinations of conformal structures
Ai(i = 1, 2) .
If dj = D − 1, than due to the presence of the factor (x
2
12)
−
l−s+dj−1−d
2 both structures A1 and
A2 have the first order poles at the points l = d+s, the residues in which are related by the relation
[7]:
res [(D − 2)A1 + A2]
∣∣
l=d+s
= 0. (11)
The following linearly independent structures were chosen as the basic functions:
Clong = Nlong[A1 + plong(l, d)A2], plong(l, d) =
1
D − 2 + l − d− s
, (12)
Ctr = Ntr[A1 + ptr(l, d)A2], ptr(l, d) =
l − d
s(D − 2 + l − d− s)
. (13)
With this choice, both functions Clong and Ctr are regular at l = d+ s, function Clong is local and
Ctr is transversal (for the details see [7]):
∂x2µ C
ldjd
tr {µs}µ
(x1; x2|x3)
∣∣
dj=D−1
= 0 (14)
In addition, it turns out that so selected basic functions with an appropriate choice of
normalizationsNlong and Ntr satisfy for tensor field the ”amputation” condition :∫ [
Dlµsνs(x1 − xa)
]−1
C
ldjd
long,tr{νs};µ
(xa; x2|x3) d
Dxa = C
l˜djd
long,tr{µs};µ
(x1; x2|x3), (15)
Nlong = nlong(l)
{
2
2l−d
2
(D − 2 + l − d− s)
(2D − 2− l − d− s)
Γ( l−d+s+D−2
2
)Γ( l+d+s−D+2
2
)
Γ(2D−2−l−d+s
2
)Γ(−l+2+s+d
2
)
} 1
2
,
Ntr = ntr(l)
{
2
2l−d
2
(l − 1)(D − 2− l + d+ s)
(D − l − 1)(2D − 2− l − d− s)
Γ( l−d+s+D−2
2
)Γ( l+d+s−D+2
2
)
Γ(2D−2−l−d+s
2
)Γ(−l+2+s+d
2
)
} 1
2
.
4
nlong(l) and ntr(l) are arbitrary functions satisfying conditions nlong,tr(l) = nlong,tr(l˜).
Functions C
l1d˜j d˜
long{µs};µ
and C
l1d˜j d˜
tr{µs};µ
orthonormal to C
ldjd
long{µs};µ
and C
ldjd
tr{µs};µ
also have been
found:
C
l1d˜j d˜
long{µs};µ
∣∣
d˜j=1
= N∗long(l, d)
[
A
l1d˜j d˜
1{µs};µ
+ p∗long(l, d)A
l1d˜j d˜
2{µs};µ
] ∣∣∣
d˜j=1
, (16)
p∗long(l, d) =
1
l −D + d− s
,
and
C
l1d˜j d˜
tr{µs};µ
∣∣
d˜j=1
= N∗tr(l, d)
[
A
l1d˜j d˜
1{µs};µ
+ p∗tr(l, d)A
l1d˜j d˜
2{µs};µ
] ∣∣∣
d˜j=1
, (17)
p∗tr(l, d) =
l − 2D + d+ 2
s(−l + 3D − 4− d+ s)
.
Orthonormality conditions for these functions are:∫
C
l1d˜j d˜
long,tr{µs1};µ
(x1; xa|xb)C
l2djd
long,tr{µs2};ν
(x2; xa|xb)d
Dxad
Dxb =
=
1
2
[
Dl1{µs1}{νs1}
(x1 − x2)δσ1σ2 + Iˆ{µs1}{νs1}δ(x1 − x2)δσ1σ˜2
]
, (18)
∫
C
l1d˜j d˜
long,tr{µs1};µ
(x1; xa|xb)C
l2djd
tr,long{µs2};ν
(x2; xa|xb)dxadxb = 0, (19)
δσ1σ2 = δ(l1 − l2)δs1s2 , Iˆ{µs}{νs} is unit operator: Iˆ{µs}{νs}F{µs} = F{µs}.
In addition it turns out that these functions C
ld˜j d˜
long,tr{µs};µ
with the appropriate choice
of normalizationsN∗long,tr(l, d) also satisfy for tensor field the ”amputation” condition:∫ [
Dlµsνs(x1 − xa)
]−1
C
ld˜j d˜
long,tr{νs};µ
(xa; x2|x3) d
Dxa = C
l˜d˜j d˜
long,tr{µs};µ
(x1; x2|x3), l˜ = D − l
(20)
Condition (20) fixes the normalizationsN∗long,tr(l, d) up to invariant functions
N∗long(l, d) = n
∗
long(l)
{
2
2l−d
2
(d− s+ l −D)
(d− s− l)
Γ( l−d+s+D
2
)Γ( l+d+s−D
2
)
Γ(2D−l−d+s
2
)Γ(−l+s+d
2
)
} 1
2
N∗tr(l, d) = n
∗
tr(l)
{
2
2l−d
2
(l − 1)(−3D + 4 + l + d− s)
(D − l − 1)(−2D + 4− l + d− s)
Γ( l+D−d+s
2
)Γ( l−D+d+s
2
)
Γ(2D−l−d+s
2
)Γ(−l+s+d
2
)
} 1
2
n∗long,tr(l) = n
∗
long,tr(l˜)
3 Densities of the partial wave expansion and fixing the model
The partial wave expansion (2) can be written in the basis (12), (13) as follows:
Gµν(x1, x2|x3, x4) =
5
∑
σ
dσρlong,long(σ)C
ldjd
long {µs};µ
(xa; x1|x3)
[
Dlµsνs(xa − xb)
]−1
C
ldjd
long {νs};ν
(xb; x2|x4) dxa dxb +
∑
σ
dσρlong,tr(σ)C
ldjd
long {µs};µ
(xa; x1|x3)
[
Dlµsνs(xa − xb)
]−1
C
ldjd
tr {νs};ν
(xb; x2|x4) dxa dxb +
∑
σ
dσρtr,long(σ)C
ldjd
tr {µs};µ
(xa; x1|x3)
[
Dlµsνs(xa − xb)
]−1
C
ldjd
long {νs};ν
(xb; x2|x4) dxa dxb +
∑
σ
dσρtr,tr(σ)C
ldjd
tr {µs};µ
(xa; x1|x3)
[
Dlµsνs(xa − xb)
]−1
C
ldjd
tr {νs};ν
(xb; x2|x4) dxa dxb. (21)
Using the orthogonality conditions (18),(19), we obtain the following equations on the densities of
the partial wave expansion (2):∫
C
ld˜j d˜
long{µs};µ
(x1; xa|xb)Gµν(xa, x2|xb, x3)dxadxb =
ρlong,long(l)C
ldjd
long{µs};ν
(x1; x2|x3) + ρlong,tr(l)C
ldjd
tr{µs};ν
(x1; x2|x3) (22)
and similarly ∫
C
ld˜j d˜
tr{µs};µ
(x1; xa|xb)Gµν(xa, x2|xb, x3)dxadxb =
ρtr,long(l)C
ldjd
long{µs};ν
(x1; x2|x3) + ρtr,tr(l)C
ldjd
tr{µs};ν
(x1; x2|x3). (23)
Recall that the dimension of the conserved current is dj = D − 1. It turns out that in this case the
function C
ld˜j d˜
long{µs};µ
(x1; xa|xb) can be represented as a total derivative:
C
ld˜j d˜
long{µs};µ
(x1; xa|xb)
∣∣
dj=D−1
= N∗(l, d)∂xaµ < P
l
µs
(x1)j
(0)(xa)ϕ
d˜(xb) >, (24)
where
< P l{µs}(x1)j
(0)(xa)ϕ
d˜(xb) >=[
λx1µ1µ2...µs(xaxb)− traces
]
(x21a)
− l−s−D+d
2 (x21b)
− l−s+D−d
2 (x2ab)
−−l+s+D−d
2 . (25)
Substituting (24) into the left-hand side of equation (22) and integrating by parts, we find:∫
C
ld˜j d˜
long{µs};µ
(x1; xa|xb)Gµν(xa, x2|xb, x3)dxadxb =
−N∗(l, d)
∫ 〈
P l{µs}(x1)j
(0)(xa)ϕ˜(xb)
〉
∂xaµ Gµν(xa, x2|xb, x3)dxadxb (26)
For the further analysis it is necessary to make an assumption concerning the divergency of the
function Gµν(xa, x2|xb, x3).The following Ansatz consistent with the requirement of conformal
invariance is taken:
∂xaµ Gµν(xa, x2|xb, x3) = −e[δ(xa − xb)− δ(xa − x3)] 〈jν(x2)ϕ(xb)ϕ(x3)〉+
6
Q∂xaν δ(xa − x2)P (x2; xb, x3) +G∂
xa
µ δ(xa − x2)Tµν(x2; xb, x3) +
C∂xaµ D
dj
µν(xa − x2)D
d(xb − x3) (27)
where
〈jν(x2)ϕ(xb)ϕ(x3)〉 = −e
Γ(D
2
)
2pi
D
2
λx2ν (xbx3)(x
2
b2x
2
32)
−D−2
2 (x2b3)
− 2d−D+2
2 (28)
P (x2; xb, x3) = (x
2
2bx
2
23)
−D−2
2 (x2b3)
− 2d−D
2 (29)
Tµν(x2; xb, x3) =
[
λx2µ (xbx3)λ
x2
ν (xbx3)−
1
D
δµν
x2b3
xb2x32
]
(x22bx
2
23)
−D−4
2 (x2b3)
− 2d−D+4
2 (30)
D
dj
µν(xa−x2) and G
d(xb−x3) are some functions that transform under conformal transformations
in the same manner as propagators of vector and scalar fields of dimensions dj and d, respectively
Ddjµν(xa − x2) = N(dj)gµν(xa2)(x
2
a2)
−dj (31)
Dd(xb − x3) = N(d)(x
2
b3)
−d (32)
The normalizations of these functions are chosen from conditions:∫
Ddjµ1ν(x1 − x)[D
dj
µ2ν
(x− x2)]
−1dDx = δµ1µ2δ(x1 − x2) (33)
∫
Dd(x1 − x)[D
d(x− x2)]
−1dDx = δ(x1 − x2) (34)
The question of the uniqueness of the representation (27) is open and needs further investi-
gation. The expression (27) is one of the conditions fixing the model. It turns out that for such a
choice of the function ∂xaµ Gµν(xa, x2|xb, x3) the integral (22) of each of the terms on the right-hand
side of (26) can be found in an explicit form. Similar integrals can be found in [7],[14].
The only exception is the integral of the contribution proportional to C. To find this contribu-
tion, it is necessary to regularize the integrand in the original integral (22).
Let:
I
ldjd
{µs};ν
(x1; x3|x2)
∣∣
dj=D−1
≡
∫ 〈
P l{µs}(x1)j
(0)(xa)
d˜ϕ(xb)
〉
∂xaµ D
dj
µν(xa − x2)D
d(xb − x3)d
Dxad
Dxb
∣∣
dj=D−1
=
− lim
dj→D−1
∫ [
C
ld˜j d˜
{µs}long
(x1; xa|xb)
]reg
Ddjµν(xa − x2)D
d(xb − x3)d
Dxad
Dxb (35)
where [
C
ld˜j d˜
long {µs};µ
(x1; xa|xb)
]reg
= αlong(l, d)A
ldjd
1µs:µ(x1; xa|xb) + A
ldjd
2µs:µ(x1; xa|xb) (36)
αlong(l, d) = l − s+ d−D + (dj −D + 1)r(l, d) (37)
and the regularization parameter r(l, d) is an arbitrary function of the variables l and d . The need
to introduce this parameter will be explained below. The result of integrating each of the terms
7
in (35) contains first-order pole in the variable dj at dj = D − 1. However, with the chosen
value αlong, these poles cancel each other and in the resulting expression one can take the limit
dj = D − 1. After simple, but rather tedious calculations, we obtain:
lim
dj→D−1
∫ [
C
ld˜j d˜
long {µs};µ
(x1; xa|xb)
]reg
Ddjµν(xa − x2)D
d(xb − x3)d
Dxad
Dxb =
ρ
[C]
long,long(l, d)
1
Nlong(l, d)
C l D−1 d
long {µs};ν
(x1; x3|x2) +
ρ
[C]
long,tr(l, d)
1
Ntr(l, d)
C l D−1 d
tr {µs};ν
(x1; x3|x2), (38)
where
ρ
[C]
long,long(l, d) =
1
l − d− s
ρ0(l, d), (39)
ρ
[C]
long,tr(l, d) =
1
l − d− s
ρ1(l, d), (40)
ρ0(l, d) = 2
d+1 (D − 2 + l − d− s)
(D − 2 + l − d+ s)
Γ(D−l+d+s
2
)Γ( l+d+s
2
)
Γ( l−d+s
2
)Γ(D−l−d+s
2
)
,
ρ1(l, d) = s(D − 2)
[−4(l − 1)(D − 2d) + (l − d− s)(D − 2 + l − d+ s)r(l, d)]
(l − d+ s)(D − l − d+ s)(l + d+ s− 2)(D − 2 + l − d− s)
ρ0(l, d). (41)
Let us note that the regularization parameter r(l, d) appears only in the expression for ρ
[C]
long,tr(l, d).
It turns out that for the obvious identity following from (38)
lim
dj→D−1
∫
dDxad
Dxb
[
Dl{µs}{νs}(x1 − x)
]−1[
C
ld˜j d˜
long {µs};µ
(x; xa|xb)
]reg
Ddjµν(xa − x2)D
d(xb − x3)
= ρ
[C]
long,long(l, d)
1
Nlong(l, d)
∫
dDx
[
Dl{µs}{νs}(x1 − x)
]−1
C lD−1d
long {µs}; ν
(x; x3|x2)
+ ρ
[C]
long,tr(l, d)
1
Ntr(l, d)
∫
dDx
[
Dl{µs}{νs}(x1 − x)
]−1
C lD−1d
tr {µs}; ν
(x; x3|x2) (42)
to hold, the regularization function r(l, d) must be the solution to some functional equation. An
analogous equality occurs upon integrating both parts of (38) with the function
[
Dd(x− x3)
]−1
.
For example, the condition for the fulfillment of (42) gives the equation:
(l − 1)(2D − l − d− s− 2)
(D − l − 1)(D + l − d− s− 2)
ω(l˜, d) = ω(l, d), (43)
where
ω(l, d) =
(D − 2)
(D − 2 + l − d− s)
[(l−d−s)(D−2+l−d+s)(1+r(l, d))−4(l−1)(D−2d)]. (44)
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A similar equation arises from the requirement of self-consistency of both sides of equality (42)
with ”amputation” over the scalar field.
The general solution to these self-consistency equations can be represented as:
r(l, d) = −1 +
(l − 1)(D + s− l − d)(D − s− l − d)(l − d+ s)
(D − 2 + l − d+ s)
r0(l, d), (45)
where r0(l, d) is an arbitrary function satisfying the following conditions:
r0(l, d) = r0(l˜, d) = r0(l, d˜). (46)
Note that r(l, d) can not be equal to zero for any choice of the r0(l, d)
The contributions of the remaining terms on the right-hand side of (27) to the integral (22) can
be represented as:
ρΣlong,long =
1
(l − d− s)2
Φ
(2)
long(l, d) +
1
(l − d− s)
Φ
(1)
long(d) + {...}, (47)
ρΣlong,tr =
1
(l − d− s)2
Φ
(2)
tr (l, d) +
1
(l − d− s)
Φ
(1)
tr (d) + {...}, (48)
where {...} denotes terms having no pole at l = d+ s
Φ
(2)
long(l, d) = s(d+ s− 1)k long(l, d)[
(D − 2)(2d−D + 2)Q+
2
D
(−sD(s+ d− 1) + (2− dD − 3D + 2d+D2))G
]
, (49)
Φ
(2)
tr (l, d) = s(d+ s− 1)ktr(l, d)[
(D − 2)(2d−D + 2)Q+
2
D
(−sD(s+ d− 1) + (2− dD − 3D + 2d+D2))G
]
, (50)
where
klong(l, d) =
(D − 2 + l − d− s)
(D − 2 + l − d+ s)
k0(l, d), (51)
ktr(l, d) =
(D − 2− l + d+ s)
(D − 2 + l − d+ s)
k0(l, d), (52)
k0(l, d) = pi
D
2
Γ(2+d+s−l
2
)Γ(d+s+l−D
2
)Γ(D − d)
Γ(D+l−d+s
2
)Γ(2D−l+s−d
2
)Γ(d− D
2
+ 2)
, (53)
Φ
(1)
long(l, d) = (−1)
s+1 (D − 2 + l − d− s)
(D − 2 + l − d+ s)
e+ (54)
s(D − 2s− 2d)klong(l, d)
[
(2d−D + 2)Q+
2
D
(sD − 1− d+ dD)G
]
, (55)
Φ
(1)
tr (l, d) = s(l − 1)(D − 2s− 2d)ktr(l, d)G. (56)
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The total contribution of all terms of the expression (27) to the integral (22) is equal to:
ρlong,long(l, d) = ρ
[Σ]
long,long(l, d) + ρ
[C]
,long,long(l, d) (57)
ρlong,tr(l, d) = ρ
[Σ]
long,tr(l, d) + ρ
[C]
long,tr(l, d) (58)
Let us require now the spectral densities (58) and (59) to be free of the second order poles in
the variable l at l = d+ s. This means that the following equations must be fulfilled:
Φ
(2)
long(l, d) = 0 Φ
(2)
tr (l, d) = 0 (59)
This is possible only if[
(D − 2)(2d−D + 2)Q+
2
D
(
−sD(s+ d− 1) + (2− dD − 3D + 2d+D2)
)
G
]
= 0. (60)
Further fixing of the model according to the procedure proposed earlier is to require the absence
of certain descendant field in the operator product expansion jµ(x)ϕ(0). This requirement means
that the residue of the spectral functions (58) and (59) at the pole corresponding to this descendant
field must vanish. Let us consider the simplest example when there is no descendant vector field
of dimension l = d + 1 in the expansion under consideration. In this case, equating to zero the
residues at poles of the first order of the spectral densities ρlong,long(l, d) and ρlong,tr(l, d), and
taking into account condition (61), we obtain two more algebraic equations:
(D − 2)e− 8d
(D − 1)
D
pi
D
2
Γ(D
2
)
G+ 2d+1
Γ(d+ 1)
Γ(D
2
− d)
(D − 2)Γ(
D
2
)C = 0, (61)
4d
(D − 2)
D
pi
D
2
Γ(D
2
)
G+ 2d+1
Γ(d+ 1)
Γ(D
2
− d)
(D − 2)Γ(
D
2
)C = 0 (62)
These equations together with (61) allow us to find the relationships between the free parameters
of the model:
G =
D(D − 2)
4d(3D − 4)
Γ(D
2
)
pi
D
2
e, (63)
C = −2−d−1
(D − 2)
(3D − 4)
Γ(D
2
− d)
Γ(d+ 1)
1
Γ(D
2
)
e, (64)
Q =
(D − 1)
2d(3D − 4)
Γ(D
2
)
pi
D
2
e. (65)
4 Conclusion
In theD-dimensional Euclidean space, a conformally invariant model is constructed that includes a
charged scalar field and a conserved vector current. The method of obtaining such a model is based
on a generalization of some results of the method of constructing conformally invariant models in
2-dimensional Euclidean space, proposed earlier in the works of Palchik and Fradkin [7]. It can be
assumed that in anD-dimensional Euclidean space there is an analogue of an infinite parametrical
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Virasoro algebra [15]. The condition that the state Ps | 0 > and all its descendants be equal to
zero in this case can point out at the irreducibility of the representation of such an algebra. As
in the two-dimensional case, this is possible only for certain values of both the dimensions of the
fundamental fields and other parameters. Correlation functions of these fields must satisfy partial
differential equations of finite order. As the first step of this program the relationships between the
constants that fix the model are found. Later it is expected to obtain closed differential equations
for multi-point correlation functions, consider models involving spinor fields, and also models with
non-Abelian fields. Of particular interest are the models, including energy-momentum tensor.
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