Starting BDF and Adams codes at optimal order  by Brankin, R.W. et al.
Journal of Computational and Applied Mathematics 21 (1988) 357-368 
North-Holland 
357 
Starting BDF and Adams codes 
at optimal order 
R.W. BRANKIN 
Numerical Algorithms Group Ltd, Mayfield House, 256 Banbury Road, Oxford OX2 7DE, United Kingdom 
I. GLADWELL * ** 
Department of Mathematics, University of Manchester, Manchester Ml3 9PL, United Kingdom 
L.F. SHAMPINE * * + 
Department of Mathematics, Southern Methodist University, Dallas, TX, 7.5275, U.S.A. 
Received 5 October 1987 
Abstract: We present an algorithm based on Runge-Kutta formulas with interpolation to start BDF and Adams 
multistep codes at optimal order and step size. It first finds automatically and reliably an :on scale’ initial step size. 
Besides being convenient for the user, this results in a more robust and efficient start, especially for stiff problems, 
because a starting step is taken with an efficient RK formula of moderate order before switching to the multistep 
formula. Starting the multistep formula at optimal order and step size makes the integration more efficient and 
reduces difficulties due to mesh distortion. We present the results of a variety of numerical experiments which 
demonstrate the efficacy of our technique. 
Keywords: Initial value problems, step size selection, order selection, ordinary differential equations. 
1. Introduction 
Popular codes for the numerical solution of the initial value problem for a system of ordinary 
differential equations, 
y’=f(x, v), a<x<b, (1) 
v(a) =Y, given, (2) 
start with the vector of given initial values y, at x = a and step from a to b producing an 
approximate solution on a mesh a = x0 < x1 < x2 < . . . . The step size h, = x,+ 1 - x, is chosen 
automatically so as to yield a local accuracy specified by the user and to reach b as cheaply as 
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possible. To get reliable results, the first step must be small enough that the asymptotic local 
error estimate is valid. Algorithms for the selection of a general step h, depend on it being not 
greatly different from h,_,. This means that to do the integration efficiently, the first step ought 
to be about as large as possible, or as we shall say, ‘on scale’. 
Early codes asked users to provide the initial step size. This is at best a nuisance, and it is very 
often the case that a user simply does not know enough about the problem and the method used 
in the code to choose a good value. Furthermore, the integration of (l), (2) may be only a part of 
a larger task, and intervention by a user can be inconvenient or impossible. For these reasons 
there have been a number of attempts to devise algorithms for the automatic selection of an 
initial step size. Some widely used codes have demonstrated the value of such algorithms. Watts 
[13] surveys work in the area and presents a general purpose algorithm of his own. The papers 
[5,10] present algorithms that are of particular relevance to the present investigation. 
The popular codes based on Adams formulas for non-stiff problems and the backward 
differentiation formulas (BDF) for stiff problems all vary the order of the formula used as well 
as the step size. They begin with a formula of order one, and over a number of steps they find an 
order and step size appropriate to the problem. These codes benefit from an automatic selection 
of the initial step size just like fixed order codes do. The schemes mentioned above can all be 
applied, and schemes like that of [lo] can be developed for these special circumstances. There is, 
however, scope for doing much better. Starting at order one is often inefficient. This is especially 
true for non-stiff problems because stringent accuracy requirements are not uncommon and high 
order is very helpful then. Because it involves a modified Newton iteration, a step with a BDF 
code is much more expensive than a step with an explicit Runge-Kutta (RK) code; the BDF 
code is more efficient for solving stiff problems because it can (usually) take a much larger step. 
Stiff problems normally have an initial transient in which the step size is determined by the 
accuracy requirement rather than by stability. In such a situation the usual way of evaluating a 
BDF is grossly inefficient and order one is much too low. 
Gear [4] presents an algorithm to start a BDF or Adams code at order 3 with an optimal step 
size. Although he chose to start always at order 3, he had the tools available to determine the 
best order in the range 1-3 and to start at this order. We are not aware of other attempts to find 
and start at an optimal order. Here we present a different way of determining the optimal order 
in the range l-4 and starting at this order. Our algorithm is combined with the approach of [5] 
for securing a reliable initial step size. Further, we actually take a moderately high order RK step 
before switching to a BDF or Adams formula. In the case of a conventional BDF code, this 
action can substantially reduce the cost of getting started. For this reason we describe our 
algorithm as though it were to be added to a BDF code, and our numerical experiments have 
focussed on this application. The algorithm is also a valuable addition to an Adams code, and we 
have verified that it can be added in exactly the same manner. 
2. An algorithm 
The local truncation error of the BDF of order p when using a step size h at the initial values 
(6 yO) is 
hP+l 
(p+l) 
ycp+l)( u) + O( hp+*), 
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and that of an Adams method has a similar form. At order p, equation (3) implies that the 
‘optimal’ step size 
h = ( T( p + l)/ll y(P+l)(a) Il)l’(p+l), 
when a local accuracy 7 is specified and the criterion of error per step is used. 
The estimates of the derivatives needed for step size and order selection in BDF and Adams 
codes have not been fully justified theoretically in the circumstances of their use. The present 
situation is different. Gear [4] derived a RK formula that on taking a step of size H yields 
approximations to y (P+l)( a) for p = 1, 2, 3 that are correct as H - 0. These approximations are 
computed as linear combinations of the stages kj of the RK formula. We take a different 
approach, but we also obtain asymptotically correct approximations. There has been a burst of 
activity recently on providing conventional RK formulas with an interpolation capability. See, 
for example, [2, 6, 8, 9, 141. One of us showed [S] that in rather general circumstances, the 
derivatives of these interpolants approximate the derivatives of y(x) to the expected order. This 
is precisely what we need to find an optimal order and step size. 
There are a variety of practical issues that arise when attempting to compute reliable estimates 
of the derivatives of the solution. Furthermore, just estimating a suitable step size and order is 
not enough. It is necessary to generate enough solution values of sufficient accuracy to get the 
multistep method going at this order. This is easy enough in principle with Gear’s approach or 
our own based on RK formulas with interpolation, but there are a number of practical questions 
to be answered. 
In outline the algorithm we propose has much in common with that of Gear. In detail it is 
very different. A reasonable way to present our algorithm is to explain what we have done 
differently, and why, so let us begin with his outline [4, p.2721: 
(1) ‘Guess’ a step size h, for the RK process based on knowledge of y, and yd. 
(2) Execute the RK starting process using h, to compute the k;. 
(3) Estimate the effect of truncation and roundoff errors in the RK step from the computed 
k,. If these errors are too large, adjust h, and repeat step (2). 
(4) Estimate the step size h, for the first multistep step from the ki. 
To estimate the optimal step size and order reliably, we must be able to compute some 
accurate results reliably. This is basically a question of finding a step size h, for which the error 
estimate of the RK step is credible. A number of recent investigations [5,10,11,13] have 
considered how to accomplish this difficult task. They all bring several techniques to bear. The 
first serious attempt to select the step size automatically is that of [ll]. In [5] an algorithm of 
three phases is presented and illustrated with an RK pair of formulas. In [lo] the scheme for 
starting Adams and BDF codes at order one involves two phases. Gear’s step (1) and the first 
phase of each of the other algorithms are variations on the idea of [ll]. Experience with these 
algorithms and with widely used codes that implement only the basic idea show that it is quite 
effective at finding a ‘reasonable’ step size, but that it will not reliably produce an ‘on scale’ 
value. This means that the adjustment of the step size in Gear’s step (3) might be unsatisfactory 
because the error estimate is unsatisfactory due to an initial step size being much too large. 
We rely upon the algorithm of [5] to compute a step size that is on scale. The scheme of [lo] 
works well enough and we shall mention some experiments with it, but it is not efficient for 
reasons we take up later. In Gear’s step (2) the stages k, of the RK formula are simply evaluated. 
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Phase II of the algorithm of [5] monitors this computation carefully. At each stage a Lipschitz 
constant L is approximated, and it is required that the trial step size h satisfy hL < c for a 
suitable formula-dependent constant c. If h is too large to pass this test, the step is tried again 
with h reduced appropriately. In phase II this process is repeated until a successful step is taken. 
Many tests are made in the course of taking a step, and some theoretical results show that a step 
size too large for the initial transient of a stiff problem is likely to be recognized at an early stage. 
This phase has proved to be an efficient and effective way to get a successful step with a credible 
error estimate. 
The RK scheme that Gear derived is unconventional. Its sole purpose is to estimate derivatives 
#“‘(a). In contrast, we employ in [5] a conventional RK formula with its associated estimate of 
the local truncation error. In Phase II we reduce the step size until we trust this local error 
estimate. Gear proceeds quite differently. He usSUrneS that 11 y(“)(a) 11 = X” 11 y(a) 11 for s = 1, 2, 
3, 4 and a suitable constant X. With this assumption he is able to deduce a truncation and 
roundoff error bound. This strong assumption about the problem limits the applicability of his 
approach. 
Gear adjusts h, in his step (3) only when his error estimate says that it is too large. In contrast 
the algorithm of [5] has a Phase III that repeats the step until h, is about as large as possible. 
This is done so that the integration is begun with a value on scale. Here the circumstances are 
different because the integration is not done with the RK formula. Still, we believe that there are 
excellent reasons for this action in the present context. To explain them we must first recall how 
a conventional BDF code starts. 
A BDF code in the line of development beginning with Gear’s DIFSUB [3] starts at order one. 
A Jacobian is formed at the initial point a, an iteration matrix is formed from this matrix (and 
the trial step size) and is factored for Gaussian elimination, then a modified Newton iteration is 
used to evaluate the implicit formula. For reasons of storage, in most current implementations 
the Jacobian is not retained, so every change of step size forces the formation of a new Jacobian 
and the factorization of an iteration matrix. This means that reducing an initial step size that is 
too large is quite expensive. An increase of step size, possibly via a change of order, is considered 
only after p + 1 steps when at order p. If the initial step size is much too small, a number of 
Jacobians, matrix factorizations, and steps are required to increase to an optimal order and step 
size. 
When solving stiff problems it is usually the case that an initial transient is present. In this 
transient region, truncation error determines the step size. An explicit RK formula is then more 
efficient than a BDF. The difference is great when a RK formula of order 4 is contrasted to the 
low orders used by a conventional BDF code in this region. It is possible that there is no initial 
transient, in which case a BDF might be able to take a much larger step than an explicit RK 
formula. An example and some discussion of the point can be found in [lo]. Like Gear we feel 
that starting with a step size small enough to resolve transients is justified on grounds of 
reliability even in the unusual case when it is inefficient because there is no transient. 
In some cases a higher order start is especially helpful. An obvious case is when a very 
accurate solution is desired. Although not uncommon for non-stiff problems, such accuracy is 
unusual when solving stiff problems. 
Initial values are often atypical. In particular, it is rather common that some components of 
y(a) vanish. If the error control approximates pure relative error, the effective order of any 
method is reduced where the solution vanishes. This reduction is disastrous at order one. It is 
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most unusual to have a solution vanish to such higher order that a formula of order 4 cannot 
cope with the situation. 
Gear begins the integration with the BDF at the initial point a. As it happens, he chooses 
always to start at order 3. We have chosen to start with a RK pair of orders 4 and 5. Returning 
to a point raised earlier, we actually step to a + h,. We do this because the RK pair is both more 
robust and more efficient than the BDF at advancing the integration this far in an initial 
transient. It may very well be helpful to form the first Jacobian at a + h, as we do, instead of at 
a. This is because zero components of Y cause scaling difficulties for the extremely popular 
option of approximating Jacobians numerically and such components are rather more likely at 
the initial point than later. Also, if the code determines the sparsity structure of the Jacobian 
numerically at the initial point then this may be incorrect elsewhere in the integration whereas a 
structure determined at the end of the first step is likely to be correct. 
There could be difficulties matching the step size h, used in the RK step to the step size h, 
to be used by the multistep method. Asymptotic arguments do not justify taking h, very much 
larger than h,. This is one reason why we chose to find the biggest value of h, possible. It is 
also a reason for preferring the algorithm of [5] for finding h, suitable for a formula of order 4 
over that of [lo] for finding the best step size for a formula of order 1. An efficient RK pair of 
orders 4 and 5 will ordinarily take a step larger than any of the BDF of orders 1-4 when 
truncation error determines the step size. This fact makes the prediction of h, credible. 
The scheme [S] for getting on scale might use any conventional pair of RK formulas. The DPS 
(4,5) pair of [9] was used for illustrative computations in [5]. Here we need this pair because we 
must be able to interpolate. A number of schemes for interpolating with this pair are described in 
[6,9]. Here we need the scheme of highest order. It provides a quintic polynomial Q(x) such that 
for all x in [a, u+h], 
y(x) = Q(x) + @(h’?- 
It is shown in [8] that 
y’“‘(x)=Q’“)(x)+O(h6-“) fors=1,...,5, 
which, as we noted earlier, is what makes possible the estimation of the optimal order and step 
size for both BDF and Adams formulas of orders l-4. The scheme produces the Hermite data 
Yo =Y(a), y,‘=y’(a) =f(a, YOL 
Y~,Z -~(a + :h)> yi’,z =~‘(a + :h), 
yl=y(a+h), y;=y’(u+h). 
A straightforward calculation then gives 
Qb + h) =Y,, hQ”‘( a + h) = hy,‘, 
;Q”‘( a + h) = 34yo + 32y,,, - 66y, + h(5y; + 32y;,, + 13y,‘), 
; Q’“‘( u + h) = 52yo + 16~i,~ - 68yi + h (Sy; + 4OYi,2 + =Y;), 
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These formulas make it easy to calculate the optimal step size and order. Also they provide Q(x) 
in the Nordsieck (Taylor series) representation used by the Gear line of codes for both its BDF 
and Adams formula implementations. In effect, they provide the starting values needed to 
proceed at any order 1 through 4. Of course it is easy to handle in a similar manner other 
representations, such as Lagrangian and divided difference, that are used in other Adams and 
BDF codes. 
Gear’s RK scheme computes the scaled derivatives h”y’“‘( a)/~! directly. He allows orders 
l-3. Although he could have selected the best of these orders, he chose to start always at order 3. 
We consider orders l-4 and select the best. All the widely used BDF codes implement orders 
1-5, so it is natural to want to include order 5, too. This could be done, but it is substantially 
more expensive to get a RK pair of sufficiently high order with the interpolation capability. Our 
experiments suggest that it is not worth the effort to develop the formulas nor the cost of using 
them. 
The decision made to restrict our attention to orders l-4 is not as satisfactory for the Adams 
formulas as for the BDF. Adams codes implement much higher orders than BDF codes, up to, 
say, order 12, and typical accuracy demands for non-stiff problems lead to the use of high orders. 
On the other hand, starting Adams formulas for non-stiff problems is much cheaper than 
starting BDF for stiff problems. The benefits to be gained are associated more with a reasonably 
high starting order and less mesh distortion than with cost. We believe adding our scheme to an 
Adams code will improve its robustness and reliability, but will not greatly affect its efficiency. 
For this reason we have focussed on BDF codes in the numerical experiments reported in the 
next section. 
3. Experiments 
We have explored our approach to the automatic selection of optimal order and step size by 
means of three sets of experiments. L.S. Baca of the Sandia National Laboratories assisted us 
with the first set. A subroutine is described in [lo] that finds the optimal initial step size for the 
first order method used to start the variable order Adams and BDF codes. The substantial tests 
reported in [lo] were repeated with our scheme for selecting the order added. After the 
subroutine determined an optimal step size h, for the BDF of order 1, we evaluated the DPS(4,5) 
formulas with this step size and determined the optimal step sizes for the BDF of orders l-4 in 
the manner described in the last section. We also estimated the optimal step size for the DPS 
pair. It ranged from 5-lo4 times bigger than h,, being often greater than 102h,. This helped 
convince us of two things. One was to abandon the step size selection of [lo] that is tailored to 
the BDF of order 1, and turn to the scheme of [5] that would allow us to find the optimal step 
size for the DPS pair directly. The other was actually to take a step with the DPS formulas 
because it advances inexpensively the integration a substantial distance into the transient. 
According to these experiments, if one were to choose a fixed order from the possibilities 
considered, order 4 would be best. Order 4 provided a step size near the best in every case. On 
the other hand, order 3 was comparable. We take this to mean that Gear’s choice of the fixed 
order 3 was quite a reasonable one. Both orders 3 and 4 were significantly better than order 2 
and still better than order 1. 
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With the assistance of P. Bogacki of Southern Methodist University, we performed a second 
set of experiments with an algorithm along the lines of [5]. This time we wanted to compare our 
starting procedure with that in a widely available code; we chose DGEAR from the IMSL 
library [7]. Because we do not have the source code for DGEAR, we could not alter it to use our 
scheme. We wrote a subroutine that would do the start, but did not attach to an integrator. The 
scheme implemented is basically that of [5], but simplified for autonomous equations and the 
error control of DGEAR. We solved a number of problems from the test set [l]. The error 
control implemented in DGEAR is an unfortunate one for our purposes. In the first step the 
local truncation error in a solution component is measured relative to the magnitude of the initial 
value of the component if it is non-zero and relative to unity otherwise. A great many of the 
problems in [l] have initial solution components that vanish. This error control implies that the 
code will virtually ignore the accuracy of the approximation to such components on the first step. 
We solved a number of problems with their zero initial values changed to lo-‘. These (super-) 
stable problems have solutions that are little changed by such a change of initial values. Due to 
the nature of the error control, this change dramatically affects the numerical results. Our 
procedure is then much more advantageous as the code is forced to compute the solution with 
some accuracy. We shall say no more about this aspect here because our third set of experiments 
addresses it. 
With the kind of error control used in DGEAR and tolerances 7 = 10p2, 10-4, 10m6, the 
second set of experiments led to results a little different from those of the first set. In every case 
the fourth order BDF was the most efficient. However, the effect of the order is modest with this 
error control and these problems. The best step size was perhaps a factor of 5 better than the 
worst, at most a factor of 10. Even though the situation is unfavorable to our approach as 
regards its order, it still provides a more efficient start. 
In our approach there is a well-defined start. Unfortunately this is not true of the usual BDF 
codes because they adapt gradually the step size and order to the problem. This presents a 
serious difficulty when we wish to compare the efficiencies of starting procedures. A reasonable 
way to proceed is to record that our procedure stepped from the initial point to xi, and what this 
cost in terms of evaluation of the f of (1) (function evaluations). We then ask DGEAR to 
integrate to xi, and note the cost in function evaluations, the number of Jacobians formed, the 
number of matrix decompositions, and the number of forward and back substitutions made in 
solving linear systems. This is not entirely satisfactory because DGEAR will step past xi, and 
perhaps far past. Although it is possible to have the code stop at xi, this puts up the cost and is 
less comparable than proceeding as we do. Besides the costs of the start, we note the predicted 
step sizes at orders l-4 from our algorithm and verify that the optimal order and step size results 
in a successful BDF step. We also note the number of steps DGEAR took to reach xi and the 
order and step size used when passing this point. The Jacobians required in DGEAR were 
approximated numerically, but the count of function evaluations does not include those evalua- 
tions made for this purpose. 
An additional difficulty is that our scheme determines an initial step size automatically and 
DGEAR does not. We see no fair way to handle this matter. We gave DGEAR the initial step 
size provided with the test set [l]. This gives DGEAR a big advantage because we expend 
considerable effort to find reliably an on scale value like the one DGEAR is simply given. 
An example of a problem for which our scheme performs relatively poorly in comparisons to 
DGEAR is D6 in [l]. For each of the tolerances 10w2, 10p4, low6 our scheme required 22 
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function evaluations to start. The cost for DGEAR was also the same at all these tolerances. It 
needed 11 function evaluations, 2 Jacobians, and 2 matrix decompositions, as well as the 
associated solutions of linear systems required in taking 4 steps. DGEAR used order 1 at all 
these tolerances, which suggests that accuracy did not determine the step size. Two of the three 
components have zero initial values. Even in this unfavorable situation our scheme is advanta- 
geous. 
An example of a problem for which our scheme did relatively well is D3, even though two of 
the four components have zero initial values. At each of the tolerances lo-*, 10p4, lob6 our 
scheme required 8 function evaluations. At lo-* DGEAR required 28 function evaluations, 4 
Jacobians, and 4 matrix factorizations to pass xi. It took 8 steps and it was at order 3. At 10e4 
DGEAR required 41 function evaluations, 5 Jacobians, and 5 matrix factorizations. It took 11 
steps and it was at order 3. At low6 DGEAR required 56 function evaluations, 7 Jacobians, and 
7 matrix factorizations. It took 16 steps and it was at order 4. 
In all cases the optimal step size selected by our scheme is comparable to that reached by 
DGEAR. We cannot say more because without the source code for DGEAR we cannot choose 
our step size in a consistent way. Part of the difficulty is intrinsic. Our scheme takes a step which 
may span a large part of the transient. The error control of DGEAR involves the solution values 
at the beginning of the step only. Thus the weights used by DGEAR may differ from those we 
use because it has taken several steps. A potentially more significant matter is that the behavior 
of the solution throughout our (large) step influences the truncation error estimate at the end. 
This is especially true of the highest since we get an approximation to yC5) that is constant 
throughout the step. It seems possible that reaching x1 by several smaller steps as DGEAR does 
might lead to a rather better estimate of the local truncation error at x1 at the higher orders. It is 
reassuring that our scheme did give comparable step sizes in these experiments. They were, 
however, usually rather smaller so that an increase is to be expected soon after starting with the 
BDF. 
The most comprehensive tests were done with DEBDF [12]. We proceeded as described for the 
tests with DGEAR but DEBDF allows a more appropriate error control. Also, because we had 
the source code, we could select the optimal step size in a way consistent with the way that 
DEBDF does this. DEBDF uses Watts’ subroutine [13] for selecting automatically an initial step 
size. This makes comparision of the starting procedures much easier and fairer. 
Below, in Tables l-6, we present a complete set of statistics for one run of each of the 
DEBDF codes, the original and our modified version. The statistics are for the STIFF DETEST 
Table 1 
DEBDF statistics for STIFF DETEST Problem Class A 
Problem No. Xl STPS FUNC JAC SUB H ORD 
1 0.16 E-2 1 9 0 0 0.17 E-2 4 
0.20 E-2 5 12 2 7 0.94 E-3 3 
2 0.18 E-4 1 18 0 0 0.50 E-4 4 
0.19 E-4 7 14 3 9 0.75 E-5 2 
3 0.16 E-4 1 9 0 0 0.17 E-4 4 
0.20 E-4 5 11 2 6 0.10 E-4 3 
4 0.16 E-5 1 9 0 0 0.19 E-5 4 
0.17 E-5 4 11 2 6 0.70 E-6 2 
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Table 2 
DEBDF statistics for STIFF DETEST Problem Class B 
Problem No. Xl STPS FUNC JAC SUB H ORD 
1 0.40 E-3 1 16 0 0 0.83 E- 3 3 
0.41 E-3 13 21 6 16 0.13 E-3 3 
2 0.12 E- 1 1 9 0 0 0.16 E-l 4 
0.13 E-l 4 11 2 6 0.55 E-2 2 
3 0.88 E-2 1 9 0 0 0.13 E- 1 4 
0.11 E- 1 4 11 2 6 0.45 E-2 2 
4 0.45 E-2 1 9 0 0 0.65 E-2 4 
0.51 E-2 4 11 2 6 0.21 E-2 2 
5 0.14 E-2 1 9 0 0 0.12 E-2 4 
0.20 E-2 5 12 2 7 0.87 E-3 3 
Table 3 
DEBDF statistics for STIFF DETEST Problem Class C 
Problem No. X1 STPS FUNC JAC SUB H ORD 
1 0.16 E-2 1 9 0 0 0.12 E-2 4 
0.17 E-2 5 12 2 7 0.87 E-3 3 
2 0.16 E-2 1 9 0 0 0.17 E-2 4 
0.21 E-2 5 12 2 7 0.10 E-2 3 
3 0.23 E-2 1 9 0 0 0.19 E-2 4 
0.25 E-2 5 12 2 7 0.13 E-2 3 
4 0.79 E-3 1 9 0 0 0.17 E-2 4 
0.94 E-3 3 10 2 5 0.58 E-3 2 
5 0.61 E-2 1 15 0 0 0.17 E-2 4 
0.71 E-2 11 18 3 13 0.12 E-2 4 
Table 4 
DEBDF statistics for STIFF DETEST Problem Class D 
Problem No. Xl STPS FUNC JAC SUB H ORD 
1 0.16 E-2 1 17 0 0 0.44 E-2 4 
0.22 E-2 3 8 2 3 0.19 E-2 2 
2 0.76 E-4 1 17 0 0 0.51 E-4 3 
0.82 E-4 11 22 6 17 0.21 E-4 3 
3 0.80 E-6 1 11 0 0 0.15 E-5 4 
0.83 E-6 11 20 5 15 0.57 E-6 3 
4 0.57 E-4 1 11 0 0 0.35 E-4 4 
0.69 E-4 17 27 7 22 0.17 E-4 3 
5 0.10 E-3 1 17 0 0 0.10 E-3 4 
0.14 E-3 10 16 4 11 0.50 E-4 3 
6 0.62 E-8 1 18 0 0 0.40 E-8 4 
0.64 E-8 18 26 7 21 0.20 E- 8 3 
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Table 5 
DEBDF statistics for STIFF DETEST Problem Class E 
Problem No. Xl STPS FUNC JAC SUB H 
1 0.49 E-4 1 
0.56 E-4 10 
2 0.13 E-l 1 
0.14 E-l 14 
3 0.14 E-2 1 
0.20 E-2 4 
4 0.20 E-3 1 
0.24 E- 3 14 
5 0.83 E-5 1 
0.12 E-4 6 
ORD 
23 0 0 0.85 E-4 4 
17 4 12 0.16 E-4 3 
10 0 0 0.80 E-2 4 
23 6 18 0.36 E-2 3 
13 0 0 0.13 E-3 4 
10 2 5 0.63 E-4 2 
11 0 0 0.13 E-3 4 
23 6 18 0.63 E-4 3 
18 0 0 0.93 E-5 4 
15 4 10 0.49 E-5 3 
Table 6 
DEBDF statistics for STIFF DETEST Problem Class F 
Problem No. Xl STPS FUNC JAC SUB H ORD 
1 0.91 E-4 1 11 0 0 0.56 E-4 4 
0.12 E-3 17 27 7 22 0.29 E-4 3 
2 0.48 E-l 1 10 0 0 0.29 E-l 4 
0.55 E-l 17 27 7 22 0.14 E- 1 3 
3 0.36 E-5 1 24 0 0 0.55 E- 5 4 
0.43 E-5 12 21 5 16 0.14 E-5 3 
4 0.12 E- 1 1 9 0 0 0.37 E-l 4 
0.14 E-l 5 12 1 7 0.98 E-2 3 
5 0.26 E- 10 1 15 0 0 0.64 E - 10 4 
0.36 E - 10 3 8 2 3 0.28 E- 10 2 
sets of problems presented in [l]. We give one table per set using a relative local error tolerance 
of 10e4 with absolute error threshold 1O-9 in each case. We have performed similar tests with 
various other local error tolerances and obtained comparable results. For each problem in the set 
we present two rows of statistics. The first gives the costs of using our modified DEBDF to reach 
xi and the second the cost of the original DEBDF code to integrate in one-step mode to the first 
integration point it chooses past xi. In the column labelled xi we give its actual value in the first 
row of statistics for each problem and the value reached by the original DEBDF code in the 
second row. The other statistics presented for each problem and each code are: 
STPS - number of successful steps to reach x1 (always one for the modified code). 
FUNC- the number of evaluations of f so far. 
JAC - the number of evaluations of the Jacobian af/ay and decompositions of the iteration 
matrix so far (always zero for the modified DEBDF). 
SUB - the number of substitutions with the decomposed iteration matrix so far (always zero 
for the modified DEBDF). 
H - the next step to be attempted. 
ORD - the next order to be attempted. 
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The basis for the step selection technique in DEBDF is to avoid failed steps. For the most part 
this strategy is successful and in particular the step size and order to be attempted by the original 
code given in Tables 1-6 is almost always successful. The step size and order to be attempted on 
the step from xi with the modified code is always successful in our tests. The step size for the 
next step predicted for the modified code was almost always larger than that for the original 
code. (In Tables 1-6 this is always the case.) In integrating to xi both the original and modified 
DEBDF codes have some failed steps. We have not enumerated them in our statistics but their 
effects are reflected in the values of FUNC, JAC and SUB. As with DGEAR the cost of 
numerical evaluations of the Jacobian is not included in the function evaluations, FUNC. 
Testing of software is always difficult, and we saw a number of reasons why in our 
comparison with DGEAR: The only error control available is unsuitable for some problems, 
DGEAR does not select an initial step size automatically, and we could not make the objectives 
of the subroutines consistent. The situation with DEBDF is much more satisfactory. In this 
better comparison our scheme always constitutes an improvement. 
Like all the Gear line of codes, DEBDF also has available the Adams formulas. We have 
altered our scheme to account for them and verified that the scheme is useful for non-stiff 
problems. 
4. Conclusion 
We have presented an algorithm based on Runge-Kutta formulas with interpolation to start 
BDF and Adams multistep codes at optimal order and step size. It first finds automatically and 
reliably an ‘on scale’ initial step size. Besides being convenient for the user, this results in a more 
robust and efficient start, especially for stiff problems, because a step is taken with an efficient 
RK formula of moderate order before switching to the multistep formula. Starting with the 
multistep formula of optimal order and its optimal step size makes the integration more efficient 
and reduces difficulties due to mesh distortion. 
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