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Abstract
We show how convergence to the Gumbel distribution in an extreme value setting
can be understood in an information-theoretic sense. We introduce a new type of
score function which behaves well under the maximum operation, and which implies
simple expressions for entropy and relative entropy. We show that, assuming certain
properties of the von Mises representation, convergence to the Gumbel can be proved
in the strong sense of relative entropy.
1 Introduction and notation
It is well-known that convergence to the Gaussian distribution in the Central Limit The-
orem regime can be understood in an information-theoretic sense, following the work of
Stam [18], Blachman [4], Brown [5], and in particular Barron [1] who proved convergence
in relative entropy (see [9] for an overview of this work). While a traditional characteristic
function proof of the Central Limit Theorem may not give a particular insight into why
the Gaussian is the limit, this information-theoretic argument (which can be understood
to relate to Stein’s method [19]) offers an insight on this.
To be specific, we can understand this convergence through the (Fisher) score function
with respect to location parameter ρX(x) = f
′
X(x)/fX(x) = (log fX(x))
′ of a random
variable X with density fX , where
′ represents the spatial derivative. Two key observations
are (i) that a standard Gaussian random variable Z is characterized by having linear score
ρZ(x) = −x and (ii) there is a closed form expression for the score of the sum of independent
random variables as a conditional expectation (projection) of the scores of the individual
summands (see e.g. [4]). As a result of this, the score function becomes ‘more linear’ in the
Central Limit Theorem regime (see [11, 10]). Similar arguments can be used to understand
‘law of small numbers’ convergence to the Poisson distribution [12].
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However, there exist other families of probabilistic limit theorems which we would like
to understand in a similar framework. In this paper we will consider a standard extreme
value theory setup [16]: that is, we take i.i.d. random variables X1, X2, . . . ∼ X and define
Mn = max(X1, . . . , Xn) and Nn = (Mn− bn)/an for some sequences an and bn. We want to
consider whether Nn converges in relative entropy to a standard extreme value distribution.
In this paper we show how to do this for the case of a Gumbel (Type I Extreme Value)
limit, by introducing a different type of score function, which we refer to as the max-score
ΘX , which is designed for this problem. Corresponding properties to those described above
hold for this new quantity: (i) a Gumbel random variable X can be characterized by having
linear max-score ΘX (see Example 1.2) (ii) there is a closed form expression (Lemma 1.3)
for the max-score of the maximum of independent random variables.
In Section 2 we show that the entropy and relative entropy can be expressed in terms
of the max-score, and in Section 3 we relate this to the standard von Mises representation
(see [16, Chapter 1]) to deduce convergence in relative entropy in Theorem 3.4. Our aim
is not to provide a larger class of random variables than papers such as [6, 7, 14] for which
convergence to the Gumbel takes place, but rather to use ideas from information theory
to understand why this convergence may be seen as natural, and to prove convergence in
a strong (relative entropy) sense.
We briefly remark that entropy was studied in this regime by Saeb [17], though using
a direct computation based on the density. The standard Fisher score was used in an
extreme value context by Bartholme´ and Swan [2] in a version of Stein’s method. Extreme
value distributions were considered in the context of Tsallis entropy by Bercher and Vignat
[3]. However, this particular framework appears to be new, to the best of our knowledge.
Definition 1.1. For continuous random variable Z ∈ R we write distribution function
FZ(z) = P(Z ≤ z) and fZ(z) = F
′
Z(z) for the corresponding density. We define the
max-score function:
ΘZ(z) = log(fZ(z)/FZ(z)). (1)
Note that we can write FX(x) = exp(−w(x)) for some decreasing function w with
w(∞) = 0. Then fX(x) = −w
′(x)FX(x) so that ΘX(x) = log(−w
′(x)). Equivalently,
inverting this relationship gives
FX(x) = exp
(
−
∫ ∞
x
eΘX(u)du
)
. (2)
We now remark that under this definition the Gumbel distribution has linear max-score
function:
Example 1.2. A Gumbel random variable Y with parameters µ and β has distribution
function FY (y) = exp
(
−e−(y−µ)/β
)
, so in the notation above w(y) = e−(y−µ)/β . Hence
w′(y) = −e−(y−µ)/β/β and a Gumbel random variable has max-score
ΘY (y) = − log β −
(y − µ)
β
.
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Indeed, using (2), we can see the property of having a linear max-score ΘY characterizes
the Gumbel.
For future reference in this paper, note that (see [13, Eq. (1.25)]) the EY = µ + βγ,
where γ is the Euler–Mascheroni constant, andMY (t) = e
µtΓ(1−βt) (see [13, Eq. (1.23)]).
We can further state how the max-score function behaves under the maximum and
rescaling operations:
Lemma 1.3. If we write Mn = max(X1, . . . , Xn) and Nn = (Mn − bn)/an then
ΘNn(z) = log(nan) + ΘX(anz + bn), (3)
ΘNn(Nn) = log(nan) + ΘX(Mn), (4)
Proof. As usual (see for example [16, Chapter 0.3]), we know that by independence
FMn(x) = P (max(X1, . . . , Xn) ≤ x) = P
(
n⋂
i=1
{Xi ≤ x}
)
= FX(x)
n, (5)
so that FNn(x) = FMn(anx+bn) = FX(anx+bn)
n. This means that fNn(x) = nanFX(anx+
bn)
n−1fX(anx + bn), so fNn(x)/FNn(x) = nanfX(anx + bn)/FX(anx + bn) and (3) follows
on taking logarithms. The second result, (4), follows by direct substitution using the fact
that Mn = anNn + bn.
Example 1.4. In particular, if X is exponential with parameter λ, so with an = 1/λ and
bn = logn/λ
ΘX(z) = log
(
λe−λz
1− e−λz
)
,
this gives
ΘNn(z) = log(n/λ) + log
(
λe−z/n
1− e−z/n
)
= −z − log(1− e−z/n).
Hence, letting n → ∞, we know that ΘNn(z) converges pointwise to −z, which is the
max-score of the standard Gumbel (with parameters µ = 0 and β = 1) – see Example 1.2
above.
However, while this gives us some intuition as to why the Gumbel is the limit in this
case, pointwise convergence of the score function does not seem a particularly strong sense
of convergence. We now discuss the question of convergence in relative entropy.
2 Max-score function and entropy
We next show that we can use the max-score function to give an alternative formulation for
the entropy of a random variable, which allows us to quickly find the entropy of a Gumbel
distribution. We first state a simple lemma:
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Lemma 2.1. For any random variable X with distribution function FX :
E logFX(X) = E log (1− FX(X)) = −1.
Proof. By change of variables y = FX(x), since the dy = fX(x)dx the first expression
becomes ∫ ∞
−∞
fX(x) logFX(x)dx =
∫ 1
0
log ydy = [y log y − y]10 = −1. (6)
For the second expression the same change of variables gives∫ ∞
−∞
fX(x) log (1− FX(x)) dx =
∫ 1
0
log(1− y)dy = [−(1 − y) log(1− y)− y]10 = −1, (7)
as stated.
We note a corollary which will be useful in due course:
Corollary 2.2. For Mn the maximum of n independent copies of X:
−E log FX(Mn) =
1
n
Proof. Recalling from (5) that FMn(x) = FX(x)
n we know from Lemma 2.1 that
−1 = E logFMn(Mn) = nE logFX(Mn),
and the result follows on rearranging.
Proposition 2.3. For a random variable X with max-score function ΘX , the entropy
H(X) satisfies
H(X) = 1− EΘX(X). (8)
Proof. The key observation is that log fX(x) = logFX(x) + ΘX(x) so that:
H(X) = −
∫ ∞
−∞
fX(x) log fX(x)dx
= −
∫ ∞
−∞
fX(x) logFX(x)dx−
∫ ∞
−∞
fX(x)ΘX(x)dx (9)
= 1− EΘX(X),
where we apply Lemma 2.1 to find the first term of (9).
Example 2.4. In particular we recover the entropy of Y , a Gumbel distribution with
parameters µ and β since EY = µ+ βγ so that using Example 1.2:
H(Y ) = 1− E
(
− log β −
Y − µ
β
)
= 1 + log β + γ.
(See for example [15, Theorem 1.6iii)])
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We can use similar arguments to give an expression for the relative entropy D(X‖Y )
where Y is Gumbel:
Proposition 2.5. Given random variable X, we can write the relative entropy from X to
Y , a Gumbel random variable with parameters µ and β, as
D(X‖Y ) =
(
EΘX(X) + log β +
EX − µ
β
)
+
(
Ee−(X−µ)/β − 1
)
. (10)
Proof.
D(X‖Y ) =
∫
fX(x) log
(
fX(x)
fY (x)
)
dx
= −H(X)−
∫
fX(x) log fY (x)dx
= − (1− EΘX(X))−
∫
fX(x) logFY (x)dx−
∫
fX(x)ΘY (x)dx
= EΘX(X)− 1 +
∫
fX(x) exp
(
−
(x− µ)
β
)
dx+ log β +
∫
fX(x)
(x− µ)
β
dx.
substituting from Proposition 2.3 and using the value of ΘY from Example 1.2.
Observe that in the case of X itself Gumbel with the same parameters as Y , both
bracketed terms in (10) vanish:
1. We can rewrite the first term as E (ΘX(X)−ΘY (X)), using the value of the max-
score in the Gumbel case (Example 1.2). This suggests that (as in [9]) we may wish
to consider this term as a standardized score function with the relevant linear term
subtracted off.
2. We can rewrite the second term in (10) as eµ/βMX(−1/β) − 1, where MX(t) is
the moment generating function. Since (see Example 1.2) the moment generating
function of a Gumbel random variable isMY (t) = e
µtΓ(1−βt), we know that in the
Gumbel case eµ/βMX(−1/β)− 1 = e
µ/βe−µ/βΓ(2)− 1 = 0.
3 von Mises representation and convergence in rela-
tive entropy
We will demonstrate convergence of relative entropy in a restricted version of the domain
of maximum attraction:
Definition 3.1. Assume that the upper limit of the support of X is x0 := sup{x : FX(x) <
1} (which may be finite or infinite) and assume that the distribution function FX has a
von Mises representation [16, Eq. (1.3)]
FX(x) = 1− c exp
(
−
∫ x
z0
1
g(u)
du
)
= 1− c exp (−G(x)) , (11)
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for some auxiliary function g such that g′(u)→ 0 as u→ x0.
Example 3.2.
1. For the exponential we can take c = 1, z0 = 0, x0 =∞, g(u) = 1/λ and bn = logn/λ.
2. For the example of F (x) = 1− exp(−x/(1− x)) given by Gnedenko [8] (see also [16,
P.39]) we can take c = 1, z0 = 0, x0 = 1, g(u) = (1− u)
2 and bn = log n/(1 + log n).
Note that (see [16, Proposition 1.4]) the normalized maximum Nn converges to the
Gumbel if and only if the distribution function is of the form FX(x) = 1−c(x) exp (−G(x))
where limx→x0 c(x) = c. However, the restricted class of distributions of Definition 3.1 is
easier to deal with.
Assuming the von Mises representation (11) holds we can write the density
fX(x) = cG
′(x) exp(−G(x)) =
1− FX(x)
g(x)
, (12)
or note that 1/g(x) is the hazard function of X .
We now state a technical condition which we will use to prove convergence:
Condition 1.
1. Assume log g(x) is bounded and continuous, and that g(x0) is finite and non-zero.
2. Assume that
∫ 0
−∞
|x|kdFX(x) <∞ for all k.
Lemma 3.3. Under Condition 1.2:
1. The mean ENn converges to the Euler–Mascheroni constant γ.
2. The moment generating function converges as follows:
lim
n→∞
MNn(t) = Γ(1− t), (13)
by Taylor’s theorem.
Proof. Note that (see [16, Proposition 2.1]) under Condition 1.2 the kth moment of Nn
converges:
lim
n→∞
E(Nn)
k = (−1)kΓ(k)(1), (14)
where Γ(k)(x) is the kth derivative of the Γ function at x.
We deduce convergence of the moment generating function
lim
n→∞
MNn(t) = lim
n→∞
∞∑
r=0
trE(Nn)
r
r!
= lim
n→∞
∞∑
r=0
trE(Nn)
r
r!
=
∞∑
r=0
(−t)rΓ(k)(1)
r!
= Γ(1− t),
by Taylor’s theorem.
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Theorem 3.4. If the distribution function of X satisfies the von Mises representation (11)
and Condition 1 holds, there exist norming constants an and bn satisfying log(cn) = G(bn)
and an = g(bn) such that Nn = (Mn − bn)/an satisfies
lim
n→∞
D(Nn‖Y ) = 0,
where Y is a standard Gumbel distribution (with β = 1 and µ = 0).
Proof. We use the norming constants from [16, Proposition 1.1(a)], that is an = g(bn)
where bn satisfies 1/n = 1 − F (bn) = c exp(−G(bn)). Taking logs and rearranging, this
gives log(cn) = G(bn).
We can give an alternative form of the max-score of FX :
ΘX(x) = log(fX(x)/FX(x))
= log (fX(x)/(1− FX(x)) + log(1− FX(x))− logFX(x)
= − log g(x) + log(1− FX(x))− logFX(x) (15)
Then, using (4) from Lemma 1.3 and defining Hn := 1+1/2+1/3+ . . .+1/n to be the
nth harmonic number we can write the first term in the relative entropy expression (10)
in the case µ = 0 and β = 1 as
EΘNn(Nn) + ENn
= log(nan) + EΘX(Mn) + ENn
= log(nan)− E log g(Mn) + E log(1− FX(Mn))− E logFX(Mn) + ENn
= (log g(bn)− E log g(Mn)) + (logn−Hn) +
1
n
+ ENn (16)
where we use the expression −E logFX(Mn) = 1/n stated in Corollary 2.2 above, and use
the expression −E log(1− FX(Mn)) = Hn given in Lemma 3.5 below.
We can consider the behaviour as n→∞ of the four terms in (16) separately:
1. Using Condition 1.1 we know that log g(bn) → log g(x0) and since Mn → x0 in
distribution we know that E log g(Mn)→ log g(x0) by the portmanteau lemma.
2. It is a standard fact that logn − Hn is a monotonically increasing sequence which
converges to −γ.
3. Clearly the first term converges to zero.
4. Lemma 3.3 tells us that the final term converges to γ.
Putting this all together, we deduce that (16) converges to
0− γ + 0 + γ = 0.
In the case µ = 0 and β = 1, the second term in the relative entropy expression (10)
becomes
Ee−Nn − 1 =MNn(−1)− 1→ Γ(2)− 1 = 0,
by (13).
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Lemma 3.5. The expected value
−E log(1− FX(Mn)) = Hn
is the same for all FX .
Proof. By standard manipulations, we know that − log(1 − FX(X)) is exponential with
parameter 1. This follows by direct substitution, since
P(− log(1− FX(X) ≤ z) = P (FX(X) ≤ 1− exp(−z))
= P
(
X ≤ F−1X (1− exp(−z)
)
= FX
(
F−1X (1− exp(−z)
)
= 1− exp(−z),
as required. Now, since − log(1− FX(t)) is increasing in t, we can write
− log(1− FX(Mn)) = − log
(
1− FX
(
max
1≤i≤n
Xi
))
= max
1≤i≤n
− log(1− FX(Xi)) ∼ max
1≤i≤n
Ei,
where Ei are independent exponentials with parameter 1.
It is well-known that the expected value of max1≤i≤nEi = Hn, the nth harmonic num-
ber. The simplest proof of this is to write
max
1≤i≤n
Ei =
n∑
i=1
Ui,
where Ui are independent exponentials with parameter n − i + 1. (This follows from the
memoryless property of Ei, by thinking of U1 as the time for the first exponential event to
happen, U2 as the time for the second, and so on). Since EUi = 1/(n − i + 1), the result
follows.
Corollary 3.6. Assume that the distribution function FX has a von Mises representation
(11) whose auxiliary function g satisfies Condition 1. Then the entropy of the normalized
maximum Nn = (Mn − bn)/an satisfies
lim
n→∞
H(Nn) = 1 + γ,
which is the entropy of the corresponding Gumbel distribution.
Proof. By Proposition 2.3
H(Nn) = 1− EΘNn(Nn)
= (1 + ENn)− E (ΘNn(Nn) +Nn)
The first term converges to 1 + γ by Lemma 3.3, the second term is precisely (16) and
converges to zero as described in the proof of Theorem 3.4.
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Remark 3.7. Note that for the exponential case of Example 3.2, Condition 1 is satisfied, so
we can deduce convergence in relative entropy. Indeed, since g is constant in this case, the
first term of (16) vanishes, meaning that we can deduce that EΘNn(Nn) = log n−Hn+1/n
and the entropy is exactly
H(Nn) = 1 +Hn − log n− 1/n, (17)
which value may be of independent interest. Using the fact that Hn = logn+ γ +1/(2n) +
O(1/n2), we can deduce that H(Nn) = 1 + γ − 1/(2n) + O(1/n
2). In the spirit of [11]
and other papers, it may be of interest to ask under what conditions the convergence in
Corollary 3.6 is at rate O(1/n) in this way.
Theorem 3.4 shows that convergence in relative entropy occurs for a range of random
variables that are ‘approximately exponential’ in some sense. However, observe that the
Gnedenko example g(u) = (1 − u)2 from Example 3.2 does not satisfy Condition 1.1, so
Theorem 3.4 cannot be directly applied in this case. However, it is possible to deduce
convergence in relative entropy in this example too, using a relatively simple adaption of
the argument.
We use Condition 1.1 to control the term (log g(bn)− E log g(Mn)). We can do this
under milder conditions as follows. Write ψ(u) = log g(u), then we can use the Taylor
series around bn to expand
E log g(Mn)− log g(bn) =
∞∑
k=1
ψ(k)(bn)
k!
E(Mn − bn)
k
=
∞∑
k=1
1
k!
(
ψ(k)(bn)a
k
n
)
E
(
Mn − bn
an
)k
=
∞∑
k=1
1
k!
(
ψ(k)(bn)g(bn)
k
)
ENkn . (18)
In the specific case of g(u) = (1− u)2, notice that ψ(k)(u) = −2(k − 1)!/(1− u)k, so that(
ψ(k)(bn)g(bn)
k
)
= −2(k − 1)!(1− bn)
k,
and (18) becomes:
−2
∞∑
k=1
1
k
(1− bn)
k
ENkn .
We can see that the (1 − bn)
k term converges to 0 since bn converges to 1, and (14) gives
that ENkn converges to a finite constant, and 18 (and hence relative entropy) converges to
zero.
Clearly this argument will hold in greater generality, and we can deduce that conver-
gence in relative entropy will hold for any random variable defined by an auxiliary function
g such that ψ(k)(u)g(u)k/k!→ 0 as u→ x0.
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