Sample size is very important in statistical research because it is not too small or too large. Given significant level α, the sample size is calculated based on the z-value and pre-defined error. Such error is defined based on the previous experiment or other study or it can be determined subjectively by specialist, which may cause incorrect estimation. Therefore, this research proposes an objective method to estimate the sample size without pre-defining the error. Given an available sample
is also normally distributed with mean μ and known variance σ 2 /n. Given a confident level 100(1 -α) percentage, the confident interval [1] [2] of theoretical unknown mean μ is: 2 2 X Z X Z n n α α σ σ µ − ≤ ≤ + where Z α/2 which is the z-value at significant level α is the upper 100α/2 percentage point of standard normal distribution. Let E is the absolute deviation between the sample mean X and the theoretical mean μ, we have:
The value E is also called estimated error, which is always less than or equal to
There is a requirement that how to estimate the sample size n so as to the deviation X µ − is less than or equal to the pre-defined error E at given a 100(1 -α) % confident level. This is the choice of sample size. Following formula [1] indicates that X µ − does not exceed the error E if the sample size n is:
(Readers can refer to [1] with regard to pages 252 -253, 293 -297, 304 -305, 309 -310, 312 -314, 331 -333, 344 -345, 359, 364 -365 for more details about choice of sample size). There is an issued problem that how to define the error E. Normally, E is defined based on the previous experiment or other study or it can be determined subjectively by specialist. Therefore, this research proposes an objective method to calculate the error E given an available sample
. This is an iterative method which is described in next section.
Proposed Method to Choose Sample Size
The formula of choice of sample size is re-written:
The z-value Z α/2 is totally determined and so what we need to do is to calculate the variance σ 2 and the error 2 E X µ = − . We will use a novel method when n is considered as a variable. The formula of sample size above is reduced as below:
where X is sample mean and h(i) is proportional to sample size n and the notation ∝ denotes the proportion.
Fixing variance σ(i) 2 and mean μ(i), we have:
and given m iteration times, for example, m = 100 and a new sample i  containing n elements is sampled randomly from  at the i th iteration. This is a form of bootstrap sampling with replacement.
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Note that Y ij (s) are taken randomly from with replacement. Let M(i) is the sample mean of i  , we have:
We assume that the sample mean M(i) is approximated to the sample mean X and is random variable with theoretical mean μ. We have: Substituting s 2 into the formula for calculating variable h, we have:
Finally, the sample size n is calculated by following formula:
It is necessary to have an example for illustrating the proposed formula to calculate sample size without pre-defined error. Given 10-element sample  = {X 1 = 8.05, X 2 = 9.60, X 3 = 2.98, X 4 = -20.26, X 5 = -6.52, X 6 = -10.85, X 7 = 8.14, X 8 = 26.48, X 9 = 10.57, X 10 = 2.26}, we will estimate the optimal size of the next sample based on  . Suppose there are 10 iteration times (m = 10), we have 10 new sample i  (s) is sampled randomly from  with replacement. 
The mean X of sample  is: Table 1 . Ten new samples and their means. 
Conclusions

