In this paper we propose estimators for the regression coefficients in censored duration models which are distribution free, impose no parametric specification on the baseline hazard function, and can accommodate general forms of censoring. The estimators are shown to have desirable asymptotic properties and Monte Carlo simulations demonstrate good finite sample performance. Among the data features the new estimators can accommodate are covariate-dependent censoring, double censoring, and fixed (individual or group specific) effects. We also examine the behavior of the estimator in an empirical illustration. r
Introduction
This paper considers estimation of regression coefficients in censored transformation models that arise from duration analysis. Duration models have seen widespread use in empirical work in various areas of economics. This is because many time-to-event variables are of interest to researchers conducting empirical studies in labor economics, development economics, public finance and finance. For example, the time-to-event of interest may be the length of an unemployment spell, the time between purchases of a particular good, time intervals between child births, and insurance claim durations, to name a few. (Van den Berg, 2001 surveys the many applications of duration models.)
Since the seminal work in Cox (1972 Cox ( , 1975 , the most widely used model in duration analysis is the proportional hazards model, and its extension the mixed proportional hazards model, introduced in Lancaster, 1979 . These models can be represented as monotonic transformation models, where an unknown, monotonic transformation of the dependent variable is a linear function of observed covariates plus an unobserved error term, subject to restrictions that maintain the (mixed) proportional hazards assumption. Relaxing these restrictions gives the generalized accelerated failure time (GAFT) model introduced in Ridder (1990) .
The GAFT model is expressed as
where ðy i ; x 0 i Þ 0 is a ðk þ 1Þ dimensional observed random vector, with y i denoting the dependent variable, usually a time to event, and x i denoting a vector of observed covariates. The random variable i is unobserved and independent of x i with an unknown distribution. The function TðÁÞ is assumed to be strictly monotonic, but otherwise unspecified. The k-dimensional vector b 0 is unknown, and is an object of interest to be estimated from a random sample of n observations.
Complications arise since duration data is often subject to right censoring for a variety of reasons that are a consequence of the empirical researcher's observation or data collection plan. For example, unemployment spell-length may be censored because the agent is lost from the sample. Also, to control data collection costs, unemployed agents are only followed for a short period of time. If they are still unemployed at the end of this period, their spell length is censored. Another example is data on welfare spells for programs such as TANF (temporary assistance to needy families) where the time in between welfare collection and employment will be censored by the time entitlement expires.
When the data is subject to censoring the variable y i is no longer always observed. Instead one observes the pair ðv i ; d i Þ where v i is a scalar random variable, and d i is a binary random variable. We express the right censored transformation model as
where I½Á denotes the indicator function, and c i denotes the random censoring variable. So, here v i ¼ y i for uncensored observations, and v i ¼ c i otherwise. We note that the censoring variable need not always be observed. The primary aim of this paper is to provide an estimator, up to scale, of b 0 in the above model with few restrictions on c i . Specifically, we wish to allow for the presence of covariate-dependent censoring, where c i can be arbitrarily correlated with x i . This would be in line with the form of censoring allowed for in the partial maximum likelihood estimator (PMLE) introduced in Cox (1972 Cox ( , 1975 , and several other estimators (to be mentioned below) in the duration literature. Outside the proportional hazards framework,
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We can also express the censored model in the latent-dependent variable framework. Letting y i ¼ T covariate-dependent censoring also arises in the biostatistics literature on competing risks, and survival analysis (even for randomized clinical trials-see Chen, Jin and Yin (2002) ). We consider right censoring as the base case and show how our approach can be extended to cover double censoring (and naturally left censoring).
We motivate this paper in two ways: first by illustrating the relevance of the censored transformation model in empirical settings, and second, by showing that the problem of (distribution free) estimation of b 0 in a censored transformation model has not been completely solved. Turning first to relevance of the model in empirical work we note the censored transformation model has become increasingly popular in the applied econometrics literature. This is because economic theory rarely provides guidelines on how to specify functional form relationships among variables while (1.1) can accommodate many functional relationships used in practice such as linear, log-linear, or the parametric transformation in Box-Cox models, without suffering from the dimensionality problems encountered when adopting a fully nonparametric approach.
Next, we explain why the problem of estimating b 0 has not been completely solved despite the extensive literature (both in econometrics and in biostatistics) and much recent research progress. We note that with TðÁÞ known there exists many distribution free estimators for b 0 -examples include Buckley and James (1979) , Koul, Susarla and Van Ryzin (1981) , Tsiatis (1990) , Ying, Jung and Wei (1995) , Yang (1999) , Honore´, Khan and Powel (2002) and Portnoy (2003) , some of which allow for the distribution of the censoring variable to depend on the covariates. Bijwaard (2001) imposes parametric restrictions on TðÁÞ. For TðÁÞ unknown except for a strict monotonicity assumption, we can divide the existing literature into two groups. One group allows for covariate-dependent censoring but require a known distribution of i , and can be inconsistent if this distribution is misspecified. See for example Cox (1975) 's partial maximum likelihood estimator (PMLE), Cuzick (1988) , and more recently Chen, Jin and Yin (2002) . Cheng, Wei and Ying (1995) , Fine, Ying and Wei (1998), and Cai, Wei and Wilcox (2000) are more restrictive in the sense that in addition to parametrically specifying the distribution of i , they do not allow the censoring variable to depend on x i . The other group, of which examples include the important single-index estimators in Han (1987) and Cavanagh and Sherman (1998) , 2 do not impose distributional assumptions on i , but for consistency requires that the censoring variable be independentof the covariates.
3 However, as mentioned above, this assumption is often too restrictive. Attempting to remedy this problem using conditional Kaplan-Meier methods would require smoothing parameters, trimming procedures, and tail behavior restrictions. In summary, the literature lacks an estimator for b 0 that is distribution free and permits covariate-dependent censoring. 4 The estimator we provide in
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2 See also Hausman and Woutersen (2005) for recent work in this area. 3 One notable exception in the single index literature is the rank estimator proposed in Abrevaya (1999a,b) . There he considered a truncated transformation model with observed truncation points that could be correlated with regressors. As the truncation points need always be observed, his procedure is not applicable to the random censoring/competing risk models considered in this paper. He also required the error distribution to satisfy a logconcavity condition not typically imposed in the single index literature. This assumption can be quite restrictive, especially in a duration analysis context-for example, it imposes a monotonic hazard rate. 4 If the censoring distribution depends on the regressors through the index x 0 i b 0 , some single index estimators may be applied, though we consider this too restrictive of a condition. Also note that Gorgens and Horowitz (1998) allow for general covariate-dependent censoring in their estimator of the link function TðÁÞ. They do not provide an estimator of b 0 , and only suggest estimation by an existing single index estimator. As mentioned above, this will not yield consistent estimates if the censoring depends arbitrarily on x i . this paper allows for general forms of censoring, including left, right, and double sided random censoring, where the censoring can possibly depend on the regressors. This leads to new identification strategies that are emphasized in the text (and the proofs).
The rest of the paper is organized as follows. In the next section, we introduce an estimator for b 0 in transformation models with covariate-dependent censoring that aims to fill the gap in the literature, and provide conditions for parameter identification up to scale. We then show that the estimator is consistent and derive its asymptotic distribution. Sections 3 and 4 extend our estimator to cases of doubly censored and to group effects data (panel). Section 5 explores the finite sample properties of the new estimators by means of a small scale simulation study. Section 6 applies our estimator to the Stanford heart transplant data and compares our estimator to existing ones. Section 7 concludes by summarizing results and discussing areas for future research. The proofs of the main results are collected in an appendix.
Estimation procedure
Our estimator for b 0 in the censored transformation model is motivated by existing rank estimators for b 0 in uncensored transformation models, specifically Han (1987) 's maximum rank correlation (MRC) estimator.
5 This estimator, like other estimators in the single index literature (e.g. Powell, 1994; Ichimura, 1993; Cavanagh and Sherman, 1997) , is inconsistent when the censoring variable depends on the covariates in an arbitrary way.
Before introducing our distribution free estimator that accommodates covariatedependent censoring, we define the vector y i ¼ ðv i ; d i Þ 0 . To construct a rank regression estimator analogous to Han (1987) 's, we wish to construct a function f ij f ðy i ; y j Þ, which satisfies the property
For the uncensored transformation model, Han (1987) sets f ij ¼ y i À y j . For the problem at hand with covariate-dependent censoring, we propose an alternative form for f ij that satisfies (2.1). First define the observed random variables 
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A similar rank estimator was introduced in Cavanagh and Sherman (1998) . Their monotone rank estimator (MRE) is computationally simpler than the MRC, but also does not allow for covariate-dependent censoring.
6
The random variable y 1 is defined on the extended real line with the Borel field extended to include the singletons fÀ1g and fþ1g.
The choice of f ij is motivated by the following inequalities which follow from (2.3):
Heuristically, by monotonicity of TðÁÞ, we should have
(2.6)
Before describing the estimator in detail, we note that the object of interest b 0 is only identified up to scale as the function TðÁÞ is unknown. We first assume that the first component of b 0 is not equal to zero and we set it to 1 (normalization). Hence, we express b 0 ¼ ð1; y 0 0 Þ 0 and consider estimation of y 0 . So, for any y 2 Y, we let b denote ð1; y 0 Þ 0 . The censoring robust rank estimator, which we refer to hereafter as the partial rank estimator (PRE), 7 is of the form
where Y denotes the parameter space.
Remark 2.1. We note the following particular features of the estimation procedure:
The above estimator is numerically equivalent to maximizing the objective function:
To see why, start with I½y 1i Xy 0j I½x Expressed as in (2.8), a loose analogy can be drawn to the partial maximum likelihood estimator (PMLE) introduced in Cox (1972 Cox ( , 1975 . In the PMLE only uncensored observations enter the likelihood function directly, and for a given such observation, all the observations in its risk set (i.e. observations whose spell length is known not to be less that i's spell length) are used in evaluating the likelihood. The risk set may contain censored observations. Analogously, for the PRE only uncensored observations enter the rank correlation function directly, and for a given uncensored observation, all the observations in its risk set are used to determine its rank. Like the PMLE, the PRE uses information on both censored and uncensored observations.
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7 Our motivation for using the term partial rank estimator is that it has properties that are analogous to the PMLE in Cox (1975) , as we explain below.
The PRE is numerically equivalent to the MRC in the absence of censoring, as the censoring indicators are always 1. PRE is also numerically equivalent to the MRC, and hence is consistent in the case of fixed censoring, (e.g. c i 0), which arises often in economic models. The estimator can therefore be applied without change to fixed and randomly censored data. This is in contrast to procedures dividing by Kaplan-Meier estimators of the censoring variable's survivor function (see, e.g. Koul, Susarla and Van Ryzin (1981) , which cannot in general be applied in the fixed censoring case.
Though the PRE was defined in terms of the right censored model, it can be easily modified for the left censored model. The form of this modification is illustrated in the next section where we explore the doubly censored model.
We first establish consistency of the PRE. This involves showing that the objective function above point identifies b 0 . To do that, we list next a set of assumptions that are sufficient for consistency of the above estimator. 
The independence assumption (I1) requires that be independent of both x and c. This assumption is a natural starting point for examining the identification of b in this class of models. Independence between c and is important for point identification. Allowing for these variables to be correlated, though interesting, requires additional assumptions like exclusion restrictions. On the other hand, the independence between and x is similar to independence assumption in the MRC estimator and can be relaxed. It is possible to allow for (conditional) heteroskedasticity 8 for example. This will come at the expense of stronger (sufficient) point identification conditions. 9 Assumption (I2) provides sufficient condition for point identification. This support condition is a widely used identification condition in semiparametric econometric models such as the MRC and the maximum score estimator in Manski (1985) . Generally, the conditions for point identification of b are similar to ones used in many semiparametric models in econometrics: only the direction of b is identified and one needs some continuity in the support of x 0 i b. Typically, the later condition is guaranteed by assuming that one regressor with a nonzero coefficient has wide support. This condition can be weakened to requiring that x 0 i b be continuous in a region of the support. Condition (I3) requires that the probability of censoring is not equal to one for all x. Conditions (I4) and (I5) are commonly imposed in these types of models. Condition (I6) is stronger than a full rank condition, but is usually required in settings where censoring is
8
For results in this case, see Khan and Tamer (2005). 9 On the other hand, it is not generally possible to relax the conditional independence of c and without additional assumptions like exclusion restrictions (or functional form assumptions).
present.
10 Both (I3) and (I6) guarantee that the objective function is uniquely minimized at the truth. Thefollowing theorem, whose proof is left to the appendix, establishes the consistency of the PRE.
We now establish the limiting distribution theory of the PRE. The arguments are analogous to those used in Sherman (1993) for establishing the asymptotic distribution of the MRC. Our results are based on a set of similar assumptions and we deliberately choose notation to match his as closely as possible.
Recalling that z i denotes the vector ðd i ; v i ; x 0 i Þ 0 , we define We now state the main theorem, characterizing the asymptotic distribution of the PRE; its proof is left to the appendix.
where V ¼ E½r 2 tðz i ; y 0 Þ=2 and D ¼ E½r 1 tðz i ; y 0 Þr 1 tðz i ; y 0 Þ 0 .
Remark 2.2. As is the case with other rank based estimators-e.g. Han (1987) , Cavanagh and Sherman (1998) , the variance matrix can be expressed in terms of ''model primitives'', such as the conditional probability function and the density of the index. Let g 0 ðÁÞ denote the marginal density function of the index x and we note, by the proof of Theorem 2.1, that SðÁ; Á; ÁÞ satisfies the following moment condition:
Then we have the following representation of the variance covariance matrix which can be easily shown using arguments similar to ones given in Theorem 4 in Sherman (1993) . Specifically, if SðÁ; Á; ÁÞ is differentiable with respect to its third argument, g 0 ðÁÞ is differentiable, and E½kx i k 2 o1, then
where S 3 ðÁ; Á; ÁÞ denotes the partial derivative of SðÁ; Á; ÁÞ with respect to its third argument. The above representation facilitates illustrating which features of the data effect the variance of the estimator. The components are analogous to the components in the variance matrix of an LAD estimator. This is not surprising as the original MRC can be interpreted as an LAD estimator, with the median of the sign of ðy i À y j Þ, being equal to the sign of ðx Powell, 1994 . The analogy is most prevalent in the Hessian term, where the function S 3 ðÁ; Á; ÁÞ is directly related to density of the error difference term ð i À j Þ at 0. A similar density function appears in the Hessian term in quantile regressions.
We conclude this section with a brief discussion on conducting inference with the PRE. The asymptotic variance matrix can be estimated in a similar fashion to the estimator in Sherman (1993) . As is the case with that estimator, the selection of smoothing parameters will be required. Our proposed estimator is of the numerical derivative form in Pakes and Pollard (1989) and Sherman (1993) .
First define the function of y and z ¼ ðd; v; xÞ
whose numerical derivative we will define as p nk ðz; yÞ ¼ e À1 n ðt n ðz; y þ e n 1kÞ À t n ðz; yÞÞ, (2.15)
where e n is a sequence of positive numbers converging to 0, and 1k denotes a vector the same dimension as y whosekth component is 1 and remaining components are 0. From this we can define our estimator of the matrix D asD, a matrix whose ðm; qÞ component we define aŝ
To estimate the Hessian term V, define the function p nkl ðz; yÞ ¼ e À2 n ðt n ðz; y þ e n ð1k þ 1 l ÞÞ À t n ðz; y þ e n 1kÞ À t n ðz; y þ e n 1 l Þ þ t n ðz; yÞÞ, (2.17) from which we can define the estimator of V asV , a matrix whose ðm; qÞ element iŝ
The following theorem, whose proof is left to the appendix, establishes the consistency of the estimator:
Theorem 2.3. If the sequence e n satisfies e n ! 0 and n 1=4 e n ! 1, then
An alternative strategy to conducting inference is to adopt resampling methods. Unfortunately, it has not been formally established that the bootstrap is asymptotically valid in this setting. However, other sampling procedures are possible. For one, a recent ''wild'' sampling procedure introduced in Jin, Ying and Wei (2002) appears likely to be applicable (after appropriate modifications) 11 to the problem at hand. A further resampling option for conducting inference would be subsampling, and its validity in this setting would follow from Theorem 2.2.1 in Politis, Romano and Wolf (1999) .
Separately, the PRE can be used to construct model specification tests by comparing its value to those of existing estimators. For example, the PRE may be compared to the MRC to test for the presence of covariate-dependent censoring. We can compare the PRE to the relative coefficients obtained from Cox's partial likelihood estimator (PMLE) or those found using the estimator in Ying, Jung and Wei (1995) to test for the presence of unobserved heterogeneity, or more generally, to test for particular distributions of i . Also, we can compare the PRE to relative coefficients obtained from the Tsiatis (1990) and/or Ying, Jung and Wei (1995) estimators, to test for particular functional forms of the transformation.
Extension I: doubly censored data
Many data sets in both biostatistics and economics are subject to double (i.e. left and right) random censoring. Examples are when the dependent variable is the age of the individual at which a particular event (e.g. cancerous tumor, change in employment status) occurs, and individuals are regularly and frequently surveyed or tested for an interval of time. If the occurrence of the event is detected on the first survey/test, the dependent variable (age) is left censored, as the recorded value is greater than the actual (latent) value. If no such events have occurred by the last survey/test, the dependent variable is right censored, as the recorded value is exceeded by the actual value.
In the monotonic transformation framework, the doubly censored regression model can be expressed as follows: (1.1) still holds, but the econometrician does not always observe the dependent variable y i T À1 ðx
Instead one observes the doubly censored sample, which we can express as the pair ðv i ; d i Þ where
The approach in Jin, Ying and Wei (2002) applies to M-estimators, whereas our rank estimator minimizes a U-process. Consequently, random draws of order n 2 from a mean 1 random variable should be generated, as opposed to order n.
where I½Á denotes the usual indicator function, c 1i ; c 2i denote left and right censoring variables, whose distributions may depend on the covariates x i and who satisfy Pðc 1i oc 2i Þ ¼ 1.
For a regression model with double censoring, estimators have been proposed by Zhang and Li, 1996, Ren and Gu, 1997 to name a few. Both of these require a linear regression specification and the censoring variables to be independent of the covariates. With TðÁÞ unknown, one can again perform MRC using v i as the dependent variable if x i is independent of ðc 1i ; c 2i Þ. However in the doubly censored case the efficiency loss can be even more severe due to ignoring the value of d i .
To estimate b 0 in the general model with TðÁÞ and the distribution of i unknown, as well as covariate-dependent censoring, we first define y 1i ; y 0i as
and accordingly we may define f ij ; I½f ij X0 as
, respectively, we can express the PRE for doubly censored data aŝ
which, as before, is numerically equivalent tô
We first establish a result that shows that the objective function is uniquely minimized at the truth. This is similar to the one given in Theorem 2.1 (and its proof). The identification result is again based on Assumptions (I1)-(I6), where it is now understood that the event d i ¼ 1 is defined for doubly censored data. The proof is left to the appendix.
Lemma 3.1. Under assumptions analogous to (I1)-(I3) and (I6), if either the covariates are independent of the censoring variables or we have the condition
(3.7)
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then we have
In the above lemma, we impose the additional condition (3.7) which is a sufficient condition for point identification. Consistency of the estimator follows by including assumptions analogous to (I4) and (I5). To establish limiting distribution theory, based on Assumptions (AD1)-(AD4), we first introduce some further notation for the doubly censored case. Now z i denotes the vector ðd 1i ; d 2i ; d 3i ; v i ; x 0 i Þ 0 , and we define
Finally, we let N denote a neighborhood of y 0 . The assumptions used for the distribution theory are: The following theorem characterizes the asymptotic distribution of the estimator. The proof of the theorem is omitted, as it follows from identical steps used in proving Theorem 2.2.
Extension II: group specific effects
As is the case with duration data, 12 panel data or models with group specific effects have received an increasing amount of attention in the econometric literature-see Arellano and Honore, 2001 for a recent survey. In the duration context, a panel data set usually refers to a cross section for which we observe multiple time-to-events, or spells. This may refer to multiple spells by the same individual, or spells for different individuals in a group or family.
Empirical examples in the first case include unemployment spells (Heckman and Borjas, 1980) , time intervals between child births (Newman and McCullogh, 1984) and car insurance claim durations (Abbring, Chiappori and Pinquet (2003) ). Examples in the
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We thank Bo Honore´for suggesting the panel data extension to us. second case would include survival times of children in a family in a developing country (Ridder and Tunali, 1999) , lifetimes of machines grouped by a firm, or unemployment spells grouped by a family or region (e.g. Fitzgerald, 1992) .
In this section we consider estimation of a right censored duration model with fixed/ group effects. As in the previous sections, we allow for general forms of censoring. Of particular interest in the panel data setting is to permit the distribution of the censoring variable to be spell-specific and individual/group specific.
The vast existing literature does not address this type of problem. Honore´et al. (2002) allow for random censoring, but requires a linear transformation, and the censoring variables to be distributed independently of the covariates with the same distribution across spells. Extensions of the linear specification can be found in Abrevaya (1999a Abrevaya ( ,b, 2000 , which allow for a generalized transformation function, but rule out fixed and/or general random censoring. Other work in the panel duration literature parametrically specifies the distribution of the error terms. Examples include Chamberlain (1985) , Honore( 1993), Ridder and Tunali (1999) , Lancaster (2000) , Horowitz and Lee (2004) and Lee (2003) . Some of these also rule out censoring distributions that vary across spells and/or are independent of covariates.
13
In the context of multiple spell data, we wish to allow for distribution of the censoring variable to vary across spells, for one of two reasons: for one, the censoring distribution may depend on time-varying covariates. Also, even if the censoring distribution does not depend on the covariates, and is purely a result of the observation plan, the observation plans may vary across spells.
To be precise, we will focus on the following model:
. . . ; n; t ¼ 1; 2; . . . ; t where here the subscript i denotes an economic agent in a cross section of n observations. In the duration model framework studied in this section, the subscript t does not denote the time period, but one of t spells. T i ðÁÞ is an unknown, strictly monotonic function that varies across individuals, x it is a k-dimensional vector of covariates, c it is a censoring variable which is permitted to be random, and whose distribution is permitted to depend on x it . The disturbance term it is unobserved, and will be assumed to satisfy conditions which will be discussed shortly. The individual specific effect a i is unobserved, and following the standard fixed effects approach, is permitted to depend on the covariates x it in an arbitrary way. Finally, the k-dimensional vector b 0 is the parameter of interest which we wish to estimate.
Following convention in the fixed-effects literature, we regard n to be large and t small, as many time-to-event panel data sets encountered in practice are characterized by a large cross section but few spells. Without loss of generality, we set t ¼ 2, as this facilitates description of the new estimation procedure, and allow n ! 1. Consequently, we wish to
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Honore´(1993), Horowitz and Lee (2004) and Lee (2003) do allow for the censoring variable's distribution to depend on the error term, which is not considered here. As mentioned in these papers, dependent censoring can easily occur in multiple spell data. Therefore, the independence assumption considered here is generally better suited for analyzing data with group specific effects. In the individual specific setting, the independence assumption would be suitable if the censoring mechanism is due not to data collection limitations, but a process such as that described for welfare spells (TANF) mentioned earlier in the paper. estimate b 0 from a random sample of pairs of the ð4 þ 2kÞ Â 1 vector
As in the previous sections, we let y 0 denote the remaining components of b 0 after imposing the same scale normalization, and propose an estimator for y 0 . The estimator, denoted here asŷ p , and referred to hereafter as the censored duration panel (CDP) estimator, is of the form 14 y p ¼ arg max where Y denotes the parameter space and for each y 2 Y, bðyÞ ð1; y 0 Þ 0 . We establish consistency of the estimator; this result is based on conditions which are analogous to those imposed in previous sections. To simplify notation, we will let Dx i denote x i2 À x i1 .
(P1) Let S X t denote the support of x it , and let X uct denote the set We can now state the theorem establishing consistency in the panel data setting. The proof is left to the appendix. Theorem 4.1. Under Assumptions (P1)-(P6), the CDP estimator is consistent:
Inference on parameters requires limiting distribution theory. We note that since the CDP estimator has the same form of a maximum score estimator, the rate of convergence will be slower than the parametric rate, with a non-Gaussian limiting distribution (Kim and Pollard, 1990 ), making inference difficult to conduct.
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This estimator can be related to, but is distinct from, existing panel data estimators. The indicator functions comparing values of the observed dependent variables and index values across time originates in Manski, 1987 , and was also used in Abrevaya (1999a,b) . Comparing these values across time intuitively in a ''maximum score'' (Manski, 1985) type setting leads to consistent estimation of y 0 for binary choice (Manski, 1987) models and transformation models with fixed censoring (Abrevaya, 1999a,b) . However, this estimation approach by itself will not consistently estimate y 0 in the presence of random covariate-dependent and/or spell specific censoring, as considered here.
Monte Carlo results
In this section we explore the finite sample properties of the new estimators introduced in this paper by reporting results obtained from a small scale simulation study. Our base design involves two regressors and an additive error term which we express in the absence of censoring as
where x 1i ; x 2i are distributed as a chi-squared with one degree of freedom, and standard normal, respectively; a 0 ; y 0 were set to 1 and À1, respectively. We considered two functional forms for TðÁÞ and the error distribution as follows: 1. T À1 ðnÞ ¼ n; i $ mixture of two normals, centered around À1 and 2, respectively. 2. T À1 ðnÞ ¼ expðnÞ; i $ chi squared, 1 degree of freedom.
We simulated four types of censoring:
(1) Covariate-dependent right censoring: for the exponential design, the censoring variable was distributed as 2:05 expðx 2 1i Á x 2i þ x 2i Þ and for the linear design it was distributed as Àx
(2) Covariate-independent right censoring: here for both functional forms the censoring variable was distributed as a chi-squared random variable, with one degree of freedom. (3) Double covariate-independent censoring (linear transformation only): the left censoring variable was distributed as the right censoring variable-2 times a chisquared with one degree of freedom-2, and the right censoring variable was distributed as in (2). (4) Double covariate-dependent censoring (linear transformation only): The right censoring variable was the same as in (1) and the relationship between the two censoring variables was the same as in (3).
In Tables 1 through 6 we report results for four estimators: (1) PRE, (2) the MRC, (3) the monotone rank estimator (MRE) introduced in Cavanagh and Sherman (1998) (4) the PMLE in Cox (1972 Cox ( , 1975 . For each estimator and each design the summary statistics mean bias, median bias, root mean squared error (RMSE) and median absolute deviation (MAD) are reported for 100, 200, and 400 observations, with 401 replications. As there is only one parameter to compute, each rank estimator was evaluated by means of a grid search of 500 evenly spaced points over the interval ½À5; 5. For the PMLE, the intercept and both slope coefficients were evaluated, and the tables report the ratio of the two slope coefficients. Computation of these three values was performed using QNewton in GAUSS, with 10 starting values, which included the true values, least squares estimates, and randomly generated values. In general, the simulation results are in accordance with the theory. For covariateindependent right censoring, all rank estimator perform well in the linear design, and the PRE has the smallest RMSE at all sample sizes. The PMLE performs well, even though the error distribution is misspecified, though its bias values and RMSE do not decline with the sample size. In the exponential design, the only estimators that perform adequately are the PRE and the PMLE, with the PMLE again suffering from RMSE values not shrinking with the sample size. The MRC and MRE only perform adequately at a sample size of 400, which is surprising since they are both theoretically consistent for this design.
For covariate-dependent right censoring, the results clearly establish the benefits of the PRE over MRC and MRE. It performs quite well with bias and RMSE values shrinking at the parametric rate. In complete contrast, the MRC and MRE perform very poorly for both functional forms, with RMSE values in most cases not reducing, and sometimes even increasing with the sample size. The PMLEs inconsistency (due to the error distribution misspecification) is also apparent, though not as pronounced in the linear design at 400 observations. Its RMSE values are much larger than the PREs for the smaller sample sizes. For the exponential design, the PMLE performs very poorly at all sample sizes. For double covariate-independent censoring, all rank estimators have RMSEs shrinking at the parametric rate, but the efficiency gains of the PRE are very apparent for both functional form error distribution pairs. This is due to the fact that the PRE uses more information on the censoring structure than the other two estimators. The PMLE performs poorly at all sample sizes. For covariate-dependent double censoring, the results are similar to the one sided covariate-dependent censoring case, i.e., only the PRE exhibits root-n consistency and the others are clearly inconsistent.
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In summary, the results from our simulation indicate that the PRE estimators introduced in this paper perform adequately well in finite samples, so it can be applied in empirical settings, which we turn to in the following section. The results also show how sensitive the other estimators are to model misspecification.
Empirical illustration: Stanford heart transplant data
We consider the Stanford heart transplant data taken from Kalbfleisch and Prentice (1980, Appendix 1, pp. 230-232) . Summarized in this data set are the survival times of 103 patients who received heart transplants at the Stanford University Medical Center, as well as an indicator variable which equals one if the patient was dead (uncensored) at the time the data were collected, the age of the patient (in years) at the time of the transplant and other variables. We estimate the following model of the survival times,
where the dependent variable v i is the observed survival time (in days), x i is age of patient i and x interval estimate does not give the smallest bounds, as its interval is contained inside that obtained from the MRC. The PRE, MRC, MRE and Honore´, Khan and Powell (2002) all conclude that the quadratic effect is significantly negative, whereas the remaining procedures yield results that are not significantly different from 0. This contrasting result may be due to misspecification of functional form of TðÁÞ since both the Yang (1999) and the Buckley and James (1979) estimators allow for covariate dependent censoring. The similarity in results for the PRE and MRC seem to indicate that covariate censoring is not that relevant an issue for this particular data set.
Conclusions and further extensions
In this paper, we introduced new estimators for duration models with general forms of covariate-dependent censoring. The new estimators have the attractive properties of being distribution free, require no smoothing parameters, and are robust to censoring that depends on the regressors. The estimator is shown to converge at the parametric rate with asymptotically normal distribution. Extensions were provided for doubly censored, and group specific data. A simulation study indicated the estimator(s) performed well in finite samples, and also illustrated how erroneous existing estimators can be if the censoring variable depends on covariates or the error distribution is misspecified.
The work in this paper suggest areas for future research. We provide three such examples. For one, it would be useful to construct an estimator for the function TðÁÞ based on y 0i ; y 1i that modifies the rank estimator of TðÁÞ in Chen (2002) to allow for covariatedependent censoring. Second, it is possible to extend the analysis above to include heteroskedasticity. This involves imposing a conditional median assumption on the error. Imposing weaker assumption on the conditional error distribution comes at the cost of stronger sufficient point identification conditions (see Khan and Tamer, 2005 for more on this model). Finally, another area for future work would be to determine if the proposed group specific effects estimator attains the fastest rate of convergence possible under the assumptions of the model. where we condition on x i ; x j . This probability can be decomposed into the mutually exclusive cases c i 4c j and c i pc j . We first focus on the case where c i 4c j , and evaluate the probability conditional on the censoring values c i ; c j . Note the probability of (A.3) is zero whenever d j ¼ 0, so we can decompose (A.3) as
We derive an expression for the first term, which we write here as
where here, Dz z i À z j . Recall that we are assuming for now that c i 4c j , so by the independence assumption (I1), we express the above probability as
where F ðÁÞ denotes the c.d.f. of i and j . So (A.5) is
Now, turning attention to the second term in (A.4), we express it as
where the equality follows from c i 4c j . This is equal to
Thus, we have that conditioning on x i ; x j , and c i 4c j , (A.4) can be expressed as
where here SðÁÞ ¼ 1 À F ðÁÞ. We next evaluate Pðy 0j 4y 1i Þ, again conditioning on x i ; x j , c i 4c j . A similar decomposition yields
The first term is
which we can decompose into the sum of
(A.12)
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Note the second term is 0 (since i o j À Dz and j pc j À z j contradicts the middle event), and the first term is
which is equal to
The second term in (A.10) is
where the equality follows from c i 4c j . This can be expressed as We note that the above difference has the same sign as z i À z j if Pð j pc j À z j jc j ; z j Þ40. Note that letting e n denote the lower support of j , if e n 4 maxðc j À z j ; c j À z i Þ; both of the above integrals are zero as is their difference, regardless of the sign of z i À z j . However, by assumption (I3), we know there exists ðc j ; z j Þ with positive probability where Pð j pc j À z j jc j ; z j Þ40. This establishes the identification result for the case where c i 4c j . For c i pc j , using analogous arguments, we find that .17) and Pðy 0j 4y 1i Þ ¼ A.18) and the difference in the two integrals has the same sign as z i À z j here as well whenever the lower support point of i is not strictly greater than c i À z i . Thus, after integrating over c i ; c j we can conclude that Pðy 0i 4y 1j jx i ; x j Þ À Pðy 0j 4y 1i jx i ; x j Þ has the same sign as x
We know use the above to show that the objective function is uniquely maximized at the truth. The sample objective function (2.7) can be written as 1 nðn À 1Þ where E X ½Á denotes the expectation over x i ; x j . We need to show that this is uniquely maximized at b 0 . We have (suppressing the conditioning on x i and x j ):
By (2.1) and its proof above, the above expectation is non-negative, and trivially equal to 0 when b ¼ b 0 by Assumption (I3). We show for bab 0 , the above expectation is strictly positive. Note that bab 0 corresponds to yay 0 since y and y 0 have the same first component of 1. It follows from Assumption (I6) that even when restricting ourselves to X uc Â X uc , with positive probability, Dx What remains for consistency (see e.g. Newey and McFadden, 1994) is to satisfy compactness, uniform convergence, and continuity. We note that compactness holds by Assumption (I5). Regarding uniform convergence, we need to show 
A.2. Proof of Theorem 2.2
We note that virtually identical arguments as in Sherman (1993) is Euclidean for envelope 1 from identical subgraph set arguments used in Sherman (1993) . The class of functions
is trivially Euclidean for envelope 1 as it does not depend on y. The Euclidean property of f ¼ f 1 Á f 2 follows from Lemma 2.14(ii) in Pakes and Pollard (1989) . &
A.3. Proof of Theorem 2.3
We notice immediately that E½t n ðz; yÞ ¼ tðz; yÞ. The function inside the summation in the definition of t n ðÁ; yÞ are Euclidean with respect to a constant envelope by the same arguments as in the proof of the previous theorem, so by letting S denote the support of the random vector z i , it follows from Corollary 7 in Sherman (1994a,b) where r 1 tðz i ; y 0 Þ ðpÞ denotes the pth component of the gradient vector. The above term converges to the ðm; qÞ component of D by the law of large numbers. Using similar arguments, it follows that p nmq ðz; yÞ converges in probability to the ðmqÞ second derivative component of tðz; yÞ at y ¼ y 0 , sov mq converges in probability to the expectation of this second derivative evaluated at z i and y ¼ y 0 , establishing the consistency ofV . The conclusion of the theorem follows from the continuous mapping theorem and Slutsky's theorem. &
A.4. Proof of Lemma 3.1
First, we prove Lemma 3.1.
Proof of Lemma 3.1. Again, we wish to show that conditional on x i ; x j Pðy 0i 4y 1j Þ À Pðy 0j 4y 1i Þ (A.32) has the same sign as z i À z j . As with the singly censored data we will separately consider cases involving relationships for the ith and jth censoring values. For double censoring, the problem becomes more involved as there are the following six cases to consider: We first show (A.32) holds for the first of the mentioned censoring variable relationships in the theorem. As before, we derive an expression for each of the probabilities being compared. For the left-hand side probability, we decompose it as follows:
Before deriving expressions for each of the above terms, for ease of exposition, we introduce some new notation. Again we let F ðÁÞ denote the c.d.f. of the error term, for n ¼ 1; 2 we let F nij denote F ðc ni À z j Þ.
Turning attention to the first of the four above expressions, it can be expanded as
which, recalling we are assuming the censoring values relationship in (A.33), can be expressed as
where Dz z i À z j . Note in the first probability, the second bound on j is binding (i.e. it implies the first), and in the second probability, the first bound on j is binding (i.e. it implies the second). Therefore, we can write the sum of these two terms as (again conditioning on censoring variables and regressors)
This is the expression for (A.39). The terms (A.40)-(A.42) are easier to deal with so we omit the details. They can be expressed as (A.47) respectively. Collecting all terms we have
We will compare this expression to one for Pðy 0j 4y 1i Þ, which we also decompose into the sum of four probabilities involving four censoring pair indicators. As before, the case d i ¼ 1; d j ¼ 1 is the most involved. Here, the probability is
which we can first decompose as
Note the above decomposition is valid since we are assuming c 1i oc 2j . Note also (A.50) is 0, because when j takes its largest value of c 1i À z j , the lower bound and the upper bound on i coincide. Therefore, (A.49) equals (A.51) which can be expressed as
The cases ðd j ¼ 1;
are easier to deal with. They are, respectively,
So collecting terms we have
Thus, we have that Pðy 0i 4y 1j Þ À Pðy 0j 4y 1i Þ is
we now show the above expression has the same sign as z i À z j . First, we assume that z i Xz j and show the above expression is nonnegative. Note that F 2jj À F 2ji is nonnegative, but unlike in the one-sided censoring case, the difference in integrals is not unambiguously nonnegative, as the ranges of integration differ. Thus, we work with the decomposition
Note the first piece on the right-hand side of the above decomposition is less than or equal to the first term in (A.55), which has a larger integrand and range of integration. (We note that here we are assuming that c 2j À z i Xc 1i À z j .) If it is not, then this integral (the first piece on the right-hand side of the above decomposition) is negative, and trivially less than the first term in (A.55). Also, the second piece on the right-hand side of the above decomposition is smaller that F 2jj À F 2ji , which follows by exploiting F ðÁÞp1. Thus, we have shown that (A.55) is nonnegative when z i Xz j . The same arguments can be used to show that (A.55) is nonpositive when z i pz j . Similar arguments as before can be used to extend these weak inequalities to strict inequalities in the regions where there is not 100% censoring. This establishes identification for the case (A.33).
Similar arguments may be used for the other censoring variable relationships. We omit the details and only state the difference between Pðy 0i Xy 1j Þ and Pðy 0j Xy 1i Þ for the five remaining cases Note we can use the same arguments to show that, with the exception of cases 1 and 3, the above terms have the same sign as z i À z j . Thus, if were not for 1 and 3 the identification proof is complete. Note that if we have Pðc 1i Xc 2j jx i ; x j Þ ¼ Pðc 1j Xc 2i jx i ; x j Þ ¼ 0, then cases 1 and 3 cannot occur and we have identification. Alternatively, if the censoring distributions are independent of the covariates, then we have Pðc 1i Xc 2j jx i ; x j Þ ¼ Pðc 1j Xc 2i jx i ; x j Þ ¼ p 12 for some constant p 12 not necessarily equal to 0. Then we can integrate the sum of the term in 1 and the term in 3 with respect to the censoring variables c 1i ; c 2i ; c 1j ; c 2j , which yields a term whose sign is the same sign as z i À z j , establishing identification here as well. & A.5. Proof of Theorem 4.1
Here, we prove Theorem 4.1. We will only establish the key identification condition as before. We will take the same approach as before, though for the problem at hand we need to allow for the serial dependence in both the error terms and the censoring variables.
We first show that, conditioning on the variables x i1 ; x i2 , A.57) has the same sign as x where we condition on x i1 and x i2 . This probability can be decomposed into the mutually exclusive cases c i1 4c i2 , c i1 pc i2 . We first focus on the first case c i1 4c i2 , and evaluate the probability conditional on the censoring values c i1 ; c i2 . We derive an expression for the first term, which we write here as Pð i2 4 i1 þ Dz i ; i1 pc i1 À z i1 ; i2 pc i2 À z i2 Þ, (A.60) where here, Dz i z i1 À z i2 . Recall that we are assuming for now that c i1 4c i2 , so we express the above probability as Pð i2 4 i1 þ Dz i ; c i2 À z i1 o i1 pc i1 À z i1 ; i2 pc i2 À z i2 Þ þ Pð i2 4 i1 þ Dz i ; i1 pc i2 À z i1 ; i2 pc i2 À z i2 Þ. ðA:61Þ
The first piece above is zero since the first event i2 4 i1 þ Dz i combined with the lhs of the second event, c i2 À z i1 p i1 ; imply that i2 4c i2 À z i2 contradicting the third event. As we can see, the difference Pðd i2 ¼ 1; v i2 ov i1 Þ À Pðd i1 ¼ 1; v i1 ov i2 Þ has the same sign as z i1 À z i2 since for the case where z i1 4z i2 for example, the area of integration for Pðd i2 ¼ 1; v i2 ov i1 Þ is strictly larger than the area of integration for Pðd i1 ¼ 1; v i1 ov i2 Þ (as long as we are not in the 100% censoring region). This establishes the identification result for the case where c i1 4c i2 . For c i1 pc i2 , using analogous arguments, we find that 
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