Spatial quantification and mathematical modelling of tissue development by Dini, Saber
Spatial Quantification and Mathematical
Modelling of Tissue Development
Saber Dini
January 30, 2018




at The University of Adelaide
Faculty of Engineering, Computer and Mathematical Sciences








1.1 Tissue development . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Spatial quantification . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Mathematical modelling . . . . . . . . . . . . . . . . . . . . . 6
1.3.1 Continuum models . . . . . . . . . . . . . . . . . . . . 7
1.3.2 Discrete models . . . . . . . . . . . . . . . . . . . . . . 9
1.4 Thesis overview . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.4.1 Published and submitted works . . . . . . . . . . . . . 12
2 Quantification of Spatial Distributions of Cells in Tumour
Spheroids 13
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2 Mathematical methods . . . . . . . . . . . . . . . . . . . . . . 16
2.2.1 CSR and regular spatial patterns . . . . . . . . . . . . 18
2.2.2 Periodic pair-correlation function . . . . . . . . . . . . 20
2.3 Synthetic tumour spheroids . . . . . . . . . . . . . . . . . . . 21
2.4 Real tumour spheroids . . . . . . . . . . . . . . . . . . . . . . 26
2.4.1 Experiments and data collection . . . . . . . . . . . . . 27
2.4.2 Spatial analysis . . . . . . . . . . . . . . . . . . . . . . 28
2.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
iii
iv Contents
3 Agent-based Models of Tumour Spheroid Growth in Di↵er-
ent Media 37
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.2 Development of agent-based model . . . . . . . . . . . . . . . 38
3.2.1 Cell movement . . . . . . . . . . . . . . . . . . . . . . 38
3.2.2 Cell proliferation . . . . . . . . . . . . . . . . . . . . . 40
3.2.3 Cell death . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.3.1 Experimental data . . . . . . . . . . . . . . . . . . . . 42
3.3.2 Simulation results . . . . . . . . . . . . . . . . . . . . . 43
3.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4 Agent-based Modelling and Quantification of Pattern For-
mation in Two Interacting Species 51
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.2 Model and quantification method . . . . . . . . . . . . . . . . 54
4.2.1 Multi-species agent-based model . . . . . . . . . . . . . 54
4.2.2 Pair correlation function . . . . . . . . . . . . . . . . . 57
4.2.3 Illustrative two-species spatial patterns . . . . . . . . . 60
4.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.3.1 Mutually attractive or repulsive inter-species interactions 63
4.3.2 Attractive-repulsive inter-species interactions . . . . . . 68
4.3.3 Predator-prey system . . . . . . . . . . . . . . . . . . . 68
4.3.4 Zebrafish stripes . . . . . . . . . . . . . . . . . . . . . 71
4.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
5 Non-local continuum approximations of agent-based models
of interacting populations 77
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
5.2 Stochastic Model . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.2.1 Simulation algorithms . . . . . . . . . . . . . . . . . . 81
5.3 Continuous approximation of the stochastic model . . . . . . . 82
5.3.1 Non-dimensionalisation . . . . . . . . . . . . . . . . . . 84
5.3.2 Numerical methods for solving the continuous model . 85
5.4 Pursuit example - run-and-chase with two groups . . . . . . . 86
5.5 Linear stability analysis of the continuum model . . . . . . . . 87
5.6 Simulations of stripe formation - comparison of stochastic and
continuum models . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.7 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
6 Conclusions 107
Contents v
Appendix A Quantification of three-dimensional tumour spheroids:
further details of methods and data 111
A.1 The e↵ect of density di↵erences on the estimate of the necrotic
zone boundary . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
A.2 Additional tumour data . . . . . . . . . . . . . . . . . . . . . 111
A.3 Implementation of DBSCAN . . . . . . . . . . . . . . . . . . . 112
Appendix B Non-local continuous model approximations 117
B.1 Master equations derivation . . . . . . . . . . . . . . . . . . . 117
B.2 Larger lattices . . . . . . . . . . . . . . . . . . . . . . . . . . . 120






Moving to Australia and undertaking a PhD at The University of Adelaide
created an outstanding chapter of my life. I have gained so many invaluable
experiences during these years which have positively impacted my life. I
would like to take this opportunity to thank those who accompanied me
throughout this journey, and helped me complete this thesis.
First of all, I am appreciative to my dear wife, Safa, and my family
who encouraged me to continue my education, and constantly supported me
throughout my PhD.
I would like to express my gratitude to my supervisors, Dr. Edward
Green and A/Prof. Benjamin Binder, for their continuous encouragement
and support, without which I could not complete this thesis. Having such
kind and considerate supervisors was a great privilege to me.
My sincere thanks goes to Dr. Edward Green for o↵ering me a scholarship
that enabled me to undertake my PhD at The University of Adelaide.
I am also grateful to my closest friend, Maha Mansor, whose company
during my PhD was an absolute pleasure.
I would like to thank Prof. Nigel Bean for his valuable advice during my
PhD. He also made a significant contribution to the spatial quantification
parts of my thesis.
I acknowledge that I was covered by an ARC Grant-Funded PhD Schol-
arship and a University of Adelaide Full Fee Scholarship for three years. The
School of Mathematical Sciences also provided me with a scholarship for two
months. I am grateful to A/Prof. Gary Glonek, our head of school, for









In this thesis, we study biological tissue development, during which cells
organise themselves into structures which perform a specific function. Un-
derstanding how particular types of mechanisms lead to the emergence of
various cell patterns in tissues is the main motivation of this research. Quan-
tifying the tissue patterns is a first step towards understanding which mech-
anisms are at work in particular experiments. For this purpose, we develop
pair-correlation functions (PCFs) which quantify how a spatial distribution
of cells deviates from complete spatial randomness over specified directions.
We evaluate the usefulness of PCFs for studying the three-dimensional or-
ganisation of cells in tumour spheroids and show that the PCFs robustly
reveal information about their spatial structure. In particular, we demon-
strate that the boundary that separates the necrotic and viable zones in
the tumour spheroids can be detected using the PCF with a high degree of
accuracy.
We then turn to development of mathematical models to investigate the
types of patterns that can arise from simple hypothesised interactions be-
tween cells. We begin in Chapter 3 by developing an on-lattice agent-based
model (ABM) to investigate tumour spheroid growth using two di↵erent cul-
ture methods: suspension culture, and culture within a microgel. Our results
suggest that stratifying the seeded cells into multiple layers and also reduc-
ing cell death are the key e↵ects of the microgel that enable it to produce
more uniformly-sized spheroids. In Chapter 4, we extend the ABM to study
systems with two interacting species. A huge variety of aggregation pat-
terns can arise in these systems, depending upon the underlying attractive-
repulsive mechanisms. More specifically, we show that the run-and chase
mechanism can produce a striped pattern, similar to that observed on the
skin of zebrafish.
Finally, we develop a non-local continuous model, approximating the
mean behaviour of the ABM. This provides a connection between the cell-
level and population-level models of tissue development. A linear stability
analysis of the continuous model allows us to investigate parameter regimes
xiii
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that produce striped patterns. Importantly, we also point out the disparities
that may arise between the behaviours of the continuous and discrete mod-
els, which highlights the importance of considering the underlying biological
constraints in using the continuous approximated models. In particular, we
show that the derivation of the approximate continuum model from the ABM
introduces terms representing cell-size e↵ects. These terms can lead to the
emergence of stripes in cases where they would not be predicted in the sim-
ilar continuum model of Painter et al. (2015), which does not include these
terms.
The combination of spatial quantification and mathematical modelling
(using both continuous and discrete methods) developed in this work helps
us to gain a better understanding of tissue development. Our approach
provides a novel means to investigate the underpinning mechanisms of tissue
development by combining model simulations with analysis of biological and




Biological tissue as Dorland puts it is “an aggregation of similarly specialised
cells united in the performance of a particular function” [40]. Tissues form
every part of our body, and can be categorised into five groups: epithelial (e.g.
skin), connective (e.g. bone), muscular, nervous, ‘wandering corpuscles of the
blood’, and lymph [102]. The study of tissues first received serious attention
around 1800, when the French anatomist Marie Franois Xavier Bichat (1771 -
1802) identified 21 types of tissues commonly found in the human body [135].
Tissues were considered as the basic building blocks of the organs, until
1830, when their constituent cells were observed using microscopes [179].
Since then, tremendous progress has been made in understanding tissues,
especially since the 1990s.
Development and repair of these various tissues are vital and complex
biological processes involving precisely controlled sequences of cell movement
and proliferation. Such events occur, for example, during morphogenesis (a
biological process during which the shape of an organism is formed) [69], scar
formation and wound healing [104]. When they go awry, pathological states
can occur, e.g. tumour growth.
Tissue development is a complex and multi-faceted process. In a develop-
ing tissue, di↵erent cell populations interact with each other, the extracellular
matrix (ECM) within which they reside, and chemical signals, in intricate
ways. Our aims in this thesis are i) quantifying the types of tissue patterns
observed in experiments, and ii) understanding how particular types of cell
interaction create various patterns and forms of tissues. There are two main
types of signals that produce the final pattern of a tissue: chemical and
mechanical. Chemical molecules, secreted from cells, can stimulate them to
1
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migrate, proliferate, or di↵erentiate. For example, in liver tissue develop-
ment, hepatocyte nuclear factor 6 mediates the migration of hepatoblasts,
precursor cells of liver. Other chemicals, such as fibroblast growth factor,
are necessary for di↵erentiation of hepatoblasts into hepatocytes or cholan-
giocytes [152]. Thus, chemicals play a crucial role in the tissue development
process by regulating di↵erent cellular behaviours.
Cell-cell and cell-ECM mechanical forces also a↵ect cellular migration,
proliferation and di↵erentiation. Cells can generate large traction forces on
other cells or on their substratum, the ECM, when they move [120]. The
mechanical forces exerted by cells lead to the creation of ECM deformations
that a↵ect movement and proliferation of cells [127]. In addition, mechanical
tension a↵ects cellular di↵erentiation, for example it can lead to myofibrob-
last di↵erentiation from its precursor cells [180]. Adhesion between cells
or between cells and ECM also a↵ects movement of cells and consequently
the final tissue pattern [129]. Mechanical interactions play important roles
in many embryogenesis processes, such as limb morphogenesis, where they
create the pattern of cell condensations that finally turn into cartilage in a
developing limb. A limb pattern is created by aggregation of chondrocyte
cells, which occurs when the traction force of chondrocytes overcome the elas-
tic resistance in the ECM in a developing limb bud [120]. Therefore, these
interactions have a variety of significant impacts on tissue development.
Technological advancements since the 1980s have given rise to a new field:
tissue engineering [94], which aims to grow functioning tissues and organs in
vitro that are meant to work as ‘spare parts’ [5, 9, 173]. Achieving this am-
bitious goal would put an end to the di culties faced by the patients seeking
organ transplant, which is hindered by the lack of suitable donor organs [123],
rejection by the immune system [149], etc. Thorough understanding of the
mechanisms underpinning tissue development is essential to make progress in
this area. Although we are still far from being able to grow fully functioning
replacement organs, being able to grow tissues in vitro for research purposes
is extremely useful for gaining better understanding of tissue development
processes.
One particular area which has received immense attention is the growth
of tumour tissue [74, 116, 161]. These in vitro cultured tumours (tumour
spheroids) are used to study how tissue development goes awry in tumorige-
nesis (Fig. 1.1a shows an image of a tumour spheroid [30]). They are also
used to mimic real tumours for drug screening experiments [74, 98]. The pro-
liferative ability of tumour-derived cells, and the fact that tumour spheroids
do not have a complex structure of many di↵erent cell types, as is frequently
the case in normal tissues, make them well-suited to in vitro culture.





Figure 1.1: Cell aggregation examples. (a) Tumour spheroid (comprised
of Hela cells) after 7 days of seeding [30]. (b) Hepatocyte-stellate cells
co-cultured for producing spheroids that are fundamental parts of liver
(reprinted from Thomas et al. (2005), with permission from Eur. Cells
Mater).
has led to a new type of in vitro tissue culture, known as organoids, that
can closely recreate in vivo tissues [148]. They are produced by extracting
cells from a specific tissue of a person (or animal), and culturing them in an
appropriate medium to obtain a miniature version of an organ [93]. For ex-
ample, organoids derived from intestinal tissues have been frequently used as
mini-guts for studying colorectal cancer [146, 147]. Self-organisation of cells
into in vivo-like structures during organoid formation has drawn immense
attention to provide insight into this complex process. Of particular interest
is to produce a reliable environment in which organoids are produced with
the desired structure. This requires clear understanding of how di↵erent cell
types might interact with each other and produce organoid forms [6, 20].
Cellular aggregation is a major focus of this study, as it plays a pivotal role
in tissue development processes, especially in tissue engineering applications.
Culturing cells as aggregates has a number of advantages over traditional
mono-layer cultures, including higher proliferation, lower cell death, etc. [2].
Huge e↵orts have been put into producing in vitro culture media that pro-
motes sustainable cell aggregations [62, 73, 164]. For example, Thomas et al.
(2005) demonstrate that co-culture of stellate and hepatocyte cells (funda-
mental cells of liver tissue) enhances aggregate (spheroid) formation, which
in turn prevents cell death and improves tissue function, as opposed to the
mono-culture of hepatocytes. Fig. 1.1b depicts an image of a hepatocyte-
stellate co-culture, containing several aggregates.
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In this thesis, we aim to develop statistical tools to quantify the spatial
patterns produced by the arrangement of cells during tissue development.
This allows us to describe precisely how cells are arranged in di↵erent tis-
sues. We then turn to the development of mathematical models that ex-
plore di↵erent types of cell behaviour to further our understanding of the
mechanisms that underpin the tissue development process. By coupling our
statistical tools and mathematical models, we are able to gain insight into
the characteristic tissue patterns that arise from particular combinations of
cell interactions.
In the following, we briefly review the spatial quantification techniques
and mathematical modelling methods that we will use and build upon in this
thesis.
1.2 Spatial quantification
We can recognise some features in the spatial arrangement of cells in tissues
by simple visual inspection of experimental images. For example, we might
observe clustering or segregation in a distribution of cells, simply by look-
ing at microscopic images. However, our ability to discern patterns may be
impeded by the intrinsic randomness underlying biological processes. The
stochasticity in each experiment presents a challenge in interpreting the pat-
terns in the experimental images. Furthermore, the subjectivity of these
interpretations casts doubt on their accuracy and robustness. In order to
overcome these issues, we require statistical tools to draw out the main fea-
tures from each spatial pattern, and, in turn allow precise comparisons to
be made amongst a whole ensemble of experiments. For the same reasons,
the patterns produced from realisations of stochastic mathematical models
require statistical tools to be interpreted.
In this work, we consider the random distribution of the position of cells
in a tissue as a spatial point process. A spatial point process is a stochastic
process in which objects such as stars, trees or cells are distributed randomly
in a domain [77]. Di↵erent spatial patterns may be associated with particu-
lar underlying mechanisms of interaction between the objects. For example,
when the points are distributed uniformly at random, it may indicate that
the objects are non-interacting. Similarly, patterns showing clustering or
space-filling can indicate attraction or repulsion between the objects, respec-
tively. Therefore, quantifying the patterns can provide information about
the underlying mechanisms. Moreover, it allows precise comparison between




Testing for the complete spatial randomness (CSR) of point processes is
important, because it investigates the first basic assumption about the dis-
tributed points: do they influence each other’s positions? [37]. Consequently,
deviations from CSR suggest that further investigation of the mechanisms
underlying the development of the observed pattern are needed, which can
lead to important new insights. Statistical tools can be used to test the CSR
on samples of a point process (i.e. point patterns) and characterise spatial
features (e.g. clustering, segregation) by indicating the extent of deviations
from CSR.
A huge variety of statistical tools have been developed for analysing point
processes and, in particular, testing CSR. We mention only a few of them
here- more can be found in [27, 37, 77] and others. The index-of-dispersion
test introduced by Sachs (1984) tests for CSR by discretising the space into
a number of quadrats and evaluating the mean and variance of the number
of points per quadrat [145]. In this method, an index close to unity for a
point pattern is associated with CSR, and indices higher or lower than unity
indicate clustering or segregation, respectively. The Greig-Smith method is
similar, but it also involves counting the number of points in the neighbouring
quadrats [66]. The density of points is a key feature in these types of methods.
However, the distance between points could also be utilised. Statistical tools
that deal with distance are usually called second-order characteristics [77].
Ripley’s K-function can indicate deviations from homogeneity by comparing
theK-function for a point pattern with that at the CSR [142]. It is computed
from the expected number of points within a radius of a typical point. The
L-function is a variant of this method, and o↵ers an easier interpretation [8].
Pair correlation functions (PCFs) are popular statistical tools for analysing
point patterns and testing for CSR as they encapsulate considerable informa-
tion about the point pattern and are easy to interpret. A PCF is a second-
order summary characteristic that describes the frequency of distances be-
tween pairs of points [77]. PCFs can be found in di↵erent contexts under a
variety of names such as two-point correlation function [85, 105], pair corre-
lation density [36], or radial distribution function [25].
Various methods of estimating PCFs for point processes in di↵erent ge-
ometries have been considered [124, 142, 159, 160]. PCFs have been used in
analysing various kinds of point processes in di↵erent fields such as astron-
omy [85, 105, 134] and forestry [17, 66, 92, 136]. They are also widely used
in the field of cellular biology. Riedel et al. (2005) use the PCF and triplet
distribution functions in analysing the spacing between the hexagonal vor-
tices created by sperm cells. They showed that self-organisation of sperms
into hexagonal order can be mediated hydrodynamically, without a need for
chemical signals [141]. Mattfeldt et al. (1993) uses the PCF to compare the
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distribution of normal prostatic epithelial tissue components with cancerous
ones in carcinomatous tissue. They found a partial loss in the epithelial in-
teraction in the carcinomatous tissue [106]. Fozard et al. (2011) applied the
PCF and quadrat histograms to snapshots of individual-based model sim-
ulations, and demonstrated that these statistical measures can be used to
characterise patterns that emerge in the distribution of di↵erentiating cells
cultured in vitro from stem cells [52]. Other applications of PCFs in biology
can be found in [1, 14, 169].
The PCFs can be used for estimating parameters in mathematical models
of tissue development. In particular, they have been shown to be suitable
summary statistics in Approximate Bayesian Computation (ABC), a param-
eter estimation method [83, 144, 166], as they reveal rich information about
the spatial characteristics of patterns. The summary statistics are used in
this method to sift out the model simulations that best match experimental
observations. For instance, Johnston et al. (2014) uses a PCF as a summary
statistic for use in their ABC method to provide estimates for proliferation
and di↵usion rates of cells spreading in scratch assay experiments∗.
In this thesis, we develop new PCFs to quantify cell aggregation pat-
terns. Specifically, the PCFs are applied to three-dimensional point patterns
of cancer cells distributed in tumour spheroids. Later on, similar PCFs for
lattice-based patterns are proposed to study the influences of di↵erent mech-
anisms on the formation of various tissue patterns.
1.3 Mathematical modelling
Mathematical models provide a useful framework to explain the complex
e↵ects of di↵erent interactions on the final pattern of a tissue. They can
also provide a means to validate or disprove experimental hypotheses. If
a model is developed based on an experimental hypothesis, and the results
of the model do not demonstrate the observed behaviours, it suggests that
the hypothesis may need to be reconsidered. Mathematical models of tissue
development are helpful not only in the field of embryogenesis [127], but also
in tissue engineering [96], wound healing [151], cancer [56] and many other
similar areas.
Two main approaches can be taken to model tissue development: macro-
scopic (also known as population-level) and microscopic (individual-level)
approaches. In the following, we briefly introduce each of the approaches.
∗
Scratch assays are in vitro experiments that are designed to study cell migration




The macroscopic approach often describes the evolution of a biological sys-
tem in terms of continuous variables, such as the density of cells or chem-
ical concentrations. These variables evolve according to partial di↵erential
equations (PDEs); spatio-temporal di↵erential equations that describe the
reactions and interactions in the system, such as cell motion, proliferation,
chemical production / degradation, etc. They can provide insights into the
average behaviours of cells. In some cases, analytical solutions might be
obtained for the PDEs, but in general, numerical methods like Finite Di↵er-
ence Method (FDM) or Finite Element Method (FEM) must be used [139].
A major benefit of using PDEs is their amenability to analyses, such as lin-
ear stability analysis, weakly non-linear analysis, travelling wave analysis,
etc. Using these analyses help to bypass the need to solve the PDEs for a
wide range of values of parameters in order to investigate the behaviours of
a system.
Turing’s seminal work on pattern formation [172] has influenced numerous
studies in this area of research. Turing proposed a reaction-di↵usion PDE
model to explain the process of morphogenesis, in a system of interacting
chemical substances (morphogens), which are hypothesised to control cell
behaviour. He showed how simple physical laws are su cient to explain
pattern formation phenomenon. In the model developed by Turing, cells
have a passive role: their behaviour is assumed to be dictated by the chemical
concentrations existing in their environment, and, in fact, the cells are not
represented in the model equations. However, in later models cells have an
active role in creating patterns, by migrating, producing chemicals, exerting
forces, etc. [120]. Another influential work is the PDE model introduced by
Keller and Segel [88], developed initially to describe slime mould aggregates.
In their model, single cells are chemotactically attracted to each other, which
leads to the formation of multicellular aggregation. They show that pattern
formation could occur as a result of an instability in an initially homogeneous
system, by means of a PDEs model which generally can be formulated as
@⇢
@t










= f(⇢, a)| {z }




where ⇢ is the population density of cells that migrate in response to the
concentration of a chemo-attractant / repellent a. The strength of chemo-
taxis is determined by  (a), and f consists of the rates of turnover, secretion,
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etc. of a. D
⇢
and D are di↵usion coe cients of the cells and the chemical,
respectively.
PDE models have been extensively used to study aspects of tissue devel-
opments [43, 63, 64, 127, 129]. The book by Murray [120] gives a reasonably
comprehensive overview of tissue pattern formation. However, in most cases
considered in this book, the models contain only one cell type. More recently,
the behaviour of di↵erent interacting cell populations in tissue development
received attention [64, 128, 130]. For example, Green et al. (2010) investigate
the creation of nascent aggregates in a system where some cells (hepatic stel-
late cells) can pull or push other cells (hepatocytes) with their long cellular
processes. In a similar work, Painter et al. (2015) proposed a model that al-
lows the investigation of the interaction of pigment cells (melanophores and
xanthophores) that produce the stripy patterns on the skin of zebrafish.
A modelling framework that has recently received significant attention is
non-local mathematical modelling [109]. These models have widely been used
for modelling biological processes [64, 108, 130], since various types of cell
interactions can be readily embedded into them, and, also, they are amenable
to analyses such as linear stability analysis, weakly non-linear analysis, etc.
[23, 49, 76, 95, 167]. These models are often formulated as integro-partial
di↵erential equations, Eqn. (1.3.1), where the integral part describes the
non-local e↵ect of the neighbouring factors, e.g. number of cells, chemical




=  r. (rK(x) ? f) +D
⇢
r2⇢, (1.3.1)
where ⇢ is cell density and ? denotes the convolution, given by




where K(x), commonly called interaction kernel, applies the e↵ect of envi-
ronmental factors (e.g. number of neighbouring cells) on the migration of
cells, and D
⇢
is the di↵usion coe cient.
Nevertheless, a major disadvantage of continuum models is the lack of
individual cell-level details. Particularly, estimating the population-level pa-
rameters of PDEs is not a straightforward procedure, since most experimental
data are provided on the cell-level. Moreover, in certain cases, such as when
there are relatively few cells, relating cell densities in a PDE to discrete cells
observed in experiments might be problematic. Also, PDE models usually
su↵er from a lack of stochasticity, predicting the average behaviour of a given
system; thus, they cannot incorporate the variabilities originating from the




Discrete mathematical models have increasingly been used to study real-
world systems. They are seen to provide a natural framework for modelling
situations where that objects of interest are discrete entities, which has led
to their being applied in a variety of fields, such as biology, physics, social
sciences and economics. Various types of discrete mathematical models can
be found in the literature with di↵erent names. However, they all have one
property in common: discrete objects (cells here) are the main elements of
interest in these models. Recent advances in computer technologies have
provided incredible power to simulate these models easily on a computer.
Discrete models are also known as agent-based models (ABMs), or individual-
based models (IBMs), in the literature, as they encompass a wide range of
di↵erent discrete models, introduced in the following.
Discrete models can be divided into two main categories: lattice-free and
lattice-based models, based on the spatial domain on which the cells reside.
Variants of lattice-based models include: cellular automata [46] and the cellu-
lar Potts model [103]; two well-known types of lattice-free models are particle-
based models [16] and vertex-based models [121]. In the lattice-based models,
the shape and position of cells are restricted, i.e. cells can only occupy lat-
tice sites with predetermined shapes, e.g. square, hexagon, etc. Conversely,
the cells in lattice-free models can take any position (particle-based models)
or shape (vertex-based models) on the domain. Producing realisations of
these discrete models can be carried out by various methods. For example,
for the models that involve stochasticity, Monte Carlo algorithms are often
used, whilst for the deterministic models, di↵erential equations describe the
evolution of the position of cells, mechanical energy of the system, etc. are
to be solved.
Particle-based models are one of the lattice-free models frequently used
to study biological phenomena [16, 51, 108, 110]. These models formulate
the time-evolution of the particles’ (cells) positions in a continuous spatial
domain, using Newton’s second law. Then, usually by neglecting the inertial
e↵ects (due to low Reynolds number), the velocity of each particle is found as
the superposition of the (often pairwise) forces imposed by the neighbouring
cells, which is commonly modelled through ‘potential’ functions. Therefore,
the state of the system over time is essentially determined by solving many
ordinary di↵erential equations for the cells positions. Randomness could be
included in these models by adding e.g. white noise terms to the velocity of
the particles [16].
In the ABMs, cells (also chemicals [170], etc.) are represented by agents
that may proliferate, move, die, etc. according to some predefined rates or
9
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rules. As a result, the ABMs can incorporate a wider variety of biological
actions and reactions, compared to the particle-based models. In this thesis,
we use lattice-based ABMs to model the cell aggregations occurring in tissue
development.
Numerous studies can be found that use ABMs for analysing tissue devel-
opment [12, 155, 1, 174]. For example, Drasdo and Loe✏er (2001) propose
an ABM for one-layer growing tissues that could represent epithelium. They
exclusively study pattern formation in the folding of intestinal crypts and
formation of blastula. In another work, Binder et al. (2012) discuss how
di↵erent spatial patterns of green fluorescent protein labelled enteric neural
crest cells (ENC) occur among unlabelled ENCs in enteric neural system
growth. They suggest that the percentage of initially labelled neural crest
cells and the ratio of cell proliferation to cell motility are the key factors that
influence the spatial patterns in avian embryos. In a later study, Simpson
et al. (2013) estimated parameters of a model describing the di↵usion and
proliferation of cells in a circular barrier assay. Based on the fact that the
probability of proliferation is much smaller than the probability of movement
of the cells, they used the method of averaging the occupancy of sites in the
ABM to derive the cell motility parameter and intrinsic cell proliferation
rate. They thus obtain appropriate parameters to investigate the features
of moving fronts of cells in tissue development, wound healing and cancer
metastasis problems.
Nevertheless, simulation of ABMs can be quite time consuming. For ex-
ample, the randomness in the activities of agents leads to di↵erent outcomes
from each simulation. Hence, we need to consider suitably averaged data
by running enough simulations to filter out the random e↵ects and extract
the important features of a system. The advantage of this property is the
similarity in randomness to biological experiments and the fact that we can
obtain measures of the variability of certain features of the solution as well as
the average behaviour. However, it comes at the cost of running many possi-
bly computationally intensive simulations. In addition, analytical techniques
cannot be used to determine how model parameters influence the produced
results, as opposed to the continuum models. Hence, to study the behaviour
of an ABM, we might need to simulate the model over a wide range of pa-
rameter space, which is potentially a computational challenge.
1.4 Thesis overview
We begin our study in Chapter 2 with the development of a new PCF that
is used to quantify the spatial distribution of cells in tumour spheroids. Our
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new PCF is an appropriate quantifying tool when we are interested in study-
ing spatial patterns over specified directions, e.g. horizontal / vertical direc-
tion in scratch assays [11], angular direction in yeast colonies [13], etc. By
applying our method on point patterns of cells from tumour spheroids, we
show that the PCF enables us to provide reliable estimates for the necrotic
zone boundary of the spheroids, which is of great importance to biologists.
The results are then verified against measurements made by a skilled human
technician, and compared with some commonly used computational cluster-
ing algorithms.
Having examined the static distribution of cells in tumour spheroids, we
then turn to study the growth of these in vitro tissues. The culture medium
in which the tumour spheroids are grown can have a significant impact on
their morphology. In Chapter 3, we develop an ABM to provide insight into
how two particular culture methods, namely suspension culture and culture
within a microgel, a↵ect the size distribution of the spheroids. This is of im-
mense importance in their mass production for drug screening experiments
and other applications. After successfully reproducing the results of bio-
logical experiments using the ABM, we assess the e↵ect of factors, such as
cell motility, death, etc. on the size distribution of the produced tumour
spheroids, and also, suggest strategies for future experiments. Importantly,
we show that reducing the e↵ective initial density of seeded cells in microgel
cultures is the main factor contributing to the production of uniformly-sized
clusters.
Most tissues contain more than one cell type, hence, we develop a two-
species ABM in Chapter 4, which allows us to include various kinds of
between-type (heterotypic), as well as same-type (homotypic), cellular inter-
actions. Using the ABM, we simulate generic systems driven by attractive-
repulsive interactions. Examples of two types of scenario include hepatocyte-
stellate cell aggregates, striped patterns in zebrafish and predator-prey sys-
tems. We vary the homotypic and heterotypic interactions between the
species and demonstrate how they change the emerging patterns. As a case
study, we use the model to show that, contrary to what is suggested in some
earlier work [130, 182], the so-called run-and-chase mechanism is capable of
producing the striped pattern when the range of attraction is higher than
that of repulsion. To analyse the cell distributions produced by the ABM,
we develop PCFs suitable for lattice-based patterns. Similar to the PCFs de-
veloped in Chapter 2, these PCFs reflect spatial characteristics of a pattern
by showing deviations (aggregations / segregations) of the pattern from CSR
over projected directions; two-species systems are investigated in contrast to
Chapter 2. We show that the PCF is a powerful tool that can distinguish spa-
tial features in patterns, when this is impossible by visual inspection. Also,
11
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we demonstrate that homotypic and heterotypic PCFs must be used simulta-
neously, since di↵erent mechanisms can have similar homotypic / heterotypic
PCFs.
A disadvantage of using the discrete ABMs is that, unlike continuum
models, they are not amenable to analytical techniques that provide valuable
means to study the behaviour of a system. In Chapter 5, we discuss the
derivation of a non-local continuum model from a stochastic discrete model.
The aim is to provide a means of predicting the emerging patterns in the
simulations of discrete models. The run-and-chase mechanism, in particular,
is investigated, and its ability to produce striped patterns, similar to those
observed on the skin of zebrafish, is discussed. Importantly, we show cases
where the continuous model accurately predict the average behaviour of the
stochastic model, and conversely, cases where disagreement between their
behaviours is so large such that they produce completely di↵erent patterns.
Moreover, we outline the importance of considering the discrete nature of
cells in our derivations. Hence, beside reinforcing the advantages of using
the continuous models for pattern prediction purposes, we sound a note of
caution that these models may not accurately represent the behaviour of
discrete models for every parameter regime.
Finally, in Chapter 6, we summarise how this thesis can contribute to im-
proving our understanding of tissue development by demonstrating ways to
combine spatial quantification of cell distributions and mathematical mod-
elling of processes underlying tissue development. We highlight our main
results, and discuss directions for future work.
1.4.1 Published and submitted works
The material in Chapter 2 has been published as [38]:
S. Dini, B. J. Binder, S. C. Fischer, C. Mattheyer, A. Schmitz, E. H. K.
Stelzer, N. G. Bean, and J. E. F. Green. Identifying the necrotic zone bound-
ary in tumour spheroids with pair-correlation functions. Journal of The Royal
Society Interface, 13(123):1-20, 2016.
Similarly, the material presented in Chapter 3 has appeared as [30]:
X. Cui, S. Dini, S. Dai, J. Bi, B. J. Binder, J. E. F. Green, and H. Zhang.
A mechanistic study on tumour spheroid formation in thermosensitive hy-
drogels: experiments and mathematical modelling. RSC Adv., 6(77):73282-
73291, 2016.
The material in Chapter 4 has been published as [39]:
S. Dini, B. J. Binder, J. E. F. Green, Understanding interactions between pop-
ulations: individual based modelling and quantification using pair correlation




Distributions of Cells in
Tumour Spheroids
2.1 Introduction
Tumour spheroids are in vitro cell aggregates grown from a smaller number
of cells initially placed in a non-adhesive environment∗ [74, 116, 161]. They
provide a way to study cancer cell behaviours and interactions in a well-
controlled environment, whilst mimicking the in vivo arrangement of cells
more closely than monolayer cultures. Importantly, tumour spheroids are
used in drug testing assays [74, 98], and assessments of the e↵ectiveness
of anti-tumour treatments often rely on quantitative measures of the cell
distribution within the spheroid [15, 176].
In a su ciently large spheroid, only the cells in the outermost cell layers
can receive enough oxygen and other nutrients to proliferate. This region
is termed the proliferative zone, whilst deeper inside the spheroid, quiescent
and necrotic zones are formed [161]. Cells in the quiescent zone remain viable
but do not proliferate, whilst the innermost cells die due to an accumulation
of toxic waste products and a lack of oxygen and other nutrients, forming the
necrotic zone [31]. The schematic diagram of Fig. 2.1 illustrates the necrotic,
quiescent and proliferative zones within a tumour spheroid. Identifying and
quantifying these three regions is important in the analysis of comparative
assays on tumour spheroids [35, 42, 55] and mathematical models of the
∗
In non-adhesive environments, the surfaces of the culture well / container are coated








Figure 2.1: Schematic of the necrotic, quiescent and proliferative zones within
a tumour spheroid. In the necrotic zone, cell death occurs due to an accumu-
lation of toxic waste products and a lack of oxygen and nutrient supply [31].
The quiescent zone is a region of viable and non-proliferative cells. In the
proliferative zone, cells receive enough oxygen and nutrients to proliferate
[161].
tumour growth process [4, 24, 68, 156].
In this chapter, we analyse the in vitro distribution of cells in nine ho-
motypic tumour spheroids (i.e., spheroids where all the cells are of the
same type). The data were obtained using light sheet-based fluorescence
microscopy in combination with optical clearing, which allows high-quality
three-dimensional images to be produced [157]. Subsequently, the images are
processed with a three-dimensional segmentation method to obtain a point
cloud representing the cell distribution. The cell distribution gives a point
pattern that is subsequently analysed, with the aim being to provide an es-
timate of the position of the necrotic zone boundary, i.e. the distance from
the spheroid centre to where the necrotic zone transitions into the quiescent
zone.
Standard density-based spatial clustering and data clustering methods
(DBSCAN and k-means) are implemented to identify the boundary of the
necrotic zone [47, 72, 80]. However, we find that using such existing methods
can fail, or produce unreliable results, when the di↵erence in the cell density
between the quiescent zone and necrotic zone is small. Therefore, we o↵er
an alternative, statistically based, approach by developing a one-dimensional
pair-correlation function to identify the necrotic zone boundary in tumour
spheroids.
The pair-correlation function (PCF) is a second-order summary statistic
commonly used for analysing point patterns in cell biology [1, 14, 52, 106,
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141, 169]. Typically, PCFs describe the relative frequency of Euclidean dis-
tances between pairs of data points, indicating the extent of deviations from
complete spatial randomness (CSR) [25, 36, 77, 85, 105]. The PCF for a





where r is usually the Euclidean distance between points, %(r) is the second-
order product density (frequency of points separated by a distance r) and
  is the intensity of the point process [77]. When points are distributed
uniformly at random (i.e. CSR) %(r) =  2 and thus g(r) = 1 at all distances.
Consequently, aggregation and segregation length-scales correspond to g(r) >
1 and g(r) < 1, respectively. Therefore, we can quantify spatial features by
estimating the PCF for point patterns [142, 124, 159, 160].
However, in some situations the Euclidean distance between points is not
the most appropriate distance to study. For example, in a scratch assay used
to assess wound healing in vitro, the cells move into the wounded region as a
front which is approximately a straight line. Binder and Simpson [11] used a
one-dimensional pair-correlation function to quantify the spatial patterning
of the cells in the Cartesian direction perpendicular to the front in both
experimental images and simulations. They also showed that there was no
spatial structure in the Cartesian direction parallel to the front. In other
situations, the Euclidean distance between points may not be the quantity
of interest. For example, Binder et al. [13] analysed the angular separation
of filaments emanating from two-dimensional images of yeast colonies with a
one-dimensional angular pair-correlation function. Similarly, in attempting
to identify the necrotic zone boundary in tumour spheroids, we are concerned
primarily with variations of cell density in one particular direction (the radial
direction).
This then motivates us to formulate a projected one-dimensional pair-
correlation function to analyse three-dimensional spatial point patterns with
respect to the directions (radial, polar and azimuthal) of the spherical coor-
dinates. In the derivation of this PCF, the (usual) conditions of stationarity
and isotropy are relaxed because the projected point processes are in general
non-stationary and anisotropic. We examine the accuracy of our method by
estimating the PCF for simulated CSR and regular spatial patterns in the
spherical coordinate system. In addition, we generate synthetic datasets of
cell distributions in tumour spheroids, and demonstrate that the PCF can
accurately identify the necrotic zone boundary. This helps with the interpre-
tation and analysis of the PCF results for nine experimental datasets which




We derive a projected one-dimensional (non-periodic) pair-correlation func-
tion to analyse three-dimensional spatial point patterns described in spherical
coordinates, (r, ✓, ). The aim is to use a sample of N data points to estimate
the PCF of the underlying point process. The sample, or point pattern, is a
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and L = 2⇡, respectively. The approach now
taken in deriving the PCF is based on normalising the proportion of pairs
of projected data points, G( a), that are separated by a distance  a in S
a
.
The normalisation is with respect to the probability of observing such pairs
in the projection of the Poisson process, G( a). Due to the discrete nature
of points, G( a) has to be estimated using the average over an interval
(numerator of G( a) in Eqn. (2.2.1)). The quantities G( a) and G( a) are
analogous to the numerator and denominator in Eqn. (2.1.1).

























1 if x 2 (0, h]
0 otherwise.
Note that the denominator in Eqn. (2.2.1) accounts for the total number of
all possible combinations of pairs of data points.
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To evaluate G( a), we first consider the homogeneous Poisson process,
P , which is synonymous with CSR. Depending on the form of the projection
operator, Q, the projection of the Poisson process, P
a
, can be non-stationary
and anisotropic (e.g. radial projection). However, since P is the Poisson
process, the probability density function f
a
for the projected points of P
a
is
known. The projected points, P
a
, can be considered as samples drawn from
a random variable A with probability density function f
a
.
In order to find the probability of having a pair of points that are sepa-
rated by a distance  a in P
a
, we can use the density at a location a 2 [0, L],
and the cumulative distribution of the points in the intervals (a +  a, a +



















(a) P (a  a  h < A < a  a) da. (2.2.2)
Since the probability of finding a pair of points a distance  a apart does not
depend on the order of counting the possible pairs (left-wise or right-wise) it
can be shown that the two integrals in Eqn. (2.2.2) are equal. When written
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for   2 [0, 2⇡)
0 otherwise.
Note that depending on the point pattern under study, suitable proba-
bility density functions should be selected to identify spatial characteristics
over directions of interest. Hence, the above probability density functions
are not necessarily the only options to analyse point patterns.
2.2.1 CSR and regular spatial patterns
The method is validated by evaluating the non-periodic PCF, Eqn. (2.2.4), for
simulated CSR and regular spatial patterns within a sphere of radius R. The
point patterns are shown in the panels of the top row of Fig. 2.2. From left to
right they are: (i) CSR pattern, (ii) segregated clusters of points in spherical
shells, (iii) segregated clusters of points that are locally aggregated around
prescribed angles of  , and (iv) segregated clusters of points in conical shells.
The three panels directly below each test pattern in Fig. 2.2 correspond to
the PCF evaluation of the radial, azimuthal and polar projections from 1000
simulations.
At short and intermediate length-scales the results for the simulated CSR
pattern, in the first column of Fig. 2.2, indicate that there is no spatial
structure (in any direction) as g ⇡ 1. However, we see that there is significant
deviation from unity in the PCF signals at large distances. This deviation
at large distances appears to be inconsistent with our formulation of the
PCF, as we might expect the signal to be close to unity at all distances. The
explanation for this disparity is the division of small numbers in Eqn. (2.2.4),
where the observed frequency and expected frequency of pairs of points at
large distances are both small. The results show that the non-periodic PCF
is a reliable predictor of CSR at short and intermediate length-scales.
We now consider the regular spatial patterns. They were chosen such
that for each spatial pattern there is only spatial structure expected in one
of the three corresponding projected patterns. For example, we discuss the
results for the points distributed in spherical shells, in the second column of
Fig. 2.2. As expected, the PCF indicates that there is no spatial structure for
the azimuthal and polar projections (Figs. 2.2(g) and 2.2(h)). For the radial
projection (Fig. 2.2(f)), we see a series of five decreasing peaks for increasing
values of  r in the PCF. The highest peak at  r = 0 corresponds to pairs
of points within each of the five spherical shells (e.g. pairs of red points,
pairs of green points, etc). The smallest peak at  r = 200 corresponds to
pair of points with one point belonging to the innermost spherical shell (red)
18



























































































































































Figure 2.2: CSR and regular point patterns, h = L/50. Top row: (a) CSR
pattern, (e) segregated clusters of points in spherical shells, (i) segregated
clusters of points that are locally aggregated around prescribed angles of  ,
and (m) segregated clusters of points in conical shells. In the CSR pattern,
N = 5000 and R = 500. In all of the regular patterns, N = 1000. The centres
of clusters are equally spaced with distance (e) R/10, (i) ⇡/5, (m) ⇡/10, and
the points are distributed uniformly in each cluster in an interval of size (e)
R/100, (i) ⇡/50, (m) ⇡/50. The remaining rows are for the averaged non-
periodic PCF from 1000 simulated patterns. Second row: radial projection.
Third row: azimuthal projection. Bottom row: polar projection.
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and the other to the outermost spherical shell (black). Further information
about the spatial patterning can be easily obtained from the signal (e.g. the
distance between the peaks in the signal is a measure of distance between
the spherical shells). A similar discussion holds for the two sets of results in
the last two columns of Fig. 2.2. This demonstrates the application of the
PCF to quantify spatial structures in point patterns.
2.2.2 Periodic pair-correlation function
In our analysis of the simulated CSR point pattern of Fig. 2.2, we observed
that the non-periodic PCF, Eqn. (2.2.4), had significant deviations from unity
at large distances– due to the low frequency of occurrence of large separations.
This can lead to the incorrect assessment that a point pattern has spatial
structure at large distances. This problem of the division of small numbers
at large distances can be overcome by defining a periodic PCF.
Following the work of Agnew et al. [1] (and others), we re-define the
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Using Eqns. (2.2.1) and (2.2.6), the proportion of pairs of data points, G
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This implies that the number of pairs of points separated by a distance L  a
will be added to the number of pairs of points separated by a distance  a
(for  a  L/2). Therefore, we also need to re-formulate the normalisation
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When evaluating the periodic PCF, Eqn. (2.2.9), for the simulated CSR
pattern in Fig. 2.2, we observed a reduction in the deviations from unity at
large distances - e.g. compare the blue curves in the second row (PCF) with
those in the third row (periodic PCF) of Fig. 2.4.
For the azimuthal projection the periodic distance that separates two
points has a clear physical interpretation. It is simply the acute angle that




(i 6= j). However, the physical interpre-
tation of the distance at which departures from unity occur in the periodic
PCF for the radial and polar projections are, in isolation, unclear. This is
because the periodic PCF cannot distinguish the distances L  a and  a.
Therefore, we evaluate both the non-periodic PCF and periodic PCF for syn-
thetic (§ 2.3) and experimental datasets of cell distributions within a tumour
spheroid (§ 2.4).
2.3 Synthetic tumour spheroids
We first analyse synthetic tumour spheroid datasets, to help with interpreting
the PCFs for the nine experimental datasets. A spatial model is used to
generate point patterns with two zones of uniform density. For each synthetic
dataset a total of N points are distributed within a sphere of radius R. The
points are distributed under the assumption that there are two zones of
uniform cell density, partitioned by a radial distance, r = B, representing
the necrotic zone boundary. The inner zone, r < B, is the necrotic zone
of the synthetic tumour. The outer zone, B < r < R, corresponds to a
viable zone (i.e. the quiescent and proliferative zones together). To ensure
that the viable zone has a larger cell density than the necrotic zone, we
distribute uniformly at random N  N points throughout the entire spatial
domain, along with an additional  N points in the viable zone only. There
is no spatial structure in the azimuthal and polar projections of the synthetic
datasets. Therefore, we analyse the radial projection of the synthetic datasets
with the non-periodic and periodic PCF.
As the point process is known for the synthetic tumour spheroids, we can
derive analytical expressions for the non-periodic and periodic PCF. The
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R3   B3 for r 2 [B,R]
0 otherwise.
The total number of pairs of points can be divided into three parts: (1)
pairs that the N    N points in [0, R] generate with each other, (2) pairs
that the  N points in [B,R] generate with each other, and (3) pairs that
the N   N points in [0, R] generate with the  N points in [B,R]. Using
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For part (3) the order of counting possible pairs is important, unlike that
for the integral of Eqn. (2.2.3). Therefore, we split G
3
























































































A similar analysis holds for the periodic PCF, but with the number of
pairs a distance R  r apart being added to the number of pairs a distance
 r apart (e.g. see Eqn. (2.2.6)).
Results for four values of the necrotic boundary are shown in Fig. 2.3.
We observe that the distance at which a slope discontinuity occurs in the
non-periodic PCF (Fig. 2.3a),  r = s, uniquely identifies the width of the
viable zone, W = s. This means that the necrotic boundary, B = R   W ,
can be identified from the non-periodic PCF. But the slope discontinuity in
the periodic PCF (at  r = s in Fig. 2.3b) identifies either the width of
the viable zone, W = s, or the necrotic boundary, B = s, with the non-
uniqueness being due to periodicity, as discussed in §2.2.2. Therefore, we
cannot uniquely determine the necrotic zone boundary from the distance at
which the slope discontinuity occurs in the periodic PCF.
We now examine estimates of the non-periodic and periodic PCF from
samples of 1000 synthetic tumour spheroids. The central slice from syn-
thetic tumour spheroids (equivalent to the cross-section images of real tu-
mour spheroids) for four values of the necrotic boundary are shown in the
first row of Fig. 2.4, where the di↵erence in density between the necrotic
and viable zones is visually undetectable (i.e. visually indistinguishable from
CSR spatial patterning). In the panels of the second and third row, directly
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Figure 2.3: Analytic PCFs for synthetic tumour spheroids, N = 5000, N =
1000, R = 500 and h = R/50. Solid curves, B = 400. Dashed curves,
B = 300. Dotted curves, B = 200. Dashed-dotted curves, B = 100. (a)
Non-period PCF. (b) Periodic PCF. The inner graph in (b) is for B = 100
and it illustrates the small variations of g
p
in this case.
below each test pattern, are the corresponding average non-periodic and pe-
riodic PCFs (solid curves). The upper and lower broken curves are the 95%
confidence intervals, which are the 97.5 and 2.5 percentiles of the 1000 sim-
ulations. The arrows identify critical points in the estimates of the PCFs,
similar to that seen for the points of slope discontinuity in the continuous
PCFs (Fig. 2.3).
At short to moderate distances we find a comparable amount of (small)
variability in both the non-periodic and periodic PCFs (broken curves, second
and third rows, Fig. 2.4). However, at moderate to large distances there is a
much greater variability in the non-periodic PCF than that of the periodic
PCF. This implies that we have greater confidence inferring salient features of
the periodic PCF at large distances. It is therefore advantageous to examine
both PCFs together when assessing the spatial pattern of tumours.
To assess the PCFs of the synthetic tumour spheroids it is useful to con-
sider statistical significance of the results, i.e. our confidence in distinguishing
the results from the CSR state (null case). This is done by presenting the 2.5
and 97.5 percentiles of the PCFs of simulated CSR point patterns (the grey
regions in the second and third rows of Fig. 2.4). In each case, 1000 CSR
point patterns are generated with the same number of points as the synthetic
spheroid. Then, a point pattern’s PCF signal found within the grey region
could be interpreted as not distinctive from the CSR point process. There-
fore, this makes it di cult to estimate the critical points of the PCFs with
just one point pattern (or a small sample size) for B = 100 in Figs. 2.4(b)
24




























































































































































Figure 2.4: Synthetic tumour spheroid point patterns, N = 5000,
 N = 1000, R = 500 and h = R/50. Columns: left to right B =
{100, 200, 300, 400}. Top row: Central slice of synthetic tumour spheroid.
The remaining rows are for statistics from 1000 realisations. Second row:
Average non-periodic PCF, solid curves. Third row: Average periodic PCF,
solid curves. Fourth row: Average normalised density, solid curves. The
upper and lower broken curves are for the 97.5 and 2.5 percentiles, and the
arrows are for the known distances of the critical points. The shaded region
is for the 97.5 and 2.5 percentiles of 1000 CSR point patterns.
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and (c), where the broken curves essentially bound the grey CSR regions.
In contrast, the two broken curves at the critical points in Figs. 2.4(j), (n),
(k) and (o) both lie below the grey CSR region. This indicates that it is
possible to provide an estimate of the necrotic boundary from just one point
pattern in the cases when B = 300 and B = 400. We note that this contrast
is mainly due to the di↵erence in density between the necrotic and viable
zones, rather than the increase in the necrotic boundary (see Appendix A.1,
for a fixed value of B = 200 and varying  N).
The statistical significance of the PCF results is further examined by
comparison to those for the normalised density [13]. This first-order statistic
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In the bottom row of Fig. 2.4, three of the four critical points lie within the
grey CSR region and the broken curves essentially bound the grey CSR re-
gion. This illustrates that it is di cult to provide an estimate of the necrotic
zone boundary from just one point pattern (or small sample size) with the
normalised density, demonstrating a greater confidence in the statistical sig-
nificance of the second-order PCF method.
2.4 Real tumour spheroids
We have shown that the PCF method can provide a reliable estimate of the
(known) radial distance of the necrotic zone boundary, B, from the centre of
a synthetic tumour spheroid. However, in practice, there are two important
distinctions to consider when examining real tumour spheroids.
The first distinction is that real tumour spheroids can be ellipsoidal in
shape, for example, see Fig 2.5. Therefore, we consider an ellipsoidal spatial
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where X, Y, Z are the lengths of the three semi-principle axes. We now











, with 0  a  1. (2.4.1)
The previous PCF analysis for the radial distance of spherical synthetic tu-
mours holds for this non-dimensional problem, with r = a and R = 1 in
Eqn. (2.2.5). Therefore, we can estimate the dimensionless necrotic zone
boundary, B̃  1, for this projection of the data points. The inverse map-
ping then provides estimates for the lengths of the three semi-principle axes





= B̃Y and B
Z
= B̃Z. (2.4.2)
The second distinction is that the necrotic zone boundary in a real tu-
mour spheroid is unknown, but it can be estimated by a human expert.
Without prior knowledge of the PCF estimates, human expert estimates for
the necrotic zone boundary in nine tumour spheroids were obtained (see Ta-
ble 2.2). In addition to this, we automate the data collection process and
subsequent evaluation of the PCF estimates of the necrotic zone boundary for
each tumour (see §2.4.1 and §2.4.2). Together, this allows for an unbiased
comparison between the human expert and PCF estimates of the necrotic
zone boundary for each tumour (see Tables 2.2 and 2.3).
2.4.1 Experiments and data collection
The experiments from which our data were derived were performed in Buch-
mann Institute for Molecular Life Sciences (BMLS) at Goethe Universität
Frankfurt am Main by C. Mattheyer. Full details of the experimental tech-
niques are given in [38].
Nine homotypic tumour spheroids were formed from the breast cancer
cell line T47D by the liquid overlay method [22]. An initial number, N
s
, of
seed cells (see Table 2.1) together with medium were placed in a convex well,
which is coated with a non-adhesive layer. Mature spheroids were obtained
after being cultured for 12 days in the incubator, each with N
e
number of
cells (see Table 2.1). The spheroids were then removed from the wells, fixed,
stained with Draq 5 to label the nuclei, and optically cleared. Imaging of the
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spheroids was performed with a Digital scanned laser light-sheet fluorescence
microscope [89]. They were categorised, by visual inspection, into three
groups: (I) spheroids with no visible necrotic core, (II) spheroids with a
small necrotic core and (III) spheroids with a large necrotic core. A central
slice of the image stack of one tumour spheroid from each of the three groups
is shown in Fig. 2.5, with central slices from the remaining six tumour
spheroids presented in Fig. A.2 of the Appendix A.2.
The point patterns, or raw data sets are the positions of the nuclei of
the cells. Detecting the cell nuclei in the three-dimensional images of the
spheroids is achieved by applying a custom multi-scale Laplacian of Gaussian
(LoG) detection algorithm [99]. Further details of the detection method can
be found in the [38].
Subsets of the raw data points are obtained by removing data points
associated with the irregularities of the surface of the tumour spheroids. For
each data subset a spatial domain is defined by an ellipsoid centred at the
origin with the three semi-principal axes aligned with the Cartesian axes.
This is done systematically. (1) Find the smallest convex set of points (i.e.
the convex hull) that contain all the raw data points [34]. (2) Fit an ellipsoid
to the convex hull, using a linear least squares algorithm [143], to obtain
initial estimates of the lengths of the three semi-principal axes, X⇤, Y ⇤ and
Z⇤, with X⇤  Y ⇤. (3) The origin is chosen as the centre of mass in each data
set. The MATLAB function #pca is used to find three orthogonal directions
(principle components) in which each data set has the largest variances. The
point pattern is then rotated so that the three principle axes of each data set
coincide with the Cartesian coordinate system [84]. (4) The data points are
projected onto the interval [0, 1] using Eqn. (2.4.1), with X = X⇤, Y = Y ⇤
and Z = Z⇤. The global maximum of F (a), given by Eqn (2.3.2), provides an
estimate of the non-dimensional distance, a = Ã, associated with the surface
irregularities of each tumour spheroid (see Fig. 2.6). (5) Data points with
a > Ã are removed from each raw data set and the inverse map, Eqn. (2.4.2),
provides the lengths of the three semi-principal axes, X = ÃX⇤, Y = ÃY ⇤
and Z = ÃZ⇤, (with X  Y ) for the ellipsoidal spatial domains (see Table
2.1).
The subsets of N data points for each of the nine tumours are subse-
quently analysed with the PCF methods.
2.4.2 Spatial analysis
The nine subsets of data points, with ellipsoidal spatial domains, are mapped
to the interval [0, 1] using Eqn. (2.4.1). The non-periodic and periodic PCFs
(blue curves) are shown in Fig. 2.5, and Fig. A.2 of the Appendix A.2.
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Figure 2.5: Central image slice and corresponding point pattern analysis for







respectively. The first column is the central slice
of the tumour spheroids. The unit of the length in the images is a µm. The
white curves superimposed on the central image slices outline the necrotic
zone identified by a human assessor. The second and third columns are the
non-periodic PCF and periodic PCF respectively, h = 0.02. The blue curves
are for the PCF statistics. The black curves are the analytic PCFs best-fit
to the statistics (blue curves), using a non-linear least squares method. The
shaded region is for the 97.5 and 2.5 percentiles of 1000 CSR point patterns.
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X 93 102 114 173 173 145 169 190 169
Y 115 107 149 190 176 201 250 196 233
Z 110 88 133 145 159 178 218 165 180
N
s
500 1000 2000 5000 5000 5000 10000 10000 10000
N
e
4597 3983 10334 25806 23739 25943 36732 32916 35200
N 3607 3127 7900 16356 15593 17864 30555 21226 24729
Table 2.1: Data for nine tumour spheroids. Group I: no visible necrotic core.
Group II: small necrotic core. Group III: large necrotic core. X, Y, Z are
the lengths of the three semi-principle axes in µm for each ellipsoidal spatial
domain. N
s
is the number of initially seeded cells for each tumour spheroid.
N
e
is the total number of cells in the raw data set for each mature tumour
spheroid. N is the number of cells in each data subset (i.e. ellipsoidal spatial
domain) used in the spatial analysis.

































Figure 2.6: Removal of data points associated with the irregularities of the
surface for three tumour spheroids. Points with a > Ã are removed from the
raw datasets. (a) Tumour spheroid I
a
, Ã = 0.94. (b) Tumour spheroid II
a
,
Ã = 0.80. (c) Tumour spheroid III
a
, Ã = 0.94.
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The PCFs for the real tumour spheroids can be examined in a similar way to
that of the synthetic tumour spheroids, as discussed in § 2.3. However, unlike
the synthetic tumour spheroids, the non-dimensional necrotic zone boundary,
B̃, is unknown in the real tumour spheroids. Additionally, it is di cult to
provide an estimate of the necrotic zone boundary by visual examination
of the PCFs alone. To overcome this di culty, and to automate the PCF
estimates of necrotic zone boundary, we fit the analytical PCFs (see §2.3) to
the statistical PCFs. A non-linear least squares method with two parameters
 N and B̃ is used to find the best fit (e.g. see black curves in Fig. 2.5).
The point at which there is slope discontinuity in the fitted PCF is taken
as the critical point used in determining the estimates for the necrotic zone







, of the three semi-principle axes of the ellipsoidal necrotic zone boundary









each tumour spheroid are recorded in the second and third row of Table 2.2.






















- - - 36 36 34 81 83 93
B
Y




12 6 23 42 46 34 94 92 96
B
Y




- - 52 42 49 30 94 101 95
B
Y




84 - - 43 47 33 77 74 80
B
Y
103 - - 47 48 45 114 77 110
Table 2.2: Necrotic zone boundary estimates in µm for the nine tumour
spheroids. The shaded PCF estimates are for fitted PCFs (and therefore
critical points) that reside within the 97.5 and 2.5 percentiles of 1000 CSR
point patterns (e.g. see first row of results for spheroid I
a
in Fig. 2.5).
The shaded PCF estimates in Table 2.2 are for fitted PCFs (and therefore
critical points) that reside within the CSR shaded regions (e.g. see black
curves for spheroid I
a
in Fig. 2.5). This means that we can reject these
estimates as they may be considered as not distinctive from the CSR point
process. This is the case for all three Group I tumour spheroids with no visible
necrotic cores, and since the Group I tumour spheroids are the smallest in size
it is reasonable to infer that the innermost cells still have su cient nutrient
and oxygen to remain viable [65].
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15.9% 26.9% 0.1% 16.5% 10.7% 3.2% 12.2%
B
Y




15.9% 35.2% -11.8% 16.5% 21.6% 2.1% 17.2%
B
Y




18.1% 30.7% -4.2% -4.1% -10.6% -13.8% 13.6%
B
Y
10.0% 21.2% -14.1% -17.1% -14.7% -13.4% 15.1%
Table 2.3: Percentage di↵erence in computed estimates relative to the human
estimates, for Group II and III tumour spheroids. The smallest (absolute)
percentage di↵erences are highlighted in blue. The rightmost column shows
the average (absolute) percentage di↵erence for each method.
to those of a human. The human estimates are based on visual examination
of a central image slice of each tumour, where white curves are superim-
posed onto the images to identify the necrotic core boundary in each tumour
spheroid (e.g. see central image slices in Fig. 2.5). Fitting an ellipse to the





which are shown in the first row of Table 2.2.
Recorded in Table 2.3 (first and second rows) are the percentage di↵er-
ence in the PCF estimates relative to the human estimates for the Group
II and III tumour spheroids, with visible necrotic cores. The averaged re-
sults (rightmost column) show that the non-periodic PCF estimates have
the smallest (absolute) percentage di↵erence, when compared to those of the
human. A similar result is found when calculating the overall mean squared
error (MSE) for each PCF method; Non-periodic PCF MSE=45 µm2 and
Periodic PCF MSE=96 µm2 . We believe that the main di↵erence between
the PCF and human estimates can be attributed to the fact that the human
estimates are based on a single two-dimensional central slice of each spheroid,
whereas the PCF estimates are based on the three-dimensional point pattern
data of each spheroid. Other contributing factors in the percentage di↵erence
are likely to include the processing method of the raw data and the spatial
model used for the estimation of the the critical point in the PCFs. We also
note that there appears to be a positive bias in the estimates (21 out of 24
in Table 2.3), and further investigation of this is left to future research.
To conclude the analysis, we implement an existing method commonly
used to evaluate spatial clustering, using the three-dimensional point pattern
data of each spheroid. The density-based spatial clustering of applications
with noise (DBSCAN) algorithm classifies points in high-density regions (e.g.
viable zone) as a cluster [47]. Points that are in low-density regions (e.g.
necrotic zone) are classified as outliers. A subset of outliers for each tumour
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spheroid is used to calculate the DBSCAN estimates shown in the bottom
row of Table 2.2 (see Appendix A.3). The di↵erence in the DBSCAN and
human estimates is comparable to the di↵erence in the PCF and human es-
timates (see bottom row of Table 2.3), with an overall MSE=138 µm2. The
results demonstrate that the PCF method is a potentially useful alterna-
tive to existing standard clustering methods in providing estimates for the
necrotic zone boundary in tumour spheroids.
2.5 Discussion
We have derived one-dimensional non-periodic and periodic PCFs for the
radial, azimuthal, and polar projections of a point pattern. This is di↵erent
from the usual Euclidean distance based PCF [25, 36, 77, 85, 105]. Analysis
of spatial structure with one-dimensional PCFs is useful in situations where
the Euclidean distance is not the main quantity of interest, as is the case in
identifying the necrotic zone boundary in tumour spheroids.
We analysed synthetic tumour spheroids (i.e. simulated datasets) with
our PCFs to illustrate the methodology for identifying the necrotic zone
boundary. It was found that a critical point (at which there is a slope dis-
continuity) in the non-periodic PCFs corresponds to the width of the viable
zone in synthetic tumour spheroids, and this allows us to identify the necrotic
zone boundary. However, for small sample sizes, when the non-periodic PCF
is used, the critical point can be obscured by noise (at large distances).
Using the periodic PCF, we reduced the noise in the PCFs, but with the
drawback that the critical point corresponds to either the width of the vi-
able zone, or the necrotic zone boundary itself. However, by examining both
the non-periodic and periodic PCFs, we are able to provide a more statisti-
cally significant (i.e. it lies farther from CSR) estimate of the necrotic zone
boundary than that obtained using the normalised cell density.
The PCF method was modified to provide estimates for the lengths of
the three semi-principle axes of an ellipsoidal shaped necrotic zone boundary,
and then applied to three-dimensional point patterns of nine experimental
tumour spheroids. The PCF estimates were compared to those of a human
and the DBSCAN method [47]. The primary di↵erence in the computed and
human estimates was attributed to the human estimates being based only
on a two-dimensional slice (image) of each tumour spheroid. The average
percentage di↵erences of the PCF and DBSCAN method were comparable
(see rightmost column in Table 2.3), and this demonstrates that the PCF




The focus of this study has been to provide estimates for the radial dis-
tance(s) of the necrotic core boundary from the centre of a tumour spheroid.
These estimates provide a simple metric to classify and categorise tumour
spheroids, which has potential application to high-throughput comparative
assays [35, 42, 55]. For example, the PCF method could be used to investigate
population-level variability in the size of the necrotic zone by using a larger
sample of mature tumour spheroids from the same cell-line, grown from the
same number of seeded cells. This would allow one to study di↵erences in nu-
trient consumption between cell types, or the e↵ects of di↵erent cell culture
methods, or drug treatments. The automatic evaluation of PCF estimates
has clear advantage over manual human estimates in the assessment of such
high-throughput comparative assays.
The PCFmethod also has two main advantages over the DBSCANmethod.
The first being that the DBSCAN method is semi-automatic, requiring hu-
man input for each tumour spheroid analysed. We acknowledge that a vi-
sual check might be needed after using the least-squares fitting, since this
method can lead to undesirable estimates depending on the initial condition,
etc. However, in this work, we did not observe unsatisfactory fitting results.
The second advantage is that only the PCF method provides reliable esti-
mates for point pattern data that is visually indistinguishable from the CSR
point process (see Appendix A.3).
Although this work is concerned with homotypic spheroids there are ap-
proaches that aim at more complex spheroids, including di↵erent cell types
and heterogeneities in the microenvironment. Our data analysis can be read-
ily applied to data sets from such complex spheroids. Furthermore, adjusting
the segementation method would allow for the extraction of cell position in-
formation from histological stains and enable the analysis of sections of cancer
patient tumours. Therefore, the PCF method could potentially have a role
in diagnostic testing and personalised cancer treatment.
More generally, and in addition to the estimates for the necrotic zone
boundary, it is important to understand that the PCFs can provide multi-
scale spatial information on tumour spheroids (e.g. Fig. 2). Previous studies
have shown that the PCF is a close to a su cient summary statistic, essen-
tially capturing all the spatial information in a given point pattern [11, 83].
Therefore, our PCF method could be implemented in combination with in-
ferencing algorithms such as approximate Bayesian computation [83], which
require close to su cient summary statistics, to parameterise tumour growth
models for specific cell types and culture conditions [4, 24, 68, 156].
A further improvement of our quantification method is to analyse the
density of triplets of points, which might enable us to reveal more information
from the distribution of cells in the tumour spheroids. It has been shown that
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studying third-order structure using the density of triplets is essential in some
patterns, where PCF and first-order density functions are unable to detect





Agent-based Models of Tumour
Spheroid Growth in Di↵erent
Media
3.1 Introduction
In the previous chapter, we developed new methods to study the spatial
structure of tumour spheroids grown in vitro. In this chapter, we are again
concerned with tumour spheroids, but now we aim to understand how they
grow under di↵erent culture conditions. This requires us to model the growth
process, rather than simply quantifying experimental data. In particular,
we are interested in understanding how culture conditions can influence the
shape and size of the spheroids during their growth. These features are
extremely important in anti-cancer drug screening. The aim is to develop
culture techniques that produce large, uniformly-sized spheroids. Large vari-
ations in size and the presence of irregularly shaped spheroids can reduce the
usefulness of the cultured spheroids for research studies.
Culture of the cells within a thermosensitive hydrogel, P(NIPAM-AA),
has been proposed as a new method which overcomes some of the disad-
vantages of traditional suspension culture on a non-adhesive surface. Each
of these culture techniques has distinct characteristics, as we explain in the
following sections, which influence the growth of the tumour spheroids.
The biological experiments show that microgel culture can produce more
uniformly-sized tumour spheroids than the conventional suspension culture
method. This is extremely desirable for biologists, since they require a large
number of identical tumour spheroids to ensure that they repeat an exper-
iment, e.g. drug screening experiment, under same conditions. In addition,
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it is observed that cells are more evenly distributed throughout the micro-
gel (compared to suspension culture, where they tend to congregate at the
bottom of the well), cell aggregate formation is much slower due to network
resistance and the cell death rate is much smaller in comparison with the sus-
pension culture. Having observed the experimental results, we hypothesise
that the ability of the microgel to produce a more homogeneous distribution
of the cells in the vertical direction, and lower the cell death are the key
factors that result in a more uniform size-distribution of spheroids. In or-
der to investigate this hypothesis, we develop an agent-based model (ABM),
incorporating the distinctive features of the two culture methods.
ABMs have previously been widely used to investigate various biological
phenomena [46, 165], including tumour growth [81, 132, 138]. However the
study of tumour spheroid formation progression within the microgel sca↵old
has not been conducted yet. By changing some of the parameters in our
model, we are able to take into account the di↵erent environments expe-
rienced by cells in microgel and suspension cultures, and investigate their
e↵ects on spheroid formation.
3.2 Development of agent-based model
The ABM consists of a lattice, where each site on the lattice can either be
empty or occupied by a cell. At the beginning of a simulation, a specified
number of cells are placed at random on the lattice. The number and position
of the cells are updated at discrete intervals of time. During each timestep,
cells are selected in random order without replacement∗ (i.e. each cell is
selected once), and act according to rules for cell behaviour (including cell
movement, proliferation and death) that are described in detail below. Our
model uses a two-dimensional lattice, as the experimental data derives from
two-dimensional images. This has the further advantage of reducing the
computational cost compared to a three-dimensional model. The method by
which we take into account the three-dimensional nature of the experiments
is explained in detail below.
3.2.1 Cell movement
We let the probability that a cell will attempt to move during a time step be
P
m
. We assume this probability will depend upon the cell's environment. We
take a higher value of P
m
to represent cells in suspension, and a lower value of
∗
This method is known as Random Sequential Update (RSU)
38
Chapter 3. Agent-based Models of Tumour Spheroid Growth
P
m
for cells in microgels, representing some resistance to movement (such as
cell-ECM adhesion, and high viscosity of microgel solution). Cell movement
is assumed to involve two component behaviours: unbiased random motion
(in which a cell will attempt to move to one of the four neighbouring lattice
sites with equal probability) and biased motion (where cells will preferentially
move towards other cells). In our model, cells attempt to move according to
the biased motion rule with probability P
b
(hence the probability of moving
according to the unbiased random motion rule is 1 P
b
). Thus the tendency
of cells to aggregation is represented by the probability of biased motion, P
b
:
for cell types that are strongly inclined to create clusters after seeding, P
b
will be close to one, whilst for those that do not tend to aggregate, P
b
is close




are chosen based on the hypothesised characteristics
of the cells in the medium before the start of each simulation.
When a cell attempts to move using the biased motion rule, the direction
in which it moves is determined as follows. For each of the four directions,








for k = 1, 2, 3, 4,
where v(k) is the number of cells at the right (k = 1), left (k = 2), up (k = 3)
and down (k = 4) direction of a cell within its range of attraction (l) (see Fig.
3.1). Note that the P
v
(k) sum to unity. We then subdivide the interval [0, 1]















(4)), (1   P
v
(4), 1], and draw a random number uniformly distributed on
[0, 1]. If the number chosen lies in the first interval, the cell attempts to move
right, if in the second, it attempts to move left, etc.
Area exclusion is accounted for in the cell movement rules [10]: two or
more cells cannot occupy a site at a time. Therefore, at any point a cell
attempts to move to an already occupied site, the movement is aborted.
Mombach and Glazier (1996) suggest that in Brownian motion a cell
moves 1/6 of its diameter in 30 minutes. Therefore, in 3 hours each cell
moves one site in the lattice when P
m
= 1. The probability of biased motion
is set to P
b
= 0.9 with the range of attraction, l = 3 for both types of culture.
Thus, it is very likely that the cells move towards each other when they are
very close to each other (e.g. close enough that some parts of the cell may
make physical contact). Long range attractions are not considered here as
the chemotactic signals are assumed to be negligible.
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Figure 3.1: A sample distribution of cells is depicted. For example, the
red cell marked out with the black border senses 7 cells at its right side,
v(k = 1) = 7, where l = 3 is the range of the attraction range, illustrated by
the shaded sites.
3.2.2 Cell proliferation
The probability of proliferation, P
p
, determines the rate of proliferation at
each timestep. When proliferation occurs for a cell, the parent cell keeps
its position and the daughter cell occupies one of the four adjacent sites.
Area exclusion is accounted for in the proliferation rules as well, i.e. if a cell
already occupies the chosen site for the daughter, the proliferation event is
aborted.
We follow the model of Qi et al. (1993) who take into account the e↵ects
of nutrient depletion as cancer cells proliferate by making the probability of
proliferation dependent upon the total number of cells. We define the two-






where N(t) is the number of cells at time t, B is the cell area (152µm2) and
A is the area of the lattice in µm2. The area of a well in the experiments is
around 20mm2. Thus, the length of each side of the well is a =
p
A ⇡ 4.5mm.
Therefore, a lattice representing the wells has a length of L = a/0.015 = 300
sites. As the proliferation rate is assumed to decrease when cell density










where C is carrying capacity and k is growth rate. Qi et al. (1993) suggest
0.26 d 1 < k < 0.48 d 1 (d denotes day). From the experimental data shown
in [30], cells have approximately the same rate of proliferation in suspension
and microgel: we hence use the same probability of proliferation for both
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types of culture with k = 0.48 d 1 = 0.06 (3h) 1 (recall that 3 hours is
the length of our timestep, as this is approximately the time taken to move
one cell diameter). C is estimated to be 0.6 by processing the images of the
experiments to obtain the maximum area fraction that may occur.
3.2.3 Cell death
We assume that cells need to adhere to another cell or a surface to survive
and proliferate [2]. As the cells in suspension culture are prevented from
adhering to the substrate, we assume that they are likely to die after one
day if they do not adhere to other cells [61, 178]. In the model, we assume
a cell is adhered to another cell if there is a least one cell in the four squares
adjacent to it. However, in microgel culture, the cells can survive and pro-
liferate by adhering to the microgel. We thus considered two di↵erent death
probabilities, P
d
, in simulations of suspension and microgel experiments. In
suspension simulations, P
d
for an isolated cell is low during the first day of
culture, increasing rapidly to unity thereafter. For microgel simulations, for
the sake of simplicity, P
d
is taken to be zero.
Thus, the probability of death for isolated cells in suspension and microgel
















is the number of consecutive timesteps (each timestep represents
3h) during which a cell is not adhered to another cell. This equation gives
a rapid increase in the death probability after n
t
= 8 (1 day) for suspension
culture, whilst P
d
= 0 for microgel cultures for 0  n
t
 168 timesteps (168
timesteps equals 21 days, which is the period of experiments). Note that
the functional form of P
d
in Eqn. (3.2.2) is simply chosen to reproduce the
assumed qualitative behaviour of the cells in the two di↵erent culture envi-
ronments described above. In the case of suspension culture, other functions
that increase rapidly to unity after a period of 1 day would be expected to
produce similar results.
The ABM was run at a timestep of T
s
= 3h. The initial population
was set to ⇢
0
= ⇢(0) = 0.05 in suspension and ⇢
0
= 0.005 in microgel to
give the best fit to the experiments. The reason for this di↵erence is that in
suspension most cells settle down and interact in a layer close to the substrate,
whereas the cells in microgels lie in multiple layers. Note that ⇢
0
represents
the e↵ective initial population of cells in our 2D ABM, i.e. the cells that
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interact with each other within a layer, not the total population of cells in
a well. This leads to a considerably higher e↵ective ⇢
0
for the suspension
culture case where the cells are mainly within one layer, compared to the
microgel, where they are distributed more evenly throughout the gel.
The number of lattice sites at each side was scaled down to half: 150
sites (i.e. lattice size of 150⇥ 150 sites), similar to the size of the images of
the experiments. Moreover, a periodic boundary condition was applied in
the simulations. This means that when a cell moves out of the domain at
one side, it will re-enter from the opposite side. Applying periodic boundary
conditions mitigates the e↵ect of boundaries on the distribution of cells [1],
since there is no physical boundary present at the edge of the experimental
images with which we aim to compare our results.
The size of the clusters (cluster diameter) was calculated as follows.
Firstly, the areas of the clusters were computed, using the function #bwarea
in MATLAB. This function gives an estimate of the area, n, created from ad-
jacent connected pixels, using the algorithm explained in [137]. Multiplying
the area by 152 (we assume that each cell is a square with the size of a lattice
site), gives the area of a cluster in µm2 - note that the cells are considered
squares with the size of a lattice site. The cluster diameter, D, was then








The experiments were performed by Dr. Xiaolin Cui under the supervision of
Dr. Hu Zhang in the School of Chemical Engineering, University of Adelaide.
Full details of the techniques used can be found in [30]. Briefly, HeLa cells
were cultured in the two growth media, i.e. microgel and suspension. Fig. 3.2
shows selected images of the experiments (the spheroids are viewed as clusters
in the images) after 7 (first row), 14 (second row) and 21 (third row) days.
As the first column of this figure shows, the growth speed of the spheroids
in microgel is lower than that in suspension (see the second column of this
figure). However, the spheroids have more regular and uniform shapes in the
microgel. This can also be inferred from the histograms of Fig. 3.3 which were
obtained by processing the two-dimensional images using a software package
[30]. The histograms show the average frequency of the cluster diameters at
the mentioned days for 12 parallel conducted experiments. The graphs show
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a narrower size distribution for microgel, meaning that microgel produces a
more uniform size distribution compared to suspension. However, this comes
with the downside of having the most frequent spheroids (the ones that will
possibly be used for drug screening) with a smaller size, about 95 µm, at day
21 (see Fig. 3.3e).
3.3.2 Simulation results
Now, we turn to simulating spheroid growth for microgel and suspension
cultures, and compare the results with the ones illustrated earlier in Figs.
3.2 and Figs. 3.3 for the experiments. Fig. 3.4 shows the pattern and
distribution of clusters in suspension and microgel simulations. Here, we
consider extreme cases for P
m
of is 1 for suspension and 0 for microgels
respectively. Thus, the cells are very motile in suspension and the cells in
microgel do not move at all. Note that in the histograms, clusters with n < 7
are not included, since they are too small to be considered as spheroids.
Comparing the histograms of Fig. 3.4 with Figs. 3.2 and 3.3 shows that
the distributions of cluster size at days 7, 14 and 21 generated by simulations
are very similar to those of the biological experiments, implying that the
simulation results are in good agreement with the experimental results.
At day 21, the average cluster size is D̄ ⇡ 186 µm and the standard
deviation of the cluster size is   ⇡ 107 µm for simulated suspension cultures,
while D̄ ⇡ 133 µm and   ⇡ 54 µm for simulated microgel cultures. Hence,
the distribution of clusters is more uniform in the microgel with a lower
standard deviation and the average cluster size is smaller as well.
The main di↵erences between the simulated suspension and microgel ex-
periments are in the cells motion, death and the initial cell density - the
latter a↵ects proliferation rate as defined by Eqn. (3.2.1). We aim to un-
derstand how each of them a↵ects the distribution of cluster size, and so,
parameter-sweeping tests were carried out in which one of the parameters
is varied while the others are kept constant. We swept the parameters in a
physically plausible region, i.e. where their values are within a range that
is consistent with the physical properties of the medium. Small variations




(see the caption of Fig. 3.5) are
analysed.
The parameter sweeping was done for 150⇥ 150 lattice with ⇢
0
= {0.005,
0.01, 0.015, 0.02} and P
m
= {0, 0.005, 0.01} in the microgel and ⇢
0
= {0.035,
0.04, 0.045, 0.05} and P
m
= {0.8, 0.9, 1} in suspension. Fig. 3.5 shows
that D̄ and   increase with ⇢
0
. Thus our model suggests that using a higher
initial cell density, ⇢
0
, leads to formation of bigger clusters, which is desirable,
but this has the unwanted e↵ect of reducing the uniformity of cluster size.
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Figure 3.2: Experimental results: HeLa cells within (a,c,e) and without mi-
crogel (b,d,f) at di↵erent culture days. The cells within microgel are released
(i.e. extracted from the surrounding microgel) at room temperature. Scale
bar is 500m. (a),(c),(e) is HeLa cells within microgels culture after 7 days,
14 days, 21 days respectively. (b), (d), (f) is HeLa cells in suspension culture
after 7 days, 14 days and 21 days respectively. (Images reprinted from [30])
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Figure 3.3: Experimental results: HeLa cells spheroids size distribution.
(a),(c),(e) is HeLa cells within microgel cultures after 7 days, 14 days, 21
days respectively. (b), (d), (f) is HeLa cells in suspension culture after 7































































































































































Figure 3.4: Simulation results: Patterns of spheroid formation and distribu-
tion of cluster size in microgel (left box) and suspension (right box) simu-
lations. (a,d) day 7, (b,e) day 14 and (c,f) day 21. The average with the
%95 confidence intervals of t-distribution are depicted as error bars for 50
simulations. In suspension: P
m
= 1 and ⇢
0
= 0.05. In microgel: P
m
= 0 and
⇢(0) = 0.005. The lattice has side of L = 150 sites, the range of attraction
is l = 3, the probability of biased movement is P
b
= 0.9, the proliferation
constant is k = 0.06d 1, the carrying capacity is C = 0.6 and the death
probability is defined in Eqn. (3.2.2). The dead cells are not shown in the
images.
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Figure 3.5: Parameter sweeping test. Standard deviation,  , and average, D̄,
of cluster size are depicted. (a,b) microgel: ⇢
0
= {0.005, 0.01, 0.015, 0.02}.
P
m
= 0 black, P
m
= 0.005 blue and P
m
= 0.01 red. (c,d) suspension:
⇢
0
= {0.035, 0.04, 0.045, 0.05}. P
m
= 0.8 black, P
m
= 0.9 blue, P
m
= 1 red.
The points in the graphs are computed average over 50 simulations and the
error bars are %95 confidence intervals of t-distribution. The values of the
other parameters are the same as in Fig. 3.4.
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Hence the choice of ⇢
0
would involve a trade-o↵ between cluster size and
size-variability.
As illustrated in Figs. 3.5b and 3.5d, our model predicts that the rate
of increase of   with ⇢
0
for microgel culture is greater than for suspension
culture. Thus, increasing the initial population would have a more deleterious
e↵ect on the uniformity of the clusters in microgels compared to suspension
culture.
Sweeping the values of P
m
in a wider range, we determined that motility
of cells can strongly a↵ect D̄ and  . Fig. 3.6 shows that increasing P
m
leads
to the formation of bigger clusters. The reason is that, when P
m
is high
enough, randomly moving cells can find bigger clusters nearby and attach to
them. In addition, the highly motile cells in small clusters are more likely to
find bigger clusters and attach to them. Therefore, increasing P
m
can reduce
the number of small clusters and increase the number of larger ones.
3.4 Discussion
We developed an ABM to explore the reasons for the di↵erent size distribu-
tions observed in spheroids grown by two di↵erent culture methods. In the
model, the cells behave according to rules for movement, proliferation and
death. This work was motivated by the biological experiments, as described
in [30]. We tried to keep the model as simple as possible in order to focus
on the e↵ect of the major parameters on the spheroid formation. The ABM
was developed in two-dimensions, since this facilitates comparison with the
two-dimensional experimental images, and also reduces the computation time
required.
Our ABM was successfully able to reproduce the experimental results
for spheroid formation rate and size distribution, for both microgel and sus-
pension cultures. Our results are thus consistent with the main di↵erences
between cells in the two di↵erent cultures being in their proliferation and
death rates, and their e↵ective initial density. Note that proliferation rate
depends on cell density, as described by Eqn. (3.2.1), thus, it is significantly
di↵erent in suspension and microgel. Hence, the more uniform size distri-
bution of spheroids produced by microgel culture could be due to its ability
to separate the cells in multiple layers, reducing the e↵ective initial density.
However, even when the number of cells is low, the microgel provides a sub-
strate for cells to survive and proliferate, so spheroids can still be produced.
By contrast it is not possible to reduce the initial population of cells sig-
nificantly in suspension cultures, since the cells would die out and spheroid
formation would not occur.
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(a)
















































































Figure 3.6: Parameter sweeping with a same range of P
m
for the culture
media. Standard deviation,  , and average cluster size, D̄ are depicted for
(a,b) microgel and (c,d) suspension. The curves are for P
m
= {0, 0.2, 0.4,
0.6, 0.8 , 0.1} with the colours as indicated in the legends of the graphs. The
other parameters are the same as for the simulations of Fig. 3.4.
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The model predicts that the initial cell density plays a crucial role in
determining the features of the formed spheroids. For the parameter ranges
we considered, higher initial densities led to larger spheroids, but at the cost
of introducing greater variability in spheroid size. This e↵ect was predicted to
be more pronounced for microgel cultures than suspension cultures. Further
experiments will be required to test these predictions.
Our methods for quantifying the experimental and simulation data in
this chapter were less sophisticated than those used in Chapter 2. This was
due to the limitations of the available experimental data, which consist of
two-dimensional images. Specifically, we were not able to extract the three-
dimensional cell positions, and thus, we focused on analysing only the size
distribution of clusters (tumour spheroids). However, if data on cell positions
were available, as in the previous chapter, we could calculate the PCF for the
results, which would in turn, allow us to make more exacting comparisons
between the simulations and the experiments. Moreover, this would improve






Formation in Two Interacting
Species
4.1 Introduction
In the previous chapter, we saw how cell aggregates can form as a result of
attractive interactions between cells, in combination with proliferation. More
generally, there are numerous instances in nature where individuals interact
so as to produce a large-scale pattern, such as in the migration of flocks
of birds, swarming of bees, foraging in ants, or cells in a developing tissue,
etc. One longstanding question is to understand how the variety of patterns
emerge from relatively simple underlying interactions between the individ-
uals [7]. Commonly, the types of interactions considered are restricted to
attraction and repulsion, arising as responses to a range of external stimuli
such as those received by the sensory organs of animals (e.g. seeing a preda-
tor, smelling food resources, etc. [131]), or, on the cellular level, resulting
from chemical gradients and / or mechanical forces [29, 164]. Patterns such
as swarms or cell aggregates may be produced where only a single species
is present. However, when individuals of multiple species are present, the
potential variety of patterns is greatly increased, as a result of variations
in the degree of intermixing or segregation of the species. Three examples,
where in each case two di↵erent types of individuals are present, are shown in
Fig. 4.1. Fig. 4.1a shows a co-culture of stellate cells and hepatocytes (two




Figure 4.1: Examples of multi-species spatial patterns. (a) Hepatocyte-
stellate cells co-cultured to produce spheroids as fundamental part of liver
(reprinted from Thomas et al. (2005), with permission from Eur. Cells
Mater). (b) Lions hunting bu↵alo on the Duba Plains (image by Beverly
Joubert, beverlyjoubert.com). (c) Pattern formation on the skin of a ze-
brafish (image from Wikipedia).
spheroids [164]; Fig. 4.1b shows three lions chasing a bu↵alo herd, where
the bu↵alo try to escape and the herd pattern changes accordingly; and Fig.
4.1c shows an image of a stripe pattern on the skin of a zebrafish formed
by two di↵erently-coloured types of cell (xanthophores and melanophores)
[78, 79, 133].
Mathematical models have made significant contributions to our under-
standing of how di↵erent types of inter-individual interactions can lead to
di↵erent large-scale patterns. Well known examples include the reaction-
di↵usion model of morphogenesis, introduced by Turing (1952) (which was
later applied to animal coat patterns by Murray [117, 118, 119]), and the
chemotaxis model presented by Keller and Segel (1970) which produced new
insights into the mechanisms underpinning the formation of cell aggregates
in dictyostelium (and many other cell types). In many mathematical mod-
els, the underlying interactions between the individuals are idealised as being
combinations of attraction and repulsion [109]. The interplay between these
opposing forces influences the pattern. For example, Mogilner et al. (2003)
shows that short-ranged repulsion combined with long-range attraction is
necessary to produce cohesive and well-spaced groups in a population of a sin-
gle species (similar works can be found in [28, 50, 168]). At the cellular level,
a variety of factors which would produce these types of interactions, such as
chemo- attractants / repellents [100], traction forces [64], volume exclusion
[10], etc., have been investigated. For predator-prey interactions, a model
is proposed by Chen and Kolokolnikov (2014), where di↵erent behaviours
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depending on the strength of attraction between the prey and predator are
discussed.
The modelling approaches used to study pattern formation can broadly
be divided into continuum and agent-based. Continuum models are formu-
lated in terms of the densities of the species of interest, functions of space and
time which obey systems of partial di↵erential equations (PDEs). They have
the advantage that analytical techniques, such as linear stability analysis,
can be used to understand aspects of their behaviour over the entire param-
eter space, which can help to give insight into the mechanisms underpinning
particular phenomena. Examples would include the non-local (integro-PDE)
models introduced by Mogilner and Edelstein-Keshet (1999) for the study
of swarms. In this kind of model, movement of an individual is influenced
by superposition of the forces exerted by the surrounding individuals. These
forces are represented by a convolution integral in this continuum framework
[64, 70, 130]. Although the continuum models provide good population-level
information on pattern formation, because individuals are discrete, it is dif-
ficult to compare their predictions with experiments on anything other than
a qualitative level [64].
In contrast to continuum models, agent-based models (ABMs) represent
each individual explicitly. ABMs are more realistic in this sense, as they
allow us to consider individual level behaviour, which usually includes an
element of stochastic behaviour (e.g. [30, 108, 110, 125]). However, this
comes at higher computational cost. In this work we develop an ABM with
two species of agents to study the interactions between the individuals. The
model developed here builds upon the earlier work for the one-species case
described in [1, 30].
The fact that stochasticity can play a role in the distribution of the indi-
viduals presents a challenge. Each realisation of the process (i.e. , simulation
of the model) will be di↵erent, owing to di↵erences in the (random) initial
conditions, or the randomness inherent in the interactions (even when the
interaction rules are fixed). We need to be able to identify which features of
the spatial pattern are robust (i.e., recur in many realisations of the process).
As a first step, this requires suitable statistical tools to quantify the spatial
distributions of individuals so that we can compare the patterns observed
in di↵erent experimental or simulated datasets. Pair correlation functions
(PCFs) are popular candidates for statistical analysis of individuals patterns
[37, 77]. PCFs quantify spatial patterns by showing deviations from complete
spatial randomness (CSR), where the individuals are distributed uniformly
at random. They describe the frequency of pairs of individuals separated
by a certain distance, relative to what is expected for CSR [11]. PCFs are
increasingly being used to quantify cell distributions [13, 38, 52, 114, 169].
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Agnew et al. (2014) suggest that the PCF can be used to distinguish be-
tween the spatial patterns that arise from cell aggregate formation due to
cell proliferation, and those where the aggregates form as a result of cell-cell
attraction (e.g., due to chemotaxis).
Here, we follow the approach presented by [11] for quantifying single-
species volume exclusion processes. We extend their method to develop
a PCF for multi-species volume exclusion processes on a two-dimensional
Cartesian lattice. The method is based on normalising the frequency of pairs
by finding their expected values for the uniform distribution [11]. Periodic
continuation is applied in order to eliminate boundary e↵ects [77]. We then
compute the PCF for realisations of our ABM simulated using di↵erent sets
of parameter values (strengths and ranges of attraction and repulsion). The
PCF allows us to characterise various spatial features from the patterns, such
as intensity of clustering, spacing between the clusters, etc. We demonstrate
how the parameter values in the model can be related to the PCF calcu-
lated from the model output (averaged over a number of realisations). This
suggests ways in which the models can be fitted to data [83, 144, 166].
4.2 Model and quantification method
4.2.1 Multi-species agent-based model
In this chapter, we simulate the interactions between individuals (which can
be cells, animals, etc.) using an ABM. The model used here is an exten-
sion of that developed in [1, 30]. Agents move on a discrete two-dimensional
lattice (x, y), of dimensions X ⇥ Y . Motivated by applications in cell biol-
ogy, we consider the domain to be periodic, thus, any agent that leave the
lattice from one side, re-enters again from the opposite side. We introduce
this assumption since in cell biology experiments, only a small ‘window’ is
observed (corresponding to the field of view of the microscope), which gener-
ally does not include the edge of the well in which the cells are cultured. We
consider that, on average, a cell moving outside the field of view is likely to
be replaced by another moving into it, which is approximated by adopting
periodic boundary conditions. Such boundary conditions eliminate edge ef-
fects, allowing us to focus on the e↵ects of di↵erent types of inter-individual
interactions. In this work, we restrict our attention to the case where there
are only two types of agents.
Agents move on the lattice according to two motion rules: biased motion
(with probability P
b
) and unbiased random motion (with probability 1 P
b
).
In unbiased random motion, an agent attempts to move to one of its four
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neighbouring sites with equal probability. In biased motion, the probability
of moving to each of the neighbouring sites is a↵ected by the fact that an
agent can sense the number of other agents within a certain range. The
probabilities are calculated based on the rules of attraction and repulsion
which are assumed to operate between agents of the specific types involved.
Note that each site can only be occupied by only one agent at a time; if
a agent attempts to move into an occupied site, the move is aborted. The
model thus takes account of volume exclusion ([10, 154]).
In the case of biased motion, we need to define and calculate the probabil-
ity of movement to each of the four neighbouring lattice sites. We denote this
probability by P
k
, where k indicates the direction of attempted movement:





We assume that agents of type m are attracted (repelled) by agents of type




), where m, p 2 {1, 2}. Fig. 4.2 shows how the
agents sense their neighbours within a certain range and in a specific direc-
tion. We take the bias probability to depend only upon the number of agents
of each type within the relevant attraction / repulsion ranges in each of the
four directions.
Figure 4.2: Directional neighbourhood of an agent. A sample two-species
pattern is depicted with the red (‘1’) and blue (‘2’) colours. For example,
the red agent marked out with the black border has its range of attraction





The probability of moving in each of the four directions, P
k
, is calculated
from a four-dimensional directional bias vector, v. We define this for each
agent at each timestep as
v = Aa+Rr,
whereA (R) is a matrix whose entries are the number of neighbouring agents
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within the attraction (repulsion) range and a (r) is a two-dimensional weight
of attraction (repulsion) vector. These, in turn, are defined as follows. For














































) is the number of agents of type m to the right of the
agent of type m, within the range determined by ↵
mm












































) account for the heterotypic neighbouring













are the weights of attraction of agents of typem to agents
of the same type and of di↵erent type, respectively. Noting that repulsion
will produce biases is the opposite direction compared to attraction, for an





















































is the weight of homotypic (same type) repulsion for agents of
typem and r
mp
is the weight of heterotypic (di↵erent type) repulsion between
agents of type m and p.
Finally, we calculate the probability of moving in each of the four direc-
tions, P
k










, for k = 1, 2, 3, 4. (4.2.1)
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Thus, the direction in which the agent will tend to move (reflected by P
k
)
is determined by the interplay of homotypic and heterotypic attraction and
repulsion influences.
Note that there are alternative ways to implement the biased movement
of cells. For example, instead of presetting the value of P
b
, we can use




We simulate the model as follows. During a discrete time-step, each agent
is selected in random sequential order (without replacement), and is given
the opportunity to move either according to the unbiased or biased motion
rule. For an agent located at (x, y), the nature of the motion is determined
by generating a random number r
1
from a uniform distribution with support




) the agent attempts to move according to the biased
motion rule; otherwise, the motion is unbiased and it attempts to move with
equal probability to one of its four neighbouring sites (x ± 1, y ± 1). In
the case of biased motion, we generate a second random number r
2
from a
uniform distribution with support [0, 1], and calculate the values of P
k
using
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, 1]. Note that if the agent attempts to move to a site that is occupied
by another agent, then that move is aborted, and one aborted movement
is counted. These processes are repeated until the spatial distribution of
agents evolves to a quasi-steady state, which is determined by examining the
evolution of the number of aborted moves in the simulation [1]. As shown by
Agnew et al. (2014), in systems that produce steady patterns, the number of
aborted movements increases initially, and then plateaus after a certain time.
Based on this, we terminated simulations well after the number of aborted
movements plateaus.
4.2.2 Pair correlation function
We use PCFs as a means to characterise the spatial patterns generated by the
ABM simulations. PCFs characterise spatial patterns by showing deviations
from CSR (where agents are distributed uniformly at random) [77]. The
deviations characterise di↵erent spatial features such as the lengthscales of
aggregation (or segregation) which are a↵ected by the mechanisms underlying
the interactions between individuals. Computing the PCF for a su ciently
large number of realisations of the same experiment can thus potentially
provide us with information about these mechanisms.
Binder and Simpson (2013) presented a method to compute the PCF for
single-species distributions on lattice. In their method, the normalisation
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factor, which is the expected value of the number of pairs separated by a cer-
tain distance in CSR, is computed for distances in the x and y direction (not
the Euclidean distance). Then, the number of pairs occurring in the pattern
of interest is divided by the corresponding normalisation factor to give the
PCF. Here, we use the same approach and derive the relevant formulae for
computing the PCF on periodic domains populated with two (or potentially
more) species of agents. Note that the restriction to periodic domains is mo-
tivated by the application to cell biology experiments, as explained in §4.2.1
(we assume our domain represents a ‘window’ onto a larger domain in which
the interactions occur). A further advantage of making this assumption is
that PCFs estimated for patterns on finite domains have significant errors for
large distances, whereas periodic continuation helps to mitigate this problem
[77]. (Henceforth a reference to a PCF in this chapter should be taken to
imply one derived assuming periodic boundary conditions.) Our PCFs are
defined for homotypic and heterotypic pairs. Indicating the two types of







respectively. In addition, since the methods for x and y distances
are identical, for brevity we present only the formulae for the x direction.










, for m, p 2 {1, 2}, (4.2.2)
where c
mp
(i) is the number of pairs a distance i apart and ĉ
mp
(i) is the nor-
malization factor. c
mp
(i) for any pattern is obtained by counting the number
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populations of the species m and p respectively and 1
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1, x = i,
0, otherwise.
The expected number of pairs a distance i apart for CSR can be written
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where M
mp
is the total number of m-p pairs and P
mp
(i) is the probability




















, if m 6= p.
The di↵erence in M
mp
for m-m and m-p is due to the permutation of het-
erotypic pairs.
In a lattice of width X and height Y , P
mp
(i) can be found by the ratio
of the number of pairs of lattice sites distance i apart, d̂
mp
(i), to the total
















XY (XY   1) , if m 6= p.
(4.2.4)
All of the possible pairs that may be observed in a lattice of size X = 6
and Y = 2 are shown in Fig. 4.3, for the sake of illustration. As this figure








Here, we assumed X and Y are even, however, the method is the same for
odd X and Y for distances i = 1, ..., (X   1)/2.
Note that if the two agents were of di↵erent types, each possible pair
shown in Fig. 4.3 should be counted twice due to the possible permutation





, m 6= p.
Then, the possible number of pairs that can occur when there are multiple
















where the first term at the RHS of the above equation accounts for the Y
cases where the paired points are in one row (Figs. 4.3a and 4.3b), and the
second term accounts for the paired points in di↵erent rows (Figs. 4.3c and
4.3d).
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(a) (b) (c) (d)
Figure 4.3: All possible combinations of pairs of sites in a lattice with X = 6
and Y = 2. The arrows depict the distances which can be direct or periodic.
The pairs of unit distance apart in (a) one row and (c) two rows. The pairs
of distance two apart in (b) one row and (d) two rows.
Finally, substituting d̂
mm



















XY   1 , if m 6= p.
(4.2.5)
Thus, by computing c
mp
(i) defined in Eqn. (4.2.3), the normalising factor
ĉ
mp
(i) in Eqn. (4.2.5) and plugging them into Eqn. (4.2.2), we are able to
evaluate the PCF for a given pattern.
For a spatial domain that is populated uniformly at random the expected
value of the PCF is unity at all distances. When the PCF is greater than
unity at some distance we have aggregation, and when the PCF is less than
unity at some distance we have segregation. In the following section, we use
the PCF to identify homotypic and heterotypic aggregation / segregation
length-scales in three examples of two-species spatial patterns.
4.2.3 Illustrative two-species spatial patterns
We begin by evaluating the PCFs in the x direction for the patterns shown
in the first column of Fig. 4.4 (illustrations of the PCF for a variety of one-
species patterns can be found in [11] for comparison). Understanding how
information about the pattern is encoded in the PCF for these examples will
help to guide our interpretation of the PCF in the more complex situations
which are presented in §4.3. We follow the practice found in earlier papers [1,
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11] and use linear interpolation to represent the discrete PCFs as continuous
curves (columns 2-4 in Fig. 4.4).
The first example we consider is where the two species are distributed
uniformly at random, as is illustrated in the first row of Fig. 4.4. As expected,
we observe that the heterotypic and homotypic PCFs have a small-amplitude
oscillation around unity, indicating that there is no heterotypic or homotypic
spatial structure in the pattern. This provides a check on the derivation of
the PCFs, which were normalised with respect to CSR.
In the second example, individuals of the same type are distributed in
two single-species clusters (red and blue squares in second row Fig. 4.4).
The heterotypic PCF is equal to zero for 0 < i  30 (as the two clusters are
30 units apart), and then increases linearly for 30 < i  50 (as each cluster
is 20 units in length) to a maximum value at i = 50 (the distance between
the two centres of the clusters). Therefore, there is heterotypic segregation
at short to intermediate distances and heterotypic correlation at large dis-
tances. In contrast, both homotypic PCFs indicate short to intermediate
scale aggregation only, for 0 < i  20.
For the third and final example, the two-species are distributed uniformly
at random within two clusters and the heterotypic and homotypic PCFs are
all the same (third row of Fig. 4.4). Additionally, the interpretation of the
PCFs is similar to that of the PCF for the single-species clustering pattern
in Figure 4 of [11]. Subsequently, the heterotypic, homotypic and overall
population aggregation / segregation length-scales are also all the same. We
observe short scale aggregation (0 < i  20), intermediate scale segregation
(20 < i  30), and long scale aggregation (30 < i  50).
4.3 Results
Having described our modelling approach and quantification method, we are
now in a position to investigate the types of patterns produced by di↵erent
combinations of inter-individual interactions, and the extent to which dif-
ferent pattern-forming mechanisms can be distinguished by analysis of the
resulting pattern using the PCF. For each set of results in Figs. 4.5–4.8,
we evaluate the average PCFs in the x direction for N = 60 simulations
that have evolved to a quasi-steady state from initial conditions where both
species were distributed uniformly at random throughout the domain. As in
Agnew et al. (2014), we use the number of aborted movements as the mea-
sure of reaching the quasi-steady state. The layout of Figs. 4.5–4.8 is similar
to that of Fig. 4.4, with the additional broken curves representing the 95%
confidence intervals of the t-distribution for the average PCFs (solid curves).
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= 400. First column of panels: From top to bottom, the agents
are distributed uniformly at random, in two segregated clusters and in two
intermixed clusters. Second column of panels: Heterotypic PCFs. Third
column of panels: Homotypic PCFs for the red species. Fourth column of
panels: Homotypic PCFs for the blue species.
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In all the simulations, we choose a high value of the probability of biased mo-
tion, P
b
= 0.8, which allows us to focus our study on cell interactions e↵ects,
rather than the e↵ect of unbiased motion. Reducing P
b
does not significantly
change the spatial characteristics of the produced patterns, but can lead to
e.g. emergence of less compact clusters. Also, the ranges of attraction and




= 5, further concentrating the majority of our





. This restriction is relaxed in the last set of results (Fig.
4.9), where we study the e↵ect of varying the ranges of attraction / repulsion
in the system. Similar sets of results are found for the average PCFs in the
y direction, as the interactions and initial conditions make no di↵erence be-
tween the x and y directions. We consider two generic types of inter-species
interactions: mutually attractive (or repulsive) and attractive-repulsive.
4.3.1 Mutually attractive or repulsive inter-species
interactions
The first case we consider is where the inter-species interactions are either
mutually attractive or repulsive (i.e., type 1 agents are attracted to (repelled
by) type 2 agents, and type 2 agents are attracted to (repelled by) type 1
agents). This is motivated by observations of co-cultured hepatocytes and
stellate cells in vitro, which produce cell aggregates (see Fig.4.1a). The ex-
periments undertaken by Thomas et al. (2005) indicate that in co-culture,
cluster formation is enhanced compared to hepatocyte only culture (see the
images and videos in [164]). A continuum model of this process was developed
by Green et al. (2010). They assumed attractive interactions between hep-
atocytes, and mutual attraction between hepatocytes and stellates. (Short
range repulsion between cells of all types was also included in the model, to
represent the e↵ect of overcrowding at high cell densities.) Depending upon
the relative strength of hepatocyte-hepatocyte and hepatocyte-stellate inter-
action, the model found that cells formed clusters within which the two types
were either segregated, partially-segregated, or intermixed. We will consider
similar scenarios here using our model, which has the advantage over contin-
uum models of representing the cells as discrete entities, and including the
e↵ects of crowding more naturally (since only once agent can occupy each
lattice site).
Heterotypic interactions only









= 0) and where the strengths of attraction and re-
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between agents of the same type are governed simply by volume exclusion
(as only one agent can occupy a lattice site). The strengths of heterotypic
attraction and repulsion are then varied, and the results are presented in Fig.
4.5.
When attraction is much stronger than repulsion clusters are formed in
which the two species intermix, as shown in the first row of Fig. 4.5. The
PCF for this type of pattern can be interpreted by considering the illustra-
tive example in the last row of Fig. 4.4 and the one-species patterns found in
[1, 11]. Similar to the results in the last row of Fig. 4.4, the heterotypic and
homotypic PCFs are almost identical and therefore the heterotypic, homo-
typic and overall population (i.e. ignoring agents types) aggregation / seg-
regation length-scales are also all the same. The values of the PCFs above
unity at short distances indicate short scale aggregation (i.e. the clusters in
the first row of Fig. 4.5), with the minimum in the PCFs at i ⇡ 10 providing
a quantitative measure of the average spacing between the clusters, or the
scale of segregation. The fact that the three PCFs are the same shows that
there are no significant di↵erences in the distributions of the two species,
indicating they are intermixed uniformly at random within each cluster. At
intermediate and large distances, for i > 20, the PCFs are close to unity, im-
plying that the centres of the clusters are distributed uniformly at random,
as observed for the one-species patterns in [1, 11].
When repulsion is much stronger than attraction clusters are again pro-
duced, but in this case the species are now segregated, so that the red and
blue agents are no longer intermixed (see fourth row of Fig. 4.5). The clus-
ters are also no longer compact and roughly circular, but elongated, eccentric
shapes. However, the fundamental characteristics of the PCFs are similar to
those for the illustrative example in the second row of Fig. 4.4. Where het-
erotypic aggregation / segregation occurs, we observe homotypic segregation
/ aggregation. In other words, the heterotypic and homotypic PCFs are in
anti-phase. For example, at the distance i ⇡ 10 there is maxima in the
heterotypic PCF and a minima in both the homotypic PCFs (fourth row of
Fig. 4.5).
Unlike the case of strong attraction where there is heterotypic aggregation
at short-distances (first row of Fig. 4.5), in the case of strong repulsion we
observe short-scale heterotypic segregation (fourth row of Fig. 4.5). Further-
more, for strong repulsion we observe heterotypic and homotypic aggregation
/ segregation at large distances, which is in contrast to the lack of spatial
structure at large distances when compared to that of strong attraction.
The above discussion shows that the PCFs can distinguish and charac-
terise either strong attraction or strong repulsion heterotypic interactions
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= 1. Second and third





























that produce visible spatial clustering. We now consider the case of weak
attraction and weak repulsion that generate patterns with no visible spatial
structure (see second and third row of Fig. 4.5). In the case of weak het-
erotypic interactions, the deviations of the maximum and minimum values of
the PCFs from unity are at least an order of magnitude smaller than those
for the case of strong heterotypic interactions, indicting that the patterns
are close to CSR. However, even with a relatively small number of simula-
tions (N = 60), the heterotypic PCFs correctly identify the weak, short scale










= 1) and we observe weak short scale heterotypic aggregation,
similar to that found for strong attraction in the first row of Fig. 4.5.
These few examples clearly illustrate the potential usefulness of the PCF
for identifying the presence of attractive (or repulsive) heterotypic interac-
tions, even when no pattern is distinguishable by eye. However, they also
sound a note of caution in using the PCF to infer the mechanism of pattern
formation. The fact that the homotypic PCFs are above unity at short dis-
tances in the first and fourth rows of Fig. 4.5 is not indicative of homotypic
attraction; it occurs because agents of the same type are forced together by
strong attractive, or repulsive heterotypic interactions. Thus, if we wish to
try to make inferences about the mechanism of pattern formation from the
PCFs, we need to consider the heterotypic and homotypic PCFs simultane-
ously, and may require information about the homotypic interactions (e.g.
from an experiment where only one species is present).
Homotypic interactions only
We now investigate the patterns which can occur with only homotypic in-








= 0), with the









. The results for strong homotypic attraction and strong homotypic
repulsion are presented in the first and second row of Fig. 4.6.
For strong attraction, we observe short scale heterotypic segregation,
short scale homotypic aggregation, intermediate scale heterotypic aggrega-
tion and intermediate scale homotypic segregation (first row of Fig. 4.6). We
remark that the short scale heterotypic segregation is not indicative of het-




= 0), and is instead the result of the strong
homotypic attraction which pulls species of the same type together. We also
see that the heterotypic PCF is quite similar to that of the system with only
heterotypic repulsion (see fourth row of Fig. 4.5). However, at intermediate
and large distances, the homotypic PCFs in the system with only homotypic
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interactions are quite di↵erent from those of the system with only heterotypic
interactions. This is because the compact clusters are distributed uniformly
at random in the first row of Fig. 4.6 (as shown by the fact that the PCFs
are close to unity at large distances), whereas the elongated clusters are dis-
tributed in a segregated pattern in the fourth row of Fig. 4.5 (as the PCFs
show noticeable fluctuations about unity at large distances). Hence, as men-
tioned earlier, this warrants the use of the homotypic PCFs in identifying
the dominant underlying interactions along with the heterotypic PCF.
Strong repulsion produces patterns with almost no visible spatial struc-
ture (second row of Fig. 4.6). The heterotypic PCF shows that the inter-
species distribution is close to CSR, whilst the homotypic PCFs reveal weak
short scale homotypic segregation, due to the dominance of homotypic re-
pulsion.
Heterotypic and homotypic interactions
We now consider an example of when both homotypic and heterotypic inter-
actions are present in the system, and focus our attention on weak homotypic
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Figure 4.7: Mutually attractive or repulsive species with weak homotypic






















attraction and strong heterotypic repulsion (Fig. 4.7). When compared to
the elongated and segregated clusters in the fourth row of Fig. 4.5 (i.e. ,
strong heterotypic repulsion only), we see that the e↵ect of weak homotypic
attraction forms more compact clusters in Fig. 4.7. At a glance, these com-
pact clusters appear similar to those in the first row of Fig. 4.6 (i.e. strong
homotypic attraction only). However, upon closer inspection, the compact
clusters in Fig. 4.7 are not distributed uniformly at random throughout the
domain, as is the case for those in the first row of Fig. 4.6. The PCF analysis
is consistent with these observations, and further demonstrates the usefulness
of the PCFs to quantify multi-species spatial patterns.
4.3.2 Attractive-repulsive inter-species interactions
We now turn to the case where the heterotypic interactions produce opposite
e↵ects on the two species - e.g., species 1 is attracted to species 2, whilst
species 2 is repelled by species 1. This type of interaction is termed run-
and-chase. We consider two examples of run-and-chase interactions that
can produce visible clusters of one of the species (e.g. prey) and two-species
striped patterns (e.g. zebrafish skin).
4.3.3 Predator-prey system
A common situation where the run-and-chase mechanism pertains is a predator-
prey system where predators (species 1) are attracted to prey (species 2),
which try to flee from them (Fig. 4.1b). Various swarming patterns may
emerge [26]. Living in a swarm provides a variety of advantages for animals,
such as enhanced defensive capabilities, vigilance, foraging, mating success,
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Figure 4.8: Strong attractive-repulsive interactions with no homotypic repul-

















= 50 and N
2
= 500. Predators (red) are attracted to preys
(blue). The e↵ect of varying the prey homotypic attraction is shown. First
row, a
22
= 0 Second row, a
22





etc. [91, 131], but it can as well have detrimental e↵ects, which are discussed
in the following.
The dynamical behaviour of predator-prey systems have been extensively
studied [3, 26, 185]. However, the analysis of spatial patterns generated with
discrete models of this system has received much less attention. Therefore, we
set the parameters of our ABM to mimic a predator-prey system and apply
our PCF to the resulting patterns. Obviously, our model does not incorporate
all of the underlying mechanisms found in specific predator-prey systems.
The aim here then is to investigate the generic behaviour of attractive /
repulsive interactions found in all predator-prey systems.
We assume that a smaller group of predators chase a larger group of
prey, with strong attractive (predator)-repulsive (prey) heterotypic interac-
tions. We also assume homotypic attraction between prey, to provide group
cohesion. All other potential interactions are neglected. We choose much
higher heterotypic strengths compared to homotypic ones, based on the idea
that for the prey avoiding the predators is of greater importance than staying
near to other members of the same species.
The assumption of homotypic attraction between the fleeing prey when
attacked by predators is often justified by the ‘selfish herd’ hypothesis [113,
115]. The hypothesis states that each prey tries to distance itself from the
predators by attempting to remain close to the centre of the herd, which
would make other individuals more exposed. We use our PCF to investigate
the influence of the prey’s homotypic attraction on the patterns produced.
The results can then be used to discuss the extent to which di↵erent be-
haviours contribute to the success / failure of the prey / predators [126].
The e↵ect of increasing the prey homotypic attraction is shown in Fig. 4.8
(top-bottom rows). Although the homotypic PCFs are not remarkably dif-
ferent in di↵erent experiments, the e↵ect of increasing the prey’s homotypic
attraction produces a qualitative and quantitative change in the heterotypic
PCFs. As shown in the first row of Fig. 4.8, for a
22
= 0, the maxima of the
heterotypic PCF at i ⇡ 5 indicates that large number of prey and predators
are 5 sites apart, which can be interpreted as the prey successfully keeping
their distance from the predators. But as the homotypic attraction of the
prey increases, this maximum at g
12
(5) decays, while g
12
(1) becomes domi-





= 10. This indicates proximity of predators and prey, which is likely
to be associated with success for the predators.
These results support the notion that living in a swarm can increase
the risk of predation for the prey [131]. Importantly, the detrimental e↵ect
of homotypic attraction in prey is quantified by the computed PCFs. Our
results suggest that homotypic attraction may save individuals by placing
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others closer to predators, but it works at the expense of increased overall
predation. This is shown by the increase in g
12
(1) with increasing the strength
of homotypic attraction, which indicates the increased averaged proximity of
predators to the preys.
The quantification approach taken here can be readily applied to more
sophisticated predator-prey models that incorporate greater levels of biolog-
ical detail. We believe this may help to produce insights into the optimum
strategies for prey, which minimise the risk of predation.
4.3.4 Zebrafish stripes
The zebrafish is a popular model organism for the study of pattern formation
in animals [71, 78, 79, 107, 133]. In particular, we consider the development
of the striped pattern on its skin, as is illustrated in Fig. 4.1c. The two
species of interest here are melanophores and xanthophores, two types of
pigment cell (dark and light coloured, respectively) which are involved in
creating the skin patterns (for simplicity, other cell types such as iridophores
[53] are neglected here).
Pattern formation in zebrafish has been analysed using various mathe-
matical models, both continuum [54, 122, 183] and discrete [19, 112, 177].
Recent studies suggest that run-and-chase is the major underlying mecha-
nism for stripe formation [78, 184]. It has been observed that melanophores
migrate away from the chasing xanthophores when the melanophores contact
the dendrites of the xanthophores [78]. We implement a generic run-and-
chase scenario in our ABM, and investigate possible patterns and their spatial
characteristics. In this work, we concentrate on the e↵ect of cells interactions
on stripe formation. Thus, other factors that may impact on this process,
such as domain growth, are not considered here (see e.g. [177] for a more
complex model of stripe formation in zebrafish).
The di↵erent patterns generated by varying the heterotypic ranges of
attraction and repulsion are illustrated by Fig. 4.9a where the homotypic in-








= 0). In these simulations,
the escaping agents of type 2 (blue) are being chased by agents of type 1 (red).
We vary the range that chasers are attracted to runners, ↵
12
, and the range
that runners are repulsed by chasers,  
21
. Fig. 4.9b shows the associated
heterotypic PCFs, g
12
. As Fig. 4.9a indicates, stripes (which can randomly
be horizontal or vertical) are formed when ↵
12
2 {10, 15} and  
21
2 {1, 5},
without any homotypic interactions. This implies that a simple run-and-
chase system (without homotypic interactions) is able to produce a striped
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Chapter 4. Pattern Formation in Two Interacting Species
values of g
12
below unity at short distances demonstrate the segregation of
the two types.
The emergence of only horizontal / vertical stripes implies that there is
an inherent anisotropy in the model, as otherwise, diagonal stripes would
have been likely to emerge. This may be due to our considered method of
implementing the cell motion, i.e. the cells can either move right, left, up or
down during a timestep, rather than moving diagonally. However, to be able
to exactly determine the source of this anisotropy, we require to change the
model and carry out further simulations accordingly. This is left as future
work.
The PCFs for ↵
12
2 {10, 15} and  
21





= 5 than that in  
21
= 1. This means that increasing  
21
can give




2 {10, 15} and  
21
2 {10, 15}
lie very close to unity, implying that the stripes are significantly distorted.
To sum up, we deduce that increasing  
21
can help to form more distinct
stripes, provided it is kept significantly lower than ↵
12
. Generally, this is
equivalent to short range heterotypic repulsion and long range of heterotypic
attraction, which is consistent with what is observed in in vitro experiments
[78]. Moreover, the results indicate that the number of stripes, which is
related to the number of maxima / minima of g
12
, depends only on ↵
12
in
the studied cases here. Hence, it appears that repulsion can disrupt stripe
formation, but it does not a↵ect the number of stripes.





. However, as noted earlier, when the range of attrac-
tion is larger than the range of repulsion the model is capable of producing
the stripes without the need to include homotypic interactions. Painter et al.
(2015) studied the run-and-chase mechanism by means of a one-dimensional
continuous model, assuming equal cell-scale ranges of heterotypic interac-
tions between the cells. Based on their results, they suggest that homotypic
attraction is necessary for the production and maintenance of the stripes.
Woolley et al. (2014) posit a similar argument that run-and-chase does not
lead to formation of persistent stripes, using a lattice-free individual-based
model. Our results confirm that when the heterotypic interactions have equal
ranges, stripe formation does not occur. However, if the range of attraction





In this chapter, we have developed a generic ABM for two interacting species.
The interactions between individuals can be attractive or repulsive in any
combination, and the ranges of interactions can be varied for each type of in-
teraction. The model enables us to investigate how di↵erent inter-individual
interactions can generate a variety of distinctive, large-scale patterns. How-
ever, the main novelty of our approach is to combine the agent-based mod-
elling with a method of quantifying the resulting patterns, which provides a
means by which model results and experimental observations can be com-
pared, and the underlying inter-individual interactions identified. We have
extended the periodic PCF introduced in [1] to allow us to quantify the
multi-species spatial patterns produced by di↵erent combinations of homo-
typic and heterotypic interactions, and have shown how to interpret the PCF
and obtain information about the underlying interactions.
We began by considering the case where the heterotypic interactions be-
tween the two species were either both attractive or both repulsive. For
the case of strong heterotypic attraction (in the absence of homotypic in-
teractions), compact aggregates form in which both types of individuals are
intermixed, which is consistent with the results of [64], who considered in-
teractions between two types of liver cell cultured in vitro. Conversely, when
homotypic attraction dominates over heterotypic, compact aggregates form
in which the two types are segregated. Interestingly, and perhaps less in-
tuitively, we observe the formation of similar compact, segregated aggre-
gates when the dominant interaction is heterotypic repulsion, combined with
weaker homotypic attraction. This is because the strong repulsion ‘sorts’
the agents into regions where only one type is present, and the weak homo-
typic attraction then causes them to coalesce into clumps. Although both
situations give rise to aggregates of the same composition, the di↵erence in
the interactions can be distinguished by our PCF. Similar to the results of
Agnew et al. (2014), our PCF is also able to identify weak interactions, even
if the resulting pattern is indistinguishable by eye from the CSR state.
We then turned our attention to the case of attractive-repulsive het-
erotypic interactions - the run-and-chase scenario. We considered two biolog-
ical examples of this situation: predator-prey interactions, and melanophore-
xanthophore interactions in zebrafish. In the first of these, we were able to
demonstrate using the PCF that increasing the strength of homotypic attrac-
tion between the prey would lead to closer proximity of predators and prey on
average, which would be to the advantage of the predators. We believe this
is due to the fact that the homotypic attractions help to maintain a compact,
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coherent group of prey, which is more strongly attractive to the predators
than a more dispersed group would be. Similar to some of the earlier cases,
this result is not obvious from visual comparison of the patterns (see Fig.
4.8), and so provides another example of the potential usefulness of the PCF
in quantifying the spatial distributions of individuals.
Run-and-chase has also been proposed as the mechanism giving rise to
stripe formation in zebrafish [78, 184], and we investigated this possibility
using our model. We varied the ranges of attraction (xanthophores towards
melanophores) and repulsion (melanophores towards xanthophores) to de-
termine which values would lead to the initiation of stripes. Long range
attraction and short range repulsion was found to be able to produce stripes.
Importantly, we found that homotypic attraction is not necessary for stripe
formation, in contrast to what has been suggested by Painter et al. (2015)
and Woolley et al. (2014).
The ABM used here is an idealised, simple model, intended to cover a
wide range of situations driven by homotypic-heterotypic attraction-repulsion
forces. One can specialise this model for a specific system by including more
underlying mechanisms. Some examples include incorporating lattice growth
to mimic the growth in the size of the zebrafish during its development [177],
or adding mechanisms, such as predator confusion [90], active defending [91],
etc. to the predator-prey model to gain insight into how di↵erent swarming
behaviours may be advantageous in these species.
Our PCF can also be used for the purpose of parameter estimation of
models. Recent work on parameter inference for simpler (one population)
ABMs suggest that it is a good candidate for being used as a summary
statistic in approximate Bayesian computation methods [83, 144, 166]. How-
ever, we note that due to the higher complexity of our model (which includes
attraction and repulsion strengths and lengthscales for each combination of











In the previous chapter, we studied pattern formation in two interacting
populations using an agent-based model. By varying the homotypic and
heterotypic interactions between cells, we simulated various mechanisms that
influence pattern formation. We studied the run-and-chase mechanism, in
particular, and examined the capability of this mechanism in influencing the
stripes generation on the skin of zebrafish.
In this chapter, we take a more analytical approach in studying tissue
pattern formation, by using a continuous approximation of an individual-
based model. These models permit analytic methods, such as linear stability
analysis, to be used, which helps us to give important insights into pattern
formation. As a result, we can predict the macro-scale behaviour of interact-
ing cells in a systematic way.
In contrast to the previous chapter, we focus purely on hypothesised run-
and-chase interactions here. This mechanism has recently been recognised
important in influencing cell sorting [140, 150, 162, 163], and formation of the
stripes on the skin of zebrafish [78, 184]. The horizontal stripes on the skin
of zebrafish are mainly comprised of two pigment cells: Melanophores (black
cells in Fig. 5.1b) and xanthophores (yellow cells in Fig. 5.1b). Recent





Figure 5.1: (a) Zebrafish (Danio rerio). Scale bar, 1 cm. (b) Enlarged view of
the stripes. Scale bar, 100 µm. The black and yellow cells are melanophores
and xanthophores respectively. The image is reprinted from Inaba et al.
(2012) with permission from Science.
when the melanophores are in contact with dendrites of xanthophores (mem-
brane to membrane contact) [78]. (The e↵ect of other cell types, including
iridophores [53], on stripe formation is ignored here for simplicity.)
Collective behaviour of individuals is mathematically well studied in an-
imals [18, 28, 175] and cells [64, 130], but run-and-chase has received less
attention. A recent work by Evers et al. (2016) studies self-organisation of
two-species particles in a deterministic lattice-free system (a similar two-
species model is [101]). In a similar work, Painter et al. (2015) introduces
a non-local continuous model, in which they investigate the pigmentation
patterns in zebrafish as a case study. Volkening and Sandstede (2015) study
stripes formation exclusively in zebrafish, using an individual-based lattice-
free model with a growing domain.
Stochastic individual-based models enable us to investigate the influences
of cell-scale interactions on the emergent patterns. In addition, taking the
inherent stochasticites into account, produces more realistic results, compa-
rable to biological experiments. However, utilizing these models may present
a challenge of computationally intensive simulations, where parameter sweep-
ing approaches to study pattern formation can become intractable. To over-
come this hurdle, continuous approximations of the stochastic models can be
employed, which are amenable to analytical analyses, such as linear analysis,
weakly nonlinear analysis etc. In this study, we seek to develop a non-local
continuous model describing the population-level average behaviours of the
stochastic model.
Non-local mathematical models are suitable candidates to model run-and-
chase. They have widely been of interest, since di↵erent types of interactions
can be readily embedded in them, and various analyses can be applied upon
them [23, 49, 76, 167]. An advantage of the non-local models is that both
mechanical and chemical interactions can be implemented by choosing suit-
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able interaction kernels [95, 110]. Deterministic non-local models are often
represented as an integro-partial di↵erential equations of the form of Eqn.
(1.3.1).
In this chapter, the run-and-chase mechanism is investigated using a
stochastic model [75, 158], which is simulated on a one-dimensional lat-
tice using direct Gillespie algorithm [58]; the methods are extended to two-
dimensional lattices, but due to the high computational cost of the simu-
lations, we focus on a one-dimensional lattice. Then, following the work of
Hackett-Jones et al. (2012), we use a mean-field type approximation to derive
a continuous non-local model in the form of Eqn. (1.3.1) (the equivalent o↵-
lattice continuous model approximations can be found in [16, 67, 108]). By
applying linear stability analysis to the continuous model, we try to predict
the behaviour of the stochastic model. Particularly, we study formation of
striped patterns, similar to the ones produced on the skin of zebrafish (see
Fig. 5.1a).
5.2 Stochastic Model
We use a lattice-based stochastic model that has two cell types: (1) chaser
cells which pursue the (2) escaping runner cells. The model is based on the
one in Chapter 4, however, we relax the constraint that only one cell can
occupy each lattice site (i.e. we neglect volume exclusion e↵ects). Clearly,
considering volume exclusion would make the model more biologically real-
istic, but it would make the subsequent analysis more complicated.
We present the case of a one-dimensional lattice in this chapter, and
restrict our analyses and simulations to the one-dimensional model, because
simulations of the two-dimensional model are computationally expensive.
However, the method is easily extendable to higher dimensions, as explained
in Appendix B.3 for a 2D domain.
The cells are distributed on a discrete lattice of size W, which has lattice
sites of equal size  . They change their position in the lattice according
to motion events, which depend on environmental factors. Cell proliferation
and death are neglected. Each cell can move to the right or left adjacent sites
or remain at its current site. The run-and-chase mechanism is implemented
by inducing attractive-repulsive forces between the cells, so that the chasers
are attracted towards the runners, which are repelled by the chasers. The
method is essentially the same for both cell types, thus, for brevity we develop
the formulae for the chasers and then adapt them for the runners.





(t) respectively for i = 1, . . . ,W and t 2 R+. We assume that
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the rates of stepping right and left depend on the number of neighbouring
cells within a range of interaction. For the sake of simplicity, and following
the work of previous chapters, we do not take into account the e↵ect of the
distance between agents as long as they are within the range of interaction.
(However, there exist other alternatives in the literature, which incorporate


































is the number of cells in site i, d
u
is an unbiased motion constant, N
v
is the total number of runner cells on the lattice, ↵ is the range of attraction
(1  ↵  W/2), and A is the strength of attraction. The lattice is chosen to






V{j mod W} if j 2 { W/2 + 1, . . . , 3W/2}\{0,W},
V
W
if j 2 {0,W}.
Note that this periodic definition holds for all of the quantities that depend
on position, i.e. the rates and the number of cells. Thus, in simulating the
model, if a cell exits the lattice from one side, it reappears on the opposite
side.
Similarly, the rates of stepping right or left can be defined for the runners.




























where R and   are the strength and range of repulsion respectively (1    
W/2), and N
u
is the total number of chaser cells on the lattice.
We assume that right and left movements occur according to a Poisson




(t) respectively. Thus, the probability
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that one right step occurs during an infinitesimal time span, dt, for a chaser













(t)dt << 1. Similar conditions hold for the rate of stepping left.
When there are U
i
(t) cells in site i at time t, the number of right-stepping
events that take place during dt has a binomial distribution. Thus, the






















We can simulate the stochastic model using the fixed time-step algorithm
introduced in Chapter 3 and 4, which is summarised as follows. We choose
an small time-interval dt, and generate a random number s from a uniform
distribution over [0, 1] for each cell. Then, we determine the behaviour of
a cell at site i during the time-step dt as follows. If s 2 [0, a+
i
dt], the cell






dt] it steps left to site i   1,




dt, 1] it stays at site i [1, 30]. Note that this event
selection process can be run over the sites (instead of cells), by multiplying
the probabilities by U
i




dt] and so on.




dt are small. This requires
a small time-step, which can make the simulations of the model using the













dt), no movement occurs in most of the time

















dt), where H is the
Heaviside function) to speed up the simulations, as done by Hackett-Jones
et al. (2012), can also violate the foregoing assumptions made to obtain the
master equation (explained in Appendix B.1).
The direct Gillespie algorithm helps to overcome this problem by esti-
mating the time of the next event that takes place [57, 58]. Essentially, this
algorithm skips over the time-steps that cells stay at the original site. This
algorithm significantly speeds up the simulations and permits the simulation
of a stochastic system with complete accuracy, i.e. no approximations are
considered. The simulations in the following sections are all generated using
direct Gillespie algorithm.
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However, since in the direct Gillespie algorithm only one of the cells (or
sites) can undergo motion during a time-step, using this method for simulat-
ing a system can still be very time-consuming, particularly for finer lattices,
when we keep the cell density constant. In order to overcome this issue, ap-
proximate simulation algorithms, such as ⌧ -leaping Gillespie algorithm, can
be used. This method is introduced in Appendix B.2, and, for the sake of
illustration, results of a single simulation are shown.
5.3 Continuous approximation of the
stochastic model
Before deriving the continuous approximation of our stochastic model, we
must first determine the evolution of the distribution of cells (a continuous-
time Markov chain). Since the probability of occurrence of a single event is
small, we assume the probability of concurrent events is negligible. Addition-
ally, we assume that the number of cells at each site is independent of that
at other sites, known as the mean-field approximation [181]. This implies




(t) and the number of cells U
j
(t), as
the rates depend only on the number of cells in the adjacent sites within the
interaction range. Then, following the calculations detailed in Appendix B.1,
we obtain the master equation describing the time-evolution of the proba-
bility of finding a specific number of cells in site i and time t. Then, using














i 1ihui 1i+ ha i+1ihui+1i   ha+i + a i ihuii. (5.3.1)








More accurate descriptions of the evolution of the distributions can be
found using other closure techniques [33, 82, 153] instead of the mean-field
approximation. However, since these approximations often include the dy-
namics of joint probabilities, undertaking analyses on the continuous approx-
imation of such models would be extremely di cult. Hence, we do not pursue
such extensions here
We now derive a continuous approximation of the Eqn. (5.3.1). Assuming
that the number of cells is large, the discrete average density of cells at site
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i, hu
i














= i  (with   assumed to be small). We then rename x
i
to x and
substitute the continuous variables for the discrete ones in Eqn. (5.3.1). In
order to simplify the calculations, we shift the lattice to set the continuous
domain over [ X/2, X/2], where X =  W is the size of the continuous
domain. The continuous approximation of Eqn. (5.3.1) is then given by
@u(x, t)
@t
= a+(x   , t)u(x   , t) + a (x+  , t)u(x+  , t)
 [a+(x, t) + a (x, t)]u(x, t), (5.3.3)
where a+(x, t) and a (x, t) are the continuous approximations of the right-
and left- stepping rates (defined in Eqns. (5.2.1a) and (5.2.1b)), respectively.












where we neglect terms of order O( 3) and higher. Then, following the
work of Hackett-Jones et al. (2012), a+(x, t)  a (x, t) can be written in the
following form:
a+(x, t)  a (x, t) = K(x, l) ? v(x, t) =
Z
⌦
K(x  s, l)v(s, t) ds, (5.3.4)





 1 for x 2 [ /2, (l + 0.5) ],
1 for x 2 [ (l + 0.5) ,  /2],
0 otherwise,
where l is the range of interaction, i.e. ↵ or  . By periodic extension of the
kernel, similar to the models in Chapters 3 and 4, over x 2 [ X,X], we
have K(x ± X, l) = K(x, l). Then the attraction and repulsion kernels are
defined as K
a
(x) = A K(x,↵) and K
r
(x) =  R K(x,  ), respectively. Fig.
5.2 shows the attraction and repulsion kernels for arbitrarily selected ranges
and strengths of interactions.
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(a)

























Figure 5.2: Interaction kernels for X = 100, A = R = 1 and   = 1. (a)
Attraction kernel with the range of ↵ = 20. (b) Repulsion kernel with the
range of   = 10.



































We now non-dimensionalise Eqns. (5.3.5a) and (5.3.5b) by introducing
u = u
0
ũ, v = v
0
ṽ, x = Lx̃, t = T t̃, (5.3.6)





= 1/W  , L =   , T = W/R. (5.3.7)
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W/R 2, and the non-





 1 for x̃ 2 [0.5/ , l/  + 0.5/ ],
1 for x̃ 2 [ l/    0.5/ , 0.5/ ],
0 otherwise,
(5.3.9)
which is then extended over x̃ 2 [ X̃, X̃] to be periodic, i.e. K̃(x̃± X̃, l) =





















Of note, continuum models of this form, using a variety of alternative ker-
nels have been studied. These frequently incorporate a (exponential, linear,
etc.) decay in the strength of interaction with distance [44, 109, 130]. For
instance, Painter et al. (2015) studied linear stability of a non-local model
for three kernels, and showed that similar stability regions are found for the
di↵erent kernels. A significant di↵erence between the kernels derived here
and those used by Painter et al. (2015) is the ‘o↵set’ ( 0.5 , 0.5 ), in Eqn.
(5.3.9). This o↵set, the length of which is equal to a lattice site, emerges in
the continuum model derivation due to the fact that in the discrete model,
cells do not sense the number of cells at their current site. In the following,
we discuss how this di↵erence can significantly influence the stability of the
system.
5.3.2 Numerical methods for solving the continuous
model
COMSOL Multiphysics software was used to solve the continuous model,
using a finite element method. For domain discretisation, we used di↵erent
number of grids, and observed no significant di↵erence in the results. For
the time-stepping of the solver, a backwards di↵erentiation formula (BDF)
method is used.
85
5.4. Pursuit example - run-and-chase with two groups
5.4 Pursuit example - run-and-chase with
two groups
We begin with a simple example, where the two cell types are initially ag-
gregated in well separated clusters, as shown in Fig. 5.3a. The aim of this
experiment is to check whether the proposed run-and-chase mechanism pro-
duces the expected pursuit behaviour. The selected parameter values of the














and X = 100/30 of the non-dimensional continuous model defined in Eqns.
5.3.10. In order to be able to compare the results of the stochastic model with
the continuum approximations, we have plotted the results in terms of the
dimensional variables. In addition, we scale the densities in the continuous
model to obtain the number of cells at each site, using U(x, t) = N
u
u(x, t)
and V (x, t) = N
v
v(x, t). This approach is taken for showing the solutions of
the continuous model henceforth. In cases where we initially choose the non-
dimensional parameters, e.g. in linear stability analysis, we use Eqns. (5.3.6)
and (5.3.7) to find the corresponding parameters of the stochastic model and
dimensional continuous model.
The bars in Fig. 5.3 represent the average number of cells over 500 sim-
ulations of the stochastic model, and the broken curves are obtained from
the numerical solution of the dimensional continuous model, Eqns. (5.3.5).
The red and blue colours correspond to the chaser and runner cells, respec-
tively. As the figure illustrates, the initial accumulation of cells is dispersed
at time t = 3 due to the unbiased random motion (equivalently, di↵usion
terms in the PDEs). The groups of runners and chasers move to the right,
as the runners are migrating away from the pursuing chasers. Subsequently,
at time t = 9, the cells have travelled further to the right end of the domain;
they keep moving in the same direction, re-entering the domain at the far left
due to the periodic lattice. Comparison of the results of the continuous and
stochastic models show an excellent qualitative agreement, although quanti-
tatively, the continuous model over-estimates the maxima of the amplitudes
of the aggregations of the runners and chasers.
The results clearly demonstrate the expected pursuit behaviour in the
model, where the cells move according to the attraction-repulsion forces de-
scribed in §5.2. In the following sections, we discuss cases were patterns
emerge from an initial perturbation about a spatially uniform steady state.
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(a)
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Figure 5.3: A pursuit run-and-chase example. (a) The chaser (blue) and
runner (red) cells are initially accumulated around x =  20 and x = 0
respectively. The distribution of cells at (b) t = 3 and (c) t = 9. The
bars show the average number of cells over 500 simulations and the broken
curves are the solutions of the dimensional continuous model, Eqns. (5.3.5).









18,W = 100,↵ =   = 30 for the stochastic model, which correspond to




= 0.0222, X = 100/30 of the non-dimensional continuous
model, Eqns. (5.3.10).
5.5 Linear stability analysis of the
continuum model
Linear stability analysis provides a means to determine in which parameter
regimes a system might produce a spatial pattern. From a biological per-
spective, it enables us to predict whether an initially unpatterned tissue may
lead to a patterned one for a specific set of parameter values.
In this analysis, we evaluate how constituent modes (inherent components
of a pattern that has certain wavenumbers) of a small perturbation about
equilibrium evolve over time [48, 120, 130]. Therefore, we will be able to
find the mode with the highest growth rate, which eventually becomes the
dominant element of the pattern that emerges. However, linear stability
analysis is only valid close to equilibrium; thus, it can not be used to interpret
the behaviours of a system far from equilibrium.
To carry out the linear stability analysis, we first linearise the non-
dimensional model about the equilibrium by substituting
u = 1 + û,
v = 1 + v̂,
into Eqn. (5.3.10) where û and v̂ are the perturbations. Then, we neglect
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the non-linear terms by assuming û << 1 and v̂ << 1, which yields the









































= 1), q is


































q4  QK̂(q,↵)K̂(q,  )q2 = 0, (5.5.4)
where K̂(q, l) is the Fourier transform of the kernel, Eqn. (5.3.9), given by













































q4 + 4QK̂(q,↵)K̂(q,  )q2.
(5.5.6)
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We now impose the periodic boundary conditions. The domain of the non-
dimensional continuous model is x 2 [ X/2, X/2]. Therefore, the following



































q = q(n) =
2n⇡
X
for n 2 Z.
Therefore, for each mode n we can find  (n) which determines the exponential
growth of the corresponding term via Eqn. (5.5.2). In particular, we are
interested to find the unstable modes, which have <( (n)) > 0, as these
modes grow over time and, potentially, form the final patterns. Using Eqn.




















which in terms of n is






















From Eqn. (5.5.7), we see that a necessary condition for a mode, n, to be





large enough such that |H(n)| would be greater than n4, indicating that the
strength of biased motion must be large enough to overcome the dissipative
e↵ect of the unbiased ones (i.e. cell di↵usion).
Note that the ↵ + 1 and   + 1 in the arguments of the sine functions in
Eqn. (5.5.8) arise from the summation (integral) of the number (density)
of neighbouring cells in the stochastic model (continuous model), see Eqns.
(5.2.1a) and (5.3.4); also see the 0.5/  terms in the kernels of Eqn. (5.3.9).
This produces an interesting e↵ect on the stability of the system. If we had
not considered this term, similar to many studies using non-local continuous
models [64, 130], H(n) would be always positive, and the system would be
stable for any values of ↵ and  . This implies that a system driven by the
run-and-chase mechanism with such underlying interactions can not yield
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any pattern from an initial perturbation. Hence, in those models, other
interactions, e.g. homotypic attraction as suggested by Painter et al. (2015),
are required to produce patterns. It also demonstrates the significant e↵ect
that considering cell area (volume) exclusion in a model can have on the
results. Hence, this helps to explain the di↵erences between the results we
obtained in Chapter 4 and the literature.
We use the linear stability analysis to investigate how the varying pa-
rameters in the model a↵ect stripe formation. We are interested in finding
the most unstable mode m, in which <( (n = m)) has its largest value,
n 2 Z. This mode will tend to dominate other modes and hence determine
the shape of the spatial pattern. In addition, for patterns where the two
cell types are segregated (as in zebrafish), we require the cell distributions to










































(q), implying that ↵ and   are the only parameters that
a↵ect whether the of distributions of the runners and chasers are in-phase or
anti-phase.
Fig. 5.4 shows the stability status of the system and the phase of the
distributions of the species for the dominant unstable mode m, when varying
the ranges of attraction, ↵, and repulsion,  . The grey colour represent the
pairs of ↵ and   for which the system is stable, i.e. no pattern emerges from
initial perturbations. The rest of the pairs are unstable; the red and blue
regions represent anti-phase (segregated clusters, associated with stripes) and
in-phase patterns (intermixed cell aggregates), respectively. We also examine




, the ratio of the strengths of biased
motions to those of unbiased ones, on the results (Fig. 5.4a: S = 0.25⇥ 104,
Fig. 5.4b: S = 1 ⇥ 104 and Fig. 5.4c: S = 4 ⇥ 104). The figures show
that the number of stable cases reduces by increasing S, as we expected
considering Eqn. (5.5.7). Furthermore, there is a region around ↵ =   in
each graph, throughout which the system is stable, and this is shrinking as
S increases (from left to right in the figure). This is in consistent with the
finding of Painter et al. (2015) that stripes cannot be formed when the ranges
of attraction and repulsion are equal.
For the sake of illustration, we study the case where mode m = 3 is the
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(a) (b) (c)
Figure 5.4: The stability state of the system when sweeping the ranges of
attraction, ↵, and repulsion,  , for X = 100/16. (a) S = 0.25 ⇥ 104; (b)
S = 1⇥ 104; (c) S = 4⇥ 104. The colour codes are as follows: grey: stable,
blue: in-phase unstable and red: anti-phase unstable.
dominant unstable mode. We choose ↵ = 33 and   = 16 which enables us
to produce striped pattern (red regions in Fig. 5.4). We then assess the




on the evolution of the dominant









the ratio of di↵usion




(m)| vary with D
and Q. Figs. 5.5a and 5.5b show that m and <( (m)) essentially decrease




, i.e. runners being more di↵usive than
the chasers, leads to a more stable system and emergence of smaller unstable
modes. Comparing the three curves in Figs. 5.5a and 5.5b (blue: Q = 1,
black: Q = 5 and red: Q = 10) indicate that having a stronger strength
of attraction than that of repulsion makes the system more unstable. This
is demonstrated by having higher dominant unstable modes, m, and higher
growth rates, <( ), when we increase Q.
Note that the emergence of large unstable wavenumbers (e.g. see the red
and blue curves in Fig. 5.5a at small D) might be impeded in the discrete
model due to the relatively small lattice size (W = 100). This is because large
wavenumbers change significantly over one lattice site, which deteriorates
the accuracy of continuous approximations. Therefore, the sets of parameter
values that would be expected to provide a good agreement between the
stochastic and continuous models are the ones that initiate the emergence
of m = 3, as the other unstable modes (e.g. m = 9, 15) are relatively large
given the coarseness of the lattice.
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Figure 5.5: The behaviour of the system close to equilibrium when vary-




, and the ratio of




). (a) the dominant
unstable mode (m); (b) the associated growth rate, <( (m)); (c) the ratio




(m)|. The colours correspond
to blue: Q = 0.5, black: Q = 5 and red: Q = 10. Also, X = 100/16,↵ = 33
and   = 16 for all of the graphs.





(m)|, as it can significantly a↵ect the generated patterns. The




(m)| with respect to
D (see Eqn. (5.5.9)). However, it essentially increases with Q. Note that for





the blue curve in Fig. 5.5c. This implies that the emerging amplitude of the
unstable mode in u would be significantly smaller than that for v when choos-
ing the corresponding selected parameter values. Therefore, in order to have




(m)| for a small mode like m = 3, we require
large Q and D (for instance, D > 1 and Q = 10). However, this would place
us in a parameter regime where we would expect the agreement between the
stochastic and continuous models to be less strong. This is because the high
strength of biased motion significantly violates the mean-field assumptions,
which results in considerable inaccuracies in our approximations. We shall
consider this point in more detail in the following section.
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5.6 Simulations of stripe formation -
comparison of stochastic and continuum
models
We now study the formation of stripes in the stochastic model. We are
interested in patterns that are similar to zebrafish stripes, where there are
regions with an abundance of melanophores and few xanthophores, alternat-
ing with regions having the opposite proportions of cells. Emergence of this
type of striped pattern corresponds to the instability of a mode, where the
two distributions are anti-phase, i.e. negatively correlated. In particular, we
consider the hypotheses posited by Painter et al. (2015), who suggested that
without homotypic interactions, stripes would not emerge from a uniform
distribution, and, furthermore, that initial striped patterns would not per-
sist. Their results were obtained for the case where the ranges of attraction
and repulsion are equal, and close to the lengthscale of a cell. In a similar
work using an individual-based model, Woolley et al. (2014) also suggested
that the run-and-chase does not yield persistent stripes.





= 0.0156,↵ = 33,   = 16 and X = 100/16 to initiate the
emergence of mode m = 3 as the dominant mode, i.e. the mode with the
highest growth rate; the corresponding parameter values of the stochastic




= 0.04, A = R = 1 when





for all of the following results. For the selected set of parameter values,




(n)| in Fig. 5.6; the red cross in these
figures indicate mode m = 3. In the following, we discuss how the quantities
depicted in this figure help us to understand and justify the behaviour of the
stochastic model.
We begin with the initial condition where the two cell types are already
distributed in the striped pattern (anti-phase distribution). As Fig. 5.7a
illustrates, the initial distribution is the perturbation of mode 3 with am-
plitude of 10 about 100 cells. The red and blue curves correspond to the
number of runners, V , and chasers, U , respectively. The solid curves in this
figure denote the average results of the stochastic model over 500 simula-
tions, i.e. hUi and hV i. The broken curves denote the numerical solution of
the continuous model, described by Eqns. (5.3.5). Figs. 5.7b-5.7d show that
the amplitude of the variations in hV i grows with time, unlike hUi which
initially decays until t ⇡ 25 and steadies afterwards. As can be seen in the
Fig. 5.7d, the amplitude of hUi has become significantly smaller than that
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(a)



























Figure 5.6: Evolution of constituent modes of a perturbation about equilib-
rium, studied by (a) <( ) (blue) and =( ) (black), (b) |✏
u
| and (c) |✏
v
|. The
red cross denotes the dominant unstable mode (<( ) > 0), which is m = 3





= 0.0156,↵ = 33 and   = 16.
of hV i at time t = 100. This is in consistent with the prediction of the
linear stability analysis for the continuous model that the ratio of the emer-





(3)| ⇡ 0.04). As a result, it takes a longer time for hUi, compared
to hV i, to become noticeably large.
Comparing the results of the stochastic model with the continuous model
indicates a good agreement between them until t = 50, but as Fig. 5.7d
shows, there is a significant di↵erence between the results at t = 100. This
is due to the growing establishment of the striped pattern for t > 50, which
consequently increases the dependence of the number of cells at adjacent sites.
Hence, as time goes by, the validity of the mean-field assumption is weakening
and the disagreement between the results of the models is intensifying. The
following results demonstrate a similar disagreement at longer times between
the stochastic and continuous models.
Of note, the imaginary part of   for the dominant unstable mode is quite
small, such that we do not observe oscillatory solution, travelling wave, etc. in
both the stochastic model and its continuous approximation. Therefore, the
pattern shaped by the unstable mode continues to be the striped pattern over
time; to be specific, the amplitude of the unstable mode in the continuous
model (broken curves in Fig. 5.7) grows increasingly as t ! 1, and that
in the stochastic model (solid curves in Fig. 5.7) persists, but stops growing
after a certain time.
We now turn to the case where the cells have the same initial distributions
containing only mode 3, as shown in Fig. 5.8a (hUi is not visible in the
graph). In this case, hV i initially decays with time and then grows in the
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(a)




























Figure 5.7: Persistence of the stripes, when the cells are initially distributed
in a striped pattern of mode m = 3. The graphs from left to right show
the evolution of the pattern over time for (a) t = 0, (b) t = 25, (c) t = 50
and (d) t = 100. The parameter values of the stochastic model are: ↵ = 33,









= 0.0156 and X = 100/16, selected using the linear stability
analysis. The red and blue curves correspond to the runners and chasers.
The solid curves show the average results of the stochastic model, hV i and
hUi, over 500 simulations, and the broken curves show the numerical solution
of the continuous model, as described by Eqns. (5.3.5).
opposite direction, indicating the inclination of the system to produce anti-
phase distributions (see Figs. 5.8b-5.8d), consistent with the predictions of
the linear stability analysis. The long-term behaviour of the stochastic and
continuous models is similar to those shown in Fig. 5.7: as t ! 1, the
amplitude of solution of the continuous model grows incessantly, unlike the
average pattern of the stochastic model, which stops growing after t ⇡ 100.
Therefore, the mechanism is able to produce the stripes from equal initial
distributions. Similar to the results of the initially striped pattern, shown
in Fig. 5.7, the amplitude of hV i is growing significantly larger than that




(3)|. Similar to Fig. 5.8, the broken
curves show the results of the continuous model. Comparing the results of
the models shows a similar escalation of disagreement between the results at
longer times, as explained earlier.
The stochastic model is thus able to produce stripes without homotypic
interactions, from a perturbation containing only the dominant unstable
mode found by the linear stability analysis. This is in contrast to the propo-
sitions made in [130, 182] that the run-and-chase mechanism alone does not
lead to the formation or persistence of stripes. In addition, the results sug-
gest that the linear stability analysis of the continuum approximation can be
a useful predictor of the behaviour of the stochastic model.
To check the extent of agreement between the linear stability analysis and
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(a)



































Figure 5.8: Stripe formation from (a) equally distributed cells containing only
a single mode 3 perturbation. The values of the parameters can be found
in the caption of Fig. 5.7. The patterns are shown at times (b) t = 25, (c)
t = 50 and (d) t = 100. The red and blue curves correspond to the runners
and chasers. The solid curves show the average results of the stochastic
model, hV i and hUi, over 500 simulations, and the broken curves show the
numerical solution of the continuous model, as described by Eqns. (5.3.5).
the results of the stochastic model, we simulate the same system (the values
of the parameters can be found in the caption of Fig. 5.7) for another single-
mode perturbation, namely n = 6, which is a stable mode (see Fig. 5.6). As
can be seen in Figs. 5.9a-5.9d, the perturbation decays over time, indicating
that the linear stability analysis has correctly predicted the stability of this
mode in the stochastic model, at least in certain regimes.
For the selected set of parameter values, mode n = 1 exhibits oscillatory
behaviour, as =( (1)) ⇡ 1.72 and <( (1)) ⇡  0.016 (see Fig. 5.6). Here,
we study the evolution of this mode when it is the only perturbed mode in
the initial distribution, depicted in Fig. 5.10a. The parameter values are
not changed (see the caption of Fig. 5.7), which make m = 3 the dominant
unstable mode. Figs. 5.10b-5.10d demonstrate the oscillating behaviour of
the system as predicted by the linear stability analysis.
Having observed the good agreement between the behaviour of the stochas-
tic model and the linear stability analysis for single-mode perturbation ex-
periments, we simulate the system for a more realistic initial perturbation:
uniform distributions (shown in Fig. 5.11a). The values of the parameters
are the same as in Figs. 5.7-5.10 and 500 simulations are generated. Thus,
according to the linear stability analysis, we expect that mode 3 would dom-
inate other modes and form the striped pattern. The results show that mode
3 can be discerned (to some degree) in hV i (the red curve) at times t = 50
(Fig. 5.11b) and t = 100 (Fig. 5.11c), but not in hUi (the blue curve). Com-
paring the results of the stochastic model at these times with the numerical
solution of the PDEs (see Figs. 5.11f and 5.11g) indicate significant di↵er-
96
Chapter 5. Non-local continuum approximations of agent-based models
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Figure 5.9: Simulation of the stochastic model for (a) equal initial distribu-
tions containing only a stable mode (n=6) as the perturbation. (b-d) the
patterns at times t = {25, 50, 100}. The values of the parameters can be
found in the caption of Fig. 5.7. The red and blue curves show the average
number of runners, hV i, and chasers, hUi, over 500 simulations respectively.
(a)



























Figure 5.10: Simulating the stochastic model with (a) the initial distribution
containing only the stable mode n = 1, which has a =( (1)) ⇡ 1.72 and
<( (1)) ⇡  0.016. The patterns at times (a) t = 0, (b) t = 100, (c) t = 300
and (d) t = 450 are shown. The parameter values of the stochastic model




= 0.04. The red and
blue curves show the average number of runners, hV i, and chasers, hUi, over
500 simulations respectively.
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ences. In particular, some stable modes, e.g. mode 6, seem to have fairly
large amplitudes in the PDE solutions (see Fig. 5.11g), in contrast to the
results of the stochastic model where small modes are dominant (e.g. see the
large amplitude of mode 1 in Fig. 5.11c). Fig. 5.11d shows the distributions
of the two cell types at time t = 500, where mode 3 is not recognisable any-
more in either of the distributions. However, as Fig. 5.11h shows, the striped
pattern has clearly emerged in the PDE solutions - the results at longer times
show clear segregation of the two species (data not shown).
In order to determine the magnitude of the constituent modes of the
patterns, we evaluate the average absolute value of the Fourier Transform











is the Fourier transform of the ith out of M = 500 realisation of









/W ); a similar formula holds for finding the FT of the runners. Fig. 5.11e
shows a notable peak at n = 3 of the FT of hV i, verifying the dominance
of mode 3 in the distribution of the runners, unlike the FT of hUi. The
remarkable peaks at n = 3 of the FTs of the PDEs solution indicate that
mode m = 3 has clearly emerged in the results of the continuous model.
We can infer from the results that the dominant unstable mode found by
the linear stability analysis emerges in hV i, but fails to emerge in hUi, when
the initial distributions are uniform, as opposed to the emergence / persis-
tence of this mode for initial distributions that contain single-mode pertur-
bations (see Figs. 5.7 and 5.8). This leads us to investigate the di↵erences
in the evolution of the distributions of the two species about equilibrium. As
discussed before, |✏
u
(3)| is significantly smaller than |✏
v
(3)| for the selected
parameter values - in fact, |✏
u
(3)| is smaller than most of the other modes,
as shown in Fig. 5.6. Observing that the attenuation of mode 3 in u is
significantly stronger than that of v suggests that the significantly smaller
value of |✏
u
(3)| has led to the failure of the striped pattern to form.
In order to test this idea, we select a set of parameter values that provides
a larger |✏
u
(3)|, to test if it can produce a larger amplitude of u, and, in turn,
lead to stripe formation from initial uniform distributions. According to the
results shown in Fig. 5.5 (also see Eqn. (5.5.9)), we must have larger Q and









= 0.0156), while the rest of the parameter values are unchanged:
↵ = 33,   = 16, X = 100/16. This new set of parameter values yields
|✏
u
(3)| ⇡ 0.18 (about five times higher than the |✏
u
(3)| = 0.04 for the former
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Figure 5.11: Simulating the model with (a) uniform initial distributions. The
patterns produced by the stochastic model, averaged over 500 simulations,
at times (b) t = 50, (c) t = 100, (d) t = 500. (e) the average FT of the
patterns, F (n), produced by the stochastic model at t = 500. (f-h) the
numerical solutions of the dimensional continuous model, Eqns. (5.3.5), at
same times as (b-e). (i) FT of the solution of the continuous model at t = 500.
The parameter values can be found in the caption of Fig. 5.7.
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set of parameter values); the growth rate for the previous set of parameter
values was <( (3)) = 0.035, which is changed to <( (3)) = 0.028 for the
new ones. Thus, due to the higher |✏
u
(3)| we expect that mode 3 in hUi will
emerge with a higher amplitude, compared to the previous cases.
Fig. 5.12 shows the results for the same single-mode perturbation ini-
tial distributions as those shown in Fig. 5.8a; the parameter values of the
stochastic model associated with the ones for the non-dimensional continu-




= 0.2,↵ = 33,   = 16,W = 100.
As Figs. 5.12b-5.12c show, mode m = 3 has significantly attenuated in the
distribution of both of the species, contradicting the predictions of the lin-
ear stability analysis. The numerical solution of the PDEs, shown in Figs.
5.12d-5.12f, illustrates the behaviour of the continuous model for the selected
set of parameters. As can be seen in these graphs, striped pattern has clearly
emerged, as predicted by the linear stability analysis. We try to explain the
reason for this significant disagreement.
We investigate the behaviour of the stochastic model with higher strengths
of attraction, A, and repulsion, R; the initial cell distributions are the same
as those shown in Fig. 5.8a. The columns of Fig. 5.13, from left to right,
correspond to A = R = 2, A = R = 3 and A = R = 4. Fig. 5.13a shows that
mode 3 has almost disappeared in hUi, while it still has a large amplitude
in hV i when A = R = 2. Comparing this figure with Fig. 5.8 shows that
the disagreement between the results of the stochastic and continuous mod-
els significantly increased. The attenuation of mode 3 in the distribution of
runners (red curves) has been intensified as we increase A and R, see Figs.
5.13b and 5.13c where A = R = 3 and A = R = 4, respectively. Figs. 5.13d-
5.13f verify the reduction in the magnitude of F (3), indicating that mode 3
is attenuating in hV i, as well as the total disappearance of this mode in hUi
for all of the cases.
Our results imply that increasing the strengths of biased motion has a
clear negative impact on the agreement between the stochastic and contin-
uous models. However, this behaviour appears to be consistent with the
findings of Davies et al. (2014). In using the mean-field approximation to
derive the continuum approximation of the stochastic model, we assumed
that the numbers of cells at each site is independent of that at the others.
Yet, a large biased motion rate will tend to produce a significant correlation
between the numbers of cells at adjacent sites. As a result, it seems impos-
sible to increase ✏
u
(m) for a small mode like m = 3 by increasing Q = A/R




without falling into regimes of high biased motion, and hence
poor agreement between the two models.
The stochastic model was simulated with a wide range of di↵erent pa-
rameter values that produce higher |✏
u
(3)|. However, a similar breakdown
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(a)














































= 0.2,↵ = 33,   = 16,W = 100, selected using the linear stability
analysis of the non-dimensional continuous model with parameter values of




= 0.0156). The first and second rows show the
results of (a-c) the stochastic model, averaged over 500 simulations, and (d-
f) the dimensional continuous model, respectively, at times t = {25, 50, 100}
from left to right. The initial distributions are depicted in Fig. 5.8a
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models
(a)





















































Figure 5.13: Simulating the stochastic model when varying the strength of
attraction and repulsion. The initial cell distributions are the same as those
shown in Fig. 5.8a, and the results show averages over 500 simulations. (a)
A = R = 2, (b) A = R = 3, (c) A = R = 4. The average FTs, F (n),





= 0.04,↵ = 33,   = 16,W = 100.
of stripe formation was observed in each case (data not shown). Note that
we cannot significantly reduce R and increase d
v
, since the system would





be su ciently large (see Eqn. (5.5.7)). Having a larger A and smaller d
u
also
failed to result in a good agreement between the two models due to the high
ratio of biased motion rate to the unbiased one. Furthermore, simulating the
model with uniformly distributed cells as the initial condition for these new
parameter values demonstrated a significantly higher attenuation of mode
m = 3 (data not shown), compared to the results shown in Fig. 5.11d.
Fig. 5.5 shows that higher dominant unstable modes, e.g. m = 9, can
potentially lead to patterns with higher |✏
u





= 0.004 which correspond to A = R = 4 (other parameter values can
be found in the caption of Fig. 5.14), which initiates mode m = 9 as the
dominant mode with the highest <( ); the initial distributions are as depicted
in Fig. 5.14a. The results at time t = 100 (see Fig. 5.14b) indicates that
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(a)






























= 0.04, A =
R = 5 for a lattice of size W = 100. The parameter values of the non-




= 0.004, X = 100/16.
The linear stability analysis predicts mode m = 9 as the dominant mode in
the pattern for the selected set of parameter values. (a) the initial distribu-
tions. (b) the distribution of the cells at time t = 100. (c) the average FTs
of the distributions. The results are averaged over 500 simulations.
the model fails to initiate the emergence of large modes like m = 9 with
the lattice size of W = 100, even in hV i; this is verified by the average FTs
shown in Fig. 5.14c.
In order to lower the inaccuracies originating from the discretisation level
of the domain (see Eqn. (5.3.2)), we must simulate the model on larger
lattice sites. This may enable us to have larger strengths of interactions
(higher biased motion rates), and also larger dominant unstable modes like
m = 9. However, larger lattices make the computations intractable using
the direct Gillespie algorithm. To solve this problem, we can choose approx-
imate simulation algorithms, such as ⌧ -leaping Gillespie algorithm. We use
a variant of this method introduced by Cao et al. (2006) and simulate the
system with W = 1000 for the sake of illustration in Appendix B.2. The
results show that using this method allows us to initiate the emergence of
dominant modes when we have larger strengths of interactions. In addition,
the unstable mode m = 9 (see Fig. B.2) can emerge as the dominant mode
in this larger lattice. We leave further analysis of the models when using
larger lattices to future work.
5.7 Discussion
In this chapter, we have investigated pattern formation driven by a run-and-
chase mechanism, where cells of type 1 are attracted to cells of type 2, whilst
103
5.7. Discussion
cells of type 2 are repelled by those of type 1. Run-and-chase has recently
received attention for being involved in various biological processes, such as
stripe formation on the skin of zebrafish [78, 184], and collective migration
of neural crest cells [162]. Using stochastic discrete and deterministic contin-
uous models developed in this chapter, we studied striped pattern formation
in systems driven by this mechanism.
We developed a stochastic discrete model where cells move on a one-
dimensional lattice according to the motion rates determined by the attrac-
tive / repulsive interactions between the two species. Gillespie algorithms
[57, 60] were used to simulate the model, as using the simulation algorithms
introduced in Chapters 3 and 4 proved to be very time-consuming due to
small motion rates. Using a mean-field type approximation, we derived
a continuous non-local model approximating the average behaviour of the
stochastic model. This consists of a pair of integro-PDEs of the form of Eqn.
(1.3.1), a framework which has been frequently used to describe collective
behaviour of cells [64, 108, 109, 130, 167].
In the derivation of the continuous model, a cell-size o↵set arose in the
kernels, due to the way we include the e↵ect of neighbouring cells to find the
biased motion rates (see Eqns. (5.2.1a) and (5.3.4)). To be specific, we do not
include the centre site in the interaction kernel, i.e. interaction does not start
at distance zero. We showed that this can significantly a↵ect the stability
analysis of the system such that without it the system would always be stable.
This indicates the importance of considering the underlying discrete nature
of cells, as it can impact our analysis, and, in turn, our interpretations of the
system of interest. Similarly, in Chapter 4, we showed that the ABMs, which
incorporate cell area exclusion [10], can produce striped patterns. Hence, we
may conclude that the emergence of striped pattern in the model developed
in this chapter and the ABM in Chapter 4 can be due to cell-size e↵ects
(although included / modelled di↵erently in each chapter), rather than e.g.
the presence of homotypic interactions, as suggested by Painter et al. (2015).
Linear stability analysis was applied to the continuous model to assess the
behaviour of the system when it is excited with a small initial perturbation
about the equilibrium. Using the analysis, we identified how the parameters
may influence the patterns produced in the stochastic model.
To produce striped patterns, we selected a set of parameter values that
was predicted to give rise to anti-phase distributions of the species (similar to
the stripes of zebrafish), and simulated the stochastic model accordingly. The
results for small rates of biased motion demonstrated that the linear stability
analysis can accurately predict stability of a mode, phase of the distribution
of the two species, and also the emergent amplitudes of the variations in
each of the species, when the initial distributions contained only single-mode
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perturbation about equilibrium. Also, the results showed that persistence
and emergence of striped patterns are possible in a system driven by the
run-and-chase mechanism, contradicting what is suggested in [130, 182].
In the simulations with uniform initial distributions, the dominant mode
appeared in the distribution of the runners, but failed to appear in that of
the chasers. Using the linear stability analysis, we selected another set of pa-
rameters that would lead to a larger amplitude of variations in the dominant
mode of the distribution of the chasers and potentially produce the stripes.
However, this led to severe attenuation of the dominant mode, contradicting
the prediction of the linear stability analysis. Using further analyses and
simulations, we demonstrated that the desirable set of parameter values that
yield large amplitudes of variations in the distribution of both of the species
requires significant biased di↵usion rates. This, however, reduces the agree-
ment between the discrete stochastic and continuous models due to violation
of the mean-field approximation.
In summary, we conclude that the behaviour of the stochastic model
agrees well with the continuous model when the linear stability analysis pre-
dicts stability. This allows us to narrow down our search in the parameter
space by excluding the set of parameter values corresponding to stability,
where no pattern formation will arise. However, when instability is pre-
dicted, poor agreement between the models could occur. For the unstable
cases where the rate of biased motion is not significantly larger than the un-
biased motion, the agreement is reasonably good, but, on increasing the rate
of biased motion, the agreement drastically declines. This is because high
strengths of attraction/repulsion (producing biased motion) result in strong
correlations between the numbers of cells at neighbouring sites, violating the
mean-field assumption, in the derivation of the continuous model.
Our work reinforces the usefulness of continuous models in helping to un-
derstand the mechanisms of pattern formation, but sounds a note of caution
that the patterns arising from the continuous models may not accurately re-
flect those observed in nature, where individual-level and stochastic e↵ects
may be important. In particular, we showed that for the non-local contin-
uous models, incorporating cell-level features in the model can considerably
influence our analysis, and consequently our interpretations of a system.
We observed that the stochastic model fails to give rise to the emergence
of large-wavenumber modes. To resolve this failure, larger lattices must be
used. However, this can increase the computational cost of using the direct
Gillespie algorithm such that the simulations would be intractable. To solve
this problem, approximate simulation algorithms, such as ⌧ -leaping Gillespie
algorithm [60], could be employed. We implemented this method and simu-
lated a system for the sake of illustration, as can be found in Appendix B.2.
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However, further investigations are left as possible future work.
Extending the methods to two-dimensional (or three-dimensional) do-
mains would provide more realistic results. We developed the stochastic
model for two-dimensional lattices and derived the corresponding contin-
uous approximations (see Appendix B.3). However, simulations of two-
dimensional lattices are extremely time-consuming, even with approximate
simulation algorithms, thus, this is also left for future work.
More accurate approximation techniques, such as Kirkwood superposition
approximation (KSA) [33, 82, 108, 153], can be employed to obtain contin-
uous models with higher fidelity to the average behaviour of the stochastic
model. However, using these methods could lead to more complicated con-
tinuum models, which are much less analytically tractable. Alternatively,
spatial moment dynamics modelling approaches [14] can be used to study
the collective behaviour of individuals in stochastic discrete models. These
approaches can provide more accurate description of the population-level
behaviour of a system, as the dependence between the number of cells at dis-
tinct lattice sites (positions in particle-based models) is taken into account.
Formulating the moments dynamics also provides valuable insights into how





The aim of this thesis is to improve our understanding of tissue development
by i) quantifying the distribution of cells in tissues, and ii) modelling cell
interactions that influence formation of tissue patterns. Towards this end, we
have introduced a method of quantifying the spatial arrangement of cells in
tissues using pair-correlation functions (PCFs), and developed mathematical
models to simulate the underpinning mechanisms influencing cell aggregation
in tissue development. In the following, we summarise the contents of each
chapter and suggest potential future work.
In Chapter 2 of this thesis, we developed a PCF to quantify distribution of
cells in tissues. The PCF empowers us to detect deviations in distribution of
cells from complete spatial randomness (CSR) over specified directions of in-
terest. As a result, we can identify aggregation or segregation lengthscales in
the patterns. We applied the PCF to tumour spheroids for automatic iden-
tification of the necrotic zone boundary in these in vitro grown cancerous
tissues, which is crucial in the assessment of di↵erent treatment strategies.
We showed that this can be di cult especially when the di↵erence in cell
density between the necrotic and viable zones of a tumour spheroid is small.
By detecting the deviations from complete spatial randomness (CSR state)
over one-dimensional directions, the PCFs enabled us to provide quantita-
tive estimates of the radial distance of the necrotic zone boundary from the
centre of a tumour spheroid. We validated our approach on synthetic tumour
spheroids in which the position of the necrotic zone boundary was known a
priori. It was then applied to nine real tumour spheroids imaged with light
sheet-based fluorescence microscopy. Comparing the PCFs estimates of the
necrotic zone boundary with those of a human expert showed a reasonable
agreement, and outperformance of other computational methods, i.e. DB-
SCAN and K-means. An obvious extension would be to apply this method
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on a larger number of tumour spheroids to obtain population-level data about
their spatial features. The method might also be refined by considering more
complicated spatial models for the structure of the spheroids. For instance,
one can consider a gradual change for modelling the transition between the
zones (e.g. represented by a sigmoid function).
Quantification methods can help us identify the di↵erences in the struc-
ture of tissues, but they do not provide us with explanation of how these
di↵erences arise. Mathematical models can be used to investigate the under-
lying mechanisms that result in these di↵erences. In Chapter 3, we assessed
tumour spheroid growth under two di↵erent culture protocols, namely micro-
gel and suspension cultures. The experiments conducted by our collaborators
[30] showed that the spheroids cultured in microgel are more uniform in size
than the ones cultured in suspension, and we were interested in explaining
these experimental observations by means of mathematical modelling. Thus,
we developed an ABM in which cells can move, proliferate and die, and
adjusted the parameters for each culture medium to simulate their distinct
properties. The results showed that the ability of the microgel to separate
cells into multiple layers and hence reduce the e↵ective initial density is
one factor contributing to generation of more uniform spheroids. Another
is the ability of the microgel in reducing cell death due to lack of (cell-cell
or cell-substrate) adhesion in small cell aggregates (or even isolated single
cells). Extending the ABM to a three-dimensional model is an obvious avenue
for future work, as the biological processes are three-dimensional problems.
Clearly, in that case, we would need data on the three-dimensional locations
of cells, as for the tumour spheroids described in Chapter 2. Provided such
data were available, more sophisticated methods, e.g. PCFs, could be used
to accurately compare the results of simulations and experiments.
Although the cells are of the same type in tumour spheroids grown in
vitro, this is not usually the case for in vivo tissues, which can contain
many di↵erent cell types. Thus, in Chapter 4, we extended the ABM de-
veloped in Chapter 3 to a two-species model. We demonstrated that a vari-
ety of di↵erent pattens can emerge by varying the homotypic / heterotypic
attractive-repulsive inter-individual interactions. We specifically simulated
some archetypal mechanisms involving attraction and repulsion that govern
the interactions between hepatocyte-stellate cells (liver cells), predator-prey
systems and melanophore-xanthophore cells (zebrafish pigment cells). Then,
we developed a PCF for two-species patterns to analyse the heterotypic fea-
tures in spatial distributions, i.e. features in distribution of each cell type
relative to that of other type, along with the homotypic ones. We showed
the importance of analysing the homotypic and heterotypic PCFs simultane-
ously, as distinct patterns might have similar homotypic (heterotypic) PCFs
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but di↵erent heterotypic (homotypic) PCFs. The run-and-chase mechanism
was shown to be a potential mechanism for producing the stripes on the skin
of zebrafish, which is consistent with some biological experiments [78, 184].
This is in contrast to the earlier findings from mathematical models [130, 182]
suggesting that this mechanism is incapable of producing the striped pattern.
A disadvantage of the ABMs used in Chapters 3 and 4 is that without
simulating them over a wide range of parameter space, it is not possible to
determine under what conditions a tissue pattern will emerge from uniform
initial cell distributions. When the parameter space is large, this is com-
putationally expensive and time consuming. Therefore, in Chapter 5, we
considered the connections between a two-species discrete stochastic model
and a nonlocal continuous model derived from it to approximate its average
behaviour. We showed that when the strength of interactions between the
two species is not significantly higher than the rate of unbiased motion, lin-
ear stability analysis of the continuous model is able to accurately predict
the regions of parameter space where patterns form in the stochastic model.
This is because high strength of attraction / repulsion creates a strong corre-
lation between the numbers of cells at adjacent sites, violating the mean-field
assumption. Conversely, increasing the unbiased di↵usion reduces the cor-
relation and improves the agreement between the stochastic and continuous
models. Therefore, we must be aware of the caveats of using this kind of
approximated models to analyse biological systems, as in certain cases, they
may produce patterns that are considerably di↵erent from those of their dis-
crete counterparts, which take the discrete nature of cells into account.
As a potential avenue for furthering this research, we could explore more
accurate continuous approximation techniques, such as the Kirkwood super-
position approximation (KSA) [33, 82, 153]. These techniques allow us to
develop continuous models with higher fidelity to the average behaviour of
stochastic models, though at the cost of being less analytically tractable.
Spatial moment dynamics modelling [14] can also be used to study cell ag-
gregation in tissue development. These approaches do not use the mean-field
assumption, thus, enable them to provide more accurate description of the
population-level behaviour of a system, by taking the dependence between
the number of cells at distinct lattice sites (positions in particle-based mod-
els) into account. Formulating the moment dynamics also provides valuable
insights into how spatial statistics, like the PCF (second moment), for a
system might evolve over time.
In this thesis, we have demonstrated how combining new quantification
and modelling approaches provides a means to gain more comprehensive in-
sights into tissue development, by analysing the biological data along with
simulating the underpinning mechanisms. The next step in extending this
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research would be to connect our quantification and modelling approaches
to estimate our model parameters based on experimental data, using pa-
rameter estimation methods such as Approximate Bayesian Computation
[83, 144, 166]. We can use our PCFs as summary statistics in these meth-
ods to estimate values (distributions) for the parameters in our models, e.g.
strength / range of attraction / repulsion. Then, we will have biologically
realistic models that provide us with a means to accurately evaluate various
tissue development hypotheses.
Ultimately, we could use the approximate continuous models to investi-
gate how variation of parameters about their original values (estimated by
the aforementioned methods) may influence tissue pattern formation. This
would be extremely useful for tissue engineering studies as it would enable






spheroids: further details of
methods and data
This appendix provides additional details on the data we used for our analysis
and the computational methods with which we compared our PCF.
A.1 The e↵ect of density di↵erences on the
estimate of the necrotic zone boundary
Fig. A.1 shows synthetic tumour spheroid data results for given values of
the necrotic zone boundary B = 200 and total cell number N = 5000. From
left to right in the columns of Fig. A.1 the value of  N is increasing, or
the di↵erence in density between the necrotic and viable zone is increasing,
and we observe similar changes in the PCFs and normalised density to that
of Fig. 2.4 (from left to right). This demonstrates that it is primarily the
increase in the di↵erence of density (between the necrotic and viable zones)
that produces more reliable necrotic zone boundary estimates.
A.2 Additional tumour data
Fig. 2.5 in §2.4.1 of the thesis shows only three tumour spheroids we used
in our analysis. Fig. A.2 includes the other six tumour spheroids that were
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used in our PCF quantification method.
A.3 Implementation of DBSCAN
DBSCAN [72] classifies points as either outliers or as a compact cluster (see
blue and red points for the synthetic tumour spheroids in Fig. A.3). When
the di↵erence in density between necrotic and viable zones is visually distin-
guishable the majority of outliers are located within the necrotic zone (see
Fig. A.3(a)). However, as the contrast in density between the two zones
diminishes (see Figs. A.3(a)–(d)) there is an increase in the proportion of
outliers found in the viable zone. Therefore, we post-process the DBSCAN
results to obtain accurate estimates of the necrotic zone boundary. This is a
two stage process.
First, we remove outliers with a projected or mapped value of a > v, to
exclude outliers from the analysis that lie very close to the outer boundary
of the viable zone. Second, we percentile rank the remaining mapped values
of the outliers and remove projected outlier points above the pth percentile,
to remove outliers residing within the viable zone that are a considerable
distance away from the necrotic core. It is important to recognise that these
two stages are semi-automatic and we choose v = 0.9 and p = 95 based upon
visual inspection of outliers that can be clearly identified to reside within the
necrotic core in Fig. A.3. The remaining outliers are used for the DBSCAN
estimate of the necrotic zone boundary.
The DBSCAN non-dimensional necrotic zone boundary estimate is taken
as the maximum value of a in the set of remaining outliers. A comparison be-
tween DBSCAN and PCF estimates is shown in Table A.1 for the synthetic
tumours in Figs. A.3(a)–(d). The DBSCAN and PCF methods provide
accurate estimates for the synthetic tumour spheroids in Figs. A.3(a)–(c).
However, only the PCF method provides accurate estimates for the synthetic
tumour spheroid in Fig. A.3(d), where the point pattern is visually indistin-
guishable from the CSR point process.
In addition to DBSCAN, we also implemented MATLAB’s k-means stan-
dard clustering algorithm [80]. In a similar way to DBSCAN, the algorithm
can be used to partition points into two sets (i.e. k = 2 clusters). However,
the two sets contained points belonging to both the necrotic and viable zones
that we were not able to post-process as e↵ectively as we did for DBSCAN.
This led to inaccurate estimates (not shown) for all four synthetic tumour
spheroids shown in Fig. A.3.
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 N = 8000  N = 6000  N = 4000  N = 2000
Non-periodic PCF 0.62 0.61 0.59 0.57
Periodic PCF 0.61 0.60 0.61 0.59
DBSCAN 0.62 0.57 0.61 0.88
Table A.1: Estimates for the known necrotic zone boundary, B̃ = 0.6, for
the synthetic ellipsoids shown in Fig. A.3.
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Figure A.1: Synthetic tumour spheroid point patterns, N = 5000, B = 200,
R = 500 and h = R/50. Columns: left to right  N = {250, 500, 1500, 2000}.
Top row: Central slice of synthetic tumour. The remaining rows are for
statistics from 1000 realisations. Second row: Average non-periodic PCF,
solid curves. Third row: Average periodic PCF, solid curves. Fourth row:
Average normalised density, solid curves. The upper and lower broken curves
are for the 97.5 and 2.5 percentiles, and the shaded region is for the 97.5 and
2.5 percentiles of 1000 CSR point patterns.
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Figure A.2: Central image slice and corresponding point pattern analysis for
the remaining six tumour spheroids. See the caption of Fig. 2.5 for further
information.
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Figure A.3: Estimating the known necrotic zone boundary, B̃ = 0.6, in
synthetic ellipsoids with DBSCAN. (a)–(d) Central slices of four ellipsoids,
N = 10000, X = 500, Y = 800, and Z = 600. (a)  N = 8000, (b)
 N = 6000, (c)  N = 4000 and (d)  N = 2000. The red and blue points
are classified as a cluster and set of outliers, respectively. The curves are for





B.1 Master equations derivation





) to be the probability that M
i














turn yields equation(s) describing the evolution of the distribution of the
cells. This can be done by enumerating the events that may occur during
a time interval dt and lead to M
i
cells being at site i, as our model is a
Markov process. The number of cells in site i can only change if the site i or
one of its adjacent sites undergo a motion during dt, since we assume that
dt is so small such that no more than one event can occur in a site during






































) is the transition probability that leads to U
i







. As outlined in §5.2, we neglect the probabilities
of occurring more than one right / left motion events during dt at a site. By
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(t)dt. Similar equation holds
for the runners, but we only show the method for the chasers for brevity.
Here, as explained in §5.2, we use the mean-field approximation, i.e.
P (M
i 1,Mi,Mi+1) = P (Mi 1)P (Mi)P (Mi+1), to be able to simplify this
equation. Then, by neglecting the terms of order O(dt2) in Eqn. (B.1),




















































































































































































Then on multiplying Eqn. (B.1.1) by M
i












































































A consequence of the earlier assumption of the independence of the number of
cells of di↵erent sites is that the motion rates at a typical site i is independent
of the number of cells at this site. Thus, for example, in the first term on

















i 1(t)ihUi 1(t)i+ ha i+1(t)ihUi+1(t)i   ha+i (t) + a i (t)ihUi(t)i,
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which is then changed to the equation, Eqn. (5.3.1), by dividing both sides
by N
u







similar equation is found for hv
i
(t)i with the corresponding left and right
motion rates.
B.2 Larger lattices
As outlined in §5.2.1, in order to have fast enough simulations for large
lattices, we must use an approximate simulation algorithm, such as ⌧ -leaping
Gillespie algorithm [59, 60, 21], which is significantly faster than the direct
Gillespie algorithm. In the ⌧ -leaping Gillespie algorithm, we find the number
of motion events that may occur over all sites, during a time-interval ⌧ , known
as the time leap. As mentioned in §5.2, the motion events occur according
to a Poisson process with the defined rates. Hence, the number of cells in
site i at time t+ dt is given by
U
i





i 1⌧) + P(Ui+1a i+1⌧)  P(Uia+i ⌧)  P(Uia i ⌧)
(B.2.1)
where P(⇤) denotes a sample from a Poisson distribution with mean ⇤.
We choose a suitable value for the time-leap, ⌧ , by balancing these con-
ditions: first, it must not be so small that no significant speed-up is gained;
second, it must not be so large that it produces significant inaccuracies in the
simulations (by violating the assumptions considered in §5.2 and Appendix
B.1).
The extent to which ⌧ can enlarge is determined by bounding the di↵er-
ence of propensity function during time span ⌧ [60]. Propensity function of a
specific motion event indicates the inclination of a site to undergo that event














fore, to bound the propensity functions from above, a selected ⌧ must satisfy












(t + dt)   G+
i
(t) and ✏ << 1. Here, we follow the ap-
proach introduced by Cao et al. (2006) to find the suitable ⌧ . Using Eqn.































































































| < ✏. (B.2.3)



























































































































Then, as suggested by [21], bounding the mean, µ
i
, and standard deviation,
 2
i




, leads to the satisfaction of






























































taking into account that U and V are periodic (see Eqn. (5.2.2)).
Now, we define X
j
2 [U, V ] for j = 1, · · · , 2W , where [U, V ] is the hor-












/2)2, which finally yields the condition for































/⌧ . The max functions in Eqn. (B.2.7) are used to ensure that
the selected ⌧ is big enough such that the minimum expected di↵erence is
one at each site [21].
Having found ⌧ , we substitute it into Eqn. (B.2.1) and run the ⌧ -leaping
Gillespie algorithm. We have chosen ✏ = 0.1 for our simulations, as it pro-
vides reasonable simulation times and does not induce high inaccuracies -
we repeated some of the simulations for significantly lower values of ✏ and
obtained fairly similar results.
Using the linear stability analysis, outlined in §5.5, we select a set of
parameter values that makes m = 9 the unstable mode with the highest





= 6.6e 5, X = 1000/16,   = 0.1 and T = 100. Fig. B.1a indicates
that <( ) decays with n, implying that higher modes are more stable except
for the four modes n = 9, n = 18, n = 27, n = 36 and n = 45 where <( )
spikes. Fig. B.1b shows that at these five modes, |✏
u
| have quite small values





large at the five modes, shown in Fig. B.1c, meaning that mode 9 in hV i
would emerge with such a larger amplitude than hUi in these modes.
We now simulate the stochastic model on a finer lattice, W = 1000, and
examine the emergence of mode m = 9; this mode failed to emerge for lattice
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(a)
























Figure B.1: The behaviour of the system about equilibrium: (a) <( ), (b)
|✏
u
| and (c) |✏
v
| versus modes n. The red cross show the unstable mode
with highest growth rate, which is m = 9 here for the selected values of the




= 6.6e 5, X = 1000/16,   =
0.1 and T = 100.
size of W = 100, see Fig. 5.14. Using the ⌧ -leaping Gillespie algorithm, we
generate 500 simulations of the stochastic model with the parameter values




= 0.05 corresponding to the earlier mentioned
parameter values of the continuous model. Similar to §5.6, we consider single-
mode perturbation for the initial distributions. As Fig. B.2 shows, the initial
distributions of hUi and hV i are equal and contains only mode 9. Then,
similar to the results for W = 100, shown in Fig. 5.8, hV i starts to decay
first and then grows in the opposite direction, forming the striped pattern.
Therefore, as the results show, finer lattices must be used when we aim
to initiate the emergence of a relatively large unstable wavenumber. As we
showed here, mode m = 9 failed to emerge in a lattice of size W = 100, but
successfully emerged in the one with W = 1000. Running simulations on
lattices with such a big size has become feasible only with the implemented
approximate simulation algorithm, ⌧ -leaping Gillespie algorithm. Simula-
tions of the model with uniform initial distributions are left as future work.
B.3 Two-dimensional lattices
In this section, we extend the continuous approximations undertaken in §5.2
to two-dimensional domains. We have a W ⇥ H two-dimensional lattice,
where W and H are the number of columns and rows of the lattice made up
of sites with equal area  2; thus, X =  W is the width and Y =  H is the
height of the continuous domain. The number of chaser cells at ith column
and jth row, i.e. site (i, j), at time t is defined by U
i,j































Figure B.2: Simulation of the stochastic model for (a) equal initial distribu-
tions containing only mode 9 as the perturbation. (b-d) the patterns at times
t = {500, 1000, 2000}. The values of the parameters are ↵ = 111,   = 87,




= 0.05, W = 1000. The red and blue curves show
the average number of runners, hV i, and chasers, hUi, respectively, over 500
simulations.
runner cells at the same site and time is V
i,j
(t). Similar to the method in
































Then, as the cells can move to the up and down sites, we define the rates of




































Note that the cells can ideally move to the corner adjacent sites, i.e. the sites
at up-right, up-left, and so on, but as concurrence of two motion events are
required to reach these sites, we consider them unlikely to happen. Similar
formulae are used for the rates of the runners but not shown here for brevity.
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, the equation describing the evolution of the

























Then, by assuming that the lattice sites are very small and the number of
























= j , (i, j) 2 {1, 2, · · · ,W}⇥ {1, 2, · · · , H},




to x and y, respectively, centre the lattice
on (x, y) = (0, 0), and substitute the discrete variables in Eqn. (B.3.3) with
the continuous ones. Using the Taylor series expansion of the variables and





















where we do not show the space and time arguments, i.e. x, y and t, of the
variables for the ease of notation. The second term in the RHS of Eqn.
(B.3.5) describes unbiased di↵usion in a two-dimensional domain. The first
term can be represented as a non-local advection term, as explained in §5.3,

























(x, y) = A K(x, y,↵),K
r
(x) =  R K(x, y,  )
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where K(x, y, l) over x 2 [ X/2, X/2] and y 2 [ Y/2, Y/2] is given by






















for x 2 [ /2, (l + 0.5) ], y 2 [ (l + 0.5) , (l + 0.5) ],
0 otherwise,
(B.3.7)
which is then extended to be periodic over x 2 [ X,X] and y 2 [ Y, Y ], i.e.
K(x±X, y, l) = K(x, y ± Y, l) = K(x±X, y ± Y, l) = K(x, y, l).
We then non-dimensionalise the PDEs described in Eqns. (B.3.6a) and
(B.3.6b) with the same non-dimensionalising variables as in §5.3, and obtain
the following model (dropping tildes)
@u
@t
+Qr. ({K ? v} u) D
u
r2u = 0, (B.3.8a)
@v
@t
 r. ({K ? u} v) D
v
r2v = 0, (B.3.8b)
where the non-dimensional kernel is given by






















for x 2 [0.5, (l + 0.5)]/ , y 2 [ (l + 0.5), (l + 0.5)]/ ,
0 otherwise,
(B.3.9)
which is extended periodically as explained for Eqn. (B.3.7).
We then assess the behaviour of the system about the equilibrium using
the linear stability analysis. Similar to the presented calculations in §5.5, we
find the stability condition for the model in two-dimensional domain, given
by





(K̂ · q)(K̂ · q) < 0,
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are the wavenumbers of x and y directions
respectively; K̂ is the Fourier transform of the kernel, Eqn. (B.3.9). By


































































































, for n, p 2 Z.





= 0.011, X = Y = 20/3, T = 2, L = 3 , that initiates the
emergence of mode (3,3), i.e. we expect to see spotty patterns with wa.
As explained by Murray (2008), we note that horizontal (vertical) stripes
can be formed if we consider H > W (W > H). These stripes are in the
opposite direction of what emerges in zebrafish (in zebrafish W > H and
the stripes are horizontal). Here, we restrict our attention to the ability of
run-and-chase in producing anti-phase distributions, similar to [130], many
underlying influential biological factors such as domain growth [177] are not
considered here for simplicity that could lead to significant di↵erences. Thus,
in this work, we do not concern ourselves with the direction of the stripes.
The cells are initially distributed uniformly on the domain, as shown in
Figs. B.3a and B.3b. As Figs. (c-f) show, the dominant mode (3,3) has
appeared in the numerical solution of the PDEs and the distribution of the
two species are anti-phase, as predicted by the linear stability analysis (see
the details of the used numerical solver in §5.3.2). Simulating the stochastic
model on a two-dimensional lattice will provide an opportunity to investigate
the extent to which the results of the two models agree, similar to the analysis









Figure B.3: Numerical solution of the continuous model with a two-
dimensional domain. The first and second rows illustrate the solutions of
U and V respectively. The columns correspond to the solutions at times





= 0.011, X = Y = 20/3, T = 2, L = 3 ,   = 1.
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