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The Atmospheric Infrared Sounder (AIRS)
Retrieval, Revisited
Noel Cressie1, Rui Wang2, and Ben Maloney1
Abstract—The algorithm used in the retrieval of geophysical
quantities from the AIRS instrument depends on two funda-
mental components. The first is a cost function that is the sum
of squares of the differences between cloud-cleared radiances
and their corresponding forward-model terms. The second is the
minimization of this cost function. For the retrieval of carbon
dioxide, the minimization is further improved using the method
of Vanishing Partial Derivatives (VPD). In this article, we show
that this VPD component is identical to a coordinate descent
method with Newton-Raphson updates, which allows it to be
put in context with other optimization algorithms. We also show
that the AIRS cost function is a limiting case of the cost function
used in Optimal Estimation, which demonstrates how uncertainty
quantification in the AIRS retrieval can be implemented.
I. INTRODUCTION
THE AIRS instrument flies on NASA’s Aqua satellite,which was launched into orbit on May 4, 2002. It is a
rich resource of atmospheric data with global coverage over a
continuous period of approximately 15 years. AIRS has 2378
channels, but only a small selected subset (on the order of 40)
is used in a retrieval. It retrieves the following geophysical
quantities: T (temperature), q (water vapor), O3 (ozone),
and CO2 (carbon dioxide). Careful spectroscopy leads to a
relatively small, 43-dimensional cloud-cleared radiance vector
and error vector, and the state vector x consists of just four
elements that scale the a priori column profiles of T , q, O3,
and CO2, respectively.
There is typically highly variable cloud absorption and
scattering in the instrument field-of-view (FOV). AIRS deals
with cloudy infra-red spectra by “cloud clearing” them, which
simplifies profile calculations as the forward model does not
then need to incorporate scattering or absorption by clouds.
Let y be the nε-dimensional vector of cloud-cleared ra-
diances ([1], [9]). The AIRS retrieval assumes the forward
model,
y = F(x) + ε, (1)
where ε is an nε-dimensional error vector that captures imper-
fections in the forward function, F(x) = (F1(x), . . . , Fnε(x))′,
and x is an nα-dimensional state vector. The Level 1b mea-
sured radiances are cloud-cleared, resulting in Level 2 cloud-
cleared radiances. Then F(·) is not purely a radiance transfer
function but also has a component due to the cloud clearing
that extrapolates the 3 × 3 set of measured radiances (within
its associated AMSU footprint) to cloud-free conditions.
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Write
x = (xT , xq, xO, xC)′, (2)
and note that while an AIRS retrieval gives the four geophys-
ical quantities at 100 pressure levels, the relative profiles of
each quantity are constant throughout the retrieval. Hence, an
AIRS retrieval obtains the nα = 4 scaling factors in (2).
The cloud-clearing process generates radiances that would
have been seen if the 3 × 3 fields upon which a retrieval
is performed were entirely cloud free. From the technical
document [6]: For each channel i, the observations Rij are
potentially affected by clouds in Field-Of-View (FOV) j
(j = 1, . . . , 9). Then the cloud-cleared radiance is derived
from the original nine radiances according to




where Ri is the mean of Rij over the nine FOVs, and ηj is
the cloud fraction in FOV j (obtained as part of the retrieval
process); see also [9]. This describes the cloud-clearing used
in the past and current (AIRS-V6) retrieval algorithms.
The cost function that is minimized with respect to x is a




(yi − Fi(x))2. (3)
The AIRS algorithm is based on minimizing (3); see Susskind
et al. [10] for a detailed description and references. The
retrieval of the CO2 product has an additional component that
minimizes (3) using the Vanishing Partial Derivative (VPD)
method (see Chahine et al. [2]), which is reviewed in Section
II. Call this minimized value x̂, and note that it is a function
of the cloud-cleared radiances y. Since y has uncertainty
associated with it, so too does the retrieval x̂. Uncertainty
quantification of x̂ is an important problem that we address
below in Section III.
In Section II of this article, we show that the VPD method is
in fact equivalent to a coordinate descent method with Newton-
Raphson updates. In Section III, we observe that CSS(x)
given by (3) is a limiting case of the cost function used in
Optimal Estimation (see Rodgers [8]). Section IV gives a
brief discussion of the potential for retrieval algorithms to be
hybrids of that used by AIRS and those based on Optimal
Estimation.
II. THE VPD METHOD
For each retrieval, AIRS retrieves a state variable (e.g., CO2)
at a single prespecified pressure level. The state variable is
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obtained at other pressure levels by matching a column profile
so that it agrees at the prespecified pressure level.
The AIRS CO2 retrieval uses the Vanishing Partial Deriva-
tive (VPD) method to obtain an x̂ that minimizes with respect
to x the cost function:
CSS(x) = (y− F(x))′(y− F(x)), (4)
which is the same cost function as in (3) but written in vector
notation. The VPD method is iterative. At iteration `, define
the current state vector to be x(`). The AIRS retrieval of CO2
updates x(`)j , where j is the CO2 element of x(`), to obtain
x
(`+1)
j : If x
(`)
j is perturbed using the factor (1+ τj) for small
τj , then define
F(x(`); τj) = F(x
(`)
1 , . . . , x
(`)




j+1, . . . , x
(`)
nα) .
By expanding yi − Fi(x(`); τj) around τj = 0, for each i =
1, 2, . . . , nε, we obtain (to first order),












≡ ai + τjbi ,








VPD method uses the simple-linear-regression model (with
zero intercept),
ai = −τjbi + δi ,
where δi is an error term that captures any departure from the
straight line. Then an “x–y” line is fitted through the origin
to the “(x, y) data,” {(−bi, ai) : i = 1, . . . , nε}.
An Ordinary Least Squares (OLS) fit yields the following
























































Recall that j denotes the CO2 variable. After updating each
of the elements of x once using the VPD method, the AIRS
retrieval changes all elements, except the element for CO2,
back to their initial values. The sequence repeats until there
is convergence of the CO2 value. Thus, the VPD method is
a type of regularization, but it looks very different from the
Twomey-Tikhonov regularization ([11], [12]).
The coordinate descent method (CDM) is often used in
optimization of a given criterion with respect to a vector x,
where one element of x is updated at each iteration. The
sequence of updates is prespecified and, after all elements are
updated in turn, the sequence repeats until convergence. Now
suppose we wish to minimize the SS cost function given by (4)
and, at each coordinate of x, we use a Newton-Raphson (NR)
algorithm (e.g., see Ypma [13]) within a CDM. We now show
the equivalence of this familiar method in numerical analysis
to the VPD method given by Chahine et al. in [2].
Recall the forward model, y = F(x) + ε, given by (1),
and consider the coordinate xj of the state vector x. Let the
“initial value” of xj be x
(`)
j , and fix the other elements of x




j+1, . . . , x
(`)
nα . The goal of the CDM here
is to minimize the cost function given by (4), where F(x) is
thought of as a function of one variable. Specifically,
F(x(`)1 , . . . , x
(`)
j−1, xj , x
(`)
j+1, . . . , x
(`)
nα) is minimized with re-
spect to xj .
With a slight abuse of notation, write
F(x(`)1 , . . . , x
(`)
j−1, xj , x
(`)
j+1, . . . , x
(`)
nα) as F(xj). Taking
the derivative of (4) with respect to xj and putting the result







By writing this equation as g(xj) = 0 and linearizing it
around xj = x
(`)




(`))/g′(x(`)). This motivates the NR algorithm,
























Inspection of (6) shows that this NR update in a CDM yields
an expression that is identical to the VPD update given by (5).
Independently of what the AIRS retrieval does with regard
to “initial values,” we have shown that each Vanishing Partial
Derivative update is equivalent to a Newton-Raphson update in
a coordinate descent method. In Section IV, we discuss briefly
how this equivalence suggests hybrid retrieval algorithms.
III. A REGULARIZATION TERM IN THE COST FUNCTION
In this section, we show that the SS cost function given by
(4) is a limiting case of the cost function used in retrievals
of the state x using Optimal Estimation (OE). The OE cost
function is written as




where Sε, xα, and Sα are the covariance matrix of y, the prior
mean vector of x, and the prior covariance matrix of x, respec-
tively ([8]). There are at least two interpretations of (7); one
is that the first term (“fidelity” to the data) is regularized with
the addition of the second term (“smoothness” of the state).
A second interpretation is that, up to an additive constant,
(7) is minus twice the log of the posterior distribution of x
given y, where a joint multivariate Gaussian distribution for
ε and x is assumed. Under this interpretation, minimizing (7)
is equivalent to finding the mode of the posterior distribution.
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Clearly, if we put Sε = σ2εI and S
−1
α = 0, the OE cost function
in (7) is identical, up to a scaling constant, to the SS cost
function given by (4).
Using the Gauss-Newton method that drops the second
derivatives, the basic OE iteration scheme is ([8]):





S−1ε (y− F(x(`)))− S
−1
α (x
(`) − xα)] , (8)
where K(`) ≡ K(x(`)) and K(x) ≡ ∂F(x)/∂x is the Jacobian
matrix. As the Gauss-Newton iteration scheme can be unstable,
many retrieval algorithms try to resolve this by using a
Levenberg-Marquardt (LM) modification ([4], [5]) within the
Gauss-Newton algorithm, which replaces the first appearance
of the term S−1α in (8) (but not the second) with the iteration-
dependent term, (1 + γ(`))S−1α .
The covariance matrix Sε associated with the forward
model is often considered to be diagonal, in which case
we write Sε = diag(σ21 , . . . , σ2nε), where σ
2
i ≡ var(εi), for
i = 1, . . . , nε, and put
ỹi ≡ yi/σi and F̃i(x) ≡ Fi(x)/σi.
Hence, if the inhomogeneous variances are properly accounted
for, the first term of COE(x) should become,
(y− F(x))′S−1ε (y− F(x)) = (ỹ− F̃(x))′(ỹ− F̃(x)); (9)
that is, after a simple re-scaling by {σi : i = 1, . . . , nε}, the
SS cost function in (4) would be obtained.
Our claim that the SS cost function used by AIRS is a
limiting case of the OE cost function can now be established.
To show this, write the prior covariance matrix in (7) as
Sα = σ2αI.
Assume for the moment that the forward-model errors have
approximately equal variances in all nε channels and zero
covariances, so that Sε = σ2εI, where σ2ε is this common
variance. We start with this equal-variance assumption (and
later generalize our results to any positive-definite matrix Sε).
Then
COE(x) = (1/σ2ε)(y− F(x))′(y− F(x))
+ (1/σ2α)(x− xα)′(x− xα)
∝ (y− F(x))′(y− F(x)) +R−1(x− xα)′(x− xα),
where R ≡ σ2α/σ2ε can be interpreted as the signal-to-noise
ratio.
Mathematically, as R tends to infinity, COE(x) tends to
CSS(x), the cost function used by AIRS. Our strategy in
quantifying the uncertainty in the AIRS retrieval is to stay
back from the limit, where we can apply OE’s uncertainty
quantification. Then we take the limit as R tends to infinity,
of the results obtained from OE, to yield uncertainty quantifi-
cation for the AIRS retrieval.
Rodgers [8] developed OE’s uncertainty quantification
based on linear-approximation theory (which is called the
“delta method” in the statistics literature). It relies on the
following approximation to the prediction error:
x̂− x ' (A− I)(x− xα) + Gε , (10)
where G ≡ (S−1α + K′S
−1
ε K)−1K
′S−1ε is the gain matrix,
and A ≡ GK is the averaging-kernel matrix. Consequently,
Rodgers in [8] obtained an approximation to the first two
moments of the prediction error:
E(x̂− x) ' (A− I)E(x− xα) + GE(ε) = 0 , (11)
and because x and ε are independent,
E(x̂− x)(x̂− x)′ ' (A− I)cov(x)(A− I)′ + Gcov(ε)G′
= (A− I)Sα(A− I)′ + GSεG′ . (12)
There are several equivalent ways to write the mean squared
prediction error (MSPE) matrix (12). Here, we choose,
















Now let R tend to infinity (equivalently, let R−1 tend to zero),
so that from (14),
G = (K′K)−1K′ and A = I ; (16)
and from (15), the MSPE matrix is approximately
Ŝ = σ2ε(K
′K)−1 , (17)
provided K′K is invertible.
More generally, assume Sε is a known positive-definite
matrix and is used in the cost function given by (9). Define
ỹ = S−1/2ε y, F̃(x) = S
−1/2
ε F(x). Thus, minimizing (9) is
obtained by replacing y with ỹ, F(x) with F̃(x), and K with




K̃)−1 = (K′S−1ε K)
−1. (18)
Now consider the actual situation where the AIRS algorithm
does not rescale using S−1/2ε and so keeps the cost function
CSS(x) given by (4). Then from (12) and (16),
Ŝ = 0 + GSεG′
= (K′K)−1(K′SεK)(K′K)−1. (19)
Notice that when Sε = σ2εI in (19), the expression (17) is
obtained, as expected. The expression (19) is our most general
result. In (12)-(19), we recommend evaluating K, G, and A
at x = xα to maintain validity of the approximations given in
(10)-(13).
For a retrieval based on minimizing the cost function,
CSS(x), the expression (19) for Ŝ should always be used, since
it is always valid. It is shown in the Appendix that even when
S−1α is not 0, a retrieval that minimizes CSS(x) continues to
have its uncertainty quantified by the matrix (19).
Since the Jacobian matrix represents sensitivity of (cloud-
cleared) radiances to changes in the elements of the state
vector, it is possible that changes in different elements lead
to indistinguishable sensitivities that would result in near
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singularity for K′K or K′S−1ε K. This possibility has been
addressed by Ramanathan et al. [7] although, for the AIRS
retrieval, full rank of K and hence of K′K is generally
maintained because the four state-space elements are defined
respectively for four different geophysical quantities.
In this section, we have shown that the SS cost function
used in the AIRS retrieval is the limit of an OE cost function.
The implication of this is that the uncertainty-quantification
equations at the disposal of OE-based retrievals, are also at
the disposal of the AIRS mission.
In conclusion, (19) is always the (approximate) MSPE ma-
trix of the AIRS retrieval vector for any true prior covariance
matrix Sα, where Sε is the true covariance matrix of the
forward-model errors.
IV. DISCUSSION
In Section II, we saw that the VPD method is, at its
core, a series of Newton-Raphson updates within a coordinate
descent method. This alternate way to look at VPD is very
useful. It suggests how a generic retrieval algorithm, including
that of AIRS, might be modified should forward-model-error
variances be highly different, should the Jacobian matrix have
some uncertainty associated with it, or should parts of the state
vector come naturally as blocks of variables (e.g., CO2 values
at 20 pressure levels in an atmospheric column would form
one block).
In Section III, we saw that OE’s uncertainty quantification
can be implemented on AIRS retrievals, and we gave a general
result, expression (19), for the (approximate) mean-squared-
prediction-error matrix associated with any AIRS retrieval.
It is now clear what is needed for uncertainty quantification
of the AIRS retrieval: var(y) = Sε and K = ∂F/∂x, where
F is the forward function of the cloud-cleared radiances
y. The first quantity could be obtained using an empirical
covariance matrix calculated from a sample of cloud-cleared
radiances taken under similar atmospheric conditions. The
second quantity could be obtained numerically by perturbing
F(x) about x = xα in each of the four components of the state






From (10), (14), and for R large,
x̂− x '{(R−1I + K′K)−1K′K− I}(x− xα)
+ (R−1I + K′K)−1K′ε . (20)
An implicit distributional assumption behind using CSS(x) is
cov(ε) = σ2εI and cov(x) = Rσ2εI, for R large. However, the
true forward-model-error process may not be homoscedastic,
and the true state of the atmosphere will not be infinitely
disperse. Hence, we consider the most general case that
cov(ε) = Sε and cov(x) = Sα, which are only assumed to
be positive-definite matrices.
From (12), the approximate MSPE matrix consists of two
terms. The first term is, for R large,{(
R−1I + K′K
)−1 K′K− I}Sα {(R−1I + K′K)−1 K′K− I} .
(21)
The second term is, for R large,(
R−1I + K′K
)−1 K′SεK (R−1I + K′K) . (22)
Now let R → ∞; then (21) converges to the zero matrix,
regardless of the value of Sα. Further, (22) converges to (19).
Adding the two terms taken to the limit as R→∞, establishes
the desired result.
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