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Povzetek
Naslov: Napovedovanje tezˇavnosti problemov v balvanskem plezanju
Avtor: Jure Repe
Ocenjevanje problemov v balvanskem plezanju je zelo pomemben del tega
sˇporta, prav tako pa je to tudi zelo zahtevna naloga, uspeh katere je odvisen
predvsem od ocenjevalcˇevih izkusˇenj in doslednosti pri ocenjevanju. Diplom-
ska naloga primerja razlicˇne predstavitve lastnosti balvanskih problemov ter
uspesˇnost metod strojnega ucˇenja pri ocenjevanju na podlagi izpeljanih atri-
butov v upanju, da so modeli, kot so model nakljucˇnih gozdov, linearne
regresije in najblizˇjih sosedov, dovolj natancˇni, da bi lahko podali smiselno
oceno za neocenjen balvanski problem.
V nalogi rezultate razdelimo na vecˇ faz, kjer v vsaki fazi dodamo prej ne-
uporabljene ali na novo izpeljane atribute ter primerjamo, kaksˇno uspesˇnost
dosezˇejo modeli z novim naborom atributov. Na koncu atribute posplosˇimo,
saj tako dobimo rezultate za nabor atributov, ki ga lahko prenesemo na ka-
tero koli plezalno steno, s cˇimer dobi diplomska naloga uporabno vrednost.
Rezultat dela so izdelani modeli strojnega ucˇenja, ki se pri napovedovanju
ocene neocenjenega balvanskega problema za poljubno plezalno steno zmotijo
za 1,69 ocene.




Title: Predicting problem difficulty in bouldering
Author: Jure Repe
Grading bouldering problems is a very important part of bouldering. It’s also
a very demanding task, the success of which is determined by the grader’s
experience and consistency when grading. This thesis compares different
approaches to encode bouldering problem properties and the accuracy of
machine learning models, such as random forest, linear regression and k
nearest neighbours, when grading bouldering problems, in hope that the
machine learning models prove to be sufficiently accurate to appropriately
grade an ungraded bouldering problem.
Results are presented in different phases. A new set of unused or newly
created features is added in each subsequent phase and the accuracy of learn-
ing is compared across different models for the selected subset of features.
Finally a subset of generic features is used, such that it can be transferred to
any climbing wall, which adds additional value to the work done in the thesis.
The end result is a set of machine learning models, which, when grading an
ungraded bouldering problem for an arbitrary climbing wall, miss the correct
prediction for 1.69th of the grade.





V sˇportnem plezanju je indikator napredka posameznega sˇportnika ocena
smeri, ki jo uspe preplezati. Zaradi vedno vecˇje priljubljenosti sˇporta in
rasti sˇtevila sˇportnoplezalnih telovadnic se pojavi problem dobrega ocenje-
vanja balvanskih problemov. Problemi so bodisi ocenjeni s previsoko oceno
bodisi s prenizko oceno, kar da plezalcu napacˇen obcˇutek glede njegovih ple-
zalnih sposobnosti. Izkazˇe se namrecˇ, da je dobro, objektivno ocenjevanje
balvanskih problemov izjemno zahtevna naloga. Od ocenjevalca zahteva ve-
liko mero doslednosti, predvsem pa vecˇletne izkusˇnje tako z ocenjevanjem
kot s plezanjem.
V ta namen se diplomska naloga ukvarja s tem ali je mozˇno na podlagi
podatkov o plezalni steni, kot so uporabljeni oprimki, naklon stene, dolzˇina
balvanskega problema itd. zgraditi model strojnega ucˇenja, ki bi znal z dovolj
visoko natancˇnostjo napovedati oceno problema za sˇe neocenjen balvanski
problem. Z dovolj natancˇnim modelom bi ocenjevalcem lahko olajˇsali delo pri
ocenjevanju, saj bi se lahko oprli na oceno, ki bi jo predlagal izdelan model.
Cilj diplomske naloge je predvsem ugotoviti, na kaksˇen nacˇin bi bilo najboljˇse
predstaviti podatke o plezalni steni in posameznem balvanskem problemu, da
bi modelu strojnega ucˇenja podali primerne atribute, na podlagi katerih bi




1.1 Pregled sorodnih del
V splosˇnem je problem, s katerim se ukvarjamo v tem diplomskem delu,
sˇe neresˇen. Posledicˇno je znanstvena oz. strokovna literatura, ki se ukvarja
s sledecˇo tematiko, zelo omejena.
Klub neraziskanosti na podrocˇju zˇe obstaja podobna obstojecˇa resˇitev, in
sicer sistem za asistenco pri postavljanju plezalnih smeri imenovan Strange
Beta. Sistem je opisan v tehnicˇnem porocˇilu [20]. Rezultat porocˇila je sistem,
ki generira plezalne smeri za potrebe plezanja na umetnih stenah. Namen
sistema je pomagati postavljavcem smeri pri postavljanju novih in zanimivih
plezalnih smeri. Avtorji sistema so se osredotocˇili predvsem na to, kako
prenesti govorico in opis smeri iz jezika plezalcev v racˇunalniku razumljiv
jezik, na podlagi katerega bo sistem lahko izdelal predloge smeri.
Poleg zgoraj omenjenega sistema se s podrocˇjem diplomske naloge ukvarja
tudi naslednje porocˇilo [12], ki so ga izdelali na Univerzi Stanford. Avtorji so
se ukvarjali prav s primerjavo razlicˇnih metod in njihovih rezultatov za na-
povedovanje ocen plezalnih smeri. Ker so uporabili enako podatkovno bazo,
ki je uporabljena v tem diplomskem delu, cˇlanek sluzˇi kot dobra primerjava
njihovih rezultatov z rezultati, pridobljenimi v okviru te diplomske naloge.
1.2 Struktura diplomskega dela
Diplomsko delo je strukturirano na sledecˇ nacˇin. Uvodu sledi poglavje 2,
kjer predstavimo podrocˇje sˇportnega plezanja. Razumevanje problemskega
podrocˇja je kljucˇnega pomena pri interpretaciji pridobljenih rezultatov. V
poglavju predstavimo kratek oris sˇporta in terminologijo, ki jo uporabljamo
v diplomskem delu. Poleg tega predstavimo tudi lastnosti umetne stene
Moonboard na katero so vezani pridobljeni podatki.
Nadalje se v poglavju 3 poglobimo v pridobljene podatke na katere se
nanasˇajo rezultati diplomske naloge. Predstavimo strukturo podatkov in
kako smo podatke pridobili. Prav tako predstavimo pomanjkljivosti v podat-
kih in na kaksˇne nacˇin smo jih dopolnili ter postopke, s katerimi smo podatke
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obdelali. V zadnjem delu poglavja predstavimo sˇe orodja in knjizˇnice, ki smo
jih uporabili med izdelavo diplomskega dela.
V naslednjem poglavju na kratko predstavimo strojno ucˇenje in metode
strojnega ucˇenja, ki smo jih uporabili. Predstavimo tudi vecˇ nacˇinov merjenja
uspesˇnosti naucˇenih modelov, kot tudi enega izmed algoritmov za ocenjevanje
kvalitete uporabljenih atributov.
V poglavju 5 so podani rezultati diplomskega dela. Predvsem se posve-
timo razlicˇni uporabi atributov in morebitnemu vplivu na uspesˇnost ucˇenja
modelov ter tocˇnost pri napovedovanju ocen balvanskih problemov. Poglavje
je razdeljeno na vecˇ delov, kjer metode, uporabljene v vsakem naslednjem
delu, nadgradijo pristop, ki smo ga uporabili v prejˇsnjem. Na ta nacˇin
prikazˇemo vse postopke in pristope s katerimi smo poizkusˇali izboljˇsati na-
tancˇnost ocenjevanja balvanskih problemov.
V zadnjem poglavju predstavimo sklepne ugotovitve v katerih povzamemo




V poglavju je predstavljenih nekaj osnovnih podatkov o sˇportnem plezanju
in o disciplinah znotraj sˇporta. Nadalje sledi predstavitev terminov, kot je
npr. ocenjevalna lestvica, in razlaga pomembnih razlik med posameznimi
nacˇini plezanja ter prostori, kjer se sˇport izvaja. Za konec je predstavljena
sˇe umetna plezalna stena Moonboard, ki je osnova za podatke uporabljene v
diplomski nalogi.
2.1 Splosˇno o sˇportu
Sˇportno plezanje je sˇport, ki je v zadnjem cˇasu v porastu, saj se zanj zanima
vedno vecˇje sˇtevilo ljudi. Gradijo se nove plezalne telovadnice, prav tako pa
se izboljˇsuje opremljenost lokalnih plezaliˇscˇ z razlicˇnimi projekti, kot je Pro-
jekt OSP [5], kar povecˇuje dostopnost sˇporta sˇirsˇim mnozˇicam. V Sloveniji
je sˇportno plezanje mocˇno zasidrano, saj imamo mnogo urejenih naravnih
plezaliˇscˇ, veliko pa je tudi uspehov tekmovalcev na tekmovanjih svetovnega
merila. Slika 2.1 prikazuje tekmovanje v balvanskem plezanju, ki se vsako
leto izvede na Kongresnem trgu v Ljubljani. Sˇportno plezanje se deli na vecˇ
tekmovalnih disciplin [19]:
Tezˇavnostno plezanje Plezalec pleza s pomocˇjo vrvi in varovalnih pri-
pomocˇkov, kot so plezalni pas in varovalni kompleti, ki skrbijo za var-
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nost plezalca pri padcu v plezalni smeri. Smeri so obicˇajno dolge pol
raztezˇaja vrvi (dolzˇina vrvi je ponavadi okrog 75 metrov). V okviru
tekmovanj se koncˇni rezultat tekmovalca dolocˇi na podlagi preplezane
viˇsine smeri.
Balvansko plezanje Plezalec balvanske probleme prepleza brez posebne
varovalne opreme, saj so balvanski problemi krajˇsi. Plezalec se na-
vadno pri plezanju varuje s pomocˇjo posebne prenosljive plezalne bla-
zine, ki je namesˇcˇena pod plezalcem ter s pomocˇjo partnerja, ki skrbi
za to, da plezalca v primeru nerodnega padca preusmeri na blazino.
Na tekmovanjih se koncˇni rezultat tekmovalca dolocˇi na podlagi sˇtevila
preplezanih balvanskih problemov.
Hitrostno plezanje Posebna vrsta sˇportnega plezanja, ki je navadno v na-
ravi ne srecˇamo in je namenjena izkljucˇno za tekmovanja. Tekmovalci
tekmujejo eden proti drugemu na standardizirani postavitvi plezalnih
oprimkov. Koncˇni rezultat tekmovalcev je dolocˇen na podlagi cˇasa, ki
ga potrebujejo, da preplezajo 15 metrov visoko tekmovalno smer.
Slika 2.1: Tekmovanje v balvanskem plezanju v Ljubljani [9].
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2.2 Sˇportnoplezalni termini
Za lazˇjo interpretacijo in razumevanje rezultatov je pomembno, da se spo-
znamo z nekaj pomembnimi termini in lastnostmi sˇportnega plezanja [14]:
Plezalna smer Navidezna pot v steni po kateri se giblje sˇportni plezalec.
Balvanski problem Navidezna pot na nizkem skalnem bloku. Enako kot
plezalna smer, vendar se uporablja drugacˇna terminologija.
Plezalni oprimki V naravnih plezaliˇscˇih so to deli skale, ki predstavljajo
mozˇnost, da jih lahko plezalec prime in se povzpne viˇsje v smeri. V
umetnih plezaliˇscˇih so to umetno izdelane izbokline, ki so privite na
plezalno steno.
Ocena smeri Za posamezno smer predstavlja najlazˇjo pot do vrha in jo
cˇim bolj objektivno poda postavljalec smeri, vendar se skozi cˇas lahko
spreminja.
Ocenjevalna lestvica Tezˇavnostna lestvica, po kateri se rangira plezalne
smeri in sposobnosti plezalca. Poznamo vecˇ razlicˇnih plezalnih lestvic.
Na sliki 2.2 so prikazane lestvice UIAA, francoska ter ameriˇska lestvica.
Umetne plezalne stene Umetno izdelane stene na katerih so priviti ple-
zalni oprimki. Uporablja se vecˇinoma za trening v zimskem obdobju in
za prirejanje tekmovanj. Poznamo nizke umetne stene in visoke umetne
stene.
Naravna plezaliˇscˇa Nizke, lahko dostopne skalne stene, ki so opremljene s
svedrovci za varovanje. Vrh smeri predstavlja sidriˇscˇe, kjer je vecˇ verig
vpetih v svedrovce in od koder se plezalec spusti navzdol po preplezani
smeri.
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Slika 2.2: Primerjava ocenjevalnih lestvic v plezanju [23].
2.3 Plezalna stena Moonboard
Plezalna stena Moonboard je standardizirana plezalna stena, ki se upora-
blja v plezalnih telovadnicah po svetu. Njen avtor je anglesˇki plezalec Ben
Moon. Stena je prikazana na sliki 2.3. Moonboard plezalna stena je visoka
3,15 metrov in sˇiroka 2,44 metra. V plezalnih telovadnicah je stena lahko
postavljena na dveh razlicˇnih nagibih, in sicer na 25o ali na 40o. Za uporabo
na plezalni steni je namenjenih vecˇ razlicˇnih naborov oprimkov, v katerih so
zajete razlicˇne oblike, ki od plezalca zahtevajo razlicˇne prijeme.
Stena je standardizirana, zato lahko enak plezalni problem brez tezˇav po-
novimo na vecˇ razlicˇnih lokacijah. V ta namen uporabimo spletni portal Mo-
onboard, kjer lahko uporabniki objavijo plezalne probleme, ki so jih sestavili
Diplomska naloga 9
Slika 2.3: Plezalna stena Moonboard [2].
in jih nato drug plezalec postavi na lastni Moonboard steni na drugi lokaciji.
Poleg objavljanja svojih plezalnih problemov lahko uporabniki tudi ocenju-
jejo plezalne probleme drugih uporabnikov, kar dobro izoblikuje tezˇavnostne
ocene balvanskih problemov in zagotavlja cˇim bolj objektivno koncˇno oceno




V poglavju so predstavljene znacˇilnosti pridobljene podatkovne mnozˇice,
zacˇensˇi s predstavitvijo same podatkovne mnozˇice Moonboard, v nadaljeva-
nju pa z opisom postopkov, s katerimi smo dopolnili manjkajocˇe podatke
oz. popravili napake v podatkih. Nato sledi predstavitev atributov, ki
so izpeljani iz osnovnih podatkov z namenom, da bi izboljˇsali ucˇinkovitost
ucˇenja modelov strojnega ucˇenja v primerjavi s postopkom, ki je uporabljen
v porocˇilu [12]. Na koncu so predstavljena orodja, ki smo jih uporabili pri
izdelavi diplomske naloge.
3.1 Podatkovna mnozˇica
Podatki, uporabljeni v diplomskem delu, so zbirka plezalnih problemov iz
prej omenjenega portala Moonboard. Portal vsebuje preko 40 000 razlicˇnih
plezalnih problemov, ki so sestavljeni iz dveh naborov oprimkov, in sicer
Moonboard 2016 ter Moonboard Masters 2017. Iz portala so pridobljeni s
pomocˇjo skripte za ekstrakcijo podatkov iz spleta, katere avtor je Peter Sat-
terthwaite. Za potrebe diplomskega dela je bilo skripto potrebno popraviti
in prilagoditi, predvsem zaradi uporabljenih knjizˇnic, ki so se s cˇasom neko-
liko spremenile. Prilagojena skripta se sprehodi skozi objavljene probleme
na portalu in vsak problem shrani v JSON obliki v tekstovno datoteko.
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Za potrebe ucˇenja v okviru diplomskega dela smo iz portala Moonboard
pridobili 16 922 balvanskih problemov z naborom oprimkov Moonboard Ma-
sters 2017 (vseh mozˇnih problemov iz tega nabora je 23 702 [13. 7. 2019]).
Posamezen plezalni problem je v JSON objektu opisan s sledecˇimi po-
datki:
Osnovni podatki o problemu Ime, naklon in ocena problema, prav tako
tudi ime avtorja problema.
Seznam oprimkov Vsi oprimki, ki so uporabljeni v posameznem plezal-
nem problemu, oznacˇeni z imenom oprimka in s podatkom o tem ali je
oprimek zacˇetni ali koncˇni.
Lokacije oprimkov Za posamezen oprimek izvemo x in y koordinato na
steni, kot tudi kam je oprimek usmerjen in katerega tipa je (koncˇni,
zacˇetni, vmesni). Tip oprimka je dodatno tudi oznacˇen z barvo (zelena
– zacˇetni, modra – vmesni, rdecˇa – koncˇni).
3.2 Dopolnjevanje podatkov
Pridobljeni podatki o posameznih problemih, ki so opisani v JSON objektu,
bi zadosˇcˇali za ucˇenje modelov, vendar pa smo za boljˇse rezultate podatke
dopolnili oz. popravili na sledecˇ nacˇin. Med podatki je zavedena usmerjenost
oprimka, vendar pa smo pri urejanju podatkov opazili, da prihaja do napake,
saj so vsi oprimki imeli usmerjenost N (sever). Vseh mozˇnih usmeritev je
osem, in sicer N, NE, E, SE, S, SW, W, NW (anglesˇke kratice za smeri
neba). Ker je na Moonboard platformi dostopna tudi tabela vseh usmeritev
oprimkov, popravljanje podatkov ni bilo zahtevno.
Tabela usmeritev je dostopna v formatu PDF. Za branje podatkov iz ta-
bele smo uporabili program Pdfminer.six, ki je dostopen na platformi GitHub
[22]. Z njim smo datoteko PDF pretvorili v tekstovno datoteko. Nato smo
popravili obstojecˇe podatke in vsakemu oprimku v vseh shranjenih proble-
mih dodelili pravilno usmeritev. Podatke o usmeritvi smo kasneje uporabili
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za izdelavo porazdelitve oprimkov glede na usmeritev znotraj posameznega
balvanskega problema.
Poleg usmeritve oprimkov je bilo potrebno podatkom o oprimkih dodati
tudi podatek o barvi, ki ji pripada dolocˇen oprimek. Za dolocˇitev barve smo
uporabili enako datoteko in postopek obdelave kot pri dodajanju usmeri-
tve. Kasneje smo podatke o pripadnosti oprimkov dolocˇeni barvi uporabili
za dolocˇevanje porazdelitve oprimkov glede na barvo znotraj posameznega
balvanskega problema.
Ocena smeri
Ocena smeri predstavlja nasˇo odvisno oz. ciljno spremenljivko, torej tisto
spremenljivko, katere vrednost zˇelimo napovedati s pomocˇjo modelov stroj-
nega ucˇenja. Ocena smeri je v podatkih, ki smo jih pridobili iz spleta, pred-
stavljena kot alfanumericˇni niz znakov. Sˇtevilo razlicˇnih ocen, ki se pojavijo
v podatkih je 17. Cˇe bi uporabili pridobljene vrednosti, bi se soocˇili s kla-
sifikacijskim problemom, saj bi bila ciljna spremenljivka diskretna vrednost,
ki bi predstavljala razred v katerega bi nato razvrstili ocene. Z namenom,
da bi se ukvarjali z regresijskim problemom smo diskretno vrednost ocene
pretvorili v zvezno.
Cˇe si dobro ogledamo obstojecˇe ocene v tabeli 3.1 opazimo, da je znotraj
posameznega intervala sˇtevilk, na primer med 7 in 8, sˇest razlicˇnih mozˇnih
ocen. Na podlagi te ugotovitve lahko ocene znotraj enega intervala razdelimo
na sˇest enakih delov in tako diskretne vrednosti pretvorimo v zvezne.
3.3 Obdelava podatkov
Kot smo zˇe omenili, so bili podatki o posameznih problemih shranjeni v JSON
objektih. Za uporabo pri ucˇenju modelov strojnega ucˇenja smo podatke
obdelali na vecˇ razlicˇnih nacˇinov. Cilj je bil, da bi podatke nekako razbili
na vecˇ razlicˇnih tabel, pri cˇemer bi vsaka vsebovala razlicˇne atribute, tako
da bi lahko pri evalvaciji rezultatov jasno videli, kako je potekal postopek
14 Jure Repe


















Tabela 3.1: Diskretne vrednosti in pripadajocˇe zvezne vrednosti ocen.
izboljˇsevanja natancˇnosti skozi dodajanje, dodatno obdelavo in zdruzˇevanje
zˇe obstojecˇih atributov.
Poleg cˇim viˇsje natancˇnosti smo si zˇeleli tudi, da bi imeli cˇim vecˇ takih
atributov, ki so prenosljivi na drugacˇne plezalne stene. Specificˇnost atribu-
tov, kot so oprimki uporabljeni na tej steni, je problematicˇna, ker ne moremo
dobiti nobene dodane vrednosti v smislu splosˇnosti rezultatov in prenoslji-
vosti na nove plezalne stene in nove podatkovne mnozˇice. Prizadevali smo
si, da bi pridobili cˇim vecˇ atributov, ki balvanski problem opiˇsejo na splosˇen
nacˇin. V poglavju je predstavljenih vecˇ takih atributov, za zacˇetek pa kot
primer podajmo naklon plezalne stene.
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3.3.1 Preprosti atributi
V prvem koraku smo balvanske probleme opisali dokaj enostavno. Za vsak
balvanski problem smo zabelezˇili, kateri izmed mnozˇice mozˇnih oprimkov so
bili uporabljeni v tem problemu in jih oznacˇili z vrednostjo 1. Vsi ostali
oprimki, ki niso bili uporabljeni, so dobili vrednost 0. Na ta nacˇin smo
sestavili tabelo z 198 atributi (kolikor je vseh mozˇnih oprimkov) ter z eno
ciljno spremenljivko, in sicer oceno smeri. Dodali smo tudi atribut ID, ki
pove zaporedno sˇtevilko posameznega problema. Taka predstavitev plezalnih
problemov je bila uporabljena tudi v porocˇilu [12] in v poglavju o rezultatih
sluzˇi za primerjavo z rezultati tega diplomskega dela.
Naklon problema
Da bi stopili sˇe korak dlje, smo poleg uporabljenih oprimkov dodali tudi
atribut oz. informacijo o naklonu smeri. Vsi balvanski problemi so razdeljeni
na dva naklona, in sicer 25o in 40o stopinj.
Sˇtevilo oprimkov in dolzˇina
Na tezˇavnost smeri lahko vpliva tudi sˇtevilo oprimkov, tako vseh skupaj, kot
tudi zacˇetnih in koncˇnih. Praviloma je koncˇni oprimek en sam, vendar pa
se v podatkovni mnozˇici pojavljajo tudi primeri, ko sta koncˇna oprimka dva.
Informacijo o sˇtevilu koncˇnih in zacˇetnih oprimkov smo vsako zakodirali v
svoj atribut.
Prav tako smo v svoj atribut zakodirali viˇsino smeri, torej razdaljo med
zacˇetnim in koncˇnim oprimkom, kot tudi sˇtevilo vseh oprimkov, ki se pojavijo
v smeri.
3.3.2 Kompleksnejˇsi atributi
Podatek o uporabljenem oprimku sam po sebi pove o tezˇavnosti zelo malo.
Veliko bolj je pomembno na primer zaporedje, v katerem si oprimki sledijo
ali pa kateri oprimki so zacˇetni in kateri koncˇni. V ta namen smo nadaljevali
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z izdelavo nove tabele, kjer smo predstavitev oprimkov nadgradili na vecˇ
nacˇinov.
Najbolj preprosta nadgradnja je razlikovanje med zacˇetnimi, vmesnimi in
koncˇnimi oprimki. Tako smo te oprimke locˇili med seboj. Zacˇetni oprimki
so v tabeli oznacˇeni z vrednostjo 1, vmesni oprimki z vrednostjo 2 in koncˇni
oprimki z vrednostjo 3. Bolj kompleksna nadgradnja, za katero predposta-
vljamo, da prinasˇa boljˇse rezultate ucˇenja, pa je osˇtevilcˇevanje zaporedja
oprimkov v smeri.
Izracˇun zaporedja oprimkov
Za izracˇun zaporedja oprimkov uporabimo dva razlicˇna pristopa. Oba pri-
stopa se opirata na izracˇun naslednjega najblizˇjega oprimka na plezalni steni,
vendar pa je kriterij za izbiro nekoliko drugacˇen. Prvi pristop temelji na ev-
klidski razdalji med tocˇkama. Ker poznamo lokacije oprimkov, ki so opi-
sane s koordinatami x in y, lahko vsak oprimek predstavimo kot tocˇko
na steni, kjer koordinate natancˇno dolocˇijo pozicijo posameznega oprimka.
Oprimki tako niso nicˇ drugega kot tocˇke v prostoru, predstavimo jih lahko
kot O1, O2, ..., On, kjer je On = (xn, yn). Na tak nacˇin lahko za vsak oprimek
izracˇunamo naslednjika preprosto kot tisti oprimek, do katerega je razdalja
d(O1, O2) =
√
(x2 − x1)2 + (y2 − y1)2 (3.1)
najkrajˇsa.
Drug pristop, ki smo ga uporabili, temelji na leksikografskem urejanju
oznak oprimkov. Vsi oprimki v steni imajo pozicijo, ki je oznacˇena z alfa-
numericˇno oznako. Stena je razdeljena na vrstice in stolpce, pri cˇemer so
vrstice oznacˇene s sˇtevilkami 1, 2, ..., 18 in stolpci s cˇrkami A,B, ...,K. Po-
samezna oznaka pozicije oprimka vsebuje najprej cˇrko in nato sˇtevilko, npr.
A1, B13, F2. Zaradi tega lahko oprimke znotraj posamezne vrstice uredimo
leksikografsko od leve proti desni. Razporeditev vrstic in stolpcev je prika-
zana na sliki 3.1. Cˇe predpostavimo, da so zacˇetni oprimki, glede na pozicijo
ostalih, locirani najnizˇje na steni in da plezalec naslednji oprimek prime ve-
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Slika 3.1: Predstavitev plezalne stene na portalu Moonboard [3].
dno v enaki vrstici kot je, cˇe je to mozˇno, ali v naslednji najblizˇji viˇsji vrstici,
nikoli pa ne v nizˇji kot je, lahko zaporedje oprimkov sestavimo kot zaporedje
posameznih vrstic in stolpcev od leve proti desni.
Razdalja med oprimki
Ker smo izracˇunali zaporedje oprimkov je smiselno, da izracˇunamo tudi pov-
precˇno razdaljo med posameznimi pari oprimkov. Smiselno je predpostaviti,
da vecˇja razdalja med posameznimi oprimki pomeni tezˇjo smer, saj mora
plezalec porabiti vecˇ mocˇi, da lahko dosezˇe naslednji oprimek. To velja sˇe
posebej takrat, ko so oprimki majhni in jih je tezˇje prijeti, vendar te infor-
macije zˇal iz podatkov ne moremo pridobiti na enostaven nacˇin.
Povprecˇno razdaljo med oprimki smo izracˇunali posebej za zaporedje
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oprimkov, urejeno leksikografsko, kot tudi za zaporedje oprimkov, urejeno
glede na evklidsko razdaljo.
Smer in barva oprimkov
Oprimki v balvanskem problemu imajo dolocˇene smeri, v katere so obrnjeni.
Te smeri so oznacˇene s smermi neba, in sicer N, NE, E, SE, S, SW, W,
NW. Zanima nas predvsem koliksˇen delezˇ oprimkov znotraj posamezne smeri
je obrnjenih v isto smer, saj bi to lahko pripomoglo k iskanju tezˇavnosti
smeri. Praviloma bi moral biti balvanski problem tezˇji, cˇe je vecˇina oprimkov
obrnjenih v eno smer. S tem razlogom smo izdelali vecˇ atributov, ki povedo,
koliko oprimkov znotraj problema je obrnjenih v posamezno smer.
Poleg usmerjenosti oprimkov v balvanskem problemu imamo podatek tudi
o barvni skupini. Znotraj podatkovne mnozˇice Moonboard obstaja 5 barvnih
skupin, in sicer rdecˇa, cˇrna, rumena, bela in barva lesa. Ker se oprimki
znotraj barv ne razlikujejo zelo po obliki (oprimki rumene barve so praviloma
manjˇsi od ostalih), se zdi smiselno, da informacijo o razdeljenosti oprimkov
med barve znotraj enega balvanskega problema shranimo v svoje atribute.
Pri predstavitvi rezultatov bomo videli ali informacije o razdeljenosti
oprimkov med barve in usmerjenost dejansko pripomorejo k enostavnejˇsem
ucˇenju in doseganju rezultatov modelov strojnega ucˇenja.
Povprecˇne koordinate x, y in odklon
Med atribute smo dodali tudi povprecˇno x in y koordinato ter standardni
odklon koordinate x. Povprecˇna vrednost x nam pove predvsem to, po ka-
teri strani stene poteka plezalna smer. Iz povprecˇne vrednosti y lahko sicer
izvemo bolj malo, saj je razlogov za dolocˇeno vrednost povprecˇja lahko vecˇ,
npr. da ima smer zacˇetne oprimke zelo visoko ali da je smer daljˇsa. Najvecˇ
pravzaprav izvemo iz standardnega odklona kooridante x. Glede na vredno-
sti standardnega odklona lahko ugotovimo, kako razgibana je smer glede na
koordinato x, torej kako so oprimki posejani po plezalni smeri. Velik stan-
dardni odklon nam pove na primer, da je vecˇ oprimkov lahko posejanih blizu
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drug drugemu, prisotni pa so posamezni skrajni primeri, ko je nek oprimek
zelo oddaljen od preostalih. Med atribute nismo umestili standardnega od-
klona y, ki nam pove, kako so oprimki posejani po vertikalni osi v smeri. Ker
vsi plezalni problemi potekajo navzgor, smo predpostavili, da iz standar-
dnega odklona y ne bomo dobili zadostne informacije, s katero bi doprinesli
k locˇevanju med posameznimi plezalnimi problemi glede na oceno problema.
Pari oprimkov v smeri
Zadnja skupina atributov, ki so uporabljeni za ucˇenje, so atributi, ki se
nanasˇajo na relacijo med posameznimi pari. Torej v kaksˇni relaciji sta prvi
in drugi oprimek, v kaksˇni drugi in tretji itd. Zdi se smiselno predpostaviti
da odnos, v katerem sta dva oprimka, prinasˇa najvecˇ uporabne informacije
za ucˇenje modelov.
Prvi problem s katerim se soocˇimo je dejstvo, da sˇtevilo parov ni vedno
enako za vse balvanske probleme. Zato razdelimo podatkovno mnozˇico na
vecˇ podmnozˇic, v nasˇem primeru na 5, in sicer se ukvarjamo z balvanskimi
problemi, ki so dolgi 6 do 10 oprimkov. S tem zajamemo vecˇino balvanskih
problemov, kot je prikazano na sliki 3.2. Vsako podatkovno mnozˇico nato
obdelamo locˇeno za sˇtevilo parov, ki so v celotni mnozˇici enaki.
Za vsak par v balvanskem problemu zakodiramo informacijo o tem ali
znotraj para pride do menjave barve. Vsaki barvi dolocˇimo pripadajocˇo
sˇtevilko (rumena – 1, bela – 2, cˇrna – 3, rdecˇa – 4, barva lesa – 5), z 0 pa
oznacˇimo, da ni priˇslo do spremembe. Enako naredimo tudi za smeri v katere
so obrnjeni oprimki, le da tu uporabimo sˇtevilke od 1 do 8, saj imamo 8 smeri
neba. Poleg sprememb v smeri in barvi, za vsak par izracˇunami sˇe razdaljo
med obema oprimkoma v paru, seveda tako za leksikografsko ureditev, kot
tudi za ureditev, ki temelji na evklidski razdalji.
20 Jure Repe
Slika 3.2: Porazdelitev balvanskih problemov glede na sˇtevilo oprimkov v
problemu.
3.4 Uporabljena orodja
Diplomska naloga je bila izdelana s pomocˇjo odprtokodnih programskih oro-
dij in knjizˇnic za ekstrakcijo podatkov iz spleta, obdelavo teh podatkov in
izdelavo modelov strojnega ucˇenja ter vizualizacijo podatkovne mnozˇice in
koncˇnih rezultatov. V poglavju sledi kratka predstavitev uporabljenih orodij.
Python
V okviru diplomske naloge je bilo potrebno obdelati veliko sˇtevilo podatkov,
programski jezik Python pa je za to sˇe posebej primeren, saj imamo na
razpolago mnogo knjizˇnic, ki so primerne za to, kot sta pandas in numpy.
Poleg obdelave podatkov smo s pomocˇjo Pythona in pripadajocˇih knjizˇnic
pridobili podatkovno mnozˇico iz portala Moonboard [6].
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Beautiful-soup
Beautiful-soup je knjizˇnica, ki omogocˇa ekstrakcijo HTML in XML datotek
iz spletnih strani. S pomocˇjo knjizˇnice z lahkoto iˇscˇemo po HTML stukturi
spletne strani in pridobimo zˇeljene podatke. S pomocˇjo knjizˇice smo pridobili
celotno podatkovno zbirko, ki je bila obdelana za potrebe ucˇenja v okviru
diplomske naloge [1].
Selenium
Selenium je zbirka orodij za avtomatizacijo spletnih brskalnikov. Potrebovali
smo jo predvsem zato, ker smo s pomocˇjo knjizˇnice lahko avtomatsko sledili
povezavam na spletni strani in iz njih pridobili podatke z zgoraj omenjeno
knjizˇnico, prav tako pa je Selenium omogocˇal avtomatsko avtentikacijo na
spletnem portalu. Selenium sam sicer ni napisan za Python, vendar lahko
funkcionalnosti znotraj Pythona uporabljamo preko dostopnega API vme-
snika [8].
Pandas
Pandas je knjizˇnica, ki omogocˇa preprosto delo s podatki in podatkovnimi
tabelami. S tem namenom smo jo uporabili tudi v diplomski nalogi, in sicer
tako, da smo plezalne probleme shranili v podatkovno strukturo DataFrame,
kjer vsaka vrstica predstavlja posamezen balvanski problem, stolpci pa pred-
stavljajo atribute in ciljne spremenljivke [4].
Seaborn
Seaborn je knjizˇnica za vizualizacijo podatkov. Omogocˇa preprost visokoni-




Orodje za ekstrakcijo informacij iz PDF datotek. Orodje je napisano s
pomocˇjo programskega jezika Python, uporabili smo ga za ekstrakcijo in-
formacij o usmeritvi in barvi posameznih tipov oprimkov iz PDF datoteke,
ki smo jo pridobili na spletnem portalu Moonboard [22].
Orange
Orange [10] je odprtokodno orodje za podatkovno rudarjenje in strojno ucˇenje.
Razvili so ga v Laboratoriju za bioinformatiko na Fakulteti za racˇunalniˇstvo
in informatiko Univerze v Ljubljani. S pomocˇjo orodja lahko na preprost
nacˇin uporabimo metode podatkovnega rudarjenja in modele strojnega ucˇenja
za doseganje cilja diplomske naloge. Delovni tok orodja Orange je prikazan
na sliki 3.3. Omogocˇa t.i. vizualno programiranje, kjer obstojecˇe modele in
funkcije s pomocˇjo graficˇnega vmesnika povezˇemo med sabo in nad nasˇimi
podatki izvedemo zˇeljene operacije. Rezultate lahko nato vizualiziramo s kar
nekaj razlicˇnimi vizualizacijami, ki so vkljucˇene v orodju.
Slika 3.3: Delovni tok ucˇenja modelov v orodju Orange.
Poglavje 4
Metode strojnega ucˇenja
V poglavju so predstavljeni osnovni pojmi strojnega ucˇenja ter metode, ki
smo jih uporabili za strojno ucˇenje v diplomskem delu, proti koncu poglavja
pa so predstavljeni tudi nacˇini, s katerimi ocenimo ucˇinkovitost naucˇenih
modelov ter kvaliteto uporabljenih atributov.
4.1 Strojno ucˇenje
Strojno ucˇenje je podrocˇje racˇunalniˇstva, ki spada pod sˇirsˇe podrocˇje umetne
inteligence [15]. Prisotno je v sˇtevilnih razlicˇnih industrijah, kot je na primer
medicina, ekonomija, avtomobilizem. Uporablja se predvsem za analizo po-
datkov in odkrivanje vzorcev ter zakonitosti v teh podatkih. Temeljna ideja
je ta, da algoritmi strojnega ucˇenja na podlagi vhodnih podatkov avtomatsko
opiˇsejo pojave, ki se pojavljajo v podatkih in na ta nacˇin izdelajo modele.
Izdelava modelov in ucˇenje potekata avtomatsko, zato se modeli skozi cˇas
izvajanja praviloma izboljˇsujejo sami od sebe. Naucˇeni modeli se nato lahko
uporabijo za napovedovanje in diagnostiko novih, sˇe ne videnih primerov.
Sama uspesˇnost ucˇenja je odvisna od vecˇ dejavnikov, tako od kvalitete
podatkov, kot tudi od zastavitve problema, ki ga zˇelimo resˇiti. Zato je po-
membno, da pred samim ucˇenjem podatke dobro precˇistimo in pripravimo
na strukturiran nacˇin, ki bo podatke predstavil na cˇim bolj relevanten nacˇin.
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Za cˇiˇscˇenje in pripravo podatkov poznamo vecˇ metod, od diskretizacije do
odstranjevanja manjkajocˇih vrednosti itd.
Katero metodo strojnega ucˇenja izberemo je odvisno predvsem od tipa
problema s katerim se soocˇamo. V nadaljevanju je na kratko predstavljena
klasifikacija, nato pa sledi bolj podrobna predstavitev regresije.
Ko izberemo primerno metodo strojnega ucˇenja glede na nasˇ problem,
moramo pred ucˇenjem podatkovno mnozˇico razdeliti na ucˇno in testno. Na-
men tega je, da preprecˇimo prekomerno prileganje mnozˇici (angl. over fit-
ting). V primeru da podatkovne mnozˇice ne bi locˇili na dva razlicˇna dela, bi
model ucˇili in testirali na enakih podatkih, kar bi pomenilo, da bi za vsak
testni primer model zˇe poznal pravilni odgovor. Cˇe pa ucˇenje locˇimo na
dve razlicˇni mnozˇici, model testiramo s testnimi primeri, ki so sˇe neznani in
tako dobimo cˇim bolj nepristranske rezultate, ki odrazˇajo dejansko uspesˇnost
ucˇenja.
Za oceno uspesˇnosti ucˇenja poznamo vecˇ razlicˇnih mer. Katero mero
izberemo je zopet odvisno od metode strojnega ucˇenja, ki smo jo uporabili za
modeliranje problema. Enako velja tudi za algoritme ocenjevanja atributov,
s katerimi dolocˇimo pomembnost atributov, ki jih uporabimo za ucˇenje.
4.2 Klasifikacija
Pri klasifikaciji je namen klasifikatorja to, da za nek problem, ki je opisan z
atributi, dolocˇi, v katerega izmed koncˇnih mozˇnih razredov spada. Atributi
so lahko bodisi neodvisne zvezne bodisi diskretne spremenljivke, ki opisujejo
pomembne lastnosti problema, medtem ko je razred vedno odvisna diskretna
spremenljivka. Vrednost razreda oz. ciljne spremenljivke se dolocˇi na podlagi
vrednosti atributov.
Poznamo vecˇ razlicˇnih klasifikatorjev, kot na primer odlocˇitvena drevesa,
naivni Bayesov klasifikator, logisticˇna regresija in klasifikator najbliˇzjih sose-
dov. Kot nam pove zˇe ime, klasifikator uporabimo pri klasifikacijskih proble-
mih. Nekatere klasifikatorje, kot je na primer klasifikator najbliˇzjih sosedov,
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lahko z nekaj spremembami prenesemo in uporabimo tudi za resˇevanje re-
gresijskih problemov.
Pri ocenjevanje uspesˇnosti ucˇenja za klasifikacijske probleme nas zanima
predvsem, kako uspesˇna bo klasifikacija novih problemov z zgrajenim mo-
delom. Za ta namen lahko uporabimo mere, kot so klasifikacijska tocˇnost,
tabela napacˇnih klasifikacij, Brierjeva mera in cena napacˇne klasifikacije [15].
4.3 Regresija
Regresija je, podobno kot klasifikacija, metoda strojnega ucˇenja, pri kateri
regresor (prediktor) dolocˇi vrednost odvisni spremenljivki na podlagi vredno-
sti neodvisnih atributov, vendar pa v nasprotju s klasifikacijo regresor dolocˇi
vrednost, ki ni diskretna, temvecˇ zvezna. Tako kot poznamo vecˇ razlicˇnih
klasifikatorjev, poznamo tudi vecˇ razlicˇnih regresijskih prediktorjev, ki jih
locˇimo glede na to, kako predstavijo regresijsko funkcijo, na podlagi katere
regresor preslika prostor atributov v napovedano vrednost. Pogosto upora-
bljeni regresorji so linearna regresija, regresijska drevesa, metoda podpornih
vektorjev (SVM), lokalno utezˇena regresija in umetne nevronske mrezˇe.
V diplomski nalogi smo si zastavili regresijski problem. Napovedujemo
namrecˇ oceno tezˇavnosti plezalne smeri. Ocene tezˇavnosti so bile v osnovi
sicer zapisane kot diskretni razredi, vendar smo jih preslikali v zvezne vredno-
sti, kot smo opisali v poglavju 3.2. V nadaljnih podpoglavjih je podrobno
opisano, katere regresijske prediktorje smo uporabili za izdelavo modelov
strojnega ucˇenja ter katere mere uspesˇnosti smo uporabili za ocenjevanje
njihove uspesˇnosti [15].
4.3.1 Linearna regresija
Linearna regresija temelji na predpostavki, da obstaja linearna relacja med
odvisno regresijsko spremenljivko in atributi, ki opisujejo nasˇ problem. Po-
membno je, da vse atribute pripravimo tako, da so zvezni. Nato moramo
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dolocˇiti ustrezne koeficiente linearne funkcije, ki minimizirajo vsoto kvadra-
tov napak regresijske spremenljivke [15].
Linearna funkcija je definirana kot
f = w0 + w1 ∗ u1 + w2 ∗ u2 + ...+ wn ∗ un, (4.1)
pri cˇemer so w0, w1, w2, ..., wn koeficienti linearne funkcije in u1, u2, ..., un na-
bor vrednosti atributov. S cˇim manjˇso vsoto kvadratov napak dosezˇemo
cˇimboljˇse prileganje regresijske premice ucˇnim podatkom. Cˇe se ukvarjamo
z nelinearnimi problemi moramo to resˇevati na tak nacˇin, da namesto ene
linearne funkcije uporabimo vecˇ linearnih funkcij, ki jih moramo zlepiti sku-
paj ali pa moramo poleg linearne funkcije uporabiti tudi funkcije, ki so po
naravi nelinearne, kot sta npr. kvadratna in polinomska funkcija [15].
4.3.2 Metoda najblizˇjih sosedov
Metoda najblizˇjih sosedov (angl. k-nearest neighbours or k-NN ) temelji na
neki metriki, ki si jo izberemo vnaprej. Primer take metrike je Manhattan-
ska razdalja1, pogosteje se uporablja Evklidska razdalja2. Nato na podlagi
izbrane metrike ugotavljamo podobnost primerov glede na atribute. Pri re-
gresijskem problemu za posamezen primer poiˇscˇemo k najblizˇjih sosedov, ki
so primeru najblizˇji glede na izbrano metriko [24]. Vrednost odvisne spre-
menljivke qx za nov primer napovemo iz povprecˇne vrednosti odvisnih spre-







Cˇe hocˇemo izboljˇsati rezultate, lahko poleg metrike dolocˇimo tudi utezˇi, na
podlagi katerih bolj pomembni atributi na razdaljo do sosedov vplivajo bolj
kot manj pomembni [15]. Primer izbire vrednosti odvisne spremenljivke za
vrednost k = 3 je prikazan na sliki 4.1.
1 d(A,B) = |x2 − x1|+ |y2 − y1|
2 d(A,B) =
√
(x2 − x1)2 + (y2 − y1)2, kjer sta A in B tocˇki s koordinatama (x, y)
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Slika 4.1: Dolocˇanje vrednosti odvisne spremenljivke za nov primer (k = 3).
4.3.3 Nakljucˇni gozdovi
Metoda nakljucˇnih gozdov temelji na metodi odlocˇitvenih oz. regresijskih
dreves. Regresijska oz. odlocˇitvena drevesa so metoda, pri kateri z algorit-
mom za gradnjo dreves sestavimo drevesno strukturo, kjer v posamezna vo-
zliˇscˇa umestimo atribute. Primer drevesa je predstavljen na sliki 4.2. Nadalje
bomo govorili le sˇe o regresijskih drevesih, saj imamo opravka z regresijskim
problemom.
Slika 4.2: Primer odlocˇitvenega drevesa za problem ali bo padal dezˇ.
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Znotraj vozliˇscˇ imamo posamezne atribute, povezave med razlicˇnimi vo-
zliˇscˇi pa nosijo vrednosti atributov na podlagi katerih se odlocˇimo v katero
smer bomo potovali po drevesu. V listih drevesne strukture se nahaja zve-
zna funkcija, na podlagi katere se izracˇuna rezultat oz. napovedana vrednost
odvisne spremenljivke. Pogosto se za zvezno funkcijo uporabi kar linearna
regresija [15].
Namen metode nakljucˇnih gozdov je, da izboljˇsa rezultate, ki bi jih pri-
dobili z regresijskimi drevesi. Pojem nakljucˇnih gozdov pride v posˇtev v
postopku, s katerim pridemo do napovedi vrednosti odvisne spremenljivke.
Algoritem poteka namrecˇ na tak nacˇin, da generiramo zaporedje vecˇih re-
gresijskih dreves, pri cˇemer izberemo najboljˇsi atribut za posamezno vozliˇscˇe
drevesa povsem nakljucˇno izmed majhne mnozˇice mozˇnih kandidatov.
Slika 4.3: Primer delovanja algoritma nakljucˇnih gozdov.
Vsakemu izmed generiranih dreves damo na voljo zgolj en glas za na-
povedano vrednost odvisne spremenljivke. Da dobimo dejansko napoved,
agregiramo glasove vseh dreves. Za koncˇno napovedano vrednost odvisne
spremenljivke pri regresiji vzamemo povprecˇno vrednost izmed vseh napove-
danih [16]. Poenostavljen postopek je prikazan na sliki 4.3.
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Metoda nakljucˇnih dreves dosega odlicˇne rezultate, saj zmanjˇsuje vari-
anco drevesnih algoritmov, ki je vzrok prekomernega prileganja [11].
4.4 Merjenje uspesˇnosti
Z merjenjem uspesˇnosti zˇelimo ugotoviti, kako dobro se je nasˇ model naucˇil in
kako se obnese pri napovedovanju za primere, ki so prej neznani. Uspesˇnost
merimo z razlicˇnimi merami uspesˇnosti. V nadaljevanju opiˇsemo mere, ki
smo jih uporabili za analizo uspesˇnosti uporabljenih regresijskih modelov
[15].
4.4.1 MSE








in nam pove za koliksˇen kvadrat napovedana vrednost fˆ(i) odstopa od de-
janske vrednosti f(i). Pozitivna lastnost MSE je, da bolj kot je veliko od-
stopanje posamezne napovedane vrednosti od dejanske, vecˇjo kazen pripiˇse
takemu primeru.
4.4.2 RMSE










in je pravzaprav korenjena vrednost MSE.
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4.4.3 MAE








in nam pove za koliksˇno povprecˇno absolutno razliko napovedana vrednost
fˆ(i) odstopa od dejanske vrednostji f(i). V nasprotju z MSE, MAE ne
pozna razlik glede na velikost odstopanja, tako da je kazen, ki jo MAE dodeli
napovedani vrednosti enaka za vse vrednosti, ne glede na velikost odstopanja.
4.4.4 R2






ter nam pove delezˇ variance odvisne spremenljivke, ki je pojasnjena z ne-
odvisnimi spremenljivkami [18]. Oznacˇimo napovedano vrednost z fi ter










(γ − γ¯)2. (4.8)
definira varianco neodvisne spremenljivke [17].
4.5 Pomembnost atributov
Znotraj mnozˇice atributov, ki so nam na voljo pri ucˇenju modelov strojnega
ucˇenja, pogosto zˇelimo vedeti, kateri atributi so najbolj pomembni. Za to
lahko uporabimo mnozˇico metod in algoritmov, ki povedo, koliko informacij
imajo posamezni atributi.
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Algoritmi so glede na tip problema seveda razlicˇni, pri klasifikacijskih
problemih pogosto srecˇamo metode, kot so informacijski prispevek, razdalja
dogodkod, Gini-indeks in ReliefF. Ko imamo opravka z regresijskimi pro-
blemi, lahko posezˇemo po metodah, kot so mera najkrajˇsega opisa v regresiji
(se uporablja tudi v klasifikaciji) in RReliefF [15]. V diplomski nalogi je
za ugotavljanje pomembnosti atributov uporabljen algoritem RReliefF, ki je
pravzaprav razlicˇica algoritma ReliefF, prirejena za uporabo v regresiji [21].
4.5.1 Regresijski ReliefF
ReliefF je osnovan na algoritmu Relief, ki se uporablja za klasifikacijske pro-
bleme. Izracˇun pomembnosti atributov je osnovan na razliki med najblizˇjima
sosedoma primerov.
V podatkovni mnozˇici, kjer imamo k primerov z n atributi, ki pripadajo
enemu izmed dveh razredov, izberemo nakljucˇen primer Rk. Za izbran primer
Rk algoritem poiˇscˇe dva primerka, ki sta najblizˇje trenutnemu. Eden izmed
primerkov je iz istega razreda, imenovan najbliˇzji zadetek H, drugi pa iz na-
sprotnega razreda, imenovan najbliˇzja zgresˇitev M. Ocena kvalitete atributa
W[A] se spreminja glede na vrednosti H in M.
Definirajmo funkcijo diff, ki izvede primerjavo vrednosti za atribut A med
dvema ralicˇnima primeroma I1 in I2
diff(A, I1, I2) =
0; vrednost(A, I1) = vrednost(A, I2)1;
za nominalne atribute in
diff(A, I1, I2) =
|vrednost(A, I1)− vrednost(A, I2)|
max(A)−min(A) (4.9)
za numericˇne atribute. Vrednost(A, I1) predstavlja vrednost atributa A za
primer In [13, 21].
Cˇe imata primera Rk in H razlicˇno vrednost atributa A, se ocena kvalitete
zmanjˇsa, kar je v formuli predstavljeno z
− diff(A,Rk, H) . (4.10)
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Razlog za to je namrecˇ, da razlicˇna vrednost atributa A znotraj razreda,
ki mu pripadata Rk in H, ni zazˇeljena lastnost, saj locˇuje dva primera pri-
padajocˇa istemu razredu. V nasprotnem primeru pa je razlika v vrednosti
atributa A za primera, ki ne spadata v isti razred, Rk inM , zazˇeljena lastnost,
saj locˇuje primera razlicˇnih razredov. Ocena kvalitete W[A] za atribut A se
v tem primeru povecˇa, v formuli pa je to predstavljeno kot
diff(A,Rk,M) . (4.11)
Spreminjanje ocene kvalitete W[A] za atribut A tako zapiˇsemo s formulo
W [A] = W [A]− diff(A,Rk, H)/m+ diff(A,Rk,M)/m , (4.12)
kjer je m sˇtevilo ponovitev algoritma, ki jih dolocˇimo [21].
Relief sicer prinasˇa zadovoljive rezultate, vendar ima tudi kup poman-
kljivosti, kot je na primer omejitev na dva koncˇna razreda v klasifikacijskem
problemu. Ta problem resˇi razsˇiritev algoritma ReliefF. ReliefF deluje po
enakem principu kot Relief, vendar pa pri izbiri najblizˇjih namesto enega
najblizˇjega soseda poiˇscˇe k najblizˇjih primerkov iz istega razreda Hk ter k
najblizˇjih primerkov iz nasprotnega razreda Mk. Vrednost ocene kvalitete
W[A] za atribut A se nato izracˇuna iz povprecˇnih vrednosti vseh zadetkov
Hk in vseh zgresˇitev Mk.
Nadalje iz algoritma ReliefF izhaja sˇe dodatna razsˇiritev, imenovana RRe-
liefF, za uporabo v regresijskih problemih. Nacˇin izracˇuna najblizˇjih sosedov
namrecˇ za regresijo ni primeren, saj je koncˇna spremenljivka zvezna vre-
dnost. V ta namen zamenjamo zadetke in zgresˇitve z neko verjetnostjo, da
sta dva primerka Rk in Rk+1 razlicˇna oz. da pripadata razlicˇnim razredom.
Tako verjetnost predstavimo z relativno razdajo med vrednostima odvisne
spremenljivke obeh primerov.
Da lahko ocenimo kvaliteto W[A] za atribut A moramo torej definirati
PdiffA = P (razlicˇna vrednost A | sosednja primera)
PdiffC = P (razlicˇna napoved | sosednja primera)
(4.13)
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kjer je PdiffA verjetnost, da imata sosednja primera razlicˇno vrednost atri-
buta, PdiffC pa je verjetnost, da sosednja primera spadata v razlicˇen razred.






s katero ocenimo kvaliteto W[A] za atribut A [15, 21].
Poleg robustnosti je dobra lastnost algoritma RReliefF to, da ucˇinkovito
resˇi problem odvisnosti atributov. Ker ocena posameznega atributa temelji





V poglavju so predstavljeni rezultati testiranj naucˇenih modelov na razlicˇnih
kombinacijah atributov. Poglavje je razdeljeno na vecˇ delov, zacˇensˇi s pri-
merjavo rezultatov osnovne predstavitve podatkov z obstojecˇimi rezultati iz
porocˇila [12]. Nato nadaljujemo z rezultati, kjer spreminjamo zapis osnovnih
atributov. V naslednjem delu je izvedena primerjava osnovne predstavitve iz
prvega dela z rezultati ucˇinkovitosti, ko vpeljemo novo izbrane atribute. Na
koncu poglavja so predstavljeni rezultati, ki jih modeli dosezˇejo z uporabo
posplosˇenih atributov.
5.1 Obstojecˇi rezultati
V prvem delu rezultate diplomske naloge primerjamo z rezultati iz porocˇila
[12]. Za ta namen smo pri prvem ucˇenju modelov uporabili enako pred-
stavitev podatkov. Atributi predstavljajo posamezne oprimke, ki so bodisi
uporabljeni (imajo vrednost 1) bodisi niso uporabljeni (imajo vrednost 0) v
balvanskem problemu. Skupno sˇtevilo uporabljenih atributov je 198.
Podatkovna mnozˇica, ki smo jo uporabili za ucˇenje, vsebuje vse balvanske
probleme, ki imajo oceno problema enako ali vecˇjo od 6b+ in vse do vkljucˇno
8b+. Balvanskih problemov, ki ustrezajo temu kriteriju, je v podatkovni
mnozˇici 10 609. Enaka podatkovna mnozˇica je uporabljena tudi v porocˇilu
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[12], le da so za ucˇenje uporabili 13 871 balvanskih problemov. Razlika v
sˇtevilu balvanskih problemov, ki ustrezajo izbranemu intervalu se pojavi zato,
ker je od zadnjega zajema podatkov v porocˇilu [12] preteklo dve leti in nismo
zajeli povsem enakih balvanskih problemov. Rezultati ucˇenja modelov so
predstavljeni v tabeli 5.1. Rezultati, ki so jih pridobili v omenjenem porocˇilu
so predstavljeni v tabeli 5.2.
Model MSE RMSE MAE R2
Linearna regresija 0,090 0,301 0,235 0,312
Nakljucˇni gozd 0,099 0,315 0,244 0,245
k-NN 0,112 0,335 0,265 0,148
Konstanta 0,131 0,363 0,291 0,000
Tabela 5.1: Rezultati ucˇenja modela na 10 609 balvanskih problemih.
Naive Bayes Softmax CNN
Accuracy 34,0% 36,5% 34,0%
MAE 1,73 1,37 1,40
Tabela 5.2: Rezultati predstavljeni v porocˇilu [12].
Pri interpretaciji vrednosti MAE moramo uposˇtevati, da so v porocˇilu
uporabili nekoliko drugacˇne intervale za zvezno predstavitev ocen problemov.
Vsaki oceni so pripisali vrednosti od 1 do 13.
Pri primerjavi rezultatov smo uporabili srednjo absolutno napako (MAE).
Napaka za model Softmax, ki je dosegal najboljˇse rezultate, je enaka
MAE = 1,37 , (5.1)
kar pomeni, da model zgresˇi pravilno oceno balvanskega problema za nekoliko
manj kot eno oceno in pol, saj je razpon med dvema ocenama enak 1. V
primeru nasˇe diplomske naloge vzemimo uspesˇnost modela linearne regresije,
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ki je enaka
MAE = 0,235 . (5.2)
Razpon med dvema ocenama je v nasˇem primeru enak 0,17. Glede na upo-
rabljen razpon ugotovimo, da model zgresˇi pravilno napoved ocene problema
za 1,38 ocene.
Cˇe primerjamo rezultate Softmax modela z rezultati modela linearne
regresije ugotovimo, da nasˇ model dosezˇe primerljive rezultate z rezultati
porocˇila [12], saj je napaka za enak interval ocen priblizˇno enaka. To sluzˇi
kot odskocˇna deska za nadaljna testiranja kjer upamo, da bomo uspeli rezul-
tate izboljˇsati s kombinacijo novih atributov, ki smo jih pripravili pri obdelavi
podatkov.
Potrebno je omeniti, da so v nadaljevanju diplomske naloge balvanski
problemi zajeti na drugacˇnem intervalu kot v porocˇilu zgoraj. Izbrali smo
probleme iz intervala od 6a do vkljucˇno 7c+. Sˇtevilo balvanskih problemov,
ki se nahajajo na tem intervalu je 16 285.
Razlog za izbiro drugacˇnega intervala je to, da tako zajamemo poln in-
terval ocen [6, 8). Poleg tega je problemov z oceno 8a in vecˇ zanemarljivo
malo in le otezˇujejo ucˇenje. Sˇe slabsˇa situacija je na spodnji strani spektra
ocen, kjer imamo probleme ocenjene le z oceno 5, ki zajema celoten interval
ocen od 5a do 5c+. Porazdelitev ocen, na podlagi katere smo se odlocˇili za
izbiro omenjenega intervala, je prikazana na sliki 5.1.
Na tem mestu predstavljamo sˇe rezultate uspesˇnosti ucˇenja za izbran
interval ocen (6a do vkljucˇno 7c+), saj bodo rezultati sluzˇili za primerjavo z
vsemi nadaljnjimi testi uspesˇnosti. Rezultati so podani v tabeli 5.3.
Iz rezultatov lahko razberemo, da sta najboljˇsa modela model nakljucˇnih
gozdov ter linearna regresija. Izpostavimo rezultat modela nakljucˇnih goz-
dov, ki se je najbolje odrezal, in sicer model pravilno napoved za odvisno
spremenljivko zgresˇi za 1,48 ocene. Rezultat je le nekoliko slabsˇi kot pri te-
stiranju na problemih iz intervala 6b+ do 8b+, tako da bo vseeno dobro sluzˇil
za primerjavo v prihajajocˇih poglavjih.
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Slika 5.1: Porazdelitev ocen balvanskih problemov.
5.2 Osnovna predstavitev
V prejˇsnjem poglavju smo primerjali rezultate diplomske naloge z zˇe ob-
stojecˇimi rezultati in nismo dodali nobenih novih atributov ali spremenili
obstojecˇih na kakrsˇenkoli nacˇin, v primerjavi s predstavitvijo podatkov v
porocˇilu [12]. V tem poglavju uvedemo dve novi spremembi podatkov.
Prvi in zadnji oprimek
Prva sprememba, ki jo uvedemo, je sprememba oznak. Namesto, da so vsi
oprimki opisani na enak nacˇin z vrednostjo 1 (uporabljen) in vrednostjo 0
(neuporabljen) so oprimki, ki so zacˇetni oprimki tokrat oznacˇeni z vrednostjo
1, vmesni oprimki z vrednostjo 2 ter koncˇni oprimki z vrednostjo 3. Rezul-
tati ucˇenja so predstavljeni v tabeli 5.4. Sˇtevilo uporabljenih balvanskih
problemov je 16 258.
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Model MSE RMSE MAE R2
Nakljucˇni gozd 0,110 0,332 0,251 0,435
Linearna regresija 0,110 0,332 0,261 0,434
k-NN 0,124 0,352 0,268 0,365
Konstanta 0,195 0,442 0,373 0,000
Tabela 5.3: Rezultati ucˇenja modela na intervalu 6a do 7c+.
Model MSE RMSE MAE R2
Nakljucˇni gozd 0,112 0,335 0,252 0,426
Linearna regresija 0,111 0,333 0,262 0,430
k-NN 0,131 0,363 0,277 0,326
Konstanta 0,195 0,442 0,373 0,000
Tabela 5.4: Rezultati ucˇenja modela z oznacˇenimi prvimi in zadnjimi
oprimki.
Najbolje se odrezˇe model nakljucˇnih gozdov, z oceno uspesˇnosti
MAE = 0,252 . (5.3)
Ko primerjamo dosezˇeno oceno uspesˇnosti z oceno uspesˇnosti MAE iz
tabele 5.3 ugotovimo, da nismo dosegli nobene izboljˇsave v smislu uspesˇnosti,
zato lahko trdimo, da oznacˇevanje zacˇetnih, vmesnih in koncˇnih oprimkov ne
pripomore k boljˇsi napovedi ocen balvanskih problemov. Sˇtevilo ponovitev
oprimkov v posameznih smereh je prikazano na sliki 5.2.
Zaporedje oprimkov
Druga sprememba, ki jo uvedemo je to, da oprimke zapiˇsemo v pravem vr-
stnem redu. Iz locˇenih oznak za zacˇetne, vmesne in koncˇne oprimke se pre-
maknemo korak dlje, in sicer tako, da za vsak balvanski problem dolocˇimo
zaporedje v katerem se nam zdi, da bi plezalec prijel oprimke. Tako vsak
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Slika 5.2: Pogostost uporabe posameznega oprimka znotraj problemov.
oprimek dobi zaporedno sˇtevilko od 1 do n, kjer je n sˇtevilo oprimkov v
smeri. Spremenljivke tako niso vecˇ diskretne, temvecˇ so zvezne vrednosti.
Za oprimke smo zaporedje dolocˇili z dvema razlicˇnima metodama, posto-
pek za dolocˇitev je opisan v poglavju 3.3.2. Rezultate tako predstavimo za
obe metodi, in sicer rezultati za leksikografsko zaporedje oprimkov se naha-
jajo v tabeli 5.5, rezultati za zaporedje, dolocˇeno s pomocˇjo evklidske razdalje
pa v tabeli 5.6. Sˇtevilo uporabljenih balvanskih problemov je enako kot v
prejˇsnjem poglavju.
Rezultati so urejeni padajocˇe glede na vrednost MAE. Najboljˇso uspesˇnost
tako pri leksikografskem zaporedju kot pri zaporedju glede na evklidsko raz-
daljo dosega model nakljucˇnih gozdov. Iz rezultatov je razvidno, da razlicˇni
metodi dolocˇanja zaporedja prakticˇno nimata vpliva na razliko v uspesˇnosti,
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Model MSE RMSE MAE R2
Nakljucˇni gozd 0,107 0,327 0,247 0,450
k-NN 0,130 0,360 0,273 0,334
Linearna regresija 0,124 0,352 0,279 0,366
Konstanta 0,195 0,442 0,373 0,000
Tabela 5.5: Rezultati ucˇenja modela z leksikografskim zaporedjem oprimkov.
Model MSE RMSE MAE R2
Nakljucˇni gozd 0,109 0,330 0,249 0,441
k-NN 0,133 0,364 0,278 0,319
Linearna regresija 0,126 0,355 0,283 0,352
Konstanta 0,195 0,442 0,373 0,000
Tabela 5.6: Rezultati ucˇenja modela z zaporedjem oprimkov glede na evklid-
sko razdaljo.
saj je razlika v vrednosti
MAEleksi = 0,247 in MAEevklid = 0,249 (5.4)
zgolj 0,002, kar je zanemarljivo. Prav tako tudi samo dolocˇanje zaporedja
nima nobenega vpliva na rezultate. Spomnimo se, da je vrednost MAE iz
rezultatov, kjer ne dolocˇimo nobenega zaporedja, enaka 0,251. Model z le-
ksikografskim zaporedjem dosezˇe le za 0,004 boljˇso natancˇnost, kar je zopet
zanemarljivo.
Zdi se da nacˇin, s katerim oznacˇimo oprimke, nima vpliva na uspesˇnost
ucˇenja. Zanima nas sˇe pomembnost atributov. Analizo izvedemo s pomocˇjo
algoritma RReliefF. Predstavljeni rezultati v tabeli 5.7 so rezultati ocene po-
membnosti atributov za ucˇenje z leksikografsko urejenim zaporedjem oprim-
kov.
Rezultati iz tabele 5.7 kazˇejo na to, da nekateri oprimki bolj vplivajo













Tabela 5.7: Prvih deset atributov, razvrsˇcˇenih glede na pomembnost.
vecˇjem sˇtevilu balvanskih problemov, kjer predstavljajo bodisi oprimke, ki
dobro definirajo podobno ocenjene balvanske probleme bodisi oprimke, ki
dobro locˇijo razlicˇno ocenjene balvanske probleme.
5.3 Nadgradnja z atributi
Z osnovno predstavitvijo podatkov smo dosegli enako uspesˇnost ucˇenja kot v
porocˇilu [12]. Ugotovili smo tudi, da spreminjanje nacˇina oznacˇevanja oprim-
kov ne vpliva na uspesˇnost ucˇenja. V tem poglavju so predstavljeni rezultati
testiranj, kjer so dodani dodatni atributi izpeljani iz ostalih podatkov poleg
imena oprimkov.
5.3.1 Osnovni atributi
Novih atributov, ki so uporabljeni za ucˇenje, je 23 in so nasˇteti v tabeli
5.8. Navedeni atributi so dodani v mnozˇico poleg atributov, ki predstavljajo
oprimke. Za oprimke smo obdrzˇali predstavitev z zaporedji, tako leksikograf-
sko kot z evklidsko razdaljo.
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Naklon Viˇsina
Sˇtevilo zacˇetnih oprimkov Sˇtevilo koncˇnih oprimkov
Sˇtevilo oprimkov Povprecˇna razdalja med oprimki
Povprecˇna koord. x Povprecˇna koord. y
Standardni odklon po koord. x Sˇtevilo ponovitev problema
Severna smer Severovzhodna smer
Vzhodna smer Jugovzhodna smer
Juzˇna smer Jugozahodna smer
Zahodna smer Severozahodna smer
Rumena barva Rdecˇa barva
Cˇrna barva Barva lesa
Bela barva
Tabela 5.8: Dodani atributi opisani v poglavju 3.3.
Rezultati ucˇenja na podatkih z novimi atributi, kjer so oprimki razpore-
jeni v zaporedje s pomocˇjo leksikografkse ureditve so prikazani v tabeli 5.9,
medtem ko so rezultati ucˇenja na zaporedju, dolocˇenim z evklidsko razdaljo,
prikazani v tabeli 5.10. Uporabljenih atributov pri ucˇenju je 221, sˇtevilo
uporabljenih balvanskih problemov pa je enako kot v poglavju 5.2.
Model MSE RMSE MAE R2
Nakljucˇni gozdovi 0,095 0,309 0,235 0,512
Linearna regresija 0,094 0,306 0,240 0,520
k-NN 0,169 0,411 0,325 0,133
Konstanta 0,195 0,442 0,373 0,000
Tabela 5.9: Rezultati za leksikografsko ureditev zaporedja oprimkov.
Za trenutne podatke se najbolje obnese model nakljucˇnih gozdov. Iz vre-
dnosti
MSEleksi = 0,235 in MSEevklid = 0,239 (5.5)
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Model MSE RMSE MAE R2
Nakljucˇni gozdovi 0,097 0,311 0,239 0,503
Linearna regresija 0,096 0,310 0,243 0,508
k-NN 0,173 0,416 0,330 0,133
Konstanta 0,195 0,442 0,373 −0,000
Tabela 5.10: Rezultati za ureditev zaporedja s pomocˇjo evklidske razdalje.
lahko opazimo, da model pravilno napovedano vrednost zgresˇi za 1,38
ocene. Razlika med ureditvijo oprimkov bodisi v leksikografsko zaporedje
bodisi v zaporedje z evklidsko razdaljo je prakticˇno zanemarljiva, saj je raz-
lika med MAEleksi in MAEevklid zgolj 0,004.
Primerjajmo dobljene rezultate z rezultati iz tabele 5.3. Za model na-
kljucˇnih gozdov je vrednost
MAEosnova = 0,251 , (5.6)
medtem ko je vrednost MAE v primeru leksikografksega zaporedja za model
nakljucˇnih gozdov
MAEleksi = 0,235 (5.7)
ter vrednost MAE v primeru urejanja zaporedja glede na evklidsko razdaljo
MAEevklid = 0,239 . (5.8)
V primerjavi z osnovno tabelo smo uspeli z dodatnimi 23 atributi srednjo
absolutno napako zmanjˇsati za 0,016 za prvo razporeditev ter 0,012 za alter-
nativno razporeditev oprimkov. Kljub dodanim atributom je sprememba v
MAE zelo majhna. Model pri napovedovanju z atributi iz poglavja 5.1 zgresˇi
pravilno oceno za 1,48 ocene, medtem ko pri uporabi dodatnih atributov pra-
vilno oceno zgresˇi za 1,38 ocene pri leksikografsko urejenem zaporedju ter za
1,41 ocene pri alternativnem zaporedju.
Bistvene izboljˇsave pri napovedovanju tako nismo dosegli, kljub uporabi
dodatnih atributov, ki bolj natancˇno opiˇsejo lastnosti balvanskega problema.
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Razlog je v tem, da dodani atributi ne dodajo bistvene informacije, ki bi
dobro locˇila posamezne smeri med seboj in tako izboljˇsala tocˇnost modelov
strojnega ucˇenja pri napovedovanju ocene tezˇavnosti.
V tabeli 5.11 so predstavljene vrednosti ocen kvalitete atributov, ki smo
jih dobili kot rezultat algoritma RReliefF. Predstavljeni rezultati so relevan-
tni za zaporedje oprimkov, ki so urejeni po leksikografsko dolocˇenem vrstnem
redu. Iz tabele je jasno, da so bili novi atributi izbrani smiselno, saj se vsi





Povprecˇna koord. x 0,085
Severovzhodna smer 0,081
Severna smer 0,080
Standardni odklon po x 0,079
Rdecˇa barva 0,075
Povprecˇna koord. y 0,072
Jugozahodna smer 0,071
Tabela 5.11: Prvih deset atributov razvrsˇcˇenih glede na pomembnost.
5.3.2 Ucˇenje z informacijo o parih
Za izracˇun informacije o parih smo morali podatkovno mnozˇico razdeliti na
vecˇ manjˇsih podatkovnih mnozˇic, kjer so problemi v posamezni podatkovni
mnozˇici sestavljeni iz enakega sˇtevila oprimkov. Kategorije atributov, ki so
specificˇni za relacije med pari so nasˇteti v tabeli 5.12. Sˇtevilo atributov
znotraj posamezne kategorije, ki so na voljo za ucˇenje se spreminja glede na
sˇtevilo parov, ki so znotraj smeri (od 5 do 9 parov).
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Razdalja med oprimki v paru Sprememba barve znotraj para
Sprememba usmeritve znotraj para
Tabela 5.12: Kategorije atributov, specificˇnih za relacije med pari.
Rezultati ucˇenja za vsako izmed podmnozˇic so navedeni v nadaljevanju.
Tokrat so navedeni samo rezultati za leksikografsko urejeno zaporedje oprim-
kov, saj so rezultati iz prejˇsnih poglavij pokazali, da razlicˇni nacˇini ureditve
zaporedja oprimkov ne vplivajo bistveno na uspesˇnost ucˇenja modelov stroj-
nega ucˇenja. Rezultati za podatkovno mnozˇico s problemi sestavljenimi iz 6
oprimkov so podani v tabeli 5.13, za probleme dolzˇine 7 oprimkov v tabeli
5.14, za probleme dolzˇine 8 oprimkov v tabeli 5.15, za probleme dolzˇine 9
oprimkov v tabeli 5.16 in nazadnje sˇe za probleme sestavljene iz 10 oprimkov
v tabeli 5.17.
Model MSE RMSE MAE R2
Linearna regresija 0,110 0,331 0,256 0,461
Nakljucˇni gozdovi 0,130 0,360 0,284 0,361
Konstanta 0,203 0,451 0,367 −0,001
k-NN 0,208 0,456 0,370 −0,025
Tabela 5.13: Uspesˇnost za balvanske probleme dolzˇine 6 oprimkov (leksi-
kografsko zaporedje). Uporabljenih je 238 atributov ter 2051 balvanskih
problemov.
Iz tabel, kjer so predstavljene mere uspesˇnosti, lahko vidimo, da se je
najbolje izkazal model linearne regresije. Vrednosti srednje absolutne napake
se gibljejo okrog 0,230 z izjemo rezultatov uspesˇnosti ucˇenja na podmnozˇici
problemov dolzˇine 6 oprimkov.
Za lazˇjo primerjavo z ostalimi rezultati sesˇtejemo rezultate uspesˇnosti mo-
delov za posamezno podmnozˇico na kateri smo modele ucˇili in izracˇunamo
utezˇeno povprecˇno vrednost glede na sˇtevilo obravnavanih balvanskih pro-
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Model MSE RMSE MAE R2
Linearna regresija 0,088 0,297 0,227 0,549
Nakljucˇni gozdovi 0,103 0,320 0,247 0,473
k-NN 0,182 0,427 0,339 0,066
Konstanta 0,195 0,442 0,372 −0,001
Tabela 5.14: Uspesˇnost za probleme dolzˇine 7 oprimkov (leksikografsko za-
poredje). Uporabljenih je 241 atributov in 3732 balvanskih problemov.
Model MSE RMSE MAE R2
Linearna regresija 0,082 0,287 0,223 0,566
Nakljucˇni gozdovi 0,104 0,323 0,251 0,449
k-NN 0,168 0,410 0,326 0,115
Konstanta 0,190 0,436 0,370 −0,001
Tabela 5.15: Uspesˇnost za probleme dolzˇine 8 oprimkov (leksikografsko za-
poredje). Uporabljenih je 244 atributov in 3760 balvanskih problemov.
Model MSE RMSE MAE R2
Linearna regresija 0,084 0,290 0,224 0,515
Nakljucˇni gozdovi 0,099 0,315 0,241 0,428
k-NN 0,155 0,394 0,306 0,102
Konstanta 0,174 0,417 0,354 −0,002
Tabela 5.16: Uspesˇnost za probleme dolzˇine 9 oprimkov (leksikografsko za-
poredje). Uporabljenih je 247 atributov ter 2626 balvanskih problemov.
blemov za vsako mero uspesˇnosti. Primer izracˇuna povprecˇne vrednosti za
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Model MSE RMSE MAE R2
Linearna regresija 0,086 0,293 0,223 0,465
Nakljucˇni gozdovi 0,098 0,314 0,239 0,387
k-NN 0,144 0,380 0,287 0,103
Konstanta 0,161 0,401 0,334 −0,002
Tabela 5.17: Uspesˇnost za probleme dolzˇine 10 oprimkov (leksikografsko za-
poredje). Uporabljenih je 250 atributov in 1476 balvanskih problemov.
model linearne regresije in srednjo absolutno napako
MAE =
2051 ∗ 0,256 + 3732 ∗ 0,227 + 3760 ∗ 0,223 + 2626 ∗ 0,224 + 1470 ∗ 0,223
2051 + 3732 + 3760 + 2626 + 1470
= 0,229 .
(5.9)
Postopek racˇunanja povprecˇnih vrednosti mer uspesˇnosti moramo pono-
viti za vsak model. Izracˇunane povprecˇne vrednosti uspesˇnosti za vsako mero
so prikazane v tabeli 5.18. Primeri posameznih vrednosti MAE so prikazani
na sliki 5.3
Slika 5.3: Vrednosti srednje absolutne napake za razlicˇno sˇtevilo parov.
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Model MSE RMSE MAE R2
Linearna regresija 0,089 0,298 0,229 0,525
Nakljucˇni gozdovi 0,106 0,325 0,252 0,432
k-NN 0,173 0,415 0,328 0,077
Konstanta 0,187 0,432 0,363 −0,002
Tabela 5.18: Povprecˇne uspesˇnosti za vse pare (leksikografsko zaporedje).
Iz tabele je razvidno, da se za napovedovanje ocen najbolje obnese model
linearne regresije. Vrednost srednje absolutne napake je
MAE = 0,229 . (5.10)
Za primerjavo vzamemo rezultat tabele 5.3, kjer je MAE najboljˇse metode
enak
MAEosnova = 0,251 (5.11)
za model nakljucˇnih gozdov. Povprecˇni MAE za podatke s pari je za 0,022
manjˇsi od MAEosnova.
Glede na dosezˇene rezultate in razliko, ki smo jo navedli, lahko trdimo,
da kljub dodani informaciji o parih dosezˇemo zgolj minimalno izboljˇsavo v
natancˇnosti napovedovanja ocene. Z modelom, zgrajenim na osnovi parov
oprimkov, zgresˇimo pravilno oceno za 1,35 ocene, v primerjavi z 1,48, za koli-
kor zgresˇimo oceno z modelom zgrajenim zgolj na informaciji o uporabljenih
oprimkih.
5.4 Splosˇni atributi
V prejˇsnjih poglavjih so predstavljeni rezultati in modeli osnovani na atribu-
tih, ki so specificˇni za plezalno steno Moonboard. Primer takega atributa je
oprimek F12. V primeru da bi zˇeleli prenesti problem, s katerim se ukvarja
diplomska naloga, na katero koli drugo plezalno steno, bi vsi dosedanji rezul-
tati, ki smo jih dosegli z atributi kot so oprimki, postali neuporabni.
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Da bi iz rezultatov pridobili dodano vrednost prenosljivosti na splosˇne ple-
zalne stene, je v poglavju uporabljena podatkovna mnozˇica, kjer odstranimo
vse atribute, ki ustrezajo zgornjemu kriteriju. Namesto tega se osredotocˇimo
samo na splosˇne atribute, ki opiˇsejo lastnosti plezalne stene ne glede na to,
katero plezalno steno uporabimo. Primer takega atributa je sˇtevilo oprimkov
v balvanskem problemu.
Atributi, ki spadajo v kategorijo splosˇnih oprimkov so nasˇteti v tabeli
5.19. Skupno sˇtevilo atributov uporabljenih za pridobitev rezultatov brez
informacije o parih oprimkov je 18, medtem ko pri parih dodamo sˇe dve
dodatni skupini atributov, in sicer razdaljo med dvema oprimkoma v paru
ter spremembo smeri oprimkov znotraj para.
Naklon Viˇsina
Sˇtevilo koncˇnih oprimkov Sˇtevilo oprimkov
Povprecˇna koord. x Povprecˇna koord. y
Sˇtevilo ponovitev problema Severna smer
Vzhodna smer Jugovzhodna smer
Juzˇna smer Jugozahodna smer
Zahodna smer Severozahodna smer
Povprecˇna razdalja med oprimki Sˇtevilo zacˇetnih oprimkov
Standardni odklon po koord. x Severovzhodna smer
Tabela 5.19: Splosˇni atributi, ki niso vezani na plezalno steno Moonboard.
Iz seznama uporabljenih atributov smo odstranili vse oprimke. Izmed
tistih atributov, ki smo jih kasneje dodali, smo odstranili 5 atributov, in sicer
tiste, ki opisujejo barvo oprimka. Rezultati obsegajo balvanske probleme,
kjer smo uporabili leksikografsko zaporedje oprimkov.
Rezultati za splosˇne atribute so navedeni v tabeli 5.20 ter v tabeli 5.22,
kjer smo zgornjim atributom dodali sˇe atribute, ki opisujejo relacije med
oprimki znotraj para. Pri izracˇunu uspesˇnosti modelov, naucˇenih na atribu-
tih, ki se nanasˇajo na pare oprimkov, smo uporabili enak postopek dolocˇanja
vrednosti, kot je opisan v poglavju 5.3.2. V tabeli 5.21 je prikazan vrstni red
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atributov glede na oceno kvalitete po algoritmu RReliefF.
Pri napovedovanju ocene balvanskega problema za splosˇne atribute brez
informacije o parih se je najbolje odrezal model nakljucˇnih gozdov, kjer je
vrednost srednje absolutne napake enaka
MAE = 0,288 . (5.12)
Na slikah 5.4, 5.5 in 5.6 so na y osi prikazane vse napovedi za posamezen
model, na x osi pa dejanske ocene balvanskih problemov. Z oranzˇno krivuljo
povezˇemo povprecˇja napovedi za vsak balvanski problem, z osencˇenim delom
pa pokazˇemo pas okrog povprecˇja, ki je znotraj standardenga odklona. Iz slik
tako razberemo ali model bodisi preceni bodisi podceni napovedano oceno.
Slika 5.4: Vrednosti napovedanih ocen v primerjavi s pravilnimi za model k
najbliˇzjih sosedov.
Cˇe primerjamo natancˇnost napovedovanja ocen z uporabo splosˇnih atri-
butov z natancˇnostjo napovedovanja ocen z uporabo zgolj informacije o tem,
kateri oprimki so uporabljeni v smeri (tabela 5.3) ugotovimo, da dosegamo
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Slika 5.5: Vrednosti napovedanih ocen v primerjavi s pravilnimi za model
nakljucˇnih gozdov.
Slika 5.6: Vrednosti napovedanih ocen v primerjavi s pravilnimi za model
linearne regresije.
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Model MSE RMSE MAE R2
Nakljucˇni gozdovi 0,136 0,369 0,288 0,303
Linearna regresija 0,135 0,368 0,296 0,307
k-NN 0,180 0,424 0,337 0,079
Konstanta 0,195 0,442 0,373 0,000
Tabela 5.20: Rezultati ucˇenja za splosˇne atribute brez parov oprimkov.
Atribut RReliefF
Viˇsina 0,085
Povprecˇna koord. x 0,074
Severna smer 0,064
Sˇtevilo oprimkov 0,058
Standardni odklon x 0,055





Tabela 5.21: Prvih deset atributov, razvrsˇcˇenih glede na pomembnost.
slabsˇe rezultate. Razlika v srednji absolutni napaki je
MAEsplosno −MAEosnova = 0,288− 0,251
= 0,037 .
(5.13)
V primerjavi z natancˇnostjo napovedovanja ocen za modele iz poglavja
5.3.2, kjer so predstavljeni najboljˇsi rezultati izmed vseh testiranih, so rezul-
tati za splosˇne atribute sˇe bistveno slabsˇi. Razlika v srednji absolutni napaki
je enaka




kar predstavlja kar tretjino ene ocene. Pri napovedovanju vrednosti ocene
balvanskega problema to pomeni, da v povprecˇju zgresˇimo pravilno napoved
ocene za 1,69 ocene, v primerjavi z 1,35 ocene, za kolikor pri napovedovanju
zgresˇi model linearne regresije iz poglavja 5.3.2.
Podobno poslabsˇanje v napovedovanju ocene opazimo tudi pri rezultatih
za splosˇne atribute, kjer vkljucˇimo tudi atribute z informacijo o relacijah
znotraj parov, predstavljeno v tabeli 5.22.
Model MSE RMSE MAE R2
Nakljucˇni gozdovi 0,137 0,369 0,289 0,259
Linearna regresija 0,132 0,363 0,291 0,284
k-NN 0,172 0,413 0,326 0,081
Konstanta 0,185 0,429 0,359 0,001
Tabela 5.22: Povprecˇne vrednosti uspesˇnosti ucˇenja modelov za splosˇne atri-
bute h katerim so dodani atributi, ki opisujejo razmerja med oprimki znotraj
parov.
Najboljˇse rezultate napovedi tudi tokrat dosezˇe model nakljucˇnih gozdov,
s srednjo absolutno napako enako
MAE = 0,289 . (5.15)
Rezultati so v primerjavi z najboljˇsimi rezultati dosezˇenimi v diplomski
nalogi prav tako slabsˇi. Z uporabo dodatnih atributov, ki opiˇsejo relacije
oprimkov znotraj parov ne dosezˇemo izboljˇsanja niti v primerjavi z rezul-
tati uspesˇnosti na splosˇnih atributih brez parov. Vrednost srednje absolutne
napake namrecˇ odstopa le za 0,001. Na sliki 5.7 so prikazane vse dosezˇene
vrednosti srednje absolutne napake za razlicˇne modele, za katere so predsta-
vljeni rezultati v prejˇsnjih poglavjih.
Kljub temu, da modeli pri napovedovanju ocen balvanskih problemov s
posplosˇenimi atributi dosegajo najslabsˇe rezultate glede na ostale v diplom-
ski nalogi, so rezultati s posplosˇenimi atributi pravzaprav bolj pomembni
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Slika 5.7: Primerjava vrednosti srednje absolutne napake za razlicˇne modele.
kakor preostali, saj jih lahko uporabimo tudi za dolocˇanje ocen balvanskih




Cilj diplomske naloge je bilo ugotoviti ali lahko z optimizacijo izbire atributov
izboljˇsamo ucˇinkovitost napovedovanja ocene za balvanski problem. Skozi
diplomsko nalogo smo predstavili vecˇ razlicˇnih pristopov k izbiri atributov
s katerimi opiˇsemo lastnosti balvanskega problema in posledicˇno upamo, da
bomo tako izboljˇsali natancˇnost modelov strojnega ucˇenja.
V prvem delu rezultatov smo predstavili rezultate, ki so jih dosegli v
porocˇilu [12]. S temi rezultati smo primerjali nasˇe rezultate na naboru bal-
vanskih problemov, ki so ocenjeni na intervalu [6b+, 8b+]. Rezultati, ki smo
jih dosegli, so primerljivi s predstavljenimi rezultati iz porocˇila, tako da lahko
trdimo, da smo uspesˇno ponovili njihov rezultat in se lahko osredotocˇimo na
morebitne izboljˇsave.
V nadaljevanju smo na intervalu [6a, 7c+] preizkusili vecˇ nacˇinov, s ka-
terimi smo zˇeleli bolje opisati lastnosti balvanskih problemov. Uvedli smo
razlicˇna zaporedja, v katere smo razporedili uporabljene oprimke. Glede na
dosezˇene rezultate lahko recˇemo, da iskanje zaporedja znotraj nabora oprim-
kov nima bistvenega pomena in ne vpliva na uspesˇnost modelov. Vendar pa
je zaporedje uporabno pri izpeljavi dodatnih atributov.
Poleg razlicˇnega nacˇina zakodiranja zaporedja oprimkov smo uvedli tudi
nove atribute, ki smo jih izpeljali iz podatkovne mnozˇice Moonboard. Z
njimi smo poskusˇali bolje opisati lastnosti balvanskega problema, s katerimi
57
58 Jure Repe
bi model lazˇje razlocˇil, katera ocena pripada posameznemu problemu. Kljub
dodatnim atributom pa nam ni uspelo bistveno izboljˇsati natancˇnosti mode-
lov pri napovedovanju ocen, cˇeprav so bili dodatni atributi ocenjeni najbolje,
glede na rezultate algoritma RReliefF.
V zadnjem delu smo se osredotocˇili na posplosˇitev atributov tako, da bi
lahko rezultate modelov uporabili tudi na splosˇni umetni plezalni steni, ne
samo na plezalni steni Moonboard. Rezultati, ki smo jih dosegli, so bili v pri-
merjavi z ostalimi sˇe najslabsˇi, kar kazˇe na to, da najvecˇ k ucˇinkovitemu na-
povedovanju prinesejo specificˇni atributi, kot so uporabljeni oprimki. Kljub
temu smo z rezultati na posplosˇenih atributih zadovoljni, saj imamo model,
ki lahko napoveduje ocene tudi za splosˇno plezalno steno, kar ne drzˇi za
model uporabljen v porocˇilu [12], tako da smo z diplomsko nalogo dosegli
pomemben napredek na tem podrocˇju.
Tu si moramo zastaviti vprasˇanje kaksˇno natancˇnost bi pri napovedova-
nju dosegel cˇlovek. Za laika ali plezalca zacˇetnika je ocenjevanje balvanskih
problemov skoraj nemogocˇa naloga in meji bolj na ugibanje kot pa na uteme-
ljeno odlocˇitev. Tudi izkusˇenemu plezalcu se hitro zgodi, da oceni balvanski
problem narobe. In to sˇe po tem, ko balvanski problem zˇe prepleza, tako da
ga lahko primerja s preteklimi izkusˇnjami.
Glede na vse napisano lahko recˇemo, da dosezˇeni rezultati pravzaprav niso
slabi. Izdelali smo posplosˇen model, ki se pri napovedovanju ocene zmoti za
priblizˇno 1,69 ocene. V realnosti ocenjevalci balvanski problem vedno ocenijo
potem, ko ga zˇe preplezajo. V nasprotju s tem model strojnega ucˇenja oceni
tezˇavnost zgolj z znanjem o uporabljenih oprimkih, razdaljah med oprimki
itd. V tem smislu uspesˇnost izdelanih modelov ni tako slaba. Kaksˇna bi
bila uspesˇnost povprecˇnega plezalca pri napovedovanju ocene balvanskega
problema pri enakih pogojih je dobra dodatna raziskava, ki bi jo bilo smiselno
izvesti, da bi lazˇje ocenili, kako dobro se v primerjavi s cˇlovekom odrezˇe
posplosˇen model.
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