Abstract. We give the "quenched" scaling limit of Bouchaud's trap model in d ≥ 2. This scaling limit is the Fractional-Kinetics process, that is the time change of a ddimensional Brownian motion by the inverse of an independent α-stable subordinator.
Introduction
This work establishes scaling limits for certain important models of trapped random walks on Z d . More precisely we show that Bouchaud's trap model on Z d , d ≥ 2, properly normalised, converges (at the process level) to the Fractional-Kinetics process, which is a self-similar non-markovian continuous process, obtained as the time change of a ddimensional Brownian motion by the inverse of an independent α-stable subordinator. This is in sharp contrast with the scaling limit for the same model in dimension one (see [FIN02] ) where the limiting process is a singular diffusion in random environment. For a general survey about trap models and their motivation in statistical physics we refer to the lecture notes [BČ06b] , where we announced the result proved in this paper.
The Bouchaud's trap model on Z d is the nearest-neighbour continuous-time Markov process X(t) given by the jump rates c(x, y) = 1 2dτ x if x and y are neighbours in Z d , (1.1) and zero otherwise, where {τ x : x ∈ Z d } are i.i.d. heavy-tailed random variables. More precisely we assume that for some α ∈ (0, 1)
with L(u) → 0 as u → ∞.
(1.2)
We will always assume that X(0) = 0. The Markov process X(t) waits at a site x an exponentially distributed time with mean τ x , and then it jumps to one of the neighbours of x with uniform probability. Therefore X is a random time change of a standard discrete-time simple random walk on Z d . More precisely:
Definition 1.1. Let S(0) = 0 and let S(k), k ∈ N, be the time of the k th jump of X. For s ∈ R we define S(s) = S(⌊s⌋). We call S(s) the clock process. Define the embedded discrete-time Markov chain Y (k) by Y (k) = X(t) for S(k) ≤ t < S(k + 1). Then obviously, Y is a simple random walk on Z d .
In order to state our main result we need to introduce the limiting Fractional-Kinetics (FK) process.
where Let us insist on the following important facts: 1. One word of caution is necessary about the nature of this joint convergence. It takes place in the uniform topology for the spatial component but only in the Skorokhod M 1 topology for the clock process (see [Sko56] for the classical reference about the various topologies on D d ([0, T ]) and [Whi02] for a thorough, more recent, survey). It is important to remark that our statement is not true in the stronger J 1 topology (usually called the Skorokhod topology). Indeed, the main advantage of M 1 topology over J 1 topology, for our purposes, is that existence of "intermediate jumps" forbid convergence in the latter but not in the former. These intermediate jumps are important in our context: they are caused by the fact that the deep traps giving the main contributions to the clock process are visited at several nearby instants. All these visits are summed up into one jump of the limiting α-stable subordinator V α .
2. Our scaling limit result is "quenched", that is valid almost sure in the random environment τ , and the limiting process is independent of τ .
3. Our result might be seen as a "triviality" result. Indeed, the fractional kinetics process can be obtained as a scaling limit of a much simpler discrete process, i.e. a Continuous Time Random Walk (CTRW)à la Montroll-Weiss [MW65] . More precisely consider a simple random walk Y on Z d and a sequence of positive i.i.d. random variables {s i : i ∈ N} satisfying the same condition (1.2) as τ x 's. Define the CTRW U(t) by
It is proved in [SZ97] on the level of fixed-time distributions and in [MS04] on the level of processes that there is a constant C such that
The result of Theorem 1.3 shows that the limit of the d-dimensional trap model and its clock process on Z d is trivial, in the sense that it is identical with the scaling limit of the much simpler ("completely annealed") dynamics of the CTRW. The necessary scaling is the same as for CTRW if d ≥ 3, and it requires a logarithmic correction if d = 2.
4. As mentioned above the situation is completely different in d = 1, where the scaling limit is a singular diffusion in random environment introduced in by Fontes, Isopi and Newman [FIN02] as follows. Let (x i , v i ) be an inhomogeneous Poisson point process on R × (0, ∞) with intensity measure dx αv −1−α dv, and consider the random discrete measure ρ = i v i δ x i which can be obtained as a scaling limit of the random environment τ . Conditionally on ρ, the F.I.N.-diffusion Z α (s) is defined as a diffusion process (with Z α (0) = 0) that can be expressed as a time change of the standard one-dimensional Brownian motion B 1 with the speed measure ρ: denoting by ℓ(t, y) the local time of the standard Brownian motion B 1 , let
ρ (s)). Observe that both processes, the fractional kinetics and the F.I.N.-diffusion, are defined as a time change of the Brownian motion B d (t). The clock processes however differ considerably. For d = 1, the clock equals φ ρ (t) = ℓ(t, x)ρ(dx). Therefore, the processes B 1 and φ ρ are dependent. In the fractional-kinetics case the Brownian motion B d and the clock process, i.e. the stable subordinator V α , are independent. The asymptotic independence of the clock process S and the location Y is a very remarkable feature distinguishing d ≥ 2 and d = 1.
Note also that, in constrast with the d = 1 case, nothing like a scaling limit of the random environment appears in the definition of Z d,α for d ≥ 2, and that the convergence holds τ -a.s. The absence of the scaling limit of the environment in the definition of Z d,α translates into the non-markovianity of Z d,α . It is, however, considerably easier to control the behaviour of the FK-process than of the F.I.N.
(
Proof. Since the Brownian motion is γ-Hölder continuous for γ < 1/2 and V −1 α is γ-Hölder continuous for γ < α (see Lemma III.17 of [Ber96] ), fact (i) follows. (ii) can be proved using scaling properties of B d and V α . To show (iii) it is enough to observe that the times between jumps of Z d,α have no exponential distribution. Example (b) at page 453 of [Fel71] implies that the Laplace transform of V −1 α (t) is equal to E α (−λt α ). The result of (iv) then follows by an easy computation.
The name of the FK-process comes from the fact that Z d,α has a smooth density p(t, x) which satisfies the Fractional Kinetics equation (see [Zas02] )
The FK-process Z d,α has an obvious aging property due to its very slow clock, namely
This is simply a restatement of the arcsine law for the stable subordinator V α since
(1.14)
This and Theorem 1.3 explain in part the analogous aging result for Bouchaud's trap model
In fact proving (1.15) requires a slightly more detailed understanding of the discrete clock process (see [BČM06, Čer03, BČ06a] ). At the end of the introduction, we would like to draw reader's attention to the paper [FM06] , where the scaling limit of the trap model on a large complete graph is identified. The situation there is slightly different since there is no natural scaling limit of the simple random walk on a large complete graph in the absence of trapping.
The rest of the paper is organised as follows. In Section 2 we recall the coarse graining construction introduced for d = 2 in [BČM06] and we state (for all d ≥ 2) some results related to this construction. Using these results we prove Theorems 1.3 and 1.4 in Section 3. In Section 4 we give the proofs of the claims from Section 2 for d ≥ 3.
Coarse graining
We define in this section the coarse-graining procedure that was used in [BČM06, Cer03] to prove aging (1.15). We also recall some properties of this procedure which we need to prove our scaling limit results.
We use D x (r) (resp. B x (r)) to denote the ball (box) with radius (side) r centred at x; these sets are understood as subsets of Z It follows from the definition of X that the clock process S can be written as
where the e i 's are mean-one i.i.d. exponential random variables. We always suppose that e i 's are coupled with X and Y in this way. Let n ∈ N large. We will consider the processes Y and X before the first exit from the large ball D(n) = D(mr(n)), where
Let ζ n be the exit time of Y from D(n),
In D(n), a principal contribution to the clock process comes from traps with depth of order g(n) where
We define, as in [BČM06] ,
If M or ε are omitted, it is understood M = ∞, resp. ε = 0. We always suppose that ε < 1 < M. We further introduce two d-dependent constants κ, γ. For d = 2 we choose
We then define the coarse-graining scale ρ(n) as
We will often abbreviate
(2.9) The last scale we need is the "proximity" scale
Observe that ν ≪ ρ. We use E(n), B(n) to denote the sets
For all objects defined above we will often skip the dependence on n in the notation. We now introduce the coarse-graining procedure. Let j n i be a sequence of stopping times for Y given by j n 0 = 0 and j
For every i ∈ N 0 we define the score of the part of the trajectory between j n i and j n i+1
as follows. Let λ 
then we define the score of this part as In all other cases we set s n i = ∞. This value marks the part of trajectory where something "bad" happens. We use J(n) to denote the index of the first bad part,
We finally introduce two families of random variables, s We will need these properties of the random variables s n x .
Lemma 2.1. Let
(2.20)
Then, for every ε, M and for P-a.e. random environment τ (i) max
follows from Section 5 , (ii) from Lemma 6.4, and (iii) from Lemma 5.7 of [BČM06] . We give in Section 4 a proof for d ≥ 3 taken from [Čer03] .
It is worth noting that (i) of the previous lemma implies that (ii) holds also when conditioning on s x < ∞ is removed. As a corollary of (i) we also get Corollary 2.2. For every δ, T > 0 there exists m independent of ε and M, such that τ -a.s. for n large
Proof. By (1.2)
In both cases the Borel-Cantelli lemma implies that τ -a.s. 0 ∈ E 0 (n) for n large. Therefore, by Lemma 2.1, P[s
. Moreover, by the second condition in (2.16), if s n 0 < ∞, then the first part of the trajectory ends in E. Actually, it ends in E 0 since the set E \ E 0 is at distance r − ρ ≫ ρ from the origin. Therefore, the second part of the trajectory starts in E 0 and thus s n 1 = ∞ with probability o(h −2 ). This remains true for all parts of the trajectory before the walk approaches the boundary of D. However, since r/ρ = h, the expected number of parts needed to approach ∂D scales as m 2 h 2 . Therefore, it is possible to choose m large enough such that T h 2 parts stay in D(mr − ρ) with probability larger than 1 − δ/2. The probability that at least one of these parts is bad is T h 2 o(h −2 ) = o(1). This finishes the proof.
The behaviour of the random variables r n x is easy to control. Lemma 2.3. For every ξ ∈ R d and for all x ∈ E(n)
Using the Taylor expansion and the symmetry of the distribution of r x we get
It follows, e.g., from Lemma 1.7.4 of [Law91] that the distribution of r x /ρ converges to the uniform distribution on the sphere of radius one. The result then follows by an easy integration.
The reason why the scores s n i were introduced in [BČM06] is that the sum of scores is a good approximation for the clock process.
Lemma 2.4. For any δ > 0 and T > 0 one can choose ε, M and m such that τ -a.s. for all n large enough,
The proof of this lemma for d ≥ 2 can be found on pages 30-31 of [BČM06] . For d ≥ 3 it is proved in Section 4.
3. Proofs of Theorems 1.3 and 1.4
We prove Theorem 1.4 first. The next lemma gives the convergence of fixed-time marginals.
Lemma 3.1. The finite-dimensional distributions of the pair (S N , Y N ) converge to those of (V α , B d ).
In order to prove Lemma 3.1 we will need an important lemma describing the asymptotic behaviour of the joint Laplace transform of r n x and s n x . Lemma 3.2. For P-a.e. random environment τ and for all λ > 0,
Proof. Note first that by Lemma 2.
. Therefore, we can remove the conditioning on s x < ∞. To shorten the expressions we do not explicitly write conditioning on τ in this proof. By a trivial decomposition
where, since
and therefore R(n) = 1 + o(1). The first expectation on the right-hand side of (3.2) can be rewritten using Lemma 2.3,
where R(n) satisfies again (3.3). We rewrite the second expectation of (3.2) using Lemma 2.1(ii),
(3.5)
Putting everything together we get Proof of Lemma 3.1. To check the convergence of the finite-dimensional distributions of (S N , Y N ) we choose n = n(N) ∈ N and t = t(N) ∈ [1, 2 1/α ) such that
It is easy to see from definitions of n, t and r(n) that
where
. Later we will take the limit n → ∞ for a fixed value of t ∈ [1, 2 1/α ) instead of taking the limit N → ∞. We will show that this limit exists and does not depend on t. Moreover, as can be seen from the proof, the convergence is uniform in t. Therefore also the limit as N → ∞ exists. We will not comment on the issue of uniformity during the proof. Hence, instead of the convergence of (S N
We will approximate the processes on the left-hand side of the last display by sum of scores s n j and of displacement r n j . It follows from the properties of the simple random walk that the exit time j
. Therefore, by the law of large numbers, a.s. for any δ ′ > 0, u ≤ T and n large enough
(3.12)
Similarly, it follows from the properties of the simple random walk that for any δ > 0 it is possible to choose δ ′ such that
(3.13)
, where i ∈ {1, . . . , q}. To prove the convergence of the finite-dimensional distributions we will prove the τ -a.s. convergence of the Laplace transform
(3.14)
The discussion of the last paragraph implies that it suffices to show the convergence of
for v = ±δ ′ , where 16) and to show that as δ ′ → 0 both limits coincide.
Let
The last summation can be further divided into two parts. We first consider sequences such that {x ℓ } ⊂ E 0 . It follows from Lemma 2.1 and Corollary 2.2 that the sum of probabilities of such sequences can be made arbitrarily small by choosing ε, M and m. We can therefore ignore them. The contribution of the remaining sequences {x ℓ } can be evaluated using Lemma 3.2. Indeed, let ω = ⌊c −2 2 h(n) 2 t α u q ⌋ − 1. Observe that given τ and Y (j n ω ) = x ω , the distribution of (s n ω , r n ω ) is independent of the past of the walk and is the same as the distribution of (s xω , r xω ). Therefore,
The last expectation is bounded uniformly in x ω by
Therefore, we can sum over x ω and repeat the same manipulation for x ω−1 . Iterating, we find that the sum over {x ℓ } ⊂ E 0 is bounded from above by 
Therefore, using definitions (3.9) and (1.6), t α c 2 2
This finishes the proof of Lemma 3.1.
To finish the proof of Theorem 1.4 we need to show the tightness.
Lemma 3.3. The sequence of the distributions of (S
Proof. To check the tightness for S N in D([0, T ], M 1 ) we use Theorem 12.12.3 of [Whi02] . Since S N are increasing, it is easy to see that condition (i) of this theorem is equivalent to the tightness of S N (T ) which can be easily checked from Lemma 3.1. In order to check condition (ii) of the theorem remark that for increasing functions the oscillation function w s used in [Whi02] is equal to zero. So checking (ii) boils down to controling the boundary oscilationsv(x, 0, δ) andv(x, T, δ). For the first quantity (using again the monotonicity of S N ) this amounts to check that for any ε, η > 0 there is δ such that P[S N (δ) ≥ η] < ε which follows again from Lemma 3.1. The reasoning forv(x, T, δ) is analogous. For Y n the proof of the tightness is analogous to the same proof for Donsker's Invariance Principle. The tightness of both components implies the tightness of (S N , Y N ) in the product topology on
Obviously, Lemmas 3.1 and 3.3 imply Theorem 1.4. We can now easily derive Theorem 1.3. 
Proofs of the coarse graining estimates for d ≥ 3
We give here the proofs of Lemmas 2.1 and 2.4 for d ≥ 3. These proofs are adapted from [Čer03] and use similar techniques as in [BČM06] for d = 2. In general, the proofs become slightly simpler because the random walk is transient if d ≥ 3, and all important quantities (like Green's function, hitting probabilities, etc.) depends only polynomially on the radius of the ball, logarithmic corrections are not required.
4.1. Proof of Lemma 2.1 for d ≥ 3. Lemma 2.1 controls the distribution of the random scores s x for x ∈ E 0 . Typically, s x equals to the time that X started at x spends in T M ε before exiting D x (ρ). In some exceptional cases s x = ∞. We first show that the probability that this happens is o(h(n)
−2 ), that is we prove (i) of Lemma 2.1. As follows from the definition of s x the exceptional cases that we need to control are: hits a trap from B(n) (see (2.12) for definition) , (e) Y hits a trap y in T M ε , exits D y (ν(n)) and then returns to y before exiting D x (ρ(n)). We now bound the probability of all these events. For the event (a) we have Lemma 4.1. Let P 1 (n, x) be the probability that the simple random walk started at x exits D x (ρ(n)) at some site that is not in E. Then τ -a.s. for every x ∈ E 0 , P 1 (n,
Proof. Let A x = A x (n) denote the annulus
We first show that there exists K such that τ -a.s. for n large enough
The number of the sites in A x is bounded by
Summing over x ∈ D we bound the probability that (4.2) is violated by 
This finishes the proof.
Next, we bound the probability that (b) happens.
Lemma 4.2. Let P 2 (n, x) be the probability that the simple random walk started at
Proof. According to (4.2) there is τ -a.s. at most
. The probability that the walk hits one such trap y is by (A.4) bounded from above by c|x − y| 2−d . There exists constant C such that for all y ∈ A x , |x − y| 2−d ≤ Cρ 2−d . The required probability is thus smaller than
To proof (c) we need two technical lemmas first.
Lemma 4.3. Let P x (n) denote the probability that the simple random walk started at x hits the set T
We first show that for any δ and τ -a.s. there exists n 0 such that for n ≥ n 0 and for all
Let µ = 1 − 2/(3d) and ι(n) = 2 µn/2 , therefore κ < µ < γ and ν(n) ≪ ι(n) ≪ ρ(n). Recall that B x (r) denotes the cube centred at x with side r. Let D n = D x (ρ−2ι)\B x (ι). We divide the sum in (4.7) into three parts. We use Σ 1 to denote the sum over y ∈ T M ε ∩ D n , Σ 2 to denote the sum over y ∈ T M ε ∩ B x (ι), and Σ 3 to denote the sum over − 2ι) ). The reason why we introduce the third sum is the error term in (A.5) which is too large for the traps that are too close to the border of D(ρ).
The main contribution comes from Σ 1 , so we treat it first. We cover D n by cubes with side ι. It is not difficult to show that τ -a.s. for n large
(4.10)
Then for any small η and n large enough
For any δ one can choose λ and η small enough such that the exponent in the last expression is negative. Hence,
for n large enough. Summing over all x and using the definitions of ι and g we get
Since dµ − 2 > 0, the upper bound for (4.9) is finished. The proof of the lower bound is completely analogous. We can now actually estimate Σ 1 . Without loss of generality we set x = 0. Let
Using the bound (A.5) we get
This together with (4.9) yields the bound
Every site y from the last summation satisfies |y| ≤ ρ − ι. Therefore,
The error term R is thus much smaller than the sum in (4.16) which we now estimate. Replacing the summation by integration (making again an error of order ι|z| 1−d ) we get
where ω d denotes as before the surface of the d-dimensional unit sphere. The lower bound for Σ 1 can be obtained in the same way. It is actually much simpler, because the lower bound (A.3) on the hitting probability is less complicated than the upper bound (A.5). Hence,
It remains to show that Σ 2 and Σ 3 are o(h(n) −2 ). To estimate Σ 2 we need a finer description of the homogeneity of the environment than (4.9). Let i max be the smallest integer satisfying 2 i ν(n) ≥ ι(n), i.e. i max ∼ (µ − κ)n/2. Then τ -a.s. for n large, all i ∈ {0, . . . , i max }, and all
(4.20)
Indeed, fix i ∈ {−1, . . . , i max } first. Then for any x ∈ D we have
(4.21)
Summing over x ∈ D and i ∈ {−1, . . . , i max } we get an upper bound for the probability of the complement of (4.20) which is of order nr(n) d e −λn . Therefore, choosing λ large enough, (4.20) is true P-a.s. for n large enough.
To bound Σ 2 we cover the cube B(ι) (we suppose again that x = 0) by imax i=0 O i . Observe that our covering does not contain B(ν). However, B(ν) ⊂ D(ν) and 0 ∈ E 0 , so that B(ν) ∩ T M ε = ∅. By (A.4) and (4.20) we get
(4.23)
The fist term in the braces is decreasing in i and the second one is increasing. The sum is thus bounded by Cn
. However, both terms, n 2 ν 2−d and n 2 ι 2 g −α , are much smaller than h(n) −2 for our choice of constants. This means that Σ 2 ≪ Σ 1 . The sum Σ 3 , that is the sum over y ∈ T M ε ∩ (D(ρ) \ D(ρ − 2ι)) can be bounded in the same way as the probability of hitting a trap in the annulus A x ∩ T M ε was bounded in Lemma 4.2. Following the same reasoning (with ν(n) replaced by ι(n)) we get Σ 3 ≤ ριg −α ≪ h(n) −2 . This completes the proof.
The second technical lemma that we need to bound the event (c) also provides the required bound for the event (d).
. Then τ -a.s., for and for all x ∈ E(n) and n large enough
Proof. The proof is very similar to the previous one. We divide the sum into three parts in the same way as before. We keep the notation Σ 1 , Σ 3 , Σ 3 for these parts. Since B ⊂ T M ε , it follows from the previous proof that Σ 2 and Σ 3 are o(h(n) −2 ). Hence, it remains to bound Σ 1 from above. This can be achieved by the same calculation as before if we show that
for all x ∈ D (compare this with (4.9)). We will show that τ -a.s. for n-large and for all
This bound is not optimal but sufficient for our purposes. Indeed, using the definitions of g, ν and r we find that φ(n) = O(n 2 2 (d−3)n/2 ) which is much smaller than
We use A to denote the event that there exists a cube of side ι containing more than φ(n) bad sites. If A is true, then there is also a cube of side 2ι centred on L n that contains more than φ(n) bad sites. Therefore,
Using the definition of B and the union bound we get that P[x ∈ B] ≤ cε −2α ν d g −2α . Therefore, by Markov inequality,
Putting this into (4.26) we obtain P[A] ≤ Cn −2 . Therefore, (4.25) follows by BorelCantelli lemma and the proof is completed.
We now use the last two lemmas to bound the probability of the event (c).
Lemma 4.5. Let P 3 (n, x) denote the probability that the simple random walk started at x hits two traps from T M ε (n) before exiting D x (ρ(n)). Then τ -a.s. for every x ∈ E 0 , P 3 (n, x) = o(h(n) −2 ).
Proof. For A ⊂ Z d we use Y(x, ρ, A) to denote the number of different traps from A visited by the simple random walk Y before the exit from D x (ρ). Then,
29) and, by Lemma 4.4,
We can now finish the proof of Lemma 4.7. We use V x,i (n) to denote
Lemma 4.8(ii) and the procedure used to show Lemma 4.3 (or more precisely (4.7)) give
(4.43) For P x (n, i) we have then
The corresponding lower bound can be obtained using Lemma 4.5 and Bonferroni's inequality. Indeed, using the notation introduced before (4.28),
This completes the proof.
We can now show Lemma 2.1(ii), i.e. to show that τ -a.s.
When the simple random walk Y hits a deep trap y before exiting D x (ρ(n)) and s x < ∞, then s x is simply the time spent in y before the exit from D y (ν(n)). The process Y hits y a geometrical number times. The mean of this geometrical variable is G D(ν(n)) (0, 0). Each visit takes an exponential time with mean τ y . Using the expression (A.1) from Appendix we get the following formula for the conditional Laplace transform of s x .
The probability that s x = ∞ is o(h(n) −2 ). Therefore,
The last expectation can be estimated using Lemma 4.7 and (4.47),
. (4.49)
For n large the last expression is bounded from below by
(4.50) This and (4.48) give an upper bound for 1 − E e −λsx/2 n/α s x < ∞, τ . A corresponding lower bound can be constructed analogously. This finishes the proof of Lemma 2.1(ii).
Lemma 2.1(iii) follows trivially from Lemma 4.3 and Lemma 2.1(i).
4.2. Proof of Lemma 2.4 for d ≥ 3. We want to show that for any δ > 0 and T > 0 it is possible to choose ε, M and m such that for τ -a.s. and n large enough
The sum of scores records (if s n i stay finite) only the time spent in T M ε . Let G n be the event {s n j < ∞ : j ≤ T h(n) 2 }. As follows from Corollary 2.2, probability of G c n can be made smaller than δ/2 by choosing m large. Conditionally on G n , the difference in (4.51) is positive and it increases with k. It is therefore bounded by
which is simply the time spent in T ε and T M during the first j n T h(n) 2 parts. We first show that the time spent in T ε is small.
Lemma 4.9. For any δ > 0 there exists ε such that for a.e. τ and n large enough
(4.53)
Proof. On G n the first T h(n) 2 parts of the trajectory stays in D(n). The probability in (4.53) is thus bounded from above by
where ζ n is the exit time of Y from D(n) (see (2.3)). We show that there exists a constant K 1 independent of ε such that for a.e. τ and n large enough To prove (4.55) we bound the expected time spent in traps with τ x ≤ 1 first,
(4.56)
We divide the remaining part of T ε into disjoint sets T ε2 −i+1 ε2 −i , i ∈ {1, . . . , i max }, where i max is an integer satisfying 1/2 ≤ 2 −imax εg(n) < 1. (4.57)
From the condition (1.2) it can be showed easily that the probability that a fixed site x is in T For any fixed i ∈ {1, . . . , i max } and K ′ large we can write Therefore, it is possible to choose K ′ large enough such that this bound decreases exponentially with n for all i ∈ {0, . . . , i max }.
Summing over all possible values of i gives The Borel-Cantelli lemma then yields
τ -a.s. for all i and for n large enough. Combining (4.56) and (4.66) we get easily (4.55). This finishes the proof of Lemma 4.9.
We show now that the set T M can be safely ignored.
Lemma 4.10. For every δ there exist m and M such that for a.e. τ and n large enough P {Y hits T M before j n T h(n) 2 } ∩ G n |τ ≤ δ.
(4.67)
Proof. As in the proof of Lemma 4.9 we can replace j n T h(n) 2 by ζ n . We use again BorelCantelli lemma,
