New existence and uniqueness results for a second order elliptic non-linear equation are obtained by using gauge theory methods on linear holomorphic bundles over an oriented Riemann surface.
Introduction
Let M be a compact connected oriented Riemann surface without boundary. Assume that M has normalized area |M| = 1. Let f : M → R be smooth, λ ∈ R and consider the second order elliptic equation
where u : M → R is smooth and is the Laplace-Beltrami operator (negative definite) on M. In this article we address questions of existence and uniqueness of solutions in u for (1.1) when f has a particular geometric meaning. The interest in this problem is on the development of techniques to approach partial differential equations on manifolds from the geometrical point of view.
Eq. (1.1) appears in a number of geometric problems that have risen interest in the past decades. When λ = 2πΘ(M), where Θ(M) is the Euler characteristic of M, its solutions relate two different Riemannian metrics on M by a pointwise dilation, one of them having Gaussian constant curvature λ and the other having curvature f (x). In [17] J. Kazdan and F. Warner work on earlier partial results from other authors [2, 3, 10, 19] and use variational methods to obtain a general theorem concerning Eq. (1.1). The next theorem, whose proof is in [17] , summarizes their most important results: Kazdan and Warner also found a non-trivial condition on f that implies non-existence of solutions for (1.1) when M is the euclidean sphere and λ = 4π (see Section 8 on [17] ). However, existence results remain unknown if λ is large enough (λ > λ + (f )), even if f 0. Their methods don't deal with uniqueness of solutions for (1.1) for arbitrary λ > 0.
Here is where the geometric approach makes partial advancement to these questions. To make it precise, let L → M be a holomorphic line bundle and H 0 a hermitian metric on L yielding constant curvature. Denote by We motivate the gauge theory problem from which Eq. (1.1) can be derived. Let X be a compact connected Kähler manifold and E → X be a holomorphic vector bundle, with holomorphic structure D E . Any hermitian metric H E on E defines a hermitian connection D E and curvature form F E = D 2 E . Let τ ∈ R be a constant and I E be the identity endomorphism of E. Fix a holomorphic section Φ of E → X. The vortex equation for this set is
where Φ * H E is the H E -dual section of Φ, Λ is the contraction with the Kähler form of X and i = √ −1. Observe that when Φ ≡ 0, Eq. (1.2) is just the Hermite-Einstein equation [9, 23] . S. Bradlow presents Eq. (1.2) in [4] as a generalization of the vortex equations on R 2 defined by A. Jaffe and C. Taubes in [15] . Eq. (1.2) is seen as an equation in the metric H E . The main result of [4] establishes a relationship between existence of metrics H E solving (1.2) and an algebraic condition on the triple (E, D E , Φ) called Φ-stability. His proof uses complicated analysis with the functional defined by Donaldson [8, 9] , but in the lowest dimensional case rank E = dim C X = 1, Eq. (1.2) reduces to Eq. (1.1) with f (x) 0 and M = X (see [5, 11] ). The methods of [17] can then be directly applied.
The ideas behind Eq. (1.2) and the Hermite-Einstein equation have developed in a range of problems that seem to be perturbations of the formers, usually involving several holomorphic bundles with prescribed holomorphic sections. As Bradlow and García-Prada point out in [6] the great interest in these problems is the development of a moduli space theory for such structures by using gauge theory, which is proven to be equivalent to an algebraic moduli space theory through a Hitchin-Kobayashi correspondence [6, 7] .
We employ one of these gauge theory models to study Eq. (1.1). The model is developed in Section 3 of this paper, and leads to two equations involving normalized cohomology classes [φ] and [η] on the bundles L and L * , respectively:
are smooth operators properly defined in Section 3, and naturally related to the term f e 2u of Eq. (1.1).
The main result of this paper is the proof of global uniqueness of solutions to (1.4) when 0 < λ < 2πc(L). This will imply global uniqueness to Eqs. (1.3) and (1.1) (with f under the hypotheses of Theorem 1.2) by a topological argument, given by Lemmas 3.6, 4.15 and Corollary 4.17. We notice that uniqueness for Eq. (1.1) seems not to be trivial by analytical methods, since the linearization of (1.1) at a solution, given by the operator h → L u (h),
is not sign definite and may not be non-singular. However, in Theorem 4.7 and Corollary 4.9 we show that the linearization of Eq. (1.4) is non-degenerated at a solution u if λ ∈ (0, 2πc(L)). Using the W 1,2 estimate given by Lemma 4.11 and a classical method of continuity we show that the local uniqueness for (1.4) is in fact global. This paper is organized as follows: Section 2 sets up notation and presents some background material on the geometry of complex line bundles. In Section 3, a gauge theory model on a rank 2 complex vector bundle over M is described. The gauge equation on this bundle reduces to Eqs. (1.3) and (1.4), whose solutions relate according to Lemma 3.6. Section 4 presents the results on existence and uniqueness of solutions for (1.3), (1.4 3) . In Section 5 we apply some of these results directly to Eq. (1.3) when M is the euclidean sphere ⊂ R 3 . In this case we prove, in particular, that Eq. (1.1) with f ≡ 1 admits only the constant solution when 0 < λ < 4π .
Preliminaries and notation

Geometric background
Let F → M be a complex vector bundle of finite rank. Given nonnegative integers p, q we denote by Ω p,q (F) the space of (smooth) sections of T p,q M ⊗ F , where 
It is well known (see [13] ) that div F is finite on Riemann Surfaces. Now let L 1 and L 2 be holomorphic line bundles over M. Let (e) be an extension of L 2 by L 1 , that is, a short exact sequence of holomorphic bundles
where the arrows are holomorphic morphisms. We assume further that c(L 1 ) < c(L 2 ).
Lemma 2.2. The extension (e) above satisfies div E c(L 2 ). Equality holds if and only if (e) is the trivial extension.
Proof. We follow the idea in [13] . Let J ⊂ E be a holomorphic line subbundle. We get an extension (e ) from (e) by tensoring the latter with J −1 ,
Denote by π the projection 
and a fiberwise product is just
Given a metric H , the operator D : 
Similarly we set
The similarity of notation between the above two definitions is clear after the next theorem, whose proof is in [14] . 
H be its curvature. An useful identity is given by
and integrate by parts:
Analytical estimates
Let k 0 be an integer and p 1 be a real number. Recall the definition of Sobolev spaces on a Riemann surface M: W k,p (M) is the space of functions M → R whose derivatives of order k are l p integrable. Similarly, using the Riemannian and hermitian connections we obtain
Since M is compact, any two smooth Riemannian metrics on M and hermitian metrics on F define the same topological (k, p)-Sobolev space [1, 20] .
Let u : M → R be an integrable function. Define the mean value of u as
The next theorem is worth to be mentioned. Its proof is found in [17, 22] . The proposition below corresponds to Proposition 5.4 of [12] , and is a consequence of the previous theorem.
Proposition 2.8. Let k 1 be an integer and q 1 be a real number. The map
If k 1 is an integer and p > 2 is a real number the above proposition allows us to consider non-smooth metrics of the form H u = e 2u H 0 , for u ∈ W k,p (M). Then identities (2.7), (2.9), (2.10) and Definitions 2.3 and 2.4 are still valid. For any complex number α we denote by R{α} its real part. For later use we define a coupling between the W k−2,p and W k,p spaces as follows:
The particular behavior of a holomorphic section in a neighborhood of its roots is the central point of the next lemma. It provides a uniform estimate useful to study the convergence of solutions to Eq. (1.3).
Lemma 2.10. Fix a metric H ∈ M. There exists r = r(H ) > 0 such that for any
..,m be the zero set of ζ and k j 1 be the multiplicity of the root x j . Choose holomorphic charts z j : U j ⊂ M → V j ⊂ C where U j is a neighborhood of x j and {U j } j =1,...,m are disjoint. Assume z j (x j ) = 0 and that z j extends to the closures U j → V j . Letζ j be a local trivialization of (L, D ) over U j (restricting U j if necessary), that is, D ζ j = 0 andζ j = 0 in a slightly larger open set containing U j . There are holomorphic functions h j : U j → C never vanishing with
The map ln |ζ | H is bounded in M − j U j and hence integrable in that domain. For x ∈ U j we have
and the first two summands are again bounded and integrable in U j . For the term ln |z j | we obtain a bounded positive function B j : V j → R associated to the coordinate change, so that (2.17)
The last integral is finite because
Next step is showing that the map s is bounded from below. To see that take {ζ n } ⊂ S H a Cauchy sequence converging to ζ 0 . Replace ζ by ζ 0 in the above paragraph and keep the remaining notation to write
endows S H with the same topology. Thus the convergence ζ n → ζ 0 is in fact C 0 . For each n we can write
with h n,j : U j → C a holomorphic and non-vanishing function and p n,j : V j → C a monic polynomial in z j of degree less than or equal c(L). Let {α n,j,t } be the roots of p n,j (z j ). Then there is a small neighborhood Y j V j of the origin so that {α n,j,t } ⊂ Y j for all n sufficiently large, otherwise ζ 0 would have a root in ∂ U j , which is an absurd. In particular the integrals
are uniformly bounded from below, for all n, j . The maps ln |h n,j | are harmonic in U j . Their minima are attained at the boundary ∂ U j . An argument similar to the case of ln |p n,j | together with an uniform upper bound for the latter imply the existence of a constant G ∈ R so that min{ln |h n,j (x)|: x ∈ U j } G for all n ∈ N and 1 j m. Henceforth, (2.20)
is uniformly bounded from below. Since |ζ 0 | H is strictly positive in M − j U j the uniform convergence implies
Thus inf{s(ζ n ): n ∈ N} > −∞. Being true for an arbitrary Cauchy sequence, the existence of a lower bound must hold for the whole S H due to its compactness. Let s ∈ R be such lower bound
Recall that |M| = 1. From Jensen's inequality [21] we know that for any g :
The last inequality finishes the proof of the lemma making r(H ) = e 2s . 2
The gauge theory model
Results on extensions
where (E, D E ) is a rank 2 holomorphic vector bundle. Following [6] we define the α-slope of (e) by
The actual definition of α-slope refers to extensions of coherent analytic sheaves of holomorphic sections over a Kähler manifold. Since dim C M = 1 = rank L j , j = 1, 2, it reduces to (3.2). The definition of α-stability of extensions of sheaves (Definition 3.4 in [6] ) relates the α-slope of a given extension with α-slopes of all its proper subextensions. For extension (e) α-stability becomes the following statement:
We now state the metric equation that corresponds to the above definition of stability. Given a hermitian metric
Denoting by H j and D j respectively the hermitian structures and compatible connections on L j (j = 1, 2), induced from E, we have
where A is the second fundamental form of the inclusion
which is an equation for H E with all other structures fixed on E. The link between Eq. (3.4) with the α-stability condition is given by Proposition 3.8 and Theorem 3.9 of [6] , which are summarized below:
Theorem 3.3. Let τ 1 and τ 2 be real numbers such that
) is not the trivial extension and that there is a metric H E satisfying (3.4). Then (e) is α-stable. (2) If α < 0 and (e) is α-stable then there exists a metric H E satisfying (3.4).
The analytic equations
Making F j = D 2 j Eq. (3.4) becomes the system (3.5)
Subtracting the second from the first equation in (3.5) we arrive at
Observe that φ is a section of holomorphic type (1, 0) and dim C M = 1, hence the condition D (φ) = 0 is equivalent to D(φ) = (D(A)) * H = 0, or φ is holomorphic. A simple computation in [12] shows that a solution H for (3.6) yields a solution for (3.5) and (3. 
We now state the dual problem of (3.6). Let η ∈ Ω 0,1 (L * ) and ξ ∈ Ω 0 (L * ). Then the system (3.8)
is equivalent to (3.6) when η and ξ satisfy (η + D ξ) * H = φ. The new variable ξ must be introduced to preserve the second of Eqs. (3.8), since deforming the metric H will usually change the anti-holomorphic structure D H .
However, given any
which is an equation on the metric H for prescribed τ ∈ R and [η] ∈ H 0,1 (L * ).
In order not to preclude the existence of non-trivial global (1, 0)-holomorphic sections on L we assume from now on that c(
or equivalently c(L) Θ(M).
Let H 0 be the metric of constant curvature on L, and H be any metric. With the identification M ∼ = C ∞ (M) given by Eq. (2.8), a computation [14] shows that the curvatures of H 0 and H = H u satisfy
Following the above notation for
These comments make the proof of next lemma elementary. (
Equivalence of solutions
Integrating Eq. For any λ > 0 define maps R λ : 
In a similar fashion we deduce R * λ (S * λ ) ⊂ S λ . To show that R λ and R * λ are inverse to each other, notice that
We conclude C = 0 and R * λ • R λ = Id S λ . The same argument applies to show R λ • R * λ is the identity on S * λ . This finishes the proof of the lemma. 2
Existence and uniqueness results
α-stability and existence
Recall that there is a natural bijection
, then Theorem 3.3(2) and the discussion on Sections 3.1 and 3.2 imply the existence of a solution to (1.4). By Lemma 3.2, α-stability holds for α within an interval depending on the degrees of the bundles appearing on (e). This interval is equivalent to the range 0 
Proof. Denote by
Since λ < 2πc(L) we have α < 0, hence existence for (1.4) is equivalent to α-stability of (e). The theorem then follows from the discussion on the above paragraph. 2
In the next subsections we use basic Functional Analysis to get direct proofs on Eqs. (1.3) and (1.4).
The continuity method
Because of Proposition 2.8 the weakest class of functions allowed as solutions for Eqs. (1.1) or (1.3) is W 1,2 . Due to a well-known argument on elliptic regularity any u ∈ W 1,2 (M) that is a weak solution is also strong and belongs to C ∞ (M). A similar reasoning holds for (1.4), but because of the variable ξ that appears in system (3.8), we must start with u ∈ W 1,p (M) (and ξ ∈ W 1,p (Ω 0 (L * ))) for any p > 2. The next two results are well-known and concern existence of solutions for (1.3) and (1.4), respectively.
Theorem 4.2. There is 0 < λ ∞ and a smooth map ([φ], λ) ∈ S × (0, λ) → u([φ], λ) ∈ C ∞ (M) so that:
(1) u = u([φ], λ) is a solution to (1.3). (2) The linearization L u (h) = h + 2|[φ]| 2 u h is non-degenerated as a map W k,2 (M) → W k−2,2 (M). (3) lim λ→0 + , [φ]∈S u([φ], λ) − u([φ], λ) k,2 = 0 and lim λ→0 + , [φ]∈S u([φ], λ) = −∞.
Respect to the above properties the map u([φ], λ) is uniquely defined and λ can be taken maximal.
Proof. This is a standard application of the Implicit Function Theorem (see [16] ) and we just sketch it. Let Set
That F is well defined and continuously differentiable is a consequence of Theorem 2.7 and Proposition 2. 
Since it is a Fredholm index 0 operator we get nondegeneracy for
, λ)) whose graph parametrizes solutions of (4.1) (1) and (2) are straightforward consequences of the definition of the map u and of the local non-degeneracy of the derivative of F , which holds in a neighborhood of S × {0}. Assertion (3) is due to the limit
We finish the proof by taking λ as the maximal ε for which (1), (2) 
and (3) hold for the map u([φ], λ). 2
We skip the proof of the next theorem, which is analogous to the proof of Theorem 4.2.
Theorem 4.3. There exists a maximal 0 < λ d ∞ and a uniquely defined smooth map
with the properties:
The parameter λ d is maximal for properties (1), (2) and (3).
Looking at a metric as an isomorphism L → L * allows us to write e 2u = H 
7). This map is uniquely defined satisfying lim
The convergence u n −→ u 0 is in the W k,2 norm for k 1.
Proof. As usual write u n = M u n dν, b n = e 2u n and v n = u n − u n . Then for every n ∈ N it holds
Notice that φ ∈ Ω 1,0 (L) is holomorphic if and only if it is holomorphic as a (0, 0)-section of the bundle
Hence Lemma 2.10 is applied after integrating (4.4) to give a bound for {b n }:
Since S is compact, we pass to a subsequence so that {b n } and {[φ n ]} both converge, respectively, to b 0 0 and
0 , passing again to a subsequence we can assume v n → v 0 weakly for some 
C, and by Lemma 4.5 we
Positive curvature and non-degeneracy
Using Sobolev multiplication theorems in compact spaces [20] together with Proposition 2.8 it can be shown that V η,λ is continuously differentiable in the four parameters (η, λ, u, ξ). Roots (u 0 , ξ 0 ) of V η,λ are in one-to-one correspondence to solutions (H u 0 , ξ 0 ) of system (3.8). Differentiating V η,λ at (u 0 , ξ 0 ) and applying on the vector
The next theorem is the main result of this paper and assures that [V η,λ ] is non-degenerated at the roots of V η,λ when 0 < λ < 2πc(L).
is a linear homeomorphism. In particular, V η,λ is a local diffeomorphism at (u 0 , ξ 0 ).
. Then T is a continuous linear map between Banach spaces. To show T is a homeomorphism we need to prove that T is a linear isomorphism. Denote by
is compact, and T 1 is given by (4.8)
Henceforth, T 1 is a combination of Laplacians and is a Fredholm index 0 operator. This implies T is Fredholm index 0. We must show T is injective, and the proof will be done. Fix 0 = (h, χ). Without loss of generality we can assume ξ 0 = 0. Consider the orthogonal decomposition given by Theorem 2.5 respect to the metric H u 0 . Hence η is a D u 0 -closed section. We can use the functional ϕ from Definition 2.9 to consider T as a quadratic form, given by
There is a ∈ C and σ ∈ Ω 0,1 (L * ) with σ, D χ u 0 = 0 so that 2hη = aD χ + σ . Substituting back in (4.9) gives us 
Notice in the last integration that h is real-valued, hence |∂h| = |∇h| √ 2
. The fact that η is anti-holomorphic in the metric H u 0 was used in the passage
To prove (4.12) we recall that (u, ξ )
Combining (4.11) and (4.12) we obtain 
from what follows
Making h =u, a = 1 and χ =ξ the expression between parenthesis is the term I in the proof of Theorem 4.7 and is positive. Henceu < 0 and The above discussion also implies that if the maximal parameter λ [η] is less than 2πc(L) then there can be no solutions in the interval [λ [η] , 2πc(L)). The non-existence for λ = λ [η] can hold only if lim λ→(λ [η] ) − u(λ) 1,2 = +∞, which proves statement (b). Following the proof of Theorem 4.1 we get λ [η] Remark 4.14. The non-existence given by Lemma 4.12 is already known from [6] expressed in Lemma 3.2 and Theorem 3.3. They correspond saying that if the moduli space of α-stable extensions is empty at α = α 0 < 0 then it is empty within α 0 < α < 0. 
and for [η] ∈ S * and 0 < λ < λ d let Proof. We first show that ρ * λ • ρ λ is the identity on S.
Then ρ 0 is a diffeomorphism and has topological degree ≡ 1 mod 2. ([φ] , λ) = 0 in the C 0 norm. This shows the family λ ∈ (0, λ) → ρ λ ∈ {maps : S → S * } can be extended to a continuous homotopy λ ∈ [0, λ) → ρ λ . Thus for any 0 < λ < λ, ρ λ has degree ≡ 1 mod 2, and is onto. Injectivity comes from (4.28). We conclude that ρ λ is a homeomorphism whose inverse is ρ = u([φ], λ) .
. Applying R * λ on both sides of Eq. 
The euclidean sphere
As an application of the previous results we study the case M = S 2 ⊂ R 3 with the metric g defined by 1) . The latter, with λ = 4π , is the equation of the prescribed curvature problem on S 2 for metrics pointwise conformal to the euclidean metric (see [17] ). The prescribed curvature is then 
