analyses ignoring phylogenetic relationships can decrease estimation accuracy and power, inflate 28 type I error rates, and lead to potentially false conclusions. 29 2. Using simulations, we compared estimation accuracy, statistical power, and type I error rates 30 of linear mixed models (LMM) and phylogenetic linear mixed models (PLMM) designed to test 31 for trait-environment interactions in the distribution of species abundances among sites. We 32 considered the consequences of both phylogenetic signal in traits and phylogenetic signal in the 33 residual variation of species distributions generated by an unmeasured (latent) trait with 34 phylogenetic signal. 35 3. When there was phylogenetic signal in the residual variation of species among sites, PLMM 36 provided better estimates (closer to the true value) and greater statistical power for testing 37 whether the trait-environment interaction regression coefficient differed from zero. LMM had 38 unacceptably high type I error rates when there was phylogenetic signal in both traits and the 39 residual variation in species distributions. When there was no phylogenetic signal in the residual 40 variation in species distributions, LMM and PLMM had similar performances. 41 4. LMMs that ignore phylogenetic relationships can lead to poor statistical tests of trait-42 environment relationships when there is phylogenetic signal in the residual variation of species 43 distributions among sites, such as caused by unmeasured traits. Therefore, phylogenies and 44 3 PLMMs should be used when studying how functional traits affect species abundances among 45 communities in response to environmental gradients. 46
Summary 23
1. A growing number of studies incorporate functional trait information to analyse patterns and 24 processes of community assembly. These studies of trait-environment relationships generally 25 ignore phylogenetic relationships among species. When functional traits and the residual 26 variation in species distributions among communities have phylogenetic signal, however, 27 analyses ignoring phylogenetic relationships can decrease estimation accuracy and power, inflate 28 type I error rates, and lead to potentially false conclusions. 29
Introduction
Species composition and abundance in ecological communities depend in part on both the
We simulated the abundance Y of species j (j = 1, …, n) at site s (s = 1, …, m) that depends on 114 two site environmental variables (env1 and env2) and two species functional traits 115 respectively (Gelman & Hill, 2007, p251-252) , so i takes values from 1 to nm. We assume both 122 environmental variable env1 and functional trait trait1 are measured. Env1 (e.g., soil fertility, 123 canopy cover) affects the abundance of all species among sites (β 1 ≠ 0), and trait1 (e.g., nutrient 124 absorption capacity, specific leaf area) determines in part the overall abundance of species (β 3 ≠ 125 0). Furthermore, there is an interaction between env1 and trait1 (β 5 ≠ 0) implying that trait1 126 affects the performance of species along the environmental gradient env1. 127
128
To introduce unexplained variation and phylogenetic signal, we treated env2 and trait2 as 129 unmeasured (latent) variables. Like env1, env2 has a direct effect on species abundances (β 2 ≠ 0).
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as a normal random variable that is independent among species and sites. In this way, we treated 136 the abundance of species Y as log-transformed values from count data. We did not simulate 137 abundance as raw count data because log-transformation of count data usually does not affect the 138 significance tests for regression coefficients when low count values (<5) are uncommon (Ives 139 2015; Warton et al. 2016) . 140
141
We simulated the phylogeny as a uniform birth-death process with birth rate = 1 and death rate = 142 0 using the sim.bdtree function of the geiger R package (Harmon et al. 2008) . The 143 phylogeny gives the expected phylogenetic covariances among species under Brownian motion 144 evolution (Grafen 1989; Martins & Hansen 1997 ) that can be used to construct a matrix C, and 145 when there is no phylogenetic signal the (zero) covariance structure is given by the identity 146 matrix I. Because functional traits may or may not have phylogenetic signal, we simulated four 147 scenarios for the two functional traits: trait1 with phylogenetic signal but not trait2 (trait1: C; 148 trait2: I); trait2 with phylogenetic signal but not trait1 (trait1: I; trait2: C); both traits with 149 phylogenetic signal (trait1: C; trait2: C); and neither trait with phylogenetic signal (trait1: I; 150 trait2: I). Functional traits without phylogenetic signal were simulated as N(0, 1) normal random 151 variables; functional traits with phylogenetic signal were simulated using the fastBM function of 152 the phytools R package (Revell 2012). We simulated env1 as a uniform distribution ranging 153 from -1 and 1 to generate a strong environmental gradient. Variable env2 and residuals e i were 154 simulated as N(0, 1) normal random variables. 155
156
We conducted simulations with 30 sites. To study type I error rates (false positives that 157 incorrectly reject the true null hypothesis), we set β 5 = 0 and varied the number of species (20,We fit both LMM and PLMM to the simulated datasets with R package pez (Pearse et al. 2015) . 163
The LMM has the form 164 165
Here, we use the convention of multilevel models (Gelman & Hill, 2007) , with fixed and random 171 effects given by Greek and Latin letters, respectively. The fixed effects β 1 , β 3 , and β 5 correspond 172 to the same coefficients in the simulation model (equation 1). Random effect a spp [i] allows 173 different species to have different overall abundance to capture effects of the term β 4 trait2 spp [i] 
Results

196
To compare LMMs and PLMMs, we focused on the regression coefficient β 5 for the interaction 197 between env1 and trait1. For each simulated dataset, we compared the accuracy of LMM and 198 PLMM by determining the frequency with which one gave a more accurate estimate of β 5 than 199 the other, and also by calculating the means and standard deviations of the estimates of β 5 . We 200 also counted the number of estimates that were scored as significant at the a = 0.05 level for both 201 models to determine their type I errors (when the true value of β 5 = 0) and statistical power 202 (when the true value of β 5 > 0). 203
No phylogenetic signal in trait2 205
When the unmeasured trait2 did not have phylogenetic signal (trait1: I; trait2: I, and trait1: C; 206 trait2: I), implying no phylogenetic signal in the unexplained variation in species abundances 207 among sites, LMM and PLMM had similar estimation accuracy ( Fig. 1-2) , type I error rates, and 208 power (Fig. 3) . Averaged across all simulation scenarios, in roughly 50% of simulations LMM 209 produced better estimates (closer to the true value) of β 5 (Fig. 1) . The estimators of β 5 from 210 LMM and PLMM had similar means and standard deviations ( Fig. 2A, Fig. 2B, Fig. A1 ). 211
Furthermore, LMM and PLMM had almost identical type I error rates and power across all 212 simulation scenarios (Fig. 3 ). They also gave very similar estimates when β 5 > 0 (Fig. A2 ). These 213 results are explained, in part, by the fact that in about 65% of simulations across all scenarios we 214 investigated with no phylogenetic residual variation (trait2: I), the estimates of both σ 
221
The performance of PLMM was consistently better than LMM whenever there was phylogenetic signal in True value of β 5 in Eq. 1
(B)
variance in the estimates of β 5 (variance in the horizontal direction). Despite this increase in the 259 variance in the estimates of β 5 , false positives (given by values to the right of the dashed line of 260 Fig. 4 ) from the LMM are only slightly inflated, because the LMM estimates of the standard 261 error of β 5 are larger than those from PLMM. However, for the case (trait1: C; trait2: C), the 262 decrease in accuracy of LMM relative to PLMM is not accompanied by an appropriate increase 263 is the LMM estimates of the standard error, thereby leading to high type I error rates. In contrast 264 to LMM, even though the variance in the estimates of β 5 from PLMM increases when there is 265 phylogenetic signal in trait1 (Fig. 4A vs. 4B), the estimates of the standard error also increase, 266 leading to much better type I error control than LMM. In summary, the poor type I error control 267 for LMM when there is phylogenetic signal in trait1 occurs because, as phylogenetic signal in 268 trait1 increases the variance in the LMM estimates of β 5 , phylogenetic signal in trait1 decreases 269 the LMM estimates of this variance. The decrease in power of LMM relative to PLMM for the 270 case without phylogenetic signal in trait1 (trait1: I; trait2: C) is caused by the increase in 271 variance in the estimator of β 5 , that is, decreased accuracy. Given the very poor type I error 272 control for LMM for the case with phylogenetic signal in trait1 (trait1: C; trait2: C), it is 273 inappropriate to assess power for this case. 274 caused by an unmeasured (latent) trait, we showed that LMMs have lower accuracy, poor type I 293 error control, and lower power than PLMMs in identifying the trait × environment interaction. 294
The performance of LMMs was particularly poor in terms of type I error control and power when 295 there was also phylogenetic signal in the measured trait. In contrast, PLMMs had better 296 accuracy, generally good type I error control (except when the number of species was small), and 297 good power. 298
299
Our results mirror the results of Revell (2010) who studied the performance of LMs and PLMs 300 applied to regression for phylogenetic comparative data. The model he considered that most 301 closely corresponds to our PLMM is a phylogenetic least-squares model in which Pagel's l 302 branch-length transform is used. Pagel's l transformation can be constructed by adding a 303 phylogenetic and a non-phylogenetic covariance matrix with l scaling between them (i.e., (1 -304 l)I + lC). In our PLMM (Eq. 3), covariance terms are similarly combined; for example, the 305 covariance for species-specific slopes across environmental variable 1 is σ 
451
Simulations were performed with 50 species; the fractions of simulations rejecting the null hypothesis
452
(text in the panels) were calculated from 1000 simulations, of which only 300 are presented for clarity. Absolute value of estimates of β 5 (trait−environment interaction term) Estimated standard error
