This paper discusses the state and parameter estimation problem for a class of Hammerstein state space systems with time-delay. Both the process noise and the measurement noise are considered in the system. Based on the observable canonical state space form and the key term separation, a pseudo-linear regressive identification model is obtained. For the unknown states in the information vector, the Kalman filter is used to search for the optimal state estimates. A Kalman-filter based least squares iterative and a recursive least squares algorithms are proposed. Extending the information vector to include the latest information terms which are missed for the time-delay, the Kalman-filter based recursive extended least squares algorithm is derived to obtain the estimates of the unknown time-delay, parameters and states. The numerical simulation results are given to illustrate the effectiveness of the proposed algorithms. presented a normalized iterative identification algorithm for Hammerstein systems which nonlinearities are with nonsmooth piecewise-linear structures [10] .
INTRODUCTION
The Hammerstein model consists of an input static nonlinear block in series with a dynamic linear subsystem and can describe a wide variety of practical nonlinear systems, e.g., wind turbines [1] , valve actuators [2] and power amplifiers [3] . Despite its simplicity, as a block-oriented nonlinear system, the Hammerstein model can include many different kinds of components in the nonlinear and linear blocks. The memoryless nonlinearities include polynomial, piecewise linear descriptions, saturation, preload, deadzone, backlash and so on [4, 5] . The linear subsystems may be some parametric forms, such as state space representations, transfer functions, FIR, IIR and so on [6, 7] .
Much research work has been performed on the identification of Hammerstein models. For example, Wang and Zhang studied an improved least squares identification algorithm for multivariable Hammerstein output error moving average systems by using the Taylor expansion on a quadratic criterion function and defining the information vector as the derivative of the noise variable to the unified parameter vector [8] ; Chen et al derived a hierarchical gradient parameter estimation algorithm for Hammerstein nonlinear systems using the key term separation principle [9] ;
• A more common model structure is considered which contains both process noise and measurement noise. By using the key term separation technique, the output of the system is expressed as a linear combination of all the unknown parameters. Then a pseudo-linear regressive identification model is obtained; • For the known and unknown time-delay, a recursive least squares algorithm and a recursive extended least squares algorithm are derived to identify the unknown parameters; • By using the Kalman filter, a joint state and parameter estimation algorithm is presented to obtain the estimates of the unknown parameters both in the linear subsystem and in the memoryless nonlinear block as well as the unmeasured system states.
The rest of this paper is organized as follows. Section 2 gives the identification model of Hammerstein systems with dynamic state space subsystem. Section 3 derives the Kalman-filter based LSI and RELS identification algorithms for a class of Hammerstein nonlinear systems. The 3 KF-RELS algorithm is proposed in Section 4. Section 5 provides two numerical examples to show the effectiveness of the proposed algorithms. Finally, Section 6 offers some concluding remarks.
SYSTEM DESCRIPTION AND IDENTIFICATION MODEL
Let us define some notation. "A =: X" or "X := A" stands for "A is defined as X";x k denotes the estimate of x at time k;x s k denotes the estimate of x k at iteration s; the symbol I (I n ) stands for an identity matrix of appropriate sizes (n × n); the superscript T denotes the matrix/vector transpose; 1 n represents an n-dimensional column vector whose elements are 1.
Consider the following Hammerstein nonlinear system as shown in Figure 1 , which is composed of a static nonlinear block followed by a linear dynamic subsystem. The linear subsystem is described by a state space model with moving average measurement noise. The time-delay is considered in the output block. The Hammerstein state space model can be written as
where y k is the measured output,ū k is the output of the static nonlinear block, w k := [w 1,k , w 2,k , · · · , w n,k ] T ∈ R n and v k represent mutually independent process noise and measurement noise with zero mean and variance Q and R, respectively. x k := [x 1,k , x 2,k , · · · , x n,k ] T ∈ R n is the system state vector. A ∈ R n×n is the system parameter matrix, b ∈ R n and c ∈ R 1×n are the parameter vectors,
Assume that the output of the nonlinear block is a linear function of the known basis:
where γ ′ i s are the unknown coefficients and f i (u k ) ′ s are the base functions. Let
From (1), we have
. . .
x n,k+1 = −a n x 1,k + b nūk + w n,k .
Multiplying z −j−1 on both sides of (5) gives
Substituting (6) into (4), we have
Multiplying both sides of (7) by z −τ −1 gives
Substituting (8) into (2) gives
Note that the model in (9) contains the product of the parameter vectors b and γ of the linear and nonlinear blocks, which increases the complexity of identification. Besides, any identification scheme cannot distinguish (b, γ) from (αb, γ/α) for some nonzero and finite constant α, because any pair (αb,ū k /α) would produce identical input and output measurements. Therefore, in order to get unique parameter estimates, one of the entries of b and γ has to be fixed. Here, adopt the key term separation technique [34, 35] and let the first element of the vector b equal 1; i.e., b 1 = 1. Then Equation (9) can be rewritten as
Let n 1 = 2n + m + n d − 1 and define parameter vectors and information vectors as
Then Equation (10) can be written as
Since both the process noise w k and measurement noise v k are Gaussian white noises, and w k ∼ N(0, Q), v k ∼ N(0, R), then the output y k of the system in Figure 1 can be expressed by the following pseudo-linear regressive form:
The objective of this paper is to derive identification algorithms to estimate the states and parameters a i , b i , γ i and d i and the time-delay (if it is unknown) for the Hammerstein state space model by using the measured input-output data {u k , y k }.
For the model in (11) , the number of the unknown parameters in the vector θ is n 1 := 2n + m + n d − 1. In fact, there is another model which is called the over-parameterization model to deal with the product term of b and γ. For example, the method in [33] expresses the parameter vector as
In that situation, the number of the unknown parameters in the vector θ is n 2 := n + nm + n d .
Since both n and m are positive integers, the difference between n 1 and n 2 is ∆n := n 2 − n 1 = nm − n − m + 1 0. That means that the dimension of the unknown parameter vector in the overparameterization method is larger than that in the key term separation based medthod. When the order of the state space model becomes higher or the polynomial f (u t ) has more components, the difference ∆n will become large. Thus the method of this paper requires lower computational load for realizing the parameter estimation algorithm.
THE KALMAN-FILTER BASED LEAST SQUARES ALGORITHMS WITH KNOWN TIME-DELAY
In process control industry, the phenomenon of time-delay often exists in the procedure of signal transmission. Based on the empirical knowledge, it is assumed that the time-delay is known. In this section, we derive the Kalman-filter based least squares algorithms to identify the Hammerstein dynamic system with known time-delay.
The state estimation algorithm
The Kalman filter can give the state estimates [36] . There are two steps in the Kalman filter, one is called the time update (or prediction), the other is called the measurement update (or modification). On the prediction step, the prior estimates of the state and its covariance are predicted; on the modification step, the newest measurement and prior estimates are combined together to modify the posterior estimates. Because the parameter matrix/vectors are unknown, we need to use the estimated parameter vectorθ k := [â 1,k ,â 2,k , · · · ,â n,k ,γ 1,k ,γ 2,k , · · · ,γ m,k ,b 2,k , · · · ,b n,k ,d 1,k ,d 2,k , · · · ,d n d ,k ] to construct the estimatesÂ k andb k of A and b, and use the estimated parameter matrixÂ k and the estimated parameter vectorb k to compute the estimatex k+1 of the state vector x k+1 . Here, the Kalman filter is used to generate the optimal state estimate. Considering the time delay τ in the output, we can use the following Kalman filter to obtain the state estimatex k+1 [23] :
wherex k+1 is a prior estimate of the state x k+1 for given measurements up to and including time k;
x k+1 is a posterior estimate of the state x k+1 for given measurements up to and including time k + 1; P k is the variance of the prior estimation error; P k+1 is the variance of the posterior estimation error; L k is the Kalman gain vector. Another frequently used method for state estimation is to use the state observer [32] which can be used to get the approximate values of the system states. The drawback of the state observer is that it is generally suitable for deterministic systems. Thus this paper uses the parameter estimates based Kalman filter for generating the state estimates in the stochastic framework.
The iterative parameter estimation algorithm
Opt a set of data from j = k to j = k + L − 1 (L denotes the data length) and define the stacked output vector Y k,L and stacked information matrix Φ k,L as
According to (11) , we define a criterion function
Let s = 1, 2, 3, · · · be an iterative variable andθ s k be the estimate of θ at iteration s. Minimizing the criterion function J 1 (θ) and letting the derivative of J 1 (θ) with respect to θ be zero gives
Then we can obtain the least squares estimate of the parameter vector θ:
But we cannot obtain the estimateθ s k directly from (20) , because the information vector ϕ k in Φ k,L contains the unknown state variable x 1,k−τ −i , the unknown outputū k−i of the nonlinear block and the unknown noise terms v k−j . The scheme here is to replace
Replacing the information matrix Φ k,L in (20) with its estimateΦ s k,L and using the Kalman filter to obtain the estimates of the unknown states, we can get the Kalman-filter based least squares iterative (KF-LSI) algorithm for estimating the parameters and states of the Hammerstein state space models:
Remark 1
The iterative algorithm is implemented off-line, it repeatedly uses a batch of observed data and can get good parameter estimates after only several iterations [37, 38, 39, 40] . In the LSI algorithm, the measured input-output data should be collected in advance. The flowchart of computing the parameter estimatesθ s k and the state estimatex s k by the KF-LSI algorithm is shown in Figure 2 . X X X X X X X X X X X X X X X X X X 
The recursive parameter estimation algorithm
Unlike the LSI algorithm, the RLS algorithm may be carried out on-line. By defining a covariance matrix, the RLS algorithm uses the input and output data to update the parameter estimates at each step. In this section, a Kalman filter based RLS algorithm is derived. Similarly, according to (11) , define a quadratic criterion function
Minimizing J 2 (θ) using the least squares principle, letting the partial derivative of J 2 (θ) with respect to θ be zero, we can obtain
Because the information vector ϕ k contains the unmeasurable state variable x 1,k−τ −i , unknown output of nonlinear blockū k−i and the unknown noise v k−j , the algorithm in (36)-(38) cannot be implemented. Here we replace x 1,k−τ −i ,ū k−i and v k−j in ϕ k with their corresponding estimateŝ x 1,k−τ −i ,û k−i andv k−j at time k and definê
Replacing the unknown coefficient γ j in (3) with its estimateγ j,k giveŝ
Replacing x k−τ , φ k and d in (21) with their estimatesx k−τ ,φ k andd k , the estimatev k can be computed bŷ
Then we can summarize the following RLS algorithm for estimating the parameter vector θ aŝ
For the unknown state x 1,k , we also use the Kalmam filter algorithm to generate its estimatex 1,k . Combining Equations (41)- (47) and (13)- (19) , we can get the Kalman-filter based recursive least squares (KF-RLS) algorithm for identifying the Hammerstein state space systems.
To initialize the KF-RLS algorithm, the initial valueθ 0 andx 1 is generally taken to be a real vector, e.g.,θ 0 = 1 n1 /p 0 andx 1 = 1 n /p 0 with p 0 being normally a large positive number (e.g., p 0 = 10 6 ). Letx 1,−i = 1/p 0 ,û −i = 1/p 0 andv −j = 1/p 0 for i = 0, 1, 2, · · · , n, j = 0, 1, 2, · · · , n d − 1. The initial values of the covariance matrixes are set as P 1,0 = p 0 I n1 , P 1 = I n .
THE REDUNDANT RELS ALGORITHM FOR HAMMERSTEIN SYSTEMS WITH UNKNOWN TIME-DELAY
Although we can predict the time-delay based on the empirical data in some special cases, there are many uncertain varying elements which bring the unknown time-delay in the actual systems. Besides identifying the system parameters, we also need to get the estimate of the time-delay based on the observed data.
Reconsidering (11) , if we extend the information vector ϕ k and supplement the lost terms which are omitted because of the time-delay. The information vectorφ k is redefined as The dimension ofθ is larger than the dimension of the original parameter vector θ because of the redundant parameters {a 01 , a 02 , · · · , a 0τ }. In fact, the true values of the redundant parameters should be zeros to guarantee the model structure unchanged. So the number of the redundant parameters is the value of the time-delay τ . Once the estimates of the redundant parameters lie in a given confidence interval, we can assume them as zero. So the number of the continuous approximate zero elements in the front part of the estimate ofθ is the estimate of the time-delay τ . Then our objective is how to obtain the estimateθ k ofθ k .
Rewrite the model in (11) as
Define a quadratic criterion function
Minimizing J 3 (θ) and using the least squares principle, we can get the following relations:
Similarly, the information vectorφ k contains the unknown x 1,k−i ,ū k−i and v k−j , the algorithm in (49)-(51) cannot be implemented. Replace x 1,k−i ,ū k−i and v k−j inφ k with their corresponding estimatesx 1,k−i ,û k−i andv k−j at time k and definê
Replacingφ k in (49)-(51) with its estimateφ k , we can summarize the following recursive extended least squares (RELS) algorithm for estimatingθ:
Combining (52)-(58) and (13)- (19) , the Kalman-filter based recursive extended least squares (KF-RELS) algorithm for estimatingθ is obtained. Then the value of the time-delay τ can be evaluated by counting how many elements which are close to zero in the front part ofθ k . The steps for computing the state and parameter estimatesx k andθ k under the KF-RELS algorithm with the increasing of k are as follows.
for some pre-set small ε, then terminate this procedure and obtain the parameter estimateθ k and the state estimatex k+1 ; otherwise, increase k by 1 and go to Step 2.
EXAMPLE
Example 1: Consider the following Hammerstein system with state space model: To show the advantage of Kalman filter in obtaining the estimates of unknown states, the state observer (SO) is also used to get the estimates of the unknown system states. Combining the SO with the LSI and RLS algorithm to get the SO-LSI estimates and the SO-RLS estimates. The estimation errors versus s or k are plotted in Figure 3 and Figure 4 .
From Tables I-III and Figures 3-4 , we can draw the following conclusions.
1. It is clear see that the estimation errors δ are becoming smaller (in general) as s or k increasing. This indicates that the proposed KF-LSI and KF-RLS algorithms are effective for Hammerstein state space systems. 2. A smaller noise variance leads to smaller parameter estimation errors under the same data length in the KF-LSI and KF-RLS algorithm. 3. The proposed KF-LSI and KF-RLS algorithm have better performances on estimation accuracy than the SO-LSI and SO-RLS estimation algorithm.
For comparison, we use the state observer based hierarchical stochastic gradient (SO-HSG) algorithm and the hierarchical multi-innovation stochastic gradient (SO-HMISG) algorithm in [31] and the state observer based hierarchical least squares (SO-HLS) algorithm in [32] to identify this model. In order to acquire the unique estimate, they assume that the norm of the coefficient vector γ is unity and the first coefficient is positive, i.e., γ 2 = 1 and γ 1 > 0. The root mean square error (RMSE),
is employed to reflect the errors between the predicted values and true values. Using the Monte Carlo simulations with 100 set of noise realizations, the RMSE and its bias of the five different algorithms are summarized in Table III . The results of self-validation and cross-validation of the discussed different algorithms are shown in Figures 5 and 6 .
From Figures 5-6 and Table III , we can see that 1) the KF-LSI algorithm has the smallest RMSE in the self-validation and cross validation, 2) the KF-RLS algorithm has better performances in prediction than other algorithms, 3) the RMSE of the SO-HSG algorithm is obvious larger than those of other four algorithms, by extending the length of the innovation, the SO-HMISG algorithm can enhance the accuracy of parameter estimation. Take the same simulation conditions as those in Example 1 and let σ 2 w = 0.02 2 and σ 2 v = 0.20 2 . Using the KF-RELS algorithm to estimate the parameters, states and time-delay of this system, the parameter estimates and their estimation errors are shown in Table IV . Give a confidence interval [−0.005, 0.005] for the redundant parameters. Checking the last second line in Table IV , we can find there are two elements which can be assumed as zero. So the time-delay τ equals 2.
As a comparison, use the state observer to estimate the unknown system states again. Combining it with the RELS algorithm to get the SO-RELS estimates. The parameter estimates and their estimation errors are also shown in Table IV . From Table IV , we can see that the KF-RELS algorithm generates better estimates than the SO-RELS algorithm. For model validation, a different dataset (L e = 200 samples from t = 3001 to 3200) and the estimated model obtained by the KF-RELS algorithm are used. The predicted output and the true output under the KF-RELS algorithm are plotted in Figure 7 . The true states and the estimated states are compared in Figure 8 . From Figures 7-8 , we can draw the following conclusions. 1. The model outputs can fit the true outputs well, the KF-RELS algorithm can capture the dynamic system well. 2. The estimated states are very close to the true states, the parameter estimates based Kalman filter can generate highly accurate state estimates.
CONCLUSIONS
A Kalman filter based least squares iterative algorithm and recursive least squares algorithm are developed for Hammerstein systems with dynamic state space model. The process noise is assumed to be white noise, the measurement noise is fitted by the moving average noise. For the unknown Solid line: the estimation error; dashed: the true x k ; dots: the estimatedx k Figure 8 . The state x k and estimated estimatex k versus k time-delay in the output block, a Kalman filter based recursive extended least squares algorithm is derived. Based on the proposed algorithms, the combined state and parameter estimation are obtained. The proposed algorithms can be extended to other system identification models, e.g., the linear state space models, and Wiener models [41, 42] and Hammerstein-Wiener systems [43, 44] or applied to nonlinear systems [45, 46] and other fields [47, 48, 49] .
