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SARASON’S TOEPLITZ PRODUCT PROBLEM
FOR A CLASS OF FOCK SPACES
HE´LE`NE BOMMIER-HATO, EL HASSAN YOUSSFI, AND KEHE ZHU
ABSTRACT. Sarason’s Toeplitz product problem asks when the operator
TuTv is bounded on various Hilbert spaces of analytic functions, where
u and v are analytic. The problem is highly nontrivial for Toeplitz op-
erators on the Hardy space and the Bergman space (even in the case of
the unit disk). In this paper, we provide a complete solution to the prob-
lem for a class of Fock spaces on the complex plane. In particular, this
generalizes an earlier result of Cho, Park, and Zhu.
1. INTRODUCTION
LetD be the open unit disk in the complex planeC and letT = ∂D denote
the unit circle. The Hardy space H2 consists of functions f ∈ L2(T) such
that its Fourier coefficients satisfy fˆn = 0 for all n < 0. Given a function
ϕ ∈ L2(T), the Toeplitz operator Tϕ : H2 → H2 is densely defined by
Tϕf = P (ϕf), where P : L
2(T) → H2 is the Riesz-Szego¨ projection.
The original problem that Sarason proposed in [14] was this: characterize
the pairs of outer functions u and v in H2 such that the operator TuTv is
bounded on H2. Inner factors can easily be disposed of, so it was only
necessary to consider outer functions in the Hardy space case. It was further
observed in [14] that a necessary condition for the boundedness of TuTv on
H2 is that
sup
w∈D
Pw(|u|2)Pw(|v|2) <∞,
where Pw(f) means the Poisson transform of f at w ∈ D. In fact, the
arguments in [14] show that
sup
w∈D
Pw(|u|2)Pw(|v|2) ≤ 4‖TuTv‖2. (1)
Let A2 denote the Bergman space consisting of analytic functions in
L2(D, dA), where dA is ordinary area measure on the unit disk. If P :
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L2(D, dA) → A2 is the Bergman projection, then Toeplitz operators Tϕ on
A2 are defined by Tϕf = P (ϕf). Sarason also posed a similar problem in
[14] for the Bergman space: characterize functions u and v in A2 such that
the Toeplitz product TuTv is bounded on A
2. It was shown in [17] that
sup
w∈D
|˜u|2(w)|˜v|2(w) ≤ 16‖TuTv‖2 (2)
for all functions u and v in the Bergman space A2, where f˜(w) is the so-
called Berezin transform of f at w. This provides a necessary condition for
the boundedness of TuTv on A
2 in terms of the Berezin transform.
The Berezin transform is well defined in many other different contexts.
In particular, the classical Poisson transform is the Berezin transform in
the context of the Hardy space H2. So the estimates in (1) and (2) are
in exactly the same spirit. Sarason stated in [14] that “it is tempting to
conjecture that” TuTv is bounded onH
2 or A2 if and only if |˜u|2(w)|˜v|2(w)
is a bounded function on D. It has by now become standard to call this
“Sarason’s conjecture for Toeplitz products”.
It turns out that Sarason’s conjecture is false for both the Hardy space
and the Bergman space of the unit disk, and the conjecture fails in a big
way. See [1, 12] for counter-examples. In these cases, Sarason’s problem
is naturally connected to certain two-weight norm inequalities in harmonic
analysis, and counter-examples for Sarason’s conjecture were constructed
by means of the dyadic model approach in harmonic analysis.
Another setting where Toeplitz operators have been widely studied is the
Fock space. More specifically, we let F2 be the space of all entire functions
f on C that are square-integrable with respect to the Gaussian measure
dλ(z) =
1
pi
e−|z|
2
dA(z).
The function
K(z, w) = ezw, z, w ∈ C,
is the reproducing kernel ofF2 and the orthogonal projectionP fromL2(C, dλ)
onto F2 is the integral operator defined by
Pf(z) =
∫
C
K(z, w)f(w)dλ(w), z ∈ C.
If ϕ is in L2(C, dλ) such that the function z 7→ ϕ(z)K(z, w) belongs to
L1(C, dλ) for any w ∈ C, we can define the Toeplitz operator Tϕ with
symbol ϕ by Tϕf = P (ϕf), or
Tϕf(z) =
∫
C
K(z, w)ϕ(w)f(w) dλ(w), z ∈ C,
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when
f(w) =
N∑
k=1
ckK(w, ck)
is a finite linear combination of kernel functions. Since the set of all finite
linear combinations of kernel functions is dense in F2, the operator Tϕ is
densely defined and Tϕf is an entire function. See [19] for basic informa-
tion about the Fock space and Toeplitz operators on it.
In a recent paper [8], Cho, Park and Zhu solved Sarason’s problem for
the Fock space. More specifically, they obtained the following simple char-
acterization for TuTv to be bounded on F2: if u and v are functions in F2,
not identically zero, then TuTv is bounded on F2 if and only if u = eq and
v = ce−q, where c is a nonzero constant and q is a complex linear polyno-
mial. As a consequence of this, it can be shown that Sarason’s conjecture is
actually true for Toeplitz products on F2; see Section 5 below.
In this paper, we consider the weighted Fock space F2m, consisting of all
entire functions in L2(C, dλm), where dλm are the generalized Gaussian
measure defined by
dλm(z) = e
−|z|2m dA(z), m ≥ 1.
Toeplitz operators on F2m are defined exactly the same as the cases above,
using the orthogonal projection P : L2(C, dλm) → F2m.
We will solve Sarason’s problem and prove Sarason’s conjecture for the
weighted Fock spaces F2m. Our main result can be stated as follows.
Main Theorem. Let u and v be in F2m, not identically zero. The following
conditions are equivalent:
(1) The product T = TuTv is bounded on F2m.
(2) There exist a polynomial g of degree at mostm and a nonzero com-
plex constant c such that u(z) = eg(z) and v(z) = ce−g(z).
(3) The product |˜u|2(z)|˜v|2(z) is a bounded function on C.
Furthermore, in the affirmative case, we have the following estimate of the
norm:
‖T‖ ≤ C1eC2‖g‖2H2 ,
where ‖g‖H2 is the norm in the Hardy space of the unit disc, and C1 and C2
are positive constants independent of g.
Let us mention that [10] contains partial results related to Sarason’s con-
jecture on the Fock space. The arguments in [8] depend on the explicit form
of the reproducing kernel and the Weyl operators induced by translations of
the complex plane. Both of these are no longer available for the spaces F2m:
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there is no simple formula for the reproducing kernel of F2m and the transla-
tions on the complex plane do not induce nice operators on F2m. Therefore,
we need to develop new techniques to tackle the problem.
2. PRELIMINARY ESTIMATES
In this section we recall some properties of the Hilbert space F2m. It was
shown in [6] that the reproducing kernel of F2m is given by the formula
Km(z, w) =
m
pi
+∞∑
k=0
(zw)k
Γ
(
k+1
m
) . (3)
In terms of the Mittag-Leffler function
Eγ,β(z) =
∞∑
k=0
zk
Γ(γk + β)
, γ, β > 0,
we can also write
Km(z, w) =
m
pi
E 1
m
, 1
m
(zw). (4)
Recall that the asymptotics of the Mittag-Leffler function E1/m,1/m(z) as
|z| → +∞ are given by
E 1
m
, 1
m
(z) =
{
mzm−1ez
m
(1 + o(1)) , | arg z| ≤ pi
2m
,
O(1
z
), pi
2m
< | arg z| ≤ pi (5)
form > 1
2
, and by
E 1
m
, 1
m
(z) = m
N∑
j=−N
zm−1e2piij(m−1)ez
me2piijm +O(1
z
), −pi < arg z ≤ pi,
for 0 < m ≤ 1
2
, whereN is the integer satisfyingN < 1
2m
≤ N +1 and the
powers zm−1 and zm are the principal branches. See, for example, Bateman
and Erdelyi [3], vol. III, 18.1, formulas (21)–(22).
The asymptotic estimates of the Mittag-Leffler function E 1
m
, 1
m
provide
the following estimates for the reproducing kernel Km(z, w), which is a
consequence of the results in [6] and Lemma 3.1 in [15].
Lemma 1. For arbitrary points x, r ∈ (0,+∞) and θ ∈ (−pi, pi) we have
|Km(x, reiθ)| .
{
(xr)m−1e(xr)
m cos(mθ) |θ| ≤ pi
2m
O
(
1
xr
)
, pi
2m
≤ |θ| < pi
as xr → +∞. Moreover, there is a constant c > 0 such that for all |θ| ≤
cθ0(xr) we have
|Km(x, reiθ)| & (xr)m−1e(xr)m
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as xr → +∞, where θ0(r) = r−m2 /m.
On several occasions later on we will need to know the maximum order
of a function in F2m. For example, if we have a non-vanishing function f in
F2m and if we know that the order of f is finite, then we can write f = eq
with q being a polynomial. The following estimate allows us to do this.
Lemma 2. If f ∈ F2m, there is a constant C > 0 such that
|f(z)| ≤ C |z|m−1 e 12 |z|2m, z ∈ C.
Consequently, the order of every function in F2m is at most 2m.
Proof. By the reproducing property and Cauchy-Schwartz inequality, we
have
|f(z)| =
∣∣∣∣∫
C
f(w)Km(z, w)dλm(w)
∣∣∣∣ ≤ ‖f‖Km(z, z)1/2
for all f ∈ F2m and all z ∈ C. The desired estimate then follows from
Lemma 1. See [4] for more details. 
Another consequence of the above lemma is that, for any function u ∈
F2m, the Toeplitz operators Tu and Tu are both densely defined on F2m.
3. SARASON’S PROBLEM FOR F2m
In this section we prove the equivalence of conditions (1) and (2) in the
main theorem stated in the introduction, which provides a simple and com-
plete solution to Sarason’s problem for Toeplitz products on the Fock space
F2m. We break the proof into several lemmas.
Lemma 3. Suppose that u and v are functions in F2m, each not identically
zero, and that the operator T = TuTv is bounded on F2m. Then there exists
a polynomial g of degree at mostm and a nonzero complex constant c such
that u(z) = eg(z) and v(z) = ce−g(z).
Proof. If T = TuTv is bounded on F2m, then the Berezin transform T˜ is
bounded, where
T˜ (z) = 〈TuTvkz, kz〉 , z ∈ C.
By the reproducing property of the kernel functions, it is easy to see that
T˜ (z) = u(z)v(z).
Since each kz is a unit vector, it follows from the Cauchy-Schwarz inequal-
ity that
|u(z)v(z)| = |T˜ (z)| ≤ ‖T‖
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for all z ∈ C. This together with Liouville’s theorem shows that there exist
a constant c such that uv = c. Since neither u nor v is identically zero, we
have c 6= 0. Consequently, both u and v are non-vanishing.
Recall from Lemma 2 that the order of functions in F2m is at most 2m, so
there is a polynomial of degree d,
g(z) =
d∑
k=0
akz
k, d ≤ [2m],
such that u = eg and v = ce−g. It remains to show that d ≤ m.
Since T is bounded on F2m, the function
F (z, w) =
〈T (Km(·, w)) , Km(·, z)〉√
Km(z, z)
√
Km(w,w)
must be bounded on C2. On general reproducing Hilbert spaces, we always
have
〈TuTvKw, Kz〉 = 〈TvKw, TuKz〉 = 〈v(w)Kw, u(z)Kz〉
= u(z)v(w)K(z, w).
It follows that
F (z, w) = ceg(z)−g(w)
Km(z, w)√
Km(z, z)
√
Km(w,w)
.
From Lemma 1 we deduce that
|F (z, w)| & eRe(g(z)−g(w))e− 12 (|z|m−|w|m)2 (6)
for all | arg(zw¯)| ≤ cθ0(|zw|) as |zw| grows to infinity.
Choose x > 0 sufficiently large and set
z(x) = xei
pi
2d e−i
arg(ad)
d ,
and
w(x) = xei
pi
2d e−i
arg(ad)+
c
2mxm
d .
Since
θ0(|z(x)w(x)|) = 1
mxm
,
we can apply (6) to z(x) and w(x) to get
eRe(g(z(x))−g(w(x))) . sup
(z,w)∈C2
|F (z, w)| <∞ (7)
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as x grows to infinity. On the other hand, a few computations show that
Re (g(z(x))− g(w(x))) =
d∑
j=0
xjRe
(
aje
ij pi
2d
−i j
d
arg[ad)
(
1− e−i cj2mdxm
)]
= |ad|xd sin
( c
2mxm
)
+ gd−1(x),
where
gd−1(x) =
d−1∑
j=0
xjRe
(
aje
i jpi
2d
−i j
d
arg(ad)
(
1− e−i cj2mdxm
))
= −
d−1∑
j=0
|aj|xj sin
(
jpi
2d
+ arg aj − j
d
arg (ad)
)
sin
cj
2mdxm
+
d−1∑
j=0
|aj|xj cos
[
jpi
2d
+ arg aj − j
d
arg (ad)
] [
1− cos cj
2mdxm
]
. xd−1−m.
Therefore, there exist some x0 > 0 and δ > 0 such that
Re (g(z(x))− g(w(x))) ≥ δ|ad|x
d
xm
for all x ≥ x0. Since ad 6= 0, it follows from (7) that d ≤ m. 
On several occasions later on we will need to estimate the integral
I(a) =
∫ ∞
0
e−
1
2
r2m+ardrN dr,
wherem > 0, 0 ≤ d ≤ m, N > −1, and a ≥ 0.
First, suppose a > 1. By various changes of variables, we have
I(a) =
∫ 1
0
e−
1
2
r2m+ardrN dr +
∫ ∞
1
e−
1
2
r2m+ardrN dr
≤ ea
∫ 1
0
rN dr +
∫ ∞
1
e−
1
2
r2m+armrN dr
=
ea
N + 1
+ e
a2
2
∫ ∞
1
e−
1
2
(rm−a)2rN dr
=
ea
N + 1
+
e
a2
2
m
∫ ∞
1
e−
1
2
(t−a)2t
N+1
m
−1 dt.
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If N+1
m
− 1 ≤ 0, then
I(a) ≤ e
a
N + 1
+
√
2pi
m
e
a2
2 ≤
( √
e
N + 1
+
√
2pi
m
)
e
a2
2 .
Otherwise, we have N+1
m
− 1 > 0. Using the fact that u 7→ uN+1m −1 is
increasing, we see that∫ a
2
− a
2
e−
t2
2 (t+a)
N+1
m
−1 dt ≤
(
3a
2
)N+1
m
−1 ∫ a
2
− a
2
e−
t2
2 dt ≤
√
2pi
(
3a
2
)N+1
m
−1
.
For the same reason we also have∫ +∞
a
2
e−
t2
2 (t+ a)
N+1
m
−1 dt ≤
∫ +∞
a
2
e−
t2
2 (3t)
N+1
m
−1 dt
≤ 3N+1m −1
∫ +∞
0
t
N+1
m
−1e−
t2
2 dt
=
√
2
2
(
3
√
2
)N+1
m
−1 ∫ +∞
0
u
N+1
2m
−1e−u dt
=
√
2
2
(
3
√
2
)N+1
m
−1
Γ
(
N + 1
2m
)
.
In the case when 1− a < −a
2
(or equivalently a > 2),∫ − a
2
1−a
e−
t2
2 (t + a)
N+1
m
−1 dt ≤
(a
2
)N+1
m
−1 ∫ − a2
1−a
e−
t2
2 dt
≤
(a
2
)N+1
m
−1 ∫ − a2
1−a
e
at
4 dt
≤
(a
2
)N+1
m
−1 4
a
e
−a2
8
≤ 2
(a
2
)N+1
m
−1
.
It follows that there exists a constant C = C(m,N) > 0 such that∫ ∞
1
e−
1
2
(t−a)2 t
N+1
m
−1 dt =
∫ ∞
1−a
e−
t2
2 (t+ a)
N+1
m
−1 dt ≤ C (1 + a)N+1m −1
for N+1
m
− 1 > 0. It is then easy to find another positive constant C =
C(m,N), independent of a, such that
I(a) ≤ C (1 + a)N+1m −1 ea
2
2
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for all a ≥ 1 and N+1
m
− 1 > 0. Therefore,∫ ∞
0
e−
1
2
r2m+ardrN dr ≤ C (1 + a)max(0,N+1m −1) ea
2
2 (8)
for all a ≥ 1. Since I(a) is increasing in a, the estimate above holds for
0 ≤ a ≤ 1 as well.
Lemma 4. For anym > 0, δ > 0, R ≥ 1, N > −1, and p ≥ 0, we can find
a constant C > 0 (depending on R, δ, p, N,m but not on a, d, x) such that
xN+1−p
∫ +∞
R
x2
e−
x2m
2 (1+r2m)+axd(1+δrd)rN dr
≤ C (1 + a)max(0,N+p+1m −1) e 1+δ
2
2
a2
and
xm
∫ +∞
R
x2
e−
x2m
2
(1−rm)2+axd(1−rd)r
m
2 dr ≤ C(1 + a)ea
2
2
for all x > 0, a > 0, and 0 ≤ d ≤ m.
Proof. Let I = I(m,N, p, R, x, a, d) denote the first integral that we are
trying to estimate. If x ≥ 1, we have
I = xN+1−pe−
x2m
2
+axd
∫ ∞
R
x2
e−
(xr)2m
2
+aδ(xr)drN dr
≤ x−pe−x
2m
2
+axm
∫ ∞
R
x
e−
r2m
2
+aδrdrN dr
≤ e− 12 (xm−a)2+ a
2
2
∫ ∞
R
x
rp
Rp
e−
1
2
r2m+aδrdrN dr
≤ e
a2
2
Rp
∫ ∞
R
x
e−
r2m
2
+aδrdrN+p dr.
The desired result then follows from (8).
If 0 < x < 1, we have
I = xN+1−pe−
x2m
2
+axd
∫ ∞
R
x2
e−
(xr)2m
2
+aδ(xr)drN dr
≤ eax−p
∫ ∞
R
x
e−
r2m
2
+aδrdrN dr
≤ e
a2
2
+1
Rp
∫ ∞
R
x
e−
r2m
2
+aδrdrN+p dr.
The desired estimate follows from (8) again.
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To prove the second part of the lemma, denote by J = J(m, d,R, x, a)
the second integral that we are trying to estimate. Then it is clear from a
change of variables that for 0 < x < 1 we have
J(m, d,R, x, a) = x
m
2
−1
∫ +∞
R
x
e−
1
2
(xm−rm)2+a(xd−rd)r
m
2 dr
≤ e
a
R
x
m
2
∫ +∞
R
x
e−
1
2(x
2m−2(xr)m+r2m)r
m
2
+1 dr
≤ e
a
R
∫ +∞
0
e−
r2m
2
+rmr
m
2
+1 dr
= Cea ≤ C ′(1 + a)ea
2
2 ,
where the constants C and C ′ only depend on R andm.
Next assume that x ≥ 1. In case R ≤ x2 we write J = J1 + J2, where
J1 = J1(m, d,R, x, a) = x
m
∫ 1
R
x2
e−
x2m
2
(1−rm)2+axd(1−rd)r
m
2 dr,
and
J2 = J2(m, d,R, x, a) = x
m
∫ +∞
1
e−
x2m
2
(1−rm)2+axd(1−rd)r
m
2 dr.
Otherwise we just use J ≤ J2. So it suffices to estimate the two integrals
above.
To handle J1(m, d,R, x, a), we fix ε > 0 and consider two cases. In the
case xm ≤ a(1 + ε), we have
J1(m, d,R, x, a) ≤ xm
∫ 1
R
x2
e−
x2m
2
(1−rm)2+axm(1−rm)r
m
2 dr
≤ a(1 + ε)ea
2
2
∫ 1
R
x2
e−
1
2
(xm(1−rm)−a)2r
m
2 dr
≤ a(1 + ε)ea
2
2 .
When xm ≥ a(1 + ε), we set y = xm and τ = (y − a)/2. Then we have
τ ≥ ε
2(1 + ε)
y → +∞
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as y → +∞. By successive changes of variables we see that
J1(m, d,R, x, a) ≤ xm
∫ 1
R
x2
e−
x2m
2
(1−rm)2+axm(1−rm)r
m
2 dr
=
y
m
∫ 1−Rm
y2
0
(1− r) 1m− 12 e− y
2r2
2
+ayr dr
=
1
m
∫ y−Rm
y
0
(
1− r
y
) 1
m
− 1
2
e−
r2
2
+ar dr
=
e
a2
2
m
∫ y−a−Rm
y
−a
(
1− a
y
− r
y
) 1
m
− 1
2
e−
r2
2 dr.
This shows that for 1 ≤ m ≤ 2 we have
J1 ≤ e
a2
2
m
∫ y−a−Rm
y
−a
e−
r2
2 dr ≤
√
2pi
m
e
a2
2 .
Thus we suppose thatm > 2. Then
∫ τ
−τ
(
1− a
y
− r
y
) 1
m
− 1
2
e−
r2
2 dr ≤
(
1− a
y
− τ
y
) 1
m
− 1
2
∫ τ
−τ
e−
r2
2 dr
=
(
τ
2y
) 1
m
− 1
2
∫ τ
−τ
e−
r2
2 dr
≤
√
2pi
(
ε
4(1 + ε)
) 1
m
− 1
2
.
Moreover, in case −a < −τ , we have
∫ −τ
−a
(
1− a
y
− r
y
) 1
m
− 1
2
e−
r2
2 dv ≤
(
1− a
y
+
τ
y
) 1
m
− 1
2
∫ −τ
−a
e−
τ |r|
2 dr
≤ 2
(
3ε
2(1 + ε)
) 1
m
− 1
2 e−
τ2
2
τ
≤ 4
(
3
2
) 1
m
− 1
2
(
ε
1 + ε
) 1
m
− 3
2
e
− ε2
8(1+ε)2 .
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Similarly, in case y − a− Rm
y
≥ τ , we have∫ y−a−Rm
y
τ
[
1− a
y
− r
y
] 1
m
− 1
2
e−
r2
2 dr ≤
[
Rm
y2
] 1
m
− 1
2
∫ y−a−Rm
y
τ
e−
τr
2 dr
≤ 2R1−m2
[
ε
2(1 + ε)
] 2
m
−1
τ−
2
m e−
τ2
2(
since τ ≥ ε
2(1 + ε)
)
≤ 4R1−m2 1 + ε
ε
e
− ε2
8(1+ε)2 .
The last three estimates yield
J1 ≤ C(1 + a)ea
2
2
for some C > 0 that is independent of x and a.
To establish the estimate for J2, we perform a change of variables to
obtain
J2 ≤ xm
∫ +∞
1
e−
x2m
2
(1−rm)2r
m
2 dr =
1
m
∫ +∞
0
e−
r2
2
( r
xm
+ 1
) 1
m
− 1
2
dr.
Ifm ≥ 2, we have
J2 ≤ 1
m
∫ +∞
0
e−
r2
2 dr,
and if 1 ≤ m < 2, we have
J2 ≤ 1
m
∫ +∞
0
e−
r2
2 (r + 1)
1
m
− 1
2 dr.
Therefore, J2 ≤ C for some C > 0 that is independent of x and a. This
completes the proof of the lemma. 
In the proof of the main theorem, we will have to estimate the following
two integrals:
I(x, r) =
∫
|θ|≤ pi
2m
e−(xr)
m+2ard sin2( θd2 )|Km(x, reiθ)| dθ,
and
J(x, r) =
∫
|θ|≥ pi
2m
e−(xr)
m+a(xd+rd)|Km(x, reiθ)| dθ,
where x, r, a ∈ (0,+∞) and 0 ≤ d ≤ m.
Lemma 5. For any m > 0 there exist positive constants C = C(m) and
R = R(m) such that
I(x, r) ≤ C(xr)m−1
∫ 1
0
e−((xr)
m−ard)t2 dt
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and
J(x, r) ≤ Ce
−(xr)m+a(xd+rd)
xr
for all a > 0, 0 ≤ d ≤ m, and x > 0 with xr > R.
Proof. It follows from Lemma 1 that there exist positive constants C =
C(m) and R = R(m) such that for all a > 0 and xr > R we have
I(x, r) ≤ C(xr)m−1
∫
|θ|≤ pi
2m
e−(xr)
m+(xr)m cos(mθ)+2ard sin2( θd2 ) dθ
= 2C(xr)m−1
∫ pi
2m
0
e−2(xr)
m sin2(mθ2 )+2ar
d sin2( θd2 ) dθ
≤ 2C(xr)m−1
∫ pi
2m
0
e−2(xr)
m sin2(mθ2 )+2ar
d sin2(mθ2 ) dθ
≤ 2C(xr)m−1
∫ pi
2m
0
e−2((xr)
m−ard) sin2(mθ2 ) dθ
=
4C
m
(xr)m−1
∫ √2
2
0
e−2((xr)
m−ard)t2 dt√
1− t2
≤ 4
√
2C
m
(xr)m−1
∫ √2
2
0
e−2(xr)
m−ard)t2 dt
≤ 4
√
2C
m
(xr)m−1
∫ 1
0
e−((xr)
m−ard)t2 dt.
The estimate
J(x, r) ≤ Ce
−(xr)m+a(xd+rd)
xr
, xr > R,
also follows from Lemma 1. 
Lemma 6. For any m ≥ 1 there exist constants R = R(m) > 1 and
C = C(m) > 0 such that∫ +∞
R
x
e−
1
2
(xm−rm)2+a(xd−rd)I(x, r)r dr ≤ C (1 + a) 1m−1 ea2
and ∫ +∞
R
x
e−
1
2
(xm−rm)2J(x, r)r dr ≤ C (1 + a)max(0, 2m−1) ea2
for all x > 0, a > 0, and 0 ≤ d ≤ m.
Proof. For convenience we write
AI(x, r) = e
− 1
2
(xm−rm)2+a(xd−rd)I(x, r)r,
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and
AJ(x, r) = e
− 1
2
(xm−rm)2J(x, r)r.
Let R and C be the constants from Lemma 5. In the integrands we have
r > R/x, or xr > R, so according to Lemma 5,
I(x, r) ≤ C(xr)m−1
∫ 1
0
e−(xr)
mt2+ardt2 dt.
If, in addition, x ≤ 1, then
I(x, r) ≤ Crm−1eard ,
and
AI(x, r) = e
− 1
2
(xm−rm)2eax
d−ardI(x, r)r ≤ Crmeae− 12 (xm−rm)2 .
It follows that∫ ∞
R
x
AI(x, r) dr ≤ Cea
∫ ∞
R
x
rme−
1
2
(xm−rm)2 dr
≤ Cea
∫ ∞
0
rme−
1
2
x2m+xmrm− 1
2
r2m dr
≤ Cea
∫ ∞
0
rmer
m− 1
2
r2m dr
≤ C ′ (1 + a) 1m−1 ea2 .
for all a > 0 and 0 < x ≤ 1.
Similarly, if x ≤ 1 (and xr > R), we deduce from Lemma 5 and (8) that∫ ∞
R
x
AJ (x, r) dr ≤ C
R
∫ ∞
R
x
e−
1
2
(xm−rm)2e−(xr)
m+axd+ardr dr
≤ Ce
a
R
∫ ∞
R
x
e−
1
2
r2m+ardr dr
≤ C ′(1 + a)max(0, 2m−1)ea2 .
Suppose now that x ≥ 1 and rx > R. By Lemma 5 again,
AI(x, r) ≤ Cr(xr)m−1e− 12 (xm−rm)
2+a(xd−rd)
∫ 1
0
e−t
2((xr)m−ard) dt.
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Fix a sufficiently small ε ∈ (0, 1). If (xr)m ≥ ard(1 + ε), then∫ 1
0
e−t
2((xr)m−ard) dt =
1√
(xr)m − ard
∫ √(xr)m−ard
0
e−s
2
ds
≤ 1√
(xr)m − ard
∫ ∞
0
e−s
2
ds
=
√
pi
2
(xr)−
m
2√
1− (ard/(xr)m)
≤
√
pi(1 + ε)
4ε
(xr)−
m
2 ,
so there exists a constant C = C(m) such that
AI(x, r) ≤ Cr(xr)m2 −1e− 12 (xm−rm)
2+a(xd−rd).
If (xr)m ≤ ard(1 + ε), we have
AI(x, r) . a
m−1
m r
d(m−1)+m
m e−
1
2(x2m+r2m)+axd
∫ 1
0
e(1−t
2)((xr)m−ard) dt
≤ am−1m r d(m−1)+mm e− 12(x2m+r2m)+a(xd+εrd).
It follows that∫ +∞
R
x
AI(x, r) dr . x
m
2
−1
∫ +∞
R
x
e−
1
2
(xm−rm)2+a(xd−rd)r
m
2 dr
+a
m−1
m
∫ +∞
R
x
r
d(m−1)+m
m e−
1
2(x
2m+r2m)+a(xd+εrd) dr.
The change of variables r 7→ xr along with the second part of Lemma 4
shows that
x
m
2
−1
∫ +∞
R
x
e−
1
2
(xm−rm)2+a(xd−rd)r
m
2 dr ≤ C(1 + a)ea
2
2 .
Similarly, the change of variables r 7→ xr together with the first part Lemma
4 shows that∫ +∞
R
x
r
d(m−1)+m
m e−
1
2(x
2m+r2m)+a(xd+εrd) dr ≤ C(1 + a) d(m−1)+1m e 1+ε
2
2
a2 .
We may assume that ε < 1. Then we can find a positive constant C such
that
a
m−1
m
∫ +∞
R
x
r
d(m−1)+m
m e−
1
2(x
2m+r2m)+a(xd+εrd) dr ≤ C(1 + a) 1m−1ea2 .
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It follows that ∫ +∞
R
x
AI(x, r) dr ≤ C (1 + a)
1
m
−1 ea
2
for some other positive constant C that is independent of a and x. This
proves the first estimate of the lemma.
To establish the second estimate of the lemma, we use Lemma 5 to get
xAJ(x, xr) = x
2re−
x2m
2
(1−rm)2J(x, xr) ≤ Ce−x
2m
2 (1+r2m)+axd(1+rd).
It follows from this and Lemma 4 that∫ +∞
R
x
AJ(x, r) dr = x
∫ +∞
R
x2
AJ(x, xr) dr ≤ C(1 + a)max(0,
2
m
−1)ea
2
.
This completes the proof of the lemma. 
Lemma 7. If u(z) = eg(z) and v(z) = e−g(z), where g is a polynomial of
degree at mostm, then the operator T = TuTv is bounded on F2m.
Proof. To prove the boundedness of T = TuTv, we shall use a standard
technique known as Schur’s test [18, p.42]. Since
Tf(z) =
∫
C
Km(z, w)e
g(z)−g(w)f(w)e−|w|
2m
dA(w),
we have
|Tf(z)|e− 12 |z|2m ≤
∫
C
Hg(z, w)|f(w)|e− 12 |w|2m dA(w),
where
Hg(z, w) := |Km(z, w)|e−
1
2
(|z|2m+|w|2m)+Re(g(z)−g(w)).
Thus T will be bounded on F2m if the integral operator Sg defined by
Sgf(z) =
∫
C
(Hg(z, w) +Hg(w, z)) f(w) dA(w)
is bounded on L2(C, dA). Let
Hg(z) =
∫
C
Hg(z, w) dA(w), z ∈ C.
Since
H−g(z) =
∫
C
Hg(w, z) dA(w),
for all z ∈ C, by Schur’s test, the operator Sg is bounded on L2(C, dA) if
we can find a positive constant C such that
Hg(z) +H−g(z) ≤ C, z ∈ C.
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By the Cauchy-Schwarz inequality, we have
Hg1+g2(z) ≤
√
H2g1(z)H2g2(z)
for all z ∈ C and holomorphic polynomials g1 and g2. Moreover, if
Uθ(z) = e
iθz, z ∈ C, θ ∈ [−pi, pi],
then
Hg◦Uθ = Hg ◦ Uθ
for all z ∈ C, θ ∈ [−pi, pi], and holomorphic polynomials g. Therefore, we
only need prove the theorem for g(z) = azd with some a > 0 and d ≤ m
and establish that
sup
x≥0
Hg(x) ≤ C1eC2a2 , (9)
where Ck are positive constants independent of a and d (but dependent on
m). We will see that C2 can be chosen as any constant greater than 1.
It is also easy to see that we only need to prove (9) for x ≥ 1. This will
allow us to use the inequality xd ≤ xm for the rest of this proof.
For R > 0 sufficiently large (we will specify the requirement on R later)
we write
Hg(x) =
∫
|xw|≤R
Hg(x, w) dA(w) +
∫
|xw|≥R
Hg(x, w) dA(w).
Wewill show that both integrals are, up to a multiplicative constant, bounded
above by e(1+ε)a
2
.
By properties of the Mittag-Leffler function, we have
|Km(x, w)| ≤ m
pi
E 1
m
, 1
m
(R) := CR, |xw| ≤ R.
It follows that the integral
I1 =
∫
x|w|≤R
Hg(x, w) dA(w)
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satisfies
I1 =
∫
x|w|≤R
|Km(z, w)|e−
1
2
(|z|2m+|w|2m)+aRe (xd−wd) dA(w)
≤ CR
∫
x|w|≤R
e−
1
2(x
2m+|w|2m)+aRe(xd−wd) dA(w)
≤ CRe− 12x2m+axd
∫
x|w|≤R
e−
|w|2m
2
+a|w|d dA(w)
≤ 2piCRe− 12x2m+axm
∫ +∞
0
e−
r2m
2
+ardr dr
≤ 2piCRea
2
2
∫ +∞
0
e−
r2m
2
+ardr dr
≤ C(1 + a)max(0, 2m−1)ea2 ,
where the last inequality follows from (8).
We now focus on the integral
I2 =
∫
x|w|≥R
Hg(x, w) dA(w).
Observe that for all x, r, and θ we have
Re
(
xd − rdeidθ) = xd − rd cos(dθ)
= xd − rd + rd (1− cos(dθ))
= xd − rd + 2rd sin2
(
dθ
2
)
.
It follows from polar coordinates that
I2 =
∫ +∞
R
x
∫ pi
−pi
Hg(x, re
iθ)r dθ dr
=
∫ +∞
R
x
∫ pi
−pi
e−
1
2(x2m+r2m)+a(xd−rd cos(dθ))|Km(x, reiθ)|r dθ dr
=
∫ ∞
R
x
e−
1
2
(xm−rm)2+a(xd−rd)−(xr)m r dr
∫ pi
−pi
e2ar
d sin2(dθ
2
)|Km(x, reiθ)| dθ
≤
∫ +∞
R
x
e−
1
2
(xm−rm)2
(
ea(x
d−rd)I(x, r) + J(x, r)
)
r dr,
where
I(x, r) =
∫
|θ|≤ pi
2m
e−(xr)
m+2ard sin2(dθ2 )|Km(x, reiθ)| dθ,
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and
J(x, r) =
∫
|θ|≥ pi
2m
e−(xr)
m+a(xd+rd)|Km(x, reiθ)| dθ.
By Lemma 6, there exists another constant C > 0 such that
I2 ≤ C(1 + a)max(0,
2
m
−1)ea
2
.
Therefore,
sup
z∈C
∫
C
Hg(z, w) dA(w) ≤ C(1 + a)max(0,
2
m
−1)ea
2
for yet another constant C that is independent of a and d. Similarly, we also
have
sup
z∈C
∫
C
H−g(z, w) dA(w) ≤ C(1 + a)max(0,
2
m
−1)ea
2
This yields (9) and proves the lemma. 
4. SARASON’S CONJECTURE FOR F2m
In this section we show that Sarason’s conjecture is true for Toeplitz prod-
ucts on the Fock type space F2m. More specifically, we will prove that con-
dition (3) in the main theorem stated in the introduction is equivalent to
conditions (1) and (2). Again we will break the proof down into several
lemmas.
Lemma 8. Suppose u and v are functions in F2m, not identically zero,
such that the operator T = TuTv is bounded on F2m. Then the function
|˜u|2(z)|˜v|2(z) is bounded on the complex plane.
Proof. Since TuTv is bounded on F2m, the operator (TuTv)∗ = TvTu and the
products (TuTv)
∗ TuTv and (TvTu)
∗ TvTu are also bounded on F2m. Conse-
quently, their Berezin transforms are all bounded functions on C.
For any z ∈ C we let kz denote the normalized reproducing kernel of F2m
at z. Then
〈(TuTv)∗ TuTvkz, kz〉 = 〈TuTvkz, TuTvkz〉
=
〈
uv(z)kz, uv(z)kz
〉
= |v(z)|2 |˜u|2(z)
is bounded on C. Similarly |u(z)|2 |˜v|2(z) is bounded on C. By the proof of
Lemma 3, the product uv is a non-zero complex constant, say, u(z)v(z) =
C. It follows that the function
|˜v|2(z)|˜u|2(z) = |u(z)|2 |˜v|2(z) |v(z)|2 |˜u|2(z) 1|C|2
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is bounded as well. 
To complete the proof of Sarason’s conjecture, we will need to find a
lower bound for the function
B(z) = |˜v|2(z) |u(z)|2 ,
where u = eg, v = e−g, and g is a polynomial of degree d. We write
g(z) = adz
d + gd−1(z),
where
ad = ae
iαd , a > 0,
and
gd−1(z) =
d−1∑
l=0
alz
l.
In the remainder of this section we will have to handle several integrals of
the form
I(x) =
∫
J
Sx(r)e
−gx(r)dr,
where Sx and gx are C3-functions on the interval J , and the real number
x tends to +∞. We will make use of the following variant of the Laplace
method (see [15]).
Lemma 9. Suppose that
(a) gx attains its minimum at a point rx, which tends to +∞ as x tends
to +∞, with cx = g′′x(rx) > 0;
(b) there exists τx such that for |r − rx| < τx, g′′x(r) = cx(1 + o(1)) as
x tends to +∞;
(c) for |r − rx| < τx, Sx(r) ∼ Sx(rx);
(d) we have∫
J
Sx(r)e
−gx(r)dr = (1 + o(1))
∫
|r−rx|<τx
Sx(r)e
−gx(r) dr.
Then we have the following estimate
I(x) =
(√
2pi + o(1)
)
[cx]
−1/2 Sx(rx)e
−gx(rx), x→ +∞. (10)
The computations in [15] ensure that, under the assumptions on gx and
Sx, we have∫
|r−rx|>τx
Sx(r)e
−gx(r) dr . (cxτx)
−1
∫
|t|>τx
e−
1
3
τxcxt dt. (11)
In particular, if one of the two conditions cxτ
2
x → +∞ and cxτx → +∞ is
satisfied, then hypothesis (d) in Lemma 9 holds.
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The study of B(z) will require some additional technical lemmas.
Lemma 10. For z = xeiφ, with x > 0 and ei(αd+dφ) = 1, we have
B(z) &
∫ +∞
0
(rx)−
m
2 r2m−1e−hx(r) dr
as x→ +∞, where
hx(r) = (r
m − xm)2 − 2a (xd − rd)+ C (rd−1 + xd−1 + 1) , (12)
for some positive constant C.
Proof. It is easy to see that
B(z) =
∫
C
|Km(w, z)|2 e2Re(g(z)−g(w)) [Km(z, z)]−1 e−|w|2m dA(w),
which, in terms of polar coordinates, can be rewritten as∫ +∞
0
∫ −pi
pi
∣∣Km(reiθ, z)∣∣2 e2Re(g(z)−g(reiθ)) [Km(x, x)]−1 e−r2mr dr dθ.
By Lemma 1, B(z) is greater than or equal to∫ +∞
0
∫
|θ−φ|≤cθ0(rx)
∣∣Km(reiθ, z)∣∣2 e2Re(g(z)−g(reiθ)) [Km(x, x)]−1 e−r2mr dr dθ.
This together with Lemma 1 shows that
B(z) &
∫ +∞
0
r2(m−1)e−(r
m−xm)2I(r, z)r dr,
where
I(r, z) =
∫
|θ−φ|≤cθ0(rx)
e2Re(g(z)−g(re
iθ)) dθ.
Note that
I(r, z) =
∫
|θ−φ|≤cθ0(rx)
e2Re[ae
iαd(xdeidφ−rdeidθ)]+2Re[gd−1(z)−gd−1(reiθ)] dθ
=
∫
|θ−φ|≤cθ0(rx)
e2Re[ae
i(αd+dφ)(xd−rdeid(θ−φ))]+2Re[gd−1(z)−gd−1(reiθ)] dθ.
The condition on φ yields
I(r, z) =
∫
|θ|≤cθ0(rx)
e2Re[a(x
d−rdeidθ)]+2Re[gd−1(z)−gd−1(rei(θ+φ))] dθ.
Since
gd−1(z)− gd−1(rei(θ+φ)) =
d−1∑
l=0
al
(
xleilφ − rleil(θ+φ)) ,
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we have
Re
[
gd−1(z)− gd−1(rei(θ+φ))
] ≥ −C (rd−1 + xd−1 + 1)
for some constant C. It follows that
I(r, z) ≥ e−C(rd−1+xd−1+1)
∫
|θ|≤cθ0(rx)
e2aRe[(x
d−rdeidθ)] dθ.
For the integral we have
J(r, z) :=
∫
|θ|≤cθ0(rx)
e2aRe[(x
d−rdeidθ)] dθ
=
∫
|θ|≤cθ0(rx)
e2a(x
d−rd cos(dθ)) dθ
=
∫
|θ|≤cθ0(rx)
e2a(x
d−rd+(− cos(dθ)+1)rd) dθ
=
∫
|θ|≤cθ0(rx)
e
2a
(
xd−rd+2
(
sin( dθ2 )
2
)
rd
)
dθ
≥ e2a(xd−rd)
∫
|θ|≤cθ0(rx)
e4|ad| sin(
dθ
2 )
2
rd dθ
≥ e2a(xd−rd)
∫
|θ|≤cθ0(rx)
dθ
& e2a(x
d−rd)(rx)−
m
2 ,
which completes the proof of the lemma. 
Lemma 11. Assume d = 2m. For z = xeiφ, where x > 0 and ei(αd+dφ) = 1,
we have
B(z) & e(1+o(1)) 2a(1+2a)x2m , x→ +∞.
Proof. For x large enough, the function hx defined in (12) is convex on
some interval [Mx,+∞) and attains its minimum at some point rx. In order
to bound B(z) from below, we shall use the modified Laplace method from
Lemma 9. Since
h′x(r) = 2mr
m−1 (rm − xm) + 2adrd−1 + C (d− 1) rd−2, (13)
we have
h′x(r) = 2m(1 + 2a)r
2m−1 − 2mxmrm−1 + C(d− 1)rd−2,
and
h′′x(r) = 2m(2m−1)(1+2a)r2m−2−2m(m−1)xmrm−2+C(d−1)(d−2)rd−3.
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Writing h′x(rx) = 0 and letting x tend to +∞, we obtain
m(1 + 2a)(rx)
2m−1 ∼ mxmrm−1x ,
or
rx ∼ (1 + 2a)− 1mx. (14)
Thus there exists ρx, which tends to 0 as x tends to +∞, such that
rx = (1 + 2a)
− 1
mx(1 + ρx). (15)
When x tends to +∞, we have
hx(rx) ∼ (rmx − xm)2 + 2a(r2mx − x2m)
∼ (rmx − xm) [(rmx − xm) + 2a(rmx + xm)]
∼ x2m [(1 + 2a)−1(1 + ρx)m − 1][
(1 + 2a)−1(1 + ρx)m − 1 + 2a
(
(1 + 2a)−1(1 + ρx)m + 1
)]
∼ −x2m 2a
(1 + 2a)
,
or
− hx(rx) ∼ x2m 2a
(1 + 2a)
. (16)
In order to estimate cx := h
′′
x(rx), we compute that
h′′x(rx) ∼ 2m2(1 + 2a)−1+
2
mx2m−2.
Thus we get
cx ≈ x2m−2. (17)
For r in a neighborhood of rx we set r = (1+σx)rx, where σx = σx(r)→
0 as x→ +∞; a little computation shows that
h′′x(r) ∼ h′′x(rx)
as x → +∞. Taking τx = r1/2x and |r − rx| < τx, we have h′′x(r) =
(1 + o(1))cx, so
hx(r)− hx(rx) = 1
2
cx(r − rx)2(1 + o(1)).
Thus ∫
|r−rx|<τx
e−
1
2
cx(r−rx)2(1+o(1))dr =
∫
|t|<τx
e−
1
2
cxt2(1+o(1)) dt
∼ 1√
cx
∫
|y|<τx√cx
e−
1
2
y2 dy
≈ 1√
cx
,
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because cxτ
2
x ≈ r2m−1x tends to+∞ as x tends to+∞. Finally, the estimates
B(z) &
∫
|r−rx|<τx
(rx)−
m
2 r2m−1e−hx(r) dr
=
∫
|r−rx|<τx
(rx)−
m
2 r2m−1e−hx(rx)e−[hx(r)−hx(rx)] dr
= e−hx(rx)
∫
|r−rx|<τx
(rx)−
m
2 r2m−1e−
1
2
cx(r−rx)2(1+o(1)) dr
∼ e−hx(rx)r
3
2
m−1
x x
−m
2
∫
|r−rx|<τx
e−
1
2
cx(r−rx)2(1+o(1)) dr
≈ e−hx(rx)r
3
2
m−1
x x
−m
2
1√
cx
along with (14), (16), and (17) give the lemma. 
Lemma 12. Assume d < 2m. For z = xeiφ, with x > 0 and ei(αd+dφ) = 1,
we have
B(z) & e(1+o(1))a
2d2
m2
x2d−2m−Cxd−1−m , x→ +∞
for some positive constant C
Proof. Let τx = o(x) be a positive real number that will be specified later.
As in the proof of Lemma 10 we have
B(z) &
∫ +∞
0
r2(m−1)e−(r
m−xm)2I(r, z)r dr
&
∫
|r−x|≤τx
r2(m−1)e−(r
m−xm)2I(r, z)r dr,
where
I(r, z) =
∫
|θ−φ|≤cθ0(rx)
e2Re(g(z)−g(re
iθ)) dθ.
There exists c′ > 0 such that for |r − x| ≤ τx we have
I(r, z) ≥
∫
|θ−φ|≤c′θ0(x2)
e2Re(g(z)−g(re
iθ)) dθ
=
∫
|θ|≤c′θ0(x2)
e2aRe(x
d−rdeidθ)+2Re[gd−1(z)−gd−1(reiθ)] dθ
=
∫
|θ|≤c′θ0(x2)
e2aRe(x
d−rdeidθ)−2
∑d−1
l=0 |al||xl−rleilθ| dθ.
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Now for |r − x| ≤ τx, we write r = (1 + σ)x, where σ tends to 0 as
x→ +∞. Thus for 0 ≤ l ≤ d− 1 and |θ| ≤ c′θ0(x2), we obtain∣∣xl − rleilθ∣∣2 = x2l [1− 2(1 + σ)l cos(lθ) + (1 + σ)2l]
= x2l
[
1− 2 (1 + lσ +O(σ2)) cos(lθ) + 1 + 2lσ +O(σ2)]
= x2l
[
2 (1− cos(lθ)) (1 + lσ) +O(σ2)]
. x2l
[
sin2
(
lθ
2
)
+ σ2
]
. x2l
[
θ2 + σ2
]
.
Next choosing |σ| ≤ x−m, we get∣∣xl − rleilθ∣∣ . x2lx−2m
. x2(d−1)−2m
or ∣∣xl − rleilθ∣∣ . xd−1−m.
Thus there exists a positive constant C such that for |r − x| ≤ τx and
|θ| ≤ c′θ0(x2),
2
d−1∑
l=0
|al|
∣∣xl − rleilθ∣∣ ≤ Cxd−1−m.
It follows that
I(r, z) ≥
∫
|θ|≤c′θ0(x2)
e2aRe(x
d−rdeidθ)−Cxd−1−m dθ
& x−me2aRe(x
d−rdeidθ)−Cxd−1−m .
Then
B(z) &
∫
|r−x|≤τx
r2m−1e−(r
m−xm)2x−me2a(x
d−rd)−Cxd−1−m dr
= x−me−Cx
d−1−m
∫
|r−x|≤τ
r2m−1e−hx(r) dr,
where
hx(r) = (r
m − xm)2 − 2a (xd − rd) .
It is easy to see that hx attains its minimum at rx with rx ∼ x as x →
+∞. Again we write
rx = x(1 + ρx), (18)
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where ρx tends to 0 as x→ +∞. Using the fact that h′x(rx) = 0, we have
2mx2m−1(1 + ρx)m−1 [(1 + ρx)m − 1] ∼ −2adxd−1(1 + ρx)d−1,
and
2mx2m−1mρx ∼ −2adxd−1.
Therefore,
ρx ∼ − ad
m2
xd−2m. (19)
Since
h′′x(r) = 2m(2m− 1)r2m−2 − 2m(m− 1)xmrm−2
+2ad(d− 1)rd−2
and d < 2m, we get
h′′x(rx) ∼ 2mx2m−2
[
(2m− 1)(1 + ρx)2m−2 − (m− 1)(1 + ρx)m−2
]
∼ 2m2x2m−2.
Also,
hx(rx) ∼ x2m [(1 + ρx)m − 1]2 + 2axd
[
(1 + ρx)
d − 1]+ C(xd−1 + rd−1x + 1)
∼ m2ρ2xx2m + 2axddρx
It follows that
cx ∼ 2m2x2m−2, (20)
and
− hx(rx) ∼ a
2d2
m2
x2d−2m. (21)
Reasoning as in the proof of Lemma 11, we arrive at
B(z) && x−me−Cxd−1−me−hx(rx)x2m−1 1√
cx
.
The desired estimate then follows from (21), and (20). 
Lemma 13. Suppose u and v are functions in F2m, not identically zero,
such that |˜u|2(z)|˜v|2(z) is bounded on the complex plane. Then there exists
a nonzero constant C and a polynomial g of degree at most m such that
u(z) = eg(z) and v(z) = Ce−g(z).
Proof. It is easy to check that for u ∈ F2m we have
u(z) =
∫
C
u(x)|kz(x)|2dλm(x) = u˜(z).
Also, it follows from the Cauchy-Schwarz inequality that |u(z)|2 ≤ |˜u|2(z).
So if |˜u|2(z)|˜v|2(z) is bounded on C, then B(z) and |u(z)v(z)|2
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bounded. Consequently, uv is a constant, and as in section 3, there is a
non-zero constant C and a polynomial g such that u = eg and v = Ce−g.
The condition u ∈ F2m implies that the degree d of g is at most 2m; see
Lemma 2.
Without loss of generality we shall consider the case where u(z) = eg(z)
and v(z) = e−g(z). We will show that that the boundedness of B(z) implies
d ≤ m. If 2m is an integer, Lemma 11 shows that we must have d < 2m.
Thus, in any case (2m being an integer or not), a necessary condition is
d < 2m. The desired result now follows from Lemma 12. 
5. FURTHER REMARKS
In this final section we specialize to the case m = 1 and make several
additional remarks. For convenience we will alter notation somewhat here.
Thus for any α > 0 we let F 2α denote the Fock space of entire functions f
on the complex plane C such that∫
C
|f(z)|2 dλα(z) <∞,
where
dλα(z) =
α
pi
e−α|z|
2
dA(z).
Toeplitz operators on F 2α are defined exactly the same as before using the
orthogonal projection Pα : L
2(C, dλα) → F 2α .
Suppose u and v are functions in F 2α , not identically zero. It was proved
in [8] that TuTv is bounded on the Fock space F
2
α if and only if there is a
point a ∈ C such that
u(z) = beαaz, v(z) = ce−αaz, (22)
where b and c are nonzero constants. This certainly solves Sarason’s prob-
lem for Toeplitz products on the space F 2α . But the paper [8] somehow did
not address Sarason’s conjecture, which now of course follows from our
main result.
We want to make two points here. First, the proof of Sarason’s conjec-
ture for F 2α is relatively simple after Sarason’s problem is solved. Second,
Sarason’s conjecture holds for the Fock space F 2α for completely different
reasons than was originally thought, namely, the motivation for Sarason’s
conjecture provided in [14] for the cases of Hardy and Bergman spaces is
no longer valid for the Fock space. It is therefore somewhat amusing that
Sarason’s conjecture turns out to be true for the Fock space but fails for the
Hardy and Bergman spaces.
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Suppose u and v are given by (22). We have
|˜u|2(z) = ‖fkz‖2 =
∫
C
∣∣∣f(w)eαwz¯−(α/2)|z|2∣∣∣2 dλα(w)
= |b|2e−α|z|2
∫
C
∣∣eαw(a¯+z¯)∣∣2 dλα(w)
= |b|2e−α|z|2+α|a+z|2
= |b|2eα(|a|2+az+az).
Similarly,
|˜v|2(z) = |c|2eα(|a|2−az−az).
It follows that
|˜u|2(z)|˜v|2(z) = |bc|2e2α|a|2
is a constant and hence a bounded function on C.
On the other hand, it follows from Ho¨lder’s inequality that we always
have
|u(z)|2 ≤ |˜u|2(z), u ∈ F 2α, z ∈ C.
Therefore, if |˜u|2|˜v|2 is a bounded function onC, then there exists a positive
constantM such that
|u(z)v(z)|2 ≤ |˜u|2(z)|˜v|2(z) ≤M
for all z ∈ C. Thus, as a bounded entire function, uv must be constant, say
u(z)v(z) = C for all z ∈ C. Since u and v are not identically zero, we must
have C 6= 0. Since functions in F 2α must have order less than or equal to 2,
we can write u(z) = ep(z), where
p(z) = az2 + bz + c
is a polynomial of degree less than or equal to 2. But u(z)v(z) is constant,
so v(z) = eq(z), where
q(z) = −az2 − bz + d
is another polynomial of degree less than or equal to 2.
We will show that a = 0. To do this, we will estimate the Berezin trans-
form |˜u|2 when u is a quadratic exponential function as given above. More
specifically, for C1 = |ec|2, we have
|˜u|2(z) = C1
∫
C
∣∣∣ea(z+w)2+b(z+w)∣∣∣2 dλα(w)
= C1
∣∣∣eaz2+bz∣∣∣2 ∫
C
∣∣∣eaw2+(b+2az)w∣∣∣2 dλα(w).
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Write b + 2az = αζ¯. Then it follows from the inequality |˜F |2 ≥ |F |2 for
F ∈ F 2α again that
|˜u|2(z) = C1
∣∣∣eaz2+bz∣∣∣2 eα|ζ|2 ∫
C
∣∣∣eaw2kζ(w)∣∣∣2 dλα(w)
≥ C1
∣∣∣eaz2+bz∣∣∣2 eα|ζ|2 ∣∣∣eaζ2∣∣∣2 .
If we do the same estimate for the function v, the result is
|˜v|2(z) ≥ C2
∣∣∣e−az2−bz∣∣∣2 eα|ζ|2 ∣∣∣e−aζ2∣∣∣2 ,
where ζ is the same as before and C2 = |ed|2. It follows that
|˜u|2(z)|˜v|2(z) ≥ C1C2e2α|ζ|2 = C1C2e2|b+2az|2/α.
This shows that |˜u|2|˜v|2 is unbounded unless a = 0.
Therefore, the boundedness of |˜u|2|˜v|2 implies that
u(z) = ebz+c, v(z) = e−bz+d.
By [8], the product TuTv is bounded on F
2
α . In fact, TuTv is a constant times
a unitary operator.
Combining the arguments above and the main result of [8] we have ac-
tually proved that the following conditions are equivalent for u and v in
F 2α:
(a) TuTv is bounded on F
2
α .
(b) TuTv is a constant multiple of a unitary operator.
(b) |˜u|2|˜v|2 is bounded on C.
(c) |˜u|2|˜v|2 is constant on C.
Recall that in the case of Hardy and Bergman spaces, there is actually an
absolute constant C (4 for the Hardy space and 16 for the Bergman space)
such that
|˜u|2(z)|˜v|2(z) ≤ C‖TuTv‖2
for all u, v, and z. We now show that such an estimate is not possible for
the Fock space. To see this, consider the functions
u(z) = eαa¯z, v(z) = e−αa¯z.
By calculations done in [8], we have
TuTv = e
α|a|2/2Wa,
whereWa is the Weyl unitary operator defined byWaf(z) = f(z−a)ka(z).
On the other hand, by calculations done earlier, we have
|˜u|2(z)|˜v|2(z) = e2α|a|2 .
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It is then clear that there is NO constant C such that
e2α|a|
2 ≤ Ceα|a|2/2
for all a ∈ C. Therefore, there is NO constant C such that
sup
z∈C
|˜u|2(z)|˜v|2(z) ≤ C‖TuTv‖2
for all u and v. In other words, the easy direction for Sarason’s conjecture in
the cases of Hardy and Bergman spaces becomes difficult for Fock spaces.
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