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1. Introduction
Since the introduction of the Brauer algebra [2] in 1937, diagram algebras (i.e. algebras with a
basis consisting of diagrams) have received considerable attention. Other diagram algebras include
the Temperly–Lieb algebra [17] and the Jones algebra [22]. The motivation for studying such algebras
is considerable, and they arise in a wide variety of mathematical disciplines such as statistical me-
chanics, knot theory, and the study of algebraic groups. The three algebras mentioned above, as well
as many others, are all subalgebras of the so-called partition algebra [26], whose basis consists of all
set-partitions of a 2n-element set; these partitions are represented diagrammatically as (equivalence
classes of) graphs on 2n vertices. The partition algebra arises naturally when studying Schur–Weyl
duality in the representation theory of the symmetric group, and a thorough exposition may be found
in the survey-style article of Halverson and Ram [19] as well as an extensive list of references; see
also the more recent studies [10,12,15]. A number of prominent semigroup examples may also be
thought of as diagram algebras, including the (full) transformation semigroups (see for example [20]
or [21]), and the symmetric and dual symmetric inverse semigroups (see [24] and [16] respectively);
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twisted semigroup algebra of the partition monoid Pn also considered in [19]; this point of view al-
lows much information, such as cellularity [18] of the algebra, to be deduced from various aspects of
the structure of the monoid. The main results of [19] include a characterization of the semisimplicity
of the partition algebras, the construction of Specht modules and Murphy elements, and a presenta-
tion for Pn in terms of generators and relations, although the proof given for this presentation is far
from being complete, with several key steps being illustrated by examples. The importance of having
such a presentation lies in the fact that representations (homomorphisms into other algebras) may be
constructed from presentations by choosing the images of the generators, and checking that the rela-
tions are preserved. (The complex nature of the partition algebra’s multiplication makes this method
of constructing representations highly desirable.) Since the well-deﬁnedness of such a representation
relies on the soundness of the presentation used, it is important to not only have a presentation,
but also a complete proof, and that is the purpose of the current work. The approach we use here
is very different from that of [19], and bears more similarity to the techniques introduced in [6,8].
We ﬁrst analyze aspects of the structure of Pn , discussing concepts related to ideas from the the-
ory of transformation semigroups and, in particular, we show that there is a natural factorization
Pn =LnInRn , where In is (isomorphic to) the symmetric inverse semigroup, Ln is a submonoid
of (an isomorphic copy of) the full transformation semigroup, and Rn is an anti-isomorphic copy
of Ln . We then use this factorization, as well as known presentations for the three submonoids, to
deduce a presentation for Pn . This presentation contains n2 generators (the Halverson–Ram presen-
tation uses 3n − 2), so we then set out to simplify the presentation. Our ﬁrst simpliﬁed presentation
involves n + 1 generators and includes both Popova’s presentation [28] for the symmetric inverse
semigroup and FitzGerald’s presentation [13] for the largest factorizable inverse submonoid of the
dual symmetric inverse semigroup. From this, we are able to deduce (and therefore prove correct)
the Halverson–Ram presentation, and we also give a presentation on four generators. We conclude
by showing how each of these presentations gives rise to a presentation for the partition algebra, by
developing a general theory of presentations for twisted semigroup algebras.
We now pause to establish the language and notation we will be using for monoids and presenta-
tions.
An equivalence ∼ on a monoid M is a congruence if ac ∼ bd whenever a,b, c,d ∈ M with a ∼ b
and c ∼ d. The quotient M/∼ is the set of all ∼-classes of M , which is itself a monoid under the
induced operation. The kernel of a monoid homomorphism ϕ : M → N is the congruence ker(ϕ) =
{(s, t) ∈ M × M | sϕ = tϕ}, and the fundamental homomorphism theorem (for monoids) states that
M/ker(ϕ) ∼= im(ϕ).
Let X be an alphabet (a set whose elements are called letters), and denote by X∗ the free monoid
on X , which consists of all words over X (including the empty word which will be denoted by 1),
under the operation of concatenation. Let R ⊆ X∗ × X∗ and write R for the congruence on X∗ gener-
ated by R . We say that a monoid M has (monoid) presentation 〈X | R〉 if M ∼= X∗/R or, equivalently,
if there is an epimorphism X∗ → M with kernel R . If ϕ is such an epimorphism, then we say that M
has presentation 〈X | R〉 via ϕ . Elements of X are also called generators, and an element (w1,w2) ∈ R
is called a relation and will generally be displayed as an equation: w1 = w2. All presentations we
consider will be monoid presentations, until in Section 6 where we will also consider algebra presen-
tations.
It should also be noted that all numbers considered in this article are assumed to be integers, so
a statement such as “let 1 i  5” should be read as “let i be an integer for which 1 i  5”.
2. The partition monoid
Let n be a positive integer which we ﬁx throughout this article, and write n for the ﬁnite set
{1, . . . ,n}. We also write n′ = {1′, . . . ,n′} for a set in one–one correspondence with n. A partition
on n ∪ n′ (or simply a partition) is a collection α = {A1, . . . , Ak} of pairwise-disjoint non-empty sets
whose union is n ∪ n′ . The sets A1, . . . , Ak are called the blocks of α. The set Pn of all partitions on
n∪n′ forms a monoid, the so-called partition monoid, under an associative operation we will describe
shortly. A partition α ∈Pn may be represented by a graph on the vertex set n ∪ n′ as follows. We
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Fig. 2. Calculating the product of two partitions α,β ∈P5.
arrange vertices 1, . . . ,n in a row (increasing from left to right) and vertices 1′, . . . ,n′ in a parallel
row directly below. We then add edges in such a way that two vertices are connected by a path if
and only if they belong to the same block of α. For example, the partition
{{1},{2,3′,4′}, {3,4},{5,6,1′,5′,6′},{2′}} ∈P6
is represented by the graph pictured in Fig. 1. Of course, such a graphical representation is not unique,
but we will identify two graphs on the vertex set n∪n′ if they have the same connected components.
In the same way, we will not distinguish between a partition and a graph which represents it. In order
to describe the product alluded to above, let α,β ∈Pn . We ﬁrst stack (graphs representing) α and β
so that vertices 1′, . . . ,n′ of α are identiﬁed with vertices 1, . . . ,n of β . The connected components
of this graph are then constructed, and we ﬁnally delete the middle row of vertices as well as any
edges which are not connected to an upper or lower vertex; the resulting graph is the product αβ .
An example is given in Fig. 2.
We now introduce some notation and terminology which we will use when studying partitions.
These deﬁnitions are inspired by analogous concepts in the theory of transformation semigroups. With
this in mind, let α ∈Pn . For i ∈ n ∪ n′ , let [i]α denote the block of α containing i. We deﬁne the
domain and codomain of α to be the sets
dom(α) = {i ∈ n ∣∣ [i]α ∩ n′ = ∅},
codom(α) = {i ∈ n ∣∣ [i′]
α
∩ n = ∅}.
We also deﬁne the kernel and cokernel of α to be the equivalences
ker(α) = {(i, j) ∈ n× n ∣∣ [i]α = [ j]α},
coker(α) = {(i, j) ∈ n× n ∣∣ [i′]
α
= [ j′]
α
}
.
The equivalence classes of n with respect to ker(α) and coker(α) are called the kernel-classes and
cokernel-classes of α. To illustrate these ideas, let α = ∈P6 denote the partition pictured
in Fig. 1. Then dom(α) = {2,5,6} and codom(α) = {1,3,4,5,6}, and we see that α has kernel-classes
{1}, {2}, {3,4}, {5,6} and cokernel-classes {1,5,6}, {2}, {3,4}.
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) ∈ T6.
Fig. 4. The simple transposition si ∈Sn .
It is immediate from the deﬁnitions that
dom(αβ) ⊆ dom(α), ker(α) ⊆ ker(αβ),
codom(αβ) ⊆ codom(β), coker(β) ⊆ coker(αβ)
for all α,β ∈Pn .
3. Important subsemigroups
The partition monoid contains a number of well-known and well-studied subsemigroups which
we will discuss in this section. These include the (full) transformation semigroup and the symmetric
and dual symmetric inverse semigroups. We will treat these semigroups in Sections 3.1–3.3 and, in
Section 3.4, we show how the partition monoid is “built up” out of them.
3.1. The (full) transformation semigroup
The ( full) transformation semigroup on n is the (regular) semigroup Tn of all transformations on n
(i.e. all functions from n to itself) under the operation of composition. The group of units of Tn is the
symmetric group Sn , which consists of all permutations on n. Now put
Tn =
{
α ∈Pn
∣∣ each block of α contains exactly one element of n′}.
By considering the graphical representation of the elements of Tn , we see that there is a natural
one–one correspondence ϕ : Tn →Tn; see Fig. 3 for an example. It is immediate from the rules for
multiplication in Tn and Pn that ϕ : Tn →Tn is in fact an isomorphism, and so we may identify the
submonoid Tn ⊆Pn with the transformation semigroup Tn . In this way, given α ∈Tn and i ∈ n, we
will often write iα for the image of i under (the transformation associated to) α.
Under the identiﬁcation of Tn with Tn , we see that the symmetric group Sn ⊆ Tn is isomorphic to
the subgroup
Sn =
{
α ∈Pn
∣∣ every block of α contains one element of n and one of n′},
which is easily seen to be the group of units of Pn . In 1897, Moore [27] gave a presentation for
the symmetric group Sn which we now describe. First, for 1  i  n − 1, we deﬁne si ∈Sn to be
the simple transposition which interchanges i and i + 1; see Fig. 4. (The reason for our use of this
over-line notation will become clear shortly.)
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Deﬁne an alphabet S = {s1, . . . , sn−1}, and consider the relations
s2i = 1 for all i, (S1)
si s j = s j si if |i − j| > 1, (S2)
si s j si = s j si s j if |i − j| = 1. (S3)
Theorem 1. (See Moore [27].) The symmetric groupSn has (monoid) presentation
〈
S
∣∣ (S1)–(S3)〉 via
φS : S∗ →Sn : si → si .
We will write ∼S for the congruence on S∗ generated by relations (S1)–(S3) and, for w =
si1 · · · sik ∈ S∗ , we will write w−1 for the word sik · · · si1 obtained by reversing w , noting that
ww−1 ∼S w−1w ∼S 1 for all w ∈ S∗ .
A presentation for Tn , which extends Moore’s presentation for Sn , may be found in [1], although
we will not require it here. Rather, we will make use of a presentation for a submonoid Ln ⊆Tn
which we now describe. Let α ∈Tn , and suppose the kernel-classes of α are K1, . . . , Kr . We write
Mins(α) for the set {min(K1), . . . ,min(Kr)}, and we say that α is block-order-preserving if iα < jα
whenever i, j ∈ Mins(α) and i < j. Put
Ln =
{
α ∈Tn
∣∣ α is block-order-preserving and codom(α) = k for some k ∈ n}.
This set was shown to be a submonoid of Tn in [8], where it was studied in relation to the semigroup
Tn \ Sn of all non-invertible transformations on n. (The monoid Ln was denoted by An in [8], and
also played a crucial role in the study of other semigroups in [9,11].) For 1 i < j  n, let λi j ∈Ln
denote the map deﬁned by
xλi j =
{ x if 1 x< j,
i if x = j,
x− 1 if j < x n.
This map is also pictured in Fig. 5. Deﬁne an alphabet L = {λi j | 1  i < j  n}, and consider the
relations
λklλin = λkl for all i,k, l, (L1)
λ jkλi j = λikλi j = λi jλi,k−1 if i < j < k, (L2)
λklλi j =
⎧⎨⎩
λi jλk−1,l−1 if i < j < k < l,
λi jλk,l−1 if i < k < j < l,
λi, j+1λkl if i < k < l j  n − 1.
(L3)–(L5)
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Theorem 2. (See East [8].) The monoidLn has presentation
〈
L
∣∣ (L1)–(L5)〉 via
φL : L∗ →Ln : λi j → λi j .
We denote by ∼L the congruence on L∗ generated by relations (L1)–(L5) and, for w ∈ L∗ , we write
w for the transformation wφL ∈Ln . We will now describe a set of normal forms for words over L
which will be used in Section 4. In order to do this, we ﬁrst deﬁne an order ≺ on the alphabet L by
λi j ≺ λrs if and only if i < r or i = r and j > s.
We say that a word λi1 j1 · · ·λik jk ∈ L∗ is ascending if λi1 j1 ≺ · · · ≺ λik jk . An ascending word λi1 j1 · · ·λik jk
is said to be normal if jr  n − r + 1 for all r ∈ k. Let NL ⊆ L∗ denote the set of all normal words
over L. For 0  k  n − 1, write N (k)L for the set of all normal words of length k. The following facts
were proved in [8], as key steps towards the proof of Theorem 2.
Lemma 3.
(i) Every word over L is ∼L -equivalent to a unique normal word.
(ii) If w ∈ N (k)L , then codom(w) = {1, . . . ,n − k}.
3.2. The symmetric inverse semigroup
The partial transformation semigroup on n is the (regular) semigroup PT n of all partial trans-
formations on n (that is, all partially deﬁned functions from n to itself) under the operation of
“compose wherever possible”. As was the case in the previous section, there is a natural injective
map ϕ′ : PT n →Pn . If n 2, this map is not an embedding (i.e. not a homomorphism), as the ele-
ments α = and β = of PT 2 demonstrate: we see that the rule for multiplication in PT 2 gives
αβ = , while in P2, we have (αϕ′)(βϕ′) = . However, it is easy to check that we do obtain an
embedding when we restrict ϕ′ to the symmetric inverse semigroup In ⊆ PT n which is the (factoriz-
able inverse) semigroup of all injective partial transformations on n. Thus we may identify In with its
image
In =
{
α ∈Pn
∣∣ every non-trivial block of α contains one element of n and one of n′}
under ϕ′ . An element of I6 is pictured in Fig. 6.
We now describe Popova’s presentation [28] for In which also extends Moore’s presentation
for Sn . For A ⊆ n, denote by idA ∈ In the partial permutation obtained by restricting the iden-
tity map to A, and put ε = id{1,...,n−1} = · · ·· · · . Deﬁne an alphabet I = S ∪ {ε}, and consider the
relations
s2i = 1 for all i, (I1)
si s j = s j si if |i − j| > 1, (I2)
si s j si = s j si s j if |i − j| = 1, (I3)
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4
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) ∈ J6.
ε2 = ε, (I4)
εsi = siε if i  n − 2, (I5)
εsn−1εsn−1 = sn−1εsn−1ε = εsn−1ε. (I6)
Theorem 4. (See Popova [28].) The symmetric inverse semigroupIn has presentation
〈
I
∣∣ (I1)–(I6)〉 via
φI : I∗ →In :
{
si → si,
ε → ε.
We write ∼I for the congruence on I∗ generated by relations (I1)–(I6) and again, for w ∈ I∗ , we
denote by w the partial permutation wφI ∈In . We deﬁne words
εi = (si · · · sn−1)ε(sn−1 · · · si) for each 1 i  n,
ei = εn · · ·εi for each 1 i  n + 1.
(Note that εn = en = ε, and that en+1 = 1.) It is easy to check, diagrammatically, that εi = idn\{i} and
ei = id{1,...,i−1} . Together with Theorem 4, this proves the following.
Lemma 5. Suppose that w ∈ I∗ and that 1 i, j  n + 1. Then
dom(eiwe j) ⊆ {1, . . . , i − 1} and codom(eiwe j) ⊆ {1, . . . , j − 1}.
3.3. The dual symmetric inverse semigroup
The dual symmetric inverse semigroup on n is the (inverse) semigroup Jn of all block bijections on n.
Dual symmetric inverse semigroups were introduced in [16] as categorical duals to the symmetric
inverse semigroups; there the notation I∗n was used, but here we use the notation Jn in order to
avoid confusion with free monoids. Out of the many descriptions of Jn from [16], we prefer to think
of a block bijection as a bijective map between quotients of n. In this way, we see that there is an
injective map ϕ′′ : Jn →Pn with image
Jn =
{
α ∈Pn
∣∣ dom(α) = codom(α) = n}.
An element of J6 is pictured in Fig. 7. It was shown in [25] that ϕ′′ is in fact a homomorphism,
and so we may identify Jn with the submonoid Jn ⊆Pn . A presentation for Jn , again extending
Moore’s presentation for Sn , was discovered in [4], although we will not require it here. Rather, we
make use of a presentation [13] for the set
Fn =
{
α ∈Jn
∣∣ each block A of α satisﬁes |A ∩ n| = ∣∣A ∩ n′∣∣}
which was shown in [16] to be the largest factorizable inverse submonoid of Jn . (In [16], this set
was denoted F ∗n , and its elements were called uniform.) With this presentation in mind, put t =·· · ∈Fn . Deﬁne an alphabet F = S ∪ {t}, and consider the relations· · ·
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si s j = s j si if |i − j| > 1, (F2)
si s j si = s j si s j if |i − j| = 1, (F3)
t2 = t = sn−1t = tsn−1, (F4)
tsi = sit if i  n − 3, (F5)
tsn−2tsn−2 = sn−2tsn−2t, (F6)
t(sn−2sn−1sn−3sn−2)t(sn−2sn−3sn−1sn−2) = (sn−2sn−1sn−3sn−2)t(sn−2sn−3sn−1sn−2)t. (F7)
Theorem 6. (See FitzGerald [13].) The monoid Fn of all uniform block bijections on n has presentation〈
F
∣∣ (F1)–(F7)〉 via
φF : F ∗ →Fn :
{
si → si,
t → t.
This presentation will not be used until Section 5.1, where the presentation for Pn obtained in
Section 4 is simpliﬁed.
3.4. A structural result
There is a natural anti-involution ̂ :Pn →Pn which maps α ∈Pn to the partition α̂ obtained
by reﬂecting α vertically. For example, if α = ∈P6, then we have α̂ = . Let
Rn = L̂n be the image of the monoid Ln under the ̂ map. So Rn is anti-isomorphic to Ln and, by
the results of Section 3.1, we see that Rn is generated by the partitions ρ i j = ·· ·
· · ·
· · ·
· · ·
· · ·
· · ·
,
1  i < j  n, and that a presentation for Rn may be obtained from that of Ln in Theorem 2 by
reversing all words in the relations. Speciﬁcally, deﬁne an alphabet R = {ρi j | 1  i < j  n}, and
consider the relations
ρinρkl = ρkl for all i,k, l, (R1)
ρi jρ jk = ρi jρik = ρi,k−1ρi j if i < j < k, (R2)
ρi jρkl =
⎧⎨⎩
ρk−1,l−1ρi j if i < j < k < l,
ρk,l−1ρi j if i < k < j < l,
ρklρi, j+1 if i < k < l j  n − 1.
(R3)–(R5)
Theorem 7. The monoidRn has presentation
〈
R
∣∣ (R1)–(R5)〉 via
φR : R∗ →Rn : ρi j → ρ i j.
We write ∼R for the congruence on R∗ generated by (R1)–(R5) and, for w ∈ R∗ , we write w for
the partition wφR ∈Rn . The duality between relations (L1)–(L5) and (R1)–(R5) allows us to trans-
late information concerning Ln into information concerning Rn (and vice versa). More formally, we
deﬁne an anti-isomorphism
̂ : L∗ → R∗ : λi j → ρi j .
Then for all w1,w2 ∈ L∗ , we have w1 ∼L w2 if and only if ŵ1 ∼R ŵ2. Recall that NL denotes
the set of all normal words over L. We now deﬁne normal words over R to be elements of the
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Lemma 8.
(i) Every word over R is ∼R -equivalent to a unique normal word.
(ii) If w ∈ N (k)R , then dom(w) = {1, . . . ,n − k}.
Our next result shows that there is a natural factorization Pn =LnInRn , and provides the basis
for our derivation of a presentation for Pn in the next section.
Proposition 9. Let α ∈ Pn. Then α = βγ δ for unique β ∈ Ln, γ ∈ In, and δ ∈ Rn, with dom(γ ) ⊆
codom(β) and codom(γ ) ⊆ dom(δ).
Proof. Choose the unique partitions β ∈Ln and δ ∈Rn which satisfy ker(β) = ker(α) and coker(δ) =
coker(α). Suppose that α has kernel-classes K1, . . . , Ka and cokernel-classes C1, . . . ,Cb , where
min(K1) < · · · <min(Ka) and min(C1) < · · · <min(Cb). Deﬁne γ ∈In by
iγ =
{
j if i ∈ a and Ki ∪ C j is a block of α,
− otherwise.
Then it is easy to check that α = βγ δ. By construction, we have dom(γ ) ⊆ a = codom(β) and
codom(γ ) ⊆ b = dom(δ). This proves the “existence” part of the proposition.
To prove the “uniqueness” part, suppose that α = β ′γ ′δ′ where β ′ , γ ′ , δ′ satisfy the require-
ments of the proposition. The conditions dom(γ ′) ⊆ codom(β ′) and codom(γ ′) ⊆ dom(δ′) imply that
ker(β ′) = ker(α) = ker(β) and coker(δ′) = coker(α) = coker(δ), so that β ′ = β and δ′ = δ. The same
conditions imply that Ki ∪ C j is a block of α = βγ ′δ if and only if i ∈ dom(γ ′) and j = iγ ′ , and it
follows that γ ′ = γ . This completes the proof. 
4. A presentation for the partition monoid
We now use the results of the previous section to derive a presentation for the partition
monoid Pn . By Proposition 9 we may deﬁne an epimorphism
φ : (L ∪ I ∪ R)∗ →Pn :
⎧⎪⎪⎨⎪⎪⎩
λi j → λi j,
sr → sr,
ε → ε,
ρi j → ρ i j .
Consider now the relations
ρklλi j =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
ελi−1, j−1ρkl if l < i,
ελk, j−1ρkl if l = i,
ελi, j−1ρkl if i < l < j,
ελkiρki if k < i < j = l,
ε if i = k < j = l,
ελikρik if i < k < l = j,
ελi jρk,l−1 if k < j < l,
ελi jρi,l−1 if j = k,
ελ ρ if j < k,
(RL1)–(RL9)i j k−1,l−1
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srλi j =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
λi j sr−1 if r > j,
λi, j+1 if r = j,
λi, j−1 if r = j − 1> i,
λi j if r = j − 1 = i,
λi j sr if i < r < j − 1,
λi+1, j sr if i = r < j − 1,
λi−1, j sr if r = i − 1,
λi j sr if r < i − 1,
(SL1)–(SL8)
ρi j sr =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
sr−1ρi j if r > j,
ρi, j+1 if r = j,
ρi, j−1 if r = j − 1> i,
ρi j if r = j − 1 = i,
srρi j if i < r < j − 1,
srρi+1, j if i = r < j − 1,
srρi−1, j if r = i − 1,
srρi j if r < i − 1,
(RS1)–(RS8)
λi jε = λi j for all i, j, (EL1)
ελin = ε for all i, (EL2)
ελi j = λi j sn−1ε if j < n, (EL3)
ερi j = ρi j for all i, j, (RE1)
ρinε = ε for all i, (RE2)
ρi jε = ρi j sn−1ε if j < n, (RE3)
and denote by ∼ the congruence on (L ∪ I ∪ R)∗ generated by the relations (L1)–(L5), (R1)–(R5), (I1)–
(I6), (RL1)–(RL9), (SL1)–(SL8), (RS1)–(RS8), (EL1)–(EL3), (RE1)–(RE3). We aim to show that ∼ = kerφ,
so that Pn has presentation〈
L ∪ I ∪ R
∣∣∣∣ (L1)–(L5), (R1)–(R5), (I1)–(I6), (RL1)–(RL9),(SL1)–(SL8), (RS1)–(RS8), (EL1)–(EL3), (RE1)–(RE3)
〉
via φ. We will combine our previous uses of the over-line notation, writing w = wφ ∈Pn for any
word w ∈ (L ∪ I ∪ R)∗ .
Lemma 10.We have the inclusion ∼ ⊆ kerφ .
Proof. We need to check (diagrammatically) that each relation holds as an equation in Pn when the
generators are replaced by their image under φ. This is straightforward (though laborious) and we
include only one sample calculation; see Fig. 8 for a proof of relation (EL3). Geometrically, the reader
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of λi j . 
Our next goal is to show (see Corollary 13 below) that (L ∪ I ∪ R)∗ ∼ L∗ I∗R∗ , by which we mean
that every word w over L ∪ I ∪ R is ∼-equivalent to a word of the form w1w2w3, where w1 ∈ L∗ ,
w2 ∈ I∗ , and w3 ∈ R∗; this gives a “word version” of the factorization Pn =LnInRn . We then im-
prove this result (in Proposition 16) to incorporate properties of dom(w2) and codom(w2) analogous
to Proposition 9.
Lemma 11. If w ∈ (L ∪ I ∪ R)∗ , then w ∼ w1w2 for some w1 ∈ (L ∪ I)∗ and w2 ∈ R∗ .
Proof. The proof is by induction on the number k of generators from R appearing in w . If k = 0, then
w ∈ (L ∪ I)∗ and we are done already (with w1 = w and w2 = 1). Otherwise, we may use relations
(RL1)–(RL9), (RE2)–(RE3), and (RS1)–(RS8) to move the right-most generator from R to the right (or
make it disappear), and we are done after applying an induction hypothesis. 
Lemma 12. If w ∈ (L ∪ I)∗ , then w ∼ w1w2 for some w1 ∈ L∗ and w2 ∈ I∗ .
Proof. This lemma is proved in a similar way to the last, this time using (SL1)–(SL8) and (EL2)–(EL3)
and an induction on the number of letters from L appearing in w . 
Corollary 13. If w ∈ (L ∪ I ∪ R)∗ , then w ∼ w1w2w3 for some w1 ∈ L∗ , w2 ∈ I∗ , and w3 ∈ R∗ .
Proof. This follows immediately from the previous two lemmas. 
The next two lemmas concern the words εi and ei deﬁned before Lemma 5.
Lemma 14. If 1 i < j  k < n, then
(i) λi jεk ∼ εk+1λi j ; and
(ii) εkρi j ∼ ρi jεk+1 .
Proof. We have
εk+1λi j = (sk+1 · · · sn−1)ε(sn−1 · · · sk+1)λi j
∼ (sk+1 · · · sn−1)ελi j(sn−2 · · · sk) by (SL1)
∼ (sk+1 · · · sn−1)λi j sn−1ε(sn−2 · · · sk) by (EL3)
∼ (sk+1 · · · sn−1)λi jεsn−1ε(sn−2 · · · sk) by (EL1)
∼ (sk+1 · · · sn−1)λi jεsn−1εsn−1(sn−2 · · · sk) by (I6)
∼ (sk+1 · · · sn−1)λi j sn−1εsn−1(sn−2 · · · sk) by (EL1)
∼ λi j(sk · · · sn−2)sn−1εsn−1(sn−2 · · · sk) by (SL1)
= λi jεk,
so that (i) holds. Part (ii) is proved in an almost identical fashion. 
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(i) w ∼ wen−k+1 for all w ∈ N (k)L ; and
(ii) w ∼ en−k+1w for all w ∈ N (k)R .
Proof. Again, we only prove (i), the proof of (ii) being almost identical. If k = 0 then en−k+1 = 1
and there is nothing to show, so suppose k  1. Then w = w ′λi j for some w ′ ∈ N (k−1)L and some
1 i < j  n − k + 1. But then
wen−k+1 = w ′λi jεnεn−1 · · ·εn−k+1
∼ w ′λi jεn−1 · · ·εn−k+1 by (EL1), noting that εn = ε
∼ w ′εn · · ·εn−kλi j by Lemma 14(i)
= w ′en−(k−1)+1λi j
∼ w ′λi j by an induction hypothesis
= w,
and we are done. 
Proposition 16. If w ∈ (L ∪ I ∪ R)∗ , then w ∼ w1w2w3 for some w1 ∈ L∗ , w2 ∈ I∗ , and w3 ∈ R∗ with
dom(w2) ⊆ codom(w1) and codom(w2) ⊆ dom(w3).
Proof. By Corollary 13 we have w ∼ w ′1w ′2w ′3 for some w ′1 ∈ L∗ , w ′2 ∈ I∗ , and w ′3 ∈ R∗ . Now w ′1 ∼ w1
and w ′3 ∼ w3 for some w1 ∈ NL and w3 ∈ NR by Lemmas 3(i) and 8(i). Write k and l for the lengths
of w1 and w3 (respectively), and put w2 = en−k+1w ′2en−l+1 ∈ I∗ . Then by Lemma 15 we have
w ∼ w1w ′2w3 ∼ w1en−k+1w ′2en−l+1w3 = w1w2w3.
Now by Lemmas 3(ii), 5, and 8(ii), we have
dom(w2) ⊆ {1, . . . ,n − k} = codom(w1) and codom(w2) ⊆ {1, . . . ,n − l} = dom(w3),
and the proof is complete. 
We are now ready to prove the main result of this section.
Theorem 17. The partition monoidPn has presentation〈
L ∪ I ∪ R
∣∣∣∣ (L1)–(L5), (R1)–(R5), (I1)–(I6), (RL1)–(RL9),(SL1)–(SL8), (RS1)–(RS8), (EL1)–(EL3), (RE1)–(RE3)
〉
via φ .
Proof. It remains only to show that kerφ ⊆ ∼, so suppose (w,w ′) ∈ kerφ. By Proposition 16 we have
w ∼ w1w2w3 and w ′ ∼ w ′1w ′2w ′3 for appropriate w1,w ′1 ∈ L∗ , w2,w ′2 ∈ I∗ , and w3,w ′3 ∈ R∗ . But
then w1w2w3 = w = w ′ = w ′1w ′2w ′3 and it follows, by Proposition 9, that w1 = w ′1, w2 = w ′2, and
w3 = w ′3. Theorems 2, 4, and 7 then imply that w1 ∼ w ′1, w2 ∼ w ′2, and w3 ∼ w ′3, so that w ∼ w ′ .
This completes the proof of the theorem. 
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The presentation for Pn given in Theorem 17 contains |L|+|I|+|R| =
(n
2
)+n+(n2)= n2 generators,
and a great many relations (the number of relations is quartic in n). With this in mind, it is our goal
in this section to use Tietze transformations to reduce the size of the generating set, and ﬁnd simpler
presentations. In Section 5.1 we derive the ﬁrst such presentation which uses n + 1 generators, and
simultaneously extends Popova’s presentation [28] for the symmetric inverse semigroup In ⊆ Pn
and FitzGerald’s presentation [13] for the monoid Fn ⊆ Pn of all uniform block bijections on n.
From this presentation we then deduce the Halverson–Ram presentation [19] in Section 5.2. Working
again from the presentation from Section 5.1, we obtain a presentation with just four generators in
Section 5.3.
5.1. A simpler presentation
We begin with the presentation〈
L ∪ I ∪ R
∣∣∣∣ (L1)–(L5), (R1)–(R5), (I1)–(I6), (RL1)–(RL9),(SL1)–(SL8), (RS1)–(RS8), (EL1)–(EL3), (RE1)–(RE3)
〉
from Theorem 17 and we add a new generator t , along with the relation
t = λn−1,nρn−1,n (T)
which deﬁnes it in terms of the existing generators. Write P = S ∪ {ε, t}, and let
φ′ : (L ∪ P ∪ R)∗ →Pn
be the epimorphism which extends φ : (L ∪ I ∪ R)∗ →Pn by further deﬁning
tφ′ = t = ·· ·
· · ·
.
Corollary 18. The partition monoidPn has presentation〈
L ∪ P ∪ R
∣∣∣∣ (T), (L1)–(L5), (R1)–(R5), (I1)–(I6), (RL1)–(RL9),(SL1)–(SL8), (RS1)–(RS8), (EL1)–(EL3), (RE1)–(RE3)
〉
via φ′ .
Write ∼′ = kerφ′ which is the congruence on (L ∪ P ∪ R)∗ generated by the relations in the above
presentation. Our ﬁrst goal is to remove the generators from L∪ R . With this in mind we deﬁne words
ci = si · · · sn−1 for i ∈ n,
εi = ciεc−1i for i ∈ n,
dij = (s j · · · sn−1)(si · · · sn−2) for 1 i < j  n,
ti j = dijtd−1i j for 1 i < j  n,
Li j = ti jε jc j for 1 i < j  n,
Rij = c−1j ε jti j for 1 i < j  n.
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Fig. 10. A veriﬁcation of the equality Li jφ′ = λi j .
Note that the words εi deﬁned here are the same as those introduced before Lemma 5. The partition
ti jφ′ is pictured in Fig. 9. It is now easy to check, diagrammatically, that Li jφ′ = λi j and Rijφ′ = ρ i j for
all i, j. A proof of the ﬁrst of these equalities is given in Fig. 10; the second may be proved by turning
Fig. 10 upside down. It then follows from Corollary 18 that λi j ∼′ Li j and ρi j ∼′ Rij for all i, j. As a
result, we may remove all generators λi j and ρi j , replacing their every occurrence in the relations
by the words Li j and Rij (respectively). We denote the relations modiﬁed in this way by (L1)′–(L5)′ ,
(RL1)′–(RL9)′ , etc. (At this point we remark that the words Li j and Rij are not the simplest words
over P which are ∼′-equivalent to λi j and ρi j , but they are expressed in a form speciﬁcally designed
to make subsequent calculations easier to carry out.)
Corollary 19. The partition monoidPn has presentation〈
P
∣∣∣∣ (T)′, (L1)′–(L5)′, (R1)′–(R5)′, (I1)–(I6), (RL1)′–(RL9)′,(SL1)′–(SL8)′, (RS1)′–(RS8)′, (EL1)′–(EL3)′, (RE1)′–(RE3)′
〉
via
Φ : P∗ →Pn :
{
sr → sr,
ε → ε,
t → t.
Write ∼′′ = kerΦ , which is the congruence on P∗ generated by the relations in the above presen-
tation. Again, for w ∈ P∗ , we will write w for the partition wΦ ∈Pn . By Corollary 19, and a simple
diagram-aided check, we have the following.
Lemma 20. The following relations are in ∼′′:
s2i = 1 for all i, (P1)
si s j = s j si if |i − j| > 1, (P2)
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ε2 = ε = εtε, (P4)
t2 = t = tεt = tsn−1 = sn−1t, (P5)
εsi = siε if i  n − 2, (P6)
tsi = sit if i  n − 3, (P7)
sn−1εsn−1ε = εsn−1εsn−1 = εsn−1ε, (P8)
tsn−2tsn−2 = sn−2tsn−2t, (P9)
t(sn−2sn−1sn−3sn−2)t(sn−2sn−3sn−1sn−2) = (sn−2sn−1sn−3sn−2)t(sn−2sn−3sn−1sn−2)t, (P10)
t(sn−2sn−1εsn−1sn−2) = (sn−2sn−1εsn−1sn−2)t. (P11)
So we may add relations (P1)–(P11) to the presentation from Corollary 19. We aim to show that all
the other relations may be removed. With this in mind, write ≈ for the congruence on P∗ generated
by relations (P1)–(P11). Notice that the alphabet P contains both alphabets I and F , and that the
relations (I1)–(I6) and (F1)–(F7) are all contained in (P1)–(P11). As a result, we see by Theorems 4
and 6 that w1 ≈ w2 whenever w1 and w2 are both words over I (or F ) with w1 = w2. In particular,
we have the following.
Proposition 21. For all i, j ∈ n and w ∈ S∗ we have
(i) ε2i ≈ εi ;
(ii) εiε j ≈ ε jεi ; and
(iii) w−1εi w ≈ εiw and εi w ≈ wεiw .
Proposition 22. For all 1 i < j  n, 1 k < l n, 1 a < b < c  n, and w ∈ S∗ we have
(i) t2i j ≈ ti j ;
(ii) ti jtkl ≈ tklti j ;
(iii) tabtbc ≈ tbctac ≈ tactab; and
(iv) w−1ti j w ≈ tiw, jw and ti jw ≈ wtiw, jw .
In the previous proposition, and for the remainder of the section, it is convenient to write t ji = ti j
for all 1 i < j  n. The next lemma will be used frequently.
Lemma 23. If 1 i < j  n and k ∈ n \ {i, j}, then ti jεk ≈ εkti j .
Proof. Choose any w ∈ S∗ such that (n − 2,n − 1,n)w = (k, i, j). Then
ti jεk = t(n−1)w,nwε(n−2)w
≈ w−1tn−1,nww−1εn−2w by Propositions 21 and 22
≈ w−1tn−1,nεn−2w by (P1)
≈ w−1εn−2tn−1,nw by (P11)
≈ w−1εn−2ww−1tn−1,nw by (P1)
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= εkti j,
completing the proof. 
The next lemma substantially reduces the amount of calculations required.
Lemma 24. Deﬁne an anti-isomorphism
̂ : P∗ → P∗ : { sr → sr,ε → ε,
t → t.
Then for all w1,w2 ∈ P∗ , we have w1 ≈ w2 if and only if ŵ1 ≈ ŵ2 .
Proof. This follows from the fact that the relations (P1)–(P11) are symmetric. 
We now show, one-by-one, that relations (T)′ , (L1)′–(L5)′ , (R1)′–(R5)′ , (I1)–(I6), (RL1)′–(RL9)′ ,
(SL1)′–(SL8)′ , (RS1)′–(RS8)′ , (EL1)′–(EL3)′ , (RE1)′–(RE3)′ may be removed. In fact, relations (I1)–(I6)
are contained in (P1)–(P11), so we remove them immediately.
Lemma 25. Relation (T)′ is in ≈.
Proof. By (P4) and (P5) we have Ln−1,nRn−1,n = (tε)(εt) ≈ tεt ≈ t . 
Lemma 26. Relations (EL1)′–(EL3)′ are in ≈.
Proof. For (EL1)′ suppose 1 i < j  n. Then we have
Li jε = ti jε jc jεn ≈ ti jε jεnc−1j c j = ti jε jε jc j ≈ ti jε jc j = Li j,
by Proposition 21. For (EL2)′ , if 1 i < n, then
εLin = εntinεn = εndintd−1in εn ≈ dinεndin tεndind−1in = dinεntεnd−1in ≈ dinεnd−1in ≈ εnd−1in = ε,
by Proposition 22 and (P4). Finally, for (EL3)′ , if 1 i < j  n − 1, then
εLi j = εnti jε jc j ≈ ti jεnε jc j ≈ ti jε jεnc j ≈ ti jε jc jεnc j = Li jεn−1
= Li j sn−1εsn−1 ≈ Li jεsn−1εsn−1 ≈ Li jεsn−1ε ≈ Li j sn−1ε,
where we have used Lemma 23, Proposition 21, (P1), (P8), and (EL1)′ . 
By Lemma 24 we see that relations (RE1)′–(RE3)′ are also in ≈.
Lemma 27. Relations (SL1)′–(SL8)′ are in ≈.
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src j ≈
⎧⎪⎨⎪⎩
c jsr if r < j − 1,
c j−1 if r = j − 1,
c j+1 if r = j,
c jsr−1 if r > j.
For example, if 1 i < j < r  n − 1, then
sr Li j = srti jε jc j ≈ ti j srε jc j ≈ ti jε j src j ≈ ti jε jc j sr−1 = Li j sr−1,
establishing (SL1)′ . For (SL2)′ , if 1 i < j  n − 1, then we have
s j Li j = s jti jε jc j ≈ ti, j+1s jε jc j ≈ ti, j+1ε j+1s jc j ≈ ti, j+1ε j+1c j+1 = Li, j+1.
The other relations may be checked analogously. 
Again, Lemma 24 implies that relations (RS1)′–(RS8)′ are also in ≈. We now pause to prove two
intermediate lemmas.
Lemma 28. If 1 i < j  n and 1 p < q n − 1, then Lij Lpqsn−1 ≈ Li j Lpq.
Proof. By (EL1)′ and (EL3)′ we have Li j Lpq ≈ Li jεLpq ≈ Li j Lpqsn−1ε ≈ Li j Lpqεsn−1ε, and we are done,
since εsn−1ε ≈ εsn−1εsn−1 by (P8). 
Lemma 29. If 1 i < j  n, then ε jti jε j ≈ ε j and ti jε jti j ≈ ti j .
Proof. Choose w ∈ S∗ such that (i, j) = (n − 1,n)w . Then by Propositions 21 and 22, and relations
(P1) and (P4), we have
ε jti jε j ≈
(
w−1εw
)(
w−1tw
)(
w−1εw
)≈ w−1εtεw ≈ w−1εw ≈ ε j,
showing that the ﬁrst relation holds. The second is proved in an almost identical fashion, using (P5)
rather than (P4). 
Lemma 30. Relations (L1)′–(L5)′ are in ≈.
Proof. For (L1)′ , suppose 1 k < l n and 1 i < n. Then by Proposition 21 and Lemma 29, we have
Lkl Lin = tklεlcltinεn ≈ tklclεntinεn ≈ tklclεn ≈ tklεlcl = Lkl.
Next, to prove (L2)′ , suppose 1 i < j < k n. Then by Proposition 22 and Lemma 23, we have
L jkLi j = t jkεkckti jε jc j ≈ t jkti jεkckε jc j ≈ tikti jεkckε jc j ≈ tikεkckti jε jc j = LikLi j .
To prove the second part of (L2)′ , observe ﬁrst that cpcq−1 ≈ cqcpsn−1 if p < q (as may easily be
checked by drawing diagrams and applying Theorem 1). Using this observation, as well as Proposi-
tions 21 and 22, and Lemmas 23 and 28, we see that
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≈ tikεkti jckε jc j sn−1 ≈ tikεkckti jε jc j sn−1 = LikLi j sn−1 ≈ LikLi j .
Relations (L3)′–(L5)′ are each treated in a similar way to the second half of (L2)′ . 
By Lemma 24 we conclude that relations (R1)′–(R5)′ are also in ≈.
Lemma 31. Relations (RL1)′–(RL9)′ are in ≈.
Proof. Again, the various proofs for these relations bear many similarities, so we just give a number of
representative calculations. For (RL1)′ , suppose 1 k < l < i < j  n. We use Propositions 21 and 22,
Lemma 23, relations (RE1)′ and (EL3)′ , and the easily checked fact that c−1p cq ≈ cq−1sn−1c−1p if p < q,
to calculate
RklLi j = c−1l εltklti jε jc j ≈ c−1l εlti jtklε jc j ≈ c−1l ti jεlε jtklc j ≈ ti−1, j−1c−1l ε jεlc jtkl
≈ ti−1, j−1ε j−1c−1l c jεltkl ≈ ti−1, j−1ε j−1c j−1sn−1c−1l εltkl
= Li−1, j−1sn−1Rkl ≈ Li−1, j−1sn−1εRkl ≈ εLi−1, j−1Rkl.
For (RL4)′ , suppose 1 k < i < j  n. Then by Propositions 21 and 22, Lemmas 23 and 29, and (P1),
we have
Rkj Li j = c−1j ε jtkjti jε jc j ≈ c−1j ε jtkiti jε jc j ≈ tkic−1j ε jti jε jc j ≈ tkic−1j ε jc j ≈ tkiεn
≈ εntki ≈ εntkiεitki ≈ εntkiεiεitki ≈ εntkiεicic−1i εitki = εLki Rki .
For (RL5)′ , suppose 1 i < j  n. Then by Propositions 21 and 22, and Lemma 29, we have
Rij Li j = c−1j ε jti jti jε jc j ≈ c−1j ε jti jε jc j ≈ c−1j ε jc j ≈ εn = ε.
The other relations are proved similarly. 
We have now proved the following.
Theorem 32. The partition monoidPn has presentation
〈
P
∣∣ (P1)–(P11)〉 via Φ .
Remark 33. Other presentations may be found in terms of generators s1, . . . , sn−1, and λ → · · ·
· · ·
and ρ → · · ·
· · ·
. These may be found by either (i) starting from Theorem 17 and putting λ = λn−1,n
and ρ = ρn−1,n , or (ii) starting from Theorem 32 and making the substitution λ = tε and ρ = εt . For
reasons of space we have not included the relations here, but the author may be contacted for details.
5.2. The Halverson–Ram presentation
We now show how the presentation from [19] may be deduced from Theorem 32. With this in
mind, we deﬁne partitions pi (i = 1, . . . ,n) and q j ( j = 1, . . . ,n − 1) in Fig. 11. Beginning with the
presentation
〈
P
∣∣ (P1)–(P11)〉 from Theorem 32, we ﬁrst rename ε = pn and t = qn−1, and we add
generators p1, . . . , pn−1 and q1, . . . ,qn−2, along with the relations
pi = ci pnc−1i for all i, (P)
q j = d j, j+1qn−1d−1j, j+1 for all j, (Q)
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which deﬁne them in terms of the existing generators. (The words ci,d j, j+1 ∈ S∗ were deﬁned after
Corollary 18.) Put Q = S ∪ {p1, . . . , pn} ∪ {q1, . . . ,qn−1}.
Corollary 34. The partition monoidPn has presentation
〈
Q
∣∣ (P), (Q), (P1)–(P11)〉 via
Ψ : Q ∗ →Pn :
⎧⎨⎩
sr → sr,
pi → pi,
q j → q j .
Put ≈′ = kerΨ , which is the congruence on Q ∗ generated by (P), (Q), and (P1)–(P11).
Lemma 35. The following relations are in ≈′:
s2i = 1 for all i, (Q1)
si s j = s j si if |i − j| > 1, (Q2)
si s j si = s j si s j if |i − j| = 1, (Q3)
p2i = pi for all i, (Q4)
pi p j = p j pi for all i, j, (Q5)
si p j = p jsi if j = i, i + 1, (Q6)
si pi = pi+1si for all i, (Q7)
pi pi+1si = pi pi+1 for all i, (Q8)
q2i = qi for all i, (Q9)
qiq j = q jqi for all i, j, (Q10)
siq j = q jsi if |i − j| > 1, (Q11)
si s jqi = q jsi s j if |i − j| = 1, (Q12)
qisi = siqi = qi for all i, (Q13)
qi p j = p jqi if j = i, i + 1, (Q14)
qi p jqi = qi if j = i, i + 1, (Q15)
p jqi p j = p j if j = i, i + 1. (Q16)
Proof. This follows from Corollary 34 and a simple diagrammatic check. 
Theorem 36. (See Halverson and Ram [19].) The partition monoid Pn has presentation
〈
Q
∣∣ (Q1)–(Q16)〉
via Ψ .
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that the remaining relations may be removed. For the duration of this proof, let ≈ denote the con-
gruence on Q ∗ generated by relations (Q1)–(Q16). We consider the relations (P), (Q), and (P1)–(P11)
one-by-one, showing that they all hold in ≈. We ﬁrst prove (P) by (backwards) induction on i. Now
if i = n, then there is nothing to show while if i < n, then
pi ≈ si si pi ≈ si pi+1si ≈ sici+1pnc−1i+1si = ci pnc−1i
by (Q1), (Q7), and an induction hypothesis. We also use induction for (Q). Again, the j = n − 1 case is
trivial, so suppose j < n − 1. Then
q j ≈ s j+1s j s j s j+1q j ≈ s j+1s jq j+1s j s j+1 ≈ s j+1s jd j+1, j+2qn−1d−1j+1, j+2s j s j+1
by (Q1), (Q12), and an induction hypothesis, and we are done since s j+1s jd j+1, j+2 ≈ d j, j+1 by (Q2).
Next note that (P1)–(P3) are identical to (Q1)–(Q3); (P4) is part of (Q4) and (Q16); (P5) is part of
(Q9), (Q13), and (Q15); (P6) is part of (Q6); and (P7) is part of (Q11). Next, observe that
pnsn−1pn ≈ pnsn−1pnsn−1sn−1 ≈ pnsn−1sn−1pn−1sn−1 ≈ pnpn−1sn−1 ≈ pn−1pnsn−1 ≈ pn−1pn
by (Q1), (Q5), (Q7), and (Q8). Relation (P8) then follows, since
(pn−1pn)sn−1 ≈ (pn−1pn) and sn−1(pn−1pn) ≈ pnsn−1pn ≈ pn−1pn,
by (Q7), (Q8), and the observation. Next, we have
qn−1sn−2qn−1sn−2 ≈ qn−1sn−1sn−2qn−1sn−2 ≈ qn−1qn−2sn−1sn−2sn−2
≈ qn−2qn−1sn−1 ≈ qn−2qn−1
by (Q1), (Q10), (Q12), and (Q13). A similar calculation, using the same relations, shows that
sn−2qn−1sn−2qn−1 ≈ qn−2qn−1,
and relation (P9) follows. For (P10), note that
(sn−2sn−1sn−3sn−2)qn−1(sn−2sn−3sn−1sn−2) ≈ qn−3
by (Q), so (P10) follows from (Q10). Similarly, sn−2sn−1pnsn−1sn−2 ≈ pn−2 by (P), so (P11) follows
from (Q14). This completes the proof. 
Remark 37. In [19], the generators qi were denoted by pi+ 12 , allowing the relations (Q1)–(Q16) to be
given in a more concise form. Actually, the presentation as stated in [19] also contains the redundant
relation
si pi pi+1 = pi pi+1 for all i,
which follows from (Q1), (Q5), (Q7) and (Q8). It is interesting to note however, that the addition of
this relation allows relation (Q5) to be removed. (Our list (Q1)–(Q16) still contains redundant rela-
tions. For example, we need only the i = 1 cases of (Q4), (Q8), (Q9), and (Q13); the (i, j) = (1,2) case
of (Q5); the (i, j) = (1,2) and (1,3) cases of (Q10); etc.)
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{q1, . . . ,qn−1} respectively, see [7] and [5].
5.3. A four-generator presentation
The presentation
〈
P
∣∣ (P1)–(P11)〉 from Theorem 32 involves one generator when n = 1, and n + 1
generators when n  2. If n  2 this generating set is minimal, as we show below in Proposition 39
where we also show that a minimal generating set for Pn contains four elements if n 3. Making use
of the fact that the symmetric group may be generated by two elements (namely, a transposition and
an n-cycle), we derive a presentation for Pn with four generators in Theorem 41. For the statement
of Proposition 39, recall that the rank of a monoid M , denoted rank(M), is the minimum cardinality
of a set which generates M as a monoid.
Proposition 39.We have
rank(Pn) =
{1 if n = 1,
3 if n = 2,
4 if n 3.
Proof. Now P1 = {1 = , ε = } = 〈ε〉, so rank(P1) = 1. For the remainder of the proof, sup-
pose n  2. Now by Theorem 32 we have Pn = 〈s1, . . . , sn−1, ε, t〉. Since the symmetric group
Sn = 〈s1, . . . , sn−1〉 is in fact generated by the transposition sn−1 and the n-cycle sn−1 · · · s1, we see
that Pn is generated by the set {sn−1, sn−1 · · · s1, ε, t}. This set has cardinality 3 if n = 2, and 4 if
n 3, and so we have
rank(P2) 3 and rank(Pn) 4 if n 3.
To show that these upper bounds are sharp, suppose Ωn is a generating set for Pn . Now the sym-
metric group Sn is contained in Pn = 〈Ωn〉 and, since the complement Pn \Sn is an ideal of Pn ,
we see that Ωn must contain a generating set Σn for Sn . As mentioned above, we have |Σ2| 1 and
|Σn|  2 if n  3, so it suﬃces to show that Ωn \ Σn contains at least two elements. Now consider
an expression ε = ω1 · · ·ωk where ω1, . . . ,ωk ∈ Ωn . Since dom(ε) = n, we see that there exists i ∈ k
such that dom(ωi) = n. Similarly, there exists j ∈ k such that codom(ω j) = n. If ωi = ω j , then we
are done, so suppose ωi = ω j . The proof will be complete if we can show that Σn ∪ {ωi} does not
generate all of Pn . But this is obvious, since any element of 〈Σn ∪ {ωi}〉 is either a permutation, or
has its domain (and codomain) properly contained in n. 
Since |P | is minimal for n  2, we assume that n  3 for the remainder of this section, with the
goal of ﬁnding a presentation for Pn with four generators. As a ﬁrst step, we note that a number of
small changes may be made to the presentation
〈
P
∣∣ (P1)–(P11)〉.
Lemma 40. In the presence of relations (P1)–(P8), relations (P9)–(P11) are equivalent to
t
(
wtw−1
)= (wtw−1)t, (P9)′
t
(
w2tw−2
)= (w2tw−2)t, (P10)′
t
(
w2εw−2
)= (w2εw−2)t, (P11)′
where w denotes the word sn−1 · · · s1 .
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now prove the converse. For the duration of this proof, let ≈ be the congruence on P∗ generated by
(P1)–(P8) and (P9)′–(P11)′ . Then
tsn−2tsn−2 ≈ sn−1tsn−1sn−2(sn−3 · · · s1)t(s1 · · · sn−3)sn−2sn−1sn−1 by (P1), (P5), and (P7)
≈ sn−1sn−1sn−2(sn−3 · · · s1)t(s1 · · · sn−3)sn−2sn−1tsn−1 by (P9)′
≈ sn−2tsn−2t by (P1), (P5), and (P7),
showing that (P9) is in ≈. Next put u = sn−2sn−1sn−3sn−2. It is easy to check (either diagrammatically,
or using the relations) that w2 ≈ u(sn−3 · · · s1)2. By (P1) and (P7), it then follows that
utu−1 ≈ u(sn−3 · · · s1)2t(s1 · · · sn−3)2u−1 ≈ w2tw−2.
But then
t
(
utu−1
)≈ t(w2tw−2)≈ (w2tw−2)t ≈ (utu−1)t,
by (P10)′ , so that (P10) is in ≈. Relation (P11) is established in similar fashion, after ﬁrst observing
that w2 ≈ sn−2sn−1(sn−2 · · · s1)2, and sn−2sn−1εsn−1sn−2 ≈ w2εw−2. 
Next, note that (P6) is equivalent to the assertion that ε commutes with every word over
{s1, . . . , sn−2}. Since {s1, . . . , sn−2}∗Φ ∼=Sn−1 is generated by the transposition sn−2 and the (n − 1)-
cycle sn−2 · · · s1, we see that relation (P6) is equivalent to
εsn−2 = sn−2ε, ε(sn−2 · · · s1) = (sn−2 · · · s1)ε. (P6)′
Similarly, we see that (P7) is equivalent to
tsn−3 = sn−3t, t(sn−3 · · · s1) = (sn−3 · · · s1)t. (P7)′
In fact, using the word w = sn−1 · · · s1 from Lemma 40, we see that relations (P6)′–(P7)′ are equivalent
to
ε
(
wsn−1w−1
)= (wsn−1w−1)ε, ε(sn−1w) = (sn−1w)ε, (P6)′′
t
(
w2sn−1w−2
)= (w2sn−1w−2)t, t(wsn−1w−1sn−1w)= (wsn−1w−1sn−1w)t. (P7)′′
So Pn has presentation
〈
P
∣∣ (P1)–(P5), (P6)′′–(P7)′′, (P8), (P9)′–(P11)′〉
via Φ . We now rename s = sn−1, and introduce a new generator c, along with the relation
c = sn−1 · · · s1, (C)
which deﬁnes it in terms of the original generators. By [27] (see also [3]), we may remove the gener-
ators s1, . . . , sn−2 and relations (P1)–(P3) and (C), replacing them by
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ciscn−i
)
s = s(ciscn−i) for all 2 i  n
2
. (U2)
Relations (P4)–(P5), (P6)′′–(P7)′′ , (P8), (P9)′–(P11)′ may then be replaced by
ε2 = ε = εtε, (U3)
t2 = t = tεt = ts = st, (U4)
ε
(
cscn−1
)= (cscn−1)ε, ε(sc) = (sc)ε, (U5)
t
(
c2scn−2
)= (c2scn−2)t, t(cscn−1sc)= (cscn−1sc)t, (U6)
sεsε = εsεs = εsε, (U7)
tctcn−1 = ctcn−1t, (U8)
tc2tcn−2 = c2tcn−2t, (U9)
tc2εcn−2 = c2εcn−2t. (U10)
Rewriting some of these relations, we have the following.
Theorem 41. The partition monoidPn has presentation
〈
U
∣∣ (V1)–(V7)〉 via
Υ : U∗ →Pn :
⎧⎪⎨⎪⎩
s → sn−1,
c → sn−1 · · · s1,
ε → ε,
t → t,
where (V1)–(V7) denote the relations
cn = (sc)n−1 = s2 = (ciscn−i s)2 = 1 for all 2 i  n
2
, (V1)
ε2 = ε = εtε = scεcn−1s = cscn−1εcscn−1, (V2)
t2 = t = tεt = ts = st = c2scn−2tc2scn−2 = cn−1scscn−1tcscn−1sc, (V3)
sεsε = εsεs = εsε, (V4)
tctcn−1 = ctcn−1t, (V5)
tc2tcn−2 = c2tcn−2t, (V6)
tc2εcn−2 = c2εcn−2t. (V7)
Remark 42. As in Remark 33, presentations also exist in terms of generators s, c, λ, ρ .
6. Presentations for the partition algebra
Fix a non-zero complex number ξ ∈ C. The partition algebra Pξn is the C-algebra with basis Pn ,
and product ◦ induced by the product of Pn in a way made precise as follows. Let α,β ∈Pn . When
forming the product αβ in Pn , a key step involved the removal of all connected components in
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connected components. The product in Pξn of the basis elements α and β is deﬁned to be
α ◦ β = ξm(α,β)(αβ),
the scalar multiple of (the monoid product) αβ by the scalar ξm(α,β) ∈ C. This operation (extended
linearly) gives Pξn the structure of an associative C-algebra. In this ﬁnal section, we show how any
presentation for Pn may be translated into an algebra presentation for P
ξ
n . To do this we use the
fact, observed by Wilcox [29], that Pξn is a twisted semigroup algebra of Pn . The precise deﬁnitions
of twisted semigroup algebras are given in the next section.
6.1. Twisted semigroup algebras
Let M be a monoid and F a commutative ring with identity. Without causing confusion, we will
write 1 for the identity of both M and F . The group of units of F will be denoted by G(F ). A twisting
from M to F is a map
τ : M × M → G(F )
which satisﬁes
τ (s, t)τ (st,u) = τ (s, tu)τ (t,u) for all s, t,u ∈ M.
Such a map allows us to deﬁne an associative F -algebra F τ [M], called the twisted semigroup algebra
of M over F , with basis M and multiplication ◦ induced by
s ◦ t = τ (s, t)(st) for s, t ∈ M.
So F τ [M] consists of all formal (ﬁnite) linear combinations of the elements of M , and the product (in
F τ [M]) of any two basis elements is a scalar multiple of another basis element. Note that if τ (s, t) = 1
for all s, t ∈ M , then F τ [M] = F [M] is the (usual) semigroup algebra of M over F .
In this way we see that the partition algebra Pξn is the twisted semigroup algebra (over C) of the
partition monoid Pn with respect to the twisting τ :Pn ×Pn →C deﬁned by τ (α,β) = ξm(α,β) .
6.2. Presentations for twisted semigroup algebras
Let X be an alphabet. The free F -algebra on X is F [X∗], the semigroup algebra of the free
monoid X∗ , which is the set of all (ﬁnite) polynomials in the (non-commuting) variables X . Suppose
now that R ⊆ F [X∗] × F [X∗], and write R for the (algebra) congruence on F [X∗] generated by R .
We say that an F -algebra A has algebra presentation 〈X | R〉 if A ∼= F [X∗]/R or, equivalently, if there
exists an F -algebra epimorphism ϕ : F [X∗] → A with kernel R . (Note that we still use the semi-
group theoretic deﬁnition of the kernel of an F -algebra homomorphism as a congruence rather than
the subalgebra of elements which map to 0.) In this section we show how an (algebra) presentation
for a twisted semigroup algebra maybe obtained from a (monoid) presentation of its corresponding
monoid.
With this task in mind, suppose that M is a monoid and τ : M × M → G(F ) a twisting. Write
A = F τ [M] for the twisted semigroup algebra. Suppose further that M has presentation 〈X | R〉 via
ϕ : X∗ → M and, for w ∈ X∗ , write w = wϕ ∈ M .
Let w = x1 · · · xk ∈ X∗ , and put ŵ = x1 ◦ · · · ◦ xk ∈ A. For 1  i  k − 1 write τi(w) =
τ (xi, xi+1 · · · xk) ∈ F , and put τ (w) = τ1(w) · · ·τk−1(w). It is then easy to check that ŵ = τ (w)w .
Now put
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and let ϕ̂ : F [X∗] → A be the F -algebra homomorphism induced by wϕ̂ = ŵ for all w ∈ X∗ . We aim
to show that A has presentation 〈X | R̂〉 via ϕ̂ .
For the duration of this current section, we write ∼ = R and ≈ = R̂ . (There should be no con-
fusion caused by our earlier uses of these symbols.) For simplicity, we will assume that R (and
therefore R̂) is symmetric, so a statement such as “assume that (u, v) ∈ R” should be read as “as-
sume that either (u, v) ∈ R or (v,u) ∈ R”.
Lemma 43. If u, v ∈ X∗ and u ∼ v, then u ≈ τ (u)τ (v)−1v.
Proof. Since u ∼ v , there exist words w1,w2, . . . ,wk−1,wk ∈ X∗ such that u = w1, v = wk , and (wi,
wi+1) ∈ R for each i. We then have (τ (wi+1)wi, τ (wi)wi+1) ∈ R̂ , whence wi ≈ τ (wi)τ (wi+1)−1wi+1,
for all i. Combining these gives w1 ≈ τ (w1)τ (wk)−1wk , and the proof is complete. 
Theorem 44. In the notation of this section, the twisted semigroup algebra A = F τ [M] has presentation
〈X | R̂〉 via ϕ̂ .
Proof. If s ∈ M , then s = w for some w ∈ X∗ , so that s = (τ (w)−1w)ϕ̂ . This shows that ϕ̂ is sur-
jective. To see that ≈ ⊆ ker ϕ̂ , suppose (u, v) ∈ R̂ . Then u = τ (w2)w1 and v = τ (w1)w2 for some
(w1,w2) ∈ R , so we have
uϕ̂ = τ (w2)τ (w1)w1 = τ (w1)τ (w2)w2 = vϕ̂.
To complete the proof, we must establish the reverse inclusion, so suppose (u, v) ∈ ker ϕ̂ , and write
u =
k∑
i=1
aiui and v =
l∑
i=1
bi vi,
where ai,bi ∈ F and ui, vi ∈ X∗ . Then
k∑
i=1
aiτ (ui)ui = uϕ̂ = vϕ̂ =
l∑
i=1
biτ (vi)vi .
After re-ordering (if necessary) we conclude that k = l, and ui = vi and aiτ (ui) = biτ (vi) for each
i ∈ k. It then follows that ui ∼ vi for each i ∈ k. By Lemma 43, we have ui ≈ τ (ui)τ (vi)−1vi for all i,
and it follows that
u =
k∑
i=1
aiui ≈
k∑
i=1
aiτ (ui)τ (vi)
−1vi =
k∑
i=1
biτ (vi)τ (vi)
−1vi =
k∑
i=1
bi vi = v,
completing the proof. 
6.3. The partition algebra
As a result of Theorem 44, we may deduce presentations for Pξn from each presentation for
Pn derived in Section 5. The presentations
〈
P
∣∣ (P1)–(P11)〉, 〈Q ∣∣ (Q1)–(Q16)〉, 〈V ∣∣ (V1)–(V7)〉 yield
presentations for Pξn by simply replacing (P4), (Q4), (V2) by
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p2i = ξ pi for all i, (Q4)′
ε2 = ξε and ε = εtε = scεcn−1s = cscn−1εcscn−1, (V2)′
respectively.
Remark 45. These presentations may also be derived by considering an “extended partition monoid”
which is generated by Pn as well as an extra element ξ (central, non-invertible, and of inﬁnite order)
which may be thought of as the identity partition together with a “ﬂoating loop”.
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