Abstract. In this article subordination of random walks in R d is considered. We prove that subordination of random walks in the sense of [BSC12] yields the same process as subordination of Lévy processes (in the sense of Bochner). Furthermore, we prove that appropriately scaled subordinate random walk converges to a multiple of a rotationally 2α-stable process if and only if the Laplace exponent of the corresponding subordinator varies regularly at zero with index α P p0, 1s .
Introduction
A subordinator T " pT t q tě0 is a non-decreasing Lévy process (i.e. a stochastic process having stationary and independent increments) defined on a probability space pΩ, F, Pq. From the definition it follows that T takes values in r0, 8q and the Laplace transform of where b ě 0 is the drift of the subordinator and µ is a measure on p0, 8q satisfying ş p0,8q p1^sqµpdsq ă 8 called the Lévy measure of T . It is known that φ is a Bernstein function, meaning that φ : p0, 8q Ñ R is a C 8 -function satisfying φpλq ě 0 for all λ ą 0 and p´1q n´1 φ pnq pλq ě 0 for all λ ą 0 and n P N (here φ pnq denotes the n-th derivative of φ). It is known that every Bernstein function φ satisfying lim λÓ0 φpλq " 0 has a unique representation given by (1.1) (see [SSV12, Theorem
3.2]).
Let Z " pZ n q ně0 be a random walk in R d independent of T , that is Z 0 " 0 and Z n " ζ 1`. . .`ζ n for n ě 1, where pζ n q ně1 is a sequence of independent and identically distributed random vectors in R d defined on the probability space pΩ, F, Pq idependent of T .
We define subordinate random walk X " pX n q ně0 as X 0 " 0 and X n " n ÿ k"1 ξ k for n ě 1, (1.2)
where ξ 1 , ξ 2 , . . . are independent and identically distributed having the following distribution and q ą 0 is such that φpqq " q.
Remark 1.1. The choice of q ą 0 is made so that Ppξ 1 P R d q " 1:
pe qt´1 qe´q t µpdtq " φp" 1.
The condition φpqq " q is not a big restriction, since we can always consider normalization ψpλq " qφpqq´1φpλq of φ that satisfies the latter condition.
This procedure is known as discrete subordination introduced in [BSC12] . In this article we will embed subordinate random walks into a Lévy process (actually compound Poisson processes) by using time change by a Poisson process (see [Sat99, Section 1.4] and Section 2). This gives us an opportunity to link discrete subordination with subordination of Lévy processes (in the sense of Bochner, see [SSV12, Chapter 13]). It turns out that, understood as Lévy processes just described, discrete subordination and subordination of the random walk by the subordinator give rise to the same process as the following proposition states. Proposition 1.2. Let Z " pZ n q ně0 be a random walk in R d , T " pT t q tě0 an independent nonconstant subordinator and let X " pX n q ně0 be the corresponding discrete subordinate random walk defined by (1.2) and (1.3). If N " pN t q tě0 is a Poisson process with intensity q ą 0 independent of X, T and Z, then the processesX " pX t q tě0 andX " pX t q tě0 defined byX t " X Nt andX t " Z N T t , t ě 0 are compound Poisson processes having the same charcteristics.
Let Z " pZ n q ně0 be the simple symmetric random walk in Z d , that is Z 0 " 0, Z n " ζ 1`. . .`ζ n , for n ě 1 and pζ n q ně1 is a sequence of independent and identically distributed random vectors in Z d such that Ppζ 1 " e j q " Ppζ 1 "´e j q " 1 2d , where e j " p0, . . . , 0, 1, 0, . . . , 0q P Z d has 1 at the j-th coordinate, 1 ď j ď d .
Consider a nonconstant subordinator T " pT t q tě0 with the Laplace exponent φ and a sequence pξ n q ně1 of independent and identically distributed random variables with the distribution given by (1.3) with q " 1. Note that φ strictly increases (so that the inverse φ´1 exists). We aim to consider convergence of the processes X pnq " pX pnq t q tě0 , n P N defined by 4) where N " pN t q tě0 is a stochastic process that is either a Poisson proces with intensity 1 independent of the sequence pξ n q ně1 or N t " ttu, t ě 0. In the former case (see Proposition 1.2)
while in the latter case
Our aim is to investigate (weak) limits of the processes X pnq , i.e. we will establish a type of a functional limit theorem by imposing conditions on the Laplace exponent φ. Note that the processes defined by (1.5) are actually random sums and find their application in economics, financial mathematics and queuing theory(see [EKM03] , [Gut09] ).
The following tightness result in the space
f is right continuous with left limitsu (with an appropriate topology) will be proved in Section 3 . Condition that will ensure tightness for subordinate random walk is certain upper scaling condition of the inverse of the inverse of the Laplace exponent. Then the sequence pX pnně1 defined by (1.4) is tight in the space Dpr0, 8q, R d q .
Now we explore convergence of the sequence pX pnně1 . A measurable function f : p0, 8q Ñ p0, 8q is said to vary regularly at 0 with index ρ P R if
A Lévy process (see Section 2) W pαq " pW pβq t q tě0 is called rotationally invariant β-stable process in R d (β P p0, 2s) if
Theorem 1.4. Assume that the Laplace exponent φ of a subordinator satisfies φp1q " 1. The sequence pX pnně1 converges in Dpr0, 8q, R d q if and only if φ varies regularly at zero with index α P p0, 1s. In this case the limit is p2dq´αW p2αq .
The following example is interesting, since it approximates Brownian motion by a compound Poisson process that has steps with infinite variance. Example 1.5. Consider a Bernstein function φpλq " cλ log`1`1 λ˘, c " 1 log 2 .
Since lim λÓ0
φpλq " 0, φ is the Laplace exponent of a subordinator. Note that φ varies regularly at 0 with index 1 . By Theorem 1.4, the corresponding subordinate random walk
converges to a multiple of Brownian motion by p2dq´1. Let d " 1. Unlike in Donsker's invariance principle, Eξ 2 1 "`8 . Indeed,
tµpdtq " µpt, 8q
Therefore, there exists a constant c 1 ą 0 so that
Lévy processes
A stochastic process X " pX t q tě0 defined on a probability space pΩ, F, Pq taking values in R d pd ě 1q is a Lévy process if X 0 " 0, it has stationary and independent incremets and paths that are P-a.s. right-continuous with left limits. It is well known that the characteristic function of X t is
where ψ : R d Ñ C is called the characteristic exponent of X and has the following Lévy-Khintchine representation
Here β " pβ 1 , . . . , β d q P R d , Q is a dˆd positive semi-definite matrix and ν is the Lévy measure, i.e. a measure on R d zt0u satisfying ş R d zt0u p1^|y| 2 qνpdyq ă 8 . If β " 0 and Q " 0, we will call X a pure jump Lévy process. A triplet pβ, Q, νq is called the Lévy triplet of X and every Lévy process is uniquely determined by its Lévy triplet (see [Sat99, Section 3.11]).
A particular example of a Lévy process that will be used in this section is a compound Poisson process (see [Sat99, Section 1.4]). It is a Lévy process X " pX t q tě0 with the characteristic exponent of the form
where q ą 0 and η is a measure on R d such that ηpt0uq " 0 . The corresponding Lévy triplet is pβ, 0, νq, where
In particular, for η " δ 1 , X is the Poisson process with intensity q .
The following construction of a compound Poisson process will be useful (see [Sat99, Theorem 1.4.2]). Let N " pN t q tě0 be the Poisson process with intensity q ą 0 and let pζ n q nPN be a sequence of independent random variables with law ρ defined on a common probability space pΩ, F, Pq independent of N . Define a random walk Z " pZ n q ně0 by Z 0 " 0 and Z n " ζ 1`. . .`ζ n for n ě 1 . Then the process X " pX t q tě0 defined by X t " Z Nt is a compound Poisson process.
Proof of Proposition 1.2. The processZ " pZ t q tě0 defined byZ t " Z Nt is a compound Poisson process with (see (2.2) and (2.3)) βZ "´q ż 0ă|y|ď1 yPpζ 1 P dyq and νZpdyq " qPpζ 1 P dyq.
By [Sat99, Theorem 30.1],X is a Lévy process with the Lévy triplet pβX , 0, νX q, where
PpZ s P Bqµpdsq.
(2.5)
On the other hand,X is a compound Poisson process and its Lévy triplet pβX , 0, νX q is, by (2.2) and (2.3), given by βX "´q
yPpξ 1 P dyq and νX pdyq " qPpξ 1 P dyq.
Then (1.3) yields
βX "´qb
yPpZ Ns P dyqµpdsq " βX and, for a Borel set B Ă R d zt0u,
PpZ Ns P Bqµpdsq " νXpBq .
Hence,X andX are Lévy processes with same Lévy triplets.
Tightness result
We recall that the process X pnq was defined by
where T " pT t q tě0 is a subordinator with the Laplace exponent φ, pξ n q ně1 is a sequence of independent and identically distributed random vectors with the distribution given by (1.3) and N " pN t q tě0 is either the Poisson process with intensity 1 independent of the sequence pξ n q ně1 or N t " ttu for t ě 0 . The aim of this section is to prove that the sequence pX pnně1 is tight in the Skorokhod space Dpr0, 8q, R d q endowed with the Skorokhod topology. We refer the reader to [JS03, VI.1b] for a definition of the Skorokhod topology.
Lemma 3.1. Let φ : p0, 8q Ñ p0, 8q be a the Laplace exponent of a subordinator with the Lévy measure µ.
(i) Then ż p0,rs tµpdtq ď erφpr´1q for all r ą 0 and µpt, 8q ď p1´e´1q´1φpt´1q for all t ą 0 .
(ii) For all λ, x ą 0 we have φpλxq ď px _ 1qφpλq.
(iii) If φ is trictly increasing and varies regularly at 0 with index α ą 0, then φ´1 varies regularly at 0 with index 1{α. and the second estimate follows.
(
For x ď 1 we use that φ is non-decreasing to conclude that φpλxq ď φpλq.
(iii) Let x ą 0. By regular variation of φ, for any 0 ă ε ă x α there exists δ ą 0 such that
Since φ is strictly increasing and continuous, the last display implies lim sup
Let y ą 0. By taking x " py`εq 1{α we get lim sup ě y 1{α .
Lemma 3.3. Assume that φ is strictly increasing with b " 0 and φp1q " 1. There exists a constant c 0 ą 0 such that for any K, β, a ą 0 and n P N we have
Proof. Let tpZ pkq n q ně1 : k P Nu be a family of independent copies of the random walk pZ n q ně1 defined by Z 0 " 0, Z n " ζ 1`. . .`ζ n , for n ě 1, where pζ n q ně1 is a sequence of independent and identically distributed random vectors in Z d such that Ppζ 1 " e j q " Ppζ 1 "´e j q " 1 2d , j " 1, . . . , d. It follows from Chebyshev inequality that, for r ą 0 and l, m 1 , . . . , m l P N the following holds
and this gives the following estimate
By (1.3) with q " 1 and (3.1),
t m m! e´tµpdtq " ş p0,8q pe t´1 qe´tµpdtq " φp1q " 1, the product term in the last display is equal to 1 and so, for β ą 0,
µpdtqq.
Now we apply Lemma 3.1 (i) to get
Recall that a random time τ is a stopping time with respect to the process X pnq if tτ ď tu P σpX pnq s : s ď tq for any t ą 0. In particular, if N t " ttu, then σpX pnq s : s ď tq " σpξ k : k ď ntq and so
Lemma 3.4. Let pτ n q ně1 be a sequence of random times such that τ n is a stopping time for the process X pnq for any n P N and let ph n q be a sequence of non-negative numbers.
There exists a sequence of functions g n : R d Ñ r0, 8q satisfying lim nÑ8 g n pϑq " 1 for all
Proof. If N is a Poisson process, then X pnq is a Lévy process and so the claim follows from the strong Markov property for Lévy processes with g n " 1, n P N. Let us consider now the case N t " ttu. First we remark that Z n :" N τn`hn´Nτn´Nhn " tnpτ n`hn qu´tnτ n u´tnh n u P t0, 1u P´a.s., n P N.
For ϑ P R d we calculate
Now we use that pξ k q kě1 are independent and identically distributed and (3.2) to deduce
By dominated convergence theorem,
Lemma 3.5. For any ϑ " pϑ 1 , . . . , ϑ d q P R d and t ą 0 we have
Proof. Since pξ k q kě1 is independent, identically distributed and independent of N , we get
It is enough to note that
Now it is enough to note that
Proof of Proposition 1.3. To prove tightness we use Aldous' criterion (see [Ald78, Theorem 1] ), that is we show that for a sequence of bounded stopping times pτ n q ně1 (with respect to the natural filtration of X pnq for any n P N) and a sequence ph n q ně1 of positive numbers converging to 0 the following holds
In order to prove (3.3), it is enough to prove convergence in distribution to 0. By Lemma 3.4 and Lemma 3.5, for any ϑ P R 
To evaluate the limit we use Lemma 3.1 (i) to get 0 ď nh n φp1´c
Then lim nÑ8
Ere iϑ¨Yn s " 1 and so convergence in distribution to 0 by continuity theorem. Further, by Lemma 3.3 it follows that, for any β, t ą 0 and K ě 1, (i) If φ varies regularly at 0 with index ρ P R, then ρ P r0, 1s .
(ii) Let pa n q ně1 be a sequence of positive numbers such that a n ď 1 for all n P N and lim nÑ8 a n " 1. Then lim nÑ8 φpa n xq φpxq " 1 uniformly in x ą 0.
Proof. (i) Let x ě 1 . By Lemma 3.1 (ii), it follows that
hence ρ ď 1. On the other hand, since φ is non-decreasing,
and so ρ ě 0 .
(ii) By Lemma 3.1 (ii), for any x ą 0, φpxq " φpa n xa´1 n q ď a´1 n φpa n xq and so a n ď φpa n xq φpxq ď 1 yielding the claim. The following sufficient result for regular variation is taken from [Fel71] .
Lemma 4.3. Let pλ n q ně1 and pa n q ně1 be sequences of positive numbers such that lim nÑ8 a n a n`1 " 1 and lim nÑ8 λ n " 0 .
If f : p0, 8q Ñ p0, 8q is monotone, gpyq " lim nÑ8 a n f pλ n yq P r0, 8s
exists on a dense subset of p0, 8q and it is finite and positive on some interval, then f varies regularly at 0 with index α P R . 2d .
Since a n ď 1 for all n P N, lim nÑ8 a n " 1 and lim exists. By Lemma 4.3 (with λ n " φ´1pn´1q and a n " n) we conclude that φ varies regularly at 0 with index α P R. Lemma 4.1 ensures that 0 ď α ď 1. Note that (4.1), (4.5) and (4.2) (or (4.3)) yield Hence, if α P p0, 1s Ere iϑ¨Xt s " e´t p2dq´α|ϑ| 2α , and so X " p2dq´αW p2αq is a multiple of a rotationally invariant 2α-stable process. On the other hand, if α " 0 we get Ere iϑ¨Xt s " e´t , which is impossible, since for ϑ Ñ 0 we get a contradiction: 1 " e´t for all t ě 0 . Assume that φ varies regularly at 0 with index α P p0, 1s. By Lemma 3.1 (iii), φ´1 varies at 0 with index 1{α and so lim sup λÓ0 φ´1pλxq φ´1pλq ď x 1{α , x ě 1.
Note that we can always replace 1{α in the last display by any γ ą 1{α ě 1. Hence we may use Proposition 1.3 to obtain tightness of the sequence pX pnně1 in Drp0, 8q, R d q.
To prove convergence, it is enough to prove convergence of finite-dimensional distributions (see [Kal02, Theorem 16 .10]). By Lemma 3.4, for any 0 ď s ă t (with τ n " s i h n " t´s) 
