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The i n s t a n t  i n v e n t i o n  is  d i r e c t e d  t o  hardware f o r  i n v e s t i g a -  
t i o n  of t h e  d y n a m i c s ,  a s s o c i a t i v e  r e c a l l  p r o p e r t i e s  and  computa-  
t i o n a l  c a p a b i l i t y  of n e u r a l  n e t w o r k s .  
The  H o p f i e l d  model of a n e u r a l  n e t w o r k  memory shown i n  FIG. 
1 is  implemen ted  as shown i n  FIG. 2 w i t h  random access  memory 
( R A M )  t h a t  can  b e  e x p a n d e d ,  such as o n e  N x M b i t  R A M  1 e x p a n d e d  
by  a s e c o n d  N x M b i t  R A M  2 t o  s t o r e  a m a t r i x  of N x N b i t s  
( w h i c h  r e p r e s e n t  s y n a p s e s )  and a n  a n a l o g  c i r c u i t  c o m p r i s e d  of 
swi tches  Swl-SwN and res is tors  R i - R N  c o n n e c t e d  t o  a summing am- 
p l i f i e r  4. A s  each row of s y n a p t i c  i n f o r m a t i o n  is read o u t  of t h e  
R A M ,  s i g n a l s  s t o r e d  i n  a n  a r r a y  8 of s a m p l e - a n d - h o l d  d e v i c e s  S/H2 
a r e  c o u p l e d  by t h e  r e s i s t o r s  R 1 - R N  and  summed i n  a n  a m p l i f i e r  4. 
The sum i s  s a m p l e d  and  s t o r e d  i n  s u c c e s s i v e  o n e s  of a n  a r r a y  5 of 
s a m p l e - a n d - h o l d  d e v i c e s  S / H 1  imp lemen ted  a s  shown i n  FIG.  2 w i t h  
a n  RC c i r c u i t  f o r  s m o o t h i n g .  T h i s  s u c c e s s i v e  s a m p l i n g  of  row 
sums i s  c o n t r o l l e d  by a s h i f t  r e g i s t e r  6 , 7  which  s h i f t s  a s a m p l e  
c o n t r o l  b i t  1 i n  r e s p o n s e  t o  a t i m i n g  s i g n a l  $ l .  The sums of a l l  
rows a re  p r o c e s s e d  by neu ron  a m p l i f i e r s  A 1 - A y  and  sampled  i n  
p a r a l l e l  by a n  a r r a y  8 of sample -and-ho ld  d e v i c e s  S/H2 i n  re -  
s p o n s e  t o  a t i m i n g  s i g n a l  $I ( s e e  FIG.  2 b ) .  The process  i s  re- 
p e a t e d  u n t i l  t h e  o u t p u t  of z h e  n e u r o n  a m p l i f i e r s  s t a b i l i z e .  An 
I N H I B I T  s i g n a l  s e t s  a t h r e s h o l d  l e v e l  f o r  t h e  n e u r o n  a m p l i f i e r s .  
I n i t i a l  PROMPT s i g n a l s  a re  e n t e r e d  t h r o u g h  t h e  n e u r o n  a m p l i f i e r s .  
To a l low f o r  n e g a t i v e  s y n a p t i c  v a l u e s ,  two RAMS 1 0  and  1 1  a r e  
u s e d .  The RAM 1 0  is u s e d  f o r  s y n a p t i c  v a l u e s  of 0 and  + 1 ,  a n d  
t h e  RAM 1 1  i s  u s e d  f o r  s y n a p t i c  v a l u e s  of - 1 .  Thus ,  f o r  a s y n -  
a p s e  of - 1 ,  a b i t  1 is  s t o r e d  i n  t h e  RAM 1 1 ;  o therwise a b i t  0 i s  
s t o r e d .  For  a s y n a p s e  of + 1 ,  a b i t  +1  i s  s t o r e d ;  a b i t  0 i s  
o t h e r w i s e  s t o r e d .  S e p a r a t e  summing a m p l i f i e r s  1 2  and 13 a re  
p r o v i d e d  f o r  t h e  p o s i t i v e  and n e g a t i v e  s y n a p t i c  matr ices .  The 
o u t p u t s  of t h e  two summing a m p l i f i e r s  a r e  t h e n  combined i n  a 
d i f f e r e n c e  a m p l i f i e r  1 4  w h i c h  c o r r e s p o n d s  t o  a m p l i f i e r  4 i n  F I G .  
2. The  s y s t e m s  of F I G .  2 and F I G .  3 a r e  otherwise t h e  same. 
F I G .  3 i l l u s t r a t e s  how c o n t r o l  may be p r o v i d e d  by a m i c r o p r o c e s -  
s o r ,  UP. The same m i c r o p r o c e s s o r  c o n t r o l  c o u l d  be a p p l i e d  t o  t h e  
s y s t e m  of  F I G .  2 .  
The n o v e l t y  of t h e  i n v e n t i o n  res ides  i n  s t o r i n g  s y n a p t i c  
i n f o r m a t i o n  i n  random access  memory, and  i n  u s i n g  a n a l o g  c i r c u i t s  
f o r  e f f e c t i n g  f eedb<-ck  ‘ ~ 9  , the n e u r o n  a m p l i f i e r s ,  b u t  w i t h  d i g i t a l  
c o n t r o l  o v e r  s ample -and-ho ld  c i r c u i t s  so  t h a t  t h e  p r o c e s s  may b e  
s t o p p e d  a t  any  c y c l e  f o r  a n a l y s i s .  The s y n a p t i c  i n f o r m a t i o n  may 
be  e a s i l y  c h a n g e d  t o  p r e s e n t  a n e w ’ p r o b l e m ,  o r  t o  v a r y  a p r o b l e m .  
The problem may be  modeled f o r  i n v e s t i g a t i o n  o r  may b e  o n e  f o r  
s o l u t i o n .  
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H Y B R I D  A N A L O G - D I G I T A L  A S S O C I A T I V E  N E U R A L  NETWORK 
O R I G I N  OF I N V E N T I O N  
The i n v e n t i o n  d e s c r i b e d  h e r e i n  was made i n  t h e  
p e r f o r m a n c e  of work unde r  a N A S A  c o n t r a c t ,  and  i s  
- s u b j e c t  t o  t h e  p r o v i s i o n s  of P u b l i c  Law 96-517 ( 3 5  
USC 202)  i n  which t h e  C o n t r a c t o r  has e lec ted  n o t  t o  
5 r e t a i n  t i t l e .  
B A C K G R O U N D  OF THE I N V E N T I O N  
T h i s  i n v e n t i o n  r e l a t e s  t o  an  a n a l o g - d i g i t a l  
h y b r i d  n e u r a l  network r e a l i z a t i o n  of a s s o c i a t i v e  
memories  and c o l l e c t i v e  c o m p u t a t i o n  s y s t e m s  based on 
t h e  H o p f i e l d  model d i sc losed  i n  U.S. P a t e n t  No. 
The H o p f i e l d  model shown i n  FIG. 1 i n  i t s  
s i m p l e s t  form d e f i n e s  t h e  b e h a v i o r  of a s t a t e  v e c t o r  
V a s  a r e s u l t  of t h e  s y n a p t i c  i n t e r a c t i o n s  be tween 
i t s  components  I1 - I, u s i n g  a m a t r i x  of row and 
15 column c o n d u c t o r s ,  where t he  co lumns  ( o r  rows) are 
d r i v e n  by n e u r o n  a m p l i f i e r s  A1-A, w i t h  feedback from 
rows ( o r  co lumns)  t h r o u g h  s y n a p s e s  a t  i n t e r s e c t i o n s  
be tween t h e  rows and columns.  C o n n e c t i o n s  are  selec-  
t i v e l y  made t h r o u g h  r e s i s t o r s  R by switches SW t o  
20 s t o r e  s y n a p t i c  i n f o r m a t i o n  i n  t h e  m a t r i x .  The v a l u e  
10 4 , 6 6 0 , 1 6 6 .  
of each res i s tor  R is p r e f e r a b l y  selected f o r  t h e  
p rob lem a t  hand ,  b u t  may b e  made t h e  same f o r  e v e r y  
s y n a p t i c  node t h u s  c r e a t e d .  Each a m p l i f i e r  d r i v e s  
t h e  s y n a p t i c  n o d e s  ( r e s i s t o r s )  t o  which t h e  a m p l i f i e r  
25 o u t p u t  is  c o n n e c t e d  by column c o n d u c t o r s ,  and  re- 
ce ives  f e e d b a c k  from e v e r y  s y n a p t i c  node t o  which a 
row c o n d u c t o r  is  c o n n e c t e d .  Each a m p l i f i e r  t h u s  a c t s  
as a neuron  c a p a b l e  of f e e d i n g  back  t o  a l l  o t h e r  
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n e u r o n s  t h r o u g h  s y n a p t i c  n o d e s  c o n n e c t e d  t o  t h e  neu- 
r o n  o u t p u t  by a r e s i s t o r  R. The f i n a l  o u t p u t  of t h e  
n e u r o n  a m p l i f i e r s  is a s e t  of v o l t a g e  s i g n a l s  t h a t  
r e p r e s e n t s  a s to red  word which b e s t  matches an  i n p u t  
5 word c o n s i s t i n g  of a s e t  o f  s i g n a l s  IPROM~T t h r o u g h  
IPROMPT N O  
A n e u r a l  network h a v i n g  a 32 x 32 m a t r i x  o f  
s y n a p s e s  has b e e n  implemented  f o r  research p u r p o s e s  
w i t h  e l e c t r o n i c  s w i t c h e s  and r e s i s t o r s  of  e q u a l  v a l u e  
10 f o r  a l l  s y n a p t i c  nodes ,  and u s i n g  a n a l o g  a m p l i f i e r s  
w i t h  an  i n h i b i t  i n p u t  f o r  c o n t r o l  of  i ts  t h r e s h o l d .  
I t  would be d e s i r a b l e  t o  expand t he  ne twork  t o  a much 
l a rge r  m a t r i x ,  s u c h  a3 1000 x 1000, b u t  s u c h  a l a r g e  
ne twork  would r e q u i r e  t o o  many swi t ches  and resis- 
I n  t h e  c o n t i n u i n g  research e f f o r t  i n t o  a s soc i -  
15 t o r s .  
a t i v e  memories and c o l l e c t i v e  c o m p u t a t i o n  s y s t e m s  
based on  t h e  H o p f i e l d  model, t he  need  has  a r i s e n  f o r  
a research ne twork  u t i l i z i n g  hardware t h a t  c a n  o f f e r  
20 h i g h e r  o p e r a t i n g  s p e e d s  t h a n  is  p r e s e n t l y  o b t a i n a b l e  
t h r o u g h  compute r  s i m u l a t i o n ,  and  t h a t  c a n  b e  e a s i l y  
sca led  upwards ,  e .g . ,  sca led  up from 32 t o  1000 o r  
more n e u r o n s .  S o f t w a r e  s i m u l a t i o n s ,  wh i l e  p r o v i n g  a 
c o n c e p t  and v e r i f y i n g  the basic  o p e r a t i n g  p r i n c i p l e s  
25 of t h e  H o p f i e l d  model ,  s u f f e r  from i n t r i n s i c  speed  
l i m i t a t i o n s  as compared t o  t h e  e x p e c t e d  s p e e d  ( c y c l e  
time) of n e u r a l  ne tworks  embodied i n  hardware. Thus ,  
i n  o rder  t o  research t h e  p r o p e r t i e s  and r e q u i r e m e n t s  
of  n e u r a l  ne twork  a s s o c i a t i v e  memories and c o m p u t e r s ,  
30 programmable ,  f l e x i b l e ,  and  e a s i l y  e x p a n d a b l e  n e u r a l  
n e t w o r k s  u s i n g  s t a t e - o f - t h e - a r t  t e c h n i q u e s  and compo- 
n e n t s  a re  r e q u i r e d .  
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S U M M A R Y  OF THE I N V E N T I O N  
I n  a c c o r d a n c e  w i t h  t h e  p r e s e n t  i n v e n t i o n ,  an  
a n a l o g - d i g i t a l  h y b r i d  n e t w o r k  u t i l i z e s  a b l o c k  of NxN 
random access memory ( R A M )  f o r  s t o r i n g  a m a t r i x  o f  
b i n a r y  s y n a p t i c  i n f o r m a t i o n ,  a l i n e a r  a r ray  of  N 
5 a n a l o g  a m p l i f i e r s  f o r  p e r f o r m i n g  t h e  n e u r o n  f u n c t i o n ,  
an a r r ay  of  N e l e c t r o n i c  swi t ches ,  o n e  s w i t c h  f o r  
each column of t h e  s y n a p t i c  i n f o r m a t i o n  m a t r i x  f o r  
c o n n e c t i n g  t h e  n e u r o n  a m p l i f i e r  f e e d b a c k  s i g n a l  t o  a 
s i n g l e  row c o n d u c t o r ,  which c o n n e c t s  t o  a l l  of  t h e  
10 n e u r o n  a m p l i f i e r s  t h r o u g h  a summing a m p l i f i e r ,  and 
two arrays of N sample-and-hold  means,  a f i rs t  a r r a y  
f o r  i n t e g r a t i n g ,  s a m p l i n g  and  h o l d i n g  t h e  o u t p u t  
s i g n a l  of t h e  summing a m p l i f i e r  f o r  each row as an 
i n p u t  t o  each of  t h e  neu ron  a m p l i f i e r s ,  and  a s e c o n d  
15 a r r a y  o f  n o n i n t e g r a t i n g  sample -and-ho ld  dev ices  f o r  
h o l d i n g  t h e  r e s p e c t i v e  n e u r o n  a m p l i f i e r  o u t p u t  s i g -  
n a l s  f o r  a c o m p l e t e  m a t r i x  c y c l e  t o  t he  s y n a p t i c  
swi tches .  A microcomputer  addresses t h e  ROM t o  p r e s -  
e n t  t o  t h e  s y n a p t i c  switches one  row of s y n a p t i c  da ta  
20 a t  a time from t h e  m a t r i x .  T h u s ,  t h e  f e e d b a c k  from 
s u c c e s s i v e  rows of s y n a p t i c  i n f o r m a t i o n  p r o d u c e d  is 
d i s t r i b u t e d  t o  t h e  f i r s t  a r r a y  of i n t e g r a t i n g  sample-  
a n d - h o l d  d e v i c e s  s e q u e n t i a l l y  where t h e y  are s t o r e d  
a s  i n p u t s  t o  t h e  neuron a m p l i f i e r s  u n t i l  a l l  rows of  
25 s y n a p t i c  i n f o r m a t i o n  i n  t h e  RAM have  been s t o r e d .  
Then t h e  o u t p u t s  of t h e  n e u r o n  a m p l i f i e r s  a r e  s t o r e d  
i n  t h e  s e c o n d  array of sample -and-ho ld  d e v i c e s .  The 
f i r s t  array of sample -and-ho ld  d e v i c e s  t h u s  smooths  
t h e  feedback  f o r  each column s i g n a l  f rom t h e  summing 
30 ampl i f i e r  of  a l l  rows ,  and  t h e  s e c o n d  a r ray  hol.rls t h e  
f eedback  s i g n a l s  from a l l  rows of s y n a p t i c  i n f o r m a -  
t i o n .  The microcomputer  may read o u t  t h e  s i g n a l s  
f rom t h e  s e c o n d ,  n o n i n t e g r a t i n g  a r ray  of sample-and-  
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h o l d  d e v i c e s  as t h e  o u t p u t  of t h e  n e u r a l  ne twork  o n c e  
a l l  of t h e  rows of s y n a p t i c  i n f o r m a t i o n  s tored  i n  t h e  
R A M  have  been  p r o c e s s e d  t h r o u g h  a s u f f i c i e n t  number 
of m a t r i x  c y c l e s  f o r  t h e  o u t p u t  t o  s t a b i l i z e .  A 
5 s e c o n d  R A M ,  a s e c o n d  row of s y n a p t i c  switches,  a n d  a 
s e c o n d  summing amplif ier  may be  p r o v i d e d ,  a n d  t h e  
- d i f f e r e n c e  be tween  t h e  two a m p l i f i e r s  is g e n e r a t e d  by 
a d i f f e r e n t i a l  a m p l i f i e r .  T h a t  d i f f e r e n c e  i s  t h e n  
u s e d  as t h e  feedback t o  t h e  n e u r o n  a m p l i f i e r s .  I n  
10 t h a t  way e a c h  b i t  o f  s y n a p t i c  i n f o r m a t i o n  need  n o t  b e  
l i m i t e d  t o  two l e v e l s ,  1 o r  0 ,  b u t  may b e  t r i l e v e l ,  
1 ,  0 o r  -1 .  T h i s  s y n a p t i c  n e t w o r k  may e a s i l y  be  ex -  
panded  from, e.g., 32 x 32 t o  1000 x 1000 by m e r e l y  
s u b s t i t u t i n g  l a r g e r  RAMS a n d  e x t e n d i n g  the  s y n a p t i c  
15 hardware l i n e a r l y  f rom 32 t o  1000 s y n a p t i c  switches,  
n e u r o n  a m p l i f i e r s ,  and s a m p l e - a n d - h o l d  d e v i c e s  f o r  
each column o f  s y n a p t i c  i n f o r m a t i o n .  
The n o v e l  f e a t u r e s  t h a t  are c o n s i d e r e d  charac- 
t e r i s t i c  of t h i s  i n v e n t i o n  a re  s e t  f o r t h  w i t h  p a r -  
20 t i c u l a r i t y  i n  t h e  appended claims. The i n v e n t i o n  
w i l l  b e s t  be  u n d e r s t o o d  f r o m  the  f o l l o w i n g  d e s c r i p -  
t i o n  when read i n  c o n n e c t i o n  w i t h  t h e  accompanying  
d r a w i n g s .  
B R I E F  D E S C R I P T I O N  OF THE D R A W I N G S  
FIG,  1 is a s c h e m a t i c  d i a g r a m  of a s y n a p t i c  
25 n e t w o r k  w i t h  a m a t r i x  o f  swi t ches  a n d  r e s i s t o r s  f o r  
s e l e c t i n g  t h e  s y n a p t i c  n o d e s ,  a n d  f i v e  n e u r o n  a m p l i -  
f i e r s ,  i n  a c c o r d a n c e  wi th  t h e  p r i o r  a r t .  
FIG. 2 i s  a schematic diagram of  a n e u r a l  
ne twork  compute r  embodying t h e  d r c h i L e c t u r e  o f  t h e  
30 p r e s e n t  i n v e n t i o n  f rom b i n a r y  s y n a p t i c  data  b i t s  of 1 
a n d  0 ,  FIG. 2a i s  a t i m i n g  d i ag ram f o r  t h e  o p e r a t i o n  
of t h e  ne twork  o f  F I G .  2, a n d  FIG. 2b is a s c h e m a t i c  
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c i r c u i t  diagram f o r  i n t e g r a t i n g  sample -and-ho ld  (S/H) 
d e v i c e s  u s e d  i n  a f i rs t  a r ray  of S/H d e v i c e s .  
F I G .  3 i s  a schematic diagram of a n e u r a l  
ne twork  compute r  embodying t h e  a r c h i t e c t u r e  of t h e  
5 p r e s e n t  i n v e n t i o n  f o r  t r i l e v e l  s y n a p t i c  i n f o r m a t i o n  
b i t s  o f  1 ,  0 a n d  -1 .  
D E S C R I P T I O N  OF PREFERRED EMBODIMENTS 
R e f e r r i n g  f i rs t  t o  t h e  p r i o r  a r t  FIG. 1 ,  i t  
may be a p p r e c i a t e d  t h a t  as t h e  s i z e  o f  t h e  n e t w o r k  is  
expanded t o  N x N ,  where N may be  1000 o r  l a rge r ,  t h e  
10  number of  switches r e q u i r e d  t o  s t o r e  t h e  s y n a p t i c  
d a t a  expands  as t h e  s q u a r e  of N ,  w h i l e  the  number of 
n e u r o n s  i n c r e a s e s  l i n e a r l y  as a f u n c t i o n  o f  N. Once 
t h e  i n p u t  v e c t o r  i s  a p p l i e d  i n  t h e  form of N s y n a p t i c  
data  s i g n a l s ,  IpROMpT, t h e  n e t w o r k  w i l l  seek a s o l u -  
15 t i o n  i n  t h e  fo rm o f  an o u t p u t  v e c t o r  a p p e a r i n g  on 
v e r t i c a l  c o n d u c t o r s  where t h e  s i g n a l  on each v e r t i c a l  
c o n d u c t o r  is a s t a b l e  maximum o r  minimum. The n e u r o n  
a m p l i f i e r s  may h a v e  an i n h i b i t  i n p u t  t o  c o n t r o l  t h e  
t h r e s h o l d  of t h e  a m p l i f i e r  s o  t h a t  i t s  o u t p u t  w i l l  
20 r e m a i n  a s t e a d y  minimum, u n t i l  t h e  i n p u t  t o  t h e  am- 
p l i f i e r  e x c e e d s  a t h r e s h o l d  l e v e l .  T h i s  w i l l  a i d  t h e  
- .  
n e t w o r k  i n  r e a c h i n g  a s tab le  s t a t e  more q u i c k l y .  
While s u c h  a n  a n a l o g  n e u r a l  ne twork  w i l l  reach a 
s o l u t i o n  i n  a minimum of time, i t  d o e s  n o t  l e n d  i t-  
25 s e l f  well t o  e x p a n s i o n  f o r  research p u r p o s e s .  
The a b i l i t y  t o  expand  a n e u r a l  ne twork  i s  
a c h i e v e d  by an  a n a l o g - d i g i t a l  h y b r i d  a r c h i t e c t u r e  
shown i n  FIG. 2 u s i n g  a random access memory t o  s t o r e  
a m a t r i x  ( N  x N) of s y n a p t i c  da ta  b i t s  h a v i n g  v a l u e s  
30 o f  1 and  0. To i l l u s t r a t e  t h e  ease w i t h  which  t h e  
ne twork  may be  expanded ,  i t  is  i l l u s t r a t e d  a s  h a v i n g  
a l r e a d y  b e e n  expanded from M x M t o  N x N ,  where N = 
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2M, by a d d i n g  t o  a f i r s t  R A M  1 a s e c o n d  R A M  2 where 
each R A M  is  N x M .  A row address c o u n t e r  3 r e s p o n d s  
t o  c l o c k  s i g n a l s  $1 t o  a d v a n c e  t h e  address  of t h e  
memories  row by row t h r o u g h  N rows of s y n a p t i c  i n f o r -  
5 m a t i o n .  The o u t p u t s  of  the two RAMS l a b e l e d  D1 
t h r o u g h  DN f o r  each row c o n t r o l  a s e t  o f  N pass  t r a n -  
.sister s w i t c h e s  SWl-SWN t o  p a s s  c u r r e n t  t h r o u g h  re- 
s p e c t i v e  r e s i s t o r s  R l - R N  when t h e  c o n t r o l l i n g  
s y n a p t i c  b i t  read is e q u a l  t o  one  and t o  b l o c k  c u r -  
10 r e n t  when t h e  s y n a p t i c  b i t  i s  e q u a l  t o  z e r o  a t  each 
p o s i t i o n  D1 t h r o u g h  DN. 
The s y n a p t i c  r e s i s t o r s  a r e  c o n n e c t e d  t o  a 
summing a m p l i f i e r  4 where t h e y  a re  added .  The sum i s  
t h e n  sampled and h e l d  f o r  each row of  t h e  RAM by  a n  
15 a r r a y  5 of i n t e g r a t i n g  sample -and-ho ld  d e v i c e s  S / H 1 ,  
se l ec t ed  one  a t  a t i m e  f o r  each row of s y n a p t i c  i n -  
f o r m a t i o n  p r o c e s s i n g  switches.  To a c c o m p l i s h  t h a t ,  a 
s e r i a l  s h i f t  regis ter  a d v a n c e s  a b i t  1 i n  a p a i r  of  
cascaded M - b i t  s h i f t  r e g i s t e r s  6 and 7 i n  r e s p o n s e  t o  
20 a c l o c k  s i g n a l  I $ 1 ,  where I$, = N $ 2 ,  a s  shown i n  t h e  
t i m i n g  of F I G .  2a. I n  t h a t  way the  s y n a p t i c  m a t r i x  
sum f o r  e v e r y  row of t h e  m a t r i x  is  s t o r e d ,  one  sum a t  
a time, i n  s u c c e s s i v e  o n e s  of a l i n e a r  a r r ay  of Sam- 
p l e - a n d - h o l d  d e v i c e s  S / H l  . 
25 The address  c o u n t e r  3 i s  advanced  by one  t o  
address t h e  n e x t  row o f  s y n a p t i c  i n f o r m a t i o n  s t o r e d  
i n  t h e  memory each time a sum from the  ampl i f i e r  i s  
s t o r e d  i n  a sample-and-hold  d e v i c e .  A t  t h e  same 
time, t h e  c l o c k  s i g n a l  4 ,  s h i f t s  t h e  b i t  1 i n  t h e  
30 s h i f t  r eg is te r  t o  the  n e x t  p o s i t i o n ,  u n t i l  t h e  b i t  1 
has been  s h i f t e d  t o  t h e  Nth  p o s i t i o n ,  and  t h e  N t h  row 
of  s y n a p t i c  i n f o r m a t i o n  has been  read f rom memory t o  
c o m p l e t e  a m a t r i x  c y c l e .  A t  t h a t  t ime,  each sample -  
a n d - h o l d  dev ice  i n  a p o s i t i o n  j i n  t h e  a r ray  5 h o l d s  
a s i g n a l  t h a t  i s  a f u n c t i o n  o f  t h e  j t h  row of i n f o r -  
m a t i o n .  After  a clock s i g n a l  9, h a s  been  g e n e r a t e d  N 
t imes,  a n o n o v e r l a p p i n g  $2 p u l s e  i s  g e n e r a t e d ,  as  
shown i n  F I G ,  2a, which c o m p l e t e s  a m a t r i x  c y c l e .  
5 A n o t h e r  c y c l e  may t h e n  f o l l o w .  
The  s i g n a l s  from t h e  f i r s t  a r ray  5 of sample -  
and-ho ld  d e v i c e s  a r e  p a s s e d  by an  a r r ay  of n e u r o n  
a m p l i f i e r s  A1 t h r o u g h  AN, each h a v i n g  a n  I N H I B I T  
i n p u t  s i g n a l -  a p p l i e d  which  s e t s  t h e i r  t h r e s h o l d  
10 v a l u e .  The s i g n a l s  w h i c h  a r e  p a s s e d  by t h e  n e u r o n  
a m p l i f i e r s  a re  t h e n  sampled and  h e l d  by  a s e c o n d  
a r r ay  8 of n o n i n t e g r a t i n g  sample -and-ho ld  d e v i c e s  
S / H 2  a t  the  time of  i n i t i a t i n g  t h e  n e x t  m a t r i x  cyc le  
of  s y n a p t i c  i n f o r m a t i o n  p r o c e s s i n g .  The p r o c e s s  is  
15 r e p e a t e d  f o r  t h e  n e x t  and each s u b s e q u e n t  row, each 
time s t o r i n g  t h e  r e s u l t s  i n  t h e  a r r ay  of i n t e g r a t i n g  
sample -and-ho ld  d e v i c e s  S/Hl,  and  t h e n  t r a n s f e r r i n g  
tiiose r e s - u i t s  to t h e  secofld or” riofiiritegrating 
sample -and-ho ld  d e v i c e s  S / H 2  a t  t h e  start  of the 
20 p r o c e d u r e  f o r  t h e  n e x t  m a t r i x  cyc le .  F I G .  2b i l l u s -  
t r a t e s  schemat ica l ly  t h e  i m p l e m e n t a t i o n  of a n  i n t e -  
g r a t i n g  sample-and-hold  c i r c u i t  w i t h  a s w i t c h  SW, RC 
c i r c u i t ,  and n o n i n v e r t i n g  v o l t a g e  f o l l o w e r  VF. The 
e n t i r e  p r o c e s s  f o r  a l l  rows i n  t h e  s t o r e d  m a t r i x  of 
25 s y n a p t i c  da t a  is  r e p e a t e d ,  each time u p d a t i n g  t h e  
s i g n a l s  s t o r e d  i n  t h e  n o n i n t e g r a t i n g  sample -and-ho ld  
d e v i c e s  S/H2, u n t i l  t h e  o u t p u t  of t h e  summing a m p l i -  
f i e r  4 becomes s t a b l e  f rom o n e  m a t r i x  c y c l e  t o  t h e  
n e x t  of t h e  e n t i r e  p r o c e s s .  
30 To e n t e r  a problem s o l v i n g  o p e r a t i o n ,  a n  i n i -  
t i a l  s e t  of  s i g n a l s  12RoMpy t h r o u g h  IpROMpT i s  
e n t e r e d  t h r o u g h  t h e  neuron  a m p l i f i e r s  AI t h r o u g h  AN, 
and s t o r e d  i n  t h e  a r r a y  of n o n i n t e g r a t i n g  sample-and-  
h o l d  d e v i c e s  S/H2. T h i s  is accomplished by g e n e r a t -  
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i n g  a s i g n a l  $ 2  which  e n a b l e s  a l l  t h e  sample  and h o l d  
d e v i c e s  S / H 2 .  Once t h e  "prompt"  is e n t e r e d ,  i t  i s  
removed f rom t h e  neuron  ampl i f i e r s .  I n  terms o f  a n  
a s s o c i a t i v e  memory, t h e  l fprompt"  may be " c l u e s f 1  of 
5 i n f o r m a t i o n  s t o r e d  i n  t h e  memory. The o u t p u t  of t h e  
i n t e g r a t i n g  sample -and-ho ld  d e v i c e s  S / H 2 ,  a f t e r  s y s -  
tem s t a b i l i t y  is  reached, w i l l  b e  t h e  b e s t  ma tch  t o  
I n  summary,  s y s t e m  o p e r a t i o n  is c o n t r o l l e d  by 
10 two c l o c k  s i g n a l s ,  4, and $2, w i t h  (I1 = N $ 2 ,  where N 
d e n o t e s  t h e  number of n e u r o n s  N = 2M. On each $1 
t i m i n g  s i g n a l ,  a neuron  a m p l i f i e r  i s  se l ec t ed  by  t he  
s h i f t  r e g i s t e r s  6 ,  7 a n d  i t s  i n p u t  i s  u p d a t e d  and 
sampled  by i n t e g r a t i n g  sample -and-ho ld  d e v i c e s  S A "  
15 Dur ing  t h e  u p d a t e  p r o c e s s ,  t h e  n e u r o n  i n p u t  s i g n a l  i s  
d e t e r m i n e d  a s  a f u n c t i o n  of  a row o f  s y n a p t i c  i n f o r -  
m a t i o n  which c o n t r o l s  t h e  t r a n s i s t o r  switches D 1 - D N  
and t h e  p r e s e n t  n e u r o n  o u t p u t  s t a t e  a t  t h e  o u t p u t s  of 
t h e  n o n i n t e g r a t i n g  sample-and-hold  d e v i c e s  S / H 2 .  T h i s  
20 p r o c e s s  is r e p e a t e d  f o r  each row of s y n a p t i c  i n f o r m a -  
t i o n  i n  t he  memory f o l l o w i n g  each +1 t i m i n g  s i g n a l  
u p d a t i n g  t h e  sample-and-hold  d e v i c e  S / H 1  i n  t u r n  as 
d i r e c t e d  by  t h e  s e r i a l  s h i f t  r e g i s t e r s  u n t i l  a l l  rows 
o f  t h e  s y n a p t i c  i n f o r m a t i o n  have  been  p r o c e s s e d .  On 
25 each (I2 c l o c k  p u l s e ,  t h e  n e u r o n  a m p l i f i e r  o u t p u t s  
( d e t e r m i n e d  b y  t h e i r  u p d a t e d  i n p u t s  and  t h e  i n h i b i t  
s i g n a l )  a re  sampled by t h e  a r r ay  o f  n o n i n t e g r a t i n g  
sample -and-ho ld  d e v i c e s  S / H 2 ,  c o m p l e t i n g  one  m a t r i x  
cyc le .  T h u s  t h e  sys t em c y c l e  time i s  d e t e r m i n e d  b y  
30 t h e  u p d a t e  4 ,  t i m i n g  s i g n a l  r a t e ,  and t h e  number of 
- t h e  "prompt"  f rom a l l  t he  d a t a  s t o r e d .  
n e u r o n s .  
An a d v a n t a g e  of t h i s  a r c h i t e c t u r e  i s  t h a t  t h e  
p h y s i c a l  i n t e r c o n n e c t i o n s  of t h e  s y n a p t i c  m a t r i x  of 
FIG. 1 a re  n o t  r e q u i r e d ,  t h u s  v a s t l y  r e d u c i n g  s y s t e m  
c o m p l e x i t y ,  which permits v e r y  l a r g e  n e u r a l  n e t w o r k s  
t o  be  s i m u l a t e d .  Although i t s  u s e  is  c o n t e m p l a t e d  f o r  
research ,  f u t u r e  d e v e l o p m e n t s  i n  t h e  u s e  of t h e  p r e s -  
e n t  i n v e n t i o n  c a n  c o n c e i v a b l y  f o l l o w  w i t h  minor  modi-  
5 f i c a t i o n s  of t h e  h y b r i d  a r c h i t e c t u r e  d i sc losed .  One 
s u c h  m o d i f i c a t i o n ,  a l ready  d e s i g n e d ,  f a b r i c a t e d  a n d  
t e s t e d ,  i s  a n  e x p a n s i o n  of t h e  c o n c e p t  t o  accommodate 
t h r e e  q u a n t i z e d  l e v e l s  of  + 1 ,  0 a n d  - 1 ,  a s  shown i n  
F I G .  3. 
10 R e f e r r i n g  t o  F I G ,  3, a 32 x 32 memory 10 i s  
- 
u s e d  i n  t h e  same way a s  t h e  R A M s  1 and  2 of  F I G .  2. 
T h a t  memory c o u l d  be  made u p  of two 32 x 1 6  memories, 
o r  c o u l d  be expanded  t o  a 64  x 64 memory w i t h  two 64 
x 32 R A M s .  However,  i n  p r a c t i c e ,  a s u f f i c i e n t l y  
15 l a r g e  s i n g l e  R A M  is s e l e c t e d ,  s u c h  as 256 x 256 o r  
1024 x 1024.  T h i s  memory 10 s t o r e s  t h e  s y n a p t i c  b i t s  
of v a l u e  0 a n d  1.  A second  memory 11 s t o r e s  s y n a p t i c  
b i t s  --- 1 
V ~ L U ~ :  0 a n d  1. 
For  each b i t  p o s i t i o n  of t h e  memory 10 t h e r e  
20 i s  s t o r e d  a b i t  v a l u e  of 0 o r  1 ,  and  f o r  each b i t  1 
s t o r e d  i n  memory 10, t he re  m u s t  be  s tored  a t  t h e  same 
address of memory 11,  a b i t  0. S i m i l a r l y ,  f o r  each 
b i t  p o s i t i o n  of t h e  memory 11,  t h e r e  i s  s t o r e d  a b i t  
v a l u e  of 0 o r  1 ,  and f o r  each b i t  1 s t o r e d  i n  memory 
25 11,  t h e r e  m u s t  b e  s t o r e d  a t  t h e  same addres s  of m e m -  
o r y  10 a b i t  0. Summing a m p l i f i e r s  12 a n d  13 r e s p o n d  
i n  t h e  same manner as t h e  a m p l i f i e r  4 i n  F I G ,  2, b u t  
t h e i r  o u t p u t s  a re  c o n n e c t e d  t o  s e p a r a t e  t e r m i n a l s  of 
a d i f f e r e n c e  a m p l i f i e r  14.  The summing a m p l i f i e r s  
30 a r e  i n v e r t i n g  o p e r a t i o n a l  a m p l i f i e r s ,  s o  t h e  a m p l i -  
f i .er  !2 w h i c h  sums t h e  s y n a p t i c  r e s u l t s  o f  a b i t  1 
f r o m  t h e  memory 10 i s  c o n n e c t e d  t o  t h e  i n v e r t i n g  ( - )  
i n p u t  t e r m i n a l s  of t h e  d i f f e r e n c e  a m p l i f i e r  1 4 ,  and 
t h e  a m p l i f i e r  13 w h i c h  sums t h e  s y n a p t i c  r e s u l t s  of a 
- .  
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b i t  1 f r o m  the  memory 1 1  is  c o n n e c t e d  t o  t h e  n o n i n -  
v e r t i n g  ( + )  i n p u t  t e r m i n a l  o f  t h e  d i f f e r e n c e  a m p l i -  
f i e r  1 4 .  The a r c h i t e c t u r e  of t h e  t r i v a l u e  embodiment  
i s  o t h e r w i s e  t h e  same as i l l u s t r a t e d  i n  FIG 2 .  The 
5 componen t s  which remain  t h e  same a re  i d e n t i f i e d  b y  
t h e  same r e f e r e n c e  cha rac t e r s .  But  n o t e  t h a t  t h e  
i n h i b i t  f u n c t i o n ,  i . e . ,  t h e  s e t t i n g  o f  t h e  t h r e s h o l d  
v a l u e  f o r  t h e  n e u r o n s  ( a m p l i f i e r s  A1-AN) is  now ef- 
f e c t i v e l y  o b v i a t e d  by a l l o w i n g  f o r  n e g a t i v e  v a l u e s  of 
10 s y n a p t i c  i n f o r m a t i o n  b i t s ,  a n d  u s i n g  t h e  summing 
ampl i f i e r  13 t o  s u b t r a c t  t h e  r e s u l t s  o f  n e g a t i v e  
s y n a p t i c  v a l u e s  f rom t h e  r e s u l t s  of p o s i t i v e  s y n a p t i c  
v a l u e s ,  t h e r e b y  t r a n s f e r r i n g  t h e  i n h i b i t  f u n c t i o n  t o  
a p o i n t  ahead of t h e  sample -and-ho ld  d e v i c e s  W H 1 .  
15 I n  summary, t h e  a r c h i t e c t u r e  o f  FIG. 3 u t i l -  
i z e s  two memory b l o c k s ,  o n e  f o r  i m p l e m e n t i n g  t h e  
e x c i t a t i o n  s y n a p s e  f u n c t i o n  ( r e s p o n s e  t o  s y n a p t i c  
d a t a  b i t s  ol” value + I )  arid t h e  o t h e r  for i m p i e m e n t i n g  
t h e  i n h i b i t i o n  s y n a p t i c  f u n c t i o n s  ( r e s p o n s e  t o  s y n a p -  
20 t i c  data b i t s  of va lue  - 1 ) .  T h i s  a l lows a h y b r i d  
i m p l e m e n t a t i o n  of t h e  H o p f i e l d  model d i s c l o s e d  i n  t h e  
U.S. p a t e n t  4 , 6 6 0 , 1 6 6  w i t h  each s y n a p t i c  da t a  b i t  of  
- 
s t r e n g t h  ( T i j )  h a v i n g  a v a l u e  of + 1 ,  0 o r  -1 .  These 
s y n a p t i c  s t r e n g t h  v a l u e s  a r e  r e a d i l y  programmed i n  
25 t h e  memories 10 a n d  1 1  t o  p r o v i d e  a n y  s y n a p t i c  m a t r i x  
d e s i r e d .  A d d i t i o n a l  memory b l o c k s ,  switches c o n n e c t -  
i n g  r e s i s t o r s  and  summing a m p l i f i e r s  c o u l d  be  p r o -  
v i d e d  t o  i n c r e a s e  t h e  number of g r e y  l e v e l s  i n  t h e  
s y n a p t i c  s t r e n g t h  o f  each  m a t r i x  (memory) l o c a t i o n .  
30 I n  o p e r a t i o n ,  a n e u r o n  a m p l i f i e r  A1 i s  se l ec t -  
e d  by t h e  outFl:t; of t he  s e r i a l  s h i f t  r eg i s t e r  6, a n d  
t h e  i n p u t  of t h e  neuron  a m p l i f i e r  is  sampled  and  h e l d  
by i t s  i n t e g r a t i n g  sample -and-ho ld  d e v i c e  S / H 1 .  The 
i n p u t  s i g n a l  l e v e l  d u r i n g  i t s  u p d a t e  c y c l e  is  d e t e r -  
8711 83. 1 1  
mined by the  a n a l o g  o u t p u t  s t a t e s  of t h e  n e u r o n  am- 
p l i f i e r s  A1-A32 s t o r e d  i n  n o n i n t e g r a t i n g  sample -  
a n d - h o l d  d e v i c e s  S/H2 d u r i n g  t h e  p r e v i o u s  92 c lock  
s i g n a l ,  and  t h e  row of s y n a p t i c  i n f o r m a t i o n  a p p e a r i n g  
5 a t  t h e  memory o u t p u t s  w h i c h  c o n t r o l  t h e  s w i t c h e s  
SW,-SW32 f o r  the  r e s i s t o r  c o n n e c t i o n s .  On e a c h  G 2  c y -  
c l e ,  t h e  n e u r o n  o u t p u t s ,  a s  d e t e r m i n e d  by  t h e i r  up-  
d a t e d  i n p u t  s i g n a l  and t h r e s h o l d ,  a r e  s a m p l e d  a n d  
h e l d  by t h e i r  o u t p u t  s a m p l e - a n d - h o l d  d e v i c e s  S/H2, 
10 t h u s  c o m p l e t i n g  one  i t e r a t i v e  o r  s y s t e m  c y c l e .  T h i s  
p r o c e s s  is  r e p e a t e d  u n t i l  a l l  n e u r o n  a m p l i f i e r  o u t -  
p u t s  h a v e  b e e n  s t a b i l i z e d .  
The h y b r i d  a r c h i t e c t u r e  i s  i d e a l l y  s u i t e d  f o r  
s i m u l a t i n g  b o t h  c o n t i n u o u s  a n d  d i s c r e t e  n e u r a l  n e t -  
15 w o r k s  of t h e  H o p f i e l d  model. I n  t h e  c o n t i n u o u s  n e t -  
w o r k ,  t h e  i n p u t  v o l t a g e  of t h e  i t h  n e u r o n  o n  t h e  k t h  
i t e r a t i v e  c y c l e ,  u i ( k ) ,  i s  g i v e n  by 
where 'li i s  t h e  time c o n s t a n t  of t h e  n e u r o n  ( a m p l i -  
20 f i e r  i )  as  d e t e r m i n e d  by  t h e  R C  p r o d u c t  of  t h e  neu -  
r o n ' s  i n p u t  s a m p l e / h o l d  d e v i c e ,  V j  i s  t h e  a n a l o g  
o u t p u t  of t h e  j t h  n e u r o n  ( a m p l i f i e r  j) and  A t  i s  t h e  
i n p u t  s a m p l i n g  time. In  t h e  d i s c r e t e  model ,  u i ( k )  i s  
g i v e n  by  
25 
The n e u r o n  o u t p u t ,  V i ( k ) ,  i n  a l l  ca ses ,  i s  o b t a i n e d  
f rom 
12 
where uio and f i  a r e ,  r e s p e c t i v e l y ,  t h e  t h r e s h o l d  and  
t h e  t r a n s f e r  f u n c t i o n  of t h e  c o m p a r a t o r  f o r  t h e  i t h  
n e u r o n .  
5 The s y s t e m  c y c l e  time is b a s i c a l l y  g i v e n  by  
T = N @ , .  T h u s ,  f o r  a g i v e n  N, t h e  o p e r a t i o n  s p e e d  of 
t h e  h y b r i d  a r c h i t e c t u r e  is  p r i m a r i l y  gove rned  b y  t h e  
s a m p l i n g  times. Moreover ,  i n  o rder  t o  s i m u l a t e  a 
n e u r a l  ne twork  a c c u r a t e l y  i n  t h e  c o n t i n u o u s  model, 
10 t h e  s a m p l i n g  time s h o u l d  b e  small compared t o  t h e  
time c o n s t a n t  of t h e  n e u r o n s .  I n  t h e  p r o t o t y p e  s y s -  
tem of FIG. 3, a c o n s e r v a t i v e  i n p u t  s a m p l i n g  time of 
a b o u t  8 m i c r o s e c o n d s  and a n e u r o n  time c o n s t a n t  of 
o n e  m i l l i s e c o n d  h a v e  been c h o s e n .  However, t h e  a r -  
15 c h i t e c t u r e  c a n  b e  f u r t h e r  o p t i m i z e d  w i t h  c u s t o m  VLSI 
c h i p s  t o  r e d u c e  t h e  i n p u t  s a m p l i n g  time t o  a mic ro -  
o r d e r  of a m i l l i s e c o n d  c a n  b e  ach ieved .  
S ~ C C E ~  SO t h a t  f o r  N-!eoo, 2 sys tem cycle time OE t h e  
I n  t h e  i m p l e m e n t a t i o n  of t h i s  embodiment ,  a 
20 programming microprocessor pP c o n t r o l s  o p e r a t i o n  by a 
s i g n a l  RUN which e n a b l e s  a clock g e n e r a t o r  15 t o  
t r ansmi t  $ J ~  t i m i n g  s i g n a l s  t o  t h e  s h i f t  r e g i s t e r  6 
v i a  an OR g a t e  16 a n d  t h e  address  c o u n t e r  3,  and t o  
t r a n s m i t  t i m i n g  s i g n a l s  t o  t h e  sample -and-ho ld  
25 d e v i c e s  S/H2, and o p t i o n a l l y  t o  t h e  m i c r o p r o c e s s o r ,  
wh ich  may be programmed t o  i n i t i a t e  a n o t h e r  RUN s i g -  
n a l  t h a t  s t a r t s  a n o t h e r  c lock g e n e r a t o r  cyc le  o r ,  i n  
t h e  case of a f ree  r u n n i n g  clock g e n e r a t o r ,  t e r m i n a t -  
i n g  t h e  RUN s i g n a l  t o  s t o p  t h e  c l o c k  g e n e r a t o r  u n t i l  
30 i t  i s  d e t e c m j n e d  t h a t  t h e  s y s t e m  s h o u l d  c o n t i n u e  t o  
r u n .  I n  e i t h e r  case ,  t h e  m i c r o p r o c e s s o r  may c o n t r o l  
a sample -and-ho ld  A I D  c o n v e r t e r  17 h a v i n g  a m u l t i -  
p l e x e r  i n p u t  a n d  a s e r i a l  s h i f t  r e g i s t e r  o u t p u t ,  t o  
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c o n v e r t  t h e  o u t p u t  of t h e  s a m p l e - a n d - h o l d  d e v i c e s  
S/H2 i n  s e q u e n c e  f rom a n a l o g  t o  d i g i t a l  form i n  o r d e r  
t h a t  t h e  o u t p u t  b e  read i n t o  t h e  m i c r o p r o c e s s o r  p P .  
The m i c r o p r o c e s s o r  may t h e n  d e t e r m i n e  whether  
5 s t a b i l i t y  has  been  r e a c h e d .  To allow f o r  A / D  con -  
v e r s i o n ,  r e a d i n g  t h e  o u t p u t ,  and  t ime t o  compare t h e  
o u t p u t  read w i t h  a n  o u t p u t  p r e v i o u s l y  r ead ,  t h e  mic- 
r o p r o c e s s o r  may be programmed t o  h o l d  o f f  i s s u i n g  
a n o t h e r  RUN s i g n a l ,  or  i n  t h e  case of a f r e e  r u n n i n g  
10 c lock g e n e r a t o r ,  i n t e r r u p t i n g  t h e  RUN s i g n a l  w h i l e  
t h e  c o m p a r i s o n  is  made. Once i t  is d e t e r m i n e d  t h a t  
t h e  s y s t e m  o u t p u t  has s t a b i l i z e d ,  t h e  l a s t  o u t p u t  
read is  t h e  i n f o r m a t i o n  d e s i r e d .  I t  would a l s o  b e  
p o s s i b l e  t o  m o n i t o r  t h e  o u t p u t  of t h e  ampl i f i e r  4 i n  
15 F I G ,  2 and  t h e  ampl i f i e r  14 i n  FIG, 3 t o  d e t e r m i n e  
when s t a b i l i t y  h a s  been  reached. T h i s  o p t i o n  would 
b e  u s e d  f o r  v i s u a l  m o n i t o r i n g  t h r o u g h  a v o l t  meter 
To e n t e r  a ??prompt" by t h e  programmed micro- 
20 p rocesso r ,  a PROMPT CLOCK is g e n e r a t e d  by the  micro- 
p r o c e s s o r  before  any  RUN s i g n a l  is g e n e r a t e d .  A t  t h e  
cnr?r?ected tc! the amplifier c!?? tput .  
same time, a PROMPT SIGNAL is  g e n e r a t e d  as a t r a i n  of 
p u l s e s  a p p l i e d  t h r o u g h  t h e  a m p l i f i e r  13 a n d  a m p l i f i e r  
14 t o  t h e  sample -and-ho ld  d e v i c e s  S/Hl. The clock 
25 g e n e r a t o r  15 i s  t h e n  d e s i g n e d  t o  g e n e r a t e  an  i n i t i a l  
t i m i n g  s i g n a l  which t r a n s f e r s  t h e  d i s t r i b u t e d  
l lprompt?l  s i g n a l s  i n t o  t h e  s e c o n d  a r ray  of sample -and-  
h o l d  d e v i c e s  S/H2. 
I n  a d d i t i o n  t o  t h e  ease of e x p a n d a b i l i t y  as  
30 compared t o  a f u l l y  p a r a l l e l  n e u r a l  n e t w o r k  hardware 
and  improved s p e e d  w i t h  r e s p e c t  t o  mos t  of  t h e  c u r -  
r e n t  sof tware s i m u l a t i o n s ,  t h e  h y b r i d  n e u r o c o m p u t e r  
p r o v i d e s  e x t r e m e  v e r s a t i l i t y  i n  i t s  c o n f i g u r a b i l i t y .  
F u r t h e r m o r e ,  l i k e  t h e  sof tware s i m u l a t i o n s ,  t h e  op- 
8711 83 1 4  
e r a t i o n  o f  t he  h y b r i d  n e u r o c o m p u t e r  can  be l l f r o z e n l l  
a t  any s t a g e  o r  a t  each  i t e r a t i o n  c y c l e  t o  s t u d y  t h e  
dynamic b e h a v i o r  of  t h e  n e u r o n s  a s  t h e  c i r c u i t  
u p d a t e s .  
5 The h y b r i d  a r c h i t e c t u r e  i s  p r o v i n g  t o  be  a 
v e r y  v e r s a t i l e  and  p o w e r f u l  n e u r a l  ne twork  s i m u l a t o r  
i n  s e v e r a l  d i f f e r e n t  c o n f i g u r a t i o n s  f o r  research.  The 
p e r f o r m a n c e  of t h e  32 -neurons  p r o t o t y p e  h y b r i d  s y s t e m  
has  been  t e s t e d  f o r  a v a r i e t y  of a p p l i c a t i o n s  i n c l u d -  
10 i n g  a s s o c i a t i v e  memory w i t h  g l o b a l  and l o c a l  i n h i b i -  
t i o n s ,  d e s t a b i l i z a t i o n  of  s p u r i o u s  s t a t e s  u s i n g  
a s y m m e t r i c  c o n n e c t i o n s ,  and c o m b i n a t o r i a l  o p t i m i z a -  
t i o n  p r o b l e m s  s u c h  as Map C o l o r i n g .  
A l though  p a r t i c u l a r  embodiments  of t h e  i n v e n -  
15 t i o n  have  been d e s c r i b e d  and  i l l u s t r a t e d  h e r e i n ,  i t  
is  r e c o g n i z e d  t h a t  m o d i f i c a t i o n s  and  v a r i a t i o n s  may 
r e a d i l y  occur t o  t h o s e  s k i l l e d  i n  t h e  a r t .  Conse- 
ue ir i ter-  I , I I ~ L  t h e  ciairris - 
p r e t e d  t o  c o v e r  s u c h  m o d i f i c a t i o n s  and v a r i a t i o n s .  
q.Geritly, it is iiiteii(jed L I - - L  
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A B S T R A C T  OF T H E  D I S C L O S U R E  
H Y B R I D  A N A L O G - D I  G I T A L  A S S O C I A T I V E  N E U R A L  NETWORK 
Random access  memory is u s e d  t o  s t o r e  s y n a p t i c  
i n f o r m a t i o n  i n  t h e  form of a m a t r i x  o f  rows and c o l -  
umns of  b i n a r y  d i g i t s .  N rows read i n  s e q u e n c e  a r e  
p r o c e s s e d  t h r o u g h  s w i t c h e s  and r e s i s t o r s ,  and  a sum-  
5 ming a m p l i f i e r  t o  N neural  a m p l i f i e r s  i n  s e q u e n c e ,  
one  row f o r  each a m p l i f i e r ,  u s i n g  a f i r s t  a r r a y  of  
s ample -and-ho ld  d e v i c e s  S /H1  f o r  commuta t ion .  The 
o u t p u t s  of t h e  n e u r a l  a m p l i f i e r s  a re  s t o r e d  i n  a 
s e c o n d  array of sample -and-ho ld  d e v i c e s  S/H2 s o  t h a t  
10 a f t e r  N rows a re  p r o c e s s e d ,  a l l  of s a i d  s e c o n d  a r r ay  
of sample -and-ho ld  d e v i c e s  are  u p d a t e d .  A s e c o n d  
memory may be added  f o r  b i n a r y  v a l u e s  df 0 and  - 1 ,  
and p r o c e s s e d  s i m u l t a n e o u s l y  w i t h  t h e  f i r s t  t o  p r o -  
v i d e  f o r  v a l u e s  of 1 ,  0 ,  and - 1 ,  t h e  r e s u l t s  of which 
15 are  combined i n  a d i f f e r e n c e  a m p l i f i e r .  
