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Abstract
We present a Projector Augmented-Wave (PAW) method based on a wavelet basis set. We implemented our wavelet-PAW
method as a PAW library in the ABINIT package [http://www.abinit.org] and into BigDFT [http://www.bigdft.org].
We test our implementation in prototypical systems to illustrate the potential usage of our code. By using the wavelet-
PAW method, we can simulate charged and special boundary condition systems with frozen-core all-electron precision.
Furthermore, our work paves the way to large-scale and potentially order-N simulations within a PAW method.
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1. Introduction
Density Functional Theory (DFT) has recently gained
popularity due to its inherent efficiency and simplicity. It
is one of the most reliable first-principles methods to sim-
ulate material properties. Presently, DFT is widely used
in the physics, chemistry and biology communities.
DFT codes have largely been developed to harness re-
cent advances in modern computing. Parallel supercom-
puters consisting of thousands of processors have become
the norm. Hence, highly-parallel architectures and effi-
cient methods are desired in a DFT code. The BigDFT
library [1], which is integrated in the ABINIT soft-
ware suite [2], has been conceived and implemented for
massively-parallel environments in view of these large-
scale calculations.
The quintessential characteristic of BigDFT is the use
of a Daubechies [3] wavelet (WVL) basis set to express
the Kohn-Sham (KS) orbitals. WVLs form a localized,
systematic, orthogonal and adaptive basis set, and hence
combine most of the advantages of computational basis
sets for DFT. A WVL basis set consists of a set of inter-
related scaling functions and WVLs in a uniform grid of
spacing h. Convergence is, thus, achieved by decreasing
the value of h up to the required accuracy. Moreover,
in BigDFT a two-level grid is defined. There is a fine
resolution grid close to the atoms to represent the chemi-
cal bonds and atomic orbitals, and secondly a coarse grid
encompasses a larger volume further away from the atoms
Email address: trangel@lbl.gov (T. Rangel)
until the wavefunction vanishes. This high-degree of adap-
tivity makes the BigDFT library optimal for calculations
of polarized systems or systems with non Born-von Kar-
man boundary conditions, such as material surfaces and
isolated molecules.
Over the last few decades, the Projector Augmented-
Wave (PAW) method [4] has proven successful in elec-
tronic structure calculations due to its frozen-core all-
electron (AE) accuracy at low computational cost due
to ultra-soft pseudopotentials (USPP). Within PAW, the
AE wavefunction Ψ is obtained from an auxiliary smooth
wavefunction Ψ˜ by a linear transformation T , as |Ψ〉 =
T |Ψ˜〉. Close to the atoms in the so called “augmen-
tation regions” wavefunctions tend to have rapid oscil-
lations. This can be problematic since many basis ele-
ments are usually required to express the wavefunctions
within norm-conserving pseudopotentials (NCPP). How-
ever, within PAW a minimal basis set of atomic partial
waves is sufficient to express the wavefunctions in these
regions. Due to its accuracy and high computing perfor-
mance, the PAW method has gained enormous popular-
ity and it has been implemented in several DFT codes,
which use either plane-wave [2, 5, 6, 7, 8, 9] or real-
space [10, 11, 12, 13] approaches. To our knowledge the
PAW method has never been implemented within WVLs.
In this work, we detail a WFL-based PAW implementa-
tion in the ABINIT package using the BigDFT library.
By making a PAW library the method has been ported
into BigDFT in stand-alone mode, and therefore it can
be combined with different basis sets in other codes. Our
approach presents the PAW AE accuracy, exploits the
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wavelet adaptability and can potentially benefit from the
BigDFT order-N [14, 15] capabilities.
The paper is organized as follows. We give an overview
of the theory of WVL-based DFT and PAW in Section 2.
In Section 3, we explain the technical details of the im-
plementation, detailing the approximations used to solve
the KS equations. Input variables used in the code are in-
troduced to help readers using the code. In Section 5, we
show numerical tests illustrating the applicability of our
code. Finally, we draw the conclusions and discuss future
directions of this work in Section 7.
2. Background theory
2.1. Wavelet-based Density Functional Theory
In this Section, the theoretical background of the WVL
formalism is briefly presented following the specific choices
made by the BigDFT library. We emphasize that we nei-
ther discuss the advantages of wavelets as a basis set nor
the main operations related to the BigDFT code, as these
have been previously detailed in Refs. 1, 16, 17, 18 and
19. In this work, we rather present our implementation of
PAW associated with a wavelet basis set.
2.1.1. Basis set
We use the so called maximally symmetric Daubechies
WVL basis of order 16, [3] since they present virtually ideal
properties of a basis set: they are orthogonal, systematic,
can represent exactly up to 8-th order polynomials, and
with translational invariance. [1, 3, 16, 17, 18, 19, 20] In
general, a WVL basis set consists of two objects: WVLs
ψ(x) and scaling functions φ(x). An illustration of the
WVLs and scaling function is shown in Figure 1.
ψ(x)
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x
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Figure 1: (Color online) Daubechies wavelet ψ(x) and scaling func-
tion φ(x) of order 16.
In the present implementation we use a two-level adap-
tive grid. Away from the atoms, we use a “coarse” basis
set, which consists of three-dimensional (3D) scaling func-
tions on a grid with uniform mesh h:
φi,j,k(r) = φ(x/h− i)φ(y/h− j)φ(z/h− k) (1)
Close to the atoms we use a fine resolution degrees of free-
dom, with both scaling functions and wavelets, as high-
resolution is needed to express the chemical bonds and
the atomic orbitals. The basis set is here augmented by a
set of seven 3D WVLs:
ψ1i,j,k(r) = ψ(x/h− i)φ(y/h− j)φ(z/h− k),
ψ2i,j,k(r) = φ(x/h− i)ψ(y/h− j)φ(z/h− k),
ψ3i,j,k(r) = ψ(x/h− i)ψ(y/h− j)φ(z/h− k),
ψ4i,j,k(r) = φ(x/h− i)φ(y/h− j)ψ(z/h− k),
ψ5i,j,k(r) = ψ(x/h− i)φ(y/h− j)ψ(z/h− k),
ψ6i,j,k(r) = φ(x/h− i)ψ(y/h− j)ψ(z/h− k), and
ψ7i,j,k(r) = ψ(x/h− i)ψ(y/h− j)ψ(z/h− k). (2)
Due to the exponential localization of wavefunctions, far
from the atoms, where the wavefunctions vanish, no basis
elements are used. To illustrate, in Figure 2 the 2-level
adaptive grid around a naphthalene molecule is shown.
Figure 2: (Color online) Adaptive grid around a naphthalene
molecule. The high- and low- resolution grids points are shown in
orange and blue dots, respectively. Carbon and Hydrogen atoms are
drawn with black and pink spheres, respectively.
The wavefunctions Ψ(r) are thus expanded as:
Ψ(r) =
∑
i1,i2,i3
si1,i2,i3φi1,i2,i3(r) +
∑
j1,j2,j3
7∑
ν=1
dνj1,j2,j3ψ
ν
j1,j2,j3(r), (3)
where si1,i2,i3 and d
ν
j1,j2,j3
are expansion coefficients. The
sum over i1, i2 and i3 runs over all points on the coarse
grid and the sum over j1, j2 and j3 runs over points on
the fine grid.
In our implementation we exploit the separability prop-
erty of the basis functions, in which the 3D scaling
functions basis set, being a product decomposition of
one-dimensional (1D) scaling functions/wavelets, is sep-
arable in the three Cartesian directions, see Eq. (1).
2
BigDFT treats efficiently Gaussian pseudopotentials of
the Goedecker-Teter-Hutter (GTH) [21] and Hartwigsen-
Goedecker-Hutter (HGH) [22] kinds, since the intrinsic
separability of both the basis set and Gaussian pseudopo-
tentials allows for the simplification of several 3D oper-
ations into a sum of 1D products. Following the same
spirit, for PAW it makes sense to use non-local projectors
expressed as sum of Gaussians, as described in Section. 3.2.
2.2. The PAW method
In this Section, we briefly review the PAW formalism.
We adopt the notation of Ref. 23.
2.2.1. The PAW transformation
In the PAW scheme, the true AE wavefunctions Ψ are
obtained from the auxiliary wavefunctions Ψ˜ (known as
pseudo-wavefunctions) by applying a linear operator T ,
expressed as a sum of atom-dependent contributions:
|Ψ〉 = T |Ψ˜〉 =
(
1 +
∑
R
TR
)
|Ψ˜〉, (4)
where TR are local contributions acting only in an augmen-
tation region around the atom. The PAW transformation
takes the form:
|Ψ〉 = |Ψ˜〉+
∑
i
(
|φi〉 − |φ˜i〉
)
〈p˜i|Ψ˜〉, (5)
where the i index runs on atom position R, angular mo-
mentum (l, m) and additional index m′ for different par-
tial waves with the same angular momentum and atom
site. The AE φi and pseudo φ˜i partial waves are identical
outside the augmentation region. The partial waves and
the projectors p˜i are calculated in a spherical grid inside
the augmentation region separating the radial and angular
parts:
φi(r) =
φni,li(r)
r
Sli,mi ; φ˜i(r) =
φ˜ni,li(r)
r
Sli,mi(rˆ) (6)
p˜i(r) =
p˜ni,li(r)
r
Sli,mi(rˆ), (7)
where Sl,m(rˆ) are the real spherical harmonics. A more
extensive review of the method can be found in the original
paper of Blo¨chl [4] and the implementation in ABINIT
within plane-waves is detailed in Refs. [23, 24].
From Eq. (5), the AE valence charge density becomes:
nv =
∑
nk
fnk|Ψnk|2 = n˜+ n1 − n˜1, (8)
where fnk is the occupation number of band n at k-point
k. The pseudized density n˜ is simply n˜ =
∑
fnk|Ψ˜nk|2,
akin the NCPP charge density. n1 and n˜1 are the AE
and pseudized on-site densities, respectively. These are
only defined in the augmentation regions. Note that the
superscript ”1” refers to atomic quantities.
To evaluate the on-site densities, the occupancy matrix
ρij is required [23],
ρij =
∑
nk
fnk(c
i
nk)
∗cink; c
i
nk = 〈p˜i|Ψ˜nk〉. (9)
The compensation charge nˆ [4, 7] is added to the pseudized
densities n˜ and n˜1. The purpose of nˆ, as introduced in
Ref. [25], is to add the correct amount of charge mo-
ments to the valence pseudo density n˜ so that outside the
augmentation region of all the atoms, the Coulomb (or
Hartree) potential for the sum of the valence pseudo and
compensation charge densities (n˜(r) + nˆ(r)) is the same
as that for the fully nodal valence electron density n(r).
i.e., nˆ is constructed ensuring that the Coulomb potential
created from the on-site densities cancels out outside the
augmentation regions, avoiding electrostatic interactions
between PAW spheres. Further, a high resolution around
the atoms is needed to ensure that the pseudo densities
inside and outside the augmentation regions exactly can-
cel out. Therefore, a double-grid technique [26] is usually
used to represent the density and potential terms.
2.2.2. The PAW Kohn-Sham Hamiltonian
The Kohn-Sham (KS) Hamiltonian H is defined as [25,
27]:
H = T + VL + VNL (10)
where the effective potential consists of the kinetic T , the
local (L) and the non-local (NL) potentials. The local
potential VL is given by
VL = Vxc + VH +
ion∑
i
V
(i)
loc , (11)
where Vxc, VH and V
(i)
loc are the exchange-correlation,
Hartree and local-ionic potentials, respectively. The non-
local potential VNL is
VNL =
∑
ij
|p˜i〉Dij〈p˜j |, (12)
where, the non-local coefficients Dij are calculated at each
self-consistent field iteration.
Since the KS wavefunctions |Ψnk〉 are non-orthogonal,
the following generalized eigenvalue equation is solved,
(H− nkS) |Ψnk〉 = 0, (13)
where nk is the eigenvalue of band n at k-point k, and the
overlap matrix S is defined as:
S = 1 +
∑
ij
|p˜j〉sij〈p˜i|, (14)
with sij = 〈φi|φj〉 − 〈φ˜i|φ˜j〉.
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Figure 3: Flow-chart illustrating the the WVL-PAW method. The
code/library used at each step in the Initialization or the Self-
Consistent Field (SCF) cycle are indicated in blue fonts.
3. Methodology
In this Section, we describe the basic steps of our WVL-
PAW method. The flowchart of this implementation is
presented in Figure 3.
3.1. Local ionic potential
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Figure 4: (Color online) Local ionic potential Vloc(r) (solid black
lines) and its long- VLR(r) (dashed blue lines) and short-range VSR(r)
(dotted red lines) components for Carbon with r` = 0.35 bohrs.
The local ionic potential V
(i)
loc for each atom indexed by
i is calculated by the PAW atomic-data generator, and
hence read by ABINIT in a radial grid. Aiming for linear-
scaling, we circumvent the explicit evaluation of the local
ionic potential which presents a slow decay, as shown in
Figure 4. Instead, we calculate the potential locally by
dividing it into long- (LR) and short-range (SR) compo-
nents,
V
(i)
loc = V
(i)
SR + V
(i)
LR . (15)
The LR part is chosen to be equal to the corresponding
GTH-HGH pseudopotentials LR component,
V
(i)
LR(r) = −
Zi
r
erf
(
r√
2r`
)
, (16)
being a smooth function with the correct decay of −Zi/r,
where Z is the atomic number (see Figure 4). The LR po-
tential is associated to a given density nLR via the Poisson
equation ∆VLR = −4pinLR, where
n
(i)
LR(r) = −
1
(2pi)3/2
Zi
r3`
e
− r2
2r2
` , (17)
and the radius r` is chosen to be between 0.2 and 1.0
bohrs. Since the LR density is localized around the atoms,
we can calculate locally the corresponding LR potential
in a two step procedure; We first calculate nLR at each
atom, and afterwards, we find the corresponding potential
in the entire the simulation box via the BigDFT Poisson-
solver [19]. Moreover, the smooth shape of Eq. (17) is
particularly convenient to achieve a fast convergence in
the evaluation of Vloc with respect to the grid-spacing h.
From Eq. (15), the SR potential is given by
V
(i)
SR = V
(i)
loc − V (i)LR , (18)
4
and can be easily evaluated locally at each atom. The LR
part is analytic, see Eq. (16) and we calculate V
(i)
loc using
splines. To avoid the divergence, the term V
(i)
LR (r = 0)
is evaluated using a quadratic interpolation of Eq. (16)
from 3 points close to the origin. In summary, by dividing
Vloc into LR and SR components, which can be evaluated
locally at each atom, the calculation of Vloc scales linearly
with the number of atoms Nat.
3.2. Non-local potential
We calculate the NL potential in Eq. (12),
VNL =
∑
ij
|p˜i〉Dij〈p˜j |,
by generalizing the method of BigDFT to complex-
Gaussian PAW pseudopotentials. The application of the
Hamiltonian (H|Ψ〉) requires the calculation of wavefunc-
tion projections c˜ink = 〈p˜i|Ψnk〉. Both wavefunctions and
projectors are expanded on the WVL basis in order to do
this operation by simple scalar products, where the expan-
sion coefficients for projectors are: [28]∫
p˜(r)φi1,i2,i3(r)dr and
∫
p˜(r)ψνi1,i2,i3(r)dr. (19)
In BigDFT, the integrals in Eq. (19) are simplified by
using pseudopotentials with projectors of the form:
p˜(r) = e−cr
2
x`xy`yz`z ; c ∈ R. (20)
Following the same spirit, PAW projectors are fitted to the
general form:
p˜(r) ≈ x`xy`yz`z
Ng∑
j
aje
bjr
2
; aj , bj ∈ C, (21)
where the number of complex Gaussian functions Ng is
to be determined. This analytical form simplifies the 3D
integrals in Eq. (19) into a sum of products of three 1D
integrals.
∫
p˜(r)φi1,i2,i3(r)dr =
Ng∑
j
Wi1 (aj , bj , `x)×
Wi2 (aj , bj , `y)×Wi3 (aj , bj , `z) , (22)
Wik (a, b, `) =
∫ +∞
−∞
aebt
2
t`φ(t/h− k)dt.
(23)
The 1D integrals are calculated following the BigDFT
scheme, which is accurate to machine precision. Moreover,
the fitting procedure introduced above is robust enough to
obtain the desired accuracy in total energies, as explained
more thoroughly in Section 4.
3.3. Direct minimization method
In a direct minimization approach, the gradient |gi〉 of
the total energy with respect to the ith wavefunction |Ψi〉
is defined in terms of the Hamiltonian H and the overlap
S operators:
|gi〉 = H|Ψ˜i〉 −
∑
j
ΛijS|Ψj〉, (24)
Λij = 〈Ψj |H|Ψi〉 (25)
In BigDFT, the preconditioned gradient |g˜〉, is found by
solving the equation(
1
2
∇2 − i
)
g˜i(r) = gi(r) . (26)
The information coming from the wavefunction gradient
is usually combined in the context of the direct inversion
in the iterative subspace (DIIS), method [25, 29] where
the wavefunction i at iteration M + 1 is found by suitable
linear combination of the previous M trial functions |Ψji 〉
and |g˜j〉.:
|ΨM+1i 〉 = |Ψ
M 〉+ λg˜M 〉, (27)
with
|ΨM 〉 =
M∑
j=0
αj |Ψji 〉, |g˜
M 〉 =
M∑
j=0
αj |g˜ji 〉. (28)
With the exceptions of the presence of the operator S in
Eq. (24), all the wavefunction optimization flowchart is
identical to the Norm-Conserving approach.
3.4. PAW atomic datasets
The first step in a PAW calculation is to read the atomic-
data files (containing the description of atoms), or roughly
speaking the ”pseudopotentials”, previously calculated.
Numerous databases of atomic datasets are available and
can be used within the present WVL-PAW implementa-
tion [30, 31, 32, 33].
For PAW, atomic-data files for WVLs and PWs are al-
most identical; In the PW case, projectors are given in a
radial grid whereas in the WVL case projectors are ex-
pressed as a sum of complex Gaussian functions.
To support all atomic-data file formats, ABINIT con-
tains now a converter from the conventional format (with
projectors on a grid) to the Gaussian format. First projec-
tors are fitted to a sum of Gaussian functions, as explained
in 4. Later, the Gaussian coefficients are written into a
new atomic-data file. This file can be used in further cal-
culations to avoid running the fitting procedure at every
time. From the user point of view, the above procedure is
transparent.
5
4. Fitting the PAW projectors
As previously discussed in Sec. 3.2, PAW non-local pro-
jectors are fitted to a sum of Gaussians with complex expo-
nents in order to simplify scalar products with wavefunc-
tions. Indeed, projectors expressed as linear combinations
of Gaussian functions become analytical, and hence can be
easily converted to WVL space. Moreover, since both pro-
jectors and Daubechies WVLs are separable in the three
Cartesian directions, internal products 〈p˜j |φi〉 are reduced
to 1D operations.
In this work, we use the Levenberg-Marquardt formal-
ism [34] to fit the projectors to a Gaussian form. A given
set of points (xi, p˜i) are fitted to a given function f(xi,α),
where α is a vector of independent and/or dependent pa-
rameters. As in other regression methods, the sum of the
squares of deviations S(α) is minimized, where
S(α) =
Ni∑
i=1
[p˜i − f(xi,α)]2 . (29)
The radial part of the projectors p˜(r) is fitted to the
analytical expression in Eq. (21):
p˜(r) ≈ x`xy`yz`z
Ng∑
j
aje
bjr
2
; aj , bj ∈ C.
As other minimization techniques, the fitting algorithm is
quite sensitive to the initial-guess. Moreover, a function
which decays to zero (such as PAW projectors) is gener-
ally difficult to fit to periodic functions (sinus and cosinus
functions). Therefore, we use a real Gaussian function as
an envelope of a sum of sinus and cosinus functions, as
follows,
p˜(r) ≈
Ng∑
j
a1,je
−a2,jx2 (a3,jsin (kjx2) a4,jcos (kjx2)) ;
a1, a2, a3, a4 ∈ R (30)
To obtain a small S, the envelope function is constrained
to decay almost to zero at the PAW radius. Further, the
kj are fixed to an exponential series (i.e., k = 1.1j) to
enhance the sinus & cosinus basis completeness, and hence
avoiding duplicate basis set elements.
The fitting procedure is overall satisfactory. As ex-
pected, the accuracy can be improved by increasing the
number of complex Gaussian functions Ng. For instance,
in Figure 5 the 1s NL-projector for Hydrogen is fitted
to a sum of complex Gaussians. For simplicity, spin-
polarization is not taken into account. As expected, for
larger Ng smaller S(α) may be obtained, hence, the error
due to fitting of p˜ in total energy calculations decreases,
reaching the same total energy, up to machine-precision,
than the one obtained with a plane-waves-PAW calcula-
tion. In particular, the number of Gaussian functions Ng
is a convergence parameter in the simulation, as exempli-
fied in the next Section.
f5(x)
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f3(x)
f2(x)
f1(x)
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2.01.51.00.50.0
40
30
20
10
0
38
32
20
19
Ng = 2
E0 = −12.1174524 eV
a
b
s(
E
−
E
0
)
(e
V
)
S(α)
104 103 102 101 100 10−1 10−2 10−3
10−1
10−2
10−3
10−4
10−5
10−6
a
b
s(
E
−
E
0
)
(e
V
)
Figure 5: (Color online) The 1s Hydrogen NL PAW projector [p˜(x)]
is fitted to a sum of complex Gaussians. The number of terms Ng in
Eq. (30) is increased to achieve a better fit [a smaller S(α)]. Top:
The original function [p˜(x)] is shown in solid-black lines on a radial
grid. The fitted functions using Ng equal to 2 [f1(x)] [dashed-blue
line], 19 [f2(x)] [dashed-green line], 20 [f3(x)] [dashed-yellow line],
32 [f4(x)] [dashed-orange line] and 38 [f5(x)] [dashed-red line] are
also shown. In the inset, the area close to the PAW radius, rpaw
is zoomed-in. Bottom: Error in total energies (in hartrees) with
respect to a plane-waves-PAW calculation for Hydrogen in a box.
The results for several Ng values corresponding to different S(α) are
shown. Increasing the number of Gaussian functions improves the
accuracy in the calculated total energy, as expected.
5. Numerical tests
n 1
[ [ Figure 6: The acenesgeneral formula.
In this Section, we show tests on simple systems to eluci-
date the performance of our implementation and the effect
of the Gaussian expansion of the PAW non-local projec-
tors. In particular, we present calculations of total-energy
differences in finite systems, since wavelets are particularly
adapted for charged species in non-periodic boundary con-
ditions.
We first show that our method provides results in agree-
ment with previous and well-established DFT codes, for
the sake of validation. With this aim, we compare total-
6
Molecule Ionization potential (eV)
PAW HGH
Benzene 13.05 12.99
Naphthalene 10.87 10.81
Anthracene 9.55 9.57
Tetracene 8.76 8.77
Table 1: Ionization potential (IP) of the oligoacenes calculated with
energy differences of the neutral and charged species within the LDA.
Several methods are considered: our WVL-PAW implementation and
HGH PPs with WVL basis, for comparison.
energy differences calculated with our WVL-PAW imple-
mentation and with HGH PPs with WVL basis. Here, we
study the acene family of molecules: from benzene to hex-
acene, as a prototype finite system. The general formula
is shown in Figure 6. In Table 1, we show the ionization
potential (IP) of the acenes calculated as
IP =
1
2
(E(N + 2)− E(N)) , (31)
and neglecting spin as a first-order approximation. The
IPs calculated with our WVL-PAW implementation are
within 0.05 eV of those calculated with HGH PPs. As
a further check, the resulting IPs were verified with the
former PW-PAW implementation in ABINIT.
Having verified the accuracy of our method, we now sim-
ulate a relatively more complex and inhomogeneous case
consisting of a C60 molecule doped with a Ti atom at its
center. In Figure 7, we show the convergence of the calcu-
lated ionization potential energy (IP) with respect to the
number of complex Gaussian projectors. As before, the
IP is calculated from total energy differences with Eq. 31.
Interestingly, a relatively small number of Ng = 10 terms
is needed to converge the IP energy to 0.1 eV. This proves
that the Gaussian fit of the PAW projectors might pro-
vide an interesting strategy to express in analytic form a
TR operator. Work is in progress to identify the better
strategy to reduce the computational overhead in the case
when the fit needs a large (e.g. bigger than 40) number of
Gaussians.
In summary, we showed that our WVL-PAW implemen-
tation is accurate and efficient and is appropriate to sim-
ulating complex in-homogeneous systems in non-periodic
boundary conditions.
6. The PAW library
While implementing the WVL-PAW code, the core PAW
routines of ABINIT were assembled, modularized, and
disentangled from the PWs part of the code. The out-
come of this work is a basis-independent, modular and
and stand-alone PAW library written in Fortran 2003. It
is worth noticing that the XC potential is calculated by
using ABINIT or the Libxc package [35]. The library is
now stable and ready to be used in other codes.
IP
(e
V
)
Ng
9080706050403020100
7.72
7.70
7.68
7.66
7.64
7.62
Figure 7: Endohedral doped fullerene with a Ti atom enclosed at
its center; carbon and Ti atoms are shown in gray and blue spheres,
respectively. We show the calculated ionization potential (IP) en-
ergy with respect to the number of complex Gaussian projectors
(Ng terms).
We emphasize that the PAW library is basis indepen-
dent, and hence it can be easily ported to another basis,
as proven by our implementation of PAW in BigDFT. The
only part that remains dependent on the given basis set
are the projections of the pseudo-wavefunctions onto the
non-local projectors 〈Ψ˜|p˜i〉. From the knowledge of these
projections, all quantities involved in the PAW formal-
ism can be computed: occupancy matrix, on-site densities,
self-consistent contribution to the non-local operator, etc.
And this is exactly the purpose of the PAW library. For
more details, please consult the ABINIT documentation,
or the code sources, all modules are self-explanatory.
In the next, the basic modules of the PAW library are
briefly described.
Modules related to basic datatypes:
• m pawrad: contains all functions related to the
PAW radial meshes, such as datatypes and deriva-
tion/integration routines for the different kinds of
meshes (linear or logarithmic).
• m pawtab: used to define tabulated PAW data which
is read from atomic data files, such as core- and local-
potentials and PAW projectors, etc.
• m pawang: contains definitions and functions re-
lated to the angular mesh discretization of the PAW
spheres.
• m paw ij: contains objects expressed in the on-site
partial-wave basis, e.g., the calculated Dij terms.
• m paw an: on-site potentials and densities are defined
here. The potentials/densities are stored in terms of
angular mesh or angular moments for each atom.
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Modules related to high-level objects:
• m pawpsp: module to read PAW atomic data files.
Used to read and calculate data inside the augmenta-
tion spheres, such as potentials and its derivatives.
• m pawcprj: calculates, stores and manipulates c˜ink.
Here we include routines to compute the on-site con-
tribution to the overlap between two states and MPI
communication routines dealing with c˜ink objects.
• m pawrhoij: computes and symmetrizes occupancy
matrix ρij =
∑
nk fnk(c˜
i
nk)
∗c˜jnk. This module also
contains MPI routines to send/distribute/gather the
ρij occupations.
• m pawdij: calculates all contributions to the Dij non-
local pseudopotential terms. This module also com-
putes local Hubbard-U and local exact-exchange con-
tributions to the PAW onsite-potentials.
Low-level modules:
• m paw gaussfit: contains routines used to fit the nu-
meric NL projectors to sums of complex Gaussians,
see 4.
• m pawxc: computes the exchange-correlation poten-
tial/energy in the augmentation regions using devel-
opments over spherical harmonics, see Ref. [23].
• m paw finegrid: contains all routines performing op-
erations (e.g., integrations) on the fine-grid around
each atom.
7. Conclusions
In this work we presented a PAW method in a WVL ba-
sis set. In order to take advantage of WVL properties, we
modified the PAW non-local operator to a sum of Gaus-
sians. Hence, the application of the non-local part of the
Hamiltonian is performed analytically, reducing computa-
tional costs. Our WVL-PAW method was implemented
in ABINIT using the BigDFT library and by creating
a PAW library the method was ported into BigDFT in
stand-alone mode. In addition, the PAW library is sta-
ble and can be used in other codes. In summary, our
new method presents the PAW frozen-core AE accuracy
and the WVL adaptability, locality and systematic con-
vergence. This opens up the possibility to treat large het-
erogeneous systems and large molecules within PAW and
of potentially having an order-N code in PAW.
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Appendix A. The BigDFT Poisson solver for
planewave based-PAW calculations
Finite, isolated or low-dimensional systems are often
simulated using supercells in periodic boundary condi-
tions (BC), such as in plane-wave approaches. In order to
eliminate spurious electrostatic interactions due to neigh-
boring cells, numerous methods are well established and
have been documented in Refs. [36, 37, 38, 39, 40, 41, 42,
43, 44, 45, 46, 47, 48, 49, 50, 51, 52]. Among these ap-
proaches, the BigDFT Poisson solver [45, 49] has proven
successful in treating isolated- or surface-BC by solving
the Hartree Potential in the correct BCs.
In this work, we also add the capability of treating
reduced BCs to the plane-wave PAW implementation of
ABINIT, by generalizing to PAW the BigDFT Poisson
solver. Here, all potentials and densities are calculated in
real-space, as done within WVLs. In particular, the local-
ionic potential is calculated as explained in Section 3.1 and
the Hartree potential is obtained by using the BigDFT
Poisson solver. This approach can be accessed by setting
the user-variable icoulomb to 1 or 2 for free- or surface-
BCs, respectively.
To illustrate advantages of this implementation, we show
in Figure A.8 the convergence with respect to the lateral
unit-cell size (a) for Na in a squared-box. The resulting
total energies are −1304.75 and −1299.59 eV for the neu-
tral and charged systems, respectively. For the reciprocal
space approach (ic=0), these values are obtained after fit-
ting the total energies to an infinite cell-size (a → ∞),
using the Makov-Payne method [37]. As expected, con-
vergence is achieved much faster using the WVL Poisson
solver (ic=1), since spurious interactions between neigh-
boring cells are eliminated.
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