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1. Introduction
It is well known that singularities and factorizations of functions of one variable can be studied
using their state space realizations. In particular, it is a fundamental fact that the singularities of a
matrix-valued rational function of one variable coincide with the singularities of the resolvent in its
minimal realization. Among other things, this provides a convenient proof of the absence of zero-pole
cancellations in a minimal factorization of such a function. See, e.g. [9,10,35,33].
More precisely, any p × qmatrix R of rational functions of a variable z over a ﬁeldK (in otherwords,
a matrix-valued rational function R) which is regular at 0 admits a representation
R = D + C(Im − Az)−1Bz (1.1)
for some m, with A ∈ Km×m, B ∈ Km×q,C ∈ Kp×m,D ∈ Kp×q. Such a representation is called a state
space realization since it exhibitsR as the transfer functionof a linear time-invariant input-state–output-
systemwith state spaceKm, input spaceKq, and output spaceKp. A realization (1.1) is calledminimal if
the state space dimensionm is minimal possible, or equivalently, if the realization is both controllable,
span
n0
ranAnB = Km, (1.2)
and observable,⋂
n0
ker CAn = {0}. (1.3)
A minimal realization is unique up to an isomorphism of the state space. The statement about singu-
larities alluded to above says that the domain of regularity of R (deﬁned as the intersection of the domains
of regularity of its entries), domR, coincides with the set
{Z ∈ K: det(Im − AZ) /= 0}. (1.4)
The state space dimension of the minimal realization of a matrix-valued rational function Rwhich
is regular at zero is called itsMcMillan degree, deg R; for the scalar case (p = q = 1) theMcMillan degree
coincides with the usual degree of a rational function (themaximum of degrees of its coprime numer-
ator and denominator). Given a factorization R = R1R2 where R1 and R2 are matrix-valued rational
functions of appropriate sizes, necessarily deg R  deg R1 + deg R2. A factorization is calledminimal if
this inequality is actually an equality. In aminimal factorization the singularities of each factor remain
the singularities in the product:
domR = domR1 ∩ domR2. (1.5)
This equality is a weak form of the absence of zero-pole cancellations (it takes no account of the multi-
plicities of the poles or the poles at inﬁnity).
In this paper, we generalize the above results on singularities and minimal factorizations to the
setting of noncommutative rational functions. Moreover, as an application of the noncommutative
results, we obtain their commutative counterparts in the setting of matrix-valued rational functions
of several commuting indeterminates. In particular, it follows that both in the noncommutative and in
the commutative case the variety of singularities of a matrix-valued rational function admits a linear
determinantal representation, compare [31, Section 14] and the references there.
Noncommutative rational functions are a skew ﬁeld of fractions (more precisely, the universal
skew ﬁeld of fractions) of the ring of noncommutative polynomials. Essentially, they are obtained
by starting with noncommutative polynomials and applying successive arithmetic operations (see
Section 2 for precise definitions; certain technical details are necessary since in contrast to the com-
mutative case there is no canonical coprime fraction representation for a noncommutative rational
function). They originated from several sources: the general theory of free rings and of skew ﬁelds
(see [16,32,17,19,40,42,41,18,21,20] for comprehensive expositions, and [46,43] for good surveys); the
theoryof ringswith rational identities (see [4], also [13,47,Chapter8]); andrational formerpowerseries
in the theory of formal languages and ﬁnite automata (see [39,48,49,22,23,24,14] for a good survey).
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As established in the latter series of papers, noncommutative rational functions admit a good state space
realization theory. More recently state space realizations of noncommutative rational functions have
ﬁgured prominently inwork on robust control of linear systems subjected to structured possibly time-
varying uncertainty (see [11,12,44]). A comprehensive study of noncommutative realization theory
appears in [5,7,6]; these papers give a uniﬁed framework of structured noncommutative linear systems
for different kinds of realization formulae.
Another important application of noncommutative rational functions appears in the area of Linear
Matrix Inequalities (LMIs, see, e.g. [45]). Most optimization problems of system theory and control
are dimensionless in the sense that the natural variables are matrices of an arbitrary size, and their
domain is described by size-independent polynomial or rational inequalities (see [15,29,30]). State
space realizations are exactly what is needed to convert (numerically unmanageable) rational matrix
inequalities into (highly manageable) linear matrix inequalities (see [31]).
In Section 2, we give a precise definition of (matrix-valued) noncommutative rational functions
and in particular of their domains of regularity.We introduce noncommutative backward shifts which
are the main tool in the proof of our results. While our exposition here for the rational case is self-
contained, backward shifts are a particular instance of a general difference-differential calculus for
noncommutative functions; those are functions on tuples of matrices of all sizes which respect direct
sums and simultaneous similarities [34].
In Section 3, we state and prove that the singularities of a matrix-valued noncommutative rational
function which is regular at zero coincide with the singularities of the resolvent in its minimal state
space realization fora largeclassof realization formulae. This is inparticularof crucial importance in the
applications of the noncommutative realization theory to LMIs.1 We also use this result, via a noncom-
mutative lifting, to establish the following commutative theorem: for a matrix-valued commutative
rational function which is regular at zero, any of its Fornasini–Marchesini realizations (see [25,26])
with theminimal possible state space dimension has the singularities of the resolvent coincidingwith
the singularities of the function.
In Section 4, we recall existence and uniqueness of minimal Fornasini–Marchesini realizations of
a matrix-valued noncommutative rational function (see [5]), and deﬁne the notions of the McMillan
degree and of a minimal factorization. We prove the absence of zero-pole cancellations in a minimal
factorization, both in the noncommutative and in the commutative setting.
Let us remark that different realization formulae lead to different notions of the McMillan degree
and of a minimal factorization which are appropriate for different purposes. For example, Alpay and
Kalyuzhnyi˘-Verbovetzkii˘ [2] use noncommutative Givone–Roesser realizations (see [5,27,28] for the
original commutative version) in the setting of matrix-J-unitary noncommutative rational factoriza-
tions. It would be interesting to compare these different notions.
In the classical setting, one can also deﬁne theMcMillan degree of a rationalmatrix-valued function
without using realizations as the number of zeros (or, equivalently, the number of poles), properly
counted. Moreover, over an algebraically closed ﬁeld, the minimality of a factorization is equivalent to
the absence of zero-pole cancellations in the strong sense, i.e., taking into account the multiplicities
and the behaviour at inﬁnity (see [9, Theorem 4.6]). It would be interesting to ﬁnd analogues of all
these both in the noncommutative and in the commutative setting.
2. Noncommutative rational functions and backward shifts
2.1. Noncommutative rational functions
We now deﬁne precisely matrix-valued noncommutative rational functions, their evaluations on
tuples of matrices, and their domains of regularity.
There are several approaches to deﬁning the skew ﬁeld of noncommutative rational functions (also
called the free skew ﬁeld):
1 A proof of a very special case in [31] occupies pages 147–167.
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• The original construction of Amitsur [4] (see also [13] and especially [47, Chapter 8] for a good
exposition) uses rational expressions and evaluations on a “big” auxilliary skew ﬁeld.
• The construction of Cohn [17,19] (see [18,21] for a detailed exposition) inverts full matrices over
the ring of noncommutative polynomials by localizing this ring at the primematrix ideal of nonfull
matrices.
• The construction of Lewin [40] (based on [32], see also [46,41]) uses Malcev–Neumann series on
the free groupGd (which can be thought of as analogous to Laurent expansions of rational functions
in one variable).
• The construction of Linnell [42] (see also [43]) uses the embedding of the ring of noncommutative
polynomials into the ring of closed densely deﬁned unbounded operators on L2(Gd) commuting
with the action ofGd.
• The construction of Lichtman [41] uses the fact that the ring of noncommutative polynomials is the
universal enveloping algebra of the free Lie algebra, and the embedding of the universal enveloping
algebra of a Lie algebra into a skew ﬁeld of fractions [16] (see also [20]).
Our approach follows [31, Appendix A] and uses rational expressions and evaluations on matrices
of all sizes. This is in fact equivalent to evaluations on a big auxiliary skew ﬁeld (see Remark 2.15
below), but it is somewhatmore concrete and it ﬁtsmorewith our applications.We also pay particular
attention to domains of regularity, andwe buildmatrix-valued rational expressions and functions into
our definitions.
LetFd denote the free semigroup with d generators g1, . . . , gd and the unit element ∅. For w =
gj1 · · · gjm andw′ = gk1 · · · gkl fromFd (words in the alphabet {g1, . . . , gd}) the semigroupmultiplication
is the concatenation:
ww′ = gj1 · · · gjmgk1 · · · gkl
and ∅ ∈Fd plays a role of the empty word: for any w ∈Fd
∅w = w∅ = w.
For a wordw = gj1 · · · gjm ∈Fd deﬁne its transposew = gjm · · · gj1 ∈Fd and its length |w| = m ∈ N,
and deﬁne ∅ = ∅, |∅| = 0.
Let z1, . . . , zd be noncommuting indeterminates, and w = gj1 · · · gjm ∈Fd. Set
zw = zj1 · · · zjm , z∅ = 1.
For a ﬁeldK and for any positive integers p, qwe denote byKp×q〈z1, . . . , zd〉 theK-vector space of all
polynomials in the noncommuting indeterminates z1, . . . , zd with coefﬁcients in K
p×q
; in particular,
K〈z1, . . . , zd〉 is the algebra of noncommutative polynomials (the free associative algebra) overK (and
Kp×q〈z1, . . . , zd〉 is simply p × qmatrices over K〈z1, . . . , zd〉).
For  = (1, . . . ,d) a d-tuple of n × n matrices over any commutative algebra over K and w =
gj1 · · · gjm ∈Fd, we set
w = j1 · · ·jm , ∅ = In.
We evaluate matrix-valued noncommutative polynomials on tuples of matrices using tensor sub-
stitutions. Let T = (T1, . . . , Td) be a d-tuple of n × n generic matrices, i.e., the entries
((Ti)jk: i = 1, . . . , d; j, k = 1, . . . ,n)
are dn2 commuting indeterminates. For P = ∑w∈Fd Pwzw ∈ Kp×q〈z1, . . . , zd〉 (hence Pw ∈ Kp×q and
the sum has only ﬁnitely many nonzero terms), we deﬁne
Pn =
∑
w∈Fd
Pw ⊗ Tw ∈ Kpn×qn[(Ti)jk: i = 1, . . . , d; j, k = 1, . . . ,n] (2.1)
(i.e., Pn is a pn × qn matrix-valued polynomial in the commuting indeterminates ((Ti)jk)). We also
deﬁne, for Z = (Z1, . . . , Zd) ∈ (Kn×n)d, i.e., for Z a d-tuple of n × nmatrices over K
P(Z) = Pn(Z) =
∑
w∈Fd
Pw ⊗ Zw ∈ Kpn×qn. (2.2)
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We nowdeﬁne recursively a p × qmatrix-valued noncommutative rational expression R, its domain of
regularity domR = ∐∞n=1 domn R, where domn R is a Zariski open subset of (Kn×n)d, and its evaluation
on generic matrices
Rn ∈ Kpn×qn((Ti)jk: i = 1, . . . , d; j, k = 1, . . . ,n)
for n ∈NR whereNR is a nonempty subsemigroup ofN.We also deﬁne the evaluation R(Z) ∈ Kpn×qn
for Z = (Z1, . . . , Zd) ∈ domn R.
Deﬁnition 2.1. (1) A noncommutative polynomial P ∈ Kp×q〈z1, . . . , zd〉 is a p × q matrix-valued non-
commutative rational expression with dom P = ∐∞n=1(Kn×n)d,NP = N, and the evaluations are de-
ﬁned by (2.1) and (2.2).
(2) If R1 and R2 are p × q matrix-valued noncommutative rational expressions, then R1 + R2 is a
p × q matrix-valued noncommutative rational expression, dom(R1 + R2) = domR1 ∩ domR2,NR =
NR1 ∩NR2 , and the evaluations are given by
(R1 + R2)n = (R1)n + (R2)n,
(R1 + R2)(Z) = R1(Z) + R2(Z).
(3) IfR1 is ap × qmatrix-valuednoncommutative rational expressionandR2 is aq × rmatrix-valued
noncommutative rational expression, then R1R2 is a p × r matrix-valued noncommutative rational
expression, dom(R1R2) = domR1 ∩ domR2,NR =NR1 ∩NR2 , and the evaluations are given by
(R1R2)n = (R1)n(R2)n,
(R1R2)(Z) = R1(Z)R2(Z).
(4) If R is a p × p matrix-valued noncommutative rational expression and det Rn ∈ K((Ti)jk) is not
zero for some n ∈NR, then R−1 is a p × pmatrix-valued noncommutative rational expression
domR−1 = {Z ∈ domR: det R(Z) /= 0},
NR−1 = {n ∈NR: det Rn /= 0}
and
(R−1)n = (Rn)−1,
R−1(Z) = R(Z)−1.
(5) If Rab, a = 1, . . . , p2, b = 1, . . . , q2, are p1 × q1 matrix-valued noncommutative rational expres-
sions, then R = [Rab]a=1,...,p2; b=1,...,q2 is a p1p2 × q1q2 matrix-valued noncommutative rational expres-
sion
domR =
⋂
a=1,...,p2; b=1,...,q2
domRab,
NR =
⋂
a,b
NRab
and
Rn = [(Rab)n]a=1,...,p2; b=1,...,q2 ,
R(Z) = [Rab(Z)]a=1,...,p2; b=1,...,q2 .
Remark 2.2. It has to be checked that the recursive rules in this definition always produceNR a non-
empty subsemigroup ofN. Clearly,N is a nonempty subsemigroup ofN (item 1), and an intersection
of several nonempty subsemigroups of N is again a nonempty subsemigroup of N (items 2, 3, 5; for
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nonemptiness, notice that if n1 ∈N1, …, ns ∈ Ns then n1 · · ·ns ∈N1 ∩ · · · ∩Ns). For item 4, the fact
thatNR−1 is a subsemigroup of N (it is clearly nonempty) follows from (2.5) below.
Remark 2.3. In generalNR is not a ray (take, e.g., the inverse of [47, Example 8.3.1]). However, it is
always true (see Remarks 2.15 and 2.16 below) that there exists nR ∈ N such that n ∈NR for all n nR.
Remark 2.4. We could have added a semantic rule for forming a matrix-valued rational expression
cR, where c ∈ K and R is a given p × q matrix-valued rational expression, with the same domain of
regularity as R and with obvious evaluation rules. Instead, we chose to view cR as a product (item 3)
of a constant matrix-valued polynomial cIp and of R.
Remark 2.5. Strictly speaking, a matrix-valued polynomial can be viewed as a matrix-valued rational
expression in different ways, since one can either use item 2.1 directly, or combine it in various ways
with items 2, 3, 5. This is however of no consequence since it is clear that the resulting rational
expressions have all the same domain
∐∞
n=1(K
n×n
)d and the same evaluations.
It is clear that domn R = ∅ for n /∈NR, and that if the ﬁeld K is inﬁnite (so that the intersection
of nonempty Zariski open sets is nonempty) then domn R /= ∅ for n ∈NR. It is also clear that the
domain of regularity2 of the rational matrix-valued function Rn of the commuting indeterminates
((Ti)jk) contains domnR (and R(Z) = Rn(Z) ∈ Kpn×qn for Z ∈ domn R). We deﬁne the extended domain of
regularity of R, edomR = ∐∞n=1 edomn R, where edomn R ⊆ (Kn×n)d is the domain of regularity of the
rational matrix-valued function Rn (we set edomn R = ∅ for n /∈NR).
Remark 2.6. IfK is a ﬁnite ﬁeld, then of course it can happen that domn R = ∅ for some n ∈NR. How-
ever, it is always thecase thatdomR /= ∅. Indeed, letn ∈NR, then thereexistsZ = (Z1, . . . , Zd) ∈ (En×n)d
in domn R over someﬁnite extensionE ofK, say [E:K] = m. Take a ring homomorphism φ:E → Km×m
(set φ(α) = A where α is a primitive element of E/K and A is a m × m matrix over K whose mini-
mal polynomial coincides with that of α); it induces a ring homomorphism φn = φ ⊗ IKn×n from En×n
to Knm×nm. Hence for all noncommutative polynomials p and all Z = (Z1, . . . , Zd) ∈ (En×n)d, we have
p(φn(Z1), . . . ,φn(Zd)) = φn(p(Z1, . . . , Zd)). It follows immediately fromDefinition 2.1 that if Z is in domn R
over E then (φn(Z1), . . . ,φn(Zd)) ∈ (Knm×nm)d is in domnm R.
Remark 2.7. It follows immediately from Definition 2.1 that noncommutative rational expressions
respect direct sums and simultaneous similarities. Namely, ifR is ap × qmatrix-valued rational expres-
sion, Z ′ = (Z ′
1
, . . . , Z ′
d
) ∈ domn′ (R) and Z ′′ = (Z ′′1, . . . , Z ′′d) ∈ domn′′ (R) then Z ′ ⊕ Z ′′ ∈ domn′+n′′ (R) and
R(Z ′ ⊕ Z ′′) = R(Z ′) ⊕ R(Z ′′), (2.3)
where
Z ′ ⊕ Z ′′ = (Z ′1 ⊕ Z ′′1, . . . , Z ′d ⊕ Z ′′d);
if Z = (Z1, . . . , Zd) ∈ domn(R) and S ∈ Kn×n is nonsingular then
SZS−1 = (SZ1S−1, . . . , SZdS−1) ∈ domn(R)
and
R(SZS−1) = (Ip ⊗ S)R(Z)(Iq ⊗ S−1). (2.4)
It is also true that extended domains of regularity of noncommutative rational expressions are
closed under direct sums and simultaneous similarities, and that the analogues of (2.3) and (2.4) hold
2 The domain of regularity of a rational matrix-valued function of commuting indeterminates is deﬁned to be the intersection
of the domains of regularity of its entries. The domain of regularity of a scalar rational function is the complement of the zero
set of its denominator in the coprime fraction representation.
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for extended noncommutative rational expressions. Indeed, let Z ′ ∈ edomn′ (R) and Z ′′ ∈ edomn′′ (R).
Since n′,n′′ ∈NR, it follows, possibly after taking a ﬁeld extension in case the ﬁeld K is ﬁnite, that
domn′ (R) and domn′′ (R) are nonempty, hence domn′+n′′ (R) contains (possibly over a ﬁeld extension)
direct sums of d-tuples of square matrices of sizes n′ and n′′. Therefore, Rn′+n′′ (T ′ ⊕ T ′′), where T ′ and
T ′′ are d-tuples of generic matrices of corresponding sizes, is well deﬁned. It follows now immediately
from Definition 2.1 that
Rn′+n′′ (T ′ ⊕ T ′′) = Rn′ (T ′) ⊕ Rn′′ (T ′′); (2.5)
thus Z ′ ⊕ Z ′′ ∈ edomn′+n′′R and the analogue of (2.3) holds. A proof of the statement on simultaneous
similarities follows from the identity
Rn(STS
−1) = (Ip ⊗ S)R(T)(Iq ⊗ S−1) (2.6)
for T a d-tuple of generic matrices.
We proceed to deﬁne a matrix-valued noncommutative rational function by introducing an evalu-
ation-based equivalence relation on matrix-valued noncommutative rational expressions.
Deﬁnition 2.8. Two p × q matrix-valued noncommutative rational expressions R1 and R2 are called
equivalent if (R1)n = (R2)n for all n ∈NR1 ∩NR2 . A p × q matrix-valued noncommutative rational
function R is an equivalence class of p × qmatrix-valued noncommutative rational expressions.
It is clear that if R1 and R2 are equivalent then R1(Z) = R2(Z) for all Z ∈ domR1 ∩ domR2. If the ﬁeld
K is inﬁnite then the converse is clear as well, and by Remark 2.6 the converse holds also for a ﬁnite
ﬁeld K. By Remark 2.7 it is enough to demand the equality in Definition 2.8 for all n large enough. In
fact, it is enough to demand it for arbitrarily large n – see Remarks 2.15 and 2.16 below.
Example 2.9. (1) The 1 × 1 rational expressions r1 = 0 and r2 = 0 · (z1z2 − z2z1)−1 are equivalent,
Nr1 = N,Nr2 = N \ {1}, anddom r1 =
∐
n∈N(K
n×n
)2, dom r2 = {Z = (Z1, Z2) : det(Z1Z2 − Z2Z1) /= 0}.
(2) The 1 × 1 rational expressions r1 = z1z2(z1z2 − z2z1)−1 and r2 = 1 + z2z1(z1z2 − z2z1)−1 are
equivalent,Nr1 =Nr2 = N \ {1}, and dom r1 = dom r2 = {Z = (Z1, Z2) : det(Z1Z2 − Z2Z1) /= 0}.
(3) Using a standard Schur complement calculation we can observe that the 1× 1 rational expres-
sions
r1 =
[
1 0
] [1 − z1 −z2
−z2 1 − z1
]−1 [
1
0
]
,
r2 = (1 − z1 − z2(1 − z1)−1z2)−1
and
r3 = −z−12 (1 − z1)(z2 − (1 − z1)z−12 (1 − z1))−1
are equivalent, and we haveNr1 =Nr2 =Nr3 = N, however
dom r1 =
{
Z = (Z1, Z2) : det
[
1 − Z1 −Z2
−Z2 1 − Z1
]
/= 0
}
,
dom r2 = {Z = (Z1, Z2) : det(1 − Z1) /= 0, det(1 − Z1 − Z2(1 − Z1)−1Z2) /= 0},
dom r3 = {Z = (Z1, Z2) : det(Z2) /= 0, det(Z2 − (1 − Z1)Z−12 (1 − Z1)) /= 0}.
We shall usually denotematrix-valued noncommutative rational expressions by Roman letters and
matrix-valued noncommutative rational functions by German (Fraktur) letters.
For a p × q matrix-valued noncommutative rational function R, we deﬁneNR =
⋃
R∈RNR, and
the extended domain of regularity of R, edomR = ∐∞n=1 edomn R, where edomn R = ∅ for n /∈NR
and edomn R = edomn R for n ∈NR and for any R ∈ R such that n ∈NR; notice that by Definition
2.8, edomn R is independent of the choice of R. We also deﬁne the evaluation of R on generic matrices
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Rn ∈ Kpn×qn((Ti)jk: i = 1, . . . , d; j, k = 1, . . . ,n)
by Rn = Rn.
We deﬁne the domain of regularity of R, domR = ∐∞n=1 domn R, where
domn R =
⋃
R∈R
domn R;
we also deﬁne R(Z) = R(Z) ∈ Kpn×qn for Z ∈ domn R and any R ∈ R with Z ∈ domn R.
Remark 2.10. It is clear thatdomn R = ∅ forn /∈NR, and that if theﬁeldK is inﬁnite thendomn R /= ∅
for n ∈NR. It is also clear that domR ⊆ edomR. It follows from Theorem 3.1 below (and any of the
standard realization theorems, see Section 4 below and the references there) that if R is regular at 0,
meaning that 0 ∈ dom1 R, then domR = edomR; by translation the same holds if dom1 R /= ∅, i.e.,
when the ﬁeld K is inﬁnite, if 1 ∈NR. In particular, when the ﬁeld K is inﬁnite, R is regular at 0 if
and only if it is extended regular at 0 (meaning that 0 ∈ edom1 R). See also Remark 2.12 below.
Remark 2.11. A scalar noncommutative rational expression is a 1 × 1 matrix-valued noncommutative
rational expressionwhich is formedby applying items1–4ofDefinition 2.1 only to 1× 1matrix-valued
noncommutative rational expressions (i.e., no intermediatematrix-valued expressions of higher order
are allowed; e.g., r1 and r2 in Examples 2.9 (1), 2.9 (2), and r2 and r3 in Example 2.9 (3) are scalar, while
r1 in Example 2.9 (3) is not). A noncommutative rational function is an equivalence class of scalar
noncommutative rational expressions.
A p × q matrix-valued noncommutative rational function can be always represented by a p × q
matrix of scalar noncommutative rational expressions; i.e., a p × q matrix-valued noncommutative
rational function is the same as a p × q matrix of noncommutative rational functions. This is shown
explicitly in [31, Appendix A, Proposition 16.9] for the case 1 ∈NR (so that the function is regular
at a scalar point, possibly over a ﬁeld extension in case the ﬁeld K is ﬁnite); it follows in general
since noncommutative rational functions form a skewﬁeld (see Remark 2.16 below). Furthermore (see
Theorem 16.10 and Proposition 16.11, loc. cit.), at least in caseK = R, given any ﬁnite number of points
Z1, . . . , Zk ∈ domR, there exists amatrix R of scalar noncommutative rational expressions, R ∈ R, with
Z1, . . . , Zk ∈ domR.
Remark 2.12. It follows from Theorem 3.1 below (and any of the standard realization theorems, see
Section 4 below and the references there) that for a matrix-valued noncommutative rational function
R regular at 0 (or, by translation, at any scalar point), there exists a matrix-valued noncommutative
rational expression R representingRwith domR = domR = edomR. (Notice with regard to Remark
2.11 that this is in general false if one requires R to be a matrix of scalar noncommutative rational
expressions, even if R is simply a noncommutative 1 × 1 rational function.)
Remark 2.13. Regarding the analogues of the statements of Remark 2.7 for noncommutative rational
functions, simultaneous similaritiesposenoproblem,however, it isnot clear ingeneralwhetherdomR
and edomR are closed under direct sums. It could happen that for some Z ′ and Z ′′ in domR or in
edomR there is no commonnoncommutative rational expressionwhich is regular or extended regular
at both Z ′ and Z ′′. In view of Remarks 2.10 and 2.12, there is no problem in case of a noncommutative
rational functionwhich is regular at a scalar point. In view of Remark 2.3 there is also no problemwith
the extended domain provided we take n large enough (n nR for some R ∈ R).
Remark 2.14. A p × q matrix-valued noncommutative rational expression that is regular at 0 can be
expanded into formal power series in the noncommuting indeterminates z1, . . . , zd with coefﬁcients in
Kp×q (see [39,48,49,23,24,14]). Furthermore, twomatrix-valuednoncommutative rational expressions
that are regular at 0 are equivalent if and only their formal power series expansions coincide.
Proof. Notice that for anyn, (R1)n and (R2)n canbeexpanded into formalpower series in thecommuting
indeterminates ((Ti)jk) with coefﬁcients in K
pn×qn
; furthermore, these commutative formal power
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series are the evaluations of the corresponding noncommutative formal power series on the generic
matrices T1, . . . , Td (using tensor substitutions as in (2.1)). If the noncommutative formal power series
expansions of R1 and of R2 coincide, then it follows that so do the commutative formal power series
expansions of (R1)n and of (R2)n for all n, hence (R1)n = (R2)n for all n and R1 and R2 are equivalent.
Conversely, if R1 and R2 are equivalent then the commutative formal power series expansions of
(R1)n and of (R2)n coincide for all n, so that the noncommutative formal power series expansions
of R1 and of R2 have the same evaluations on d-tuples of generic matrices of all sizes and therefore
coincide. 
It follows that the noncommutative formal power series expansion of a matrix-valued noncom-
mutative rational function R which is regular at 0 is well deﬁned, and we will write in this case
R ∼ ∑w∈Fd Rwzw .
Remark 2.15. Let r be a scalar noncommutative rational expression and assume that rn /= 0 for some
n ∈Nr . Since the ring of central quotients of the ring of generic matrices is a skew ﬁeld [47, Theorem
3.2.6] necessarily det rn /= 0. It follows that if a scalar noncommutative rational expression r is not
equivalent to 0 then r−1 is a scalar noncommutative rational expression, i.e., every nonzero noncom-
mutative rational function is invertible. Therefore, noncommutative rational functions form a skew
ﬁeld of fractions of the ring of noncommutative polynomials.
Unlike in the commutative case, skew ﬁelds of fractions are not unique. However, noncommutative
rational functions are the universal skew ﬁeld of fractions of the ring of noncommutative polynomials.
This means that for every ring homomorphism φ:K〈z1, . . . , zd〉 → L to a skew ﬁeld, there exists a
subring K0 of the skew ﬁeld of noncommutative rational functions containing K〈z1, . . . , zd〉 and a
homomorphism θ:K0 → L extending φ so that every r ∈ K0 with θ(r) /= 0 is invertible in K0. This is
essentially the “ﬁrst fundamental theorem” of Amitsur. For a scalar noncommutative rational expres-
sion r,we let θ(r)be theevaluation r(φ(z1), . . . ,φ(zd)) similarly toDefinition2.1as longas thisevaluation
is deﬁned. It has only to be checked that if r is equivalent to 0 then r(φ(z1), . . . ,φ(zd)) is either 0 or
undeﬁned. But r equivalent to 0 means that r is a rational identity for the skew ﬁeld of fractions of the
ring of generic matrices of any size, hence (see [47, Theorem 8.3.3 and Corollary 8.2.16]) r is a rational
identity for a skew ﬁeld D that is inﬁnite dimensional over an inﬁnite centre, hence [47, Theorem
8.2.15] r is a rational identity for any skew ﬁeld over K, in particular for L.
This argument proves a bit more since it is easily seen from the ultraproduct construction in [47,
Corollary 8.2.16] that the statement of the corollary holds if we replace the collection of all skew ﬁelds
of ﬁnite degree by a sequencewith degrees tending to inﬁnity. Hence a scalar noncommutative rational
expression r such that rn = 0 for arbitrarily largen is equivalent to0, and for any scalarnoncommutative
rational expression r, n ∈Nr for n large enough.
Remark 2.16. A square, say p × pmatrix over a skew ﬁeld is either invertible or nonfull (meaning that
it can be written as a product of a p × qmatrix and a q × pmatrix with q < p). Let R be a square matrix
of scalar noncommutative rational expressions representing a matrix R of noncommutative rational
functions. If R is not full then necessarily det Rn(T) = 0 for all n ∈NR; hence if the matrix-valued
noncommutative rational expressionR−1 is deﬁned thenR is invertible. It follows that amatrix-valued
noncommutative rational function can be always represented by a matrix of scalar noncommutative
rational expressions.
If R is now a square matrix-valued noncommutative rational expression representing amatrix-val-
ued noncommutative rational functionR andQ is amatrix of scalar noncommutative rational expres-
sions representing R
−1
, then det Rn(T)detQn(T) = 1 for n ∈NR ∩NQ , in particular det Rn(T) /= 0.
Combining this with the second part of the last statement of the previous remark, it follows that for
any matrix-valued noncommutative rational expression R, n ∈NR for n large enough.
Applying the ﬁrst part of the last statement of the previous remark to the entries of a matrix of
noncommutative rational functions we see that a matrix-valued noncommutative rational expression
R such that Rn = 0 for arbitrarily large n is equivalent to 0.
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2.2. Noncommutative backward shifts
We now deﬁne recursively left backward shiftsLj(R), j = 1, . . . , d, of a matrix-valued noncommu-
tative rational expression Rwhich is regular at 0.
Deﬁnition 2.17. (1) For a matrix-valued noncommutative polynomial P ∈ Kp×q〈z1, . . . , zd〉, P(z) =∑
w∈Fd Pwz
w , set
Lj(P) =
∑
w∈Fd
Pgjwz
w ∈ Kp×q〈z1, . . . , zd〉. (2.7)
(2) IfR1 andR2 arep × qmatrix-valuednoncommutative rational expressionswhichareboth regular
at 0, then
Lj(R1 + R2) =Lj(R1) +Lj(R2). (2.8)
(3) IfR1 is ap × qmatrix-valuednoncommutative rational expressionandR2 is aq × rmatrix-valued
noncommutative rational expression, and both R1 and R2 are regular at 0, then
Lj(R1R2) =Lj(R1)R2 + R1(0)Lj(R2). (2.9)
(4) If R is a p × pmatrix-valued noncommutative rational expression regular at 0 and det R(0) /= 0,
then
Lj(R
−1) = −R(0)−1Lj(R)R−1. (2.10)
(5) If Rab, a = 1, . . . , p2, b = 1, . . . , q2, are p1 × q1 matrix-valued noncommutative rational expres-
sionswhich are all regular at 0, and R = [Rab]a=1,...,p2; b=1,...,q2 , thenLj(R) = [(Lj(R))ab]a=1,...,p2; b=1,...,q2
(Lj(R))ab =Lj(Rab). (2.11)
Remark 2.18. (Compare with Remark 2.5.) It has to be checked that items 1, 2, 3 and 5 are compatible
formatrix-valued noncommutative polynomials; in otherwords, (2.8), (2.9) and (2.11) hold formatrix-
valuednoncommutativepolynomialswhen left backward shifts aredeﬁnedby (2.7). For (2.8) and (2.11)
this is obvious. It sufﬁces now to verify (2.9) on monomials, which is straightforward.
It is clear thatLj(R) is a matrix-valued noncommutative rational expression with domLj(R) =
domR. We will see that edomLj(R) ⊇ edomR, as a corollary of the following key fact about left
backward shifts.
Theorem 2.19. Let R be a p × q matrix-valued noncommutative rational expression regular at 0. Let Z ∈
domn R, and let W = (W1, . . . ,Wd) ∈ (K1×n)d. Then[
Z 0
W 0
]
=
([
Z1 0
W1 0
]
, . . . ,
[
Zd 0
Wd 0
])
∈ domn+1 R
and
R
([
Z 0
W 0
])
=
⎡
⎢⎣
R(Z) 0
d∑
j=1
(Ip ⊗ Wj)Lj(R)(Z) R(0)
⎤
⎥⎦ . (2.12)
Proof. The fact that
[
Z 0
W 0
]
∈ domn+1 R follows immediately fromDefinition 2.1 (cf. Remark 2.7). It is
straightforward that (2.12) holds when R is a constant or a monomial of degree 1. If (2.12) is true for R1
and for R2 then it is clearly true for R = R1 + R2, and if (2.12) is true for Rab, a = 1, . . . , p2, b = 1, . . . , q2,
then it is clearly true for R = [Rab].
Now, assume that (2.12) is true for a p × q matrix-valued noncommutative rational expression R1
and for a q × r matrix-valued noncommutative rational expression R2. Then
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(R1R2)
([
Z 0
W 0
])
= R1
([
Z 0
W 0
])
R2
([
Z 0
W 0
])
=
⎡
⎢⎣
R1(Z) 0
d∑
j=1
(Ip ⊗ Wj)Lj(R1)(Z) R1(0)
⎤
⎥⎦
⎡
⎢⎣
R2(Z) 0
d∑
j=1
(Iq ⊗ Wj)Lj(R2)(Z) R2(0)
⎤
⎥⎦
=
⎡
⎢⎣
R1(Z)R2(Z) 0
d∑
j=1
(Ip ⊗ Wj)Lj(R1)(Z)R2(Z)+R1(0)
d∑
j=1
(Iq ⊗ Wj)Lj(R2)(Z) R1(0)R2(0)
⎤
⎥⎦
=
⎡
⎢⎣
R1(Z)R2(Z) 0
d∑
j=1
(Ip ⊗ Wj)(Lj(R1)(Z)R2(Z) + (R1(0) ⊗ In)Lj(R2)(Z)) R1(0)R2(0)
⎤
⎥⎦
=
⎡
⎢⎣
(R1R2)(Z) 0
d∑
j=1
(Ip ⊗ Wj)Lj(R1R2)(Z) (R1R2)(0)
⎤
⎥⎦ .
Here we have used the obvious identity
R1(0)(Iq ⊗ Wj) = R1(0) ⊗ Wj = (Ip ⊗ Wj)(R1(0) ⊗ In)
and (2.9). Thus (2.12) is true for the p × r matrix-valued noncommutative rational expression R1R2.
Finally, assume that (2.12) is true for a p × pmatrix-valued noncommutative rational expression R
with det R(0) /= 0. Then
R−1
([
Z 0
W 0
])
= R
([
Z 0
W 0
])−1
=
⎡
⎢⎣
R(Z) 0
d∑
j=1
(Ip ⊗ Wj)Lj(R)(Z) R(0)
⎤
⎥⎦
−1
=
⎡
⎢⎣
R(Z)−1 0
−R(0)−1
(
d∑
j=1
(Ip ⊗ Wj)Lj(R)(Z)
)
R(Z)−1 R(0)−1
⎤
⎥⎦
=
⎡
⎢⎣
R(Z)−1 0
d∑
j=1
(Ip ⊗ Wj)(−(R(0)−1 ⊗ In)Lj(R)(Z)R(Z)−1) R(0)−1
⎤
⎥⎦
=
⎡
⎢⎣
R−1(Z) 0
d∑
j=1
(Ip ⊗ Wj)Lj(R−1)(Z) R−1(0)
⎤
⎥⎦ .
Here we have used the obvious identity
R(0)−1(Ip ⊗ Wj) = R(0)−1 ⊗ Wj = (Ip ⊗ Wj)(R(0)−1 ⊗ In),
and (2.10). Thus (2.12) is true for the matrix-valued noncommutative rational expression R−1.
The proof is complete. 
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Corollary 2.20. For any matrix-valued noncommutative rational expression R which is regular at 0
edomLj(R) ⊇ edomR.
Proof. Similarly to Remark 2.7, Rn+1
([
T 0
W 0
])
, where T is a d-tuple of n × n generic matrices and
W ∈ (K1×n)d, is well deﬁned. Also, if Z ∈ edomn R then
[
Z 0
W 0
]
∈ edomn+1 R. Analogously to (2.12)
Rn+1
([
T 0
W 0
])
=
⎡
⎢⎣
Rn(T) 0
d∑
j=1
(Ip ⊗ Wj)(Lj(R))n(T) R(0)
⎤
⎥⎦ . (2.13)
Assume now that Z ∈ edomnR. Then Z belongs to the domain of regularity of the matrix-valued
rational functionof commuting indeterminateson the left-handside, hencealsoon the right-handside,
of (2.13), for anyW = (W1, . . . ,Wd) ∈ (K1×n)d. Let us ﬁx some j ∈ {1, . . . , d}, and letWi = 0 for all i /= j.
Then the right-hand side of (2.13) shows that Z belong to the domain of regularity of (Ip ⊗ Wj)(Lj(R))n.
LettingWj run over the standard basis of K
1×n
, we deduce that Z belongs to the domain of regularity
of (Lj(R))n, i.e., Z ∈ edomnLj(R). 
Example 2.21. In general, edomLj(R) /= edomR; e.g., take a scalar rational expression r = z1(1 −
z2)
−1, thenL2(r) = 0 · (1 − z2)−1 + 0 · (−1 · (−1) · (1 − z2)−1), so thatL2(r) is equivalent to 0.
Corollary 2.22. If R1 and R2 are two equivalent matrix-valued rational expressions that are both regular
at 0 thenLj(R1) andLj(R2) are also equivalent.
Proof. The statement follows from (2.13) using an argument similar to the last paragraph in the proof
of Corollary 2.20 above. 
Corollary 2.22 allows us to deﬁne left backward shiftsLjR of a matrix-valued noncommutative
rational function R which is regular at 0:LjR is the equivalence class ofLj(R) for any R ∈ R which
is regular at 0. We have
domLjR ⊇ domR, edomLjR ⊇ edomR,
where the second inclusion follows from Corollary 2.20. (As shown by Example 2.21 both inclusions
can be strict: 0 ∈ L2(r) where r is the equivalence class of r, hence domL2(r) = edomL2(r) = dom0.)
The notion of right noncommutative backward shifts is developed in an analogous manner. We
ﬁrst deﬁne recursively right backward shifts Rj(R), j = 1, . . . , d, of a matrix-valued noncommutative
rational expression Rwhich is regular at 0.
Deﬁnition 2.23. (1) For a matrix-valued noncommutative polynomial P ∈ Kp×q〈z1, . . . , zd〉, P(z) =∑
w∈Fd Pwz
w , set
Rj(P) =
∑
w∈Fd
Pwgj z
w ∈ Kp×q〈z1, . . . , zd〉. (2.14)
(2) IfR1 andR2 arep × qmatrix-valuednoncommutative rational expressionswhichareboth regular
at 0, then
Rj(R1 + R2) =Rj(R1) +Rj(R2). (2.15)
(3) IfR1 is ap × qmatrix-valuednoncommutative rational expressionandR2 is aq × rmatrix-valued
noncommutative rational expression, and both R1 and R2 are regular at 0, then
Rj(R1R2) = R1Rj(R2) +Rj(R1)R2(0). (2.16)
(4) If R is a p × pmatrix-valued noncommutative rational expression regular at 0 and det R(0) /= 0,
then
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Rj(R
−1) = −R−1Rj(R)R(0)−1. (2.17)
(5) If Rab, a = 1, . . . , p2, b = 1, . . . , q2, are p1 × q1 matrix-valued noncommutative rational expres-
sions which are all regular at 0, and R = [Rab]a=1,...,p2; b=1,...,q2 , thenRj(R) = [(Rj(R))ab]a=1,...,p2; b=1,...,q2
(Rj(R))ab =Rj(Rab). (2.18)
An analogue of Remark 2.18 holds, and it is clear that Rj(R) is a matrix-valued noncommutative
rational expression with domRj(R) = domR. We have the following analogue of Theorem 2.19, with
an analogous proof.
Theorem 2.24. Let R be a p × q matrix-valued noncommutative rational expression regular at 0. Let Z ∈
domn R, and let W = (W1, . . . ,Wd) ∈ (Kn×1)d. Then[
Z W
0 0
]
=
([
Z1 W1
0 0
]
, . . . ,
[
Zd Wd
0 0
])
∈ domn+1 R
and
R
([
Z W
0 0
])
=
⎡
⎢⎣R(Z)
d∑
j=1
Rj(R)(Z)(Iq ⊗ Wj)
0 R(0)
⎤
⎥⎦ . (2.19)
Analogues of Corollaries 2.20 and 2.22 follow and allow us to deﬁne right backward shiftsRjR of
a matrix-valued noncommutative rational function R which is regular at 0, with
domRjR ⊇ domR, edomRjR ⊇ edomR.
Remark 2.25. Let R be a p × q matrix-valued noncommutative rational function which is regular at
0, and let
R ∼
∑
w∈Fd
Rwz
w
(see Remark 2.14). Then
LjR ∼
∑
w∈Fd
Rgjwz
w (2.20)
and
RjR ∼
∑
w∈Fd
Rwgj z
w. (2.21)
For a proof of (2.20), we will use a recognizable series realization [39,48,49,23,24] (see also [14,5]):
R can be represented by a rational expression R of the form
R(z) = C(Im − A1z1 − · · · − Adzd)−1B (2.22)
for some m, with Aj ∈ Km×m, j = 1, . . . , d, B ∈ Km×q,C ∈ Kp×m. Therefore, Rw = CAwB. On the other
hand (up to a trivial equivalence)
Lj(R) = CAj(Im − A1z1 − · · · − Adzd)−1B
(see Definition 2.17, especially item 4). Thus
(LjR)w = CAjAwB = Rgjw
as required. A proof of (2.21) is analogous.
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Remark 2.26. LetR be amatrix-valued noncommutative rational functionwhich is regular at 0. Then
R − R(0) =
d∑
j=1
zj ·LjR (2.23)
and
R − R(0) =
d∑
j=1
RjR · zj. (2.24)
These formulae, which provide unique3 solutions of noncommutative left and right analogues of Glea-
son’s problem (for a multivariable commutative version see, e.g. [3]), follow immediately from (2.20)
and (2.21). Alternatively, they can be proved on the level of rational expression using the recursive
definition of shifts.
3. Singularities and minimal state space realizations
3.1. The noncommutative setting
Let us state now our main singularities result.
Theorem 3.1. LetRbeap × qmatrix-valuednoncommutative rational function representedby the expres-
sion
R = D(z) + C(z)(Im − A1z1 − · · · − Adzd)−1B(z) (3.1)
for some m, where Ak ∈ Km×m, k = 1, . . . , d,B(z) =
∑
|w|=lB Bwz
w and C(z) = ∑|w|=lC Cwzw are homoge-
neous noncommutative polynomials with coefﬁcients Bw ∈ Km×q, Cw ∈ Kp×m, and D(z) is a noncommu-
tative polynomial with coefﬁcients in Kp×q. Assume that
span
v,w∈Fd , |w|=lB
ranAvBw = Km, (3.2)
⋂
v,w∈Fd , |w|=lC
CwA
v = {0}. (3.3)
Then
edomR = domR
=
∞∐
n=1
{
Z ∈
(
Kn×n
)d
: det(Im ⊗ In − A1 ⊗ Z1 − · · · − Ad ⊗ Zd) /= 0
}
. (3.4)
Remark 3.2. A representation (3.1) is a very general form of a state space realization formula. The
degree of the noncommutative polynomial D(z) does not usually exceed lB + lC ; this is however of
no importance for Theorem 3.1. Let us list the most important special cases where Theorem 3.1 is
applicable:
• lB = lC = 0, D(z) = 0 – recognizable series realization [39,48,49,23,24,14];
• lB = 1, lC = 0, D(z) a constant matrix – noncommutative Fornasini–Marchesini (FM) realization [5]
(see [25,26] for the original commutative version);
• lB = lC = 1, D(z) = D1z1 + · · · + Ddzd – noncommutative Kaliuzhnyi-Verbovetskyi realization [8]
(see [37] for the original commutative version);
• lB = lC = 1, D(z) a noncommutative polynomial of degree two – pure butterﬂy realization [31].
3 The uniqueness follows from the fact that a noncommutative formal power series has a uniquely determined part which
contains all monomials starting (ending) with zj , for every j ∈ {1, . . . , d}.
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A representation (3.1) is called controllable (resp., observable) if (3.2) (resp. (3.3)) holds, and minimal
if it is both controllable and observable. Notice that in all the special cases mentioned above, these
definitions coincide with the original ones. On the other hand, while structured noncommutative
realizations of [5,7,6] are also of the form (3.1), the definitions of controllability and observability for
these realizations are different, and the analogue of Theorem 3.1 may be false.
Proof of Theorem 3.1.Without loss of generality, we may assume that D(z) = 0. It is clear that
edomR ⊇domR
⊇
∞∐
n=1
{
Z ∈ (Kn×n)d: det(Im ⊗ In − A1 ⊗ Z1 − · · · − Ad ⊗ Zd) /= 0
}
.
Conversely, assume that Z ∈ edomn R. We will show that
det(Im ⊗ In − A1 ⊗ Z1 − · · · − Ad ⊗ Zd) /= 0.
LetL = (L1, . . . ,Ld), R = (R1, . . . ,Rd), and let w = gj1 · · · gjl ∈Fd. We setL
w =Lj1 · · ·Ljl ,
Rw =Rj1 · · ·Rjl . Then for |w| lB, w = v′v with |v| = lB, we get (up to a trivial equivalence)
Rw(R) = C(z)(Im − A1z1 − · · · − Adzd)−1Av′Bv + P,
where P is amatrix-valued noncommutative polynomial (herewemake use of the homogeneity of the
noncommutative polynomial B(z)). Since Z ∈ edomn R, Z ∈ edomnRwR = edomnRw(R). Therefore
Z ∈ edomn(C(z)(Im − A1z1 − · · · − Adzd)−1Av′Bv),
i.e., the pn × qnmatrix-valued rational function
C(T)(Im ⊗ In − A1 ⊗ T1 − · · · − Ad ⊗ Td)−1(Av′Bv ⊗ In)
is regular at Z . Now (3.2) implies that the pn × mnmatrix-valued rational function C(T)(Im ⊗ In − A1 ⊗
T1 − · · · − Ad ⊗ Td)−1 is regular at Z . In other words, Z ∈ edomn S where
S = C(z)(Im − A1z1 − · · · − Adzd)−1
is a p × mmatrix-valued noncommutative rational expression.
Next, for |w| lC , w = v′v with |v| = lC , we get (up to a trivial equivalence)
Lw(S) = CvAv′ (Im − A1z1 − · · · − Adzd)−1
(here we make use of the homogeneity of the noncommutative polynomial C(z)). Since Z ∈ edomn S,
Z ∈ edomnLw(S). Therefore, the pn × mnmatrix-valued rational function
(CvA
v′ ⊗ In)(Im ⊗ In − A1 ⊗ T1 − · · · − Ad ⊗ Td)−1
is regular at Z . Alternatively, themn × pnmatrix-valued rational function
(Im ⊗ In − A1 ⊗ T1 − · · · − Ad ⊗ Td )−1(A
v′
Cv ⊗ In)
is regular at Z . Now (3.3) is equivalent to
span
v′ ,v∈Fd , |v|=lC
ran Av
′
Cv = Km,
which implies that themn × mnmatrix-valued rational function
(Im ⊗ In − A1 ⊗ T1 − · · · − Ad ⊗ Td )−1
is regular at Z . Alternatively
(Im ⊗ In − A1 ⊗ T1 − · · · − Ad ⊗ Td)−1
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is regular at Z .
Consider the m × m matrix-valued noncommutative rational expression Q = (Im − A1z1 − · · · −
Adzd)
−1. Since
Qn · (Im ⊗ In − A1 ⊗ T1 − · · · − Ad ⊗ Td) = Im ⊗ In,
we have
detQn · det(Im ⊗ In − A1 ⊗ T1 − · · · − Ad ⊗ Td) = 1.
Since Qn is regular at Z , so is detQn, and we can specialize the last displayed equation to Z:
detQn(Z) · det(Im ⊗ In − A1 ⊗ Z1 − · · · − Ad ⊗ Zd) = 1.
Therefore
det(Im ⊗ In − A1 ⊗ Z1 − · · · − Ad ⊗ Zd) /= 0
as required.
3.2. The commutative setting
As a simple application of our noncommutative singularities result, we obtain its commutative
counterpart.
Theorem 3.3. Let R be a p × q matrix-valued rational function in d commuting indeterminates z1, . . . , zd
(over the ﬁeld K) which is regular at 0. Then for any commutative Fornasini–Marchesini realization
R = D + C(Im − A1z1 − · · · − Adzd)−1(B1z1 + · · · + Bdzd) (3.5)
with theminimalpossiblem (such realizationsalwaysexist),whereAk ∈ Km×m,Bk ∈ Km×q, k = 1, . . . , d,C ∈
Kp×m,D ∈ Kp×q, the domain of regularity of R, dom R, coincides with
{Z = (Z1, . . . , Zd) ∈ Kd: det(Im − A1Z1 − · · · − AdZd) /= 0}.
Proof. First of all, let us note that Fornasini–Marchesini realizations of a p × qmatrix-valued rational
function R in d commuting indeterminates z1, . . . , zd (over the ﬁeld K) which is regular at 0, always
exist (see [26] or [1]). Consider any such a realization (3.5) with the minimal possible state-space
dimension m. Let R be a p × q matrix-valued noncommutative rational function, which is a lifting
of R, i.e., R1 = R, obtained as follows: we lift (3.5) to a noncommutative rational expression R of the
form (4.1), with the same data A1, . . . ,Ad, B1, . . . ,Bd, C,D, by replacing the commuting indeterminates
zk in (3.5) by the noncommuting indeterminates zk , k = 1, . . . , d. Then R determines a p × q matrix-
valued noncommutative rational functionR and serves as its noncommutative Fornasini–Marchesini
realization (see Section 4 and the references there for details).
The latter realization R is minimal. Indeed, if it is not, one can compress it to a minimal one, RX,
whose data are AX
k
= PXAk|X, BXk = PXBk , k = 1, . . . , d, CX = C|X, DX = D, where
X = PXoXc , Xc = span
w∈Fd , k=1,...,d
AwBkK
q
, Xo = span
w∈Fd
AwCKp
(see [5] for details). Replacing now the noncommuting indeterminates zk by the commuting indeter-
minates zk , k = 1, . . . , d, in the expression RX, we obtain another commutative Fornasini–Marchesini
realization of R:
R = DX + CX(Im − AX1 z1 − · · · − AXd zd)−1(BX1 z1 + · · · + BXd zd)
with dimX < m, which contradicts to our choice ofm.
The statement of the theorem now follows from Theorem 3.1, where we specialize the conclusions
to edom1 R, which coincides with dom R. 
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Remark 3.4. It is well known (see, e.g. [26]) that two Fornasini–Marchesini realizations of the form
(3.5) of a p × q matrix-valued rational function in d commuting indeterminates z1, . . . , zd (over the
ﬁeld K) which is regular at 0, with the minimal possible state space dimensionm
R = D1 + C1(Im − A11z1 − · · · − A1dzd)−1(B11z1 + · · · + B1dzd)
= D2 + C2(Im − A21z1 − · · · − A2dzd)−1(B21z1 + · · · + B2dzd)
can be nonsimilar (i.e., there is no nonsingular matrix S ∈ Km×m such that A1
k
= SA2
k
S−1, B1
k
= SB2
k
,
k = 1, . . . , d, C1 = C2S−1,D1 = D2). This happens, e.g., when those realizations arise from two different
noncommutative liftings of R. For example, let R = z1z2, R1 = z1z2, R2 = z2z1. Then
R1 = D1 + C1(Im − A11z1 − · · · − A1dzd)−1(B11z1 + · · · + B1dzd),
R2 = D2 + C2(Im − A21z1 − · · · − A2dzd)−1(B21z1 + · · · + B2dzd),
where m = 2, A1
1
=
[
0 1
0 0
]
= A2
2
, A1
2
=
[
0 0
0 0
]
= A2
1
, B1
1
=
[
0
0
]
= B2
2
, B1
2
=
[
0
1
]
= B2
1
, C1 = [1 0] = C2,
D1 = 0 = D2, are twominimalnoncommutativeFornasini–Marchesini realizationsofR1 andR2, respec-
tively. Clearly, replacing noncommuting indeterminates z1, z2 by the commuting indeterminates z1, z2
in these realizations, we obtain two nonsimilar commutative Fornasini–Marchesini realizations of R =
z1z2. Nevertheless, it is easy to see that the singularity set of the resolvent in eachof these commutative
Fornasini–Marchesini realizations is empty, as it is for R = z1z2.
Remark 3.5. Theorem3.3 shows that the requirementof theminimalpossible state spacedimension in
a Fornasini-Marchesini realization of amatrix-valued commutative rational function is exactlywhat is
needed for the singularity statement. It can be easily demonstrated by examples that certain controlla-
bility and observability conditions or aweaker requirement ofminimality of a realizationwith respect
to system dilations will not work (for the notions of minimality, controllability and observability in
the setting of commutative Kaliuzhnyi–Verbovetskyi systems, see [38,36], and for a more general
treatment of system dilations, for various types of multidimensional systems in the commutative and
in the noncommutative setting, see [8]).
4. Minimal factorizations
4.1. The noncommutative setting
We ﬁrst recall the state space realization theory for matrix-valued noncommutative rational func-
tions, in the setting of noncommutative Fornasini–Marchesini (FM) realizations. The results appear in
[5] (in amore general setting of structured noncommutative system realizations) though an equivalent
theory has appeared earlier in [39,48,49,23,24] (see [14] for a survey) in the setting of recognizable
series realizations.
Any p × q matrix-valued noncommutative rational function R which is regular at 0 can be repre-
sented by a matrix-valued noncommutative rational expression of the form
R = D + C(Im − A1z1 − · · · − Adzd)−1(B1z1 + · · · + Bdzd) (4.1)
for some m and matrices Ak ∈ Km×m,Bk ∈ Km×q, k = 1, . . . , d, C ∈ Kp×m, D ∈ Kp×q. Such a represen-
tation is called a noncommutative FM realization since it exhibits R as the transfer function of a non-
commutative FM system with the evolution on the free semigroupFd. A realization (4.1) is called
minimal if the state space dimension m is minimal possible, or equivalently, if the realization is both
controllable,
span
w∈Fd , k∈{1,...,d}
ranAwBk = Km, (4.2)
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and observable,⋂
w∈Fd
ker CAw = {0}. (4.3)
Aminimal noncommutative FM realization is unique up to an isomorphism of the state spaceKm. We
will call the state space dimension m of the minimal noncommutative FM realization the McMillan
degree of R, degR.
As already noticed in Remark 3.2, a noncommutative FM realization is a special case of the rep-
resentation (3.1), and (4.2) and (4.3) are the specializations of (3.2) and (3.3), respectively, to this
case.
The following result is probably well known, at least for commutative FM realizations; it can be
easily proved, similarly to the 1D case, using either the cascade connection of the corresponding
noncommutative FM systems or direct algebraic calculations.
Proposition 4.1. Let
R1 = D1 + C1(Im − A11z1 − · · · − A1dzd)−1(B11z1 + · · · + B1dzd), (4.4)
R2 = D2 + C2(Im − A21z1 − · · · − A2dzd)−1(B21z1 + · · · + B2dzd) (4.5)
be noncommutative FM realizations of p × q and q × r matrix-valued noncommutative rational functions
R1 and R2, respectively. Then
R = D + C(Im − A1z1 − · · · − Adzd)−1(B1z1 + · · · + Bdzd), (4.6)
where
Ak =
[
A1
k
B1
k
C2
0 A2
k
]
, Bk =
[
B1
k
D2
B2
k
]
, k = 1, . . . , d, (4.7)
C= [C1 D1C2] , D = D1D2
is a noncommutative FM realization of the p × r matrix-valued noncommutative rational function R =
R1R2.
We call the realization (4.6) and (4.7) the cascade connection of the realizations (4.4) and (4.5).
Given a factorizationR = R1R2, we can takeminimal noncommutative FM realizations ofR1 and
ofR2 in (4.4) and in (4.5); thestate spacedimensionof thecascadeconnection is thendegR1 + degR2,
so that necessarily degR degR1 + degR2. A factorization R = R1R2 is called minimal if this
inequality is actually an equality; equivalently, the cascade connection of minimal noncommutative
FM realizations of R1 and of R2 is a minimal noncommutative FM realization of R.
We proceed now to show that, as in the 1D case, in a minimal factorization there are no zero-pole
cancellations: the singularities of each factor remain singularities in the product.
Theorem 4.2. Let R = R1R2 be a minimal factorization of R, where R1,R2 and R are matrix-valued
noncommutative rational functions which are regular at 0, Then
edomR = edomR1 ∩ edomR2. (4.8)
We recall that for a matrix-valued noncommutative rational function which is regular at 0 the
extended domain of regularity coincides with the domain of regularity (see Theorem 3.1). Thus (4.8)
can be rewritten as
domR = domR1 ∩ domR2.
Proof of Theorem 4.2 Let (4.4) and (4.5) be minimal noncommutative FM realizations of R1 and of
R2, respectively. Since R = R1R2 is a minimal factorization, the cascade connection (4.6) and (4.7)
is a minimal noncommutative FM realization of R. By Theorem 3.1
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edomR1 =
∞∐
n=1
{
Z ∈ (Kn×n)d: det(Im ⊗ In − A11 ⊗ Z1 − · · · − A1d ⊗ Zd) /= 0
}
,
edomR2 =
∞∐
n=1
{Z ∈ (Kn×n)d: det(Im ⊗ In − A21 ⊗ Z1 − · · · − A2d ⊗ Zd) /= 0},
edomR =
∞∐
n=1
{Z ∈ (Kn×n)d: det(Im ⊗ In − A1 ⊗ Z1 − · · · − Ad ⊗ Zd) /= 0}.
It follows from (4.7) that
det(Im ⊗ In − A1 ⊗ Z1 − · · · − Ad ⊗ Zd)
= det(Im ⊗ In − A11 ⊗ Z1 − · · · − A1d ⊗ Zd)
·det(Im ⊗ In − A21 ⊗ Z1 − · · · − A2d ⊗ Zd).
Therefore, Z ∈ edomR if and only if Z ∈ edomR1 ∩ edomR2. 
Remark 4.3. Let R be a p × p matrix-valued noncommutative rational function which is regular and
invertible at 0. Let (4.1) be a noncommutative FM realization of R. Similarly to the 1D case, it can be
shown that
R× = D× + C×(Im − A×1 z1 − · · · − A×d zd)−1(B×1 z1 + · · · + B×d zd), (4.9)
where
A×
k
= Ak − BkD−1C, B×k = BkD−1, k = 1, . . . , d, (4.10)
C× = −D−1C, D× = D−1
is a noncommutative FM realization of R
−1
, which is minimal if and only if the original realization of
R is minimal. As in the 1D case (see [9,10]), it follows that minimal factorizations of R are in a one-
to-one correspondence with pairs of complementary subspaces of Km which are jointly invariant for
A1, . . . ,Ad and for A
×
1
, . . . ,A×
d
, respectively. Of course, a given matrix-valued noncommutative rational
function can have no minimal factorizations; this can happen already in the 1D case.
4.2. The commutative setting
As we already mentioned in Section 3 (see the proof of Theorem 3.3), any p × q matrix-valued
commutative rational function Rwhich is regular at 0 admits a Fornasini–Marchesini realization (3.5).
If the state spacedimensionm in such a realization isminimal possible, itwill be said to be theMcMillan
degree of R, deg R, and the realizationwill be said to beminimal. Aswe noticed in Remark 3.4, aminimal
FM realization of R is essentially non-unique (though, of course, its state space dimension m = deg R
is determined uniquely).
Remark 4.4. It is interesting to check whether in the case p = q = 1, i.e., for R a scalar commutative
rational function, it is true that the McMillan degree of R coincides with the maximum of the degrees
of the numerator and the denominator in the coprime fraction representation.
Remark 4.5. It would be interesting to compare theMcMillan degree of the noncommutative rational
function R with the McMillan degrees of the commutative rational functions Rn for a varying n.
A commutative counterpart of Proposition 4.1 is the following.
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Proposition 4.6. Let
R1 = D1 + C1(Im − A11z1 − · · · − A1dzd)−1(B11z1 + · · · + B1dzd), (4.11)
R2 = D2 + C2(Im − A21z1 − · · · − A2dzd)−1(B21z1 + · · · + B2dzd) (4.12)
be commutative FM realizations of p × q and q × r matrix-valued commutative rational functions R1 and
R2, respectively. Then
R = D + C(Im − A1z1 − · · · − Adzd)−1(B1z1 + · · · + Bdzd), (4.13)
where Ak ,Bk , k = 1, . . . , d,C,D are deﬁned in (4.7), is a commutative FM realization of the p × r matrix-
valued commutative rational function R = R1R2.
We call the realization (4.13) and (4.7) the cascade connection of realizations (4.11) and (4.12).
Given a factorization R = R1R2, we can take minimal commutative FM realizations of R1 and of R2
in (4.11) and in (4.12); the state space dimension of the cascade connection is then deg R1 + deg R2,
so that necessarily deg R ≤ deg R1 + deg R2. A factorization R = R1R2 is calledminimal if this inequality
is actually an equality; equivalently, there exists at least one choice of minimal commutative FM
realizations of R1 and of R2 such that their cascade connection is aminimal commutative FM realization
of R. Theorem 3.3 now implies the following commutative counterpart of Theorem 4.2 (the proof is
analogous to the proof of Theorem 4.2).
Theorem 4.7. Let R = R1R2 be a minimal factorization of R,where R1, R2 and R are matrix-valued noncom-
mutative rational functions which are regular at 0. Then
dom R = dom R1 ∩ dom R2. (4.14)
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