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1. INTRODUZIONE 
 
Un importante obiettivo della robotica evolutiva 
collettiva è sviluppare tecniche che consentono di 
evolvere gruppi di robot con controllori distribuiti che 
esibiscono comportamenti basati su principi di auto-
organizzazione (Baldassarre et al., 2003). Infatti, rispetto 
ai sistemi con controllo centralizzato, questi sistemi 
robotici sono più robusti al rumore e richiedono robot 
dotati di apparati di comunicazione, sensoriali e motori 
meno complessi (Dorigo et al., 2004). Rispetto a questi 
temi, una branca della ricerca in Vita Artificiale sta 
cercando di definire dei principi generali con i quali 
quantificare od ottenere sistemi collettivi che esibiscono 
comportamenti complessi basati su principi di auto-
organizzazione indipendentemente dalla loro diretta 
utilità (Baldassarre et al., in press). Un recente articolo 
sullo studio dei comportamenti collettivi (Bonabeau et 
al., 2004) ha evidenziato come delle semplici regole di 
movimento eseguite da singoli agenti portino spesso 
all’emergenza di complessi pattern a livello di gruppo. 
Gli autori hanno descritto tali pattern come “interessanti” 
per un osservatore esterno, precisando che il termine, 
vago e non formale, è stato usato nella sua accezione più 
intuitiva: un pattern risulta interessante quando non 
sembra né totalmente casuale, né troppo semplice. 
Nel presente lavoro, ispirato all’articolo citato, ci si è 
chiesti se sia possibile fornire una misura oggettiva della 
complessità di un comportamento collettivo, ed 
utilizzarla direttamente per evolvere comportamenti 
complessi. L’idea alla base degli esperimenti qui riportati 
è che un buon candidato per questo scopo sia l’indice di 
entropia di Boltzmann opportunamente applicato al tipo 
di movimenti che un gruppo di agenti pone in atto. Tale 
indice, nella sua forma originaria, è in grado di 
quantificare il livello di “disordine” dello stato 
istantaneo di un sistema fisico formato da molti elementi 
identici tra loro, ad esempio di un sistema formato da 
molecole di un gas in un contenitore. La misura del 
“disordine” dello stato del sistema si basa sul fatto che 
gli elementi che lo formano assumono una 
configurazione nello spazio che può essere ottenuta con 
molte/poche disposizioni diverse degli elementi stessi 
(alto/basso disordine). Come vedremo l’indice è stato qui 
applicato alle frequenze delle coppie di stati attraversati 
dai sistemi nel tempo con l’obiettivo di catturare 
comportamenti complessi di natura dinamica, ed è stato 
poi utilizzato per evolvere il comportamento dei robot 
mediante un algoritmo genetico (Nolfi e Floreano, 2000). 
 
2. MATERIALI E METODI 
 
Per testare l’ipotesi appena illustrata è stato sviluppato 
un simulatore 2D dei robot E-PuckTM, scritto in C++, in 
grado di gestire l’interazione di due o più di questi agenti 
artificiali. Il sistema di controllo di ogni robot è costituito 
da una semplice rete neurale i cui pesi sono “evoluti” 
attraverso un algoritmo genetico. 
 
2.1 Il robot E-Puck 
 
Il robot E-Puck è un mini robot di forma circolare dal 
diametro di circa 55mm (Fig. 1). Data che evolvere reti 
neurali direttamente sui robot reali avrebbe richiesto 
tempi eccessivamente lunghi, abbiamo costruito a tale 
scopo un simulatore del robot (cf. Miglino et al., 1995). 
Il simulatore riproduce queste caratteristiche del robot: 
• 8 sensori ad infrarosso capaci di rilevare la distanza 
da un ostacolo fino a circa 160 mm (il valore 
ritornato dal sensore è scalato a [0, 1]). 
• Telecamera frontale con un angolo di visione 
orizzontale di 100 gradi, ed utilizzata per attivare 20 
sensori corrispondanti a tale angolo visivo con valori 
{0, 1}. 
• Due attuatori composto da due motori e due ruote, 
capaci di generare movimenti indipendenti in 
entrambe le direzioni di marcia. 
 
 
 
Fig. 1: Il mini robot E-Puck. 
 
2.2 Il sistema di controllo 
 
I robot sono guidati da una rete neurale feedforward a 
due strati (“perceptrone”) dotata di 2 unità di uscita, che 
computano direttamente il valore di attivazione dei 
motori delle due ruote, e 13 unità di ingresso così 
organizzate: 
• 8 unità attivate dai sensori ad infrarosso 
• 4 unità attivate dalla telecamera: ogni nodo riceve la 
media aritmetica del segnale di 5 delle 20 unità della 
telecamera 
• 1 unità di bias (sempre attiva con 1) 
 
2.3 L’ambiente 
 
Le coppie di robot sono poste su una superficie liscia su 
cui viene sovrimposta una griglia immaginaria di forma 
quadrata composta da 10×10 celle ognuna avente un lato 
pari al diametro di un robot (Fig. 2). La funzione della 
griglia è quella di tenere traccia della posizione reciproca 
dei robot durante i test, cioè dello stato del sistema (a 
prescindere dall’orientamento dei robot). A questo scopo 
la griglia è sempre centrata sul baricentro del gruppo. 
Questo fa sì che, indipendentemente dai movimenti 
effettuati dai robot, essi si trovano sempre in posizione 
simmetrica rispetto al centro della griglia. Un’altra 
conseguenza è che se i robot si muovono alla stessa 
velocità e nella stessa direzione risultano immobili 
rispetto alla griglia. 
 
 
 
Fig. 2: La griglia su cui si muovono i robot. In nero sono 
segnate le traiettorie dei robot (ancorate al centro della 
griglia). Su un robot è visibile il raggio d’azione degli 8 
sensori ad infrarosso. 
 
2.4 Il calcolo dell’entropia 
 
Il calcolo dell’entropia è stato effettuato alla fine di ogni 
test su un gruppo formato da due robot che dura 1001 
cicli di simulazione (ciascun ciclo comprendeva 
l’attivazione dei sensori dei robot, la diffusione del 
segnale attraverso le loro reti neurali, e l’esecuzione delle 
azioni prodotte da queste). Durante questi cicli veniva 
riempita una matrice M1 avente 1001 righe e 2 colonne, 
che registrava per ogni passo le celle visitate dai robot, 
marcate con numeri ordinali crescenti. Alla fine del 
periodo veniva calcolata una seconda matrice M2 avente 
1000 righe e 4 colonne: ogni riga j di M2 era composta 
dalle righe i ed i+1 di M1, come nell’esempio riportato 
in Tab. 1. Questo è stato fatto per cercare di catturare i 
cambiamenti di stato del sistema in momenti consecutivi. 
 
Tabella 1: Esempio dei dati su cui si è basato il calcolo 
dell’entropia. 
 M1  M2 
i(1): 28, 76 j(1): 28, 76, 29, 89 
i(2): 29, 89 j(2): 29, 89, 31, 78 
i(3): 31, 78 j(3): … 
… … … … 
 
Alla fine dei 1001 cicli sono state contate in M2 le volte 
in cui si è ripetuta ciascuna sequenza, ottenendo così una 
distribuzione di frequenze (normalizzate ad 1 in modo da 
essere interpretabili come probabilità) di esse. Su questa 
distribuzione è stata quindi applicata la formula 
dell’entropia di Boltzmann: 
 
E = - Σi p(i)  log[p(i)] 
 
dove p(i) è la frequenza normalizzata con cui una data 
sequenza j in M2 si è ripetuta durante i 1001 cicli del test 
(E è poi normalizzata in [0, 1]). Per fare un esempio, se 
una coppia di robot rimane immobile durante l’intero test 
ottiene 1000 sequenze identiche in M2 ed un valore E 
pari a 0. Se si muove caoticamente sulla griglia 
esplorando un gran numero di sequenze di coppie di celle 
ottiene valori di E molto vicini ad 1. Se invece si muove 
con movimenti regolari e ripetitivi ottiene valori di E 
intermedi: auspicabilmente questi dovrebbero 
corrispondere a comportamenti interessanti. 
 
2.5  L’algoritmo genetico 
 
L’algoritmo genetico utilizzato per evolvere le reti 
neurali dei robot ha usato una popolazione di 40 genotipi 
ciascuno costituito dai pesi della rete generati 
inizialmente a caso in un range di [-10, +10]. Ad ogni 
generazione (50 in tutto), i migliori 10 esemplari sono 
stati riprodotti in maniera asessuata producendo 4 
genotipi “figli” ciascuno, a cui venivano applicate, con 
una probabilità del 10% per gene (peso della rete) 
mutazioni comprese nel range di [-5, +5]. Ciascun 
genotipo è stato poi utilizzato per produrre due reti 
neurali identiche utilizzate poi per controllare un gruppo 
di due robot. Ogni gruppo era poi testato per 1001 cicli 
calcolando l’indice E (normalizzato) come indicato. 
L’entropia così calcolata è stato poi utilizzato per 
calcolare la fitness F dei 40 gruppi di robot di ogni 
generazione come segue: 
 
Se E < L, allora F =((1-L)/L)E 
Se E ≥ L, allora F =1-E  
 
dove E è l’entropia normalizzata ed L è un parametro 
contenuto in [0, 1] e corrispondente ad un livello di 
entropia desiderato. Queste equazioni danno luogo alla 
relazione tra entropia e fintesi indicata in Fig. 3. Questa 
relazione tra entropia e fitness porta a selezionare gruppi 
di robot con livelli di entropia sempre più vicini ad L. 
 
 
 
Fig. 3: Relazione tra livelli di entropia e fitness. 
 
 
 
 
 
 
L = 0.7 
 
 
 
L = 0.6 
 
 
L = 0.5 
 
 
L = 0.4 
 
 
Fig. 4: Tracce lasciate da gruppi di robot evoluti con 
diversi livelli di entropia L desiderata. 
 
 
 
3. RISULTATI E DISCUSSIONE 
 
I risultati ottenuti con gruppi formati da due robot, hanno 
mostrato come l’entropia di Boltzmann applicata a 
coppie di sequenze di stati attraversati dal sistema sia un 
buon indice oggettivo per evolvere pattern dinamici 
collettivi che un osservatore esterno giudicherebbe come 
“interessanti”. In Fig. 4 vengono mostrate alcune tracce 
lasciate da robot evoluti con differenti livelli di entropia 
L desiderati: per vari livelli di entropia sono state 
realizzate diverse “evoluzioni” utilizzando diversi semi 
del generatore dei numeri casuali in modo da ottenere 
diversi pattern dinamici finali. 
L’interesse di questi risultati è molteplice. Da una parte 
essi mostrano che la metodologia applicata, nel caso di 
gruppi formati di due robot, porta effettivamente a far 
emergere dei pattern dinamici che un osservatore esterno 
valuterebbe come “complessi”. Poi essi mostrano che 
dato un certo livello di entropia i pattern emergenti del 
comportamento dei robot variano al variare del seme del 
generatore dei numeri casuali (questi comportano 
popolazioni iniziali di robot con reti neurali con pesi 
differenti): questo significa che diversi comportamenti 
possono corrispondere ad uno stesso livello di entropia, 
per cui un certo livello di entropia consente di ottenere 
una interessante varietà di comportamenti. Inoltre i 
risultati mostrano come diversi livelli di entropia portano 
a comportamenti con diversa complessità. 
Per quanto riguarda i limiti dell’approccio, che saranno 
affrontati con le ricerche future, attualmente stiamo 
lavorando con reti neurali più complesse, ad esempio con 
memoria, per riuscire ad ottenere comportamenti più 
complessi con due robot con entropia E > 0.7 (per ora 
non si è riusciti a superare questa soglia). Inoltre per ora 
non si è riusciti ad ottenere risultati interessanti come 
quelli appena mostrati per 2 robot, con gruppi formati da 
3 o più robot. Le configurazioni ottenute in questi casi 
sono molto più caotiche e solo raramente si è osservato 
l’emergenza di pattern regolari, comunque non 
paragonabili in “complessità” a quelli mostrati. 
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