Abstract-Orthonormal M-band wavelet bases have been constructed and applied by several authors. This paper makes three main contributions. First, it generalizes the minimal length Kregular 2-band wavelets of Daubechies to the M-band case by deriving explicit formulas for K-regular M-band scaling filters. Several equivalent characterizations of K-regularity are given and their significance explained. Second, two approaches to the construction of the ( M -I) wavelet filters and associated wavelet bases are described; one relies on a state-space characterization with a novel technique to obtain the unitary wavelet filters; the other uses a factorization approach. Third, this paper gives a set of necessary and sufficient condition on the M-band scaling filter for it to generate an orthonormal wavelet basis. The conditions are very similar to those obtained by Cohen and Lawton for 2-band wavelets.
I. INTRODUCTION
N recent years wavelet orthonormal bases have been I constructed and studied extensively from both a mathematical and a signal processing point of view [3] , [5] , 161, [27] , 1281, [36] , [47] , [48] . One reason that wavelets are interesting is that they overcome some of the shortcomings of short-time Fourier decompositions [7j, [ 131, [ 171, 1201, 1301, [48] , by decomposing a signal into channels that have the same bandwidth on a logarithmic scale. Thus, high frequency channels have wide bandwidth and low frequency channels have narrow bandwidth. These characteristics are well suited for analysis of low frequency signals mixed with sharp transitions (spikes). The disadvantage; however, is that if there are high frequency signals with relatively narrow bandwidth (like a long RF pulse), the decomposition is not well suited. In order to overcome this problem M-band orthonormal wavelet bases have been constructed recently by several authors [17] , [23] , [52] , as a direct generalization of the 2-band wavelets of Daubechies 161. M-band wavelets help to zoom in onto narrow band high frequency components of a signal, while simultaneously having a logarithmic decomposition of frequency channels. Moreover, they give better energy compaction than 2-band wavelets [52] .
Central to Daubechies' discovery of compactly supported 2-band wavelets is the lowpass filter of a two-channe1 unitary filter bank with a specified order of regularity. Manuscript received March 15, 1993; revised June 30, 1993 In the 2-band case, the lowpass filter (or unitary scaling filter) of shortest length with a given regularity order K is fixed (modulo a spectral factorization). The highpass filter (or unitary wavelet Jilter) is uniquely determined by the lowpass filter from the unitariness of the filter bank. Regularity (equivalently stated as vanishing of the wavelet moments) plays an important role in image processing and numerical analysis. This is especially true for tree-structured decompositions such as the multiresolution analysis of Mallat [30] , in which one iterates the filter on the lowpass output. Experiments have shown the Daubechies' wavelet filters to be highly effective for image coding [5 11 .
Unitary filter banks are a special class of multirate filter banks, the theory of which is well understood in the signal processing community 14 13, [49] . Excellent surveys of this work also appear in 1431, [46] . While Daubechies' construction of K-regular scaling filters and associated 2-band wavelet bases did not draw from the theory of unitary filter banks, the M-band wavelet bases constructed in 1171 are based on deep results in filter bank theory. From the filter bank approach, however, there is no simple scheme to obtain K-regular, M-band scaling filters. In general, one has to solve a set of nonlinear equations to numerically obtain the filter impulse responses [ 
171.
This paper makes three main contributions. Firstly, explicit formulas for K-regular M-band scaling filters are obtained. Just as in the 2-band case Daubechies' construction, the shortest length K-regular M-band scaling filter is fixed modulo a spectral factorization. In the M-band case there are (M -1) unitary wavelet filters, and they are not uniquely determined by the scaling filter (unlike the 2 -band case). Secondly, two different approaches to the construction of the (M -1) wavelet filters and associated wavelet bases are described. One of them relies on a statespace characterization of compactly supported wavelet bases with a novel technique for obtaining the unitary wavelet filters; the other uses the factorization approach in [ 171. The wavelets so constructed in general give rise only to wavelet tight frames (not orthonormal bases). Thirdly, this paper gives a set of necessary and sufficient condition on the M-band scaling filter for it to generate an orthonormal wavelet basis. The conditions are very similar to those obtained by Cohen [4] , [8] and Lawton [27] for 2-band wavelets. This distinction between a tight frame and an orthonormal basis is quite subtle (and technical) and has been overlooked in the signal processing community.
The organization of the paper is as follow. Section I1 is a tutorial overview of multirate filter bank theory, wavelet theory, and their interrelationship. Section 111 identifies and explores several equivalent notions of wavelet regularity in the M-band case; the most useful one for this paper will be based on flatness of magnitude response of the scaling filter. In Section IV this notion of flatness is used to derive the general K-regular M-band unitary scaling filter of shortest length. Section V describes several approaches to the construction of wavelet filters. Section VI characterizes scaling filters that give rise to orthonormal wavelet bases.
All through this paper by the standard abuse of notation the 2-transform and Fourier transform of a sequence h(n) will be denoted by H(z) and H(w) respectively.
AN OVERVIEW OF M-BAND WAVELET THEORY
There is a close relationship between FIR perfect reconstruction filter banks and compactly supported wavelet bases in the 2-band case (as well as the general M-band case) [6] . M-band wavelets were initially constructed by exploiting this connection [ 171, [38], [52] . This section gives a tutorial overview of this connection between perfect reconstruction filter banks and M-band wavelets.
A . Perfect Reconstruction Filter Banks
The structure of the classical one-dimensional filter bank problem is given in Fig. 1 . The filter bank problem involves the design of the real coefficient realizable (i.e., FIR or causal stable IIR) filters hi@) and g;(n), with the following goals: Perfect Reconstruction (i.e., y ( n ) = x ( n ) ) , and approximation of ideal frequency responses (see Fig. 2 [49] . Closely related to the filter bank problem is the transmultiplexer problem (dual of the filter bank problem) [49] . A transmultiplexer is a device for converting time-domain-multiplexed (TDM) signals to frequency-domain-multiplexed signals (FDM). The basic structure of a transmultiplexer is shown in Fig. 3 . The transmultiplexer problem is to design filters such that perfect reconstruction is guaranteed (i.e., for all i, xi(n) = y;(n)) and the filter responses approximate Fig. 2 .
For PR the filters hi and gi have to satisfy a set of al-
is the lattice generated by M and @ (M) is the set of rep- 
A transmultiplexer has the PR property if and only if
n When the number of channels is equal to the downsampling factor M , a filter bank is PR if and only if the corresponding transmultiplexer is PR. For the purposes of this paper the number of channels M will be equal to the downsampling factor and hence we do not have to make a distinction between the filter bank and transmultiplexer PR properties.
Unitary filter banks are a special class of PR filter banks where the synthesis filters are determined by the analysis filters as follows: g, (n) = h, ( -a ) . In this case G ( z ) = H ( z -l ) 
Notice that H ( z ) H T ( z -I )
where [l MI denotes the downsampling operator corresponding to a sampling rate change of M . The class of FIR unitary filter banks are very important because they can be completely parameterized, are easy to implement and there are no questions of stability to be addressed. Moreover, they can be used to construct orthonormal M-band wavelet bases. If the filters are FIR then (by shifting the filters if necessary) H ( z ) is a matrix polynomial inz-', say of degree ( K -1). Then, the filters can be at most of length M K .
Fact 2: Every unitary polynomial matrix H ( z ) of (polynomial) degree ( K -1) can be uniquely factored in the form [ 181
where PI are projection matrices of rank 6, and Vo is a constant unitary matrix.
Every rank n projection matrix P can be written (nonuniquely) 
LH0.M-I ( Z ) (13)
The McMillan degree of this vector polynomial is precisely ( K -l).Therefore, the McMillan degree of any one filter in an M-channel filter bank with filters of length M K is always K -1 . However, the McMillan degree of
B. M-band Wavelets
Under some conditions there is a relationship between general PR filter banks and wavelet frames (biorthogonal bases). In this paper we are interested only in the relationship between unitary filter banks and wavelet tight frames (orthonormal bases); however, the general relationship will be tabulated at the end of this section. One approach to construct M-band wavelets would be to start with a multiresolution analysis (MRA) as in the 2-band case filter is a sequence h, ( n ) that satisfies the following linear and quadratic constraints: NO. 12, DECEMBER 1993 The quadratic condition is precisely that satisfied by the lowpass filter in a unitary filter bank (6) . Therefore, if
(15) The polyphase components of the scaling filter form a polynomial vector that is unitary on the unit circle. Using this and Fact 3, all finite length unitary scaling filters can be parameterized [ 171, [52] . One can show that the linear constraint (14) is equivalent to the vector uO in ( 1 3 For any given unitary scaling filter the corresponding wavelet filters are not unique even if they are all of the same length N = MK. One way to generate wavelet filters is to unitarily complete uO in (16) or (13) (i.e., append orthogonal columns to it) to give an orthogonal matrix VO.
This can be done by a Gram-Schmidt process in ( M i ' )
ways since we are adding exactly ( M -1) orthogonal columns. This is the only process of construction of unitary wavelet filters that has been discussed in the literature [17], [52] and is essentially equivalent to [23] . However, this overlooks the crucial fact that there do exist other choices of wavelet filters with the same length N = MK. To see this, let H ( z ) be the polyphase matrix corresponding to the scaling and (one choice of) wavelet filters of length N = MK. Then from Fact 2, we have (K -1) projection matrices and a constant matrix VO determining these filters. The linear constraint, C k hO(k) = &, is equivalent to the first row of VO having all its entries 1 / M . If the rank of any one projection matrix is greater than one, the McMillan degree ( L -1) is greater than the polynomial degree ( K -1). However, by the unitary completion process described one can only construct those H ( z ) that have McMillan degree equal to polynomial degree (i.e., L = K ) . In this paper, we also introduce a state-space approach for constructing the wavelet filters. This method is useful when unitary scaling filters are constructed by techniques that do not rely on (13) (as in the K-regular case).
Given the scaling and wavelet filters one constructs the scaling function which is the solution to the following twoscale difference equation that involves only the scaling filter.
In order for a solution in L' (R) to exist it is necessary that the linear constraint Ck hO(k) = & is satisfied. In fact, for N I 03 this equation, the scaling recursion, always has solution in L2 (R) [6] , [28] . Moreover, Daubechies and Lagarias [9] , [24] prove the existence of a unique solution to the scaling recursion in L' (a) f l L2 (R). In any case, the unique solution can be constructed by the following process due to Daubechies [6] . One starts with any integrable function and applies the operator To to it recursively. This process converges weakly in L 2 ( R ) to the scaling function. This convergence can also be seen in the Fourier transform domain where one has the following infinite product representation:
This convergence is uniform on compact subsets to the Fourier transform $O(w). Moreover, one can also show that the scaling function is compactly supported in [0, ( N -1)(M -l)] by standard Paley-Wiener arguments [6] .
Given the scaling function, one defines the wavelets, one for each unitary wavelet filter as follows:
A fundamental property of the M-band wavelets so constructed is that their translates and dilates by powers of M form a tight frame for L2(1h). A proof of this fact in the M-band case may be found in [17] . The corresponding proof in the 2-band case is due to Lawton [28] . For i E {O, * , M -l } define the following family of functions. More recently the theory of frames in the wavelet context can be found in [7] . In finite dimensions given a nonminimal set of vectors one can always throw out some of them to get a basis. In infinite dimensions, given a complete but nonminimal (redundant) set of functions one can not always throw out some of them and obtain a basis (minimal set). This is precisely why one does not talk about frames in finite dimensions. Frames are generalizations of biorthogonal bases and tight frames are generalizations of orthogonal bases, both obtained by giving up minimality. Though the notion of frames is introduced using the concept of frame bounds, for our purposes it suffices to know that a tight frame is any set of distinguished functions such that any functionf(t) can be expressed as a linear combination of these functions with weights given by the inner products of f ( t ) with the corresponding function as in Eq. (21). In summary, given a unitary scaling filter, one constructs a unique unitary scaling function, ( M -1) wavelet filters and associated wavelet functions which give rise to a wavelet tight frame. None of the conditions so far (unitariness of the scaling filter, etc.) is sufficient to ensure that the wavelet basis functions { $ ; , , , k } form an orthonormal system. Section VI gives necessary and sufficient conditions on the scaling filters so that they may give rise to an orthonormal basis. Assume for the moment that the scaling function and its integer translates, and the wavelets and their integer translates are orthonormal. Then from (17) and (19) it follows that
In other words, orthonormality of the wavelet basis implies the unitariness of the filter bank associated with the scaling and wavelet filters. However, the converse is not true. M-band wavelets also give rise to a multiresolution + * . + z -(~-'))/A4 for maximal possible K. That is,
If a scaling filter is K-regular, H,(z) and its first ( K -1)
1 } . This is equivalent to a set of (M -1) ( K -1) complex linear constraints on the scaling filter. Since the scaling filter is assumed to have real coefficients the zeros occur in complex conjugate pairs. Hence the set of ( M -1)
real linear constraints on the scaling filter. It also follows from Definition 3 that every unitary scaling filter is 1-regular. Indeed from the unitariness condition in the Fourier domain (9), it is clear that Ho (z) vanishes for z = e r Z T k l M , k E { 1, 2, * . * , M -1). The scaling function and wavelets associate i with K-regular scaling filters will be called K-regular scaling function and wavelets respectively.
K-regularity has a number of equivalent characterizations, each of which shows how regularity plays an important role in applications. K-regularity was used by Daubechies in the 2-band case in order to ensure that the scaling filter gave rise to a 2-band ON wavelet basis (not a WTF). Moreover, she also showed that the regularity of the scaling function (measured by the number of continuous derivatives it has-or equivalently its Holder exponent) increases linearly with K , the regularity of the scaling filter. If the scaling function is K times differentiable it is necessary that the scaling filter is (K -1)-regular. K-regularity is equivalent to saying that all polynomials of degree ( K -l ) are contained in for all j . This coupled with the compact support of the scaling functions (and wavelets) implies that K-regular scaling functions can be used to capture local polynomial behavior. This feature of K-regular scaling filters is particularly useful in image processing applications [5 11 . K-regularity is also useful in numerical analysis applications [26] , where one tries to approximate operators in wavelet bases. In these applications the regularity K of the scaling filter is a measure of the approximation order. From a purely signal processing point of view K-regularity says that the magnitude squared Fourier transform of the scaling filter is flat of order 2K at zero frequency. In fact, the explicit formulas in Section IV correspond to unitary scaling filters with a maximally flat frequency response at the origin.
The moments of h, and $,(t), and the partial moments of ho are defined respectively as follows: Remark: Regularity as defined in this paper is a prop-
As a consequence of this representation, the moments of 
FORMULA FOR REGULAR M-BAND SCALING FILTERS We now describe the construction of K-regular M-band scaling filters of minimal length. We have seen that Kregularity is equivalent to (M -1)(K -1) linear constraints on ho, and that an arbitrary M-band scaling filter of length N = MK is determined by (M -1)(K -1) parameters. By imposing the regularity constraints on the general parameterization of unitary scaling filters, one expects to obtain K-regular scaling filters. However, there is no analytical method to solve the resultant set of (M -1)(K -1) nonlinear equations (in the parameters) and until now numerical techniques have been the answer. Here we provide an explicit solution to the problem. We postulate the form of the scaling filter (25) 
, and therefore
A . Explicit Formula Based on Unitariness
This approach has the advantage that a clean formula for the p ( i ) can be obtained. The essential idea is to take the autocorrelation on both sides of (25) and write it in a convenient form, following which both sides are downsampled by M. By the unitariness assumption (10) the dependence of p ( i ) on Ho (z) Ho (z-' ) disappears, giving a 
5!
For small M and K a similar formula for p (i) may be obtained as follows. If we replace z by zeLZrklM in (30), sum over k E (0, . . , M -l } , and use (9) we get
The last step follows by taking the residues on both sides at z = 1. For arbitrary M and K, the first few values of p ( i ) from the above formula are given below:
B. Formula Based on Maximal Flatness Condition
One of the consequences of unitariness for any Ho(z) satisfying (25) is that JHO(w)l2 is flat of order 2K at zero frequency. Conversely, the maximal jatness property in conjunction with (25) frequency response is given by
where Tk(x) is the kth Chebyschev polynomial. For example, when M = 3, we have 1 + 2 cos w and € ( x ) = (T)2.
Now let 6 ( x ) = Q ( z ) Q ( z -' ) and let a ( x ) = H o ( z ) H o ( z -' ) . Then,
The flatness condition implies that
We now need to determine 6 ( x ) = J Q ( u )~~ from which we can obtain Q ( w ) . 6 (x) can be expanded in a Taylor series about x = 1. Now,
and therefore 
+ & and a ( x ) = ( F ) @(XI.
From (37) it can be shown that 1221
For arbitrary M , and small values of K one can evaluate Table 1 . For K = 2, the minimal phase and maximal phase solutions (there are only two solutions in this case) for arbitrary M is given by the following formula: 
v. CONSTRUCTION OF REGULAR WAVELET FILTERS
Given a K-regular unitary scaling filter there seems to be no systematic procedure to generate all possible wavelet filters with the same length. In the 2-band case, the wavelet filter is uniquely given (modulo translation) by the scaling filter by the following well-known formula:
where N is the length of the scaling filter. However, in the M-band case there is a certain degree of freedom in the choice of the wavelet filters. As described in Section I1 all wavelet filters such that the McMillan degree of H ( z ) is equal to the McMillan degree of the unitary scaling filter can be obtained [23], [52] . The only restriction of Vo is that it be orthog- state-space wavelet matrix Y which may be partitioned as
The polyphase component vector of H0 (z) the scaling filter is given by (42) and therefore there exists an invertible transformation T
such that
The transformation T will be called the balancing transformation (because the particular state-space realization is known as a balanced realization) [32] , [33] . Given any realization of the scaling filter and its balancing transformation we can obtain the state-space wavelet matrix for all but its last (M -1) rows.
The balancing transform can be obtained from, the con- 
VI. NECESSARY AND SUFFICIENT CONDITIONS FOR ORTHONORMALITY
When is an WTF an orthonormal basis? Stated differently ¶ what are the conditions on the scaling filter such that the WTF constructed from it (as in Section 11) forms an ON basis? It is relatively easy to see that if the scaling function and its integer translates form an orthonormal system, then the WTF is an ON basis. First notice that r.
(n).
neighborhood of zero such that for w E r,
3 ) There exists I' (as in 2) such that for w E r,
, and by hypothesis a (n) = 6 (n) is the only solution.
(t -k ) } be an ON system and let there exist A ( w ) # 1 that satisfies (58). We may assume A ( w ) > 0 by adding an appropriate constant to it if necessary (58) will still be satisfied. Define
One proves that 1 implies 5 by contradiction. Let {
I
Then Hb(w) is also a unitary scaling filter since from (58) 4) a (n> = 6 (n) is the unique solution of the equation Let $6 ( t ) be the corresponding scaling function (possibly infinitely supported). is bounded below on a compact set l? then so is $6 (U). Therefore, { $6 ( t -k)} is also an orthonormal sys-
6) There is no nontrivial cycle I1 of the map w + Mw(mod 21r), such that Ho(w) = 1, for all w E 11. The characterizations of orthonormality may be used to show that a particular wavelet basis constructed is orthonormal. Of all the characterizations of orthonormality , (57) is the easiest to verify. It says that given a unitary scaling filter, the corresponding wavelet basis is ON if the Lawton matrix (after Lawton who constructed it for the 2-band case [27] ) defined below has a unique eigenvector of eigenvalue 1. If r ( n ) is the autocorrelation sequence of ho(n) (of length N = M K ) , (57) becomes There is a well-known sufficient condition for orthonormality in the 2-band case due to Mallat [29] which is easy to verify and stated in terms of Ho (U). This condition can be generalized immediately to the M-band case and we have the following corollary of Theorem 4, a proof of which may be found in [14] .lThe essential idea is that in this case one can show that $ o (~) does not vanish on the compact set I' = [ -a , a]. VII. CONCLUSION This paper generalizes the minimal length K-regular 2-band wavelets of Daubechies to the M-band case. Several equivalent characterizations of K-regularity are given and their significance explained. Using two different approaches, an explicit formula for the magnitude-squared response of the unitary scaling filter that gives rise to minimal length K-regular M-band wavelets are obtained. By spectral factorization, we obtain formulas for the scaling filter coefficients themselves. Wavelet bases are characterized using state-spaces techniques and a state-space characterization of wavelet filters associated with any given scaling filter is obtained. Both the state-space approach and the factorization based approach [17] , [23], [52] may be used to design regular M-band wavelet filters. Wavelet bases constructed from unitary scaling filters are in general tight frames. Necessary and sufficient conditions for an M-band wavelet tight frame to be orthonormal are also given. All the minimal length, K-regular, M-band wavelet bases constructed are orthonormal.
