Abstract-Data reduction strategy is one of the schemes employed to extend network lifetime. In this paper we present an implementation of a light-weight forecasting algorithm for sensed data which saves packet transmission in the network. The proposed Naive algorithm achieves high energy savings with a limited computational overhead on a node. Simulation results from realistic Building monitoring application of WSN are compared with well-known prediction algorithms such as ARIMA, LMS and WMA models. We implemented a real-world deployment using 32bit mote-class device. Overall, up to 96% transmission reduction is achieved using our Naive method, while still able to maintain a considerable level of accuracy at 0.5 o C error bound and it is comparable in performance to the more complex models such as ARIMA, LMS and WMA.
I. INTRODUCTION
The advances in wireless communication and microelectronics technologies have paved way for easy fabrication and development of miniaturized gadgets such as wireless sensors powered by batteries, solar cells and wind. They are capable of gathering information from the environment and should be powerful enough to accomplish three tasks: Sensing, Processing and Transmission. To achieve a robust WSN platform, it is important to allow these sensors to work in a collaborative manner so as to achieve a collective objective. The design of such architecture gives rise to the well researched Wireless Sensor Networks (WSN). For this reason, it will continue to receive attention in the years ahead because they are powerful for any monitoring application ranging from the military, health to our immediate home environments.
In recent times, there have been real-world deployments of WSN for wild-fire monitoring application [1] and structural health monitoring [14] . The majority of the bottlenecks associated with WSN design and deployment revolves around energy resources. It is against this background that we propose, implement and compare our Naive prediction model with other well-known prediction algorithms on both real-world testbed and simulation setup to help cope with this limit. We believe that the lessons learned could provide deep insight for researchers and WSN developers when planning a real-world deployment. The contribution of this paper is three-fold: 1) It presents an alternative prediction algorithm that exploits Naive model for data reduction strategy in WSN for an intelligent building and control monitoring application; 2) It presents a simulation implementation and a real-world implementation of the selected prediction models on an off-the-shelf node platform; 3) It presents a comparative analysis between our method and some well-known prediction models in terms of energy savings, accuracy and computational cost.
The remainder of this paper is organized as follows: In Section II, we present a brief overview of previous work on WSN designs and prediction algorithms. In Section III we present some prediction models, highlight the motivation for our work and then followed by the discussion on the model assessment methods we used in Section IV. In Section V we discuss the simulation study and the real-world deployment implementations. Section VI shows some analysis of both results from simulations and real-world deployment. Finally, in Section VII we conclude by summarizing and highlighting current work in progress.
II. RELATED WORK
Data transmission reduction strategy is one of the few ways to reduce energy consumption of a continuous data collection WSN by limiting the number of data transmitted from the source node to the destination nodes. By using a prediction model, with the knowledge of data history at the source node, the Sink node can predict the future values. The source node will only need to transmit to the Sink when there is a huge deviation in the sensed data. Previous studies [9] , [15] , [17] , [24] , [25] , [26] , [27] have employed various models to provide solutions for data transmission reduction strategy in WSN. For example in [12] they use a Dual Kalman Filter (DFK) architecture as a solution for data transmission reduction strategy, however, their method requires that a model of the observed phenomenon is provided to the filter. This requires both the server and nodes to feed the Kalman filter with the same model to be able to work coherently. Also in [13] the authors proposed an adaptive scheme to control whether to predict or not. Similarly, in [17] they proposed an ARIMA model as a predictor to achieve this goal. This solution has some disadvantages such as high overhead associated with transmitting raw data to initially compute the model and re-compute the model when it is out-dated. Sometimes, the parameter estimates could be good for the training set and be poor for out-of-sample data. Furthermore, this method heavily relies on the wireless link bandwidth and incurs a higher delay to synchronize the network system. While these techniques have been proven to be effective for reducing power consumption, they not only suffer from performance losses when the model becomes out-dated, but are also not wellsuited to follow fine grained changes in sensor readings [24] . Hence, these methods require periodic updates of the models, which imply increase in overhead.
The authors in [24] , use LMS algorithm on real-world data sampled every 31 seconds to evaluate the performance of the data reduction strategy. Up to 92% communication reduction was reported while maintaining some level of accuracy. However, their method requires some history data i.e. filter length N to re-compute the weight adaptation vector at each cycle of prediction and it will incur some cost to constantly re-compute a learning rate that can make the LMS model converge easily. The work in [23] is similar to our work except they have considered WSN-based system for adaptive lighting in road tunnels using a method named derivative-based prediction.
In general, most of these previous works on data transmission strategies are limited to simulation-based studies with several assumptions made such as; the Sink can perform the predictor training and inject the weights into the network. This we have addressed with the real-world deployment. Based on this background, we propose a data transmission reduction strategy that exploits Naive model to achieve considerable energy savings with a favorable level of accuracy without the need for existing historical data, statistical properties of the data stream and the frequent re-computation of the prediction model. We further compared our work with some selected prediction algorithms normally used in WSN through simulation study and real-world implementation.
In Tulone et. al [25] and Santini et. al. [24] it has been shown experimentally that the performance of a prediction model does not necessarily improve as the size of history table i.e N grows for linear phenomenon, rather, it adds more computational cost to the network system. In particular, increasing N above a theoretically determinable threshold value N opt will results in a performance loss [24] . Hence, we show experimentally that a simple linear model such as Naive prediction with one past history data is good enough to capture linear phenomenon such as building temperature or vineyard monitoring data without the need to train any predictor models or add any overhead to the network system. It is worth stating that there are lots of predictive models, and it is difficult to compare all of them. However, we have selected few that are most frequently used in [17] , [21] , [24] , [27] . Although, this work is not exhaustive, we have however, demonstrated the benefit of using Naive model for an in-door temperature monitoring application in Buildings.
III. PREDICTION MODELS
For the sake of conciseness, we present the mathematical representation of the selected models according to their level of simplicity and we refer readers to any statistic text for more details.
1) Naive prediction: Given a data at P t , the prediction P t+1 =P t ; That is, the forecasts of all future values are set to be P t , where P t is the last observed value. This method works remarkably well for many economic and financial time series [2] . 2) fixed-Weighted Moving Average (WMA): Given n set moving window at P t , the prediction is:
Assuming n=4, { n i=1 } w (n−(n−i)) = 0.5, 0.25, 0.125 and 0.125 (fixed weights). The sum of the weights should be approximately one.
3) Least-Mean-Square(LMS): LMS is a class of adaptive filters that are well-known as alternative to perform prediction on time series data without requiring knowledge of the statistical properties of the phenomenon being monitored. Readers are referred to [11] for details on the operation of this adaptive filter algorithm. 4) ARIMA (r,d,q) model: Given n moving window at P t , the prediction is: P t = c + ϕ 1Ṕt−1 + ... + ϕ rṔt−r + θ 1 e t−1 + ... + θ q e t−q + e t , whereṔ t is the differenced series, r and q are the order of the autoregressive and the moving average part; d is the degree of differencing involved. Both ϕ and θ are parameters of the AR and MA terms respectively.
A. Discussion on Model Choice
The model selection is largely inspired by our own need to develop and implement a light-weight forecasting algorithm for our intelligent building and control monitoring application that is coupled with energy harvesting capabilities [18] , [19] , [22] . Our goal is to look for a model that is cheap in terms of overhead and can comparatively yield a good forecast on a large-scale deployment. Furthermore, we anticipate our WSN deployment to run for years with little human intervention.
At first glance light-weight model such as Naive seems very simple without any cost and with low memory footprint. It is well-known by forecasting experts that Naive model is considered to be surprisingly good forecast for lots of things. It could be very difficult to beat; it is known to be optimal for efficient stock market [3] . This model is often used as a bench-mark for most of the newer and more complex models that heavily depend on the statistical properties of the historical data and in most cases they will amount to huge computational overhead. Similarly, models such as the fixedWeighted Moving Average and Least-Mean-Square models could provide good fit to time series data just as the Naive model except they impose different computational cost.
On the other hand, ARIMA models are well-known to provide good forecasting accuracy to time series data. They are very useful for highly dynamic environment. Most especially, the integrated term d is introduced to remove the impact of non-stationarity by differencing the original time series data. Notwithstanding how good they are, ARIMA models depend heavily on the statistical properties of the data set. This makes it incur more computational overhead than simple prediction methods, such as linear extrapolation that has satisfactory prediction accuracy with less overhead for some specific linearly evolving phenomena e.g environmental monitoring applications (i.e. Temperature, humidity etc).
When applying a prediction model to WSN, it is necessary to be cautious of the resources available at the sensor nodes to carry-out computation if the goal is to achieve a long term monitoring process with minimal human intervention. It is true that most existing WSN platforms can easily meet the requirements for implementing some of these complex models in terms of memory usage and computation for a small testbed. However, choosing the right model for an application scenario becomes non-trivial most especially when the lifetime of the WSN deployment is the priority as in most real-world deployment cases.
The trade-off in question is therefore between prediction accuracy, energy consumption which translate to WSN lifetime, computational cost and prediction delay. It is our goal to verify some of these models with respect to these trade-offs and to show that very simple linear predictor is sufficient to capture temporal correlation in a real-world WSN deployment for a building monitoring application. The data traces from our deployment is similar in characteristics with the Intel Lab data [4] and GoodFood project [5] .
B. Model analysis
The robustness of our light-weight model depends on the linearity of the data samples at the execution time. We need to be guaranteed that our signal or time series Y exhibit a variance σ 2 Y that is not significantly larger than zero and the signal will not always rapidly diverge in time. Hence, given our application scenario, it follows that the signal Y is unknown, hence, the σ 2 Y is also unknown. However, we can estimate σ 2 Y . A good way to approximate it, is by using an unbiased estimator. Assuming we extract n samples with values y 1 , ...y n from the entire sample N i.e, n < N, as: 
where κ is the excess kurtosis of the distribution. Therefore, if the law of large number holds, from Eq. 3, s 2 is a consistent estimator of σ 
is true, if and only if n-step prediction error (α) is less than n times the one-step prediction error [13] . This means, the cumulative error of n-step prediction is not significant. The variance of n-step prediction error is obtained as:
substituting our estimator s from Eq. 2 into Eq. 4, we compute an upper-bound for the variance of our signal Y that guarantees a desired performance, i.e., V ar (UB) =
. Clearly, as long as this condition holds, our model is guaranteed to remain robust.
IV. MODEL ASSESSMENT METHOD
In a normal WSN operation, all sensor nodes will send their original data at every time stamp to the Sink node or cluster-head. An accurate data collection is very difficult and sometimes not necessary in the sense that sensor readings only represent a sample of the true state of the environment and it is most likely that users can tolerate some level of inaccuracy. One method is; given an error bound max , a sensor sends its value when |y t −ŷ t | > max , whereŷ t is the predicted value. Normally, the idea is that ifŷ t is close to the observed state, there is no need reporting this data, however, if the value is much larger than the observed state, then it is necessary to transmit this data for the model update process. This method has proven to significantly reduce the energy consumption in the network of sensors. However, choosing the right model to guarantee minimal energy wastage while providing some level of accuracy is therefore necessary for applications intended for long-term monitoring with little human intervention.
We use the well-known forecast accuracy measures; the Mean Absolute Error (MAE), Root Mean Square Error (RMSE), Relative Error (RE), Mean Absolute Percentage Error (MAPE) and symmetric Mean Absolute Percentage Error (sMAPE) for our accuracy measures. The lower these error metrics are the better the prediction accuracy of the model. Likewise we computed the percentage of the transmitted samples to the total number of samples. We measured the computational cost as the cost to evaluate the algorithm at each time t to compute the prediction. We have not considered the additional cost incurred to compute the model parameters and retransmit whenever the model is outdated, this is a special case for ARIMA model. We believe these trade-offs should be considered when deciding which model is appropriate. Based on this intuition, the appropriate model should aim to minimize the prediction metric. We define a prediction metric called 'Prediction Cost' (PC) as the cost of a model prediction operation:
where α is a weight factor that reflects the user desired level of accuracy f (e) with respect to energy consumption. It can be chosen as 0 ≤ α ≤ 1. A higher α emphasizes a higher accuracy with lower energy spent and vice versa. f (e) is the function of different accuracy measures defined above. E.g. if e is MAE, then the accuracy measure is a function of the MAE. r is the percentage transmission given as ( transmittedpacket totalpacket × 100), E c is the computational cost of each algorithm on the sensor node with respect to the memory footprint, CPU usage and the available bandwidth/bus traffic, assuming all other parameters are already computed at the Sink node and transmitted to the leaf nodes for prediction. Here the choice of f (e) and α depends strictly on the user and the application in mind.
Since all models discussed above are linear, we considered a worst case complexity, the E c for Naive model will have O(1) time complexity i.e a constant time, since n will always be 1, and the other models will have atleast O(n) time complexities. Meaning for the models with O(n) time complexity the cost will increase linearly as n becomes larger. And if we are to consider computing the model parameters on the source nodes, they will eventually run out of memory especially in the cases of ARIMA model where long history data could be required to fit an appropriate model that can significantly give a better accuracy for out-of-sample data. Hence, it is always assumed in previous literatures that the Sink node can compute the model parameters and inject them into the network. However, this is also at the expense of the available bandwidth. There is high probability that the medium will be lossy in nature and hence the results could be counter-productive with respect to minimizing the energy consumption. DEPLOYMENT We focus on our intelligent building and control monitoring application using two features i.e., temperature and humidity datasets. We selected few linear regression models; Naive prediction (NP), fixed-Weight Moving Average (WMA), Least Mean Square filter (LMS) and AutoRegressive Integrated Moving Average i.e. ARIMA models. Our approach is close to [24] , except we have extended their work by implementing our model both by simulation studies and by real-world testbed.
V. SIMULATION STUDY AND REAL-WORLD

A. Simulation implementation
For this scenario we have made assumptions used in previous papers [20] , [24] for the simulation study; e.g. the Sink node can synchronize with the source nodes at each time stamp hence if data is received from the source node, the Sink update its history table at time t. Otherwise, it predicts the value with the same model at the source node. Firstly, for the sake of validation, our Naive model is compared with the work in [24] using the same data source i.e. The real-world testbed data from 54 Mica2Dot sensor nodes [6] and Voltage data every 31 seconds. We use just one of the motes i.e. 11 for this purpose, it should however be noted that the other motes exhibit similar characteristics in the data traces. The prediction models are applied to this sensor data from March 6 to 9.
Secondly, for further analysis, we use data from our building application deployment of a 36-node WSN testbed in a 4-storey renaissance building. Our deployment offers some interesting scenario. For instance the temperature from the attic to the basement of the building exhibit different variations. Similarly, the temperature from the first floor exhibit different variation due to human presence and interaction with the ventilation system. Due to space we present only results from the first floor. Figure 1 depicts the first floor of the building, here node 6 is the Sink node and all other nodes transmit their data at each sample interval to the Sink. From our deployment, samples are collected every 10 minutes for simulation dataset over the period of deployment. We applied the models to data collected from our 36-node deployment that are subject to various variation, this yielded similar results. For conciseness we present results from some of the nodes. 
B. Real-world implementation
The real-world implementation is much different from the simulation scenario. A Wispes W24TH node-type is used for this purpose [7] . It is based on Jennic microprocessor, one of the few 32-bit architectures available in the market with a power consumption comparable to a TelosB. It is equipped with 128KB RAM, 512KB FLASH with 2.4Ghz radio transceiver (IEEE802.15.4 compliant) and Zigbee Pro compliant. It uses an aggressive power management method using 8μA in sleep mode, 17mA in transmit mode and 23mA in receive mode, this guarantees a longer battery lifetime.
For the experiment the data is collected between 1-Oct-2012 to 14-Oct-2012 with sampling intervals between 10 seconds to 5 minutes for the real-world implementation of the prediction models. These data traces have similar characteristics to the data traces used for the simulation. Hence, the duration of our implementation is enough to test the practicability of the models on large-scale real node platforms. Similarly, the data traces collected outside these dates from the motes exhibit similar behaviours. We implemented Naive, WMA and ARIMA models on ten Wispes W24TH nodes and we report the performances in the next sections. It should be noted that this work has addressed some of the practical implementation concerns raised in [16] and [24] .
We implemented a FIFO data structure at both the Sink and source(leaf) nodes. We minimized all the assumptions often made with simulations, such as the model update between the Sink and source nodes are perfectly synchronized. One of the pitfalls of unsynchronized communication between the transmitting node and the receiving node is that the prediction at the receiver might be very slow to adapt to the changes in the real-time phenomenon and this could amount to serious flaws in the entire WSN deployment. Hence, it is necessary to ensure a perfect synchronization between the communicating nodes. To solve this problem, upon power-up, the source node transmit data to the Sink node for the full length of the history table without performing any prediction, in our case we used a window size of five. After five data is transmitted, both the Sink node and the source nodes start prediction with the same model, the Sink's prediction interval is equivalent to the leafs sampling intervals. The prediction and updates are done online concurrently.
To ensure a perfect synchronization, the Sink node keeps a structure for all the leaf nodes that join the network with their IDs and then it runs the prediction model at the specified time stamps e.g every 10 seconds or 10 minutes, the same time interval must be specified for both the Sink and source nodes. The Sink node scans through all the leaf nodes and performs update on the current data. Assuming there is a deviation greater than e max and data is received from any of the leaf nodes, it updates the data structure of the node with the data received. The algorithm that runs at the source node and at the Sink node is shown in Figure 2 . From this Figure, at the Sink node we only capture the stage where all source (leaf) nodes have already joined the network. From line-7, until the history table is full no prediction is done. Whenever the Sink node receives data from the source node, it automatically update the history table with the received data shown on line-8. Similarly, at the source node after all parameters are initialized, the sensing task starts on line-3 and it transmits all data until the history table is full. This ensures the same data stream is available at the Sink and source nodes. As long as the error bound is not violated, the sensed data is discarded and the predicted value is used to update the history table. This way the Sink and the source nodes will have the same history table at all time. Lines 6 and 7 are repeated every sampling interval at the Sink and source nodes respectively.
Here we present our implementation stack on the Jennic platform [7] . To avoid collision in the network, a nonpersistent carrier sense multiple access (CSMA) MAC protocol is used in our stack architecture. A TDMA-like access scheme is implemented with a difference that at the beginning of the set-up, each node joins the network at slightly different times. This difference in time further reduces the probability of collision since the nodes timings to access the medium will have different time stamps. A star topology is used as depicted in Figure 1 , where each node continuously delivers streams of sensor data to the Sink. Meaning, intra-cluster interference is limited and the cost of receiving ACK packets from the Sink node is minimized. Hence, all nodes have their receiver off most of the time except when they have packets to transmit. Equally, our prediction model design can easily be implemented on both clustered and tree topologies. In order to ensure the Sink node is not out of synchronization for ARIMA and WMA models, the leaf nodes send their entire history table after every specified time stamp e.g. every 1 hour the source nodes might be required to send their entire data stream to the Sink node. This is a special case for the implementation of both ARIMA and WMA models. This is not required by the Naive model, since it uses just one last past value for prediction. For example, if we are to carry-out a 1-hour data collection round with 1 minute sampling interval at a user specified e max . Assuming there is no significant change in the observed phenomenon beyond e max , using Table I , for the normal operation of the network, the energy consumption for this period would be 29.21 × 60 (transmitted samples), which is 1752.2mJ. With Naive model this will be 9.5 × 60 (i.e time), which is 570mJ and for n=5 using ARIMA or WMA model the consumption will be 5 × 29.21 + 9.5 × 55 (i.e un-transmitted sample), which is 668.55mJ. This results to approximately 15% more energy usage by WMA and ARIMA to complete the same cycle on top of the P C cost. To recap, our goal is to be able to find a light-weight prediction model for our building temperature application that will minimize the overall energy-cost that is normally associated with WSN deployments. We further aim to analyse and compare the different models with respect to how much energy saving is achieved by avoiding transmissions if the sink node can predict the sensed data at the leaf nodes within a user specified error bound e max which is known by both the Sink and source nodes. In this case we use between 0 to 0.5 o C error bound for the experiments, which is in the range used by the building engineers we interacted with.
VI. EXPERIMENTAL RESULTS
A. Simulation Results
We present some results from the simulation study. For the purpose of cross-validation with existing proposed models such as in Santini et al., first, we show results for Naive and LMS predictive algorithms and compare their performances using similar analytical metrics used in [24] . For LMS we choose N = 4 i.e number of past history data and learning rate μ = 1.2e − 005, which gave the best performance according to [24] . In Figure 3(a) we fit the Naive model to the Intel data from mote 11 as discussed previously and Figure 3(b) shows the performance of Naive prediction compared with LMS model. It is obvious that Naive prediction performance is better than the LMS model in terms of energy savings given a user defined error budget between 0 o C and 5 o C. The advantage of Naive model over LMS model is that it requires no computational cost and it only keep the last previous value. In addition, it converges faster than the LMS model. o C does not react significantly to any changes in %transmission. This is partly because the algorithm keeps learning by using the weight adaptation which could be very slow to changes, unlike in the case of the Naive model which captures the changes in the data trend in cases where it violates the user error. In both models, when the user error bound is violated, the source node will send updates to the Sink node. It is therefore necessary to avoid any additional cost that can waste the battery resources of a sensor node. In this instance, for a linear monitoring application such as in-door temperature data with continuous sampling requirement, Naive prediction proves to be more robust than LMS model. In the next subsection we provide more results from our experiments.
B. Further Simulation Results 1) Results from temperature data:
We further compare Naive model to WMA, LMS and ARIMA models. We use ARIMA(4,1,1) for FP7 dataset with the coefficients obtained through least-square fitting. These coefficients are AR(1 − 4) with term as 0.5110; 0.0417; 0.2538; 0.0451 and the MA(1) term as −0.715. Similarly, ARIMA(5,1,1) is used for the Intel dataset with parameters for AR(1−5) term as 1.0334; 0.0031; −0.0836; −0.0396; 0.0234 and the MA(1) term as −0.7732 respectively. These ARIMA models are chosen because they give the best fit for both the Intel and the FP7 datasets. For both cases, 2 days history data is used as training set to build the model parameters. It is assumed that the Sink node uses 2 days previous history data to build the model parameters and injects these weights into the network for the future predictions.
At first glance, Naive model is very simple with virtually no cost and easier to compute than LMS, WMA and ARIMA. The advantage of using a model like Naive over ARIMA is that the computation is light-weight and the Sink will not need to compute any predictor training set. When compared with other powerful algorithms, the accuracy of Naive prediction could be slightly lower (which could be insignificant as seen in our case). However, the question is; Is the increased accuracy of other method worth the additional resources especially with Figures 4(a) and 4(b) depict example experiments for a oneday temperature prediction. In these Figures we fitted both Naive and WMA models to the sensed temperature data. The sampling rate is set to 10 minutes and the error bound to 0.3 o C, which falls within the range of ±0.5 o C normally used by the building engineers we interacted with. We show a summary of the performance of these models using two separate datasets. We first discuss the dataset from our testbed and then we carry-out a similar analysis on an external dataset taken from Intel lab testbed [4] . In Table II (a), Naive model performs a little better than WMA, LMS and ARIMA models as it is able to achieve up to 96% transmission reduction which translates into energy savings with a considerable level of accuracy compared with the other models. Using our previously defined cost function P C to evaluate what model achieves a higher energy-efficiency, Naive model performs the best. Recall that P C is calculated as a function of accuracy, percentage ratio of samples transmitted to the total samples and the computational cost to run the model. In this instance we put 50% i.e β = 0.5 weight on both f ( ) and r. Since Naive model incurs virtually no cost, we set n = 1 for Naive model, n = 5 for WMA model, n is 4 and 6 for LMS and n is 5 and 6 for the respective ARIMA models used. Utilizing any of the accuracy measures in this case MAE, the P C for Naive is much lower compared with LMS, ARIMA and WMA.
Similarly, from Table II(b) , Naive model achieves a slightly higher transmission reduction with a minimal loss in accuracy compared with both ARIMA and WMA models. One of the other advantages of Naive model over WMA and ARIMA models is that it requires no cost, meaning no a-priori knowledge of the statistical properties of the data to correctly model the expected values. From this point of view, the assumption normally associated with ARIMA models is that there are existing data available to compute the model parameters before deployment. This is not always the case in some real applications. WMA performance is also slightly better than the ARIMA model in this regard, because the WMA uses the moving window of history data with fixed weights to compute a drift pattern, which is added to the last received observed value (logically the mathematical computation is close to Naive model). In addition, the over-head for WMA using fixed weight vector over ARIMA model is much lower. The ARIMA model on the other-hand requires enough history data to compute weights for more accurate predictions. Hence, we used a 2-day data as a training set for ARIMA model. Figures 5(a) and 5(b) show examples of fitting ARIMA models to both the FP7 data and the Intel Berkeley data sources. Another disadvantage of using ARIMA models for energy constrained-WSN is that when the model becomes outdated it starts performing poorly and this will require new set of parameters to be re-computed. This process is very costly for WSN with minimal energy budgets. In previous literatures, it has always been assumed that the parameters will be computed at the Sink node which is presumed to have enough energy and memory resources and then the model will be broadcasted to the network. This process will require network resources -energy, network bandwidth, cost of resynchronization and CPU usage especially in the case of lossy medium. While ARIMA models are very powerful to predict few samples ahead data, they however, suffer from performance losses when the model (weights) become outdated, and are not well-suited to follow fine grained changes in the sensor readings. To be fair, since we are dealing with WSN, it becomes important to manage the resources effectively, especially with respect to memory and computational cost.
Tables III(a) and III(b) show a summary performance of the models using the Intel data source. Two error bounds are used, so we can verify how much accuracy is lost. From these Tables, there are no significant losses in accuracy in this respect. And the Naive model competes favorably with both ARIMA and WMA. It is worth stressing that although energy saving is at the cost of information accuracy, the deviation of predicted values from actual values is bounded by the user defined error tolerance threshold, since once the deviation is beyond user's error tolerance, actual values will be transmitted and this is the case for all the models we implemented. 2) Results from humidity dataset: Similarly, we compare the performance of Naive model with the LMS, ARIMA and WMA models using the humidity dataset from our in-house deployment. Particularly, nodes are selected from three main locations of the building; the attic, the first-floor and the basement. To be precise we selected data from three separate nodes: node ID 1 positioned on the first-floor, node ID 2 positioned in the attic, and node ID 3 positioned at the basement. It should be noted that these nodes are only representation of the location of the other nodes. The reason for the choice of these nodes is to be able to assess the performance of the prediction models to different variations in the building. For example, in terms of the humidity measurements, Node 2 exhibits the highest variance, followed by node 1 and then node 3. The position of node 1 is quite interesting due to the interaction of people with the ventilation system in the room, as it is shown by the variations on the graph in Fig. 6 . Using the HyndmanKhandakar algorithm [2] to select among the various ARIMA models, ARIMA(2,1,2) is the best fit for the data trace from Node 1. ARIMA (1,1,1) is the best for the data trace from Node 2 and ARIMA(3,1,1) is the best for the data trace from Node 3. This is shown in Table IV . Recall, for the WMA model the parameters are fixed as discussed in Section III. The results are presented in Table V , overall, using the Naive model with higher variance such as seen with the humidity dataset, the performance is still comparable to the other models. It is only in the data trace from node 2, that WMA performed a little better than the Naive model as shown in Table V (b) . This also indicate that models with fixed weight, are still desirable than building ARIMA models in this regard. In general, simple models such as Naive, that requires no weight re-computation or weight flooding in the network deployment have proven to be robust as long as they are not significantly outperformed by the other complex models in the same domain, such as in our building monitoring application. 
C. Real-world Testbed Results
The results from the real-world implementation are quite promising, the data from hours of sampling reveals how much temporal correlation exist in the building temperature data. We report the results from our implementation of Naive, WMA and ARIMA prediction models on the sensor nodes. For the sake of completeness, we used different sampling rate and user error bounds to assess the model performance. For example, in Figure 7 we show Naive prediction performance. Subfigure 7(a), depicts the overlapping plot with sensed data. About 95% transmission reduction is achieved for the 4-hour data collection round. From this figure, the Sink is able to predict the sensed data at the source node with a very high accuracy, both lines in the figure are quite close. Subfigure 7(b) shows the prediction error of the dataset; the '×' highlights some of the readings that exceed the error bound of 0.02 o C, and hence will need to be reported to the Sink. The behavior of our Naive prediction model is expected because the sample interval (10 seconds) is quite small and hence the Sink node is able to adapt very well to the small changes in the data and since the correlation in the dataset is quite high during this period, the prediction remains stable. We expect the behavior to be close to the simulation scenario if the sample interval is increased accordingly as shown in subfigure 8(a).
Tables VI(a) and VI(b) show the performance of the Naive, WMA and ARIMA models for different sampling intervals. The %transmission and P C are much better for Naive model, and the change in accuracy by reducing the sampling interval is not significant. This highlights the concerns often associated with oversampling of temperature data when deploying WSN. For instance with a Building temperature monitoring application, it will be more energy-efficient to reduce the sampling interval, because keeping the nodes in an 'ON' mode to sample data at frequent intervals could also result into huge energy usage for the entire lifetime of the deployment as already shown in Table I . Thus, a well controlled sampling interval can significantly reduce the energy consumption in a WSN deployment. Figure 11 shows real-world performance for both Naive and WMA models. Subfigure 8(b) shows the absolute value of the prediction error of Naive model, the '×' on the graph depicts when the error bound is violated and there is transmission hence, the model is updated with the current sensed value, in some instances it resets to < emax when there is no huge difference between the next sensed value until it is violated and the spike goes above emax. About 95% transmission is suppressed and the accuracy is much better than the WMA as shown in Table VI(a). Subfigures 8(a) and 8(c) depict example experiments from our real-world deployment by fitting both Naive and WMA models to the observed data. In some cases the WMA model behaves like the Naive model in the sense that when there is a slow change in the phenomenon being sensed, the WMA model converges to Naive Model; this can be seen in Figure  8 (c), the curve dropping gradually like a staircase. This is the reason why Naive model could be difficult to beat for predictions of some phenomenon. Overall, Naive model is quite robust in this instance compared with both the ARIMA and WMA models in terms of memory foot-print, computational cost, energy consumption and accuracy. Our realworld implementation supports the simulation analysis we highlighted in previous sections. This clearly demonstrates the use of Naive model known to be simple and very light-weight to conserve network resources on an energy-constrained WSN in a building monitoring application.
VII. CONCLUSION
This paper presents a comparative study on prediction models for an application-specific WSN monitoring. We have demonstrated the benefits of using a simple but yet powerful Naive predictive model over WMA, LMS and ARIMA on our intelligent building and control monitoring application. Both simulation scenarios and real-world testbed for selected models are presented. Overall, the result is promising for using Naive model on large-scale real-world deployment that can span into years. The experience from our experiments points to the fact that light-weight models are generally suitable for temperature and humidity monitoring in Buildings without losing much accuracy when compared with more complex models. Furthermore, it is possible to limit oversampling of data in such application since most of the time sampling between 10 seconds and 10 minutes does not necessarily translate into significant loss in accuracy. However, a higher sampling rate could lead to higher energy consumption in the network. Therefore, it is appropriate for engineers to have a balance between the sampling interval and the performance requirement in mind especially for long-time monitoring applications that could span into decades with little or no constant human intervention.
We are currently implementing more light-weight predictive models, it is our intention to extend these models to cater for a multi-modal sensing scenario especially for the W24TH sensor node-type. From the studies done so far we believe using a predictive model such as Naive prediction can drastically reduce energy consumption in WSNs without a significant loss in accuracy. Naive model shows promising features for our building monitoring applications over models such as WMA, LMS and ARIMA in terms of computational cost since no weights or statistical properties of the data set is required.
