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Abstract 
Barlow, R.E. and F. Spizzichino, Schur-concave survival functions and survival analysis, Journal of Computa- 
tional and Applied Mathematics 46 (1993) 437-447. 
We consider an N-tuple of exchangeable nonnegative random variables, which can, e.g., be interpreted as 
lifetimes of N similar units, and we assume that the joint survival function 
FNfXi,..., x,>=P(x,>xl,...,x~>xN) 
is, in particular, Schur-concave. This condition is relevant since, as it has been recently shown, it provides a 
probabilistic model for aging in the subjectivist set-up. In this paper we analyze general properties of 
Schur-concave survival functions and give representation theorems. In particular, we study properties of 
Schur-concave survival distributions which are a finite-population version of time-transformed exponential 
distributions. These distribution models are of interest in analyzing life data. 
Keywords: Life distributions; finite exchangeability; Schur-concavity; logarithmic concavity. 
1. Introduction 
Let 11, 2,. . . , N} label units with random (unknown) lifetimes 
X,=(X,, X,,...,X,). 
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Let 
FN(YN) =qx, >Y,,...JN>YN) 
be the joint survival distribution. We consider the case when units 1, 2,. . . , N are similar. In the 
Bayesian analysis of failure and survival data it is natural to start by assuming F,(y,) 
(1) permutation invariant, so that the lifetimes Xi, X,, . . . , X, are exchangeable; 
(2) absolutely continuous; 
(3) strictly decreasing coordinate-wise on its support, a connected region in the nonnegative 
orthant containing the origin. 
In this paper we restrict attention to the special case in which assumption (1) is replaced by 
the stronger assumption 
(1’) FJ yN) is Schur-concave. 
Schur-concave survival functions reverse a vector pre-ordering called majorization (see [5]). 
The concept of majorization defines a pre-ordering for vectors xN on a simplex. This is useful 
in measuring the “similarity” of vector coordinates. Since FJy,) is permutation invariant or 
exchangeable, we need only check its properties for those xN whose coordinates are ordered 
decreasing. Let x,il >xt2, 2 - * . >‘xfNl. 
Definition 1.1 (see Marshall and Olkin [5, pp. 7 and 641). yN majorizes xN, i.e., xN GM yN iff 
(0 i: X,i] G f: Y[i]> j=l,2 N, 7’.., 
i=l i=l 
and 
(ii) &= ;yi. 
i=l i=l 
Definition 1.2. f< * ) is Schur-concave iff 
x GM y implies f(x) >zf(y). 
Note that Schur-concave functions are also permutation invariant. 
Assumption (1’) implies special properties and, at the same time, it has a very significant 
probabilistic meaning in survival analysis: it provides a probabilistic notion of wear-out which 
fits with a subjectivist interpretation of the term “probability”. Such a meaning has already 
been pointed out in previous papers [1,8]. This meaning will be considered again in Section 2, 
together with some new connections between Schur-concavity of FN and the usual concept of 
aging. 
In survival analysis we are interested in considering conditional survival probabilities of the 
type 
P(Xi>y,+T1X~>yl,...,XN>yN)= 
‘N(yl,.‘.,Yi’T,...,YN) 
FN(y l,‘*.,Yi,***, YN) * 
(1.1) 
We denote by F,(y) the marginal survival function of a single lifetime Xi: 
F,(Y) = F,(Y > O,_,) =P(X, >y). 
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We assumed F,(y) to be strictly decreasing. Consider the mapping R : Ry-) R, defined by 
R(Y,) =C1(G(YN)j. P.2) 
It follows that 
&r(YN) = Fl( R(YN)b 
and we can write 
P(Xj>y,+TIX1>yl,...,XN>yN)= 
Fl(R(Y,,...,Yj+7,...,YN)) 
F,(R(Y,,...,Yj,...,YN)) . 
Starting from this equation, we study relevant qualitative properties of the conditional probabil- 
ity (1.1) in terms of the properties of the mapping R. For these reasons we are interested in 
studying properties of the level sets of the survival function F,(y,). 
In [2] a probabilistic notion of aging is defined in terms of IFR (Increasing Failure Rate) 
univariate distribution functions. 
Definition 1.3. A univariate survival distribution F,(y) is IFR iff it is logarithmically concave 
where finite. 
If it has a density, then it also has an increasing failure rate function. A natural multivariate 
generalization would be to assume FN(yN) logarithmically concave in y,. This implies that 
FJy,,,) is Schur-concave but the converse is false. 
The motivation for this paper came from questions concerning possible representations for 
Schur-concave FN. A subclass of survival distributions which we call time-transformed exponen- 
tial were derived in [l], namely 
(1.3) 
where UN is a probability distribution on [O, + ~1, [a], = a for a > 0, [a], = 0 for a G 0 and 
p(y) = -log G(y) where G is a continuous survival distribution on [0, ~0). The term time-trans- 
formed exponential derives from the fact that, for fixed 12, 
lilim[l - & %I:‘= jj e--p(y~)/V. 
It is shown in 111 that if p is convex, then &, is Schur-concave. In Theorem 4.1 we characterize 
this Schur-concave subclass in terms of level sets. 
Section 3 will be devoted to a discussion of the properties of level sets for Schur-concave 
survival functions. In Section 4 we consider time-transformed exponential models. 
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2. Probabilistic meaning of Schur-concave survival functions in the subjectivist setting 
In this section we discuss the probabilistic meaning of assumption (1’). Barlow and Mendel 
[l] first interpreted Schur-concavity of the joint survival function as a characteristic of wear-out: 
if the vector of unit ages yN majorizes the vector xN of unit ages, then, under wear-out, the set 
of lifetimes greater than xN should be more probable than the set of lifetimes greater than yN. 
See Fig. 1. 
Here we list some relevant properties of condition (1’) which support the above interpreta- 
tion. 
First of all, if X,, X2,. . . , X, are i.i.d. with a specified IFR unidimensional distribution 
(their unidimensional survival function I!? is logarithmically concave), then their joint survival 
function F,( yN) = n,“_,c( yj) is Schur-concave [5, p.3791). 
Now let 0 be a random variable with values in an arbitrary space L and with a (prior) 
distribution 17,; X,, X2,. . ., X, be conditionally i.i.d. given 0 with a conditional survival 
function G( * I 01, i.e., with a joint survival function of the form 
Then, as it has been pointed out in [l], we have the next result. 
Proposition 2.1. If &y ) 0) is IFR for any 0 E L, then F,(y,) in (2.1) is Schur-concave. 
In the sequel we shall use the following lemma (see [8]), which also provides a 
heuristic interpretation of condition (1’). 
further 
/ 
/ 
/ 
/ 
0 
Fig. 1. The probabilistic meaning of Schur-concavity of joint survival distributions (N = 2). 
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Lemma 2.2. Condition (1’) holds if and only if for any r > 0 and for any possible vector of ages 
Yiv=(Y1,.-, YN) with Yi < Yj, 
P(xi>yi+Tlx,>y, )...) Xi>Yi )...) Xj>Yj )...) XN>YN) 
>,P(xj>yj+Tlx,>y, )...) Xi>Yi )...) Xj>Yj )...) Xv>yiv). (2.2) 
From the subjectivist viewpoint, (2.2) is important because it allows the comparison of two 
conditional survival probabilities given the same state of information. In this way we eliminate 
the possibility of unduly introducing effects due to a change in the state of information. 
Consider again the case of a joint survival function of the form (2.1). 
Theorem 2.3. If F,(y,) is of the form (2.1) and is Schur-concave, then, for all T > 0 and for 
Yi <Yj> 
IX1>Y*,...,Xi>Yi,...,Xj>Yj,"',XN>YN 
1 
IX1>Y1,...,Xi>Yi,...,Xj>Yj,"',XN>YN ’ 
1 
(2.3) 
Remark 2.4. The converse of Proposition 2.1 would be that FN Schur-concave implies G( * I 0) 
logarithmically concave (or IFR) for each 8, G(. 10) logarithmically concave is equivalent to 
G( y + 7 )0)/&y ) 0) decreasing in y for all G- > 0 (see [2]). Hence Theorem 2.3 tells us that this 
is only true in an “average sense”. 
Proof of Theorem 2.3. First note that in case (2.1) we can write 
P(xi>yi+Tlx,>y, )...) xpy, )...) Xj>Yj )...) XN>YN) 
p(Y,Iq-* * G(yi+TIe)*- C(Y~ 10) d4oq 
= 
I 
G(yj+Tle) - 
L G(YilO) 
G(y,le)*.. G(YiI~)*** G(YNI~)~~o(~) 
= 
ILG(~~Ie)...c(Y~le)...G(y,Ie)dn,(e) 
/ 
G(yi+Tle) = 
L G(yjle) 
dJ&@ I YN), 
where 
d&,(0 I YN) = 
G(y,le)*** G(yile).** G(y,le) d&(o) 
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By Bayes’ formula 17,(8 IyN) is the conditional distribution of 0 given the observation 
(X, > y,) and we obtain (2.3). 0 
Under stronger assumptions than those in Theorem 2.3, we obtain a stronger result. If the 
distribution of X, admits a Schur-concave joint density, then the joint survival distribution is 
also Schur-concave [5, p.3791). Now consider a sequence of exchangeable lifetimes Xi, X,, . . . 
with an absolutely continuous survival function of the form (2.1). Let fN(x,) denote the joint 
density function (N = 1, 2,. . . 1. 
Theorem 2.5. If X,, X,, . . . are conditionally i.i.d. and f,(x,> is Schur-concave for all N > 2, 
then they are conditionally i.i.d. with a (conditional) IFR distribution. 
Proof. First of all note that, for M > 1, if the joint density fN+M(yN+M) is Schur-concave, then 
also 
~~(Y,Ix,)~F,(Y,Ix,,,,=~,+,,...,x,+,=~,+,) 
is Schur-concave: indeed, for x’ cM x” and K = l/fiu(xM), we have 
f&i; I XM) = WpJ+&1;, $4) 2 w‘v+b.fw T44) =Lv(G/ I%& 
So f,(x, I x,) is Schur-concave and FN( y, I x,) is Schur-concave. On the other hand, since 
Xi, X,,... are conditionally i.i.d., de Finetti’s theorem ensures that, , in the limit for A4 + ~0, 
N 
F&N 1 +f) + II'( 
;=1 
That is, Xi, X,, . . . , X, tend to become i.i.d. and F is the empirical survival function observed 
on XN+i, XN+z,. . . . 
Now l”liN_,F( yj) is Schur-concave if and only if F is logarithmically concave (or IFR). 0 
3. Level sets of FN 
For each h > 0, let 
L, = (YN I &(YN) = F,(h)) = {Y, I +N) = h, 
be the level set for FN corresponding to h. Let, moreover, A, be defined by 
A, = {Y, I R(kJ G hj 
and let 
i=l 
be the simplex corresponding to h. 
In this section we study some properties of the sets L, and A,, h_> 0. R( y,) is increasing 
and moreover is Schur-convex if and only if FN is Schur-concave. If FN is Schur-concave, then 
N 
R(YN) G c Yi? 
i=l 
so that S, cAh, for k G h. More generally we state the following remark. 
R.E. Barlow, F. Spizzichino / Survival analysis 443 
Remark 3.1. FN is Schur-concave if and only if, for h > 0, A, is a “Schur-concave” set, 
according to the definition introduced in [7]. That is, the indicator function of A, is Schur-con- 
cave: for 0 < (Y < 1, and XL, xk such that 
N N 
i=l i=l 
x;, x; EAT =j ax; + (1 - a)x; EAT. 
Indeed if x& is a permutation of XL, then ax; + (1 - CY)X;(L<~ xb and ax; + (1 - ,>xk <M xE;. 
This property is trivially verified if A,, is a convex set; so F,,, is certainly Schur-concave if A, is 
a convex set for all h > 0 (see also [4, p.11901). 
A case in which A, is a convex set, for all h > 0, is when Xi,. . . , X, are i.i.d. with IFR 
distribution. 
Remark 3.2. If Xi, X,, . . . , X, are i.i.d. and FN is logarithmically concave and hence 
Schur-concave, then 
qY,)=P-’ L(Yi)  I 1 (34 i=l 
where p is the convex increasing function such that F,(y) = exp{ -p(y)). For h > 0, A, is the 
convex set defined by 
A,= y,vI fh(y,)~p(h) . 
i i=l I 
I 
In the next section we shall study the general case when R(y,) is of the form (3.1). 4 
Now consider, for h > 0, the vector projection mapping ah from S, to L, defined as follows: 
for z E S,, Q,(z) is the intersection of L, and the ray emanating from the origin passing 
through z, as shown in Fig. 2. 
y2 
h 
0 
h ;, 
Fig. 2. A projection mapping using rays 
Level Set 
(N = 2). 
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The mapping is well defined and has the following properties. 
(1) &(@,(z,)) =&,(h, ON_,) for zN E s@ 
(2) Qh( ZN) iS a permUtatiOn Of @h( 2;) when Zh is a permutation of zN. Since FN is 
permutation invariant, if Qh(zN) belongs to the level set L,, then so does any permutation of 
@,,(ZN). 
(3) zi <,zj implies that the ith coordinate of @h(tN) is less than or equal to the jth 
coordinate of Qh(zN). 
Theorem 3.3. Let N > 2 and FN be Schur-concave. If there exists a mapping 4h : R, + R + such 
that 
@h(zN) = (&&)Y ~h(zZ)~*~~hz(zN)) 
and $h = $i I, then 
(i) L, has the form 
L,= YNl &!‘(Yi)=+,(h) ; 
i i=l I 
(ii) $,, is convex increasing and such that $h(h) = h; 
(iii) A, is a convex set. 
Proof. Note that +h is necessarily increasing. 
(i) L, is the set of POintS yN such that @,(zN) =J’N, for ZN E s,, i.e., 
L, = YN 1 f @h(h) = hdh) 
i i=l 
(ii) It is obvious that 4Jh) = h and so +h(h) = h. 
We now show that c#J~(z) is concave. For 0 < zl, z2 and z1 + ~2 G h, choose zN-2 a ON-2 
such that CElz, = h. FN( -> Schur-concave implies that 
F,(+$,(z,) ++&2)]> $#‘/z(~,> +&~(~2)1 @dZN-2)) 
~FN(+,(z,)7 4h(z2)7 @h(‘N-2))7 
Since both vector arguments lie on the same SimPkX. AhO 
F,(+,(z,), 4&2), @h(ZN-2)) =FN(+h(i[zI +‘2])7 hz(+1 +‘21), @h(‘N-2))7 
since both 
(+&I), 4/1(~2)7 @h(‘N-2)) and (dQ(i[q +z21)3 4&~1 +z21), @h(‘N-2)) 
belong to the level set L,. 
This in turn implies 
A(+[% +z21) 2 3[ 444 + h(41~ 
since FN is decreasing coordinate-wise. Hence +h is concave on [O, hl as was to be dm~n- 
(iii) A, is the set {yN 1 C~=“=,$,( yi) < h) and it is immediately seen to be convex, since $h is a 
real convex function. Cl 
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In the case N = 2 a representation of the form (3.3) does not imply any special property, 
since it is always valid, as the following result shows. 
Proposition 3.4. Let N = 2. Then L, = (yz I Cf= 1~( yi> = 11 where 
$h(~) =P(X, <Y I W& X,) =h), 
for O<y<h. 
Proof. L, is a decreasing curve and can be represented by the equation y2 = m&y,), for a 
suitable decreasing function mh. The condition R(X,, XJ = h means that X, = m,<X,> and 
P(X, <Y I R(X,, X2) =h) =f’(X,>y I f&J&, X2) =h) 
= 1 -p(X,<m,(y)lR(X,, X2) =h) 
= 1 -P(X, <m,(y)1 R(X,, X2) =h), 
by exchangeability. Hence +h(y) + $,(m,(y)) = 1, Vy E [O, hl. (yl, y2) EL, if and only if 
y2 = m,(y,) and so, if (yl, y2> EL,, 
UYl) + h(Y2) = 1. q 
Remark 3.5. In the case when R(y,) is of the form (3.11, a representation of the form (3.2) is 
valid. Even though I)~ is determined by p, $h is different from p, in general: it is $Ci,(h) = h, 
while p does not depend on h. 
4. Time-transformed exponential models 
This section is devoted to an analysis of the case 
L/z= jy.lP-l[iP(Yi)] zh]y (4.1) 
for all h > 0. This happens in general under (possibly finite forms of) time-transformed 
exponential models. 
Theorem 4.1. The representation (4.1) holds if and only if 
(4.2) 
where Il is a probability distribution on [0, 03) and [a]+ = a for a > 0 and [a]+ = 0 for a G 0. 
F,(y,) is Schur-concave if and only if p is convex. 
The proof of Theorem 4.1 is easily obtained by using a fundamental result valid in the 
particular case p(y) = y, y > 0. This is the case of &(yN) Schur-constant: 
FN(YN)=Fl ( I fyi ; i=l (4.3) 
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as discussed in [l], this models, from the subjectivist viewpoint, the situation of no aging. In this 
case we simply have R( y,) = Cy=, yj and we have the following result, whose proof is given in 
[Il. 
Theorem 4.2. If (4.3) holds, then, for s > 0, 
i 
N 
P X1>yl )...) Xi>Y, )...) XN>YNl cxi=s 
i=l ‘1 = 
N yi N-1 
I 1 l-C- . i=ls + (4.4) 
Proof of Theorem 4.1. If F,(y,) is of the form (4.21, then trivially Cz rp(yi) is constant on a 
level set and then we have (4.1). 
Now suppose (4.1) holds. We consider the random variables defined by Zi = p(Xi>, i = 
1 > * * * > N. Their joint survival function is 
G,(+) =p(z, >zl, ..:,ZN>~N)=P(X1>p-‘(~l),...,X~>p-’(z~)), 
so we see that G,(z,) is Schur-constant and we can use (4.4), which yields 
xN>Y,I :dx,)=?l 
i=l I 
~(x,)>~(Y,),...,~(xN)>~(yN)I 
Now consider the distribution 17 of the variable Czi~p(X~). Unconditioning with respect to 
EL ,p( Xi) in (4.51, we obtain (4.2). 0 
It is easily seen that X,, . . . , X, are i.i.d. if and only if the distribution 17 of CE1p(Xi) is 
gamma with parameters cr = N and p > 0. If D is a mixture of gammas with (Y = N, 
dN4 a LrnqNel em{ -Pr) WP), 
then Xi, . . . , X, are conditionally i.i.d. according 
(4.6) 
to a “time-transformed exponential model” 
When K7 does not admit a representation of the form (4.6), Xi,. . . , Xv are finitely exchame- 
able and we have a finite form of the time-transformed exponential model. 
We now use the symbols RN(yN) and w,Jz), in order to explain the dependence on N and 
consider the mapping 
TN:yN-il(RN(YN))- 
Then 
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so rN is a generalized mean of y,, . . . , y,,, with respect to FN: for t > 0, 
qv(z, z )...) z) =z. 
Some special aspects of the case (4.1) can be expressed in terms of properties of TV. Under a 
time-transformed exponential model 
q&q =&(z, Z,...J) =P-*[~P(z)l, 
@;yu) =p-* fig ) I I 
E P(Yi) 
QJy,)=p-l [=lN I. 1 7 
i.e., 7JyN) is, by the “Nagumo-Kolmogoroff-de Finetti” theorem an associative mean. Even 
more, it is a predictive sufficient statistic: namely for M < N. X, is conditionally independent of 
X M+l,.“, X M+N given 7JXM). 
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