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ABSTRAKT
Slozˇity´ proble´m je u´loha, u ktere´ pocˇet mozˇny´ch rˇesˇen´ı roste s pocˇtem parametr˚u expo-
nencia´lneˇ nebo faktoria´lneˇ. Za pouzˇit´ı klasicky´ch metod trva´ nalezen´ı rˇesˇen´ı neu´meˇrneˇ
nebo nekonecˇneˇ dlouho. Do mnozˇiny slozˇity´ch u´loh patˇr´ı i predikce signa´lu. U takove´hoto
signa´lu nen´ı zna´m zˇa´dny´ vztah popisuj´ıc´ı jeho vy´voj, k dispozici je pouze cˇasova´ rˇada nebo
graficke´ vyja´dˇren´ı. Rˇesˇen´ı pomoc´ı geneticky´ch algoritmu˚ spocˇ´ıva´ v nalezen´ı opakuj´ıc´ıch se
vzor˚u a trendu˚ z minulosti a jejich na´sledne´m pouzˇit´ı pro pˇredpov´ıda´n´ı budouc´ıho vy´voje.
Predikce je prova´deˇna pomoc´ı implikacˇn´ıch pravidel ve tvaru jestlizˇe/pak. Tato pravidla se
skla´daj´ı z podm´ınkove´ cˇa´sti a z vy´sledkove´ cˇa´sti. Kazˇde´ pravidlo je reprezentova´no jedn´ım
chromozomem v populaci. Populace pravidel se porovna´va´ s historicky´m vy´vojem signa´lu.
Na´sledneˇ jsou jednotliva´ pravidla ohodnocena podle u´speˇsˇnosti a vstupuj´ı do simulovane´
evoluce. Vy´sledkem evoluce je skupina pravidel, obsahuj´ıc´ı nejvy´razneˇjˇs´ı vzory a trendy.
Tato pravidla jsou na´sledneˇ validova´na na validacˇn´ı mnozˇineˇ. Aplikace je implementova´na
v programovac´ım jazyku JAVA.
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rˇady, Java, JGAP, BIRT
ABSTRACT
Difficult problems are tasks which number of possible solutions increase exponentially or
factorially. Application of common mathematical methods for finding proper solution in
polynomial time is ineffective. Signal prediction is an example of diffucult problem. Signal
is represented with a time serie and there is no explicit mathematical formula describing
the signal. When genetic algorithms are applicated, they try to discover hidden patterns
in time serie. These patterns can be used for prediction. Implication rules are used for
discovery of these hidden patterns in time serie. Each rule is represented by one chromo-
some in population. Rules consist of two parts: conditional part and result part. Rules in
population are compared with time serie and then the rules are evaluated according to
their success in prediction. After the evaluation of rules, simulated evolution is started.
Result of this evolution process is a group of rules which represent the most distinct
patterns in time serie. These rules are then validated on validation set. Application is
implemented in JAVA programming language.
KEYWORDS
evolutionary algorithm, signal prediction, spectral analysis, wavelet transformation, time
series, Java, JGAP, BIRT framework
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U´VOD
Tato pra´ce se zaby´va´ jedn´ım z prˇ´ıstup˚u, jak rˇesˇit slozˇite´ proble´my a u´lohy. Slozˇity´m
proble´mem se rozumı´ u´loha, u ktere´ pocˇet mozˇny´ch rˇesˇen´ı v za´vislosti na pocˇtu
pouzˇity´ch promeˇnny´ch roste exponencia´lneˇ, nebo faktoria´lneˇ. Rˇesˇen´ı takto slozˇity´ch
u´loh prostrˇednictv´ım klasicky´ch metod trva´ neu´meˇrneˇ cˇi nekonecˇneˇ dlouho. I kdyzˇ
je u teˇchto proble´mu˚ vypracova´n matematicky´ apara´t popisuj´ıc´ı cestu ke spra´vne´mu
rˇesˇen´ı, jeho pouzˇit´ı vsˇak nezarucˇuje nalezen´ı rˇesˇen´ı v rea´lne´m cˇase. Existuj´ı situace,
kdy je takove´to chova´n´ı zˇa´douc´ı. Prˇ´ıkladem jsou sˇifrovac´ı algoritmy. U nich je mno-
hdy zna´m postup, ktery´m se dospeˇlo k zasˇifrovane´ hodnoteˇ – kryptogramu, ovsˇem
zpeˇtny´ proces, tj. nalezen´ı p˚uvodn´ı zpra´vy, vede k obrovske´mu pocˇtu mozˇnost´ı, ktere´
mus´ıme proveˇrˇit. Oveˇrˇen´ı vsˇech mozˇny´ch rˇesˇen´ı je u´loha, kterou soucˇasna´ vy´pocˇetn´ı
technika nedoka´zˇe vyrˇesˇit v rea´lne´m cˇase.
Jiny´m prˇ´ıkladem slozˇite´ho proble´mu mu˚zˇe by´t objeven´ı urcˇite´ (neintuitivn´ı) in-
formace v mnozˇineˇ dat. Tato informace nebo znalost nemus´ı by´t pro odborn´ıka
zrˇejma´ cˇi viditelna´, prˇesto vsˇak mezi prvky mnozˇiny existuje. Jej´ı extrakce na´m
umozˇnˇuje lepsˇ´ı pochopen´ı vztah˚u v mnozˇineˇ. Lze ji vyuzˇ´ıt pro klasifikaci prvk˚u
mnozˇiny, prˇedpoveˇzen´ı nebo odhad budouc´ıch prvk˚u. V praxi pak mu˚zˇe by´t tato
znalost vyuzˇita k odhadova´n´ı rizikovosti projekt˚u, posouzen´ı na´vratnosti investic,
pravdeˇpodobnosti bankrotu nebo krachu.
Objeven´ı te´to znalosti nen´ı jednoduchou u´lohou. Jedna´ se vlastneˇ o odhalen´ı
urcˇite´ho vzoru nebo vazby mezi prvky mnozˇiny. Jak ale objevit vazbu, ktera´ ani pro




Evolucˇn´ı algoritmy se snazˇ´ı vyuzˇ´ıvat model˚u evolucˇn´ıch proces˚u k rˇesˇen´ı slozˇity´ch
problemu˚. Evolucˇn´ı algoritmus modeluje evoluci a prˇirozeny´ vy´beˇr podobneˇ,
jako k neˇmu docha´z´ı v prˇ´ırodeˇ. Je to stochasticky´ algoritmus, ktery´ prˇi sve´
cˇinnosti vyuzˇ´ıva´ mechanizmus prˇirozene´ho vy´beˇru, a tento mechanizmus je za´rovenˇ
za´kladn´ım stavebn´ım prvkem cele´ho algoritmu. Nejedna´ se tedy o okrajove´ vyuzˇit´ı
evoluce nebo prˇirozene´ho vy´beˇru, pra´veˇ naopak evoluce a prˇirozeny´ vy´beˇr jsou
za´kladem kazˇde´ho evolucˇn´ıho algoritmu. Prˇedstaviteli evolucˇn´ıch algoritmu˚ jsou
geneticke´ algoritmy, geneticke´ programova´n´ı, evolucˇn´ı strategie a evolucˇn´ı pro-
gramova´n´ı. [2]
1.1 Geneticke´ algoritmy
Geneticke´ algoritmy vyvinul John Holland [2] v 60. a 70. letech minule´ho stolet´ı.
Zkoumal procesy, ktere´ prob´ıhaj´ı v zˇivy´ch populac´ıch a ktere´ jsou z pohledu evoluce
kl´ıcˇove´. V prˇ´ırodeˇ jedinci souperˇ´ı o zdroje nutne´ k prˇezˇit´ı, snazˇ´ı se o vlastn´ı re-
produkci a chra´n´ı se prˇed preda´tory. Ti jedinci, kterˇ´ı jsou u´speˇsˇn´ı, pak zˇij´ı de´le,
najdou vhodne´ho partnera a mı´vaj´ı v´ıce potomk˚u nezˇ me´neˇ u´speˇsˇn´ı jedinci, kterˇ´ı
jsou v reprodukci omezeni, maj´ı mensˇ´ı pocˇet potomk˚u, nebo potomky nemaj´ı v˚ubec.
Vlastnosti a schopnosti u´speˇsˇny´ch jedinc˚u se pak prˇena´sˇej´ı na potomky a objevuj´ı
se u dalˇs´ıch generac´ıch. Geneticky´ algoritmus je prˇ´ımou analogi´ı teˇchto proces˚u.
Jedna´ se o simulaci a vyuzˇit´ı teˇchto proces˚u v pocˇ´ıtacˇovy´ch programech. Geneti-
cke´ algoritmy jsou nasazova´ny na proble´my, u ktery´ch je nalezen´ı proble´mu cˇasoveˇ
nebo vy´pocˇetneˇ velice na´rocˇne´. Tato na´rocˇnost vyply´va´ z pomeˇrneˇ velke´ho prostoru
mozˇnost´ı, ktery´ je trˇeba prˇi rˇesˇen´ı prozkoumat. Obrovska´ velikost tohoto prostoru
je zase da´na vysoky´m pocˇtem vstupn´ıch promeˇnny´ch, ktere´ jsou soucˇa´st´ı popisu
proble´mu.
Za dobu jejich existence byla jejich funkcˇnost oveˇrˇena na rˇadeˇ veˇdecky´ch a tech-
nicky´ch proble´mu˚. V praxi se jedna´ zejme´na o optimalizacˇn´ı u´lohy a o designe´rske´
u´lohy. Optimalizaci lze obecneˇ cha´pat jako proces, prˇi ktere´m se snazˇ´ıme na-
stavit vstupn´ı parametry zarˇ´ızen´ı, syste´mu nebo procesu tak, aby vy´stupn´ı hod-
nota byla maxima´ln´ı nebo minima´ln´ı. Pokud bude onou vy´stupn´ı hodnotou cena,
spotrˇeba nebo jiny´ druh na´klad˚u, je snaha je minimalizovat. Naopak prˇenos syste´mu,
prˇesnost nebo spolehlivost je velicˇina, kterou se snazˇ´ıme maximalizovat. Prˇ´ıkladem
takove´to u´lohy mu˚zˇe by´t na´vrh s´ıt’ove´ topologie. Prˇi na´vrhu se snazˇ´ıme maxima-
lizovat prˇenosovou kapacitu linek (prˇene´st maxima´ln´ı mnozˇstv´ı dat) a za´rovenˇ se
snazˇ´ıme minimalizovat celkovy´ pocˇet komunikacˇn´ıch linek a mezilehly´ch zarˇ´ızen´ı
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(z d˚uvodu co nejnizˇsˇ´ıch porˇizovac´ıch na´klad˚u). Dalˇs´ım prˇ´ıkladem mu˚zˇe by´t vy´roba
pocˇ´ıtacˇovy´ch cˇip˚u. Firma Texas Instrument se snazˇila dosa´hnout co nejmensˇ´ı plochy,
na kterou budou osazovane´ jejich integrovane´ obvody. Pouzˇ´ıt´ım geneticky´ch algo-
ritmu˚ bylo dosazˇeno zmensˇen´ı o 18 %. Zmensˇen´ı bylo dosazˇeno novy´m zp˚usobem
zapojen´ı, o ktere´m inzˇeny´rˇi firmy dosud v˚ubec neuvazˇovali.
Na tomto mı´steˇ je vhodne´ upozornit, zˇe geneticke´ algoritmy nejsou technikou,
ktera´ je snadno pouzˇitelna´ pro rˇesˇen´ı libovolne´ u´lohy. Pokud existuje pro konkre´tn´ı
u´lohu jizˇ specializovany´ algoritmus, ktery´ nav´ıc vyuzˇ´ıva´ urcˇitou znalost o te´to u´loze,
pak tento algoritmus prˇekona´ ve sve´m rˇesˇen´ı geneticky´ algoritmus. Oblasti, ve
ktery´ch je vhodne´ geneticke´ algoritmy pouzˇ´ıt, jsou pra´veˇ u´lohy, ke ktery´m nen´ı
zˇa´dny´ takovy´to algoritmus k dispozici, nebo nen´ı v˚ubec zna´m. [1] [2]
Obra´zek 1.1: Struktura chromozomu
Geneticky´ algoritmus (GA) je pravdeˇpodobnostn´ı algoritmus, ktery´ iterativneˇ
transformuje mnozˇinu matematicky´ch objekt˚u na jejich novou mnozˇinu. Kazˇdy´ ob-
jekt v mnozˇineˇ ma´ v tomto procesu prˇideˇleno urcˇite´ hodnocen´ı (fitness) a transfor-
mace se rˇ´ıd´ı principy prˇirozene´ho vy´beˇru tak, jak je tento proces zna´m z prˇ´ırody.
Cely´ proces se opakuje, dokud nen´ı splneˇna ukoncˇovac´ı podmı´nka. Jak je videˇt
z te´to definice, geneticke´ algoritmy pouzˇ´ıvaj´ı neˇktere´ pojmy z genetiky. Za´kladem
geneticke´ho algoritmu je chromozom. Chromozom prˇedstavuje potencia´ln´ı rˇesˇen´ı
zadane´ho proble´mu. Kazˇdy´ chromozom je postaven z pevne´ho pocˇtu mensˇ´ıch prvk˚u
nazvany´ch geny. Geny prˇedstavuj´ı zako´dovanou urcˇitou vlastnost, naprˇ. barvu ocˇ´ı.
Alela je pak konkre´tn´ı hodnota genu, naprˇ. modra´ barva ocˇ´ı, hodnota velicˇiny. Po-
zice genu v ra´mci chromozomu se oznacˇuje jako locus. Geneticky´ algoritmus obvykle
pracuje s veˇtsˇ´ım pocˇtem chromozomu˚. Mnozˇina teˇchto chromozomu˚ se oznacˇuje po-
jmem populace. Uvedene´ informace prˇehledneˇ zna´zornˇuje obra´zek 1.1. V p˚uvodn´ım
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na´vrhu geneticky´ch algoritmu˚ mohly chromozomy obsahovat pouze bina´rn´ı hodnoty.
Reprezentace a ko´dova´n´ı proble´mu bylo prova´deˇno pomoc´ı nul a jednicˇek. Azˇ s pos-
tupem cˇasu byly geneticke´ algoritmy rozsˇ´ıˇreny o pouzˇ´ıva´n´ı cely´ch cˇ´ısel a na´sledneˇ
i cˇ´ısel rea´lny´ch. Tabulka 1.1 zna´zornˇuje jednotlive´ za´kladn´ı pojmy z GA a jejich
proteˇjˇsky z oblasti prˇ´ırodn´ı evoluce.
Prˇ´ıroda Geneticke´ algoritmy
chromozom rˇeteˇzec cˇ´ıslic, zako´dovane´ rˇesˇen´ı proble´mu
gen nejmensˇ´ı cˇa´st rˇeteˇzce, parametr, rys
alela konkre´tn´ı hodnota parametru nebo rysu
populace skupina chromozomu˚
Tabulka 1.1: Souvislost mezi prˇ´ırodn´ı evoluc´ı a geneticky´m algoritmem
Naopak rozd´ılem oproti biologii je mozˇnost vza´jemne´ za´meˇny pojmu˚ jedinec
a chromozom. V prˇ´ıpadeˇ geneticky´ch algoritmu˚ jsou si tyto pojmy rovny. Populace
jedinc˚u je tedy jen jine´ oznacˇen´ı pro populaci chromozomu˚. Tato rovnost v biologii
neplat´ı. Naprˇ´ıklad bunˇka (jedinec) obvykle obsahuje v´ıce chromozomu˚.
1.1.1 Princip cˇinnosti geneticky´ch algoritmu˚
Po dobu beˇhu geneticke´ho algoritmu se populace chromozomu˚ postupneˇ meˇn´ı, vyv´ıj´ı
se. Princip fungova´n´ı geneticke´ho algoritmu zna´zornˇuje na´sleduj´ıc´ı obra´zek.
Algoritmus: Princip cˇinnosti geneticke´ho algoritmu
Vstup : Pocˇa´tecˇn´ı populace na´hodneˇ vygenerovany´ch jedinc˚u (chromozomu˚)
Vy´stup: Nejlepsˇ´ı (nebo prˇiblizˇneˇ nejlepsˇ´ı) jedinec (chromozom)
inicializace: vygeneruj pocˇa´tecˇn´ı populaci jedinc˚u;1
repeat2
pro kazˇdy´ chromozom v populaci urcˇi jeho hodnotu fitness f(x);3
foreach chromozom xi v populaci i = 0 to i = n do4
vyber dva chromozomy s pravdeˇpodobnost´ı, ktera´ je u´meˇrna´ jejich5
fitness;
end6
aplikuj geneticke´ opera´tory na vybrane´ chromozomy, a z´ıskej tak potomky;7
vlozˇ nove´ potomky do nove´ populace;8
until nen´ı nalezeno uspokojive´ rˇesˇen´ı, nebo neuplynul zvoleny´ pocˇet generac´ı ;9
return: chromozom s nejvysˇsˇ´ı hodnotou fitness v koncove´ populaci10
Algoritmus vy´sˇe popisuje jednotlive´ fa´ze, ktery´mi program procha´z´ı. Prvn´ı fa´z´ı je
inicializace, tzn. vytvorˇen´ı prvn´ı populace chromozomu˚. Pocˇa´tecˇn´ı populace je vzˇdy
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generova´na na´hodneˇ. To znamena´, zˇe kazˇdy´ chromozom v prvn´ı populaci obsahuje
geny, jejichzˇ hodnota je stanovena na´hodneˇ genera´torem na´hodny´ch cˇ´ısel. Za´rovenˇ
neexistuje zˇa´dne´ pravidlo, ktere´ by jasneˇ urcˇovalo velikost populace. Velikost popu-
lace se vol´ı s ohledem na rˇesˇeny´ u´kol. Pocˇa´tecˇn´ı populace by meˇla by´t co nejv´ıce roz-
manita´ a diverzifikovana´. Meˇla by obsahovat chromozomy, ktere´ budou prˇedstavovat
co nejrozmaniteˇjˇs´ı nastaven´ı jednotlivy´ch parametr˚u rˇesˇene´ho proble´mu.
Po inicializaci na´sleduje ohodnocen´ı kazˇde´ho jedince v populaci pomoc´ı funkce
fitness. Tato funkce jednodusˇe rˇ´ıka´, jak moc je konkre´tn´ı jedinec dobry´ (zdatny´)
v rˇesˇen´ı zadane´ u´lohy. Implementace te´to funkce je kl´ıcˇova´ pro cely´ geneticky´ al-
goritmus a za´vis´ı na povaze rˇesˇene´ u´lohy. Cˇ´ım je na´vratova´ hodnota fitness vysˇsˇ´ı,
t´ım je jedinec schopen le´pe rˇesˇit zadany´ proble´m. V dalˇs´ım bude pouzˇ´ıva´n termı´n
fitness nebo funkce fitness, jelikozˇ nen´ı zvykem tento termı´n prˇekla´dat cˇi nahrazovat
cˇesky´m ekvivalentem.
Jakmile jsou zna´my hodnoty fitness funkce pro kazˇde´ho jedince, na´sleduje vy´beˇr
jedinc˚u, kterˇ´ı vstoup´ı do evoluce. Obecneˇ plat´ı, zˇe lepsˇ´ı jedinci jsou zvy´hodneˇni
prˇi vy´beˇru. Vy´beˇr se deˇje s urcˇitou pravdeˇpodobnost´ı, ktera´ je u´meˇrna´ hodnoteˇ
fitness. Zde je patrna´ analogie s prˇ´ırodou. Silneˇjˇs´ı jedinci maj´ı veˇtsˇ´ı sˇanci na prˇezˇit´ı.
Za´rovenˇ ale plat´ı, zˇe nejvysˇsˇ´ı hodnota fitness nezarucˇuje nejlepsˇ´ımu jedinci, zˇe bude
automaticky vybra´n pro evoluci, a za´rovenˇ nejhorsˇ´ı hodnota neznamena´, zˇe nejhorsˇ´ı
jedinec bude doprˇedu vyloucˇen z evoluce. Kazˇdy´ z nich ma´ jinou sˇanci na vy´beˇr.
Kdyzˇ uzˇ jsou vybra´ni jedinci pro postup do dalˇs´ı evoluce, mu˚zˇeme prova´deˇt
jejich vza´jemne´ krˇ´ıˇzen´ı a mutaci. Mutace a krˇ´ızˇen´ı jsou na´stroje, jak objevit nove´,
potencia´lneˇ lepsˇ´ı rˇesˇen´ı zadane´ u´lohy. Pokud se mezi sebou krˇ´ızˇ´ı jedinci s vysokou
fitness, je pravdeˇpodobne´, zˇe vy´sledkem bude opeˇt jedinec s jesˇteˇ lepsˇ´ı hodnotou
fitness. Krˇ´ızˇen´ı a mutace patrˇ´ı mezi geneticke´ opera´tory a bude jim veˇnova´no v´ıce
prostoru v dalˇs´ım textu. [4]
Cely´ tento proces se iterativneˇ opakuje, dokud nen´ı splneˇna ukoncˇovac´ı
podmı´nka. Ukoncˇovac´ı podmı´nkou mu˚zˇe by´t uplynut´ı prˇedem zvolene´ho pocˇtu
evoluc´ı. Typicky prob´ıha´ rˇa´doveˇ azˇ neˇkolik stovek evoluc´ı v ra´mci jednoho spusˇteˇn´ı
geneticke´ho algoritmu. Jiny´m prˇ´ıkladem ukoncˇovac´ı podmı´nky je konvergence je-
dinc˚u v populaci. Konvergovat mu˚zˇe genotyp i fenotyp. Konvergence genotypu zna-
mena´, zˇe vsˇichni jedinci v populaci maj´ı stejnou hodnotu gen˚u, vsˇichni jedinci jsou
tedy stejn´ı. To mimo jine´ znamena´, zˇe krˇ´ızˇen´ı nema´ uzˇ zˇa´dny´ efekt. Konvergence
fenotypu znamena´, zˇe vsˇichni jedinci v populaci maj´ı stejnou hodnotu fitness. Dalˇs´ım
prˇ´ıkladem ukoncˇovac´ı podmı´nky je, zˇe rozd´ıl celkove´ (souhrnne´) hodnoty fitness mezi
po sobeˇ jdouc´ımi generacemi je maly´, resp. mensˇ´ı nezˇ urcˇita´ hodnota. To znamena´,
zˇe uzˇ nedocha´z´ı k vy´razn´ım zmeˇna´m v populaci, nenale´zaj´ı se nova´ lepsˇ´ı, rˇesˇen´ı,
proto nema´ smysl da´l pokracˇovat a algoritmus je ukoncˇen. Po ukoncˇen´ı te´to simulo-
vane´ evoluce se z vy´sledne´ populace vybere nejlepsˇ´ı jedinec nebo n nejlepsˇ´ıch jedinc˚u
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a tito jedinci jsou hledany´m rˇesˇen´ım u´lohy.
1.1.2 Geneticke´ opera´tory
Geneticke´ algoritmy vyuzˇ´ıvaj´ı trˇi za´kladn´ı geneticke´ opera´tory. Jsou to vy´beˇr, krˇ´ıˇzen´ı
a mutace.
Opera´tor vy´beˇru (selekce) urcˇuje, kterˇ´ı jedinci budou vybra´ni ke krˇ´ızˇen´ı.
Opera´tor vyb´ıra´ jedince, jejichzˇ geny se prˇenesou cˇa´stecˇneˇ nebo u´plneˇ do na´sleduj´ıc´ı
populace. Jedinci, kterˇ´ı jsou vybra´ni, jsou ulozˇeni do seznamu pro krˇ´ızˇen´ı. Jedna´
se v podstateˇ o urcˇitou mnozˇinu vyvoleny´ch, kterˇ´ı vstoup´ı do evoluce. Po naplneˇn´ı
te´to mnozˇiny jedinci, kterˇ´ı jsou v n´ı, podstupuj´ı krˇ´ızˇen´ı a mutaci. T´ımto se pod´ılej´ı
na vzniku nove´ generace. Cely´ proces se opakuje dokud nevznikne tolik novy´ch po-
tomk˚u, aby zaplnili novou generaci. Existuj´ı dva za´kladn´ı zp˚usoby vy´beˇru: vy´beˇr
ruletou a vy´beˇr turnajem.
Vy´beˇr ruletou pouzˇ´ıva´ k vy´beˇru mechanizmus rulety. Kazˇdy´ jedinec ma´
prˇideˇlen urcˇity´ pocˇet segment˚u (pol´ıcˇek) na ruleteˇ. Tento pocˇet je u´meˇrny´ hodnoteˇ
fitness. Jedinci s vysˇsˇ´ı hodnotou maj´ı veˇtsˇ´ı pravdeˇpodobnost, zˇe budou vybra´ni,
protozˇe obsad´ı v´ıce segment˚u (pol´ıcˇek) na ruleteˇ. Na´sledneˇ je roztocˇeno kolo
pomyslne´ rulety. Kolo rulety prˇedstavuje prvek na´hody ve vy´beˇru. Podobneˇ jako
u skutecˇne´ rulety ani zde nejde ovlivnit segment (pol´ıcˇko), na ktere´m ruleta zastav´ı.
Vybra´n je ten jedinec, na jehozˇ segmenty ruleta ukazuje po zastaven´ı. Vy´beˇr turna-
jem pouzˇ´ıva´ k vy´beˇru turnaj. Do turnaje vstupuj´ı dva nebo v´ıce jedinc˚u. Na´sledneˇ
je zvolen jedinec, ktery´ ma´ nejvysˇsˇ´ı fitness, ostatn´ı z turnaje vypadnou. V souvi-
slosti s vy´beˇrem chromozomu˚ je vhodne´ zmı´nit i pojem elita´rˇstv´ı. Elita´rˇstv´ı [3]
funguje tak, zˇe po ohodnocen´ı kazˇde´ho jedince v populaci funkc´ı fitness je nejlepsˇ´ı
jedinec (nebo neˇkolik nejlepsˇ´ıch) prˇ´ımo prˇenesen do dalˇs´ı generace. Smysl elita´rˇstv´ı
spocˇ´ıva´ v tom, zˇe znizˇuje riziko ztra´ty nejlepsˇ´ıho chromozomu. Pokud by se v rane´
fa´zi evoluce (v prvn´ıch neˇkolika populac´ıch) objevil jedinec, ktery´ vy´razneˇ prˇevysˇuje
vsˇechny ostatn´ı, d´ıky elita´rˇstv´ı je prˇ´ımo vybra´n pro postup do dalˇs´ı generace. Zde
si je potrˇebne´ uveˇdomit, zˇe vsˇechny deˇje v evoluci prob´ıhaj´ı na´hodneˇ. I kdyzˇ jsou
sˇance vy´razneˇ lepsˇ´ıho jedince na prˇezˇit´ı vysoke´, d´ılem na´hody se mu˚zˇe sta´t, zˇe se
nakonec nedostane do dalˇs´ı populace a bude ztracen. Prˇesneˇ te´to situaci se da´ po-
moc´ı elita´rˇstv´ı vyhnout.
Krˇ´ızˇen´ı je nejvy´znamneˇjˇs´ı geneticky´ opera´tor. Jeho vy´znam spocˇ´ıva´ v tom, zˇe
vna´sˇ´ı do hleda´n´ı rˇesˇen´ı novou, potencia´lneˇ d˚ulezˇitou informaci. Krˇ´ızˇen´ım dvou jedi-
nc˚u s vysokou hodnotou fitness mu˚zˇe vzniknou jedinec, jehozˇ fitness bude jesˇteˇ vysˇsˇ´ı
nezˇ fitness rodicˇ˚u. Je d˚ulezˇite´ si uveˇdomit, zˇe tento proces operuje s urcˇitou mı´rou
na´hody. Vy´sledkem krˇ´ızˇen´ı pak mu˚zˇe by´t i takovy´ jedinec, jehozˇ fitness je nizˇsˇ´ı nezˇ
fitness jeho rodicˇ˚u. Tato situace ovsˇem nen´ı nijak cˇasta´. To je pra´veˇ zp˚usob, ktery´m
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geneticke´ algoritmy hledaj´ı rˇesˇen´ı. Krˇ´ızˇen´ı je opera´tor, ktery´ v pr˚ubeˇhu cele´ evoluce
dominuje. Je aplikova´n s pravdeˇpodobnost´ı 70 % azˇ 90 %.
Obra´zek 1.2: Prˇ´ıklad jednobodove´ho krˇ´ızˇen´ı
Existuje v´ıce zp˚usob˚u, jak dva jedince mezi sebou krˇ´ızˇit. Krˇ´ızˇen´ı mu˚zˇe by´t jed-
nobodove´, dvoubodove´, v´ıcebodove´ nebo uniformn´ı. Pu˚vodn´ı na´vrh geneticky´ch al-
goritmu˚ pouzˇ´ıval krˇ´ızˇen´ı pouze jednobodove´. To funguje tak, zˇe se ze seznamu pro
krˇ´ızˇen´ı vyberou dva jedinci. Na´sledneˇ se na´hodneˇ zvol´ı pozice genu, ve ktere´ dojde
ke krˇ´ızˇen´ı. Samotne´ krˇ´ızˇen´ı je pak realizova´no vy´meˇnou gen˚u, ktere´ jsou napravo od
pozice krˇ´ızˇen´ı, mezi obeˇma rodicˇi. Vy´sledkem jsou dva potomci, kterˇ´ı jsou odliˇsn´ı
od svy´ch rodicˇ˚u. Tito potomci obsahuj´ı geny z obou rodicˇ˚u. Potomci prˇedstavuj´ı
novou kombinaci gen˚u, ktera´ v populaci dosud neexistovala. V populaci se tak ob-
jev´ı nove´ potencia´ln´ı rˇesˇen´ı. Existuje dobry´ prˇedpoklad, zˇe potomci budou mı´t vysˇsˇ´ı
fitness nezˇ rodicˇe. To je zarucˇeno vy´beˇrem, ve ktere´m vyb´ıra´me jedince s vysˇsˇ´ı fitness
prˇed jedinci s nizˇsˇ´ı hodnotou fitness. Pra´veˇ popsany´ prˇ´ıklad krˇ´ızˇen´ı je zobrazen na
obra´zku 1.2 a jedna´ se o tzv. jednobodove´ krˇ´ıˇzen´ı. Ke krˇ´ızˇen´ı docha´z´ı pouze v jednom
mı´steˇ. Mı´stem, ve ktere´m nastalo krˇ´ızˇen´ı, je cˇtvrty´ gen. Pocˇ´ınaje t´ımto genem dosˇlo
k vy´meˇneˇ vsˇech ostatn´ıch gen˚u mezi obeˇma rodicˇi.
Mutace je v porovna´n´ı s krˇ´ızˇen´ım minoritn´ı. Oproti krˇ´ızˇen´ı je aplikova´na
s vy´razneˇ nizˇsˇ´ı pravdeˇpodobnost´ı asi 1 % azˇ 5 %. Funguje tak, zˇe si na´hodneˇ vy-
bere gen a jeho hodnotu pak zmeˇn´ı na jinou, avsˇak povolenou. Zabezpecˇuje tak
rozmanitost v populaci. Rovneˇzˇ prˇisp´ıva´ k objeven´ı lepsˇ´ıho rˇesˇen´ı. Na´hodne´ zmeˇny,
byt’ na jedine´ pozici, mohou ve´st k objeven´ı lepsˇ´ıho rˇesˇen´ı. [1] Mutace chromozomu
je zna´zorneˇna na obra´zku 1.3. Zde dosˇlo ke zmeˇneˇ hodnoty genu na pa´te´ pozici.
1.1.3 Procˇ geneticke´ algoritmy funguj´ı
Za´kladem matematicke´ho popisu geneticky´ch algoritmu˚ jsou tzv. sche´mata.
Sche´mata lze cha´pat jako sˇablonu pro popis podmnozˇiny jedinc˚u (chromozomu˚).
Pokud chromozom obsahuje geny, ktere´ naby´vaj´ı pouze hodnot 0 a 1, lze podobne´
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Obra´zek 1.3: Mutace chromozomu v pa´te´m genu
skupiny chromozomu˚ vyja´drˇit pomoc´ı 0, 1 a metaznaku #. Znak # je za´stupny´m
znakem a na jeho mı´steˇ se mu˚zˇe vyskytovat jak 1, tak 0. Naprˇ´ıklad sche´ma #0000
popisuje mnozˇinu chromozomu˚ 00000 a 10000, prˇicˇemzˇ oba chromozomy prˇedstavuj´ı
instanci stejne´ho sche´matu. Bylo doka´za´no, zˇe plat´ı na´sleduj´ıc´ı vztah:
m(S, t+ 1) = m(S, t) ∗ a ∗ f(S)/f, (1.1)
kde m(S, t) je pocˇet instanc´ı sche´matu v generaci t, m(S, t+ 1) je ocˇeka´vany´ pocˇet
instanc´ı sche´matu v generaci t+1, a je faktor zastupuj´ıc´ı mı´ru krˇ´ızˇen´ı a mutace, f(S)
je pr˚umeˇrne´ ohodnocen´ı instanc´ı sche´matu v generaci t a f je pr˚umeˇrne´ ohodnocen´ı
vsˇech rˇeteˇzc˚u generace t. Na za´kladeˇ tohoto vztahu bylo doka´za´no, zˇe pocˇet instanc´ı
sche´mat, ktere´ maj´ı nadpr˚umeˇrne´ ohodnocen´ı, s cˇasem roste prˇiblizˇneˇ exponencia´lneˇ,
zat´ımco pocˇet sche´mat s podpr˚umeˇrny´m hodnocen´ım exponencia´lneˇ klesa´. [13]
1.1.4 Vy´hody a nevy´hody geneticky´ch algoritmu˚
Geneticke´ algoritmy napodobuj´ı evolucˇn´ı procesy a poskytuj´ı jednoduchy´, ale u´cˇinny´
na´stroj pro rˇesˇen´ı proble´mu˚. Jejich hlavn´ı vy´hodou je, zˇe jsou schopny rˇesˇit proble´my,
u ktery´ch tradicˇn´ı zp˚usoby rˇesˇen´ı selha´vaj´ı, jsou nedostacˇuj´ıc´ı nebo neexistuj´ı. Mezi
dalˇs´ı vy´hody pak patrˇ´ı snadna´ rozsˇiˇritelnost, jednoducha´ integrace do jizˇ existuj´ıc´ıch
syste´mu˚. Geneticky´ algoritmus je za´rovenˇ algoritmus stochasticky´. V pr˚ubeˇhu
evoluce se hojneˇ vyuzˇ´ıva´ prvek na´hody. Prˇ´ıkladem jsou trˇeba geneticke´ opera´tory.
Pozice, ve ktere´ nastane krˇ´ızˇen´ı nebo mutace, se vol´ı na´hodneˇ. Dalˇs´ı d˚ulezˇitou vlast-
nost´ı je implicitn´ı paralelizmus geneticky´ch algoritmu˚. Geneticky´ algoritmus pracuje
s celou mnozˇinou potencia´ln´ıch rˇesˇen´ı. To je vy´znamny´ rozd´ıl oproti beˇzˇny´m algo-
ritmu˚m, ktere´ obycˇejneˇ zacˇ´ınaj´ı s jedn´ım pocˇa´tecˇn´ım rˇesˇen´ım. Geneticke´ algoritmy
take´ trp´ı urcˇity´mi nedostatky. Hlavn´ım nedostatkem je, zˇe mnohokra´t nenaleznou
optima´ln´ı (ve smyslu prˇesne´) rˇesˇen´ı, ale pouze suboptima´ln´ı rˇesˇen´ı. Jejich imple-
mentace nemus´ı by´t vzˇdy prˇ´ımocˇara´. To znamena´, zˇe neˇkdy nemus´ı by´t zrˇejme´, jak
zako´dovat reprezentaci proble´mu do chromozomu, jakou metodu vy´beˇru zvolit nebo
jak nastavit pravdeˇpodobnosti u jednotlivy´ch geneticky´ch opera´tor˚u. [1] [2] [13]
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1.2 Knihovna JGAP
JGAP je knihovna napsana´ v jazyce JAVA, ktera´ zprˇ´ıstupnˇuje programove´ rozhran´ı
geneticky´ch mechanizmu˚ pro rˇesˇen´ı proble´mu˚. Obsahuje trˇ´ıdy a metody umozˇnˇuj´ıc´ı
psa´t programy, ktere´ rˇesˇ´ı proble´my prostrˇednictv´ım evoluce. [14]
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2 PREDIKCE CˇASOVY´CH RˇAD
2.1 Specifikace proble´mu
C´ılem te´to pra´ce je analyzovat signa´l reprezentovany´ cˇasovou rˇadou a snazˇit se
prˇedpoveˇdeˇt jeho budouc´ı vy´voj. U signa´lu nen´ı zna´m zˇa´dny´ zp˚usob, ktery´m jeho
hodnoty vznikaj´ı, k dispozici je pouze jeho graf a hodnoty jeho vzork˚u v urcˇite´m
cˇasove´m intervale. U´kolem je tedy odhalit nove´, dosud nezna´me´ vztahy mezi jed-
notlivy´mi vzorky signa´lu. Objeven´ım takovy´chto vztah˚u a jejich z´ıska´n´ım se zaby´va´
veˇdecka´ discipl´ına nazvana´ data mining nebo dolova´n´ı znalost´ı. Dolova´n´ı znalost´ı
je proces odhalen´ı nove´ neintuitivn´ı, ale smysluplne´ informace, vzoru nebo trendu
prˇi zpracova´n´ı velke´ho mnozˇstv´ı dat. Dolova´n´ı znalost´ı v sobeˇ zahrnuje poznatky
z r˚uzny´ch discipl´ın, jaky´mi jsou statistika, strojove´ ucˇen´ı, databa´zove´ technologie,
neuronove´ s´ıteˇ, geneticke´ algoritmy. [5]
Pouzˇit´ı geneticky´ch algoritmu˚ prˇi dolova´n´ı znalost´ı nen´ı ojedineˇle´. [8] [9] Cˇasto
se vyuzˇ´ıvaj´ı prˇi rˇesˇen´ı proble´mu˚ asociace nebo klasifikace. Obvykly´m zp˚usobem je
vytvorˇen´ı sady implikacˇn´ıch pravidel ve tvaru jestlizˇe ⇒ pak nebo kdyby ⇒ pak.
Anglicky´m ekvivalentem je implikace if ⇒ then. V dalˇs´ım textu pak bude pouzˇ´ıva´n
anglicky´ tvar implikacˇn´ıho pravidla. Prˇ´ıkladem vyuzˇit´ı implikacˇn´ıch pravidel je
naprˇ´ıklad cˇla´nek [7]. Zde jsou geneticke´ algoritmy pouzˇity k nalezen´ı sady pravidel.
Takto vytvorˇena´ pravidla slouzˇ´ı pro sestaven´ı klasifika´toru, ktery´ rozdeˇluje vzory na
vstupu do jednotlivy´ch kategori´ı. Predikce vy´voje signa´lu nen´ı klasifikacˇn´ı proble´m,
je to ale proble´m, ktery´ je klasifikaci podobny´. Rozd´ıl mezi klasifikac´ı a predikc´ı
v tomto prˇ´ıpadeˇ spocˇ´ıva´ v tom, zˇe u klasifikace prˇedkla´da´me zkoumane´ vzory
okamzˇiteˇ, kdezˇto u predikce lezˇ´ı vzory (zkoumana´ data) v budoucnosti. Jelikozˇ nen´ı
zna´m zˇa´dny´ zp˚usob nebo prˇedpis, podle ktere´ho vzorky signa´lu z´ıska´va´me, nelze
nijak urcˇit hodnotu na´sleduj´ıc´ıho vzorku. Jsou zna´my pouze hodnoty vzork˚u v cˇase
x(t), x(t − 1) . . . x(t − n) a nen´ı zna´m zp˚usob, jak z´ıskat vzorky x(t + 1), x(t +
2) . . . x(t + n). Pokud oznacˇ´ıme cˇasovou rˇadu, kterou ma´me k dispozici, jako {xt},
je mozˇne´ tento proble´m zapsat jako:
xt+1 = f(xt, xt−1, xt−2, . . .) + t+1 = xˆt+1 + t+1 (2.1)
Zde plat´ı, zˇe f() je matematicka´ funkce, ktera´ umozˇnˇuje prove´st prˇedpoveˇd’ xˆt+1 nad
vstupn´ımi daty. Jedn´ım ze zp˚usob˚u, jak prˇedpov´ıdat vy´voj signa´lu, je prˇeveden´ı
proble´mu predikce na proble´m hleda´n´ı a extrakce vzor˚u v analyzovane´m signa´lu.
K dispozici jsou data z minulosti; pokud by se podarˇilo v nich nale´zt opakuj´ıc´ı se vzor
nebo vzory, lze prˇedpokla´dat, zˇe by se tyto vzory mohly vyskytovat i v budouc´ıch
datech. Na za´kladeˇ znalosti teˇchto vzor˚u by pak bylo mozˇne´ prova´deˇt prˇedpoveˇd’ bu-
douc´ıho vy´voje. Vhodny´m na´strojem pro odhalen´ı takto skryty´ch vzor˚u jsou pra´veˇ
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geneticke´ algoritmy. Pro prakticke´ oveˇrˇen´ı byla vybra´na cˇasova´ rˇada prˇedstavuj´ıc´ı
vy´voj meˇnove´ho kurzu. V te´to pra´ci byl zvolen za´znam vy´voje vza´jemne´ho kurzu
dvou meˇn, japonske´ho jenu a spolecˇne´ evropske´ meˇny euro. Du˚vodem te´to volby
bylo, zˇe takovy´to signa´l je uzˇ ze sve´ podstaty neprˇedv´ıdatelny´. Na jeho vy´voj
maj´ı vliv ekonomicke´ uda´losti (hospoda´rˇske´ vy´sledky korporac´ı a zemı´), politicka´
prohla´sˇen´ı a take´ psychologicke´ vlivy (honba investor˚u za ziskem). Vy´sledkem toho
je nelinea´rn´ı signa´l, ve ktere´m se cˇasto objevuj´ı na´hle zmeˇny v obou smeˇrech ver-
tika´ln´ı osy. Na prvn´ı pohled v neˇm nen´ı patrny´ zˇa´dny´ linea´rn´ı nebo nelinea´rn´ı trend
cˇi opakuj´ıc´ı se vzor. Prˇ´ıklad takove´hoto signa´lu je na obra´zku 2.1.
Obra´zek 2.1: Prˇ´ıklad analyzovane´ financˇn´ı cˇasove´ rˇady
Popisem tohoto neprˇedv´ıdatelne´ho chova´n´ı signa´lu se zaby´va´ ekonometrie.
Ekonometrie je ekonomicka´ discipl´ına, ktera´ se zaby´va´ tvorbou matematicky´ch
model˚u za´kladn´ıch ekonomicky´ch za´konitost´ı a souvislost´ı. Prˇi tomto modelova´n´ı
se op´ıra´ zejme´na o principy matematicke´ statistiky a jejich aplikace na zkoumana´
ekonomicka´ data. Vstupem pro ekonometricke´ modelova´n´ı jsou cˇasove´ rˇady modelo-
vany´ch ekonomicky´ch velicˇin. Ekonomicka´ cˇasova´ rˇada je rˇada hodnot jiste´ho veˇcneˇ
nebo prostoroveˇ vymezene´ho ekonomicke´ho ukazatele, ktera´ je usporˇa´da´na v cˇase
od minulosti do prˇ´ıtomnosti. [17] Ukazatelem je obvykle cena, vy´nos nebo hodnota






Trend odra´zˇ´ı dlouhodobe´ zmeˇny v chova´n´ı cˇasove´ rˇady, odra´zˇ´ı tendenci vy´voje
sledovane´ho jevu za delˇs´ı obdob´ı. Lze jej cha´pat jako vy´sledek faktor˚u, ktere´
dlouhodobeˇ p˚usob´ı ve stejne´m smeˇru. V pr˚ubeˇhu cˇasu se obvykle meˇn´ı. Sezo´nnost
prˇedstavuje periodicke´ kol´ısa´n´ı v cˇasove´ rˇadeˇ. Ma´ systematicky´ charakter a odehra´va´
se po dobu jednoho roku, prˇicˇemzˇ se kazˇdy´ rok vrac´ı ve stejne´ nebo modifiko-
vane´ podobeˇ. Souvis´ı prˇedevsˇ´ım se strˇ´ıda´n´ım rocˇn´ıch obdob´ı a spolecˇensky zazˇity´mi
lidsky´mi zvyky. Nelinearita se v cˇasove´ rˇadeˇ projevuje r˚uzny´mi pr˚umeˇrny´mi dife-
rencemi nebo pr˚umeˇrny´mi koeficienty r˚ustu v r˚uzny´ch obdob´ıch. Podmı´neˇna´ hetero-
skedasticita vystihuje skutecˇnost, zˇe urcˇite´ charakteristiky rˇad (v tomto prˇ´ıpadeˇ je
to podmı´neˇny´ rozptyl) se s cˇasem meˇn´ı. Souvis´ı to s faktem, zˇe ekonomicke´ cˇasove´
rˇady disponuj´ı jistou variabilitou, ktera´ je cˇasoveˇ promeˇnliva´. Obdob´ı s vysˇsˇ´ı varia-
bilitou se strˇ´ıdaj´ı s obdob´ımi s nizˇsˇ´ı variabilitou. Toto chova´n´ı je spojeno s rostouc´ı
a klesaj´ıc´ı nejistotou na trz´ıch. [17]
V dalˇs´ıch kapitola´ch budou prˇedstaveny za´kladn´ı modely cˇasovy´ch rˇad. Tyto
modely jsou vyuzˇ´ıva´ny v ekonomicky´ch discipl´ına´ch pro predikci vy´voje a tvorbu
r˚uzny´ch odhad˚u. V porovna´n´ı s geneticky´mi algoritmy tak prˇedstavuj´ı standardn´ı
na´stroj pro predikci.
2.2 Modely staciona´rn´ıch cˇasovy´ch rˇad
Prˇi pra´ci s cˇasovy´mi rˇadami se pracuje s jejich vy´beˇrovy´mi proteˇjˇsky, modely. V te´to
cˇa´sti budou prezentova´ny linea´rn´ı staciona´rn´ı modely ekonomicky´ch a financˇn´ıch
cˇasovy´ch rˇad, zejme´na modely autoregresn´ıho procesu a klouzave´ho pr˚umeˇru.
Stochasticky´ proces je v cˇase usporˇa´dana´ rˇada na´hodny´ch velicˇin
X(s, t), s ∈ S, t ∈ T, kde S je vy´beˇrovy´ prostor a T je indexn´ı rˇada. Pro
kazˇde´ t ∈ T je X(., t) na´hodna´ velicˇina definovana´ na vy´beˇrove´m prostoru S. Pro
kazˇde´ s ∈ S je X(s, .) realizace stochasticke´ho procesu definovana´ na indexn´ı rˇadeˇ
T, tj. usporˇa´dana´ rˇada cˇ´ısel, prˇicˇemzˇ kazˇde´ prˇedstavuje hodnotu indexn´ı rˇady.
Na cˇasovou rˇadu je tedy mozˇne´ nahl´ızˇet jako na realizaci stochasticke´ho procesu.
Pokud se charakteristiky stochasticke´ho procesu s cˇasem nemeˇn´ı, oznacˇuje se tento
proces jako staciona´rn´ı. V praxi se cˇasto prˇedpokla´da´, zˇe velicˇiny stochasticke´ho
procesu maj´ı norma´ln´ı rozdeˇlen´ı. Kazˇdy´ staciona´rn´ı proces, ktery´ neobsahuje
deterministickou slozˇku, lze vyja´drˇit jako linea´rn´ı kombinaci rˇady nekorelovany´ch
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stejneˇ rozdeˇleny´ch na´hodny´ch velicˇin. Tato linea´rn´ı kombinace se rovneˇzˇ oznacˇuje
jako linea´rn´ı proces a lze ho vyja´drˇit jako:




kde ψ0 = 1. Strˇedn´ı hodnota linea´rn´ıho procesu ma´ tvar:
E(Xt) = E(µ+ a+ ψ1at−1 + ψ2at−2 + . . .) = µ (2.3)
a rozptyl linea´rn´ıho procesu je definova´n jako:




2.2.1 Autoregresn´ı procesy AR
Autoregresn´ı model rˇa´du jedna AR(1) je mozˇne´ vyja´drˇit ve tvaru:
Xt = φXt−1 + at (2.5)
Strˇedn´ı hodnota je rovna:
E(Xt) = E(at) + φ1E(at−1) + φ21E(at−2) + . . . = 0 (2.6)
a je konstantn´ı, cozˇ je v souladu se stacionaritou procesu. Podmı´neˇny´ rozptyl je
rovneˇzˇ v cˇase konstantn´ı:
D(Xt|Xt−1) = σ2a (2.7)
Obecneˇ lze autoregresn´ı model zapsat jako:
Xt = φ1Xt−1 + . . .+ φpXt−p + at (2.8)
Tento proces se oznacˇuje i jako autoregresn´ı proces rˇa´du p AR(p). Jeho strˇedn´ı
hodnota a rozptyl jsou rovneˇzˇ v cˇase nemeˇnne´. [17]
2.2.2 Procesy klouzavy´ch pr˚umeˇr˚u
Model klouzave´ho pr˚umeˇru rˇa´du jedna MA(1) je da´n vztahem
Xt = at − θ1at−1 (2.9)
Model klouzave´ho pr˚umeˇru vycha´z´ı prˇ´ımo z definice linea´rn´ıho procesu, jediny´ rozd´ıl
je v tom, zˇe tento proces ma´ definovany´ konecˇny´ pocˇet vah ψ. [17] Klouzavy´ pr˚umeˇr
ukazuje pr˚umeˇrnou cenu (vy´nos) financˇn´ıho instrumentu za urcˇite´ cˇasove´ obdob´ı.
Jako se meˇn´ı skutecˇny´ pr˚ubeˇh, tak se meˇn´ı i hodnota klouzave´ho pr˚umeˇru. Klouzavy´
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pr˚umeˇr vyhlazuje pr˚ubeˇh ceny instrumentu, a tak umozˇnˇuje le´pe pozorovat trend.
Vy´sledkem klouzave´ho pr˚umeˇru nen´ı jedna hodnota, ale mnozˇina hodnot. Vstupn´ı
mnozˇina hodnot je rozdeˇlena na mensˇ´ı podmnozˇiny. Z kazˇde´ takove´to podmnozˇiny je
spocˇ´ıta´n aritmeticky´ pr˚umeˇr jej´ıch prvk˚u a hodnoty teˇchto pr˚umeˇr˚u jsou vy´sledkem
operace klouzave´ho pr˚umeˇru. Prˇi pr˚umeˇrova´n´ı ma´ kazˇda´ hodnota v mnozˇineˇ stej-
nou statistickou va´hu. Uvazˇujme pro prˇ´ıklad mnozˇinu 100 hodnot. Prvn´ı hodnota
klouzave´ho pr˚umeˇru je urcˇena aritmeticky´m pr˚umeˇrem 1. azˇ 25. prvku, druha´ hod-
nota klouzave´ho pr˚umeˇru bude urcˇena jako aritmeticky´ pr˚umeˇr 2. azˇ 26. prvku.
T´ımto zp˚usobem se postupuje, azˇ jsou vycˇerpa´ny vsˇechny hodnoty v mnozˇineˇ.
2.3 Modely volatility
Tyto modely se zaby´vaj´ı variabilitou cˇasovy´ch rˇad. Jejich vy´znam spocˇ´ıva´ zejme´na
v tom, zˇe umozˇnˇuj´ı zachytit meˇn´ıc´ı se podmı´nky nejistoty na trhu. Dosahuj´ı
znacˇne´ho uplatneˇn´ı v praxi. Umozˇnˇuj´ı oveˇrˇit r˚uzne´ ekonomicke´ a financˇn´ı teorie
ty´kaj´ıc´ı se financˇn´ıho trhu. Lze je pouzˇ´ıt prˇi tvorbeˇ portfolia nebo prˇi VaR analy´ze.
Oproti model˚um z prˇedesˇle´ kapitoly tyto modely prˇedpokla´daj´ı, zˇe se podmı´neˇny´
rozptyl v cˇase meˇn´ı. To je za´roveˇnˇ i jejich vy´hoda, protozˇe odra´zˇej´ı rea´lnou situaci,
kdy se podmı´neˇny´ rozptyl cˇasovy´ch rˇad s cˇasem meˇn´ı. Jednotlive´ modely z te´to
skupiny formuluj´ı velicˇinu ht, ktera´ prˇedstavuje vy´voj podmı´neˇne´ho rozptylu v cˇase.
Tyto modely byly poprve´ popsa´ny v 80. letech minule´ho stolet´ı. Podmı´neˇny´
rozptyl definuj´ı jako linea´rn´ı funkci velicˇin ε2t−1, ε
2
t−2, . . . , ε
2
t−q. Spadaj´ı sem zejme´na
modely ARCH a GARCH.
2.3.1 ARCH(1)
Model ARCH(1) ma´ podmı´neˇny´ rozptyl ve tvaru:
ht = ω1 + α1ε
2
t−1 (2.10)
Tento model je charakteristicky´ t´ım, zˇe umozˇnˇuje zachytit shluky volatility v cˇasove´
rˇadeˇ. Tento model ma´ i svou obecnou verzi ARCH(p), ktera´ je formulovana´ jako:








Pokud v modelu ARCH(p) je za p potrˇebne´ dosadit vysoke´ cˇ´ıslo, vznika´ proble´m
s odhadova´n´ım velke´ho mnozˇstv´ı parametr˚u. Tato nevy´hoda byla odstraneˇna do-
plneˇn´ım modelu ARCH o zpozˇdeˇny´ podmı´neˇny´ rozptyl. Naprˇ´ıklad model ARCH(1)
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rozsˇ´ıˇreny´ o podmı´neˇny´ rozptyl v prvn´ım zpozˇdeˇn´ı ma´ tvar:
ht = ω + α1ε
2
t−1 + β1ht−1 (2.12)
Takto upraveny´ model se nazy´va´ GARCH, prˇesneˇji GARCH(1,1). Rovneˇzˇ model
GARCH ma´ svoji obecnou verzi:









Model GARCH je vhodne´ pouzˇ´ıt v situaci, kdy je nutne´ volit model ARCH s mnoha
zpozˇdeˇn´ımi. [17]
2.4 Predikce pomoc´ı geneticky´ch algoritmu˚
Vy´sˇe uvedene´ modely maj´ı prˇi rˇesˇen´ı proble´mu predikce za´kladn´ı nevy´hodu v tom, zˇe
jsou linea´rn´ı, parametricke´ a za´vis´ı na statisticke´m rozlozˇen´ı dat. Samotny´ charakter
analyzovany´ch dat, v tomto prˇ´ıpadeˇ vy´nosy financˇn´ıho instrumentu nebo volatilita
instrumentu, je nelinea´rn´ı. Pokud chceme dosa´hnout co nejlepsˇ´ı predikce, je nutne´
pouzˇ´ıt takovy´ na´stroj, ktery´ se doka´zˇe v co nejveˇtsˇ´ı mı´ˇre vyrovnat s nelinearitou
obsazˇenou ve zkoumane´ cˇasove´ rˇadeˇ. Takovy´mto na´strojem se uka´zaly by´t geneti-
cke´ algoritmy. Mezi jejich kladne´ stra´nky v souvislosti s predikc´ı patrˇ´ı schopnost
pr˚ubeˇzˇne´ho zlepsˇova´n´ı beˇhem vy´pocˇtu (vy´voj populace) a jsou schopny vystihnout
skryte´ nebo silneˇ nelinea´rn´ı za´vislosti. Dalˇs´ı vy´hodnou vlastnost´ı je neza´vislost na
neˇktere´m ze statisticky´ch rozlozˇen´ı dat, nemaj´ı parametrickou strukturu a umozˇnˇuj´ı
lepsˇ´ı prˇedzpracova´n´ı dat.
2.5 Spektra´ln´ı analy´za cˇasovy´ch rˇad
Za´kladn´ım prostrˇedkem pro analy´zu spojity´ch signa´l˚u je Fourierova rˇada
a Fourierova transformace. Vyja´drˇen´ı signa´lu jako funkce kmitocˇtu, ktere´ je mozˇne´
pomoc´ı teˇchto dvou na´stroj˚u, se oznacˇuje pojmem spektrum. Cˇasoveˇ spojite´ perio-
dicke´ signa´ly lze pomoc´ı Fourierovy rˇady rozlozˇit na soucˇet harmonicky´ch funkc´ı.
Spektra´ln´ı vyja´drˇen´ı cˇasoveˇ spojity´ch signa´l˚u lze z´ıskat pomoc´ı Fourierovy trans-
formace, d´ıky ktere´ lze analyzovat i aperiodicke´ signa´ly. Fourierova transformace
aperiodicke´ho cˇasoveˇ spojite´ho signa´lu reprezentuje vy´konovou spektra´ln´ı hustotu
v rozsahu od −∞ do ∞. V prˇ´ıpadeˇ diskre´tn´ıho aperiodicke´ho signa´lu se vy´sledek
transformace nacha´z´ı v rozsahu od −pi do pi. Vztah pro doprˇednou Fourierovu trans-




s[n] · ejωn (2.14)
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S(ejω) · ejωndω (2.15)
Za´kladn´ı nevy´hodou Fourierovy transformace je, zˇe nedoka´zˇe poskytnout infor-
maci o cˇasove´ lokalizaci jednotlivy´ch kmitocˇt˚u v analyzovane´m signa´lu. Pomoc´ı
Fourierovy transformace jsme schopni urcˇit vsˇechny kmitocˇty v signa´le, ovsˇem ne-
jsme schopni zjistit jejich cˇasovy´ vy´skyt. Toto je za´kladn´ı nedostatek, kv˚uli ktere´mu
se Fourierova transformace nehod´ı pro analy´zu financˇn´ıch cˇasovy´ch rˇad, ktere´ se
vyznacˇuj´ı na´hly´mi zmeˇnami, vy´kyvy a celkovou neprˇedv´ıdatelnost´ı.
Uvedene´ nedostatky je mozˇne´ kompenzovat pomoc´ı vlnkove´ transformace.
Vlnkovou transformaci je mozˇne´ pouzˇ´ıt pro analy´zu nestaciona´rn´ıch signa´l˚u.
Podobneˇ jako Fourierova transformace i vlnkova´ transformace rozkla´da´ analyzo-
vany´ signa´l na mnozˇinu funkc´ı. Tyto funkce uzˇ nejsou harmonicke´ (sin, cos), ale
jsou odvozeny z jedne´ funkce. Tato funkce se oznacˇuje jako materˇska´ funkce (mother
wavelet). Uvedeny´ princip ilustruje obra´zek 2.2. Jednotlive´ funkce jsou z n´ı odvozeny
pomoc´ı zmeˇny cˇasove´ho meˇrˇ´ıtka a posunut´ı pode´l cˇasove´ osy. Doprˇedna´ vlnkova´




f(t) · ψ∗τ,sdt (2.16)
f(t) je p˚uvodn´ı signa´l, ktery´ byl rozlozˇen na mnozˇinu ba´zovy´ch funkc´ı ψτ,s(t), tyto




γ(τ, s) · ψτ,sdτds (2.17)
Existuje neˇkolik rozlicˇny´ch materˇsky´ch vlnek. Pokud oznacˇ´ıme materˇskou vlnku
jako ψ(t) = ψ0,0(t), pak
• vlnka posunuta´ v cˇase je definova´na ψ0,q = ψ(t− q)
• vlnka se zmeˇneˇny´m meˇrˇ´ıtkem je definova´na ψp,0 = 1√pψ( tp)
• vlnka posunuta´ v cˇase a se zmeˇneˇny´m meˇrˇ´ıtkem ψp,q = 1√pψ( t−qp )
Mezi za´kladn´ı pozˇadavky, ktere´ by meˇly splnˇovat materˇske´ vlnky, patrˇ´ı nulova´
strˇedn´ı hodnota, oscilatoricky´ charakter a jejich kmity musej´ı by´t tlumeny k ±∞.
Neˇktere´ materˇske´ vlnky jsou zobrazeny na obra´zku 2.3.
Existuj´ı trˇi druhy vlnkovy´ch transformac´ı. Prvn´ım prˇ´ıpadem je spojita´ vlnkova´
transformace, ktera´ byla popsa´na vy´sˇe. Da´le se rozliˇsuje jesˇteˇ mezi diskre´tn´ı
vlnkovou transformac´ı (DWT) a diskre´tn´ı vlnkovou transformac´ı s diskre´tn´ım cˇasem
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Obra´zek 2.2: Posouva´n´ı a rozklad materˇske´ vlnky
(DTWT). Diskre´tn´ı vlnkova´ transformace (DWT) ma´ vlnkove´ funkce spojite´, ale
vstupn´ı signa´l, zmeˇna meˇrˇ´ıtka a posuny jsou prova´deˇny diskre´tneˇ po urcˇeny´ch
skoc´ıch. V prˇ´ıpadeˇ diskre´tn´ı vlnkove´ transformace s diskre´tn´ım cˇasem jsou vlnkove´
funkce a vstupn´ı signa´l diskre´tn´ı a zmeˇna meˇrˇ´ıtka i posuny jsou prova´deˇny diskre´tneˇ.
Dalˇs´ı zaj´ımavou vlastnost´ı vlnkove´ transformace je, zˇe umozˇnˇuje analy´zu signa´lu
s v´ıcena´sobny´m rozliˇsen´ım. V praxi to znamena´, zˇe pro male´ hodnoty meˇrˇ´ıtka j
poskytuje velke´ rozliˇsen´ı v cˇase, ale male´ rozliˇsen´ı v kmitocˇtu. Pro velke´ hodnoty
meˇrˇ´ıtka j poskytuje male´ rozliˇsen´ı v cˇase, ale velke´ rozliˇsen´ı v kmitocˇtu. Graficke´
zna´zorneˇn´ı poskytuje obra´zek 2.4
Zobecneˇn´ım p˚uvodn´ı vlnkove´ transformace jsou waveletove´ pakety. Prˇi transfor-
maci pomoc´ı waveletovy´ch paket˚u aplikujeme transformaci i na detailn´ı koeficienty
prˇedchoz´ı u´rovneˇ. Princip waveletovy´ch paket˚u je zobrazen na obra´zku 2.5. Blok T
prˇedstavuje aplikaci waveletove´ transformace.
V leve´ cˇa´sti obra´zku je zobrazena dekompozice signa´lu prostrˇednictv´ım kla-
sicke´ waveletove´ transformace. Transformace v u´rovni k + 1 je vypocˇtena pouze
z aproximacˇn´ıch koeficient˚u u´rovneˇ k. T´ımto zp˚usobem se rekurzivneˇ pokracˇuje,
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Obra´zek 2.3: Prˇ´ıklad materˇsky´ch vlnek. V horn´ım rˇa´dku jsou vlnky podle
Daubechiesove´, ve spodn´ım rˇa´dku Haarova vlnka a Meyerova vlnka
dokud je mozˇne´ signa´l rozkla´dat na dveˇ poloviny. Prˇi transformaci pomoc´ı wavele-
tovy´ch paket˚u je transformace aplikova´na i na detailn´ı koeficienty prˇedchoz´ı u´rovneˇ.
Vznika´ tak stromovita´ struktura, ve ktere´ kazˇde´mu uzlu stromu prˇina´lezˇ´ı urcˇity´
vektor koeficient˚u. Prˇi tomto typu transformace se pocˇet mozˇny´ch reprezentac´ı
p˚uvodn´ıho signa´lu zvysˇuje. Tento vysˇsˇ´ı pocˇet na´sledneˇ umozˇnˇuje vybrat vhodneˇjˇs´ı
reprezentaci p˚uvodn´ıho signa´lu. Z te´to mnozˇiny vsˇech reprezentac´ı je mozˇne´ pomoc´ı
vhodne´ funkce vybrat tu nejlepsˇ´ı. Tato nejlepsˇ´ı reprezentace signa´lu se oznacˇuje
termı´nem nejlepsˇ´ı ba´ze (best basis) a nejle´pe vystihuje chova´n´ı signa´lu. Vy´beˇr nej-
lepsˇ´ı ba´ze je realizova´n pomoc´ı vy´beˇrove´ funkce (cost function). Vy´beˇrova´ funkce
umozˇnˇuje vybrat nejlepsˇ´ı ba´zi tak, aby co nejprˇesneˇji vyhovovala pozˇadavk˚um ap-
likace. Jednoduchy´m prˇ´ıkladem vy´beˇrove´ funkce je prahovac´ı funkce. Tato funkce
jednodusˇe vrac´ı pocˇet cˇ´ısel, ktere´ jsou v dane´m uzlu stromu, veˇtsˇ´ı nezˇ urcˇity´
pra´h. [16]
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Obra´zek 2.4: Porovna´n´ı kra´tkodobe´ FT a diskre´tn´ı vlnkove´ transformace
Obra´zek 2.5: Dekompozice signa´lu pomoc´ı klasicke´ waveletove´ transformace (vlevo)
a prostrˇednictv´ım waveletovy´ch paket˚u (vpravo)
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3 CVICˇENI´ PRO STUDENTY
V te´to cˇa´sti bude popsa´na demonstracˇn´ı aplikace slouzˇ´ıc´ı pro vy´uku geneticky´ch
algoritmu˚. Geneticke´ algoritmy zde budou vyuzˇity pro nalezen´ı maxima funkce.
Hleda´n´ı maxima nebo minima urcˇite´ funkce je tzv. extrema´ln´ı proble´m a tento druh
u´loh je cˇasto vyuzˇit pro uka´zku schopnost´ı geneticke´ho algoritmu. Podobne´ prˇ´ıklady







+ sin 3x− x
10
+ 5 (3.1)
na intervalu hodnot < 0, 16 >. Graf te´to funkce je zobrazen na 3.1.
Obra´zek 3.1: Funkce, jej´ızˇ maximum budeme hledat
Graf funkce obsahuje neˇkolik loka´ln´ıch maxim a jedno globa´ln´ı maximum.
Loka´ln´ı maxima lze cha´pat jako prˇeka´zˇky, ve ktery´ch mu˚zˇe geneticky´ algoritmus
prˇi hleda´n´ı maxima funkce uv´ıznout. Ovsˇem prˇi spusˇteˇn´ı programu a proveden´ı
evoluce je patrne´, zˇe se geneticky´ algoritmus celkem u´speˇsˇneˇ vyhy´ba´ teˇmto loka´ln´ım
extre´mu˚m a nakonec najde globa´ln´ı maximum.
Vsˇechny trˇ´ıdy, ktere´ jsou soucˇa´st´ı aplikace, jsou ulozˇeny v bal´ıku
examples.mathproblem. Prˇi tvorbeˇ aplikace se postupovalo podle trˇ´ı krok˚u. Prvn´ım
krokem byl na´vrh chromozomu, druhy´ krok prˇedstavovala implementace funkce fit-
ness a posledn´ım krokem bylo nastaven´ı objektu Configuration pro tuto aplikaci.
Maximum funkce je bod, ve ktere´m ma´ funkce nejvysˇsˇ´ı hodnotu. Hleda´n´ı maxi-
ma proto spocˇ´ıva´ v nalezen´ı tohoto bodu v definicˇn´ım oboru funkce. V tomto
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konkre´tn´ım prˇ´ıkladeˇ je definicˇn´ı obor omezen na interval < 0, 16 >. Tento inter-
val obsahuje nekonecˇneˇ mnoho hodnot, vy´pocˇetn´ı prostrˇedky pocˇ´ıtacˇe jsou ovsˇem
konecˇne´, proto se pracuje vzˇdy pouze s konecˇny´m pocˇtem bod˚u z tohoto inter-
valu. Kazˇdy´ bod je reprezentova´n jedn´ım chromozomem v populaci. Chromozomy
v populaci maj´ı konecˇnou de´lku, tato de´lka je nastavena na osm gen˚u. Jednotlive´
geny mohou naby´vat pouze hodnot nula nebo jedna. Chromozom tedy prˇedstavuje
bina´rneˇ zako´dovane´ cˇ´ıslo z intervalu. Bina´rn´ı vyja´rˇen´ı cˇ´ısla chromozomem je pro
u´lohy tohto typu obvykle´. Podobnou reprezentaci maj´ı i chromozomy v [3] a v [21].
Chromozom s de´lkou osmi gen˚u mu˚zˇe vyja´drˇit 256 hodnot z dane´ho intervalu. Pokud
populace obsahuje 100 jedinc˚u, funkce se prohleda´va´ ve 100 bodech a kazˇdy´ z teˇchto
bod˚u mu˚zˇe naby´vat azˇ 256 hodnot z definicˇn´ıho oboru. Pro u´plnost je struktura
chromozomu na obra´zku 3.2.
Obra´zek 3.2: Struktura chromozomu v demonstracˇn´ı aplikaci
Na obra´zku 3.2 je zobrazen chromozom, ktery´ ma´ podobu bina´rn´ıho rˇeteˇzce.
Vy´pocˇet hodnoty je zrˇejmy´: 0∗20+1∗21+0∗22+0∗23+1∗24+0∗25+1∗26+1∗27 = 210,
na´sledneˇ se tato hodnota podeˇl´ı nejvysˇsˇ´ım cˇ´ıslem, ktere´ je mozˇne´ vyja´drˇit bina´rn´ım
za´pisem de´lky 8: 210 ∗ 1
255
= 0.823. Nyn´ı uzˇ zby´va´ takto z´ıskanou hodnotu nor-
malizovat do intervalu < 0, 16 >, to se provede vyna´soben´ım cˇ´ısla 0.823 cˇ´ıslem 16
a z´ıska´me vy´sledek 13.176. Vyhleda´va´n´ı maxima prob´ıha´ s prˇesnost´ı 1
255
= 0.0039.
Zvy´sˇen´ı prˇesnosti vyhleda´va´n´ı maxima lze dosa´hnout prˇida´n´ım gen˚u do chro-
mozomu. Pokud by chromozom obsahoval deset gen˚u, vyhleda´va´n´ı by prob´ıhalo
s prˇesnost´ı 1
1024
= 0.0002. Naopak pokud by se pocˇet gen˚u v chromozomu sn´ızˇil na
peˇt, prˇesnost by poklesla na 1
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= 0.0312.
Dalˇs´ım krokem je implementace funkce fitness. Ta je pomeˇrneˇ jednoducha´. Hleda´
se maximum funkce. To znamena´, zˇe cˇ´ım vysˇsˇ´ı bude hodnota vyja´drˇena´ chromo-
zomem, t´ım veˇtsˇ´ı bude mı´t chromozom fitness. Fitness chromozomu z obra´zku 3.2







+ sin 3 ∗ 13.176− 13.176
10
+ 5 = 5.157
3.1 Programove´ rˇesˇen´ı
Bal´ık examples.mathproblem obsahuje cˇtyrˇi d˚ulezˇite´ trˇ´ıdy: DemoGA,
DemoGAFitnessFunction, GraphingData a SimpleGUI. Vza´jemne´ vztahy mezi
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trˇ´ıdami jsou zobrazeny na obra´zku 3.3 v UML diagramu.
Trˇ´ıda DemoGA se zaby´va´ samotnou definic´ı chromozomu. Umozˇnˇuje nastavit
pocˇet gen˚u v chromozomu, velikost populace a za´rovenˇ udrzˇuje referenci na populaci
chromozomu˚. Prostrˇednictv´ım metody evolve() umozˇnˇuje vykona´vat evoluci chro-
mozomu˚ a za´rovenˇ komunikuje s trˇ´ıdou GraphingData, ktera´ graficky zna´zornˇuje
stav populace po kazˇde´ evoluci. Metoda evolve() provede jednu evoluci a pote´ za-
vola´ metodu update(double[]) trˇ´ıdy GraphingData, prostrˇednictv´ım ktere´ dojde
k prˇeda´n´ı populace chromozomu˚ do vykreslovac´ı trˇ´ıdy. Hodnoty chromozomu˚ jsou
prˇeda´ny jako pole prvk˚u double. Samotna´ populace chromozomu˚ je reprezentova´na
instanc´ı Genotype. Prˇevod mezi objektem Genotype a polem double[] zabezpecˇuje
metoda evaluateChromosomes(Population).
Obra´zek 3.3: UML diagram aplikace
Pro vykreslen´ı populace chromozomu˚ slouzˇ´ı trˇ´ıda GraphingData, ktera´ je jizˇ
zminˇovanou vykreslovac´ı trˇ´ıdou. Tato trˇ´ıda je odvozena od trˇ´ıdy JPanel a je prˇ´ımou
soucˇa´st´ı graficke´ho rozhran´ı cele´ aplikace. Samotne´ vykreslova´n´ı se uskutecˇnˇuje
v metodeˇ paintComponent(Graphics). Tato metoda nejprve vykresl´ı sourˇadnicovy´
syste´m a pote´ graf funkce, jej´ızˇ maximum se hleda´. Na´sledneˇ dojde k vykreslen´ı prvn´ı
populace chromozomu˚. Za´rovenˇ po kazˇde´ evoluci dojde k prˇekreslen´ı te´to graficke´
komponenty tak, aby odra´zˇela aktua´ln´ı stav populace. Jednotlive´ chromozomy jsou
zna´zorneˇny v podobeˇ svisly´ch cˇar, ktere´ prot´ınaj´ı graf funkce. Pr˚usecˇ´ık te´to cˇa´ry
a grafu funkce reprezentuje funkcˇn´ı hodnotu, kterou dany´ chromozom prˇedstavuje.
Nejlepsˇ´ı chromozom v dane´ populaci je barevneˇ odliˇsen od ostatn´ıch chromozomu˚.
Tento chromozom je vykreslen r˚uzˇovou barvou, ostatn´ı chromozomy jsou vykresleny
modrou.
S trˇ´ıdou GraphingData u´zce souvis´ı i trˇ´ıda SimpleGUI, ktera´ prˇedstavuje
jednoduche´ graficke´ rozhran´ı. Tato trˇ´ıda prˇedstavuje jednoduche´ aplikacˇn´ı okno,
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na ktere´ se vlozˇ´ı vykreslovac´ı komponenta a jedno tlacˇ´ıtko. Po kazˇde´m stisku
tlacˇ´ıtka se provede jedna evoluce a jej´ı vy´sledek je hned zobrazen na vykreslo-
vac´ı komponenteˇ. Posledn´ı trˇ´ıdou z tohoto bal´ıku je DemoGAFitnessFunction.
Tato trˇ´ıda prˇedstavuje implementaci funkce fitness. Jej´ı nejd˚ulezˇiteˇjˇs´ı metodou
je metoda evaluate(IChromosome). Tato metoda provede ohodnocen´ı jednoho
chromozomu z populace. V teˇle metody dojde nejprve k prˇevodu bina´rn´ıho
rˇeteˇzce na dekadicke´ cˇ´ıslo. Toto cˇ´ıslo se na´sledneˇ podeˇl´ı nejveˇtsˇ´ım cˇ´ıslem, ktere´
mu˚zˇe chromozom reprezentovat, a tato hodnota se jesˇteˇ normalizuje do inter-
valu hodnot < 0, 16 >. Jedna´ se o programovou implementaci krok˚u a vy´pocˇt˚u,
ktere´ byly vysveˇtleny v prˇedesˇle´ cˇa´sti. Takto upravena´ hodnota se prˇeda´ jako
parametr metodeˇ computeValue(double), ktera´ provede vy´pocˇet funkcˇn´ı hodnoty.
Na´vratova´ hodnota te´to metody je za´rovenˇ i na´vratovou hodnotou cele´ metody
evaluate(IChromosome).
Na obra´zku 3.4 je zobrazeno okno demonstracˇn´ı aplikace. Graficke´ rozhran´ı je
tvorˇeno pouze vykreslovac´ı komponentou a jedn´ım tlacˇ´ıtkem, ktere´ prova´d´ı evoluci
chromozomu˚.
Obra´zek 3.4: Okno demonstracˇn´ı aplikace. Stav populace na zacˇa´tku evoluce
Na uda´lost stisku tlacˇ´ıtka je namapova´no vola´n´ı metody evolve(IChromosome)
z trˇ´ıdy DemoGA. Po zavola´n´ı te´to metody dojde k evoluci populace a za´rovenˇ se
prˇekresl´ı vykreslovac´ı komponenta. Jak uzˇ bylo naznacˇeno, jednotlive´ chromozomy
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jsou vykresleny jako svisle´ cˇa´ry. Po urcˇite´m pocˇtu evoluc´ı (prˇiblizˇneˇ 15 evoluc´ı)
dojde k nalezen´ı maxima funkce. V tomto okamzˇiku je na vykreslovac´ı komponenteˇ
zobrazena pouze jedna cˇa´ra. Tato situace je zachycena na obra´zku 3.5.
Obra´zek 3.5: Okno demonstracˇn´ı aplikace. Stav populace na konci evoluce
To, zˇe je zobrazena pouze jedna cˇa´ra, neznamena´, zˇe by v cele´ populaci existoval
pouze jeden chromozom a ostatn´ı vyhynuly. Je to zp˚usobeno faktem, zˇe v pr˚ubeˇhu
evoluce se populace neusta´le zlepsˇuje a prˇiblizˇuje k maximu funkce. Po urcˇite´m pocˇtu
evoluc´ı dojde k nalezen´ı maxima a vsˇechny chromozomy zacˇnou mı´t stejnou struk-
turu. Vsˇechny chromozomy tak obsahuj´ı geny se stejnou hodnotou, prˇicˇemzˇ tato hod-
nota prˇedstavuje bod, jehozˇ funkcˇn´ı hodnota je maximem funkce. Jinak vyja´drˇeno:
populace obsahuje sta´le stejny´ pocˇet chromozomu˚, ale vsˇechny chromozomy jsou
stejne´. Na vykreslovac´ı komponenteˇ se to pak projev´ı vykreslen´ım vsˇech chromozomu˚
na stejne´ mı´sto. To se projev´ı vznikem jedne´ cˇa´ry. Prˇi dalˇs´ıch stisc´ıch tlacˇ´ıtka mu˚zˇe
doj´ıt k vykreslen´ı neˇkolika dalˇs´ıch chromozomu˚. Zde si je trˇeba uveˇdomit, zˇe tyto
chromozomy nikdy nejsou prˇesneˇ v maximu, ale nacha´zej´ı se pobl´ızˇ maxima funkce.
Jejich existence se da´ vysveˇtlit tak, zˇe soucˇa´st´ı kazˇde´ evoluce je jak krˇ´ızˇen´ı, tak mu-
tace. Jelikozˇ bylo maximum funkce jizˇ nalezeno a vsˇechny chromozomy v populaci
jsou stejne´, krˇ´ızˇen´ı nefunguje. Pokud maj´ı chromozomy v populaci vsˇechny geny
stejne´, krˇ´ızˇen´ım nic nove´ho nevznikne. Du˚vodem obcˇasne´ho vzniku teˇchto novy´ch
chromozomu˚ je mutace. Mutace prob´ıha s o mnoho mensˇ´ı pravdeˇpodobnost´ı nezˇ
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krˇ´ızˇen´ı, proto se tyto nove´ chromozomy objev´ı pouze obcˇas. Dı´ky mutaci se zmeˇn´ı
na´hodneˇ zvoleny´ gen v chromozomu, to se projev´ı zmeˇnou hodnoty tohoto chro-
mozomu a tento novy´ chromozom je na´sledneˇ uzˇ jen vykreslen. Tato aplikace je
distribuova´na v podobeˇ spustitelne´ho JAR souboru s na´zvem gademo1.jar. Tento
soubor je ulozˇen na prˇilozˇene´m me´diu a lze jej spustit poklepa´n´ım na neˇj. Na´sledneˇ
se zobraz´ı graficke´ rozhran´ı, ktere´ je videˇt na obra´zc´ıch 3.4 a 3.5.
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4 NA´VRH APLIKACE
Fong a Szeto [10] s u´speˇchem vyuzˇili geneticke´ algoritmy pro prˇedpov´ıda´n´ı umeˇle ge-
nerovane´ cˇasove´ rˇady. Podobny´ prˇ´ıstup byl zvolen i v te´to pra´ci a je doplneˇn o neˇktere´
dalˇs´ı cˇa´sti, zejme´na o spektra´ln´ı transformaci dat pomoc´ı vlnkove´ transformace.
Zamy´sˇleny´ postup je zobrazen na obra´zku 4.1.
Obra´zek 4.1: Navrhovany´ postup analy´zy cˇasove´ rˇady
Predikce na´sleduj´ıc´ıch hodnot cˇasove´ rˇady je prˇevedena na nalezen´ı opakuj´ıc´ıch
se trend˚u v cˇasove´ rˇadeˇ. Nalezen´ı teˇchto opakuj´ıc´ıch se vzor˚u je prˇeda´no geneticky´m
algoritmu˚m. Cˇasova´ rˇada obsahuje data, ktera´ jsou z´ıska´va´na v ekvidistantn´ıch
cˇasovy´ch intervalech. Pro kazˇdy´ cˇasovy´ interval jsou zaznamena´ny cˇtyrˇi hodnoty:
otev´ırac´ı hodnota, nejvysˇsˇ´ı dosazˇena´ hodnota, nejnizˇsˇ´ı dosazˇena´ hodnota a uzav´ırac´ı





(log(pmax) + log(pmin)) (4.1)
pmax a pmin prˇedstavuj´ı nejvysˇsˇ´ı a nejnizˇsˇ´ı dosazˇenou hodnotu aktiva beˇhem intervalu







Cˇlen r(∆t) prˇedstavuje vy´nos sledovane´ho aktiva ve tvaru rozd´ılu x(ti) − x(ti−1),
resp. x(ti) − x(ti − ∆t). Takto z´ıskane´ hodnoty volatility jsou na´sledneˇ transfor-
mova´ny. Transformace cˇasove´ rˇady z cˇasove´ oblasti do spektra´ln´ı je spolecˇneˇ s mo-
dely klouzave´ho pr˚umeˇru, autoregresn´ıho procesu, model˚u ARCH a GARCH dalˇs´ı
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mozˇnost´ı analy´zy cˇasovy´ch rˇad. Cˇasova´ rˇada se transformuje do spektra´ln´ı oblasti
a na´sledneˇ se pomoc´ı specia´ln´ıch statisticky´ch na´stroj˚u zjiˇst’uj´ı informace o mı´ˇre
zastoupen´ı jednotlivy´ch spektra´ln´ıch slozˇek. Klasicky´m prˇ´ıkladem spektra´ln´ı trans-
formace je Fourierova transformace, na´sledneˇ se pak analyzuje spektrum sinusovy´ch
a kosinusovy´ch slozˇek. V [11] a [12] byla oveˇrˇena vlnkova´ transformace pro analy´zu
cˇasove´ rˇady. Vy´hoda vlnkove´ transformace v porovna´n´ı s Fourierovou transformac´ı
spocˇ´ıva´ v tom, zˇe se le´pe doka´zˇe vyrovnat s nestaciona´rn´ım charakterem financˇn´ıch
cˇasovy´ch rˇad. Fourierova transformace nen´ı vhodna´ pro analy´zu nestaciona´rn´ıch
signa´l˚u, jelikozˇ prova´d´ı rozklad signa´lu do mnozˇiny harmonicky´ch funkc´ı, je proto
vhodna´ sp´ıˇse pro analyzova´n´ı periodicky´ch signa´l˚u. Vlnkova´ transformace rovneˇzˇ
prova´d´ı rozklad p˚uvodn´ıho signa´lu. Vy´slednou mnozˇinou vsˇak nejsou harmonicke´
funkce, ny´brzˇ vlnky. Vlnky jsou funkce, ktere´ vzniknou posunut´ım a zmeˇnou meˇrˇ´ıtka
za´kladn´ı, tzv. materˇske´ vlnky. Vypocˇtene´ hodnoty volatility jsou tedy na´sledneˇ
transformova´ny pomoc´ı vlnkove´ transformace.
4.1 Prˇedzpracova´n´ı dat a inicializace impli-
kacˇn´ıch pravidel
V prˇedcha´zej´ıc´ı cˇa´sti byl na obra´zku 4.1 naznacˇen postup, ktery´m bude prova´deˇna
analy´za cˇasove´ rˇady pomoc´ı geneticky´ch algoritmu˚. Prˇedt´ım, nezˇ budou pouzˇity
geneticke´ algoritmy, je nutne´ prove´st prˇedzpracova´n´ı dat. Prˇedzpracova´n´ı upravuje
data do podoby vhodne´ pro geneticke´ algoritmy. Prˇi prˇedzpracova´n´ı dat byl pouzˇit
postup, ktery´ byl navrzˇen v [10] a otestova´n v [11]. Postup prˇedzpracova´n´ı dat je
zobrazen na obra´zku 4.2.
Obra´zek 4.2: Prˇedzpracova´n´ı dat
Hodnoty z´ıskane´ vlnkovou transformac´ı jsou rozdeˇleny do cˇtyrˇ interval˚u,
konkre´tneˇ: (−∞, a〉, (a, b〉, (b, c〉, (c,∞). Rozdeˇlen´ım je zarucˇeno, zˇe vsˇechny koefi-
cienty budou reprezentova´ny jednou ze cˇtyrˇ hodnot: Vt = {1, 2, 3, 4}. To na´sledneˇ
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ulehcˇ´ı tvorbu jednotlivy´ch chromozomu˚ a kodo´van´ı cele´ho proble´mu do oblasti gene-
ticky´ch algoritmu˚. Geneticke´ algoritmy tedy nepracuj´ı prˇ´ımo s hodnotami z´ıskany´mi
vlnkovou transformac´ı, ny´brzˇ pracuj´ı s jednou hodnotou z mnozˇiny Vt. Mezn´ı hod-
noty jednotlivy´ch interval˚u lze stanovit experimenta´lneˇ, nebo je mozˇne´ volit takove´
hodnoty, aby kazˇda´ skupina obsahovala prˇiblizˇneˇ stejny´ pocˇet prvk˚u. V tomto
textu je pouzˇita alternativa, ve ktere´ jsou hodnoty rozdeˇleny do interval˚u se stej-
nou velikost´ı. T´ımto je prˇedzpracova´n´ı dat hotove´. Nyn´ı vygenerujeme na´hodneˇ
skupinu implikacˇn´ıch pravidel. Zde docha´z´ı ke spojen´ı s geneticky´mi algoritmy.
Kazˇde´ pravidlo je reprezentova´no jedn´ım chromozomem. Jednotliva´ pravidla se
skla´daj´ı ze dvou cˇa´st´ı, z cˇa´sti if a z cˇa´sti then. Cˇa´st if je implikacˇn´ı, cˇa´st then
je vy´sledkova´. Pravidla jsou za´rovenˇ slozˇena z peˇti mensˇ´ıch jednotek. V kontextu
GA tyto mensˇ´ı jednotky prˇedstavuj´ı geny jednotlivy´ch chromozomu˚. Z tohoto pocˇtu
peˇti gen˚u prˇipadaj´ı na implikacˇn´ı cˇa´st cˇtyrˇi geny, na vy´sledkovou cˇa´st prˇipada´ jeden
gen. Kazˇda´ jednotka naby´va´ jedne´ z hodnot mnozˇiny Vt = {1, 2, 3, 4}. Obecny´ za´pis
pravidla lze vyja´drˇit jako:
If [((Xt = I)or(Xt+1 = J)or(Xt+2 = K)or(Xt+3 = L))], then(Xt+4 = M)
Konkre´tn´ı pravidlo pak lze zapsat jako:
If [((Xt = 1)or(Xt+1 = 2)or(Xt+2 = 4)or(Xt+3 = 1))], then(Xt+4 = 2)
Funkce fitness slouzˇ´ı pro ohodnocen´ı jednotlivy´ch chromozomu˚ v populaci z pohledu
jejich vhodnosti pro rˇesˇen´ı zadane´ho proble´mu. [1] V tomto prˇ´ıpadeˇ je defi-
nova´na tak, zˇe porovna´va´ hodnoty gen˚u v cˇa´sti if s odpov´ıdaj´ıc´ımi hodnotami
v tre´novac´ı mnozˇineˇ. Mohou nastat dva prˇ´ıpady. V prvn´ım prˇ´ıpadeˇ v cˇa´sti if nebyla
nalezena shoda mezi geny te´to cˇa´sti a odpov´ıdaj´ıc´ımi prvky v tre´novac´ı mnozˇineˇ.
V takove´mto prˇ´ıpadeˇ nelze uskutecˇnit predikci. Pokud v cˇa´sti if byla nalezena shoda
mezi hodnotami gen˚u te´to cˇa´sti a hodnotami v tre´novac´ı mnozˇineˇ, pak je mozˇne´
vykonat prˇedpoveˇd’. Prˇedpoveˇd’ se provede porovna´n´ım hodnoty genu v cˇa´sti then
s odpov´ıdaj´ıc´ı hodnotou v tre´novac´ı mnozˇineˇ. Pokud jsou si obeˇ hodnoty rovny, je to
pocˇ´ıta´no jako spra´vna´ prˇedpoveˇd’, jinak je to pocˇ´ıta´no jako nespra´vna´ prˇedpoveˇd’.
Hodnota fitness i-te´ho chromozomu je pak stanovena vztahem:
Fi = Nspra´vne´/Nvsˇechny = Nspra´vne´/(Nspra´vne´ +Nnespra´vne´) (4.3)
4.2 Popis programove´ho rˇesˇen´ı
Prˇi tvorbeˇ programu˚ s geneticky´mi algoritmy je vy´hodne´ zacˇ´ıt na´vrhem chro-
mozomu, protozˇe ten je za´kladem cele´ho geneticke´ho algoritmu. Jednotlive´ chro-
mozomy jsou slozˇeny z gen˚u, v tomto prˇ´ıpadeˇ ma´ kazˇdy´ chromozom peˇt gen˚u.
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Gen je v knihovneˇ JGAP reprezentova´n prostrˇednictv´ım rozhran´ı Gene. Toto
rozhran´ı definuje metody spolecˇne´ pro vsˇechny geny. Nasˇe aplikace da´le od je-
dnotlivy´ch gen˚u pozˇaduje, aby naby´vali hodnot z mnozˇiny Vt = {1, 2, 3, 4}. Uve-
deny´ pozˇadavek splnˇuje trˇ´ıda IntegerGene. Tato trˇ´ıda prˇedstavuje gen, ktery´
naby´va´ pouze celocˇ´ıselny´ch hodnot. Za´rovenˇ tato trˇ´ıda da´va´ k dispozici konstruk-
tor IntegerGene(Configuration, int, int), jenzˇ umozˇnˇuje specifikovat interval
hodnot, ktere´ budou jej´ı instance naby´vat. V praxi to tedy znamena´, zˇe konstruktoru
prˇeda´me hodnoty jedna a cˇtyrˇi jako posledn´ı dva parametry. Abychom mohli vytvorˇit
chromozom s pozˇadovanou strukturou, je definova´no pole peˇti prvk˚u typu Gene.
Jednotlive´ prvky tohoto pole jsou inicializova´ny instancemi trˇ´ıdy IntegerGene.
Chromozom je reprezentova´n trˇ´ıdou Chromosome. Prˇi tvorbeˇ chromozomu prˇeda´me
konstruktoru te´to trˇ´ıdy vy´sˇe definovane´ pole peˇti gen˚u. Struktura chromozomu je
souhrnneˇ popsa´na na obra´zku 4.3.
Obra´zek 4.3: Data zako´dova´na do chromozomu
Dalˇs´ım krokem je implementace funkce fitness. Jelikozˇ pomoc´ı knihovny JGAP
lze vytva´rˇet r˚uzne´ aplikace, tato knihovna neobsahuje konkre´tn´ı verzi funkce fit-
ness pro kazˇdou z teˇchto mozˇny´ch aplikac´ı. Mı´sto toho autorˇi dali k dispozici
abstraktn´ı trˇ´ıdu FitnessFunction, jej´ızˇ potomci mus´ı implementovat pozˇadovane´
chova´n´ı funkce fitness. Toho je dosazˇeno t´ım, zˇe trˇ´ıda FitnessFunction obsahuje
abstraktn´ı metodu evaluate(IChromosome), kterou mus´ı vsˇichni potomci prˇekry´t.
Prˇekryt´ım metody v potomkovi je zamy´sˇlena situace, kdy potomek definuje svoji
vlastn´ı verzi rodicˇovske´ metody.
Trˇ´ıda MyFitnessFunction prˇedstavuje konkre´tn´ı implementaci funkce fitness.
Kazˇdy´ chromozom je vyhodnocova´n metodou evaluate(IChromosome). Metoda
prova´d´ı vyhodnocen´ı ve dvou vnorˇeny´ch cyklech. Prvn´ı cyklus iteruje prˇes tre´novac´ı
mnozˇinu, druhy´ iteruje prˇes jednotlive´ geny chromozomu a prova´d´ı porovna´n´ı.
Porovna´va´ se zvla´sˇt’ implikacˇn´ı cˇa´st if a zvla´sˇt’ vy´sledkova´ cˇa´st then. Pokud je
nalezena alesponˇ jedna shoda v implikacˇn´ı cˇa´sti, je to cha´pa´no jako prˇedpoklad pro
uskutecˇneˇn´ı predikce. Predikce je uskutecˇneˇna porovna´n´ım hodnot ve vy´sledkove´
cˇa´sti chromozomu s odpov´ıdaj´ıc´ımi hodnotami v tre´novac´ı mnozˇineˇ. Pokud jsou si
tyto hodnoty rovny znamena´ to, zˇe predikce byla provedena korektneˇ, v opacˇne´m
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prˇ´ıpadeˇ je to vn´ıma´no jako nespra´vna´ prˇedpoveˇd’. Na´vratovou hodnotou metody
je pomeˇr spra´vny´ch prˇedpoveˇd´ı k celkove´mu pocˇtu prˇedpoveˇd´ı. Celkovy´ pocˇet
prˇedpoveˇd´ı je roven soucˇtu spra´vny´ch a nespra´vny´ch prˇedpoveˇd´ı. Cˇ´ım je na´vratova´
hodnota te´to metody vysˇsˇ´ı, t´ım vysˇsˇ´ı je schopnost predikce u tohoto chromozomu.
Vysˇsˇ´ı na´vratova´ hodnota za´rovenˇ zvysˇuje sˇance chromozomu na prˇezˇit´ı v evoluci.
Zp˚usob vyhodnocen´ı chromozomu je zna´zorneˇn na obra´zku 4.4.
Obra´zek 4.4: Postup tre´nova´n´ı na tre´novac´ı mnozˇineˇ
Dalˇs´ı d˚ulezˇitou trˇ´ıdou je trˇ´ıda Configuration. Tato trˇ´ıda funguje jako oba´lka
pro nastaven´ı jednotlivy´ch parametr˚u platny´ch po celou dobu beˇhu programu. Za po-
zornost stoj´ı zejme´na dveˇ metody. Prvn´ı je setSampleChromosome(IChromosome),
pomoc´ı ktere´ da´va´me veˇdeˇt knihovneˇ JGAP o strukturˇe nasˇeho chromo-
zomu. Tedy kolik gen˚u a jake´ho typu bude mı´t chromozom, ktery´ bude
pouzˇ´ıva´n po celou dobu beˇhu programu. Druhou d˚ulezˇitou metodou je
setFitnessFunction(FitnessFunction). Touto metodou specifikujeme instanci,
jej´ızˇ metodu evaluate(IChromosome) bude knihovna JGAP volat prˇi vyhodno-
cova´n´ı vsˇech chromozomu˚ v populaci. Data, ktera´ bude aplikace zpracova´vat, jsou
ulozˇena v souboru CSV po rˇa´dc´ıch. Kazˇdy´ rˇa´dek obsahuje za´znam cˇtyrˇ hodnot
pro jeden meˇrˇeny´ cˇasovy´ interval ∆t. Teˇmito cˇtyrˇmi hodnotami jsou otev´ırac´ı
a uzav´ırac´ı cena aktiva, da´le pak nejvysˇsˇ´ı a nejnizˇsˇ´ı cena aktiva po dobu ∆t.
Cˇasovy´m horizontem, ktery´ datovy´ soubor pokry´va´, je obdob´ı jednoho roku. Stru-
ktura souboru je zachycena tabulkou 4.1. Tyto hodnoty jsou ze souboru programoveˇ
nacˇ´ıta´ny a da´le upravova´ny. O nacˇ´ıta´n´ı se stara´ trˇ´ıda DataListener. Prˇi tvorbeˇ
instance te´to trˇ´ıdy j´ı mus´ıme prˇedat cˇtyrˇi instance rozhran´ı IChain. Tyto cˇtyrˇi in-
stance prˇedstavuj´ı za´sobn´ıky, do ktery´ch budou ulozˇeny hodnoty sloupc˚u OPEN,
HIGH, LOW a CLOSE. Rozhran´ı IChain ma´ neˇkolik r˚uzny´ch implementac´ı. Je-
jich spolecˇnou vlastnost´ı je, zˇe tyto implementace mu˚zˇeme vza´jemneˇ spojovat do
rˇeteˇzce. Kazˇdy´ prvek tohoto rˇeteˇzce prˇedstavuje urcˇitou operaci nad uchova´vany´mi
daty. Prvn´ım cˇla´nkem rˇeteˇzu je trˇ´ıda ChainInput, ktera´ funguje jako okno s pev-
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Cˇ´ıslo rˇa´dku Datum Cˇas OPEN HIGH LOW CLOSE
1. 20030101 000000 124.500 124.740 124.470 124.500
2. 20030101 010000 124.630 124.720 124.430 124.500
3. 20030101 020000 124.500 124.550 124.500 124.500
















5904. 20031231 23000 135.100 135.300 134.710 135.080
Tabulka 4.1: Struktura souboru s cˇasovou rˇadou
nou velikost´ı pro uchova´n´ı n hodnot. Velikost tohoto okna lze nastavit prˇi tvorbeˇ
instance pomoc´ı konstruktoru. Instance ChainInput jsou prˇeda´ny konstruktoru
trˇ´ıdy DataListener, ktery´ do nich nacˇte hodnoty ze souboru. Na tyto instance
se pak navazuj´ı dalˇs´ı cˇla´nky rˇeteˇzce, ktere´ uzˇ vykona´vaj´ı urcˇitou specifickou ope-
raci nad daty, ktere´ jsou obsazˇeny v konkre´tn´ı instanci ChainInput. Prˇ´ıkladem
takove´to operace mu˚zˇe by´t vy´pocˇet klouzave´ho pr˚umeˇru nebo nalezen´ı maxima
cˇi minima. Dalˇs´ı podstatnou trˇ´ıdou je trˇ´ıda DataEnhanced. Tato trˇ´ıda v sobeˇ
spojuje neˇkolik operac´ı. Prova´d´ı nacˇten´ı dat ze souboru. Nacˇ´ıta´n´ı je provedeno
vy´sˇe popsany´m zp˚usobem. Da´le po vy´pocˇtu souhrnne´ volatility provede vy´pocˇet
vlnkove´ transformace z teˇchto dat. Na´sledneˇ pomoc´ı vola´n´ı metody toBins()
rozdeˇl´ı transformovane´ koeficienty do jednotlivy´ch kosˇ˚u (interval˚u). Vola´n´ım metody
toMatrix() se uzˇ jen uskutecˇn´ı u´prava kosˇ˚u do tvaru vhodne´ho pro tre´nova´n´ı
chromozomu˚ v pocˇa´tecˇn´ı populaci. Souhrnneˇ je mozˇne´ vsˇechny tyto akce prove´st
vola´n´ım metody prepareData(). Na tre´nova´n´ı populace chromozomu˚ se pod´ıl´ı trˇ´ıda
MyFitnessFunction, jak uzˇ bylo zmı´neˇno vy´sˇe. Inicializace geneticky´ch algoritmu˚
a nastaven´ı objektu Configuration ma´ na starosti trˇ´ıda GA. Vsˇechna nastaven´ı jsou
provedena v konstruktoru trˇ´ıdy. Konstruktor vnitrˇneˇ vola´ metodu init(). Tato
metoda inicializuje objekt Configuration, nastav´ı vzorovy´ chromozom a velikost
populace chromozomu˚. Pocˇa´tecˇn´ı populace je vytvorˇena pomoc´ı staticke´ metody
randomInitialGenotype(Configuration) z trˇ´ıdy Genotype. Velikost populace - at’
uzˇ pocˇa´tecˇn´ı, nebo v pr˚ubeˇhu programu - je nemeˇnna´ a je nastavena na 100 jedinc˚u.
Tato velikost je zvolena jako kompromis mezi vy´pocˇetn´ımi na´roky a pozˇadavkem na
co nejrozmaniteˇjˇs´ı pokryt´ı prohleda´vac´ıho prostoru. Jednotlive´ cˇa´sti aplikace jsou
spojeny v trˇ´ıdeˇ MTest. Tato trˇ´ıda obsahuje odkazy na trˇ´ıdy GA a DataEnhanced.
Dı´ky tomu je mozˇne´ spra´vneˇ nastavit geneticke´ algoritmy a pak jim prˇedat nacˇtena´
data. Spusˇteˇn´ı evoluce a vysˇlechteˇn´ı populace chromozomu˚ ma´ na starosti metoda
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evolve(int). Jej´ım jediny´m parametrem je pocˇet evoluc´ı, ktere´ maj´ı by´t prove-
deny. Tento parametr je nastaven na hodnotu 200. Aplikace provede 200 evoluc´ı
a na´sledneˇ dojde k oveˇrˇen´ı vysˇlechteˇny´ch chromozomu˚ na validacˇn´ı mnozˇineˇ. Va-
lidace je zabezpecˇena trˇ´ıdou Validator a jej´ı metodou validate(IChromosome).
Tato metoda je zavola´na pro kazˇdy´ chromozom vy´sledne´ populace. Jej´ı na´vratovou
hodnotou je u´speˇsˇnost chromozomu na validacˇn´ı mnozˇineˇ. Po validaci vsˇech chro-
mozomu˚ v konecˇne´ populaci se jejich u´speˇsˇnost predikce pohybovala v rozmez´ı od
57 % do 63 %.
Pro tuto cˇa´st aplikace bylo vytvorˇeno i jednoduche´ graficke´ rozhran´ı. Toto
rozhran´ı je zachyceno na obra´zku 4.5. Aplikace umozˇnˇuje prove´st evoluci chromo-
zomu˚ a na´sledneˇ jejich validaci. Evoluce i validace se prova´deˇj´ı pomoc´ı prˇ´ıslusˇny´ch
tlacˇ´ıtek ve spodn´ı cˇa´sti okna. Evoluce chromozomu˚ mus´ı vzˇdy prˇedcha´zet validaci.
Nejprve je nutne´ populaci vytvorˇit, azˇ pote´ je mozˇna´ validace. Nelze validovat po-
pulaci, ktera´ v podstateˇ neexistuje.
Obra´zek 4.5: Aplikacˇn´ı okno
Aplikace zobrazuje vsˇechny chromozomy z populace. Za´kladn´ı informace pro
kazˇdy´ chromozom jsou na obra´zku 4.5 barevneˇ odliˇseny. Fialovy´ ra´mecˇek urcˇuje
porˇadove´ cˇ´ıslo chromozomu v populaci. Cˇerveny´ ra´mecˇek informuje o u´speˇsˇnosti
chromozomu na tre´novac´ı mnozˇineˇ, modrou barvou jsou zachyceny jednotlive´ geny
v chromozomu. Zeleny´ ra´mecˇek ukazuje u´speˇsˇnost chromozomu prˇi validaci na va-
lidacˇn´ı mnozˇineˇ. Tato aplikace je ulozˇena na prˇilozˇene´m me´diu, jedna´ se o sou-
bor gademo3.jar. Jde o spustitelny´ JAR soubor, po jehozˇ spusˇteˇn´ı se objev´ı okno
z obra´zku 4.5. Informace o populaci chromozomu˚ maj´ı zat´ım pouze textovy´ chara-
kter, v dalˇs´ı cˇa´sti se pokus´ıme tyto informace vizualizovat.
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4.3 Rozsˇ´ıˇren´ı aplikace
V te´to cˇa´sti bude popsa´no rozsˇ´ıˇren´ı aplikace o vlnkovou paketovou transfor-
maci, u´pravu funkce fitness a u´pravu validace. Vsˇechny trˇ´ıdy, ktere´ se pod´ılej´ı na
tomto rozsˇ´ıˇren´ı, se nacha´zej´ı v bal´ıku packet. Vza´jemne´ vztahy mezi trˇ´ıdami jsou
zachyceny na obra´zku 4.6.
Obra´zek 4.6: UML diagram trˇ´ıd z bal´ıku packet
Na zacˇa´tku je opeˇt nutne´ prˇipravit data a vypocˇ´ıtat souhrnnou volatilitu.
Vy´pocˇet je proveden prostrˇednictv´ım metody integratedVolatility(Chain,
int, int) z trˇ´ıdy Utils. Metoda vra´t´ı kolekci cˇ´ısel typu double. Protozˇe
dalˇs´ı zpracova´n´ı teˇchto hodnot prob´ıha´ prostrˇednictv´ım programu Matlab, je
vhodne´ tuto kolekci ulozˇit do textove´ho souboru. Toto ulozˇen´ı provede metoda
write(List<Double>, String, String) ze stejne´ trˇ´ıdy. Parametry metody jsou
ukla´dana´ kolekce, da´le lze zvolit rˇeteˇzec pro oddeˇlen´ı hodnot a posledn´ım parame-
trem je na´zev souboru, do ktere´ho budou hodnoty ulozˇeny. Trˇ´ıda Utils je
koncipova´na jako tzv. knihovn´ı trˇ´ıda (utility class). Knihovn´ı trˇ´ıda slouzˇ´ı jako
oba´lka pro soubor staticky´ch metod, ktere´ jsou urcˇeny pro neˇjaky´ druh cˇinnosti.
V tomto prˇ´ıpadeˇ metody slouzˇ´ı zejme´na pro nacˇ´ıta´n´ı a ukla´da´n´ı dat i pro
r˚uzne´ pomocne´ vy´pocˇty. Orientace metod na jeden typ u´loh ovsˇem nemus´ı by´t
podmı´nkou. V UML diagramu na obra´zku 4.6 je knihovn´ı trˇ´ıda oznacˇena stereo-
typem utility. Hodnoty ulozˇene´ v textove´m souboru jsou prˇipraveny pro zpra-
cova´n´ı programem Matlab. Zpracova´n´ı je provedeno pomoc´ı skriptu wpt5.m.
Skript prova´d´ı vlnkovou paketovou transformaci. Tento skript opeˇt ulozˇ´ı sv˚uj
vy´stup do textove´ho souboru, z neˇj pak cˇtou data dalˇs´ı trˇ´ıdy aplikace. Teˇmito
trˇ´ıdami jsou trˇ´ıdy Data a GALogic. Trˇ´ıda Data slouzˇ´ı pro nacˇ´ıta´n´ı dat a jejich
u´pravu do podoby vhodne´ pro geneticke´ algoritmy. Du˚lezˇity´mi metodami jsou
metody loadData(String), toBins(List<Double>, double, double, double)
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a crossvalidation(int, int). Metoda loadData(String) provede nacˇten´ı dat ze
souboru. Jedna´ se o data, ktera´ byla jizˇ prˇipravena pomoc´ı matlabovske´ho skriptu.
Metoda toBins(List<Double>, double, double, double) pak provede rozdeˇlen´ı
teˇchto dat do cˇtyrˇ trˇ´ıd podobneˇ, jak bylo popsa´no v prˇedesˇle´ kapitole. Trˇ´ıda GALogic
slouzˇ´ı pro spra´vnou inicializaci ra´mce JGAP a nastaven´ı objektu Configuration.
Trˇ´ıda da´le obsahuje metodu evolve(int), ktera´ slouzˇ´ı pro spousˇteˇn´ı evoluce.
Hlavn´ı cˇa´st programu je zapsa´na v metodeˇ main(String[]). V metodeˇ se ini-
cializuje objekt Data. Konstruktoru tohoto objektu stacˇ´ı prˇedat cestu k souboru
s daty. Po nacˇten´ı dat je nutne´ z´ıskat instanci trˇ´ıdy FitnessFunction, ktera´
bude slouzˇit pro ohodnocen´ı jednotlivy´ch chromozomu˚. Tuto instanci poskytne
metoda getFitnessFunction(FitnessType). Metoda ma´ jeden parametr typu
FitnessType, pomoc´ı ktere´ho lze vybrat konkre´tn´ı typ funkce fitness. FitnessType
je vy´cˇtovy´ typ, ktery´ naby´va´ dvou hodnot:
• WPT CROSS specifikuje pozˇadavek na vytvorˇen´ı funkce fitness pro crossvali-
daci.
• WPT NORMAL specifikuje pozˇadavek pro vytvorˇen´ı funkce fitness pro
norma´ln´ı validaci.
Oproti prˇedesˇle´ kapitole dosˇlo ke zmeneˇ i u samotne´ funkce fitness. Vyhod-
nocova´n´ı prob´ıha´ sta´le ve dvou vnorˇeny´ch smycˇka´ch. V p˚uvodn´ı implementaci,
ve trˇ´ıdeˇ MyFitnessFunction, se po porovna´n´ı chromozomu s tre´novac´ı mnozˇinou
posune chromozom oproti tre´novac´ı mnozˇineˇ o celou svou de´lku doprava, na-
stane tedy posun o peˇt gen˚u doprava. Ve trˇ´ıdeˇ WPTFitness, ktera´ prˇedstavuje
novou implementaci funkce fitness, se chromozom po ohodnocen´ı posunuje oproti
tre´novac´ı mnozˇineˇ pouze o de´lku jednoho genu. Je tak dosazˇeno efektivneˇjˇs´ıho
vyuzˇit´ı tre´novac´ı mnozˇiny. Kdyzˇ uzˇ ma´me instanci funkce fitness, je mozˇne´ po-
moc´ı n´ı vytvorˇit objekt GALogic. Konstruktoru objektu prˇeda´me referenci na funkci
fitness a pocˇet chromozomu˚, ktere´ chceme mı´t v populaci. Zde je patrne´ dodrzˇen´ı
za´kladn´ıho principu geneticky´ch algoritmu˚. T´ımto principem je, zˇe funkce fitness
prˇedstavuje poj´ıtko mezi dome´nou geneticky´ch algoritmu˚ a dome´nou rˇesˇene´ho
proble´mu. Samotny´ geneticky´ algoritmus, zde zastoupen trˇ´ıdou GALogic nev´ı, jaky´
proble´m rˇesˇ´ı. GALogic pouze spravuje populaci chromozomu˚, tato populace je
d´ıky objektu Configuration spra´vneˇ nakonfigurova´na. Metoda evolve(int) zase
zprostrˇedkuje vsˇechny evolucˇn´ı procesy, d´ıky ktery´m geneticke´ algoritmy funguj´ı.
Samotne´ chromozomy v populaci ale neveˇd´ı, na jake´m proble´mu pracuj´ı, neznaj´ı
ani vy´znam svy´ch jednotlivy´ch gen˚u. Tyto informace jsou zna´my azˇ funkci fit-
ness. Ta je implementova´na na za´kladeˇ znalosti rˇesˇene´ho proble´mu. Na za´kladeˇ
te´to znalosti mu˚zˇe funkce urcˇit, ktere´ chromozomy jsou vhodneˇjˇs´ı pro rˇesˇen´ı,
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tud´ızˇ maj´ı veˇtsˇ´ı sˇanci prˇezˇ´ıt v simulovane´ evoluci. Trˇ´ıda Data prˇedstavuje rˇesˇeny´
proble´m, obsahuje vstupn´ı data a metody pro jejich u´pravu. Za´rovenˇ da´va´ k dis-
pozici metodu getFitnessFunction(FitnessType), ktera´ vra´t´ı pozˇadovanou fit-
ness funkci obsahuj´ıc´ı implementaci pro spra´vne´ vyhodnocen´ı chromozomu˚ v popu-
laci. Prˇi blizˇsˇ´ım pohledu na metodu getFitnessFunction(FitnessType) je pa-
trne´, zˇe jej´ı na´vratovy´ typ je FitnessFunction, naproti tomu funkce fitness
je v aplikaci definova´na v trˇ´ıdeˇ WPTFitness. Tato metoda je navrzˇena jako
velice jednoducha´ tova´rn´ı metoda. Tova´rn´ı metoda je na´vrhovy´ vzor a patrˇ´ı do
skupiny vzor˚u, ktere´ se zaby´vaj´ı vytva´rˇen´ım instanc´ı. Jej´ı vy´hodou je oddeˇlen´ı
tvorby instance od samotne´ho pozˇadavku na vytvorˇen´ı instance. Na´vratovy´ typ
metody je pomeˇrneˇ obecny´ a klient metody se mu˚zˇe azˇ na posledn´ı chv´ıli rozhod-
nout, zde pomoc´ı parametru metody, kterou konkre´tn´ı fitness funkci si necha´
vyrobit. Deklarovat na´vratovy´ typ metody jako FitnessFunction a vracet jako
skutecˇny´ typ WPTFitness je mozˇne´ d´ıky tomu, zˇe trˇ´ıda WPTFitness je potomkem
FitnessFunction a mu˚zˇe ji zastupovat. Na´sledneˇ je uzˇ mozˇne´ pomoc´ı metody
evolve(int) spustit evoluci. Po ukoncˇen´ı evoluce je vy´hodne´ si celou populaci chro-
mozomu˚ ulozˇit do souboru. Vy´hodne´ je to z toho d˚uvodu, zˇe procesy, ktere´ prob´ıhaj´ı
v ra´mci evoluce, jsou na´hodne´. Prˇirozeny´ vy´beˇr, krˇ´ızˇen´ı a mutace prob´ıhaj´ı na´hodneˇ
a vy´sledkem je vzˇdy jina´ populace chromozomu˚. V neˇktery´ch populac´ıch mu˚zˇe by´t
pocˇet nadpr˚umeˇrny´ch jedinc˚u vysˇsˇ´ı, v jiny´ch zase nizˇsˇ´ı. Pra´veˇ ulozˇen´ım populace
do souboru se zabra´n´ı ztra´teˇ nadpr˚umeˇrne´ populace. Prˇi dalˇs´ım spusˇteˇn´ı se jedin-
ci, kterˇ´ı se zda´li zaj´ımav´ı a nadpr˚umeˇrn´ı, uzˇ nemus´ı v populaci v˚ubec vyskytovat.
Pokud je populace ulozˇena v souboru, je mozˇne´ se k n´ı kdykoliv vra´tit a programoveˇ
ji nacˇ´ıtat. Pro samotne´ ulozˇen´ı populace chromozomu˚ lze vyuzˇ´ıt dveˇ metody. Prvn´ı
metodu poskytuje trˇ´ıda Utils, jedna´ se o metodu savePopulation(Population,
String). Tato metoda provede serializaci populace do bina´rn´ıho souboru. Druhou
metodou pro ulozˇen´ı populace je writePopulation(Population, String) ze trˇ´ıdy
GALogic. Tato metoda provede ulozˇen´ı populace do textove´ho souboru. Vy´hodou
textove´ho souboru je, zˇe je mozˇne´ jej prˇ´ımo zobrazit a lehce z neˇj okop´ırovat potrˇebne´
chromozomy. U obou metod plat´ı, zˇe prvn´ım parametrem je populace, ktera´ se
ma´ ulozˇit. Druhy´ parametr specifikuje jme´no souboru, do ktere´ho bude populace
ulozˇena. Po ukoncˇen´ı evoluce a za´pisu populace do souboru prˇicha´z´ı na rˇadu vali-
dace jednotlivy´ch chromozomu˚. Prˇi validaci jsou oproti prˇedesˇle´ kapitole provedeny
dveˇ zmeˇny. Prvn´ı zmeˇna je, zˇe se validuje pomoc´ı crossvalidace, a druhou zmeˇnou je
dynamicka´ vy´meˇna prˇedem vybrany´ch chromozomu˚ beˇhem validace. Princip cross-
validace je zachycen na obra´zku 4.7.
Vstupn´ı data jsou rozdeˇlena na pevny´ pocˇet stejneˇ velky´ch mnozˇin. Kazˇda´
mnozˇina obsahuje stejny´ pocˇet prvk˚u. Na obra´zku 4.7 ma´ vektor vstupn´ıch dat de´lku
dev´ıti prvk˚u. Tyto jsou rozdeˇleny na trˇi mnozˇiny, kazˇda´ po trˇech prvc´ıch. Nyn´ı je
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Obra´zek 4.7: Vysveˇtlen´ı crossvalidace
mozˇne´ zvolit kteroukoliv mnozˇinu pro validaci, zbyle´ se pouzˇij´ı pro tre´nova´n´ı. Na
obra´zku byla zvolena druha´ mnozˇina (oznacˇena zeleneˇ) pro validaci. V uka´zkove´
aplikaci ma´ vektor dat de´lku 512 prvk˚u. Metoda crossvalidation(int, int) je
vola´na s parametry 8 a 2. Parametr osm urcˇuje pocˇet mnozˇin, na ktere´ bude vektor
dat rozdeˇlen. Parametr dveˇ pak urcˇuje porˇad´ı mnozˇiny, ktera´ bude pouzˇita pro va-
lidaci. Jedna´ se tedy o mnozˇinu, ktera´ bude vlozˇena do instance Validator, zbyle´
mnozˇiny budou sloucˇeny a pouzˇity k tre´nova´n´ı v ra´mci instance WPTFitness.
Obra´zek 4.8: Vy´meˇna chromozomu˚ prˇi validaci
Samotna´ validace pak probeˇhne v metodeˇ validate() ze trˇ´ıdy Validator.
Pr˚ubeˇh validace zachycuje obra´zek 4.8. Zde docha´z´ı ke druhe´ zmeˇneˇ oproti prˇedesˇle´
kapitole. Oproti p˚uvodn´ımu na´vrhu se nyn´ı na validaci pod´ıl´ı v´ıce chromozomu˚
soucˇasneˇ. Tyto chromozomy jsou ulozˇeny v instanci LinkedList, ktera´ prˇedstavuje
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frontu typu FIFO. Prˇi validaci se postupuje tak, zˇe se z cˇela fronty odebere chro-
mozom a tento na´sledneˇ podstoup´ı validaci. Samotna´ validace uzˇ prob´ıha´ podle
stejny´ch pravidel jako v prˇedesˇle´ kapitole. V okamzˇiku, kdy pra´veˇ validovany´ chro-
mozom poprve´ selzˇe ve sve´ predikci, dojde k inkrementaci loka´ln´ı promeˇnne´ postih.
Selha´n´ı je na obra´zku 4.8 zobrazeno cˇervenou sˇipkou. Promeˇnna´ postih slouzˇ´ı jako
pocˇ´ıtadlo nespra´vny´ch prˇedpoveˇd´ı chromozomu. Pokud toto pocˇ´ıtadlo prˇekrocˇ´ı jis-
tou hranici, kterou prˇedstavuje konstanta MEZ, dojde k navra´cen´ı chromozomu na
konec fronty a z cˇela fronty se odebere novy´ chromozom, se ktery´m pokracˇuje vali-
dace. V okamzˇiku, kdy i tento chromozom zacˇne selha´vat, je odebra´n dalˇs´ı chromo-
zom z cˇela a cely´ proces se opakuje. Vra´cen´ı chromozomu˚ ma´ smysl z toho d˚uvodu,
zˇe se prˇi dalˇs´ı validaci mu˚zˇe tento chromozom uplatnit. Ve validacˇn´ı mnozˇineˇ jesˇteˇ
mu˚zˇe existovat oblast, na ktere´ bude tento chromozom schopen predikce. Takto
vylepsˇena´ validace vy´razneˇ zvysˇuje u´speˇsˇnost predikce.
Trˇ´ıda Validator ma´ konstruktor Validator(int[], String). Prvn´ım parame-
trem je vektor prvk˚u typu int, ktery´ prˇedstavuje validacˇn´ı mnozˇinu. Tato mnozˇina
je vytvorˇena v procesu crossvalidace, ktery´ je popsa´n vy´sˇe. Druhy´m parametrem
je rˇeteˇzec, jenzˇ obsahuje na´zev souboru s chromozomy, ktery´ lze nacˇ´ıst a ulozˇit
do fronty FIFO. V uka´zkove´ aplikaci se pouzˇ´ıva´ soubor s na´zvem testPop2.txt.
Tento soubor obsahuje cˇtyrˇi chromozomy, ktere´ byly vybra´ny na za´kladeˇ vy´sledk˚u
prˇi tre´nova´n´ı.
4.4 Demonstracˇn´ı aplikace
Pro vytvorˇen´ı demonstracˇn´ı aplikace byl pouzˇit ra´mec BIRT (Bussiness Intelli-
gence and Reporting Tool). [20] Jedna´ se o ra´mec vytvorˇeny´ v Javeˇ a zalozˇeny´
na prostrˇed´ı Eclipse. BIRT slouzˇ´ı pro publikova´n´ı zpra´v (report˚u) prostrˇednictv´ım
webovy´ch stra´nek, vy´hodny´ je zejme´na pro webove´ projekty vytvorˇene´ prˇ´ımo v Javeˇ.
Mezi jeho hlavn´ı vy´hody patrˇ´ı to, zˇe se jedna´ o rˇesˇen´ı zalozˇene´ na otevrˇene´m ko´du
(open source), dalˇs´ımi vy´hodami jsou mozˇnost prˇ´ıme´ integrace do prostrˇed´ı Eclipse,
sˇiroky´ vy´beˇr komponent, ktere´ lze pouzˇ´ıt ve zpra´veˇ, a rovneˇzˇ velky´ pocˇet zdroj˚u
dat, ktere´ lze vyuzˇ´ıvat. Jako zdroje dat je mozˇne´ vyuzˇ´ıvat XML soubory, databa´ze,
textove´ soubory, webove´ sluzˇby nebo jine´ zdroje dat. Jiny´m zdrojem dat je obvykle
javovsky´ objekt. Po vytvorˇen´ı zpra´vy je mozˇna´ jej´ı prezentace. Prezentovat je mozˇne´
zejme´na dveˇma zp˚usoby. Prvn´ı zp˚usob spocˇ´ıva´ ve vyuzˇit´ı sluzˇeb javovske´ho kon-
tejneru Tomcat, tedy prezentace na Internetu nebo intranetu. Druhy´m zp˚usobem
je vytvorˇen´ı tzv. RCP aplikace. RCP je zkratka pro Rich Client Platform, ktera´
je soucˇa´st´ı prostrˇed´ı Eclipse. RCP prˇedstavuje mozˇnost, jak vyuzˇ´ıt komponenty,
moduly a prvky, ktere´ byly vytvorˇeny a pouzˇity v prostrˇed´ı Eclipse, pro tvorbu
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samostatny´ch aplikac´ı. Jedna´ se o vyuzˇit´ı jizˇ existuj´ıc´ıch komponent pro tvorbu
vlastn´ıch aplikac´ı. Integrace s prostrˇed´ım Eclipse je videˇt uzˇ od samotne´ instalace.
Instalace prob´ıha´ prˇes zabudovane´ho pr˚uvodce, takzˇe nen´ı v˚ubec nutne´ opousˇteˇt
vy´vojove´ prostrˇed´ı. Po instalaci se v Eclipse objev´ı nova´ perspektiva a po prˇepnut´ı
do te´to perspektivy je mozˇne´ zacˇ´ıt ihned s tvorbou zpra´vy. Perspektivou v prostrˇed´ı
Eclipse se cha´pe celkovy´ pohled na pracovn´ı plochu. Soucˇa´st´ı te´to nove´ perspek-
tivy jsou i za´kladn´ı na´stroje pro tvorbu zpra´v. Mezi ty za´kladn´ı patrˇ´ı paleta pro
vy´beˇr komponent, prohl´ızˇecˇ datovy´ch zdroj˚u a prohl´ızˇecˇ prostrˇedk˚u. [20] Kolem
ra´mce BIRT existuje celkem sˇiroka´ komunita a dostatek tutoria´l˚u a na´vod˚u. Neˇktere´
z nich [18][19] jsou pouzˇity i prˇi tvorbeˇ te´to pra´ce.
Pro graficke´ zobrazen´ı cˇinnosti geneticke´ho algoritmu, tedy i populace chromo-
zomu˚, bude vytvorˇena jednoducha´ zpra´va. Prˇi tvorbeˇ aplikace byl zvolen na´sleduj´ıc´ı
postup. Nejprve byla vytvorˇena samotna´ zpra´va. Tato sesta´va´ ze dvou kompo-
nent, z tabulky a z komponenty typu graf. Tabulka slouzˇ´ı pro zobrazen´ı hodnot
vybrany´ch chromozomu˚, komponenta graf pak provede vykreslen´ı teˇchto hodnot.
Dalˇs´ım krokem je vytvorˇen´ı trˇ´ı javovsky´ch trˇ´ıd, ktere´ slouzˇ´ı jako zdroje dat pro
zpra´vu, a posledn´ım krokem je spojen´ı teˇchto trˇ´ıd s graficky´mi komponentami ve
zpra´veˇ. Po tomto spojen´ı bude mozˇne´ data nacˇ´ıtat a zobrazovat ve zpra´veˇ. Tvorba
samotne´ zpra´vy je pomeˇrneˇ jednoducha´, jedna´ se o prˇetazˇen´ı (metoda drag & drop)
jednotlivy´ch komponent z palety na samotne´ teˇlo zpra´vy. Druhy´m krokem bylo
vytvorˇen´ı javovsky´ch trˇ´ıd, ktere´ slouzˇ´ı jako datove´ zdroje. Tyto trˇ´ıdy jsou celkem
trˇi a vsˇechny jsou soucˇa´st´ı samostatne´ho projektu. Jedna´ se o trˇ´ıdy GetGAHistory,
GAData a GAHistory. Trˇ´ıdy GAData a GAHistory obsahuj´ı data, ktery´mi budou
naplneˇny intern´ı struktury ra´mce BIRT, a z teˇchto struktur se pak vykresl´ı cela´
zpra´va. Zat´ım jsou data ulozˇena v instanc´ıch javovsky´ch trˇ´ıd. Nyn´ı je potrˇebne´
tato data z´ıskat a prˇene´st je do ra´mce BIRT. Aby zpra´va vytvorˇena ra´mcem BIRT
mohla prˇistupovat k libovolny´m dat˚um, mus´ı mı´t definovany´ alesponˇ jeden objekt
typu data source. Data source je objekt, ktery´ definuje zp˚usob, jaky´m lze z´ıskat data
z extern´ıho zdroje dat. V dalˇs´ım textu bude pro oznacˇen´ı prvku data source pouzˇ´ıva´n
cˇesky´ ekvivalent datovy´ zdroj. Objekty datovy´ch zdroj˚u mohou by´t r˚uzne´ho typu
podle toho, z jake´ho extern´ıho zdroje dat se prova´d´ı nacˇ´ıta´n´ı. V tomto prˇ´ıpadeˇ
byl zvolen typ Scripted Data Source. Scripted Data Source je datovy´ zdroj, ktery´
vyuzˇ´ıva´ pro nacˇ´ıta´n´ı dat skriptovac´ı jazyk. T´ımto skriptovac´ım jazykem je v ra´mci
BIRT Javascript. V prˇ´ıpadeˇ te´to aplikace je extern´ım zdrojem dat instance javovske´
trˇ´ıdy. Objekt datove´ho zdroje lze vytvorˇit pomoc´ı nab´ıdky Data Explorer v BIRT
perspektiveˇ prostrˇed´ı Eclipse. Datovy´ zdroj te´to aplikace je pojmenova´n dataSrc.
Vytvorˇen´ım datove´ho zdroje zprˇ´ıstupn´ıme extern´ı data do ra´mce BIRT. Dalˇs´ım
krokem je vytvorˇen´ı objektu data set. Objekt data set slouzˇ´ı pro samotny´ vy´beˇr
dat ze zdroje. Mı´sto spojen´ı data set bude opeˇt pouzˇit cˇesky´ ekvivalent mnozˇina
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dat. Datova´ mnozˇina te´to demonstracˇn´ı aplikace je pojmenova´na dataSet. Datovy´
zdroj pouze zprˇ´ıstupnˇuje data a azˇ samotny´ objekt mnozˇiny umozˇnˇuje data vybrat.
Vyb´ırat lze selektivneˇ (pouze neˇktere´ sloupce z databa´ze nebo jen neˇktere´ elementy
z XML), ale stejneˇ tak je mozˇne´ vybrat najednou vsˇechna data. Tato aplikace bude
nacˇ´ıtat z datove´ho zdroje trˇi polozˇky. Tyto trˇi polozˇky je nutne´ v datove´ mnozˇineˇ
nadefinovat. Prostor pro polozˇky se v tomto objektu definuje v podobeˇ sloupc˚u. Tyto
sloupce jsou oznacˇeny genAlg, train a X. Jejich jednotlivy´mi polozˇkami jsou chro-
mozomy vybrane´ pro validaci, validacˇn´ı data a porˇadove´ cˇ´ıslo. Nyn´ı jsou definova´ny
trˇi sloupce v datove´ mnozˇineˇ dataSet a jeden datovy´ zdroj dataSrc. Chyb´ı uzˇ jen
zp˚usob, jak tyto zat´ım pra´zdne´ sloupce naplnit. O naplneˇn´ı jednotlivy´ch sloupc˚u se
postara´ program napsany´ v jazyku Javascript. Ko´d v Javascriptu bude definova´n
pro dveˇ uda´losti spojene´ s objektem datove´ mnozˇiny. Jedna´ se o uda´lost otevrˇen´ı
samotne´ho datove´ho zdroje a da´le o uda´lost nacˇ´ıta´n´ı teˇchto dat. Uda´lost otevrˇen´ı
datove´ho zdroje je v BIRTu oznacˇena jako open a uda´lost nacˇten´ı dat jako fetch.
Mezi teˇmito a dalˇs´ımi uda´lostmi lze prˇep´ınat pomoc´ı menu. Jako prvn´ı se definuje
obsluzˇny´ ko´d uda´losti open. Ko´d je zachycen na obra´zku 4.9.
Obra´zek 4.9: Zdrojovy´ ko´d prˇiˇrazeny´ uda´losti open – prvn´ı nacˇten´ı datove´ho zdroje
Tento ko´d se zavola´ pouze jednou, a to prˇi spusˇteˇn´ı samotne´ aplikace. Ko´d
je pomeˇrneˇ jednoduchy´. Vytvorˇ´ı se trˇi promeˇnne´. Promeˇnna´ count slouzˇ´ı jako
pocˇ´ıtadlo za´znamu˚ a bude vyuzˇita prˇi osˇetrˇen´ı uda´losti nacˇ´ıta´n´ı dat. Na dalˇs´ım
rˇa´dku je vytvorˇena promeˇnna´ history. Do te´to promeˇnne´ je prˇiˇrazena in-
stance trˇ´ıdy GetGAHistory. Tento rˇa´dek provede vytvorˇen´ı instance javovske´ trˇ´ıdy
prostrˇednictv´ım Javascriptu. Vytvorˇen´ı instance se deˇje pomoc´ı opera´toru new, za
ktery´m na´sleduje plneˇ kvalifikovany´ na´zev trˇ´ıdy, tzn. na´zev trˇ´ıdy vcˇetneˇ bal´ıku,
ve ktere´m se nacha´z´ı. Posledn´ım prˇ´ıkazem z´ıska´me odkaz na kolekci prvk˚u GAData.
Toto je kolekce prvk˚u, ktera´ obsahuje vy´sledky validace. Tyto trˇi promeˇnne´ jsou defi-
nova´ny jako globa´ln´ı a budou vyuzˇity da´le v ko´du, ktery´ osˇetrˇuje uda´lost nacˇten´ı
dat fetch. Zdrojovy´ ko´d pro obsluhu uda´losti fetch je zobrazen na obra´zku 4.10.
Ko´d osˇetrˇuj´ıc´ı tuto uda´lost ma´ v podstateˇ podobu podmı´nky if/else, prˇicˇemzˇ
na´vratovou hodnotou je bud’ hodnota true, nebo false. Za´kladn´ı pravidlo je takove´,
zˇe pokud tento ko´d vra´t´ı hodnotu false, je to signa´l pro ra´mec BIRT, zˇe datovy´
zdroj uzˇ neobsahuje zˇa´dna´ dalˇs´ı data, proto bude nacˇ´ıta´n´ı ukoncˇeno. V podmı´nce
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Obra´zek 4.10: Zdrojovy´ ko´d prˇiˇrazeny´ uda´losti fetch – pr˚ubeˇzˇne´ nacˇ´ıta´n´ı dat ze
zdroje
se testuje, zda cˇ´ıtacˇ za´znamu˚ count neprˇekrocˇil velikost kolekce prvk˚u GAData, na
kterou se prˇistupuje pomoc´ı promeˇnne´ stock. Pokud tato hodnota nen´ı prˇekrocˇena,
provedeme nacˇten´ı jednoho prvku GAData. Z tohoto prvku z´ıska´me vsˇechny d´ılcˇ´ı
hodnoty a ulozˇ´ıme je do datove´ mnozˇiny do prˇedprˇipraveny´ch sloupc˚u. Na tyto
sloupce se odkazuje pomoc´ı notace row[’’na´zev sloupce’’]. Nacˇ´ıta´n´ı do teˇchto
sloupc˚u prob´ıha´ iterativneˇ, dokud je splneˇna platnost podmı´nky na prvn´ım rˇa´dku.
Posledn´ım prˇ´ıkazem v podmı´nce je navra´cen´ı hodnoty true. T´ım je da´no najevo, zˇe
datovy´ zdroj jesˇteˇ obsahuje data. Pokud dojde k navra´cen´ı hodnoty false, nacˇ´ıta´n´ı
dat skoncˇ´ı. T´ımto je dokoncˇeno propojen´ı intern´ıch struktur BIRTu s extern´ım zdro-
jem dat. Data jsou plneˇ dostupna´ ra´mci BIRT a dalˇs´ım krokem je uzˇ jen propojen´ı
jednotlivy´ch komponent zpra´vy s datovou mnozˇinou.
Spojen´ı tabulky a trˇ´ı sloupc˚u z mnozˇiny je pomeˇrneˇ jednoduche´. Opeˇt stacˇ´ı
jen prˇeta´hnout jednotlive´ sloupce z mnozˇiny dat na odpov´ıdaj´ıc´ı sloupce v tabul-
ce. T´ım je zarucˇeno, zˇe se data zobraz´ı spra´vneˇ v tabulce. Da´le na´sleduje propo-
jen´ı datove´ mnozˇiny a komponenty graf. Vsˇechny kroky, ktere´ jsou soucˇa´st´ı kon-
figurace, zobrazuje obra´zek 4.11. Zde je nutne´ nejprve spra´vneˇ specifikovat, ktera´
mnozˇina bude pouzˇita. Pozˇadovana´ mnozˇina se vybere z roletkove´ho menu, ktere´ ob-
sahuje vsˇechny dostupne´ datove´ mnozˇiny. Vybrana´ mnozˇina dat je na obra´zku 4.11
oznacˇena cˇerveny´m ra´mecˇkem. Po vy´beˇru datove´ mnozˇiny se automaticky zobraz´ı
jej´ı sloupce.
Komponenta graf vlastneˇ reprezentuje klasicky´ graf se sourˇadnicovy´mi osami x
a y. Na tyto osy je nutne´ vyne´st zobrazovana´ data. Teˇmito daty jsou pra´veˇ hodnoty
ve sloupc´ıch X, genAlg a train. Prˇiˇrazen´ı hodnot se opeˇt deˇje obycˇejny´m prˇetazˇen´ım
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Obra´zek 4.11: Propojen´ı komponenty grafem s objektem datove´ mnozˇiny
hodnot mysˇ´ı ze sloupc˚u na odpov´ıdaj´ıc´ı sourˇadnicove´ osy. Hodnoty ze sloupce X jsou
prˇiˇrazeny na osu x, hodnoty ze sloupc˚u genAlg a train jsou prˇiˇrazeny na osu y. Toto
prˇiˇrazen´ı je zachyceno opeˇt na obra´zku 4.11 pomoc´ı cˇerny´ch sˇipek. Na´sledneˇ uzˇ stacˇ´ı
prove´st jen doladeˇn´ı cele´ho grafu v podobeˇ nastaven´ı popisk˚u os a barvy jednotlivy´ch
krˇivek v grafu a zpra´va je prˇipravena k zobrazen´ı. Zobrazen´ı je mozˇne´ prove´st po-
moc´ı tzv. Birt Vieweru. Birt Viewer je prohl´ızˇecˇ zpra´v vytvorˇeny´ch pomoc´ı ra´mce
BIRT, ktery´ je soucˇa´st´ı vy´vojove´ho prostrˇed´ı Eclipse. Zpra´va zobrazuj´ıc´ı validaci
chromozomu˚ pomoc´ı Birt Vieweru je zobrazena na obra´zku 4.12.
Na obra´zku 4.12 je zobrazena x-ova´ a y-ova´ osa grafu. Na ose x jsou vyne-
seny hodnoty ze sloupce X. V podstateˇ se jedna´ o porˇadova´ cˇ´ısla jednotlivy´ch
vzork˚u signa´lu. Osa y naby´va´ hodnot jedna azˇ cˇtyrˇi. Jedna´ se o cˇtyrˇi trˇ´ıdy (kate-
gorie), do ktery´ch jsou rozdeˇleny transformovane´ vzorky cˇasove´ rˇady. Cˇervena´ rˇada
prˇedstavuje validacˇn´ı data. Jedna´ se o stejny´ vektor, ktery´ vznikl jako vy´sledek
metody crossvalidation(int, int) a na´sledneˇ byl prˇeda´n instanci Validator.
Rovneˇzˇ je tento vektor soucˇa´st´ı trˇ´ıdy GetGAHistory, odkud je nacˇ´ıta´n do da-
tovy´ch struktur ra´mce BIRT. Modra´ rˇada prˇedstavuje geneticky´ algoritmus. Interneˇ,
v ra´mci trˇ´ıdy GetGAHistory, je geneticky´ algoritmus rovneˇzˇ ulozˇen ve vektoru prvk˚u
int. Jak docha´zelo v metodeˇ validate() k vy´meˇneˇ jednotlivy´ch chromozomu˚ ve
fronteˇ FIFO, tak byly tyto chromozomy vkla´da´ny do tohoto vektoru. Na´sledneˇ byly
54
Obra´zek 4.12: Graficke´ zna´zorneˇn´ı validace chromozomu˚
tyto dva vektory vyneseny do grafu. Pro lepsˇ´ı pochopen´ı je vhodne´ prˇipomenout
strukturu chromozomu. Chromozom prˇedstavuje pravidlo IF/THEN. To znamena´, zˇe
v podmı´nkove´ cˇa´sti chromozomu nastane alesponˇ jedna shoda s validacˇn´ı mnozˇinou,
je mozˇne´ vykonat predikci. Podmı´nkova´ cˇa´st chromozomu ma´ cˇtyrˇi geny, z nichzˇ
stacˇ´ı, aby se alesponˇ jeden shodoval s validacˇn´ı cˇa´st´ı a pak se da´ prove´st predikce.
Pokud by se obeˇ datove´ rˇady kryly, znamenalo by to, zˇe predikce je 100 % u´speˇsˇna´.
V praxi je velice obt´ızˇne´ dosa´hnout u´plnou u´spesˇnost i u profesiona´ln´ıch programu˚.
V uka´zkove´ aplikaci je snaha maximalizovat predikci pomoc´ı mechanizmu vy´meˇn
jednotlivy´ch chromozomu˚ tak, jak to bylo popsa´no v prˇedesˇly´ch kapitola´ch. Hod-
noty ve validacˇn´ı mnozˇineˇ (cˇervena´ rˇada) spadaj´ı do trˇ´ı kategori´ı. Na zacˇa´tku jsou
hodnoty validacˇn´ı mnozˇiny ze trˇ´ıdy jedna, v prostrˇedn´ı cˇa´sti prˇevazˇuje trˇ´ıda dveˇ,
v posledn´ı cˇa´sti spadaj´ı hodnoty do trˇet´ı trˇ´ıdy. V prvn´ı cˇa´sti je videˇt, zˇe predikce nen´ı
moc u´speˇsˇna´. Du˚vodem je, zˇe pocˇet hodnot ze trˇ´ıdy jedna je v porovna´n´ı s pocˇtem
hodnot ze trˇ´ıdy dveˇ a trˇi maly´. Geneticky´ algoritmus proto neprˇikla´dal te´to cˇa´sti
mnozˇiny velky´ vy´znam, tud´ızˇ ani v populaci nen´ı mnoho chromozomu˚, jejichzˇ geny
by naby´valy hodnot z prvn´ı trˇ´ıdy. Da´le se pokracˇuje ve validaci do druhe´ cˇa´sti, ve
ktere´ prˇevazˇuj´ı hodnoty z druhe´ kategorie. Ve druhe´ cˇa´sti dosˇlo k zlepsˇen´ı predikce.
Programoveˇ dosˇlo k tomu, zˇe v ra´mci vy´meˇny chromozomu˚ se nyn´ı dostal na rˇadu
chromozom, ktery´ ma´ trˇi z peˇti gen˚u shodne´ s odpov´ıdaj´ıc´ımi prvky na validacˇn´ı
mnozˇineˇ. Ukazˇme si, jak prob´ıha´ validace na strˇedn´ı cˇa´sti mnozˇiny, ktera´ je tvorˇena
prvky spadaj´ıc´ımi do druhe´ kategorie. Na te´to cˇa´sti se pouzˇ´ıva´ chromozom s geny
3 2 2 3 2. Do podmı´nkove´ cˇa´sti patrˇ´ı geny 3 2 2 3 a do vy´sledkove´ cˇa´sti pa´ty´ gen,
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jehozˇ hodnota je 2. Prˇi porovna´n´ı podmı´nkove´ cˇa´sti s validacˇn´ı mnozˇinou nastane
shoda v druhe´m a trˇet´ım genu. Tato shoda umozˇnˇuje vykonat predikci. Predikce se
uskutecˇn´ı porovna´n´ım vy´sledkove´ cˇa´sti s validacˇn´ı mnozˇinou. I zde nastala shoda.
Chromozom tedy prova´d´ı predikci u´speˇsˇneˇ. Zbyle´ dva geny, ktere´ neodpov´ıdaj´ı, patrˇ´ı
do kategorie trˇi. Na obra´zku 4.12 je to zachyceno dvojic´ı vrchol˚u, ktere´ naby´vaj´ı hod-
noty trˇet´ı trˇ´ıdy. Tento chromozom je nicme´neˇ vhodny´ pro predikci a uplatnˇuje se
po dobu trva´n´ı cele´ strˇedn´ı cˇa´sti. V posledn´ı cˇa´sti prˇevla´daj´ı hodnoty z kategorie
trˇi. I nyn´ı dosˇlo k vy´meˇneˇ chromozomu˚. V posledn´ı cˇa´sti se pouzˇ´ıva´ chromozom,
ktery´ ma´ cˇtyrˇi geny shodne´ s validacˇn´ı mnozˇinou. Pouze jeden jeho gen neodpov´ıda´
validacˇn´ı mnozˇineˇ. Tento gen naby´va´ hodnoty z druhe´ trˇ´ıdy. Na obra´zku 4.12 je to
opeˇt patrne´ opakuj´ıc´ım se vy´skytem vrchol˚u, ktere´ naby´vaj´ı hodnoty dveˇ.
Tato cˇa´st aplikace se nacha´z´ı na prˇilozˇene´m me´diu v podobeˇ projektu, ktery´ je
mozˇno spustit z prostrˇed´ı Eclipse. Toto prostrˇed´ı spolecˇneˇ s modulem BIRT je rovneˇzˇ
prˇilozˇeno na me´diu. Nejdrˇ´ıve je nutne´ spustit Eclipse a pak nacˇ´ıst projekt BIRT.
Samotna´ aplikace se pak spust´ı poklepa´n´ım na soubor stock report. Vy´sledek va-
lidace je dostupny´ pod za´lozˇkou Preview.
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5 ZA´VEˇR
Evolucˇn´ı algoritmy prˇedstavuj´ı na´stroj pro rˇesˇen´ı slozˇity´ch proble´mu˚. Jejich nej-
zna´meˇjˇs´ımi prˇedstaviteli jsou geneticke´ algoritmy a geneticke´ programova´n´ı. V te´to
pra´ci byly pouzˇity geneticke´ algoritmy pro prˇedpoveˇzen´ı budouc´ıho vy´voje signa´lu.
Geneticke´ algoritmy jsou pouzˇity jako mechanizmus ucˇen´ı, rozpozna´va´n´ı a na´sledne´
predikce.
Pro praktickou uka´zku byl zvolen signa´l v podobeˇ ekonomicke´ cˇasove´ rˇady. Exi-
stuj´ı dva za´kladn´ı prˇ´ıstupy k prˇedpov´ıda´n´ı budouc´ıho vy´voje. Klasicky´m prˇ´ıstupem
je modelova´n´ı vy´voje cˇasove´ rˇady za pouzˇit´ı matematicky´ch model˚u. Jejich hlavn´ı
nevy´hodou je parametrizovanost a za´vislost na zvolene´m statisticke´m rozlozˇen´ı. Ge-
neticke´ algoritmy prˇedstavuj´ı v tomto smyslu novy´ a perspektivn´ı zp˚usob predikce.
Proble´m predikce je transformova´n na hleda´n´ı a rozpozna´n´ı opakuj´ıc´ıch se vzor˚u
v signa´lu. Tyto nalezene´ vzory se na´sledneˇ pouzˇij´ı pro prˇedpoveˇd’ budouc´ıho
vy´voje. Opakuj´ıc´ı se trendy a vzory nejsou v cˇasove´ rˇadeˇ prˇ´ımo viditelne´, proto
se cˇasova´ rˇada transformuje pomoc´ı vlnkove´ transformace. Prˇevodem do dome´ny
cˇasove´ho meˇrˇ´ıtka a posunut´ı dojde ke zviditelneˇn´ı teˇchto vzor˚u. Takto transfor-
movana´ cˇasova´ rˇada je rozdeˇlena na tre´novac´ı a validacˇn´ı mnozˇinu. Geneticke´ algo-
ritmy jsou na´sledneˇ pouzˇity v podobeˇ populace implikacˇn´ıch pravidel. Pravidla maj´ı
podmı´nkovou a vy´sledkovou cˇa´st. Obeˇ cˇa´sti jsou porovna´va´ny s transformovany´mi
vzorky cˇasove´ rˇady. Pak je spusˇteˇna simulovana´ evoluce. V pr˚ubeˇhu te´to evoluce
jsou jednotliva´ pravidla vyhodnocova´na z hlediska svy´ch predikcˇn´ıch schopnost´ı.
Pravidla s vysˇsˇ´ım pocˇtem spra´vny´ch prˇedpoveˇd´ı jsou uprˇednostnˇova´na prˇed teˇmi,
u ktery´ch je pocˇet spra´vny´ch prˇedpoveˇd´ı nizˇsˇ´ı. Po ukoncˇen´ı evoluce je k dispozici
sada pravidel, ktere´ prˇedstavuj´ı nejvy´razneˇjˇs´ı vzory a trendy objevene´ v cˇasove´ rˇadeˇ.
Na´sledneˇ jsou predikcˇn´ı schopnosti pravidel oveˇrˇeny na validacˇn´ı mnozˇineˇ. Prˇi vali-
daci se uplatnˇuje dynamicka´ vy´meˇna pravidel. Pokud zacˇne urcˇite´ pravidlo v predikci
selha´vat, je dynamicky nahrazeno dalˇs´ım pravidlem.
Pro praktickou prezentaci jsou vytvorˇeny dveˇ aplikace. Prvn´ı aplikace posky-
tuje pouze textove´ porovna´n´ı predikcˇn´ıch schopnost´ı pravidel. Druha´ aplikace se
pokousˇ´ı zobrazit predikcˇn´ı schopnosti i graficky. Obeˇ aplikace jsou vytvorˇeny v pro-
gramovac´ım jazyku Java s vyuzˇit´ım ra´mc˚u JGAP a BIRT.
Posledn´ı cˇa´st´ı diplomove´ pra´ce byla prˇ´ıprava pocˇ´ıtacˇove´ho cvicˇen´ı pro vy´uku
geneticky´ch algoritmu˚. V ra´mci cvicˇen´ı byla vytvorˇena aplikace, ktera´ hleda´ maxi-
mum funkce s vyuzˇit´ım geneticke´ho algoritmu. Geneticky´ algoritmus zde ma´ podobu
bina´rn´ıho rˇeteˇzce, ktery´ prˇedstavuje urcˇitou funkcˇn´ı hodnotu. V evoluci jsou bina´rn´ı
rˇeteˇzce krˇ´ızˇeny tak, aby se jimi prˇedstavovane´ funkcˇn´ı hodnoty zvysˇovaly. Po
ukoncˇen´ı evoluce jsou v populaci rˇeteˇzce, ktere´ prˇedstavuj´ı hledane´ maximum funkce.
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SEZNAM SYMBOLU˚, VELICˇIN A ZKRATEK
ARCH Autoregressive Conditional Heteroskedasticity
BIRT Bussiness Intelligence and Reporting Tool
CSV Comma Separated Values
DTWT Discrete time wavelet transform
DWT Discrete wavelet transform
EWMA Exponentially weighted moving average
FT Fourierova transformace
GA Geneticke´ algoritmy
GARCH Generalized Autoregressive Conditional Heteroskedasticity
JAR Java Archive
RCP Rich Client Platform
RW Random Walk
UML Unified Modeling Language
XML eXtensible Markup Language
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A PRVNI´ PRˇI´LOHA
A.1 Pocˇ´ıtacˇove´ cvicˇen´ı: Geneticke´ algoritmy
V 60. letech minule´ho stolet´ı se v informatice objevil novy´ smeˇr pro rˇesˇen´ı slozˇity´ch
proble´mu˚, evolucˇn´ı algoritmy. Evolucˇn´ı algoritmus je technika, ktera´ prˇi rˇesˇen´ı
proble´mu simuluje proces evoluce tak, jak je zna´m z biologie. V dalˇs´ım textu se
bl´ızˇe zameˇrˇ´ıme pouze na jednu oblast evolucˇn´ıch algoritmu˚, kterou jsou geneticke´
algoritmy.
Z biologie v´ıme, zˇe vlastnosti zˇivy´ch organismu˚ jsou zapsa´ny v jejich geneticke´m
ko´du a tento ko´d je ulozˇen v chromozomech dane´ho jedince. Obsah chromozomu se
da´ cha´pat jako ko´d informace o jedinci. Charles Darwin ve sve´ evolucˇn´ı teorii tvrd´ı,
zˇe v prˇ´ırodeˇ prˇezˇ´ıvaj´ı silneˇjˇs´ı jedinci, kterˇ´ı maj´ı tud´ızˇ veˇtsˇ´ı sˇanci prˇene´st cˇa´st sve´
geneticke´ informace do dalˇs´ı generace svy´ch potomk˚u. Zde je d˚ulezˇite´ zd˚uraznit, zˇe
potomek obsahuje pomeˇrnou cˇa´st informace obou svy´ch rodicˇ˚u. Na tomto principu
staveˇj´ı i geneticke´ algoritmy. Algoritmus pracuje se skupinou jedinc˚u, tito jedinci
maj´ı sve´ vlastnosti zako´dovane´ v urcˇite´ strukturˇe. Tuto strukturu lze pak cha´pat jako
analogii chromozomu u zˇivy´ch organizmu˚. C´ılem geneticke´ho algoritmu je v pr˚ubeˇhu
programu vytva´rˇet sta´le silneˇjˇs´ı jedince.
V tomto cvicˇen´ı budou geneticke´ algoritmy pouzˇity na hleda´n´ı maxima funkce
na urcˇite´m intervalu. Bude zada´na urcˇita´ funkce a da´le bude da´n interval, na ktere´m
budeme hledat globa´ln´ı maximum te´to funkce. Geneticky´ algoritmus zacˇne t´ım, zˇe
na´hodneˇ zvol´ı urcˇity´ pocˇet bod˚u z tohoto intervalu. Na´sledneˇ se pokus´ı aplikovat
mechanizmy evoluce pro vyhleda´n´ı maxima. Teˇmito mechanizmy jsou zejme´na vy´beˇr
jedinc˚u, jejich krˇ´ızˇen´ı a mutace. T´ımto zp˚usobem dojde k vy´meˇneˇ informac´ı mezi
sta´vaj´ıc´ımi jedinci a vznikne nova´ generace. Nyn´ı si mu˚zˇeme uka´zat, jak vypada´ je-
den jedinec, ktery´ prˇedstavuje bod z prohleda´vane´ho intervalu. Jedinec je reprezen-
tova´n bina´rn´ım rˇeteˇzcem pevne´ de´lky, naprˇ´ıklad: 00110101. Od okamzˇiku sve´ho
spusˇteˇn´ı se geneticky´ algoritmus snazˇ´ı o to, aby prˇiby´vali jedinci silneˇjˇs´ı a uby´vali
jedinci slabsˇ´ı. Kdo ale rozhodne o tom, ktery´ jedinec je silneˇjˇs´ı a ktery´ je slabsˇ´ı?
Urcˇen´ı kvality teˇchto jedinc˚u ma´ na starosti obvykle urcˇita´ funkce f . Implemen-
tace te´to funkce za´vis´ı na proble´mu, ktery´ se snazˇ´ıme rˇesˇit. Kvalita jedince vra´cena
touto funkc´ı se v anglicke´ terminologii oznacˇuje pojmem fitness, tohoto oznacˇen´ı se
prˇidrzˇ´ıme i v tomto textu.
A.1.1 Vy´beˇr, krˇ´ızˇen´ı a mutace
Na pocˇa´tku geneticky´ algoritmus zacˇ´ına´ s na´hodneˇ vytvorˇenou populac´ı jedinc˚u.
Takovou populaci zachycuje tabulka A.1. Vid´ıme, zˇe z pohledu funkce fitness je
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nejsilneˇjˇs´ı hned prvn´ı jedinec. Takto na´hodneˇ vytvorˇena´ populace mu˚zˇe vstoupit
do procesu evoluce. Evoluce se obvykle skla´da´ ze trˇ´ı fa´z´ı: vy´beˇru (selekce), krˇ´ızˇen´ı
a mutace.
Jedinec Bina´rn´ı vyja´drˇen´ı Hodnota fitness
1. 01101100 f(01101100) = 6.9817
2. 01101001 f(01101001) = 6.7234
3. 01001001 f(01001001) = 6.0708
4. 11101101 f(11101101) = 5.4775
Tabulka A.1: Prˇ´ıklad populace se cˇtyrˇmi jedinci
Prˇi vy´beˇru se rozhoduje o tom, ktere´ jedince si vybereme do dalˇs´ı generace. Uzˇ
prˇi vy´beˇru se snazˇ´ıme preferovat jedince s vysˇsˇ´ı hodnotou fitness prˇed jedinci s nizˇsˇ´ı.
Pu˚vodn´ım mechanizmem vy´beˇru byl vy´beˇr pomoc´ı rulety. Princip je na´sleduj´ıc´ı: na
klasicke´ ruleteˇ kazˇde´ cˇ´ıslo obsad´ı jedno pol´ıcˇko, pravdeˇpodobnost vy´beˇru je tedy
stejna´ pro vsˇechna cˇ´ısla. U geneticky´ch algoritmu˚ kazˇdy´ jedinec obsad´ı pomeˇrnou
cˇa´st rulety na za´kladeˇ svoj´ı fitness. To si lze prˇedstavit tak, zˇe jedinec s vysˇsˇ´ı fitness
ma´ na ruleteˇ alokovany´ch v´ıce pol´ıcˇek nezˇ jedinec s nizˇsˇ´ı hodnotou. Tud´ızˇ jedinec
s vysˇsˇ´ı fitness ma´ veˇtsˇ´ı sˇanci, zˇe pomyslna´ kulicˇka rulety padne do jeho sektoru
pol´ıcˇek. Samotny´ vy´beˇr ale nen´ı pro cˇinnost algoritmu dostatecˇny´, protozˇe pouze
vyb´ıra´me jedince, nedocha´z´ı zde k nalezen´ı novy´ch hodnot v prohleda´vane´m inter-
valu funkce. T´ım, zˇe vybereme pouze lepsˇ´ı jedince prˇed horsˇ´ımi, samotnou populaci
nijak nevylepsˇ´ıme. Pro zlepsˇen´ı populace jedinc˚u slouzˇ´ı prˇedevsˇ´ım krˇ´ızˇen´ı a mutace.
Krˇ´ızˇen´ı lze cha´pat jako proces vy´meˇny (geneticke´) informace. V prˇedesˇle´m kroku
jsme si vybrali urcˇitou skupinu jedinc˚u na za´kladeˇ fitness. Nyn´ı z te´to skupiny
budeme cyklicky vyb´ırat vzˇdy dva jedince a krˇ´ızˇit je. Tyto dva jedince lze cha´pat
jako rodicˇe, jejichzˇ krˇ´ızˇen´ım vzniknou dva potomci. Kazˇdy´ potomek obsahuje cˇa´st
informace z obou rodicˇ˚u. Rˇekneˇme, zˇe jsme pro krˇ´ızˇen´ı vybrali prvn´ıho a cˇtvrte´ho
jedince z tabulky A.1. U krˇ´ızˇen´ı je opeˇt spusˇteˇn na´hodny´ genera´tor cˇ´ısel, ktery´
vygeneruje cˇ´ıslo v rozsahu nula azˇ osm. Toto cˇ´ıslo urcˇuje mı´sto, ve ktere´m do-
jde k rozdeˇlen´ı obou rodicˇ˚u, a vy´meˇnou teˇchto cˇa´st´ı vzniknou dva nov´ı jedinci.
Pokud je vygenerovane´ naprˇ´ıklad cˇ´ıslo cˇtyrˇi, bude mı´t prvn´ı potomek prvn´ı cˇtyrˇi
pozice shodne´ s prvn´ım rodicˇem, zby´vaj´ıc´ı cˇtyrˇi pozice jsou doplneˇny ze shodny´ch
pozic druhe´ho rodicˇe. U druhe´ho potomka je to prˇesneˇ naopak. Krˇ´ızˇen´ım prvn´ıho
a cˇtvrte´ho vznikli dva nov´ı jedinci: 01101101 a 11101100. U prvn´ıho potomka vid´ıme,
zˇe dosˇlo k zvy´sˇen´ı jeho fitness f(01101101) = 6.9986. Prvn´ı potomek je silneˇjˇs´ı nezˇ
ktery´koliv z jeho rodicˇ˚u. Druhy´ potomek dopadl h˚urˇe, zde dosˇlo ke zhorsˇen´ı jeho fit-
ness f(11101100) = 5.2649. Tento potomek bude pravdeˇpodobneˇ v dalˇs´ıch evoluc´ıch
eliminova´n. Krˇ´ızˇen´ı obou jedinc˚u je zna´zorneˇno na obra´zku A.1.
63
Obra´zek A.1: Krˇ´ızˇen´ı jedinc˚u
Mutace je posledn´ım krokem prˇi tvorbeˇ dalˇs´ı generace. Mutace obvykle prob´ıha´
jen s malou pravdeˇpodobnost´ı a prˇ´ıliˇs neovlivnˇuje novou generaci jedinc˚u. Lze si
ji prˇedstavit jako na´hodnou zmeˇnu hodnoty na urcˇite´ pozici v rˇeteˇzci za hodnotu
opacˇnou. V souvislosti s proble´mem nalezen´ı maxima funkce ma´ sp´ıˇse ten vy´znam,
zˇe zabranˇuje uv´ıznut´ı jedinc˚u v loka´ln´ım maximu. [2] [21]
A.2 Na´vrh funkce fitness
V te´to prakticke´ cˇa´sti budete navrhovat teˇlo funkce fitness, ktera´ provede ohodnocen´ı
jedinc˚u v populaci. Na´vrh mu˚zˇete prove´st pomoc´ı vy´vojove´ho diagramu nebo pomoc´ı
pseudoko´du. Studenti, kterˇ´ı ovla´daj´ı jazyk JAVA, se mohou pokusit naprogramovat
tuto funkci prˇ´ımo v tomto jazyku. Prˇi obecne´ implementaci je vhodne´ mı´t na pameˇti
neˇkolik detail˚u:







+ sin 3x− x
10
+ 5
Maximum hleda´me pro x ∈< 0; 16 >, tento interval je podmnozˇinou
definicˇn´ıho oboru.
• Jedinci, kterˇ´ı reprezentuj´ı body z tohoto intervalu, maj´ı tvar bina´rn´ıho rˇeteˇzce
a vyjadrˇuj´ı cˇ´ıslo v bina´rn´ım tvaru. Prˇed samotny´m vy´pocˇtem funkcˇn´ı hodnoty
je nutne´ prˇeve´st cˇ´ıslo z bina´rn´ıho tvaru do dekadicke´ho.
• Za´rovenˇ je nutne´ takto prˇevedene´ cˇ´ıslo normalizovat do intervalu x ∈< 0; 16 >,
na ktere´m hleda´me maximum.
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• Prˇi prˇevodu a na´sledne´ normalizaci je d˚ulezˇite´ si uveˇdomit, zˇe pokud ma´
jedinec tvar bina´rn´ıho rˇeteˇzce s de´lkou n = 8, tak nejvysˇsˇ´ı cˇ´ıslo, ktere´ doka´zˇe
takovy´to jedinec vyja´drˇit, je 111111112, a to je 25510. Vyuzˇijte toho prˇi norma-
lizaci.
• Po normalizova´n´ı je mozˇne´ prove´st vy´pocˇet funkcˇn´ı hodnoty.
• Uveˇdomte si, zˇe je to pra´veˇ funkce fitness, ktera´ prˇedstavuje poj´ıtko mezi
rˇesˇenou u´lohou a sveˇtem geneticky´ch algoritmu˚, ve ktere´m se simuluje evoluce.
A.2.1 Implementace v jazyku JAVA
Demonstracˇn´ı program je napsa´n v jazyku JAVA s vyuzˇit´ım ra´mce JGAP. [14] V te´to
cˇa´sti si prˇedstav´ıme neˇktere´ metody, ktere´ by mohly by´t vyuzˇity prˇi implementaci
funkce fitness pomoc´ı jazyka JAVA.
Funkci fitness je vhodne´ reprezentovat pomoc´ı trˇ´ıdy. Jaka´koliv trˇ´ıda, ktera´
chce ve frameworku JGAP fungovat jako fitness funkce, mus´ı by´t potomkem trˇ´ıdy
FitnessFunction. Tato trˇ´ıda je abstraktn´ı a po svy´ch potomc´ıch vyzˇaduje im-
plementaci metody evaluate(IChromosome). Tato metoda, pokud je v potomkovi
spra´vneˇ prˇekryta, provede ohodnocen´ı jedince z populace a urcˇ´ı, jak bl´ızko (nebo jak
daleko) se nacha´z´ı od hledane´ho maxima. Nyn´ı si uved’me neˇkolik tip˚u pro samotnou
implementaci.
• Parametrem metody je jedinec, ktery´ prˇedstavuje onen bina´rn´ı rˇeteˇzec. Pomoc´ı
jeho metody getGenes() je mozˇne´ z´ıskat tento rˇeteˇzec. Metoda vra´t´ı pole
objekt˚u implementuj´ıc´ıch rozhran´ı Gene, prˇesneˇji instance typu IntegerGene,
kazˇda´ naby´vaj´ıc´ı hodnoty nula nebo jedna.
• Tuto hodnotu lze z instance IntegerGene z´ıskat pomoc´ı metody getAlelle().
Zde je nutne´ da´vat pozor. Tato metoda vrac´ı typ Object, ovsˇem za touto
referenc´ı je ukryta ve skutecˇnosti instance trˇ´ıdy Integer. Proto je nutne´
na´vratovou hodnotu prˇetypovat na instanci Integer. Po tomto prˇetypova´n´ı
lze uzˇ s danou hodnotou pracovat jako s regule´rn´ım objektem typu Integer.
• Nyn´ı je trˇeba bina´rn´ı hodnotu prˇeve´st na dekadickou. Vyuzˇijte skutecˇnosti,
zˇe pole prvk˚u Gene je po zavola´n´ı prˇ´ıslusˇne´ metody a po prˇetypova´n´ı vlastneˇ
pole prvk˚u Integer.
• Po prˇeveden´ı na dekadickou hodnotu je jesˇteˇ nutna´ normalizace do intervalu
< 0; 16 >.
• Po normalizaci uzˇ zby´va´ jenom urcˇit funkcˇn´ı hodnotu v dane´m bodeˇ.
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• Pro lepsˇ´ı orientaci vyuzˇijte dokumentaci k frameworku JGAP, zejme´na
k trˇ´ıda´m FitnessFunction, IntegerGene a k rozhran´ı Gene.
A.3 Shrnut´ı
V tomto cvicˇen´ı jsme se sezna´mili s mozˇnostmi geneticky´ch algoritmu˚ pro rˇesˇen´ı
u´loh. Uka´zali jsme si, jak geneticky´ algoritmus prohleda´va´ zadany´ stavovy´ prostor,
a sezna´mili jsme se se trˇemi geneticky´mi opera´tory. Geneticky´ algoritmus narozd´ıl
od jiny´ch klasicky´ch metod nezacˇ´ına´ pouze s jedn´ım pocˇa´tecˇn´ım rˇesˇen´ım, ale s celou
mnozˇinou jedinc˚u, kterˇ´ı prˇedstavuj´ı potencia´ln´ı rˇesˇen´ı u´lohy. Kazˇdy´ jedinec ma´
prˇiˇrazeno hodnocen´ı, ktery´ vystihuje jeho schopnost u´speˇsˇneˇ rˇesˇit danou u´lohu. Toto
hodnocen´ı prˇiˇrazuje funkce fitness. Na za´kladeˇ tohoto hodnocen´ı jsou jednotliv´ı je-
dinci da´le vyb´ıra´ni a krˇ´ızˇeni mezi sebou. Takto vznikne nova´ populace jedinc˚u, kterˇ´ı
jsou lepsˇ´ı nezˇ prˇedesˇla´ populace.
Dalˇs´ımi vlastnostmi geneticky´ch algoritmu˚ jsou jejich stochasticky´ charakter
a implicitn´ı paralelismus. Stochasticky´ charakter je da´n t´ım, zˇe vsˇechny procesy
prob´ıhaj´ıc´ı v ra´mci evoluce jsou pseudona´hodne´. Implicitn´ı paralelismus je da´n t´ım,
zˇe pracuj´ı soucˇasneˇ s celou populac´ı jedinc˚u.
A.4 Ota´zky & u´lohy
• Jak je nutne´ upravit funkci fitness, aby mı´sto maxima funkce hledala jej´ı mi-
nimum?
• Na´vratova´ hodnota funkce fitness nemu˚zˇe by´t za´porna´. Ovsˇem ne vsˇechny
funkce naby´vaj´ı pouze neza´porny´ch funkcˇn´ıch hodnot. Navrhneˇte zp˚usob, jak
byste upravili funkci fitness, pokud by meˇl geneticky´ algoritmus hledat maxi-
mum funkce, ktera´ naby´va´ i za´porny´ch hodnot.
• Neˇktere´ funkce nejsou definova´ny v urcˇity´ch bodech definicˇn´ıho oboru.
Naprˇ´ıklad logaritmus nen´ı definova´n pro hodnotu nula. Navrhneˇte zp˚usob,
jak upravit funkci fitness, aby se vyrovnala i s t´ımto omezen´ım.
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