Abstract. In this paper we consider the initial-boundary value problem for the nonlinear wave equation 
Introduction
In this paper we will consider the initial and boundary value problem
'utt-B (|Mo) + \uT ) = f(r,u), 0<r<l,0<t<T,
where B, /, uo, u\ are given functions satisfying certain conditions, which will be specified later, and h > 0 is a given constant. Equation (l.l)i herein is the bi-dimensional nonlinear wave equation describing nonlinear vibrations of the unit membrane fii = {(x, y) : x 2 + y 2 < 1}. In the vibration process, the area of the unit membrane and the tension at various points change in time. The condition on the boundary diii describes elastic constraints, where the constant h has a mechanical signification. Boundary condition (1.1)2 is satisfied automatically if u is a classical solution of problem (1.1), for example, with u € C^QO, 1] x (0,T))nC 2 ((0,1) x (0,T)). This condition is also used in connection with Sobolev spaces with weight r (see [2, 10] ). In the case of equation (l.l)i not involving the term ~ur, we have (1.2) utt -B ^ |ur(r, £)| 2 c/rj urr = f(r, u), 0 < r < 1, 0 < t < T.
Equation (1.2) has its origin in the nonlinear vibration of an elastic string [7] , for which the associated equation is
where u is the lateral deflection, x is the space coordinate, t is the time, p is the mass density, h is the cross-section area, L is the length, E is Young's modulus, and PQ is the initial axial tension. In [3] , Carrier has also established a model of the type (1.4) utt -|P0 + Pi j u 2 {y, ^dy^j uxx = 0, where Po and Pi are constants. When / = 0, the Cauchy or mixed problem for (1.2) has been studied by many authors; see [5, 17] and the references cited therein. A survey of the results about the mathematical aspects of Kirchhoff model can be found in [15, 16] . In [14] Medeiros has studied problem (1.2) on a bounded open set fl of R 3 with / = f(u) = -bu 2 , where b is a given positive constant. In [6] Hosoya and Yamada have considered problem (1.2) with / = /(«) = -d |< n > where 5 > 0, a > 0 are given constants. In [8] the authors have studied the existence and uniqueness of the solution of equation (1.5) utt + AA 2 u -5(|| V"|| 2 )An + e |-iit| a_1 ut = F(x, t),xeQ, t> 0, where A > 0, e > 0 and 0 < a < 1, are given constants, and Cl is a bounded open set of M 3 .
In this paper, in Part 1, we consider problem (1.1) corresponding to / e C 2 ([0,1] x M) and B € C 1 (M+), b0 < B(z) < d0zP + d0, \B/{z)\ < d\z p~l + di, with given constants bo > 0, p > 1 and do, do, d\, d\ > 0. We associate with equation (1.1)i a recurrent sequence {um} (nonlinear) defined by (1.6) ^r^m-l), 0 < r < 1, 0 < t < T, with um satisfying (1.1)2-3. The first term uq is chosen as uq = 0, we prove that the sequence {um} converges quadratically.
The results obtained here relatively are partial generalizations of those in [2, 4, 9, 11, 12, 13, 18] .
, then an asymptotic expansion of order N + 1 in e is obtained with a right-hand side of the form f(r, u)+ efi(r, u) and B stands for B+eB\, for e sufficiently small. This result is a relative generalization of [4, 9, 11, 12] .
Preliminary results
Put £2 -(0,1). For any function v G C°(Q) we define [|v||0 as ||v||o = (So rv 2 (r)dr) 1 / 2 and define the space Vo as the completion of the space C°(fi) with respect to the norm ||-||0. Similarly, for any function v G C 1 (fi) we define H^l^ as H^l^ = (||v||o + ll^llo) 1^2 an d define the space V\ as the completion of the space C 1 (ii) with respect to the norm 11 -1{ j. Note that the norms ||-||0 and H-j^ can be defined, respectively, from the inner products {u, v) = jJ ru(r)v(r)dr, (u, v For any function v G C 2 (fi) we define ||i >||2 as ||i ; ||2 = (IMIo + ll^llo + WAvWl) 1 ' 2 and define the space V2 as the completion of C 2 (FL) with respect to the norm ||-||2.
Note that it follows from (ii) that {wj/y/~\j} is automatically an orthonormal set in V\ with respect to a(-, •) as the inner product. The eigenfunctions Wj are indeed solutions of the boundary value problem
Note that V2 is also a Hilbert space with respect to the scalar product (u,v) + (it/,«/) + (Au,Av) and that V2 can be defined also as V2 = {i> G Vi : Av G Vo}. We then have the following lemmas the proof of which can be found in [ Let u(t), u/(i) = ut{t) = ii(t), u!!(t) = uu{t) = u{t), ur(t) = yu(t), urr(t) denote u(r,t), |f (r,t), r,t), §*(r,t), 0(r,i), respectively. We make the following assumptions:
(Hi) u\ € Vi and So G V2,
With B and / satisfying assumptions (#2) and (i/3), respectively, we introduce the following constants, for any M > 0: We shall choose as first initial term uo = 0, suppose that
and associate with problem (1.1) the following variational problem:
where (2.6)
Then we have the following theorems. (ii) On the other hand, the recurrent sequence {um} defined by (2.5)- Furthermore, we have also the estimation
for all m > 1, where
and C is a constant depending only on M, T, UQ, UI, B, h and kx-
Then proof of Theorems 1 and 2 can be found in [13] .
REMARK 2. The constants M > 0 (sufficiently large) and T > 0 (sufficiently small) in Theorems 1 and 2 can be chosen as follows (see [13] ):
(2.9) ||«ife|lo + a(«ifc.«ifc) + -B(IIV«o|lo)(°( u ofc» t< ofc) + ll^ofcllo) < m2 /6,
and satisfy (2.8), where
The sequence converges quadratically
In this section, we consider initial boundary value problem (1.1) with the following conditions.
(H4) B G C 1 (M+) and there exist constants bo
(n x R).
With / satisfying assumption for any M > 0 we put
We shall choose as a (constant in time) starting point uo = 0. Assume
and consider the following nonlinear variational problem: Proof. The proof consists of Steps 1-2.
Step 1. The Galerkin approximation. Put
where the coefficients cmj satisfy the system of nonlinear differential equations
Let us suppose that um_ 1 satisfies (3.1). Then we have the following lemma.
LEMMA 8. Let (H\) and (H4)-(H5) hold. For fixed M > 0 and T > 0,
then, the system (3.5)-(3.7) has a unique solution Um\t) on an interval
Proof. The system of equations (3.5)-(3.7) can be rewritten in form
This system is equivalent to the system of integral equations
for 1 < j < k. Omitting the index m, the system (3.9) can be rewritten in the form
where 
we shall choose p > 0 and Tm > 0 such that
: S -» S is contractive with some n e N.
(i) First we note that, for all c = (ci,..., c^) € 5, \ < l c ( s )li < V^IHly < \/AfcP. i=l (3.12) and then 
Notice that from the inequalities
we obtain from (3.20), that Since j^{\j~DPT) 2n -> 0 as n -> +00, there exists n G N, such that j^(}f~DpT) 2n < 1. It means that H n : S -• 5 is contractive. We deduce that H has a unique fixed point in S, i.e., the system (3.5)-(3.7) has a unique solution Um\t) on an interval [0, T^}. The proof of Lemma 8 is complete.
(k) The following estimates allow one to take Tm = T independent of m and k.
Step 2. A priori estimates. Similarly, we put
where
It follows from (3.5), that We estimate without difficulty the following integrals on the right-hand side of (3.27) as follows: (3.28) 
Using the inequalities Proof. Put 
< Sg>(t) < S(t) = < M\ Vi G [0, T],
The proof of Lemma 9 is complete.
By Lemma 9, G W\(M,T)
for all k and m. Then, in a manner similar to the proof of Theorem 1, we can prove that the limit u m G Wi(M,T) of the sequence {uU'} when k -> +00 is a solution of variational problem (3.2) and (3.3). The proof of Theorem 3 is complete.
• The following result gives the quadratic convergence of the sequence {u m } to a weak solution of problem (1.1). THEOREM 
Let assumptions (Hi) and hold. Then, there exist constants M > 0 and T > 0 such that (i) The problem (1.1) has a unique weak solution u G W\(M,T).
(ii) On the other hand, the linear recurrent sequence {w m } defined by (3.2) 
Note that the last condition is always satisfied with a suitable T > 0.

Proof. First, we shall prove that {um} is a Cauchy sequence in W\(T). Let vm = um+1 -um. Then vm satisfies the variational problem ' (vm(t),w) + bm+1(t)a(vm(t),w) + {bm+i{t) -bm(t))(Aum(t), w) = {Fm+i(t) -Fm(t), w), for all weVi,
k Vm(0) = Vm(0) = 0, 
bm+l{t) -bm(t) = S(||V«m+1(i)||g) -5(l|Vum(i)||2),
, A m = Um-1 + 0vm-1, (0 < 6 < 1).
Taking w = vm in (3.44) and integrating in t we get t
(3.46) ||ùm(i)||o + bm+i(t)a(vm(t),vm(t)) = ^6^+1(s)a(i;m(s),vm(s))d. 2 j[B(||VTWi(«)llo) -S(||VUm(S)||^)](^m(5),vm(s))ds + 2\(vm^t(r, um),vm(s)^ds + S^m-l^t 7 "' A m)> Vm(s)^ds
We estimate without difficulty the following integrals J*,..., on the righthand side of (3.46) as follows By using Gronwall's lemma, we have 
Asymptotic expansion of solutions
In this part, we assume (UQ, UI), B and / satisfy the assumptions (Hi), (H2) and (#3), respectively. We also assume (He) G C 1 (R+) with B x (z) > 0 for all z>0, (H7) /1 satisfies the assumption (H3).
We consider the following perturbed problem, where e is a small parameter, |e| < 1: Then we can prove, in a manner similar to the proof of Theorem 2, that the limit uo in suitable function spaces of the family {u £ } as e -> 0 is a unique weak solution of the problem (Po) corresponding to e = 0 satisfying Then, we have the following theorem. 
Taking w = v in (4.5), after integration by parts in t, we get (4.7) Ili'iOII 2 +
be(t)a(v(t),v(t)) = j bi(s)a(v(s),v(s))ds
o Let cr(t) = \\v(t)||o + ||u(t)llf, then, we can prove the following inequality in a similar manner
Next, by (4.8) and Gronwall's lemma, we obtain
for all t e [0,T]. 
We also note that 7Tj[/] is the first-order function with respect to Ui. In fact, Proof, (i) It is easy to see that
Suppose that we have defined the functions 7Tfc[/], ^[£>2/]
, k = 0,1, ... ,i -1 from formulas (4.13), (4.14), (4.18) and (4.24). We have
We also note that On the other hand, we have
We also note that | e =o = i^-Uir, 0 < i < N. Therefore, we obtain by (4.32), that The proof of Lemma 11 is complete. By multiplying the two sides of (4.53) bywi, we find without difficulty from (4.37) that Using Gronwall's lemma we obtain 
Ku=Ki(M,f)+Kl(M,h), KU=K1(M,B) + K1(M,B1).
We assume that (4.63) a < 1, with the suitable constant T > 0.
We shall now require the following lemma whose proof is immediate. 
