Given a square matrix A, an A−invariant subspace is called hyperinvariant (respectively characteristic) if and only if it is also invariant for all matrices T (respectively nonsingular matrices T ) that commute with A. Shoda's Theorem gives a necessary and sufficient condition for the existence of characteristic nonhyperinvariant subspaces for a nilpotent matrix in GF (2). Here we present an explicit construction for all subspaces of this type.
Introduction
Let F n be the n-dimensional vector space over a field F, and a square matrix A ∈ M n (F) corresponding to an endomorphism of F n in a fixed basis. A vector subspace V ⊆ F n is called A−invariant if AV ⊆ V ; in particular, A−hyperinvariant if it is also T −invariant for all matrices T ∈ Z(A) (i.e. commuting with A). If one weakens the above condition by considering only nonsingular matrices T , the subspaces are called characteristic. Obviously
where Hinv(A), Chinv(A) and Inv(A) denote respectively the lattices of hyperinvariant, characteristic and invariant subspaces.
For an arbitrary field F, the lattice Inv(A) is studied in [3] . For F = C, in [7] it is proved that every A−invariant subspace V decomposes into a direct sum
where λ 1 , . . . , λ r are all the different eigenvalues of A and R λi (A) are the subspaces defined as:
Moreover, (see [4] and [6] ) one can find an alternative description: if V ∈ Inv(A), then there exist matrices T 1 , T 2 that commute with A, such that V is the kernel of T 1 and V is the image of T 2 . Concerning Hinv(A), a full description when F = C, R is contained in [7] . Concretely, when F = C, we recall this description in Theorem 2.7. In this case, there is also an alternative description that states that Hinv(A) is generated by kernels and images of polynomials in A (see [7] ).
More in general Chinv(A) = Hinv(A) if the characteristic polynomial of A splits over F and card(F) > 2 (see [1] ). Indeed, if all the eigenvalues of A are in F, the study of Hinv(A) and Chinv(A) can be reduced to the case of an unique eigenvalue (see, for instance [1] , [2] and [7] ). For this reason we consider A a nilpotent matrix.
In the case F = GF (2), the complete description of Chinv(A) is not known. If A is a nilpotent matrix, Shoda's Theorem (see for instance [2] ) states that there exists X ∈ Chinv(A) \ Hinv(A) if and only if the Jordan matrix of A has at least two Jordan blocks with unique order (i.e., no other block has this order) which differ in more than 1. One example is shown in [2] .
In this paper we present a full description of the characteristic subspaces that are not hyperinvariant when A is a nilpotent matrix. General conditions for their existence, as well as some examples, are known (see [1] , [2] ). Here we show an algorithmic construction to obtain explicitly all of them.
Our approach gives a full description of the characteristic subspaces that are not hyperinvariant. Indeed, they are the sums Y ⊕ Z, where Y belongs to a subclass of hyperinvariant subspaces, and Z is a so-called minext of Y (a minimal direct "extension" of Y that makes Y ⊕Z non-hyperinvariant). In order for these sums to be a characteristic subspace, both summands are associated to a so-called char-tuple, that is, a partition (
are some of the unique order blocks in the Segre characteristic of A (that is to say, there is a unique Jordan block having order α ij , 1 ≤ j ≤ t). A key tool in this construction is an explicit description of all the matrices T (singular and nonsingular) that commute with A, as well as the image generated by them of vectors in the Jordan basis considered.
The paper is organized as follows. Section 2 contains some basic definitions, notations and statements of known results that will be used. In Subsection 2.1 we recall known characterizations of hyperinvariant subspaces (Theorem 2.7 and Corollary 2.11). In Subsection 2.2 we detail the structure of matrices T ∈ Z(J) (Proposition 2.13), and characterize those that are nonsingular (Proposition 2.18). From those results, we describe the images of each vector of the Jordan basis by the set of matrices T ∈ Z(J) (Lemma 2.15).
Finally, Section 3 is devoted to our main result. First, we adapt Lemma 2.15 to the case when T is a nonsingular matrix and F = GF (2) (Lemma 3.1). Next, we introduce the key objects in our construction: the char-tuples (Definition 3.3), the associated hyperinvariant subspaces Y (Definition 3.5) and the associated minext subspaces Z (Definition 3.7). Finally, Theorem 3.10 asserts that all the sums Y ⊕ Z are characteristic non-hyperinvariant and conversely, any subspace X of this kind splits in the form X = Y ⊕ Z.
Preliminaries
Let F be a field (in Section 3 we will consider F = GF (2)), f : F n −→ F n an endomorphism and A ∈ M n (F) its matrix in a prefixed basis. We write
, the subset of nonsingular matrices.
It is called characteristic (respectively hyperinvariant) if it is invariant for all matrices in Z * (A) (respectively, in Z(A)). We denote by Inv(A), Chinv(A) and Hinv(A), the lattices of invariant, characteristic and hyperinvariant subspaces of A respectively, so that Hinv(A) ⊆ Chinv(A) ⊆ Inv(A).
As in the previous literature (see [1] , [2] , [5] and [7] ) we assume that the matrix A has a Jordan form J = S −1 AS, so that V ∈ Inv(A) (respectively Chinv(A), Hinv(A)) if and only if S −1 V ∈ Inv(J) (respectively Chinv(J), Hinv(J)). Hence, we restrict ourselves to the case A = J. In addition if J = diag(J 1 , . . . , J r ) with J 1 , . . . , J r being the Jordan blocks corresponding to different eigenvalues, any matrix in Z(J) is of the form X = diag(X 1 , . . . , X r ), where X 1 , . . . , X r correspond to the block partition of J and X i ∈ Z(J i ), 1 ≤ i ≤ r. Thus, from now on, we will consider that A = J has only one eigenvalue λ. Without loss of generality we can assume that λ = 0. It is well known that Z(J) is formed by block-matrices partitioned as J, where each block is a (square, rectangular) Toeplitz matrix. In Subsection 2.2 we will detail them and characterize those in Z * (J). Let J be a nilpotent Jordan matrix, we write α = (α 1 , . . . , α m ) for its Segre partition. That is to say, m = dim ker(J), and α 1 ≥ · · · ≥ α m are the orders of the Jordan blocks. We fix a Jordan basis for J and denote by u 1 , . . . , u m the generators of the Jordan chains,
We write V 1 , . . . , V m for the corresponding monogenic subspaces,
In general, if W ⊂ F n , we denote (as in [1] , [2] ) by W the vector subspace spanned by the vectors in W and their images by J:
For any vector w ∈ F n , w = 0, its exponent p = exp(w) ≥ 1 and its depth q = depth(w) are defined by
In particular, exp(J k u j ) = α j − k and depth(J k u j ) = k. Through all the paper we will focus on the Jordan blocks of unique order. We select them as follows.
Definition 2.2. Given J a nilpotent Jordan matrix and α = (α 1 , . . . , α m ) its Segre partition, we define the partition of indices corresponding to blocks of unique order:
Moreover, n 1 > · · · > n τ will denote the different orders in the partition α and s 1 , . . . , s τ indicate how many times each order, n 1 , . . . , n τ respectively, appears in α.
Example 2.3. If α = (12, 7, 5, 5, 5, 5, 4, 3, 3, 2, 1, 1), then Ω = {1, 2, 7, 10}. Indeed, because α 1 = 12, α 2 = 7, α 7 = 4, α 10 = 2 are blocks of unique order. Notice that here l = 4 is the number of Jordan blocks of unique order in partition α. In addition, τ = 7, (n 1 , . . . , n 7 ) = (12, 7, 5, 4, 3, 2, 1) and (s 1 , . . . , s 7 ) = (1, 1, 4, 1, 2, 1, 2).
It will be useful to consider the sum of the monogenic subspaces having the same dimension. With the above notation:
Analogously: 
and then, Ω = {6},
To characterize Hinv(J), the following notation will be useful:
is a partition with 0 ≤ k j ≤ α j , we denote by V j kj the vector subspace spanned by the last k j vectors of the corresponding J−chain:
We set:
km . If necessary, we can consider also negative k j by means of:
Example 2.6. If α is as in Example 2.4, then:
Characterization of hyperinvariant and characteristic subspaces
Hyperinvariant subspaces have already been characterized (see, for instance [7] and [2] ). We recall these results in Theorem 2.7 and Corollary 2.11. Both characterizations will be used in Section 3.
Theorem 2.7 (Gohberg & al. [7] ). The subspaces in Hinv(J) are of the form:
with:
In particular, if α j+1 = α j , then k j+1 = k j .
Definition 2.8. The tuples (k 1 , . . . , k m ) appearing in the above theorem will be called hyper-tuples. They can be visualized as decreasing both exponent and depth. As we said, [2] gives an alternative characterization of hyperinvariant subspaces.
is the largest hyperinvariant subspace contained in X.
Equivalently,
being π U i the projection on U i .
The particular case of 1-dimensional hyperinvariant subspaces is studied in [8] .
In general, in order to obtain characteristic subspaces which are not hyperinvariant, we should consider only Jordan blocks of unique order because of the next lemma:
The goal of this paper is to present in Section 3 a complete description of characteristic subspaces which are not hyperinvariant.
The centralizer Z(J) and the subgroup
Using again the notation in Definition 2.2 we regroup the block-partition by joining the diagonal blocks of the same order: Proposition 2.13. Given J ∈ M n (F) a nilpotent Jordan matrix, and α = (α 1 , . . . , α m ) its Segre partition. Then, T ∈ Z(J) has the form:
where
(1)T i,i is formed by s i × s i blocks, each one being a Lower Triangular Toeplitz matrix of order n i × n i . (2) If i < j,T i,j is formed by s i × s j blocks, each one being a n i × n j matrix of the form O T j,j
where T j,j is a Lower Triangular Toeplitz matrix of order n j .
(3) If i > j,T i,j is formed by s i × s j blocks, each one being a n i × n j matrix of the form
where T i,i is a Lower Triangular Toeplitz matrix of order n i .
Example 2.14. Let α be as in Example 2.4, the matrices T ∈ Z(J) have the form:
, . . .
x 6 x 5 x 4 x 8 x 7 x 10 x 9 x 12 x 11 x 13 x 14 0 0 x 60 0 0
The above description shows clearly the sets T u 1 , T Ju 1 , . . . , T J αm−1 u m , for T ∈ Z(J). (1, 1, 1, 1, 1, 0) , . . .
In general, for any 1 ≤ i ≤ m, we have: Lemma 2.15. Given i ∈ {1, . . . , m}, then
Remark 2.16. Equivalently, the above lemma can be written as follows:
From this identity, we see easily how the action of T ∈ Z(J) decreases the exponent and increases the depth.
To deal with characteristic subspaces, we need to characterize the subgroup Z * (J) of nonsingular matrices in Z(J): elements of each block in the T i,j −partition is also nonsingular. In particular, if a block has unique order α i (that is, i ∈ Ω), the diagonal coefficient in T i,i must be non-zero.
Proof.
(1) It is clear that the columns α 1 , . . . , α 1 + · · · + α s1 of T are linearly independent if and only if the same happens to the corresponding columns inT 1,1 , because the remaining elements are 0. Analogously, the columns α 1 , . . . , α 1 + · · · + α s1 , α 1 + · · · + α s1+1 , . . . , α 1 + · · · + α s1+s2 are linearly independent if so are the same columns inT 1,1 andT 2,2 . And so on. . . (2) Notice that all the coefficients in the columns α 1 , . . . , α 1 + · · · + α s1 ofT 1, 1 are 0 except those in the rows α 1 , . . . , α 1 + · · · + α s1 . And analogously for T 2,2 , . . . Proof. If for all x ∈ X and for all i = 1, . . . , τ , π U i (x) ∈ X then, since X ∈ Chinv(J), by Corollary 2.11 we have that X ∈ Hinv(J), which is a contradiction. Therefore, by Lemma 2.12, there exist i 1 , . . . , i t ∈ Ω such that π αi j x j / ∈ X for some x 1 , . . . , x t ∈ X.
On the other hand, we can assume 1 ≤ i 1 < · · · < i t ≤ m and t ≥ 2 because if t = 1, then X ∈ Hinv(J) (see [2] ).
The key point in the description of characteristic non-hyperinvariant subspaces are the so-called char-tuples. To each one of them we will associate two families of vector subspaces Y and Z, in such a way that Y + Z ∈ Chinv(J) \ Hinv(J). (1) Given a matrix J with Jordan partition α = (12, 7, 4, 4, 3, 1), it is straightforward to verify that b = (10, 2, 1) is a char-tuple associated to (12, 3, 1). In this case, i 1 = 1, i 2 = 5, i 3 = 6, (t = 3).
(2) In the case where l = 2, i.e, if α has only two blocks of unique order, α i1 and α i2 , its straightforward to prove that if α i1 = α i2 + 1 then, no char-tuples associated to α exist.
Definition 3.5. Given a char-tuple b = (b i1 , . . . , b it ), we call hyperinvariant subspaces associated to b those of the form:
such that the following subspace is also hyperinvariant:
that is to say (see Theorem 2.7):
Example 3.6. If we consider the char-tuple in Example 3.4, there is only one hyperinvariant subspace associated to it, namely: Y = V (9, 5, 2, 2, 1, 0).
We say that Z is a minext subspace (see Remark below) associated to (b i1 , . . . , b it ) if:
Each z j appears as a summand of some z ∈ Z, that is to say dim(span{z 1 , . . . ,ẑ j , . . . , z t } + Z) = t, ∀j = 1, . . . , t.
Example 3.8. If we consider the char-tuple in Example 3.4, then z 1 = J 2 u 1 , z 2 = Ju 5 and z 3 = J 0 u 6 = u 6 , and there are only two minext subspaces Z associated to it: span{z 1 + z 2 + z 3 } and span{z 1 + z 2 , z 2 + z 3 }.
Remark 3.9.
(1) Notice that the subspaces Z in Definition 3.7 are just those that, for any subspace Y as in Definition 3.5 and any z ∈ Z, we have:
In this sense, Z is the minimal direct "extension" of Y in order that the sum becomes invariant and non-hyperinvariant (as we see at once).
(2) By construction z j / ∈ Y, Z for 1 ≤ j ≤ t and Y, Z as above. In fact:
If, for example, z 1 ∈ Z ⊕ Y then z 1 = z + y with π αi j z = z j for some j = 1. Hence, on the one hand π αi j z 1 = 0, and on the other hand π αi j z 1 = π αi j (z + y) = z j + π αi j y, so that z j = −π αi j y ∈ Y . In particular, if z ∈ Z, for some 1 ≤ j ≤ t we have:
Theorem 3.10. Given J ∈ M n (GF (2)) with Segre partition α = (α 1 , . . . , α m ), then:
1. Given (b i1 , . . . , b it ) a char-tuple, and (a) Z a minext subspace associated to it. (b) Y an hyperinvariant subspace associated to it. Then, X = Z ⊕ Y is a characteristic non-hyperinvariant subspace. 2. Given X ∈ Chinv(J) \ Hinv(J), and
. . , i t } ⊂ Ω, t ≥ 2, such that there exist x 1 , . . . , x t ∈ X, t ≥ 2 with π αi j x j / ∈ X, (see Lemma 3.2). We assume
Z is a minext subspace and Y an hyperinvariant subspace associated to it. 2.3. X = Z ⊕ Y .
Proof.
1. First we consider a subspace X = Z ⊕ Y with Z, Y defined as above. We only need to prove that this subspace is characteristic because X is not a hyperinvariant subspace as a consequence of Remark 3.9(2).
We now prove that X is characteristic. We know that any vector x ∈ X is x = z + y with z ∈ Z and y ∈ Y . Given any matrix T ∈ Z * (J), T y ∈ Y because of the fact that Y is hyperinvariant and for all z ∈ Z, T z = z + w by Lemma 3.1. It suffices to show that w ∈ Y . Taking into account that z = λ 1 z 1 + . . . + λ t z t , λ i ∈ GF (2), being z j = J αi j −bi j u ij , and using Lemma 3.1:
T z j = z j + y j where y j ∈ V (b ij , . . . , b ij , b ij − 1, b ij + α ij +1 − α ij , . . . , b ij + α m − α ij ), and this subspace is contained in Y because of condition (C2) in Definition 3.5.
2. First, notice that in (v): z j / ∈ X, 1 ≤ j ≤ t because X ∩ V ij ⊂ Y .
Second, let us see that in (iii) we can take x j ∈ X such that x j ∈ X, π αi j x j = z j / ∈ X, 1 ≤ j ≤ t.
Indeed, we have:
Hence,
x j = (J αi j −b i j u ij + z j ) + w j , exp(z j ) < b ij , π αi j w j = 0.
If b ij > b ij , by Lemma 3.1, there exists T ∈ Z * (J) such that T J αi j −b i j u ij = J αi j −b i j u ij + z j , T w j = w j so that T z j = z j + y j , y j ∈ Y.
Therefore:
T x j = J αi j −b i j u ij + z j + z j + y j + w j = x j + z j + y j ∈ X, contradicting the fact that x j , y j ∈ X, z j / ∈ X. Therefore b ij = b ij , so that z j ∈ Y , and finally we take
In addition, let us see that for some i h = i j we have x j = z j + z h + w j , π αi j w j = 0.
We know that, x j = z j + w j .
we have x j = z j + i =ij π i w j = z j + i h =ij π αi h w j + y j .
