More generally, suppose that A is a nonempty subset of M , and define the distance from a point x ∈ M to A by dist(x, A) = inf{d(x, a) : a ∈ A}.
It is easy to see that dist(x, A) ≤ dist(y, A) + d(x, y) (8) for all x, y ∈ M , so that the distance to A defines a function on M which is 1-Lipschitz.
Let E be a bounded subset of M , and let f : M → N be a C-Lipschitz mapping from M into N . It is easy to see that f (E) is a bounded subset of N , and that diam f (E) ≤ C diam E, (9) where of course the diameter of f (E) uses the metric on N while the diameter of E uses the metric on M . This property is in fact equivalent to saying that f is C-Lipschitz.
Let E be a subset of M , and let α be a positive real number. We define µ α (E), the α-dimensional Hausdorff content of E, to be the infimum of
over all families A of bounded subsets of M such that A has at most finitely many elements and E ⊆ A∈A A, (11) which is to say that A is a covering of E.
If p ∈ M and r is a positive real number, the open and closed balls in M centered at p and with radius r are given by B(p, r) = {x ∈ M : d(x, p) < r} (12) and
For any p ∈ M , M is equal to the union of B(p, l) as l runs through the set of positive integers, and thus every subset of M is contained in the union of a family of bounded subsets of M with at most countably many elements.
It may be that µ α (E) = +∞. We can also allow unbounded sets in the covering, with the convention that the diameter of an unbounded set is equal to +∞. If E is a bounded subset of M , then we automatically have that
just by using the covering of E by E itself.
Notice that µ α (E) = 0 if E is the empty set, or if E contains just one element. If E, E are subsets of M with
automatically.
If E 1 , E 2 are subsets of M , then it is easy to see that
as one can verify.
In the definition of µ α (E), one may as well restrict one's attention to coverings A of E by subsets A of M which are closed. Indeed, given any covering of E by at most countably many subsets of M , one can simply take the closures of the subsets of M in the covering to get a covering by closed subsets of M . The diameter of the closure of a subset of M is equal to the diameter of the original subset of M , and so the sum employed in the definition of µ α (E) is not affected by passing to the closures of the sets in the coverings.
Let A be any subset of M and let r be a positive real number, and put
This is an open subset of M which contains A.
If A is a bounded subset of M , then it is easy to see that A(r) is a bounded subset of M , and that
Using this, one can show that one can restrict to coverings by open subsets of M in the definition of µ α (E) and get the same result. Now suppose that E is a compact subset of M . In this event one can restrict to finite coverings of E in the definition of µ α (E) and get the same result. For one can first reduce to the case of open coverings, as in the preceding paragraph, and then to finite coverings by compactness.
Let ǫ > 0 be given. By an ǫ-family of subsets of M we mean a family of subsets of M which has at most countably many elements and where each element of the family has diameter less than ǫ.
Recall that a metric space M is said to be separable if there is a subset of M which is at most countable and also dense in M . This is equivalent to saying that for each ǫ > 0 there is an ǫ-family of subsets of M such that the union of the subsets of M in the family is equal to all of M .
Let α, ǫ > 0 be given, and let E be a subset of M . Define H α ǫ (E) to be the infimum of
Basically µ α (E) corresponds to H α ǫ (E) with ǫ = +∞, and in particular we have that
for all ǫ > 0.
Recall that a subset E of M is said to be totally bounded if for each ǫ > 0 there is a finite collection of subsets of M with diameter less than ǫ such that E is contained in the union of these subsets of M . If E is a totally bounded subset of M , then H α ǫ (E) is finite for all α, ǫ > 0. If E is the empty set, or if E contains just one element, then H α ǫ (E) = 0 for all α, ǫ > 0. If E, E are subsets of M with E ⊆ E, then (25) for all α, ǫ > 0. If E 1 , E 2 , . . . is a sequence of subsets of M , then (26) for all α, ǫ > 0.
Just as for µ α , one can restrict one's attention to ǫ-families of open or closed subsets of M in the definition of H α ǫ (E) and get the same result. If E is a compact subset of M , it follows that one can restrict one's attention to ǫ-families which contain only finitely many subsets of M in the definition of H α ǫ (E) and obtain the same result.
Let ǫ > 0 be given, and suppose that E 1 , E 2 are subsets of M such that
for all x ∈ E 1 , y ∈ E 2 . In this event we actually have that
for all α > 0. Indeed, if A is any subset of M with diameter less than ǫ, then A may intersect either of E 1 , E 2 but not both.
For each α > 0 and E ⊆ M define H α (E) to be the supremum of H α ǫ (E) over all ǫ > 0, which is the same as the limit as ǫ → 0. This is called the α-dimensional Hausdorff measure of E, and it may be equal to +∞.
A subset E of M satisfies µ α (E) = 0 if and only if for each η > 0 there is a family of subsets A of M with at most countably many elements such that
In this event the sets in the families used to cover E should have small diameter, and we have that H α ǫ (E) = 0 (31) for all ǫ > 0, and hence
If E, E are subsets of M with E ⊆ E, then we have
for all α > 0. Similarly, if E j , j ≥ 1, is a sequence of subsets of M , then
for all j, as a consequence of the analogous property for H α ǫ for all ǫ > 0. If E 1 , E 2 are subsets of M and r is a positive real number such that
for all x ∈ E 1 and y ∈ E 2 , then
for all α > 0.
If 0 < α ≤ β, ǫ > 0, and E is a subset of M , then
In particular, if α < β and
Suppose that N is another metric space, and that f is a C-Lipschitz mapping from M to N for some C > 0. It is easy to see from the definitions that
for all α > 0, where of course µ α (E) is defined using the metric on M and µ α (f (E)) is defined using the metric on N . Similarly,
for all α, ǫ > 0, and hence
Fix a C-Lipschitz real-valued function f on M and a subset E of M . For each real number t, put
Let A be an at most countable family of nonempty bounded subsets of
For each t ∈ R, let A t be the family of A ∈ A such that
where this is interpreted as automatic when E t = ∅.
For each A ∈ A, f (A) is a nonempty bounded subset of the real line with diameter less than or equal to C times the diameter of A. Let I(A) denote the smallest closed interval in the real line which contains f (A), which is to say that
Fix a real number α > 1, and for each t ∈ R put
As usual, χ I(A) (t) denotes the characteristic function of I(A) on the real line, which is equal to 1 when t ∈ I(A) and is equal to 0 otherwise.
Thus for each t ∈ R we have that h(t) ≥ 0 by definition, and h(t) may be equal to +∞. If A contains only finitely many subsets of M , then h(t) is a finite step function on the real line. If E is a compact subset of M , then it is natural to restrict our attention to finite families A of subsets of M , as before.
A basic feature of this function h(t) is that
As usual, this is somewhat simpler when A is a finite family, as when E is compact.
For each t ∈ R we have that
If ǫ > 0 and A is an ǫ-family of subsets of M , then
For instance, suppose that µ α (E) = 0. For each r > 0, consider the set of t ∈ R such that µ α−1 (E t ) ≥ r. Let η > 0 be given, and choose A so that
Thus the integral of h over the real line is less than C η. One can use this to show that the set of t ∈ R such that µ α−1 (E t ) > 0 has measure 0 in the real line.
More generally, suppose that µ α (E) < ∞. For each positive integer j, let A j be an at most countable family of subsets of M such that E ⊆ A∈Aj A and A∈Aj (diam A) α is less than µ α (E) + (1/j). For each j, also let h j (t) be the function on the real line as in the preceding discussion. If we put φ(t) = inf{h j (t) : j ≥}, then µ α−1 (E t ) ≤ φ(t) for all t ∈ R. Furthermore, the integral of φ(t) over the real line is less than or equal to µ α (E). Now suppose that H α (E) < ∞. For each j, let A be an ǫ-family of subsets of M with ǫ < 1/j such that E ⊆ A∈Aj A and A∈Aj (diam A) α is less than H α (E) plus 1/j. For each j let h j (t) be the function on the real line associated to A j as in the earlier discussion. If ψ(t) is equal to lim inf j→∞ h j (t) for each real number t, then we have that H α−1 (E t ) is less than or equal to ψ(t) for all t ∈ R. Also, the integral of ψ(t) over the real line is less than or equal to H α (E), by Fatou's lemma.
