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Canadian Super Critical Water Reactor (SCWR) is one of the Generation IV reactor types 
and possible heat source for co-hydrogen production through copper chlorine 
thermochemical cycle. To maintain the balance between the hydrogen production and 
electricity production effectively and to utilize the waste heat more efficiently, a well-
designed control system for the Canadian SCWR is needed. The SCWR is a nonlinear and 
strongly coupled multiple-input multiple-output (MIMO) plant. Traditional controller 
design method, which divides the MIMO system into subsystems and then designs each 
controller separately, will not obtain satisfactory performance. To accomplish different 
control objectives of different system variables simultaneously, an integrated multivariable 
control strategy is needed. Furthermore, as a highly safety-critical system, it is desired that 
safe and stable performance of the plant can be maintained even in faulty situations. A 
sliding mode-based Fault Tolerant Control (FTC) scheme, which includes a robust multi-
input multi-output controller, a Fault Detection/Isolation (FDI) module and a Fault 
Accommodation (FA) module, is designed for the overall Canadian SCWR plant in this 
study. The simulation results indicated that compared to previous control scheme design, 
better performance was obtained in terms of tracking speed, accuracy, decoupling capacity 
and control effort in the fault free case. In the faulty case, fault information can be detected 
and estimated. Acceptable tracking performance was maintained and the variation of steam 
temperature within design limit was guaranteed. 
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Global warming and greenhouse emission issues have become increasingly hot topics for 
the public and governments around the world in recent decades. Nuclear power, which is 
one of the steady and economical means of clean energy production, has attracted 
numerous research efforts that have focused on improvements to safety, reliability, and 
efficiency in supplying power. The Super Critical Water Reactor (SCWR) is a type IV 
generation reactor which is based on the utilization of a combination of existing 
technologies-the supercritical fossil power station and current nuclear technology. Two 
important benefits are its structural simplicity due to the elimination of a steam generator 
and its higher energy efficiency in comparison to most other types of reactor [1]. 
Large-Scale Hydrogen Production has also drawn huge world-wide interest because 
hydrogen is not only a promising solution for the global warming issue but also in 
increasing demand by many industries. The copper chlorine (Cu-Cl) thermochemical cycle 
driven by the waste heat from the pressure tube type Canadian SCWR [2] is regarded as 
one of the promising methods due to its relatively high efficiency and lower temperature 
[3]. However, because of the unique dynamic characteristic of SCWR, the methods to 
effectively maintain the balance between hydrogen production and electricity production 
and utilize waste heat more efficiently need to be considered. To fulfill this objective, a 
well-designed controller of SCWR is the first priority. 
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As a highly safety-critical system, it is an insufficient approach for the Nuclear Power Plant 
(NPP) Instrumentation and Control (I&C) system to simply rely on a conventional control 
scheme or controllers which only satisfy the stability and performance specification in the 
case of the perturbation of the nominal plant. Since current operating or newly-built I&C 
systems are based on transferring or adapting modern high-performance electronic devices, 
these provide the hardware foundation and possibility of incorporating more advanced 
control systems, such as robust control, optimization control, fault tolerant control and so 
on, into nuclear systems to achieve higher safety and a more stable performance, even in 
unexpected faulty situations. 
1.2 Motivation 
The Canadian SCWR overall plant model is a three input three output model illustrated in 
Figure 1.1.  
 
Figure 1.1: The Canadian SCWR 
It is challenging to design a controller for the Canadian SCWR because of three issues 
which are described as follows [4]: 
1) High degree of nonlinearity-The structure of the direct cycle, which means the 
coolant is directly extracted from the reactor core to drive the turbine, as adopted 
3 
 
by the Canadian SCWR causes the reactor kinetics to be directly affected by the 
disturbance from the turbine side. Moreover, large change of the coolant density 
exists between the outlet and the inlet of the reactor core (the ratio of the outlet and 
the inlet is one-ninth). Thus, the reactor kinetics is heavily affected by the coolant 
density reactivity feedback. Lastly, the coolant velocity and its heat transfer 
coefficient varies along with reactor power variation. These issues both result in 
high nonlinearity in the Canadian SCWR model. 
2) Strong coupling between different variables-According to the results of cross 
coupling analysis for three inputs and three outputs using the Nyquist array method 
as described by Sun and Jiang [5], the most suitable control pairs are defined as: 
the outlet header temperature manipulated by feedwater flow control; reactor power 
manipulated by the control rod reactivity control; and the main steam pressure 
manipulated by turbine control valve opening. However, the outlet header 
temperature is substantially affected by the reactor power or control rod reactivity 
while steam pressure is affected by all three inputs, especially in the lower 
frequency range.  
3) High thermal operation condition-As shown in Table 1. 1, the temperature of the 
outlet header in 100%FP steady state is 625℃. Such a high-temperature and high-
pressure environment leads to increased concerns about the thermal stress to the 
component. Thus, high ‘steam’ temperature variation during such a high-
temperature range should be extremely strict and if possible avoided. However, the 
strongly-coupled characteristic as mentioned in 1) above, makes controlling the 




Table 1. 1: Conceptual Specifications of the Canadian SCWR [6] 
Name Value 
Moderator Heavy water 
Coolant Light water 
Thermal Power 2540MW 
Flow Rate 1320 kg/s 
Number of Channels 300 
Electric Power 1220MW 
Efficiency 48% 
Enrichment 4% 
Fuel 2 /UO Th   
Inlet Temperature 350℃ 
Outlet Temperature 625℃ 
Cladding Temperature <850℃ 
Calandria Diameter 4m 
 
In summary, as a high-nonlinear, strong coupling, multi-input-multi-output model for the 
Canadian SCWR, the traditional approach which divides each control pair into a subsystem 
with a separately designed controller, will not lead to satisfactory performance. To 
simultaneously accomplish different control objectives for different system variables, an 
integrated multivariable control strategy is needed. Moreover, from the control design point 
of view, a simplified model from the non-linear differential equation is commonly used for 
controller design. The approximate error and mismatch between the actual plant and the 
mathematical model will bring uncertainty, and thus a robust controller is necessary to 
withstand these uncertainties and the external disturbance when implemented.  
The sliding mode control design belongs to the category of robust multivariable control 
design, and its close-loop dynamics are prescribed on the designed sliding surface with the 
features of being insensitive to the matched uncertainty and external disturbance. 
Additionally, with a minor modification of the sliding mode observer, the actuator and 
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sensor fault can be estimated in order to achieve fault detection and isolation. Therefore, a 
fault tolerant feature for partial actuator failure or sensor failure can be obtained. 
1.3 Existing Control Scheme for SCWR 
Within the domain of SCWR, there were several control schemes that have been proposed. 
Nakatsuka et al. [7] proposed a PID based control strategy for a supercritical fast reactor 
by ignoring the cross coupling characteristic and dividing the system into several single 
input single output subsystems. A similar control strategy was proposed by Ishiwatari et al. 
[8] in 2003 for a high-temperature supercritical pressure light water cooled and moderated 
reactor. The coupling effect was not considered either. As steam temperature variation is 
attempted to be minimized and the steam temperature is strongly coupled with the other 
two output variables as mentioned in Section 1.2, in 2010, Ishiwatari et al. [9] improved 
the feedwater controller by reducing the coupling effect by attempting to add an additional 
parameter as a feedback term for the feedwater controller, such as the power-to-flow ratio, 
the deviation of the power and the time derivative of the power.  
With respect to the specific domain of the control scheme design for the Canadian SCWR, 
in 2014 Sun et al. [10] proposed a decoupling control scheme based on the non-linear 
dynamic model constructed in their previous work [4,11]. The results from the close loop 
with a decoupling controller indicated that the steam temperature was well decoupled with 
the other two outputs (the reactor power and main ‘steam’ pressure). However, the coupling 
effect between the reactor power and steam pressure was barely reduced by the designed 
controller. Rohit [12] proposed a similar pre-compensator to decouple the MIMO Canadian 
SCWR as Sun et al. in [10] based a more accurate model of the thermal-hydraulic behavior 
of the SCWR through the computational fluid dynamic (CFD). To obtain a better 
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decoupling result, in 2015 Sun et al. [13] proposed a hybrid feedforward and feedback 
control scheme. Specifically, the feedforward controller was specifically designed to lower 
the coupling effect from the reactor power to the steam temperature. The other two 
feedback controllers for the reactor power and main steam pressure were designed in a 
similar way for SISO system. 
In summary, only few control studies have focused on the domain of SCWR and no robust 
multivariable control design has previously been applied to the Canadian SCWR. 
1.4 Application of Sliding Mode Control in the Nuclear Power 
Industry 
Sliding Mode control (SMC) is a variable structure control method which switches its 
control output based on the states’ position of the system [14]. Its two main advantages are 
its insensitivity to system uncertainty and external disturbances, and its prescribed reduced-
order close loop dynamics within finite time. These have attracted significant research 
interest in robust control design for safety critical systems, such as flight control. However, 
it is not as widely applied in the nuclear industry compared to other industries. Shtessel 
[15] applied the sliding mode control design to a space nuclear reactor system and 
demonstrated that its tracking performance and disturbance-rejecting ability both surpassed 
existing controllers in the start-up and operation regimes. In Ansarifar and Akhavan’s work 
in 2015 [16], a sliding mode controller plus sliding mode based observer were presented 
for Pressurized Water Nuclear Reactor (PWR) Power control. Then Ansarifar and Rafiei 
[17] applied a modified version of the higher-order sliding mode controller in the Pakistan 
Research Reactor-1 model, finding that the unwanted chattering phenomenon which 
typically exists in the variable structure control is reduced. Reddy et al. [18,19] applied 
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sliding mode control into the spatial control of a large pressurized heavy water reactor 
(PHWR), while Munje et al. [20] presented a spatial distribution regulator based on the 
sliding mode control design for an advanced heavy water reactor. Huang and Edwards [21] 
proposed a recursive sliding mode controller to regulate turbine throttle pressure in an 
advanced boiling water reactor (ABWR). Subsequently, Huang et al. [22] adopted a similar 
recursive sliding mode controller plus fuzzy logic in order to reduce the chattering effect 
and applied it to the overall plant control of the ABWR. Both these studies showed that 
adopted the sliding mode controller was superior to the existing PI controller in terms of 
its close loop performance and robustness to disturbance.  
In terms of the sliding mode based Fault tolerant control application in the nuclear industry, 
in 2012, Ablay and Aldemir [23,24] proposed a fault detection and isolation method based 
on a sliding mode observer and applied this to the steam generator model and pressurizer 
model. The simulation results showed that both additive and multiplicative faults were 
detected and isolated without being influenced by model uncertainty and measurement 
noise. 
Indeed, the application of the sliding mode technique in the nuclear industry has started to 
draw interest from researchers and engineers in recent years. Thus, it is of interest to 
investigate the application of the sliding mode algorithm from the perspective of controller 
design and fault tolerance in a new generation reactor. 
1.5 Objectives 
The aim of this study is to propose a sliding mode based fault tolerant control scheme, 
including the robust multi-input-multi-output controller, fault detection/isolation module 
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and fault accommodation module, for the Canadian SCWR overall plant to meet the 
following requirements: 
1) In the nominal situation, the outlet header temperature, reactor power, and main 
steam pressure should be maintained at their set-points or following demand 
variation within a reasonable time and with mild control effort through feedwater 
flow control, control rod reactivity control, and turbine control valve opening 
respectively. 
2) In a fault situation, including partial actuator failure or sensor failure, the system’s 
stability and an acceptable tracking performance should be maintained.  
3) In both situations mentioned above, the steam temperature variation should be 
maintained as small as possible. 
1.6 Organization  
Following this introductory chatper, the rest of this study is organized as follows. A 
simplified dynamic model of the Canadian SCWR Plant [5] adopted in this study is 
presented in Chapter 2, including details of additional deductions. At the end of Chapter 2, 
a state space representation with three inputs, three outputs, and twenty states is constructed 
for the subsequent sliding mode based the fault tolerant control design. In Chapter 3, the 
theoretical foundation, including the preliminary introduction of the sliding mode 
technique, tracking controller design utilizing the integration action approach, sliding 
surface design utilizing the quadratic minimisation approach, sliding mode based observer 
and modification of the observer for the FDI and FTC are given. Following this the theory 
described in Chapter 3 is applied to the dynamic model of the Canadian SCWR Plant in 
Chapter 4. Simulations for several transient scenarios and the respective results are also 
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described in Chapter 4. In Chapter 5, the conclusions for this research are given along with 
recommendations for future research. 
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 The Canadian SCWR Plant  
A simplified dynamic model of the Canadian SCWR Plant was developed by Sun and Jiang 
[5] in 2012. Compared to this detailed model by Sun et al. [4], here ‘simplified’ means: 
1) In the coolant channel and fuel channel model, there are only two regions (liquid 
region and vapor region) which are divided by the pseudocritical point.  
2) The components of the plant are divided into different nodes, and it is assumed that 
identical properties, including the pressure, temperature, the mass flow rate and so 
on, exist within the same node. 
3) As long as the main dynamics can be captured, then the lowest order equations will 
be adapted for that particular component.  
From the control design point of view, the simplified version is more suitable and feasible 
for utilization. Thus, the simplified dynamic model of the Canadian SCWR Plant [5] will 
be adopted in this study for the sliding mode based fault tolerant control design. The main 
results, including the main differential equations and their derivation, will be presented in 
this chapter. Then the state-space representation will be presented and taken forward in the 
next two chapters. 
2.1 Description of the Plant 
The layout of the Canadian SCWR is shown in Figure 2. 1. The components considered in 
the simplified model are the feedwater pump (FP), inlet plenum (IP), reactor (R), control 
rods (CR), outlet feeder (OF), outlet header (OH), main steam line (MSL), control valve 




Figure 2. 1 The layout of Canadian SCWR Plant[5] 
The process of the Canadian SCWR Plant can be simply described as follows: Firstly, 
feedwater is pumped into the inlet plenum by the feed-water pump with the required 
pressure and mass flow rate. The coolant flow downward is heated up to a pseudocritical 
point till the rated power condition. The vaper-like coolant acts as the main ‘steam’ through 
the outlet feeder, the outlet header and the main steam line, to drive the turbine. The 
expanded steam is condensed in the condenser and then heated up and pumped back 
through the inlet plenum to repeat the cycle. The condensing process is not considered in 
the simplified model and thus not in this study. 
As mentioned in Chapter 1, the reactor power is controlled by an adjustment of the control 
rods. The steam temperature where specifically the outlet header temperature is considered 
is manipulated by the feed-water flow. The main steam pressure which is associated with 
turbine power is controlled by the turbine control valve. 
2.2 Canadian SCWR Plant Model 
The simplified model consists of reactor model, which contains coolant model, fuel rod 
model and reactor kinetics model, and other subsystems, which include feedwater pump, 
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inlet plenum, outlet feeder, outlet header, main steam line, and control valve. Those 
subsystems are represented by several non-linear differential equations or transfer function 
which are developed by the fundamental conservation of mass, energy, and momentum. 
Then expect for the thermal hydraulic part, these non-linear equations are linearized by 
perturbation theory which basically replaces X with Δx+X0.    
2.2.1 Feedwater Pump 
Feed water flow rate is affected by the core pressure as Figure 2. 2. 
 
Figure 2. 2 The relationship between Feed water flow rate and core pressures[8] 
The relationship [5] is shown as 
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2.2.2 Inlet Plenum 
In the inlet plenum model, two variables including change of temperature and mass flow 
rate within the inlet plenum are desired. The assumption that there is no pressure drop and 
energy exchange with the environment in the inlet plenum is made before calculation. 
Firstly, to obtain mass flow rate within the inlet plenum, based on the mass conservation 
rules, change of mass rate inside the inlet plenum is equal to the entering mass rate minus 
exiting mass rate[5], Thus, 
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Since the density of feed water is the function of temperature and pressure [5],  
 IP IP IP IP IP
IP IP
d dT dP
dt T dt P dt
      
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    
  (2.3) 
The pressure drop in the inlet plenum is not considered, therefore, (2.3) could be written  







  (2.4) 
Substitute (2.4) into (2.2),we can obtain [5] 
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IP IP
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  (2.5) 
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Secondly, the following equation [5] could be obtained by applying the energy 
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Then, the linearized equations [5] (2.5) and (2.7) are shown as  
 ,
IP IP
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   (2.9) 
2.2.3 Coolant model 
In this simplified reactor core model, coolant channel model is divided into five nodes. 
Node 1 to Node 3 is the liquid region and Node 3 to Node 5 is vapor region. Obviously, 
Node 3 is the pseudocritical point boundary. The layout of coolant channel model can be 
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seen from Figure 2. 3. iZ  denoted by the distance from node i  to node 1. It is apparent that 
1=0Z . 
 
Figure 2. 3 The layout of coolant model[5] 
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Based on the Leibnitz rules in (2.11), set f   and integrate the left side of (2.10) within 
the liquid region (from node 1 to node 3), 
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  (2.12) 













  (2.13) 
Put (2.12) and (2.13) together; we can obtain [5] 




      (2.14) 
Then, the energy conservation equation [4] is applied in the liquid region as follows, 
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the specific enthalpy of coolant 
 heat absorption rate per unit volume








Based on the Leibnitz rules in (2.11), set f h  and integrate the left side of (2.15)within 
the liquid region (from node 1 to node 3), 
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  (2.16) 
Integrate the right side of  (2.15)  and since the pressure-flow process is much faster than 
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  (2.17) 
Put (2.16) and (2.17) together; we can obtain [5], 
    32 2 3 3 3 3 3 1 1 2 3
dZd
h Z h D h D h Q Z
dx dt
        (2.18) 
From this point, the boundary dynamics will be deduced based on (2.14) , (2.18) and the 
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At first, rearrange (2.14), 
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Then, take all the 
3Z  terms on the left side and the rest is put on the right side, 
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Put the left side result and right side result together, we can obtain the boundary dynamics 
[5] as 
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  (2.22) 
Since the enthalpy in the node 3 is only depend on its pressure, 
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  (2.23) 
The dynamic of pressure is faster than enthalpy–temperature process. Thus, 
3h  could be 
ignored for the subsequent equations. From (2.22), the left information is still needed to 
know is the enthalpy at the node 1 and the mass flow rate at the node 3 since the mass flow 
rate in the node 1 is approximately the mass flow rate of inlet plenum. By considering the 
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    (2.26) 
Until now, the dynamics of the liquid region of coolant model have been derived, which 
could be represented by (2.22),(2.24) and (2.25). 
As for the dynamics of vapor region of coolant model, a slightly different assumption [5] 
about mass flow relationship from node 3 to node 5 is made due to the high velocity and 
low fluid density above supercritical point. 
 4 5 3D D D    (2.27) 
Then the similar step as (2.10) to (2.22), which is basically applying Leibnitz Rules to the 
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  (2.28) 
The derivation for (2.28) is not shown here due to the similarity as (2.10) to (2.22).  
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Up to this point, dynamics of coolant model could be represented by (2.22),(2.24), (2.25)
(2.28) and (2.29). 
2.2.4 Fuel Rod Model 
The nodes distribution of fuel rod channel is treated as same as coolant model (seen from 
Figure 2. 3). The following assumptions were made to develop fuel rod channel model: 
1) Only the heat transfer in the radial direction is considered. 
2) Fuel density is constant and specific heat and fuel heat conductivity is the function 
of temperature.  
3) It is assumed that the temperature distribution on the fuel pin is second order 
polynomial and the gap and cladding temperature distribution is linear[4], which is 




Figure 2. 4 Temperature distribution of fuel rod model[4] 
Firstly, the Fourier heat conduction equation could be utilized for modeling the thermal 
conduction in the radial direction, 
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  (2.30) 
Applied the Leibnitz rules as in (2.11) to integrate from node 1 to node 3 in the liquid 
region for the left side of (2.30), 
         
       
3
1
2 3 2 3 1 2 1 2
3 3 3 1 3 1
2 3 2 3 1 2 1 2
3 3 3 1 3 3 3 1 3 1
,
2 2 2 2
2 2 2 2
Z
p p p p
Z
p p p p
T T T T T T T Td
c T T r t dZ c T T Z Z c Z c Z
t dt
T T T T T T T Td




        
       
    
       
         
   

  




   
 








T r t T r t
k T r q r t dZ k T r q r t Z Z
r r r r r r
        
                      

  





   
       
3 1
2 3 2 3 1 2 1 2
3 3 3 1 3 3 3 1 3 1
,1
,
2 2 2 2
p p p p
T r t
k T r q r t Z Z
r r r
T T T T T T T Td




       
       
         
      
Divided by  3 1Z Z  on both side, then equation (2.30) can be written as    
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 (2.31) 
According to the theorem proposed by Wulff et al. [26] in 1985, Fourier heat conduction 
equation (2.30) for the cylinder can be replaced by a single ordinary differential equation 
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  (2.32) 
where the nomenclature and derivation of (2.32) is referred to [26]. Then the average fuel 
pin temperature model for the liquid coolant region [5] is 
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With the similar derivation, the average fuel pin temperature model for the vapor coolant 
region [5] is 
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  (2.34) 












  (2.35) 
Until now, the fuel rod dynamics is developed and represented by (2.33),(2.34) and (2.35). 
2.2.5 Reactor Kinetics Model 
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The neutronic dynamics of reactors core can be represented by the point kinetics model 
with six groups delayed neutron, 
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where  
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 neutron density 1
 precursor density 1
 effective prompt neutron lifetime sec
 fraction of delayed neutrons, 

























 1 decay constant s
  
In this study, only the reactivity feedback from coolant density and fuel temperature [5] is 
considered, thus, 
 =N D T CRK K K K        (2.38) 
where 
 
 coolant density reactivity feedback
 average fuel pin temperature reactivity feedback 











Thus, reactor core dynamics is represented by (2.36), (2.37) and (2.38). 
2.2.6 Outlet Feeder 
25 
 
After coolant absorbed the heat from the fuel channel, it comes through the outlet feeder 
to outlet header. The temperature transportation delay along the outlet feeder and the 
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2.2.7 Outlet Header 
In the outlet header model, two variables including change of temperature and mass flow 
rate within the outlet header are desired. The assumption that there is no pressure drop and 
energy exchange with the environment in the outlet header is made before calculation. 
Firstly, to obtain mass flow rate within the outlet header, based on the mass conservation 
rules, change of mass rate inside the outlet header is equal to the entering mass rate minus 
exiting mass rate [5], Thus, 















 volume of the outelet header m
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  s flow rate of the outlet header /kg s
  
Since the density of main ‘steam’ is the function of temperature and pressure,  
 OH OH OH OH OH
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  (2.42) 
The pressure drop in the outlet header is not considered as assumption, thus (2.42) could 
be written as 







  (2.43) 
Substitute (2.43) back to (2.41), we can obtain [5] 
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Secondly, the following equation [5] could be obtained by applying the energy 
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  (2.46) 
Upon this point, the dynamics of outlet header could be represented by (2.44) and (2.46). 
2.2.8 Main Steam Line 
In the main steam line model, two variables including pressure and temperature within the 
main steam line are desired. The assumption that there is no energy exchange with the 
environment main steam line is made before calculation. 
Firstly, based on the mass conservation rules, change of mass rate inside the main steam 
line is equal to the entering mass rate minus exiting mass rate [5], Thus, 
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Since the density of main ‘steam’ is the function of temperature and pressure,  
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  (2.49) 
From (2.49), it is evident that there are still two unknown to calculate the pressure 
dynamics, which are dynamics of temperature and mass flow of the main steam line. Then, 
the following equation [5] could be obtained by applying the energy conservation equation 
and divided both sides by specific heat which is assumed constant, 
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  (2.51) 
The mass flow rate will be calculated in the control valve model. Until now, the main steam 
line dynamics could be represented by (2.49) and (2.51).  
Except for the above dynamics equations, the pressure drop [5] along the main steam line 
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2.2.9 Control Valve 
The control valve characteristic shown in Figure 2. 5 is selected for this study. 
 
Figure 2. 5 The characteristic graph of control valve[5] [8] 
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  (2.53) 
where 
 
 control valve coefficient








2.3 Linearized Model and State Space Representation 
30 
 
To design a sliding mode based fault tolerant controller, the linearization of Canadian 
SCWR model is desired. Thus, the perturbation theory which basically replace variables 
X  with steadyX X  will be utilized to linearize the inlet plenum model (2.5),(2.7), part 
of coolant model (2.24),(2.25) and (2.27), Reactor Kinetics model(2.36),(2.37) and (2.38), 
outlet feeder model(2.39)(2.40), outlet header model(2.44),(2.46), main steam line model 
(2.49),(2.51)and control valve model(2.53). As for linearized equations of the reactivity 
feedback caused by coolant density and fuel temperature change, and coolant temperature 
change of outlet coolant channel caused by reactor power and feedwater flow, which are 
from coolant model(2.22),(2.28) and fuel model(2.33),(2.34),(2.35), can be obtained by 
system identification techniques from original non-linear equation due to difficulty of 
direct linearization from complex non-linear equations. Thus, linearized Canadian SCWR 
model is shown in Table 2. 1. 
Table 2. 1 linearized Canadian SCWR Model 
Components Linearized equation 
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Since the sliding mode based Fault tolerant control design is based on matrix manipulation, 
the state space representation would be more convenient. Thus, linearized Canadian SCWR 
model in the state space form with 20 states, 3 inputs and 3 outputs is written as, 
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  (2.54) 
where the input ( )u t , output ( )y t  and system state ( )x t  represent, 
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The system matrix, input distribution matrix, and output distribution matrix are shown in 








Table 2. 2 System Matrix A 
 
 
Row\Column 1 2 3 4 5 6 7 8 9 10
1 -3.6 8.29E-01 -1.16E-04 -0.0447 0 0 0 0 0 0
2 0 -2.42E+00 -3.27E-04 0 0 0 0 0 0 0
3 -1839 -2.92E+02 -7.18E+00 -15.2 7.946 0 0 0 0 0
4 -122.4 3.17E+01 -4.44E-03 -1.954 0 0 0 0 0 40.21
5 -135.7 3.08E+01 1.98E-02 -1.66 -9.54E-02 0 0 0 0 30.4
6 0 -1.83E-06 -1.36E-08 0 0 -1.89E+00 0 0 0 0
7 0 -6.84E-07 -5.10E-09 0 0 0 -7.18E-02 0 0 0
8 0 0 0 0 0 0 0 -0.1014 0 -2.64E-05
9 0 0 0 0 0 0 0 0 -6.57E-02 -3.81E-04
10 0 0 0 0 0 3030 3030 3030 3030 -17.689
11 0 0 0 0 0 0 0 0 0 0.896
12 0 0 0 0 0 0 0 0 0 3.535
13 0 0 0 0 0 0 0 0 0 3.14
14 0 0 0 0 0 0 0 0 0 7.141
15 0 0 0 0 0 0 0 0 0 2.376
16 0 0 0 0 0 0 0 0 0 0.601
17 0 0 0.69 0 0 0 0 0 0 0
18 0 0 0 0 0 0 0 0 0 0
19 0 0 0 0 0 0 0 0 0 0
20 0 3.92E+00 2.92E-02 0 0 0 0 0 0 0
Row\Column 11 12 13 14 15 16 17 18 19 20
1 0 0 0 0 0 0 1.08E-04 8.25E-06 0 -1.12E-01
2 0 0 0 0 0 0 3.04E-04 2.32E-05 0 -3.14E-01
3 0 0 0 0 0 0 3.67E-02 2.81E-03 0 -3.80E+01
4 0 0 0 0 0 0 4.12E-03 3.15E-04 0 -4.26E+00
5 0 0 0 0 0 0 4.01E-03 3.07E-04 0 -4.14E+00
6 0 0 0 0 0 0 1.27E-08 9.68E-10 0 -1.31E-05
7 0 0 0 0 0 0 4.73E-09 3.62E-10 0 -4.90E-06
8 0 0 0 0 0 0 0 0 0 0
9 0 0 0 0 0 0 0 0 0 0
10 6.12E-04 3.16E-02 1.22E-01 3.18E-01 1.39E+00 3.79E+00 0 0 0 0
11 -6.12E-04 0 0 0 0 0 0 0 0 0
12 0 -3.16E-02 0 0 0 0 0 0 0 0
13 0 0 -1.22E-01 0 0 0 0 0 0 0
14 0 0 0 -3.18E-01 0 0 0 0 0 0
15 0 0 0 0 -1.39E+00 0 0 0 0 0
16 0 0 0 0 0 -3.79E+00 0 0 0 0
17 0 0 0 0 0 0 -0.69 0 0 0
18 0 0 0 0 0 0 4.68 -4.68 0 0
19 0 0 0 0 0 0 0 0.7 -0.7 0
20 0 0 0 0 0 0 7.62E-04 -7.23E-05 -2.04E-02 -6.98E-01
34 
 
Table 2. 3 Input Distribution Matrix B 
Row\Column 1 2 3 
1 0.845 0 0 
2 2.38 0 0 
3 287.59 0 0 
4 32.29 0 0 
5 31.4 0 0 
6 9.91E-05 0 0 
7 3.71E-05 0 0 
8 0 0 0 
9 0 0 0 
10 0 3030 0 
11 0 0 0 
12 0 0 0 
13 0 0 0 
14 0 0 0 
15 0 0 0 
16 0 0 0 
17 0 0 0 
18 0 0 0 
19 0 0 0 
20 0 0 -10.336 
 
Table 2. 4 Output Distribution Matrix C 
 
Linearized Canadian SCWR model in the state space form (2.54) will be used for sliding 
mode based fault tolerant controller design in subsequent chapters 
2.4 Chapter Summary 
Row\Column 1 2 3 4 5 6 7 8 9 10
1 0 0 0 0 0 0 0 0 0 0
2 0 0 0 0 0 0 0 0 0 1
3 0 0 0 0 0 0 0 0 0 0
Row\Column 11 12 13 14 15 16 17 18 19 20
1 0 0 0 0 0 0 0 1 0 0
2 0 0 0 0 0 0 0 0 0 0
3 0 0 0 0 0 0 0 0 0 1
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In this chapter, the layout and the process of Canadian SCWR plant was introduced first. 
Then the deduction of the dynamic model of Canadian SCWR plant was given in details 
by the author. To facilitate the fault tolerant control scheme design based on sliding mode, 
a state space representation, which included 20 states, 3 inputs and 3 outputs, was presented 






 Sliding mode based Fault Tolerant Control Design 
 Sliding mode control is a variable structure method and belongs to the category of robust 
controllers. Specifically, there is a different control output applied to the system based on 
the value of the switching function which is basically a combination of the system state 
position. When the control structure is well-designed, the system state trajectory will 
experience the reaching phase which is the process from an initial condition to the 
prescribed surface and the sliding phase which the system state will slide on the line (so-
called sliding surface) for all subsequent time as long as the sliding surface has been 
reached. The sliding motion is illustrated in Figure 3.1.  
 
Figure 3.1: Phase portrait of a sliding motion[27] 
The two main advantages of the sliding mode control are obtained after the system is in the 
sliding motion. The first is that the order of system dynamics is reduced and the second is 
that the system is independent of the control action and uncertainty or disturbance after the 
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sliding motion has occurred. Therefore, there are two main tasks for the sliding mode 
control design. The first is the sliding surface design which will determine the system 
dynamics. Thus, it is evident that the system performance requirement should be 
considered jointly during the design of the sliding surface. The second is the sliding mode 
controller design which brings the system state toward the sliding surface and then slides 
along the surface after the arrival. 
In this chapter, a preliminary introduction to sliding mode control including the properties 
of sliding motion (such as the reduction of the order in system dynamics equations and 
rejection of uncertainty), the existence condition of the sliding motion and construction of 
the control structure are briefly discussed in Section3.1. Then the unit vector approach to 
the control structure is introduced. Since the features of the complete rejection of the 
unknown input is conflictive with our first objective of this study which is to track and 
maintain the outlet header temperature, reactor power, and main steam pressure at their 
setpoints, to solve this tracking problem, a modified form of the system with the integral 
action approach is introduced and adopted. To ensure the sliding surface design is 
consistent with the desired performance, a quadratic minimisation approach which 
integrates the LQR method with a modified form is selected. Since most of the states in the 
Canadian SCWR plant model are unmeasurable, the sliding mode observer is introduced 
before the final synthesis of the tracking controller. Next, a minor modification of existing 
sliding mode observer is discussed for fault detection and isolation purposes. Finally, for 
the purpose of fault tolerance of an actuator fault, the fixed gain of the non-linear part 
control law in the tracking controller is changed to adaptive gain which is a function of the 
deviation of the sliding switching function from the sliding surface. The theory behind this 
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method is introduced. Moreover, a simple virtual sensor structure to handle sensor faults 
will be discussed. 
3.1 Introduction to Sliding Mode Control 
3.1.1 Property of Rejection of Uncertainty  
Rewrite the Canadian SCWR plant model (2.54) with the unknown uncertainty as  
 
( ) ( ) ( ) ( )
( ) ( )
x t Ax t Bu t M t
y t Cx t
  

  (3.1) 
where , , ,
n n n m p n n lA R B R C R M R        and B have the full rank. In our case, the 
plant model is a three input, three output, and twenty states system, then we have
20, 3, 3n m p   . However, in this chapter, we prefer to use , ,n m p  to represent the 
number of states, input, and output but not the specific value just for convenience. ( )t
denotes the unknown but bounded uncertainty and M is known and belong to the range 
space of B , which is so-called matched uncertainty[28] and have the relationship as, 
 n l n m m lM B R      (3.2) 
    ,M t k u t x     (3.3) 
where m lR   is the transformation matrix from n mB   to n lM  and k is assumed to be a 
known constant and  ,t x is known function. 
Define a switching function as 
 ( ) ( )s x Sx t   (3.4) 
where 
m nS R   and ( )rank S m , then the sliding surface is defined as 
  : ( ) 0nS x R s x Sx      (3.5) 
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If system is sliding on the sliding surface after a certain time, then we have  
 ( ) ( ) 0s x Sx t    (3.6) 
The derivative of sliding surface will be zero as well, 
 ( ) ( ) 0s x Sx t    (3.7) 
Substitute (3.1) into (3.7), 
 
 ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) 0
s x Sx t S Ax t Bu t M t
SAx t SBu t SM t


   
   
  (3.8) 
Since B have full rank and S is the design parameter, S is selected to satisfy det( ) 0SB  , 
then (3.8) have the unique solution for ( )u t  as follows, 
    
1 1
( ) ( ) ( )equ t SB SAx t SB SM t
 
     (3.9) 
( )equ t  can be regarded as the necessary control action to maintain the sliding motion (3.7) 
which means the change rate of the combination of system state will be zero. Substitute 
(3.9) back to the plant model (3.1), 
 
    
   




( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
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I B SB S Ax t I B SB S M t
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   
 
  (3.10) 
It is easy to get the following equation for sP , 
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  (3.11) 
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  (3.12) 
It can tell from (3.12) that the system dynamics is irrelevant to the matched uncertainty 
shown in the input channel and regulated by the selection of sliding surface matrix S .  
3.1.2 Property of Order Reduction of System Dynamics 
From (3.12), it is unobvious that the order of system dynamics is reduced. Thus, a so-called 
regular form of the system[28] would be useful to make this property of order reduction of 
system dynamics obvious. Since the dimension of input distribution matrix B is m n  and 
 rank B m , there must exist the Gaussian elimination [29] steps applied to B to obtain 








   
 
  (3.13) 
where   and m mm ranR B mB k
  , rT is the combination of the row reduction steps. A 
more implementable way to get the structure of (3.13) is QR decomposition[29]. To be 
more specific, an arbitrary matrix X can be decoupled as a unitary matrix Q times an upper 
triangular matrix R as  
 n m n n n mX Q R     (3.14) 
Compared with (3.13), (3.14) can be rearranged as 
  
1
n n n m n mQ X R









 is treated with its row flip in the up-down direction. n mR   is returned as a 
down triangular matrix. Thus, a transformation matrix can be written as, 
   1r n nT flipup Q    (3.16) 
where ( )flipup  represents a function of flip the row of the objective matrix in the up-down 
direction. 
Applied the coordinate transformation rz T x  to the plant model (3.1) as follows, 
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Left multiply T both side
r r r r
r r r
r r
z T x x T z
x t Ax t Bu t M t
T z AT z Bu t M t
z T AT z T Bu t T M t
A z B u t M t












   
   
  
  
  (3.17) 
Then plant model in the regular form is written as, 
      ( )r r rz t A z t B u t M t     (3.18) 
  ry C z t   (3.19) 
Partition system matrix rA , uncertainty distribution matrix rM , system state in the new 

























   
         
    
 
  
     
    
  (3.20) 
Then (3.18) can be written as  
    1 11 1 12 2( )z t A z t A z t    (3.21) 
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      2 21 1 22 2 2( ) mz t A z t A z t B u t M       (3.22) 
Rewrite the sliding surface (3.6) in the regular coordinate, 
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2
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  (3.24) 
Then, 2z  can be expressed in terms of 1z  from (3.23), 
    12 2 1 1z t S S z t


    (3.25) 
It also means that as long as the dynamics of 1z  is known, then the dynamics of 2z will be 
determined. Substitute (3.25) into (3.21), then the dynamics of 1z  can be written as, 
 
   
   
   
1
1 11 1 12 2 1 1
11 1 12 1
11 12 1
( )z t A z t A S S z t
A z t A z t




  (3.26) 
Here, 2z can be acted as an input channel in the equation of the dynamics of 1z . It is obvious 
that plant model with the order n can be reduced to (3.26) and (3.25) with the order of (n-
m). Also, from (3.26), if the pair  11 12,A A  is controllable, then the eigenvalues of (3.26) 
can be placed arbitrarily by the feedback gain  . 
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If the feedback gain K is determined by the desired poles position, then from (3.25) we can 
obtain, 
 
       
   
1
2 1 1 2
1 1
1 2 2 2
2 2
2 1 2 2 0
r
S S S S
z z
s t S z t S S S S
z z
S z t S z t
    
   
       
   
   
  (3.27) 
The sliding surface matrix will be determined only by 2S . 
3.2 Unit Vector Approach 
Observing the control structure described in (3.9), it is found that there is no possibility to 
realize a controller based on the unknown uncertainty information of ( )t . How to obtain 
a control structure which could bring and maintain the system in the sliding surface need 
to consider first. In this study, a control structure of more suitable for a multivariable 
system which is called unit vector approach[28], [30], [31]will be adopted. The control law 
of unit vector approach consist of two part: a linear component and a discontinuous 
component. It is shown as, 
      lin nonu t u t u t    (3.28) 
The procedure to realize control law (3.28) will be shown in the rest of the subsection. 
First, as shown in (3.27), 2S will not affect the system dynamics and then can be arbitrarily 
selected to satisfy the following condition, 




SB S S S B
B
 
    
 
  (3.29) 
where  is the nonsingular diagonal matrix and 2S  is also a nonsingular matrix. 
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Secondly, transfer the plant model (3.21) and (3.22) which is already in the regular form 
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    (3.31) 
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1
1 111 12 2
1
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00z t z tA A S
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       
         
       
  (3.32) 
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If system is sliding on the sliding surface after a certain time and staying in the sliding 
surface subsequently, the derivative of sliding surface is equal to zero as following, 
          12 21 1 2 22 2 2 2 0s t S A z t S A S s t u t S M t
       (3.33) 
Since  is nonsingular matrix, then a unique solution of control action can be obtained, 
       1 12 21 1 2 22 2 2 2u S A z t S A S s t S M t        (3.34) 
However, the same problem as stated in the beginning of this subsection that unknown 
uncertainty information cannot be utilized to realize control law, Thus,(3.34) is altered as, 
            1 1 12 21 1 2 22 2 2 2
uncertaincertain uu
u S A z t S A S s t s t s t S M t            (3.35) 
The linear component and discontinuous component of unit vector approach control law 
(3.28) will replace the certain part certainu  and the uncertain part uncertainu in (3.35), 
respectively. It is shown as follows, 
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Application of the control law (3.28) and (3.36) back to plant model in the new coordinate 
will guarantee that the sliding motion is obtained in finite time and maintained 
subsequently. The rigorous proof will be referred to [28]. 
3.3 Tracking Controller Design 
Since the features of complete rejection of unknown input is conflictive with our first 
objectives in this study which is to track and maintain the outlet header temperature, reactor 
power and main steam pressure in their setpoints, to solve this tracking problem, a modified 
form of system with the Integral Action Approach[28], [32],[33] is adopted.  
To be more convenient to derive the tracking controller, the plant model (3.18)and (3.19) 
with uncertainty is rewritten here, 
 
     
 
( )r r r
r
z t A z t B u t M t
y C z t
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
  (3.37) 
Firstly, a low-pass filter for the reference signal is introduced with the intention to smooth 
the abrupt change of reference signal, 
     r t r t R     (3.38) 
where  
 
   filtered output of reference signal,
 constant demand vector, 









     
The tracking error is, 
      re t r t y t    (3.39) 




         r rx t e t dt r t y t dt      (3.40) 
The derivatives is taken as, 
      rx t r t y t    (3.41) 
Put (3.41) and plant model (3.37) together as an augmented system with augmented state 
as follows, 
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  (3.42) 
Then an augmented system can be written as, 
          aug aug aug augx t A x t B u t R r t M t      (3.43) 
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Then the sliding surface for the augmented system(3.43) is, 
  : 0n msurfaceS x R s Sx      (3.46) 
where  
 m n m
S R
 
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    
  (3.47) 
Up to this point, the modification form of  the original system for tracking purpose is 
already done. The augmented system with suitable partition has been obtained as (3.45), 
then the unit vector approach as shown in section 3.2 can be applied to the augmented 
system. 
First, as shown in (3.27), 2S will not affect the system dynamics and then can be arbitrarily 
selected to satisfy the following condition, 
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  (3.48) 
where  is the nonsingular diagonal matrix. 
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  (3.51) 
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The unit vector approach control law for the augmented system is, 
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From the implementation point of view, it is desired that the feedback state and gain 
associated with the linear component of (3.52) in the original coordinate or at least in the 
regular form coordinate instead of (3.49), Thus, substitute (3.51),      1 1 2 2s t S x t S x t   
and augSB   into the linear part of  (3.52), then  
        
 
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1 1
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Put all the  coefficient together
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  
    
        
    
   
  
The final result of linear component of (3.52) in the regular coordinate is  
            
1 1 1
1lin aug aug aug aug refu SB SA x t SB Sx t SB S B r t
  
       (3.53) 
Put the linear control component back to the augmented system(3.43) and sliding surface 
with the assumption that the uncertainty is absent, 
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It is clear that the linear component of control law is to ensure the sliding motion is 
maintained,  which is achievable obviously since   is a stable matrix by design. Then, the 
non-linear component of control law could be considered as to counteract the uncertainty 
effect during the reaching phase.  
In summary, the tracking controller in the regular form coordinate is shown as follows, 
 






















  (3.54) 
where 
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3.4 Sliding Surface Design 
From the tracking controller design(3.54) in the section of 3.3, it can be observed that the 
realization of controller requires the sliding surface information. Besides, as indicated in 
subsection 3.1.2 and the equations(3.26) (3.27), the selection of sliding surface matrix will 
affect the close-loop dynamics. Therefore, to ensure the performance meet the requirement, 
the sliding surface need to be designed carefully. In this study, the Quadratic Minimisation 
method [28],[34], which is basically a modified version of standard LQR method, is 
adopted.  
Firstly, the objective of the section is to minimize the following performance index with 
respect to the augmented system(3.43), 





J x t Qx t dt

    (3.55) 
where 
n mQ R   and is the symmetric positive definite weighting matrix and st  is 
beginning time of sliding motion. 





















Substitute (3.44)  and (3.56) into (3.55), 
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  (3.57) 
As the analysis in the subsection of 3.1.2, the system dynamics is determined by 1x  and 2x
acts as the control input to the closed loop dynamics equation. Then it is natural to make 
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Rewrite (3.57) as follows, 
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  (3.58) 
where  
 1
11 21 22 21Q Q Q Q Q
    (3.59) 
 1
2 22 21 1x Q Q x
    (3.60) 
Recall system dynamics(3.45) which the performance index(3.58) is considered for, 
        1 11 1 12 2 refx t A x t A x t B r t     (3.61) 
Obtain the expression of 2x  from (3.60), 
 1
2 22 21 1x Q Q x
    (3.62) 
Substitute (3.62) back to (3.61), 
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  (3.63) 
where  
 1
11 12 22 21A A A Q Q
    (3.64) 








J x Qx Q dt 

    (3.65) 
      1 1 12subject to system: refx t Ax t A B r t     (3.66) 
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The optimization control law for   which can minimize performance index J  is shown 
as, 
  122 12 1 1
TQ A Px t     (3.67) 
where 1P  is derived from the algebraic Riccati equation, 
 1
1 1 1 12 22 12 1 0
T TPA A P PA Q A P Q      (3.68) 




2 22 21 1
1 1
22 12 1 1 22 21 1
1
22 12 1 21 1
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T
x Q Q x
Q A Px Q Q x







  (3.69) 
Compared with (3.25), 
  122 12 1 21TQ A P Q     (3.70) 










  (3.71) 
where 2S could be selected as identity matrix for simplicity since 2S  acts as a scale and the 
only requirement is (3.48). 
3.5 Sliding Mode Observer Design 
From the tracking controller design(3.54) in the section of 3.3, it can be observed that the 
realization of controller requires the state information. In our case as in (2.54), some of the 
states are not practical or accessible for sensors to measure. Thus, the state observer is 
required. Due to the fact that the ultimate goal of this study is to achieve the fault tolerance 
for the overall control scheme and sliding mode based observer with minor modification 
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could provide the fault information, the sliding mode based state observer which proposed 
by Edward and Spurgeon [28], [35] is adopted in this study.  
For convenience to deduce the sliding mode observer, the plant model (3.1)is rewritten 
here, 
 
( ) ( ) ( ) ( )
( ) ( )
x t Ax t Bu t M t
y t Cx t
  

  (3.72) 
Before the structure of Edward and Spurgeon observer is presented, a canonical form of 
plant model (3.72) which is achieved by several coordinate transformations needs to be 
obtained first. It must be mentioned that the sufficient condition for such a canonical form 
to be achieved is  
  rank CM l   (3.73) 
where 
n lM R   as mentioned in (3.1) 
The following procedure is to show the details of coordinate transformation to attain the 
canonical form. 












  (3.74) 
where cN is the null space of C and obtained by  cN null C . 
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 
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  (3.75) 
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 Step 2: Since the condition  rank CM l exists, then substitute the result of (3.75), 
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   (3.77) 
Since  2rank M l  as stated in (3.76), the QR decomposition such shown as (3.13) to 
(3.16) can be carried on to obtain an orthogonal matrix p pT R   for transferring 2M  to 
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  (3.80) 
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Step 3: The main goal in step 3 is to obtain the special structure for bA  by the 
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  (3.81) 
where the pair  22 21,o oA A is completely observable. It requires that the pair  11 211,A A is 
detectable. The equivalent statement[28] is that  
 
   
   
11 211
11 211
The invariant zeros of , ,  exists ,  is unobservable
The invariant zeros of , , ,  is detectable
A M C A A
A M C C A A

 
  (3.82) 
It has also been proven in [28] that the eigenvalues of 
11
oA  is the invariant zeros of 
 , ,A M C . Thus, before step 3 is carried on, a Matlab command tzero which returns the 
invariant zeros of MIMO system can be used to examine first for the feasibility of 
coordinate transformation. 
Now, it is assumed the pair  11 211,A A is detectable, then there must exist a transformation 






















   
  (3.83) 
where the pair  22 21,o oA A is completely observable and 11oA  is the stable matrix. 
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   (3.85) 
Step 4: It is known from step3 that the pair  22 21,o oA A is completely observable, then there 
are the feedback gain    
n p r p l
oL R
   
  can place the pole of 22 21+
o o
oA L A   arbitrarily. 
Furthermore, the feedback gain    
n p p q
L R
  
  with the structure as follow, 
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  (3.87) 
Since both 
11
oA and 22 21+
o o
oA L A  have the negative eigenvalues, thus 11 211A LA  is stable.  
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The transformation of , ,L L LA M C  to the LT  coordinate can be calculated as, 
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  (3.90) 
Now a canonical form has been obtained after the coordinate transformation o ox T x  
where o L a b cT T T T T  , then system (3.72) in the canonical form is shown as, 
 
       
         
1 11 1 12 1
21 1 22 2 2
L L L
L L L L
x t A x t A y t B u t
y t A x t A y t B u t M t
  
   
  (3.91) 
where  1
n px t R   and 1LB and 2LB is the partition of LB accordingly. Because LB is not 
important for the design of observer, thus the coordinate transformation for it is not shown 
in the four steps.  y t in the canonical form indicates the last p states, thus there is no need 
to include output equation in (3.91). 
The observer considered in this study in the canonical form is shown as follows, 
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The error between observer and objective system can be obtained by (3.92) minus (3.91), 
 
   
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s
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e t A e t
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
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  (3.93) 
It can be proved that the error system (3.93) will be quadratically stable by construction a 
quadratic form Lyapunov function 
1 1 1 2
T T
y yV e Pe e P e   where 1P  is symmetric positive 
definite and satisfy  1 11 11 1
T
L L n pP A A P I    . The details of the proof process are referred 
to [28]. Also, by the construction of Lyapunov function 
2
T
s y yV e P e , it can prove that the 
error system will reach the following sliding surface by finite time. The details of the proof 
process are referred to [28] as well due to space. 
  : 0noS e R Ce     (3.94) 
From the intuition point of view, the discontinuous term   acts as a filter specially 
handling the matched uncertainty  2LM t . 22
s
LA  is a designed stable matrix. Then 
  0ye t  . t   exists.  From (3.87)(3.89), It is straightforward that 11 11 211L a aA A LA 
is a stable matrix. Thus,  1 0,e t  t  can be obtained.  
From the implementation point of view, the observer (3.92) in the original coordinate is 
shown as follows, 
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3.6 Fault Detection and Isolation Based on Sliding Mode 
Observer 
There are many methods for fault detection in the control system, including limit checking, 
parity equation, state observer based method and so on [36]. The model-based method is 
most widely used, and its basic idea is to generate a residual signal which is an error 
between the actual output of the plant and the estimated nominal output from fault free 
model. Unknown Input Observer (UIO) is one of most widely adopted methods which 
claimed that it is not complicated to implemented and contains relatively large design 
freedom for specific performance [37]. However, to isolate the fault of different sensors or 
actuators, a group UIO with the same numbers of sensors and actuators has to be 
constructed. With respect to the high order system, the feasibility of real-time computation 
would be an issue. Compared to UIO, the method of fault detection and isolation based on 
sliding mode observer [38] which is considered in this study has the simpler structure. Only 
two sliding mode observer need to be constructed. One is for sensors fault and the other is 
for actuators fault. Besides, rather than the generation of a residual signal, the fault 
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estimation will be given by sliding mode observer, which is valuable information to fault 
tolerant mechanism. 
3.6.1 Fault Detection and Isolation for Actuator 
Firstly, for convenience to derive the fault detection and fault estimation mechanism from 
sliding mode observer, the plant model (3.1)is rewritten here 
 
 ( ) ( ) ( )
( ) ( )
ax t Ax t Bu t Mf t
y t Cx t
  

  (3.96) 
where  af t  denotes the actuator fault. 
Construct the same observer as in (3.95) following the same procedure as stated in section 
3.5. Then the same error system in the canonical form could be obtained as, 
 
   
       
1 11 1
21 1 22 2
L
s
y L L y L a
e t A e t
e t A e t A e t M f t

   
  (3.97) 
After a finite time, the error system will slide on the sliding surface (3.94). Then 
 0, 0y ye e    (3.98) 
Will be obtained. The second equation of (3.97) will become 
    21 1 20 L eq L aA e t M f t     (3.99) 
where eq  is the equivalent control as in (3.9) which is the necessary control action to 
maintain the sliding motion. From the analysis from the end of section 3.5,  1 0,e t 
t will be obtained. Then (3.99) can be written as, 
  2eq L aM f t    (3.100) 




















  (3.101) 
where is a small positive parameter depend on the desired accuracy. Then the estimate 
actuator fault is  
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  (3.102) 
3.6.2 Fault Detection and Isolation for Sensors  
The plant model (3.1) with the sensors fault is rewritten here 
 
 
( ) ( ) ( )
( ) ( ) s
x t Ax t Bu t
y t Cx t f t
 
 
  (3.103) 
where  sf t  denotes the sensors fault. To detect and isolate sensors fault using sliding 
mode observer in the same way of actuator fault detection, the sensors fault need to be 
represented in the input term. The approach in [32][39] with pre-filter for the output and 
an auxiliary state added to the original system could be utilized to achieve the above goal. 
First, the pre-filter for the output is constructed as 
      f f f fz t A z t A y t     (3.104) 
where    pfz t R  is the filtered output and 
p
fA R  is the designed stable matrix. 
Substitute  ( ) ( ) sy t Cx t f t  into (3.104), 
 
     
   ( )
f f f f
f f f f s
z t A z t A y t
A z t A Cx t A f t
  
   
  (3.105) 
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Put the first equation of (3.103) and (3.105) together, writing in the matrix form as follows 
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  (3.106) 
Thus, the new augmented system for sensors fault detection is as 
 
       
   
s s s s s s
f s s
x t A x t B u t M f t
z t C x t
  

  (3.107) 
It can be seen that the augmented system has the same structure as in (3.96). Thus the same 
procedure can be conducted to calculate the estimate of sensors fault 
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   (3.108) 
where 
ˆ
f f fe z z   . 
In summary, the layout of the augmented sliding mode observer for sensors fault detection 




Figure 3. 2 The layout of augmented sliding mode observer for sensors fault estimation  
3.7 Fault Tolerant Control Design 
The concept of Fault Tolerant Control (FTC) could be divided into two groups: passive 
FTC and active FTC [40]. Passive FTC is robust to a certain range pre-defined fault without 
modification the nominal control law. The drawback of passive FTC is the loss of certain 
performance due to the compromise for different fault and incompleteness of pre-defined 
fault. Compared to passive FTC, active FTC contains an adaptive mechanism. Specifically, 
based on the information from fault diagnosis module, an additive fault accommodation 
part could be added to nominal control law or a total reconfiguration of the original 
controller could be carried on. In this study, two different mechanisms are used to 
accommodate the actuator fault and sensor fault. Since both of them utilize the real-time 
information, they could be regarded as active FTC.  
3.7.1 Fault Tolerant Control for Actuator Fault  
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For the purpose of accommodating the actuator fault, the adaptive sliding mode controller 
which modify the non-linear term of the integration action tracking controller in section 
3.3 will be adopted [41]. The basic idea is to change the positive scalar  ,t x  according 
to the severity degree of actuator fault which will be indicated by the deviation of sliding 
function from sliding surface to compensate the fault and bring the sliding function back 
to sliding surface. 
The design procedure is mostly similar to the tracking controller as shown in section 3.3 
except for the condition for augSB  where in the regular integration action tracking 
controller (section 3.3) augSB  is only required to be nonsingular diagonal matrix and the 
requirement for  which essentially demands a fixed gain in non-linear part greater than 
the upper limit of matched uncertainty shown as (3.54).  
The new condition for augSB is, 
 aug mSB I   (3.109) 
where mI  is the nonsingular diagonal identity matrix. It is not difficult to meet the 
condition since mB  is nonsingular. Thus, from(3.13),(3.42) and (3.71) 
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  (3.110) 
Then the control law for integration action tracking controller (3.54) is decoupled by (3.109) 
as m sub control laws corresponding to each input channel, 
 
     
      , 1,
i lin noni i
lin i i ii
u t u t u t
u t sign s i m 
 
   
  (3.111) 
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 where i is the positive scalar for the non-linear part of control law to guarantee the sliding 
motion occurred in the case of no faulty actuator and the value of i  is adaptive and 




















  (3.112) 
where  
 
design parameter denoting the increasing rate of  
due to faulty actuator
design parameter denoting the decreasing rate of 
when faulty actuator is recovered.








 tive to the 
  occurance of actuator fault.   
 
3.7.2 Fault Tolerant Control for Sensor Fault 
Since an augmented sliding mode based observer could be utilized to estimate sensors fault 
information as shown in Subsection 3.6.2, a simple but effective structure [42] can be 
utilized to achieve sensor fault tolerance. Basically, a virtual sensors output as will be 
constructed before being used by control law. 
      ˆˆ sy t y t f t    (3.113) 




Figure 3. 3 Fault tolerant structure for sensor fault 
3.8 Chapter Summary 
In this chapter, the theoretical foundation of the sliding mode based fault tolerant control 
scheme was integrated and introduced. Firstly, the preliminary sliding mode control was 
introduced. Next, a control structure which is more suitable for a multivariable system, the 
unit vector approach, was discussed in detail. Then the tracking problem was solved by 
integrating the tracking error as the additional state. In the meantime, the sliding surface 
design was jointly considered with the desired performance through the quadratic 
minimisation approach. Before the realization of the tracking controller, the sliding mode 
observer was developed. The procedure for obtaining the canonical form required by the 
sliding mode observer design was presented in detail. For the fault detection and isolation, 
the deduction of actuator fault estimation from the existing observer was shown while the 
sensor fault estimation was facilitated by adding a pre-filter to the actual sensor output. 
Finally, the key part of fault tolerance to actuator fault, which is the generation mechanism 
of adaptive gain in the non-linear part of control law of the tracking controller, was 
discussed. A virtual sensor structure to handle sensor faults was also presented. The 
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integrated sliding mode based fault tolerant control scheme is simulated for the Canadian 





 Implementation and Simulation Results 
 The fault tolerant control scheme based on the sliding mode design based on the theory 
described in Chapter 3 is implemented with the non-linear Canadian SCWR model as 
described in Chapter 2. In this chapter, the implantation details are presented first. Then, 
three selected simulation group results are presented including the output tracking, fault 
detection and isolation (FDI), and fault tolerance. To investigate the output tracking 
performance, the step set-point perturbation at 100%FP and the load demand change 
operation which are both typical operations in a power plant are included. Specifically, the 
simulation scenarios are the same as those described by Sun et al. in 2014 and 2015 [10,13] 
for the comparison purposes: 1) 5% step decrease in the reactor power set-point; 2) 5℃ 
step decrease in the outlet header temperature; 3) 0.2 MPa step increase in the main steam 
pressure; and 4) 7%FP/min load change within the range of 90%FP to 100%FP. For 
verification of the fault detection and isolation function, three fault scenarios are introduced: 
1) Actuator fault: feed-water pump loses 30% effectiveness at t=100s; 2) Sensor fault: 20℃ 
deviation in the outlet header temperature sensors occurring at t=100s; and 3) Simultaneous 
faults occur in outlet header temperature and main steam pressure at t=100s. In terms of 
the fault tolerant performance demonstration, the same fault scenarios described above are 
utilized, and the system responses with and without fault tolerant mechanism are compared.  
4.1 Output Tracking  
4.1.1 Tracking Controller Design 
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To achieve the objective of output-tracking, the tracking controller needs to be designed 
following the theory and procedures given in Section 3.3. The linearized model equations 
(2.54) of the Canadian SCWR plant in the state space representation of the three inputs 
(feedwater flow rate, reactivity change of the control rod, and turbine control valve 
opening), three outputs (outlet header temperature, rector power, and main steam pressure) 
and twenty states, are utilized to facilitate the design process. 
Firstly, a regular form of (2.54) is necessary to transfer the input distribution matrix B  to 
the structure with the last three rows being non-zero. The QR decomposition procedure 
such as (3.13) to (3.16) is applied to matrix  B to obtain the transformation matrix 
20 20
rT R
  .The resulting 
3 3
mB R











  (4.1) 
Next, the low-pass filter for the reference signal is constructed as (3.38). The design matrix










  (4.2) 
Since the dynamics of the temperature and reactor side are slower than the turbine side, the 
value for the first and the second in the diagonal should be smaller. 
Then, the integration of tracking error is added as the augmented state to the original system. 
The resulting augmented system as in (3.42) is of the order of 23 since all of the three 
outputs need to be tracked based on their set-points.  
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After obtaining the augmented system matrix 23 23
augA R
  and augmented input 
distribution matrix 23 3
augB R
 and 20 3refB R
  which is the first 20 rows of augB , the next 
step of the sliding surface design as described in Section 3.4 is carried out before the 
tracking controller can be synthesized. The sliding surface design is based on the quadratic 
minimisation method which is modified based on the sliding mode. Thus, the weighting 
matrix 
23 23Q R  is needed to account for the cost of the state of the augmented system 
(3.42). An initial guess for the values of each element are based on the following rules due 




























  (4.3) 
where max
ie  is the maximum allowable deviation of state i . 
The ultimate determination of the weight matrix Q is a trial and error iteration design 
process. The resulting sliding surface matrix 3 23S R   is shown in Table 4.1. 
Table 4.1: Sliding surface matrix S 
  
Row\Column 1 2 3 4 5 6 7 8 9 10 11 12
1 0.002285 -0.00019 -4.17E-16 -0.08361 -0.08945 0.048246 0.031714 -6.07E-06 -9.14E-05 -0.16776 8.66E-10 7.42E-09
2 -2.68E-10 -0.00033 -9.90E-21 1.27E-06 1.19E-06 2.02E-06 1.58E-05 -3.93E-06 -5.86E-05 -1.07E-06 1.48E-09 5.63E-09
3 7.59E-17 4.18E-15 0.096753 -1.54E-15 -1.35E-15 -8.83E-15 1.70E-12 1.42E-14 -7.47E-14 5.94E-16 7.95E-16 2.34E-17
Row\Column 13 14 15 16 17 18 19 20 21 22 23
1 6.78E-09 4.71E-09 -2.09E-09 -3.04E-10 -0.00337 -0.00052 -0.00013 -0.77874 -0.00344 0 0
2 4.58E-09 8.84E-09 1.63E-09 2.06E-10 1.32E-10 -9.64E-11 -5.51E-10 1.02E-05 0 -0.00033 0
3 1.19E-17 6.05E-18 -1.96E-17 5.41E-19 -9.60E-17 -2.28E-17 -3.39E-18 -1.27E-14 0 0 -0.09675
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Then the poles of the reduced order ( 20)n m   sliding motion are the eigenvalues of 11A  
as in (3.50) and (3.51) which are listed as follows: 
Table 4.2: The eigenvalues of 11A   
No. Eigenvalues 
1   -6.6862 + 0.0000i 
2   -4.9371 + 0.0000i 
3   -4.6652 + 0.0000i 
4   -3.7858 + 0.0000i 
5   -1.8880 + 0.0000i 
6   -1.3893 + 0.0000i 
7   -0.7759 + 0.2327i 
8   -0.7759 - 0.2327i 
9   -1.0342 + 0.0000i 
10   -0.4242 + 0.0000i 
11   -0.2934 + 0.0000i 
12   -0.3176 + 0.0000i 
13   -0.1218 + 0.0000i 
14   -0.1098 + 0.0000i 
15   -0.1014 + 0.0000i 
16   -0.0718 + 0.0000i 
17   -0.0657 + 0.0000i 
18   -0.0316 + 0.0000i 
19   -0.0006 + 0.0000i 
20   -1.0000 + 0.0000i 
 
The stable matrix   which indicates the decay rate of the sliding function  s t  as 










  (4.4) 
Then the resulting gain 
3 23
xL R
  and 
3 3
rL R
  of the linear part linu for the control law 





Table 4.3: Gain 
3 23
xL R
 of the linear part control law 
 
Table 4.4: Gain 
3 3
rL R
 of the linear part control law as in (3.54)  
Row\Column 1 2 3 
1 -0.00228 0.000186 4.17E-16 
2 2.68E-10 0.00033 9.90E-21 
3 -7.59E-17 -4.18E-15 -0.09675 
 
For the non-linear part nonu of the control law (3.54), the matrix 
3 3
2P R
  is obtained by 
solving the Lyapunov equation 2 2 3 3











  (4.5) 







 in the 
non-linear part nonu of the control law (3.54), the fractional approximation method [28] is 














     (4.6) 
where =0.05  and =50 are chosen.  
Row\Column 1 2 3 4 5 6 7 8 9 10 11 12
1 -0.0457 0.003715 8.33E-15 1.449334 1.542612 -0.87383 -0.63201 0.000121 0.001822 3.651046 -1.73E-08 -1.48E-07
2 5.37E-09 0.006601 1.98E-19 -2.41E-05 -2.24E-05 -1.00004 -1.00031 -0.99992 -0.99883 1.69E-05 -2.32E-07 -1.05E-05
3 -1.52E-15 -8.36E-14 -1.93506 -0.00065 -0.00063 -2.00E-09 -7.81E-10 -2.82E-13 1.49E-12 -0.37874 -1.59E-14 -4.67E-16
Row\Column 13 14 15 16 17 18 19 20 21 22 23
1 -1.35E-07 -9.26E-08 3.90E-08 4.93E-09 0.067422 0.010321 0.002427 13.30671 0.059622 0.017709 0.132
2 -4.03E-05 -0.00011 -0.00046 -0.00125 -2.11E-09 1.59E-09 1.06E-08 -0.00019 4.81E-07 0.0011 -3.97E-20
3 -2.37E-16 -1.19E-16 3.64E-16 -8.77E-18 7.37E-05 -7.00E-06 -0.00197 -0.00297 -0.00589 -7.27E-15 1.964288
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Up to this point, the tracking controller has been synthesized. But as previously described, 
most of the states in Canadian SCWR are not measurable. Thus, before the implementation 
of the tracking controller, the observer need to be designed. 
4.1.2 Observer Design 
The sliding mode observer is adapted and designed based on the theory described in section 
3.5. Firstly, M B  and then it is examined whether the sufficient conditions (3.73) and 
(3.82) for the existence of a canonical form for the observer design is satisfied as follows: 
 ( ) 3rank CM    (4.7) 
Then the first condition (3.73) is satisfied. The eigenvalues of 
11
oA  as in (3.81) are the 
invariant zeros of  , ,A M C  and the invariant zeros are calculated utililzing the Matlab 
command tzero() as follows: 
Table 4.5: The eigenvalues of 
11
oA  
No. Eigenvalues of 11















The second condition (3.82) is also satisfied. Then the four step procedure (3.74) to (3.90) 
is carried out to obtain the canonical form. It is worth noting that in step 3 the feedback 
gain L  as in (3.86) which stabilizes the pair  11 211,a aA A  is achieved by placing the poles 
of  22 21,o oA A  in ([ 12 10 11])diag     
Table 4.6: The feedback gain L  to stabilize the pair  11 211,a aA A  
Row\Column 1 2 3 
1 0 0 0 
2 0 0 0 
3 0 0 0 
4 0 0 0 
5 0 0 0 
6 0 0 0 
7 0 0 0 
8 0 0 0 
9 0 0 0 
10 0 0 0 
11 0 0 0 
12 0 53.30866 -6441.61 
13 0 0.925502 -111.834 
14 0 0.008152 -0.98508 
 
After the canonical form is obtained, a designed stable matrix 
22
s
LA  is defined as 




  and 
20 6
nG R
  of the observer can be calculated as:  
Table 4.7: The gain matrix lG  of the Observer 
Row\Column 1 2 3 4 5 6 
1 8.25E-06 5.55E-17 -0.11154 -44890.6 371.5644 0.000108 
2 2.32E-05 0 -0.31416 22.57611 -0.00033 0.000304 
3 0.002808 0 -37.9619 -5728.74 56.57104 0.036705 
4 0.000315 40.21 -4.26228 3321882 -27488.3 0.004121 
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5 0.000307 30.4 -4.1448 -4058346 33587.95 0.004008 
6 9.68E-10 0 -1.31E-05 -1.76E-06 7.95E-06 1.27E-08 
7 3.62E-10 0 -4.90E-06 -6.57E-07 3.21E-06 4.73E-09 
8 -3.48E-23 -2.64E-05 0 4.49E-09 -3.72E-11 2.55E-27 
9 1.19E-22 -0.00038 -2.58E-26 -1.53E-08 1.27E-10 -8.61E-27 
10 -8.07E-20 7.311 0 1.06E-05 0.001435 0 
11 0 0.896 0 0 0 0 
12 0 3.535 0 0 0 0 
13 0 3.14 0 0 0 0 
14 0 7.141 0 0 0 0 
15 0 2.376 0 0 0 0 
16 0 0.601 0 0 0 0 
17 -4.37E-17 0 0 8.67E-19 0.69 24.31 
18 20.32 0 -7.89E-19 -2.58E-14 -1.07E-15 4.68 
19 0.7 0 0 5.00E-19 -4.44E-17 0 
20 -7.23E-05 0 24.3021 3.915 0.02917 0.000762 
 
Table 4.8: The gain matrix nG  of the Observer 
Row\Column 1 2 3 4 5 6 
1 4.27E-08 0 0 -5504928 45565.87 0 
2 1.96E-15 0 0 3030 3.55E-15 0 
3 -1.92E-13 0 0 0 3030 0 
4 -3.16E-06 0 0 4.08E+08 -3372052 0 
5 3.85E-06 0 0 -5E+08 4109975 0 
6 -6.62E-20 0 0 8.64E-06 0.001044 0 
7 -2.48E-20 0 0 3.23E-06 0.000391 0 
8 -4.24E-21 0 0 5.47E-07 -4.53E-09 0 
9 1.45E-20 0 0 -1.86E-06 1.54E-08 0 
10 0 3030 0 0 0 0 
11 0 0 0 0 0 0 
12 0 0 0 0 0 0 
13 0 0 0 0 0 0 
14 0 0 0 0 0 0 
15 0 0 0 0 0 0 
16 0 0 0 0 0 0 
17 0 0 0 0 0 3030 
18 3030 0 0 -1.59E-15 -1.92E-13 0 
19 0 0 0 0 0 0 




The only remaining part for synthesizing the observer is 2P  in the discontinuous term v  
which is obtained by solving the Lyapunov equation 2 22 22 2 3 3
s s T
L LP A A P I    . 
4.1.3 Simulation Results 
The calculation of the coefficient of tracking controller and observer was implemented in 
Matlab m-files (see Appendix A and Appendix B). The overall system construction and 
simulation were implemented in SIMULINK. The overall layout, details of the observer, 
and details of the tracking controller, are illustrated in Figure 4.1, Figure 4.2, and Figure 
4.3 respectively. 
  




Figure 4.2: Detail of the layout of the observer 
 
Figure 4.3: Detail of the layout of the Tracking Controller 
 
4.1.3.1  5% step decrease in the reactor power set-point 
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The response of the Canadian SCWR overall plant to the situation of a 5% step decrease 
in the reactor power set-point is shown in Figure 4.4. It can be seen that the normalized 
reactor power reaches its set-point 95% reactor power quickly and settles within a small 
range of the 95% reactor power without overshooting. There was a slight variation 
(approximately 0.5℃) in the outlet header temperature after the perturbation of a 5% 
change in the reactor power. The fluctuation decayed back to the steady state within 20 
seconds. In terms of the main steam pressure, there was no noticeable change after t=5s.  
The control action is illustrated in Figure 4.5 in the situation following a 5% step decrease 
in the reactor power set-point. It can be observed that the feed-water pump and turbine 
control valve responded quickly with a 5% rated flow rate drop and 7% closing respectively. 
The coupling effect caused by the reactor power step change was compensated for by the 
timely response of the feedwater pump and turbine control valve.  
Compared with the system response in the same scenario with the hybrid (feedforward and 
feedback) decoupling control design proposed by Sun et al. [10], the variation (about 0.5℃) 
of the outlet header temperature in this study is lower than the 1.5℃ fluctuation of the 




Figure 4.4: Response by the Canadian SCWR to a 5% step decrease in the reactor power 
set-point at t=5s 





























































































Figure 4.5: Control action following a 5% step decrease in the reactor power set-point at 
t=5s 
















































































Figure 4.6: Response of the sliding switching function s(t) to a 5% step decrease in the 
reactor power set-point at t=5s 
4.1.3.2  5℃ step decrease in the outlet header temperature set-point 
The response of the Canadian SCWR overall plant to a 5℃ step decrease in the outlet 
header temperature set-point is shown in Figure 4.7. It can be seen that the outlet header 
temperature decreased to its set-point of 620℃ at around 10 seconds and settled at the set-
point without overshooting. There was no obvious change in both the normalized reactor 
power and main steam pressure due to the rapid response by the control rod and turbine 
control valve even though the magnitude of the control action was small (about -0.03mk 











SMC Controller Sliding Surface 


























and about 1% opening, respectively). The feedwater flow rate increased by slightly less 
than 1% of the rated feedwater flow rate (see Figure 4.8). 
Compared with the system response for the same scenario described by Sun et al. in 2014 
[10], the time for the outlet head temperature set-point to be reached in this study was a 
little longer (5s longer). However, the control action of the feedwater change is milder in 
this study. 
 
Figure 4.7: Response of the Canadian SCWR to a 5℃ step decrease in the outlet header 
temperature set-point at t=5s 



























































































Figure 4.8: Control action following a 5℃ step decrease in the outlet header temperature 
set-point at t=5s 
















































































Figure 4.9: Sliding switching function s(t) response to a 5℃ step decrease in the outlet 
header temperature set-point at t=5s 
4.1.3.3  0.2 MPa step increase in the main steam pressure set-point 
The response of the Canadian SCWR overall plant to a 0.2 MPa step increase in the main 
steam pressure set-point is shown in Figure 4.10. It can be observed that the main steam 
pressure increased to its new set-point 24.875 MPa within 5 seconds and settled at the set-
point without overshooting. The outlet header temperature and normalized reactor power 
did not exhibit noticeable changes as the effect caused by the main steam pressure was 
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small compared to the strong coupling from the reactor power to the other two outputs. 
Also, the timely response from the feedwater pump (around 0.7% rated flow rate change) 
suppressed the coupling effect. 
Compared with the system response for the same scenario described by Sun et al.  in 2014 
[10], the variation in the outlet header temperature is much smaller in this study. 
 
 
Figure 4.10: Response of the Canadian SCWR to a 0.2 MPa step increase in the main 
steam pressure set-point at t=5s 




























































































Figure 4.11: Control action following a 0.2 MPa step increase in the main steam 
pressure set-point at t=5s 
















































































Figure 4.12: Sliding function response to a 0.2 MPa step increase in the main steam 
pressure set-point at t=5s 
4.1.3.4  7%FP/min load change within the range of 90%FP to 100%FP 
For comparison purposes, a same load change pattern described by Sun [10] was used to 
examine the performance of the compensation for outlet header temperature variation due 
to thermal stress concerns. A typical steam temperature variation limit adopted in a 
supercritical fossil power plant [10] is ±5℃ and thus the same limit was used here. The 
simulation was conducted for the scenario as follows: The reactor power set-point stayed 
at 100%FP from t=0s to t=100s. Then the reactor power set-point was decreased at a rate 
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of 7%FP/min for 85.7s. From t=185.7s to t=285.7s, the reactor power set-point remained 
at 90%FP. The reactor power set-point increased at a rate of 7%FP/min for 85.7s, and then 
from t= 471.4s to t=600s, the reactor power set-point remained at 100%FP. 
As shown in Figure 4.13, the normalized reactor power tracked the set-point well during 
the load set-point change process. There was a slight variation in the outlet header 
temperature during the process of the reactor power decreasing and increasing. However, 
the maximum magnitude of the fluctuation was about 0.2℃ which was much smaller than 
the temperature change limit of ±5℃. In terms of the main steam pressure, the fluctuation 
was negligible. For the control action response (see in Figure 4.14), three inputs both 
exhibited the same trend as the load changed. Specifically, the feed-water flow rate 
decreased to a 90% rated flow rate to maintain the power to flow ratio and lower the steam 
temperature fluctuation as expected. The control rod added around 0.4mk negative 
reactivity to the core to bring the reactor power to the 90%FP platform. Around 17% of the 
turbine control valve opening was reduced to follow the change of the load setpont and 
maintain the pressure followed by its set-point. 
Compared with the system response for the same scenario described by Sun et al. in 2014 
[10], the tracking performance, variation in main steam pressure, and the control action 
response in this study were similar. However, the maximum variation (around 0.2℃) of the 





Figure 4.13: Response by the Canadian SCWR to a 7%FP/min load change over the 
range from 90%FP to 100%FP 



























































































Figure 4.14: Response of the control action to a 7%FP/min load change over the range 
from 90%FP to 100%FP 














































































Figure 4.15: Response of the sliding function to a 7%FP/min load change over the range 
from 90%FP to 100%FP 
In summary, all of the four simulation scenario results indicate that the tracking controller 
based on the sliding mode exhibit better performance than previous control designs for the 
Canadian SCWR in terms of tracking speed and accuracy, decoupling capacity, and a 
milder control effort.  
4.2 Fault Detection and Isolation Simulation 
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4.2.1 FDI for Actuator Faults 
As described in Subsection 3.6.1, the existing observer which provides state information 
to the tracking controller can be directly utilized to generate the actuator fault estimation 
information with little additional structure in the observer. The actuator fault is estimated 
as in (3.102) and implemented in Matlab as shown in Figure 4.16.  
 
Figure 4.16: The layout of actuator fault estimate structure in the observer nu_gen block 
in Figure 4.2 
4.2.2 FDI for Sensor Faults 
As stated in Subsection 3.6.2, a pre-filter as in (3.104) for the output of the overall plant 
needs to be included in the observer design in order to detect and estimate sensor faults in 
the same way as actuator fault estimation. The design matrix 3 3
fA R
   for the pre-filter is 













  (4.8) 
Then an augmented system as described in (3.106) is obtained with the additional state 
from the output of the pre-filter. Next, the same procedure for the observer design (as in 
Section 3.5) and the actuator fault detection design (as in Subsection 3.7.1) is applied to 
the new augmented system for the purpose of sensor fault estimation. Finally, the sensor 
fault estimate is calculated as in (3.108). 
The layout of the overall plant with the augmented observer for the sensor fault estimation 
is shown in Figure 4.17. The details of the layout for the augmented observer is shown in 
Figure 4.18 and Figure 4. 19. 
 





Figure 4.18: Detail of the layout for the augmented observer 
 
Figure 4. 19: Layout of the sensor faults estimate structure in the nu_gen block for the 
augmented observer in Figure 4.18 
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4.2.3 Simulation Results 
4.2.3.1 Actuator fault: feed-water pump loses 30% effectiveness at t=100s 
It can be seen from Figure 4.20 that the estimate of the feed water pump fault tracked the 
real fault injection in the feed water pump (30% effectiveness loss) promptly except for the 
small magnitude oscillation in the first approximately 0.2 seconds. The fault estimate for 
the control rod and turbine control valve start to oscillate after t=100 seconds. Since the 
magnitude is extremely small, the fault estimate for the other two can both be regarded as 
zero. Thus, the fault detection and isolation for the actuator is achieved by the abrupt 
change of one of the actuator channels. 
4.2.3.2 Sensor fault: +20℃ deviation in the outlet header temperature sensors 
occurred at t=100s 
From Figure 4.21 it can be seen that the estimate of the outlet header temperature sensor 
fault rapidly tracked the real fault (+20℃ of deviation). Moreover, the other two sensor 
fault estimate channels remained at zeros during the whole 150 second simulation process 
which matched the fault-free status in the reactor power sensor and main steam pressure 
sensors. Thus, fault detection and isolation for an abrupt sensor fault was verified.  
4.2.3.3 Sensor fault: Simultaneous fault occurred at the outlet header temperature 
and main steam pressure at t=100s  
Temperature sensors drift at a rate of 1℃/s and an abrupt additive +1 MPa fault occurred 
in the main steam pressure simultaneously at t=100s was simulated. It can be seen from 
Figure 4.22 that channel 1 of the sensor estimation tightly followed the trends of the real 
drift fault that occurred in the outlet header temperature. Also, channel 3 of sensor estimate 
strongly agreed with the abrupt additive +1 MPa fault that occurred in the main steam 
101 
 
pressure. Channel 2 of sensor estimate corresponded to the reactor power was insensitive 
to the faults that occurred in the other two output sensors. Therefore, in the case of drift 
fault and simultaneous fault, fault detection and isolation was guaranteed. 
 
 
Figure 4.20: Actuator fault estimation in the case of a loss of 30% effectiveness for the 
feed-water pump at t=100s 































































































Figure 4.21: Sensor fault estimation in the case of a 20℃ of deviation in the outlet 
header temperature sensors occurring at t=100s 


































































































Figure 4.22: Sensor fault estimation in the case of simultaneous faults occurring in the 
outlet header temperature and main steam pressure at t=100s 
4.3 Fault Tolerant Control Simulation 
4.3.1 FTC for Actuator Faults 
As stated in subsection 3.7.1, the adaptive integration action approach for handling the 
actuator fault is similar to the tracking controller in this study except for the condition of 





























































































augSB as in (3.109) and the generation mechanism of the positive scalar  ,t x in the non-
linear part as in (3.112).  
To fulfill the condition aug mSB I , 
3 3
2S R
  is calculated by  
1













  (4.9) 












   
The modified tracking controller is implemented in SIMULINK. The layout detail of the 
modified tracking controller which is slightly different compared to Figure 4.3 is shown 
below: 
 




Figure 4.24: Structural detail of the adaptive  ,t x  
4.3.2 FTC for Sensors Faults 
As stated in Subsection 3.7.2, to achieve fault tolerance to sensors faults, the sensor fault 
estimation information is utilized to constructed virtual sensors as in (3.113) which replace 
the original sensor output signal used by the tracking controller. 
The block diagram implemented in SIMULINK is shown as follows: 
 
Figure 4.25: Overall layout of FTC for Sensor Faults 
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4.3.3 Simulation Results 
4.3.3.1 Actuator fault: feed-water pump losses 30% effectiveness at t=100s 
The system response with the adaptive actuator fault tolerant mechanism and without FTC 
is shown in Figure 4.26. From Figure 4.26, in the case without the FTC mechanism, the 
maximum variation of the outlet header temperature is close to 5℃ which as stated in the 
last section is the limit of the variation in the steam temperature and steam temperature 
return to its set-point after 20s of fluctuation. This is not satisfactory even though the robust 
characteristics of the sliding mode based tracking controller kept the system stable after the 
fault had occurred. In the case with the adaptive tracking controller, the maximum change 
of steam temperature is around 1.2℃ which is much smaller than that without the FTC 
mechanism. These difference is mainly attributed to the different methods of generation of 
the gain   in the nonlinear term of the control law of the tracking controller. From Figure 
4.27 it can be seen that the adaptive gain of the FTC scheme increases promptly as long as 
the switching function s(t) exceeds its threshold   due to the actuator fault having 
occurred. Since the control law of the adaptive tracking controller is decoupled to three 
independent control outputs during the design process, only channel 1 (corresponding to 






Figure 4.26: Response of the Canadian SCWR in the case of the feed-water pump losing 
30% effectiveness at t=100s 
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Figure 4.27: Change in adaptive gain in the case of feed-water pump losing 30% 
effectiveness at t=100s 
4.3.3.2 Sensor fault: +20℃ deviation in the outlet header temperature sensors at 
t=100s 
The system response with and without FTC for the sensor faults is shown in Figure 4.28. 
As can be seen in Figure 4.28, in the case without the FTC mechanism, since the outlet 
header temperature sensor contained a positive 20℃ bias which gave the wrong signal to 












































































the tracking controller that the outlet header temperature has deviated from the set-point at 
approximately 20℃, the real outlet header temperature was dragged back and re-entered a 
new steady state with a 20℃ lower actual value. In the case with FTC, a virtual sensors 
output which compensated for the sensor fault with the sensor faults estimation information 
was used by the controller instead of the faulty outlet header temperature sensor. Only an 
approximately 0.1℃ deviation in the temperature from the set-point can be observed in 
Figure 4.29. The possible reason for the existence of the steady error for the system with 
FTC is the small estimate error of the sensor faults. The control action response is shown 
in Figure 4.30, a milder control effort is observed for the system with FTC compared to the 




Figure 4.28: Response of the Canadian SCWR in the case of +20℃ deviation in the outlet 
header temperature sensors occurring at t=100s 
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Figure 4.29: Response of the Canadian SCWR with FTC in the case of a +20℃ deviation 
in the outlet header temperature sensors occurring at t=100s 





























































































Figure 4.30: The response of Control output in the case of +20℃ of deviation of outlet 
header temperature sensors occurred at t=100s 
4.3.3.3 Sensor fault: Simultaneous faults occurring in the outlet header temperature 
and main steam pressure at t=100s  
The response of the Canadian SCWR with and without the FTC mechanism in the case of 
simultaneous faults occurring in the outlet header temperature and main steam pressure at 
t=100s is shown in Figure 4.31 and Figure 4.32. The simultaneous fault simulated here is 
the same as described in Subsection 4.2.3.3, where the outlet header temperature sensors 
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drift at the rate of 1℃/s and an abrupt additive +1 MPa fault occurs in the main steam 
pressure simultaneously at t=100s. Thus, in the case without FTC, the wrong temperature 
and pressure signal is sent to the nominal tracking controller. In order to maintain the 
‘faulty sensor output‘ followed by their set-point, addition control efforts are given to the 
system as shown in Figure 4.33 (lowering the flowrate and increasing the turbine control 
valve, respectively.) In the case with the FTC mechanism, no obvious fluctuation is 
observed. 
 
Figure 4.31: Response of the Canadian SCWR in the case of simultaneous faults 
occurring in the outlet header temperature and main steam pressure at t=100s 
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Figure 4.32: Response of the Canadian SCWR with FTC in the case of simultaneous 
faults occurring in the outlet header temperature and main steam pressure at t=100s 































































































Figure 4.33: Response of the control action in the case of simultaneous faults occurring 
in the outlet header temperature and main steam pressure at t=100s 
In summary, in the cases of a partial failure of the actuator, single abrupt/drift sensor faults, 
and two simultaneous sensor faults, the sliding mode based fault tolerant control scheme 
can maintain acceptable tracking performance and ensure the variation of the steam 
temperature within the desired limits. 
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4.4 Chapter Summary 
In this chapter, the sliding mode based fault tolerant control scheme proposed in Chapter 3 
was implemented for the Canadian SCWR plant model. The implementation details, which 
included the selection of the design parameters, the calculation of the coefficients and the 
structure construction of the overall control scheme, were presented. Following this, both 
fault free and faulty scenarios are simulated to verify the performance of the overall system. 
In the fault free case, step perturbation on the set-point and load variation were utilized to 
verify the output tracking performance of the resulting fault tolerant control scheme. The 
results indicated that a better performance, such as shorter settling time, less variation of 
the other two outputs and milder control action, were obtained compared to previous 
control scheme design for Canadian SCWR. In the faulty case, additive fault in the one of 
the sensors, abrupt partial failure in one of the actuators and simultaneous faults, were 
carried on to verify the fault detection, isolation and tolerance capabililites. The results 
show that the faults can be detected and estimated in all simulation scenarios. Also, 
accetable tracking performance and the design limit of steam temperature variation were 





 Conclusion and Future Work 
5.1 Summary and Conclusion 
In this research, a novel sliding mode based fault tolerant control scheme, including a 
robust multi-input-multi-output tracking controller, a fault detection/isolation module and 
a fault accommodation module were designed with application to the Canadian SCWR 
plant.  
In order to apply the sliding mode technique to the Canadian SCWR for the controller 
design, a state space representation of the three inputs, three outputs, and twenty states was 
derived from the simplified and linearized Canadian SCWR plant model. Then, matrix 
manipulation was applied to obtain the regular form which ensured only three rows of the 
input distribution matrix B were non-zeros for the system state space model. Next, the 
integration action approach, which adds integration of the tracking error as additional states 
to the original system, was adapted to synthesize the tracking controller. To relate the 
desired performance and sliding surface which determine the system dynamics after the 
sliding motion has occurred, the quadratic minimisation approach, which is essentially a 
modified version of the standard LQR method, was applied to design the sliding surface. 
Before the tracking controller realization, a sliding mode based observer was developed 
since most of the states in the Canadian SCWR plant model are unmeasurable. The design 
process of the observer was facilitated by the transformation to the canonical form of the 
original system model. Finally, the unit vector approach, which consists of a linear part and 
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non-linear part as the overall control law to ensure the system state will reach and stay on 
the designed sliding surface, was formed as the control law of the tracking controller. 
To detect the actuator fault, the observer designed for the tracking controller was directly 
used to generate the actuator fault estimate signal, based on the relation between the 
equivalent discontinuous control output of the observer and the actuator fault, which 
appears in the observer model after the sliding motion has occurred. To detect the sensor 
fault in the same way as the actuator fault, the output of the pre-filter for the actual sensor 
output was used as an additional state of the original system. This way, the sensor fault will 
appear in the input channel of the augmented system acting as an actuator fault.  
After the fault information is obtained, the fault tolerance mechanism for the actuator fault 
and sensor fault were considered separately. In the case of an actuator fault, the adaptive 
gain of the non-linear part control law in the tracking controller was changed dynamically 
to suppress the deviation of the sliding surface caused by the actuator fault. In the case of 
a sensor fault, a structure with the real sensor output replaced by a virtual sensor output 
(actual sensor output minus sensor fault estimate) was constructed to achieve the fault 
tolerance result.  
The resulting sliding mode based fault tolerant control scheme was verified through the 
simulation which included the following steps: 1) 5% step decrease in the reactor power 
set-point; 2) 5℃ step decrease in the outlet header temperature; 3) 0.2 MPa step increase 
in the main steam pressure; 4) 7%FP/min load change within the range of 90%FP to 
100%FP; 5) Actuator fault: feed-water pump loses 30% effectiveness at t=100s; 6) Sensor 
fault: 20℃ deviation in the outlet header temperature sensors occurring at t=100s; and 7) 
Sensor fault: Simultaneous faults occurring in the outlet header temperature and main 
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steam pressure at t=100s. Both the step perturbation and load variation simulation scenario 
results indicate that the tracking controller based on the sliding mode achieves better 
performance than the previous control design for the Canadian SCWR in terms of tracking 
speed and accuracy, decoupling capacity, and control effort. Also, in the cases of the partial 
failure of actuator, single abrupt/drift sensor faults, and two simultaneous sensor faults, the 
sliding mode based fault tolerant control scheme can detect and estimate fault information, 
maintain acceptable tracking performance, and ensure the variation of the steam 
temperature within acceptable limits. 
 
5.2 Future work 
The sliding mode based fault tolerant control scheme designed in this study is limited in 
the narrow range of 100%FP reactor power due to the linearization of the simplified model 
being based on the 100%FP operation point. Since the degree of variation in the model 
coefficient within the whole reactor power range can exceed the matched uncertainty range, 
this is the premise of the sliding mode technique insensitivity to uncertainty. The gain 
scheduling method, which combines the different controller design for a different power 
level in a smooth way, may be utilized to obtain the overall control scheme for the whole 
reactor power range.  
The current fault detection and isolation did not consider the corruption of the fault 
estimation by the noise signal and system uncertainty. Robust fault detection and isolation 
from the sliding mode observer using linear matrix inequalities (LMIs) [43,44] method are 
worthy of investigation in future research. 
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Finally, when more information about copper chlorine thermochemical cycle is available, 
the Canadian SCWR plant model can be integrated with the model of the Cu-Cl cycle for 
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Appendix A: Matlab Code For Tracking Controller 
%%%%%%%%%%%%%%%%% system model %%%%%%%%%%%%%%%%%  
load SCWR_20_states_6_output; 
sys=ss(A,B,C,zeros(6,3)); 
A=sys.a;B=sys.b;C=sys.c; %system matrix used to desige 
Ap=A;Bp=B;Cp=C;Dp=D; 
%%%%%%%%%%%%%%%%% system model %%%%%%%%%%%%%%%%%  
  




Cm=Im*C;%here, if the output number is greater than input. Select the 
same number channel 
[pp,nn]=size(Cm); 





%%%% QR decomposition to obtain Tr 









%%%%%%%%%% To get the regular form for system %%%%%%%%%%%%%%%% 
  
%Introduce integration of tracking error as augmented state and a low-
pass filter for the reference %%%% 
Gamma_c=-80*eye(pp); %pre-filter matrix of demand setpoint 
  
%%%%%%%%%% To get the augmented system for Tracking Problem with the 
Integral Action Approach %%%%%%%%%%% 
Aaug=[zeros(mm,mm) -Creg; 
      zeros(nn,mm) Areg]; 
Baug=[zeros(mm,mm); 
      Breg]; 
Raug=[eye(mm,mm); 
      zeros(nn,mm);]; 
Bref=[eye(mm,mm); 




         zeros(nn-mm,mm) A11]; 
A12_tau=[-C2; 





%%%%%%%%%% To get the augmented system for Tracking Problem with the 
Integral Action Approach %%%%%%%%%%%%%%%% 
  
%%%%%%%%%% Sliding Surface Design by Quadratic Minimisation 
Surface_design_by_LQR %%%%%%%%%%%%%%%% 
nnt=nn+mm; %For the augmented system 
    %%%%%%weight matrix for the augmented state in the origianl 
coordiante 
    Q=0.00001*eye(nnt,nnt); 
     Q(2,2)=1;          %e_n 
     Q(3,3)=1/625;      %e_p_msl 
     Q(4,4)=1;          %h3 
     Q(5,5)=1/16;       %M5 
    for i=9:12 
        Q(i,i)=1000;       %Reactivity feedback 
    end 
    Q(13,13)=1;%n 
    for i=14:19 
        Q(i,i)=0.00001;%C1~C6 
    end 
    Q(23,23)=1/625; 
%transfer the weighting matrix to the regular form coordinate 
Traug=[eye(mm,mm) zeros(mm,nn); 
       zeros(nn,mm) Tr]; 
Q=Traug*Q*inv(Traug); 
  











%To get S in the current coordinates 
K=inv(Q22)*(A12_tau'*P1+Q21); 
S2=eye(mm)*inv(B2);% to obtain S*Baug=Im 
S=S2*[K eye(mm)]; 
%%%%%%%%%% Sliding Surface Design by Quadratic 
Minimisation %%%%%%%%%%%%%%%% 
  
%%%%%%%%%% Realize Tracking controller  %%%%%%%%%%%%%%%% 






%%% Coeifficient of linear part ul 






%%% Coeifficient of linear part un 
Eta=150; %positive scalar  
Rho_c=(10*norm(S2)+Eta)/(1-
norm(inv_Lambda_c)*norm(S2))           %positive scalar to handle 
uncertainty 
Delta_c=0.05;                       %determin the accuracy of 
approcimation of sign(s) 
P2_c=lyap(Phi_c,eye(mm,mm)); 
  
% a new way to determin rho to achieve fault tolerance 
Alpha=diag([2000 2000 2000]); 
beta=diag([5 5 5]); 





Appendix B: Matlab Code for Observer 
%%%%%%%%%%%%%%%%% system model %%%%%%%%%%%%%%%%%  
A=sys.a;B=sys.b;C=sys.c; 
[nn,mm]=size(B); 
M=B;%Faulty chanel matrix 
[nn,qq]=size(M); 
[pp,nn]=size(C); 
%%%%%%%%%%%%%%%%% system model %%%%%%%%%%%%%%%%%  
  
%%%%%%%%%%%%%%%To attain the canonical form%%%%%%%%%%%%%%%%%%%%%%% 
%Step1: Change coordinates to Tc to get the output distribution matrix 







%Step2: Tb coordinate 
Mc1=Mc(1:nn-pp,:); 
Mc2=Mc(nn-pp+1:nn,:); 





    zeros(pp,nn-pp) T']; 
Ab=Tb*Ac*inv(Tb); 
Mb=Tb*Mc;          %Mb=[0 M2']     C=[0 T] 
Cb=Cc*inv(Tb); 
  
%Step3: To obtain the specail form for Ab 
A11=Ab(1:nn-pp,1:nn-pp); 
A211=Ab(nn-pp+1:nn-qq,1:nn-pp); 
%To get the observable cannonical form for (A11,A211) 
[Abar,Bbar,Cbar,Tobs,k]=obsvf(A11,zeros(nn-pp,1),A211,1000*eps); 










%Step4:TL transformation  
%To obtain the feedback gain L for (A11,A21) 
if nn-pp-r>0 % controllable node number is greater than zero 
    A22o=Af(r+1:nn-pp,r+1:nn-pp); 
    A21o=Af(nn-pp+1:nn-qq,r+1:nn-pp); 




    p1=zeros(1,nn-pp-r);        %%%% which is also the decay rate of 
e1=x1_est-x1 
    for i=1:nn-pp-r 
        p1(1,i)=i*0.1-15; 
    end 
    Ltemp=place(A22o',A21o',p1)';   
%     L=-inv(Tobs)*[zeros(r,pp-qq);Ltemp]; 
    L=-[zeros(r,pp-qq);Ltemp]; 
else 










%%%%%%%%%%% The following is to calculate the gain Matrics Gl and 
Gn  %%%%% 





p2=-25*ones(1,pp);%p2 (pp*1) is the desired pole of output error system  
a22s=diag(p2,0); 
  
% to get the gain matrics in the original coordinates 
Gl=inv(Tc)*inv(Tb)*inv(Ta)*inv(TL)*[a12;(a22-a22s)]; 
Gn=norm(M2)*inv(Tc)*inv(Tb)*inv(Ta)*inv(TL)*[zeros(nn-pp,pp);eye(pp)]; 











Appendix C: Matlab Code for Augmented Observer  
%%%%%%%%%%%%%%%%% system model %%%%%%%%%%%%%%%%%  
A=sys.a;B=sys.b;C=sys.c; 
[nn,mm]=size(B); 




%%%%%%%%%%%%%%%%% system model %%%%%%%%%%%%%%%%%  
  
%%% Constructe augmented system with filtered output as additional 
state%%% 
Af1=10*eye(pp,pp);% -Af is the design stable matrix 
Aaug_s=[A zeros(nn,pp); 
      Af1*C -Af1]; 
Baug_s=[B;zeros(pp,qq)]; 
Maug_s=[zeros(nn,pp); 




%%% Constructe augmented system with filtered output as additional 
state%%% 
  
%%%%%%%%%%%%%%%To attain the canonical form%%%%%%%%%%%%%%%%%%%%%%% 
%Step1: Change coordinates to Tc to get the output distribution matrix 







%Step2: Tb coordinate 
Mc1=Mc(1:nn-pp,:); 
Mc2=Mc(nn-pp+1:nn,:); 





    zeros(pp,nn-pp) T']; 
Ab=Tb*Ac*inv(Tb); 
Mb=Tb*Mc;          %Mb=[0 M2']     C=[0 T] 
Cb=Cc*inv(Tb); 
  
%Step3: To obtain the specail form for Ab 
A11=Ab(1:nn-pp,1:nn-pp); 
A211=Ab(nn-pp+1:nn-qq,1:nn-pp); 
%To get the observable cannonical form for (A11,A211) 
[Abar,Bbar,Cbar,Tobs,k]=obsvf(A11,zeros(nn-pp,1),A211,1000*eps); 












%Step4:TL transformation  
%To obtain the feedback gain L for (A11,A21) 
if nn-pp-r>0 % controllable node number is greater than zero 
    A22o=Af(r+1:nn-pp,r+1:nn-pp); 
    A21o=Af(nn-pp+1:nn-qq,r+1:nn-pp); 
    %p1=-12*ones(1,nn-pp-r);    %%%% p1 is the desired pole for (A22o', 
A21o') 
    p1=zeros(1,nn-pp-r);        %%%% which is also the decay rate of 
e1=x1_est-x1 
    for i=1:nn-pp-r 
        p1(1,i)=i*0.1-15; 
    end 
    Ltemp=place(A22o',A21o',p1)';   
%     L=-inv(Tobs)*[zeros(r,pp-qq);Ltemp]; 
    L=-[zeros(r,pp-qq);Ltemp]; 
else 










%%%%%%%%%%% The following is to calculate the gain Matrics Gl and 
Gn  %%%%% 





p2=-20*ones(1,pp);%p2 (pp*1) is the desired pole of output error system  
a22s=diag(p2,0); 
  




% The coeifficient of discontinuous term 
P2_s=lyap(a22s',eye(pp)); 
Delta_s=0.01; 
Rho_s=150; 
inv_M2_s=inv(M2'*M2)*M2'; 
norm_M2_s=norm(M2); 
I_x=[eye(nn-pp,nn-pp) zeros(nn-pp,pp)]; 
 
