Many audio and multimedia applications would benefit if they could interpret the content of audio rather than relying on descriptions or keywords. These applications include multimedia databases and file systems, digital libraries, automatic segmentation or indexing of video (e.g., news or sports storage), and surveillance. This paper describes a novel content-based audio classification approach based on neural network and genetic algorithm. Experiments show this approach achieves a good performance of the classification.
Introduction
The rapid increase in speed and capability of computers has allowed the inclusion of the audio as a data type in many modem computer applications. However, audio is usually treated as an opaque collection of bytes with only the most primitive fields attached such as file name, file format, sampling rates, etc. Users accustomed to searching, scanning, and retrieving text data may be frustrated by the inability to look inside the audio objects. Multimedia databases usually store thousands of audio recordings. These files can be music, speech and other sounds. However, it is Micult to efficiently retrieve some kinds of audio from the audio database. Moreover, compared with video, audio tiles cannot be browsed directly. A number of methods have been proposed to classify music, speech, and other sounds. Sam& [l] used the average zerwxossing rate and the short time energy as features and applied a simple thresholding method to discriminate speech and music from the radio broadcast. Scheirer [2] used thirteen features in time, frequency and cepstnun domains and merent classification methods to achieve a robust performance. El-Maleh [3] proposed a method to classify audio signal into speech, music and others for the purpose of parsing of news story. Kimber [4] proposed an acoustic segmentation approach that mainly applied to the segmentation of discussion recordings in meetings. Zhang [5] proposed an approach to divide the generic audio classification task into two stages. In the fvst stage, audio signals were segmented and classified into speech, music, song, speech with music background, environmental sound with music background, six types of environmental sound, and silence. In the second stage, further classification was conducted within each basic type. Speech was differentiated into the voice of man, woman and child. Music is classified into classics, blues, jazz, rock and roll, music with singing and the plain song, according to the instruments or types. Environmental sounds were classified into semantic classes such as applause, bell ring, footstep, wind-storm, laughter, bud's cry, and so on. Lu [6] proposed a robust two-stage audio segmentation method to segment an audio stream into speech, music, environment sound and silence. In this paper, a novel automatic audio classification approach is presented to extend current work by using multiple audio features and efiicient training algorithm of the classifier. In order to discriminate m e r e n t audio classes, a set of audio features is developed to characterize audio content of different classes and a neural network approach is applied to build classifiers to discriminate audio classes. genetic algorithm and Back Propagation (BP) algorithm are used together to train the neural network instead of using BP algorithm or genetic algorithm only. This is more effcient because advantages of two algorithms are combined together. 
Feature Selection

Loudness
Loudness [9] is a commonly used perceptual feature wbicb is approximated by the signal's root-mean-square (Rh4S) level in decibels. We calculate the loudness by takmg a series of windowed fiames of the sound and computing the square root of the sum of squares of the windowed sample values.
Pitch
pitch is the fundamental period of a buman speech waveform, and is an important parameter in the analysis and synthesis of speech signals. In an audio signal, which generally consists of pure speech as well as many other sounds, the physical meaning of pitch is lost. But we can still use pitch to characterize changes in the periodicity of waveforms in difFerent audio signals.
The pitch is estimated by taking a series of short-time Fourier spectrum. We can calculate the pitch using the harmonic product spectrum which can be defined as:
where X, (e'm) is a the spectrum of a windowed frame.
We store log harmonic product spectrum as a log frequency:
,=I
Brightness
Brightness is computed as the centroid of the short-time Fourier transform and is stored as a log frequency. It is a measure of the higher-frequency content of the signal. For example, putting your hand over your mouth as you speak reduces the brightness of the speech sound as well as the loudness. This feature varies over the same range as the pitch, although it can not be less than the pitch estimate at any given instant.
where w. is the half sampling lkequency.
Bandwidth
Bandwidth is computed as the magnitudeweighted average of the differences between the spectral components and the centroid. As examples, a single sine wave bas a bandwidth of zero and an ideal wbite noise has an infinite bandwidth.
Where wo is the half sampling frequency and wc is the Brighfness we got previously.
Derivative
The statistical properties of each feature are also very important for classifying the audio. We calculate the statistical properties by calculating derivatives of the four feature sequences mentioned above. The derivatives of these serials are defined as follows:
Now we get the other four feature sequences, which are the derivatives of previous features mentioned. For these four serials, we compute the average value, the variance of the value over the trajectory in frequency domain.
Percentage of the Low Energy Frames
When we speak, there are some pauses between every tone of our speech. The energy of the frame containing pauses is lower than the other fiames containing no pauses. Generally speaking, the percentage of low energy frames containing in music is lower than that containing in speech. Now, for each audio sipnal, we have 17 parameters to construct the feature vector: average of the loudness, variance of the loudness, average of the pitch, variance of the pitch, average of the brightness, variance of the brightness, average of the bandwidth, variance of the bandwidth, average derivatives of the loudness, variance of the derivatives of the loudness, average derivatives of the pitch, variance of the derivatives of the pitch, average derivatives of the brightness, variance of the derivatives of the brightness, average derivatives of the brightness, variance of the derivatives of the brightness, average derivatives of the bandwidth, variance of the derivatives of the bandwidth, the ratio of low energy frames.
Classification
The challenge in achieving the audio classification is the proper discrimination of audio vectors in the feature vector space. We use neural network to classify different audio classes.
The Structure of the Neural Network
The neural network diagram for audio classification is illustrated in Figure 1 . The model of each neuron in the network includes a nonlinear activation function. For each neuron (perceptron), we use the Sigmoid function which is defined as follows:
d e r e s is the induced local field of neuron andAs) is the output of the neuron.
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The input of the network is the feature vectors we described in section 2. The dimensions of the feature vectors is 17, corresponding to the 17 parameters of features we extract ftom the audio content. The network contains two layers of hidden neurons that are not part of the input or output of the network. These hidden neurons enable the network to learn complex tasks by extracting progressively more meaningful features kom the input vectors. The number of neurons in each hidden layer can be specified in the experiments. The number of the neurons in output layer is determined by the number of audio classes we want to classify. For example, if we want to classify the audio into music and speech, we have two neurons in output layer corresponding to the music and speech respectively. That means if the output value of the neurons representing music is bigger, we classify the input audio to music, and vice versa
Training Algorithm
The basic approach in learning is to start with an untrained network, present training set to the input layer, pass the signals through the network and determine the output at the output layer. The outputs are compared with the target values and the difference corresponds to an error. The error or criterion function is some scalar function of the weights and is minimized when the network outputs match the desired outputs. Here, the training data set is some audio data which belong to a certain audio class. For each audio contenf we calculate the feature vector and associate the feature vector with the desired output. Then, we can input the unlabeled audio data and classify these data using trained network.
The aim of training algorithm is to set the weights based on trainmg vectors and the desired output, and minimize the error which is defined as the difference between the output of the network in a certain training data set and the desired output. The most commonly used training algorithm is BP algorithm [7] . The major problem of using BP algorithm is that it is often easy to find local minima and difficult to search the globe minima. 
where d, is the desired output of the neural network related to the* sample in the training set; y, is the real output of the neural network related to it; and n is the number of samples in the training set. The detailed back propagation plus genetic algorithm procedure can be described as follows:
(1) Initialization: Randomly generate the pop-size number of chromosomes to construct the initial population. (2) Selection: Selecting individuals for mating. In this step, we use the evaluation function to set the selection probability of the chromosome V,. The higher the selection probability, the more likely the chromosome to be selected for mating.
The evaluation function we use here is defined as follows:
We use the following methods to select next generation.
(a)Assume the chromosomes in current population are VI , V, , ..' , Vm-,, ,we order these chromosomes by evaluation function. For each chromosome, we calculate the total probability qi: Get all the generated chromosomes as an initial population of weight vectors E(0). Then, BP is used to optimize each of these, and then the MSE of each result was used for the individual's fitness. GA used these to produce a new population of weight vectors -W(0) and go to Step (2) to begin a new cycle until the minimum MSE of the new population is less than a constant c.
Experiment lI
Experimental Results
To illustrate and evaluate the proposed audio classification approach, experiments are conducted for test samples.
Dataset Collection
The audio dataset used in audio classification experiment contains hundreds of audio samples. They are collected from Internet and cover different classes such as music, speech and natural sound. All data have 22050 Hz sampling rate, stereo channels and 16 bits per sample. The audio database is shown in tablel. All files have two labels. A coarse label is corresponding to the three major classes: Speech, music and sound. A fme label is corresponding to more specific classes. Each audio file is BP 89%
BPcGA I 92% divided into h m e s of 256 samples with 50% overlap of the two adjacent frames. In order to make training results statistically significant, training data should be sficient and cover various classes of audio. 
Classification Results
Two experiments have been conducted The audio database is split into two equal parts: one for training and the other for testing. Table 2 shows the results of two experiments using BP algorithm and BPffiA separately. figure   2 and figure 3 shows.
In figure 2 , the generation average mean squared error (MSE) of the BP+GA hybrid is plotted on a logarithmic scale, as a function of generation and labeled GA+BP(Avg). The minimum of these MSE in each generation is drawn as GA+BP (Min). The generation average of population in which GA was used to select initial weights and the MSE of these individuals is taken immediately (i.e., without any BP learning) is labeled GA(Avg). For comparison with BP used in isolation, we plot the performance of BP algorithm alone in figure 3.
From figure 2 and figure 3, we fmd that after about 50 generations, use of the GA+BP hybrid is able to fmd strictly better individuals than could be found by 5000 independent BP runs, and ultimately h d s a much better one.
. 
Conclusions and Future Work
The classifier we have built has provided excellent and robust discrimination among speech, music and other sounds. We f& extracted the features from the audio content and built the feature vectors, then we applied the neural network to classify the audio, and we used the genetic algorithm and BP algorithm together to train the network instead of using BP lgorithm or genetic algorithm only. This is more efficient because the advantages of two a g o r i b are combined together. There are many interesting directions that can be explored in the future. The fmt direction is to make the classitication result more accurate. To achieve this goal, we need to explore more audio features that can be used to characterize the audio content The second direction is to improve the computational efficiency for neural network.
