Abstract. We consider the Multilevel Uncapacitated Facility Location Problem (MLUFLP) and propose a new efficient integer programming formulation of the problem that provides optimal solutions for the MLUFLP test instances unsolved to optimality up to now. Further, we design a parallel Memetic Algorithm (MA) with a new strategy for applying the local search improvement within the MA frame. The conducted computational experiments show that the proposed MA quickly reaches all known optimal and best known solutions from the literature and additionally improves several solutions for large-scale MLUFLP test problems.
Introduction
There are many papers in the literature dealing with multilevel location problems, due to numerous areas of their applications. Multilevel facility location models are adequate for networks in which facilities to be located have certain common properties, but also some important differentiating feature (for example, a different kind of service that they offer), which allows us to group them into levels. These facilities interact with each other, so that it is not possible to locate facilities in each level independently from other levels.
Multilevel location problems often arise when modeling supply chains, transportation networks, postal or other delivery networks, energy distribution networks, etc. In these problems, it is necessary to design a hierarchical distribution network, i.e. to locate warehouses, suppliers or distribution centers on different network levels and to assign a supply path to each user, such that the network's efficiency is maximized and transportation (or other) costs reduced to a minimum. Therefore, these problems are often named hierarchical location problems in the literature. Multilevel networks also appear in the public sector, for example in education system, health service system, multilevel organization of bank units, etc. Telecommunications are another important application area of hierarchical location problems, i.e. designing mobile communication networks, computer networks, Internet and satellite communication, etc. In these networks, different sets of facilities are required, equipped with different devices and carrying out different tasks. Traffic (e.g. data, signals) is routed via facilities located on different network levels in order to reach an access node.
The Multilevel Uncapacitated Facility Location Problem is a generalization of the wellknown simple plant location problem, which is one of the fundamental and most studied models in facility location theory (Drezner and Hamacher, 2002; ReVelle and Eiselt, 2005) .
The MLUFLP considers a set of facilities F (|F | = m) partitioned into k levels F 1 , . . . , F k and a set of clients D (|D| = n). Transportation costs c ij for each (i, j ) ∈ k−1 l=1 (F l+1 × F l ) ∪ (D × F k ) are given and fixed costs f i for establishing a facility i ∈ F are assumed. A feasible solution is evaluated as a sum of the fixed costs of the located facilities, plus the clients' transportation costs. A client's transportation costs are calculated as the sum of the transportation cost from the client itself to the first assigned facility i, i ∈ F k , and the transportation costs between successive facilities in the sequence of facilities assigned to the client. The objective of the MLUFLP is to minimize the sum of the total transportation costs and the fixed costs for establishing the facilities.
The MLUFLP is NP-hard, since it represents a generalization of the simple plant location problem that is proven to be NP-hard (Krarup and Pruzan, 1983) . Improved inapproximability results and hardness factor for the MLUFLP were recently presented in Krishnaswamy and Sviridenko (2012) .
Most of the papers that deal with different variants of MLUFLP consider theoretical analysis, such as the works of Aardal et al. (1999) , Bumb and Kern (2001) , Ageev (2002) , Ageev et al. (2005) and Zhang (2006) . These papers contain mainly theoretical aspects of the problem and provide no computational results. In the paper of Edwards (2001) , the authors construct a shortest path-based algorithm (SP) for solving the MLUFLP and implement it. They also benchmark several previously proposed approaches for the MLU-FLP: a linear program solution rounding 3-approximation algorithm MLRR in Aardal et al. (1999) , a path reduction of the k-level facility location problem to a single-level problem (PR-RR) in Chudak and Shmoys (1999) and a local improvement 3-approximation algorithm for the path reduction PR-LI, in Charikar and Guha (1999) . In the paper of Espejo et al. (2003) , the authors treat the maximal covering two-level location problem. In Galvão et al. (2002) a 3-level facility location model is considered, with an upper bound on the maximum number of facilities to locate at each level; two heuristic methods are proposed for solving the problem.
Capacitated variants of the two-level facility location problem are extensively studied in the literature (Bloemhof et al., 1996; Tragantalerngsak, 1997; Pirkul and Jayaraman, 1998; Charikar and Guha, 1999; Klose, 1999; Tragantalerngsak et al., 2000; Klose, 2000) . In the paper (Eitan et al., 1991) , the authors propose a mixed integer linear programming model of the capacitated variant of the MLUFLP with different hierarchical relationships between the nodes and assume both fixed and variable costs in the model. The two-level location problem with modular node capacities has been recently studied in Addis et al. (2012) , where a new formulation and an exact branch-and price algorithm are proposed for solving this problem. Several dynamic capacitated and uncapacitated variants are considered in Hinojosa et al. (2000) , Melachrinoudis and Min (2000) , Canel et al. (2001) , Dias et al. (2008) and Lunday and Sherali (2010) .
In the paper of Marić (2010) , an evolutionary-based approach for solving the MLUFLP is presented. A binary encoding scheme is used with a corresponding objective function that implements a dynamic programming approach for finding the sequence of located facilities on each level to satisfy clients' demands. The proposed genetic algorithm (GA) reached all known optimal solutions for smaller size test instances and provided solutions for large-scale problem dimensions with up to n = 2000 clients and m = 2000 facilities. Moreover, all optimal/best known solutions are obtained by the GA for a single-level variant of the problem (simple plant location problem).
The MLUFLP is also studied in Gabor et al. (2010) . The authors propose a new integer programming formulation for the multilevel uncapacitated facility location problem and a novel 3-approximation algorithm based on LP-rounding. In the case of a one-level problem (k = 1), this algorithm reduces to the 3-approximation algorithm described in Chudak and Shmoys (2003) . For multiple levels, the algorithm must provide a path of open facilities for each demand node. It exploits the level structure preserved by the integer program: if one knows which facilities should be opened at the lowest r levels (r 1) in order to ensure optimality, the problem is reduced to a facility level problem on k − r levels. On each level, the facilities are opened according to a procedure similar to the one used in Chudak and Shmoys (2003) for the one-level problem. However, the authors provide no computational results in order to compare the effectiveness of the proposed formulation and the performance of the proposed 3-approximation algorithm.
Let us consider an example of the MLUFLP network with n = 10 clients, m = 8 potential facilities located on k = 2 levels. The first level F 1 contains 3 potential facilities, while the second level F 2 includes 5 potential facilities. The fixed costs for establishing facilities f1, . . . , f8 are given in Table 1, while Table 2 shows transportation costs from facilities f1-f3 on the first level to facilities f4-f8 on the second level. The transportation costs from facilities on the second level to clients c1-c10 are presented in Table 3 . Table 3 Transportation costs from facilities on the second level to clients. The optimal solution is presented in Fig. 1 , which shows that the established facilities are f2 and f3 on Level 1 and f4, f6 and f8 on Level 2. The sequences of facilities (r, s), r ∈ F 2 , s ∈ F 1 , assigned to each client can be seen from Fig. 1 . The objective function value of the optimal solution is 119.
Mathematical Formulations of the MLUFLP

Previous Mathematical Formulations
In this section we first present the standard integer programming formulation of the MLUFLP from Edwards (2001) . This formulation, denoted as the MLUFLP-1, considers the assignment of a client j ∈ D to a valid sequence p ∈ P of facilities, where the set of all valid sequences of facilities is defined by P = F k × · · · × F 1 . The transportation cost of the assignment of a client j ∈ D to a sequence p = (i k , . . . , i 1 ), p ∈ P is equal to c pj = c j i k + c i k i k−1 + · · · + c i 2 i 1 .
The MLUFLP-1 involves the following binary decision variables:
x pj = 1, if client j is assigned to the sequence p, 0, otherwise, p ∈ P , j ∈ D.
Using the notation mentioned above, the problem can be written as (formulation MLUFLP-1):
∀p:i∈p
The objective function (1) minimizes the sum of overall transportation costs and the fixed costs for establishing facilities. Constraints (2) ensure that every client is assigned to a sequence of facilities, while constraints (3) guarantee that any facility in a sequence used by some client is paid for. Constraints (4) and (5) reflect the binary nature of variables x pj and y i .
Another mathematical formulation of the MLUFLP was proposed in Gabor et al. (2010) . We will refer to it as the MLUFLP-2. In Gabor et al. (2010) , authors use a notation slightly different from the MLUFLP-1. In the original formulation of MLUFLP-2, which we will also use, the facility levels are reversed, so that a client d ∈ D is assigned to a facility i ∈ F 1 and then successively to facilities from F 2 , F 3 , . . . , F k . Accordingly, the transportation costs c ij are given for each (i, j ) ∈
Another minor difference is that the MLUFLP-2 involves the demands for each customer k ∈ D, denoted as w k . Therefore, in the objective function calculation, the transportation costs per unit of flow c ij are multiplied with these demands. Since our research is focussed on the variant of the MLUFLP with no clients' demands, by putting w k = 1 for all k ∈ D in the MLUFLP-2, this formulation becomes equivalent to the MLUFLP-1, which was confirmed by computational experiments in Section 5.1. Note that in our testings of the MLUFLP-2 formulation, we needed to re-numerate the levels to ensure the consistency, i.e. F 1 becomes F k , F 2 becomes F k−1 , . . . , F k becomes F 1 .
The binary decision variables of the MLUFLP-2 are:
The mathematical formulation MLUFLP-2 is as follows:
i∈F 1
Constraints (7) ensure that each demand point d ∈ D is connected to exactly one facility on the first level. Constraints (8) say that a demand point d uses an edge (i, j ) ∈ F 1 × F 2 only if d is assigned to facility i ∈ F 1 . Constraints (9) ensure that a demand point d uses an edge (i, j ) ∈ F l × F l+1 , l = 2, . . . , k − 1 only if d uses an edge (j ′ , i), for some j ′ ∈ F l−1 , but for the same i. Finally, constraints (10) and (11) respectively indicate that a demand point d will be assigned to a facility i ∈ F 1 and will use an edge (j, i) ∈ F l−1 × F l , l = 2, . . . , k, only if facility i is open. All variables used in this model are binary by constraints (12)- (14) .
Note that the number of variables in the MLUFLP-2 has decreased from an exponential one in the MLUFLP-1
to a polynomial one:
The number of constraints in the MLUFLP-2 is polynomial. However, it is greater than the number of constraints in the MLUFLP-1:
New Mathematical Formulation
A new mathematical formulation, named MLUFLP-3 uses the same notation as the MLUFLP-1. Let's observe the set of clients D as a new level, a level of the k + 1-th order, i.e. let's introduce the identity D ≡ F k+1 . Instead of the binary variables x pj , the new formulation uses integer variables z l is 0 representing the number of clients from D that are supplied via link (i, s), where i ∈ F l and s ∈ F l−1 belong to two adjacent levels l and l − 1 and l = 2, . . . , k + 1. Since we defined D ≡ F k+1 , we allow a client's node to be the left side node of the considered link, i.e. i ∈ F l+1 . The binary variables y i ∈ {0, 1}, i ∈ F remain, indicating whether a facility is established at a location i or not. The transportation costs c ij are given as in MLUFLP-1.
The new integer programming formulation of the MLUFLP-3 is as follows:
The objective function (15) minimizes the sum of overall transportation costs and fixed costs for establishing facilities. Constraints (16) ensure that every client (at the level F k+1 = D) is supplied from exactly one facility at the level k. Constraints (17) guarantee that for each facility i on each level l, the number of "incoming" client assignments in the node i is equal to the number of "outgoing" assignments. By constraints (18) we make sure that the clients are supplied via the established facilities only and that the number of clients that use facilities on two subsequent levels does not exceed the total number of clients. Constraints (19) imply that the variables z l is take non-negative integer values, while constraints (20) reflect the binary nature of the variables y i .
The number of variables of the MLUFLP-3 is also polynomial, as in the MLUFLP-2:
By comparing the expressions for the number of variables in the MLUFLP-2 and MLUFLP-3, we can notice that the sum that occurs in the expression for the MLUFLP-2 is additionally multiplied by |D|. Therefore, we conclude that the number number smaller compared to the number of variables in the MLUFLP-2.
The number of constraints in the MLUFLP-3 is:
This number of constraints in the MLUFLP-3 is smaller compared to the the MLUFLP-2, as long as 2|D| > 1 + |F l | and the number of facilities on the level F k is not significantly greater than on F 1 . The conducted computational experiments confirmed that formulations MLUFLP-1 and MLUFLP-3 are equivalent (see Section 5.1) and the formal mathematical proof of the equivalence is given in Appendix.
A Proposed Memetic Algorithm for Solving the MLUFLP
Evolutionary algorithms have proved to be robust and effective heuristics for solving various optimization problems. However, there are many situations in which a pure evolutionary algorithm does not perform particulary well and various hybridizations of the EA with other methods have been proposed (Misevičus, 2006; Fan et al., 2006; Chen et al., 2008; Misevičus and Rubliauskas, 2009; Prestwich et al., 2009) . Hybridizations of evolutionary algorithms with local search methods are denoted as memetic algorithms in the literature Cotta, 2003, 2007; Neri et al., 2012) .
The role of the evolutionary part in a memetic algorithm (MA) is to focus the search on promising regions of the search space. Once the promising areas with high quality solutions have been identified, local search methods are applied in order to determine the best solutions in these areas. This type of hybridization showed to be very successful for many optimization problems in the literature. The main idea of a basic memetic algorithm (Moscato and Cotta, 2007) is to apply a local search method on the newly-generated individuals that are candidates for entering a new generation. Individuals that are improved by the means of the applied local search will enter a new generation if they satisfy certain criteria. However, it turns that for our problem, a basic MA approach is not so efficient in finding good-quality solutions, especially for large-scale problem dimensions.
In this paper, we propose a modification in the strategy of combining the evolutionary approach with a local search method. The idea is to apply the local search occasionally, only in situations when the evolutionary method gives no improvement of the objective function value through a significant number of iterations or when it converges extremely slowly. Another difference from a basic MA method is that we do not apply the local search on the whole population -we search for improvements in the neighborhoods of a certain number of individuals only. In this way, we give a chance to individuals with different quality of their genetic material to be improved. Even small improvements of individuals with worse objective function values may direct the evolutionary method to the global optimum through further applications of evolutionary operators and local search procedures in the successive MA iterations.
The purpose of the described strategy is to give an impulse to the evolutionary algorithm in cases when it would most probably converge to a local optimum trap. The local search is applied only to some, not all, individuals in the population, which has a twofold effect: it does not significantly decrease the diversity of the genetic material in the population and it does not excessively increase the running time. The applied strategy showed to be adequate for solving the MLUFLP efficiently, especially large-scale problem instances. Preliminary computational experiments show that the improvements of the MLUFLP solutions by involving this strategy become more obvious as the problem dimension increases. In addition, we applied several parallelization techniques in order to achieve speed ups, which are most conspicuous when solving larger MLUFLP instances.
The basic scheme of the proposed MA approach is presented in Algorithm 1. An initial population, containing 150 individuals (chromosomes), is sequentially generated pseudo-randomly, thus providing a good initial diversity of the genetic material. From the initial random seed for the current MA run, we generate 150 different random seeds and assign one seed to each chromosome in the population. This step is performed in order to ensure the same behavior of individuals, no matter if the algorithm is run in parallel or sequentially.
Differently from a basic MA approach, we do not apply a local search in order to improve our randomly generated initial population. For our problem, the use of a local search method in this stage of the MA showed to be time-expensive, especially for larger problem dimensions. Our computational experiments show that the absence of a local search method for improving the initial population doesn't affect solutions' quality. In each generation of the MA, the worst 1/3 of the population is replaced, while the remaining 2/3 of the population is directly passed to the next generation. The chromosome and the objective function value of the best individual are kept and updated every time an improvement is achieved.
In each iteration, the algorithm checks whether or not there was some improvement of the best individual in the previous N consecutive MA generations. If not, we apply the local search procedure, but only on selected individuals from the MA population. Evolutionary operators are further applied in each MA iteration: parallel fitness calculation, selection, parallel crossover and parallel mutation. Finally, the objective function of newly created individuals is calculated in parallel.
The proposed MA uses a combination of three stopping criteria, i.e. the algorithm stops if one of the following conditions is satisfied:
• maximal number of 5000 generations;
• no improvement of the best individual is achieved through 2000 consecutive MA generations; • the MA reaches the time limit of 1 hour. The encoding of the solutions and evolutionary operators used in the proposed memetic algorithm are customized for the problem under consideration. Parallel programming techniques are implemented in order to improve the efficiency of the algorithm. Several strategies are applied to increase the diversity of individuals and keep the algorithm away from the local optimal trap. In the following sections, all aspects of the proposed memetic algorithm will be explained in details.
Encoding and Objective Function Calculation
The proposed algorithm uses a binary encoding, i.e. each solution is represented by a binary string (chromosome) of the length m = |F |. Each bit in the chromosome corresponds to one potential facility in the network. If the bit on the k-th position in the chromosome takes the value of 1, it means that a facility is located at the k-th node. Zero on the k-th position in the chromosome indicates that the k-th node is not chosen for establishing a facility.
For example, chromosome 01110101 corresponds to the optimal solution presented in Example 1. Facilities are established at nodes 2, 3, 4, 6 and 8 which gives us the values of variables y i : y 2 = y 3 = y 4 = y 6 = y 8 = 1 and y 1 = y 5 = y 7 = 0.
The objective function is calculated in the following way. From the chromosome we obtain the locations of the established facilities, and therefore, the values of the variables y i , i = 1, . . . , m. A chromosome is labeled "correct", if it corresponds to a feasible solution of the MLUFLP, i.e. if there exists at least one established facility at each level l, l = 1, . . . , k. "Incorrect" chromosomes are corrected by randomly locating one facility at each level with no previously established facilities. Since crossover and mutation operators may produce "incorrect" chromosome, the procedure of correcting newly generated infeasible individuals is done in each MA generation. For good performance of the MA it is important to preserve the property of "correctness" of chromosomes (i.e. feasibility of solutions) in the MA population.
The main idea in calculating the objective function value for a given chromosome is to decrease the number of potential paths. Considering all possible paths is time and memory consuming, and in this case problems of practical size would remain unsolved. The objective function is calculated by solving the subproblem of the MLUFLP, named the FixedMLUFLP, obtained from the MLUFLP by fixing the established facilities, with an additional condition that each level contains at least one located facility. Since each (corrected) chromosome in every MA generation has this property, it may be used as a starting point for the FixedMLUFLP. The FixedMLUFLP has polynomial complexity and may be solved by using the dynamic programming approach, proposed in Marić (2010) . In the same paper, it was proven that the FixedMLUFLP has optimal substructure of solutions, which was stated by the following theorem: Theorem 1. The FixedMLUFLP can be polynomially reduced to the shortest path problem in a directed acyclic graph (DAG).
For the proof of Theorem 1, we refer to paper of Marić (2010) . After solving the FixedMLUFLP to optimality, the solutions obtained from the dynamic programming give us the corresponding allocations and the objective function value of the MLUFLP for the considered feasible solution.
Evolutionary Part of the MA
For evaluating the quality of individuals in the population, we apply parallel calculation of the fitness function. A fitness value is assigned to every individual in the population and it represents its chances to take part in producing the next generation. Therefore, it is important that a fitness value reflects the quality of the individual in some "real" way.
Fitted individuals in the population succeed in creating offspring, while the unfit ones are removed from the population.
In the literature there are different ways to define a fitness of a individual, such as direct mapping from the objective function, fitness ranking, fitness remapping, etc. Fitness ranking and fitness remapping are often used in evolutionary algorithms, since they are performed within a chosen selection operator in an efficient manner. In practice, fitness ranking is realized within a rang-based selection operator, while fitness remapping is implemented within a tournament-based selection.
In our algorithm, we use the strategy of fitness remapping within a tournament-based selection operator. This strategy is not time consuming and it works well for both minimization and maximization problems. The parallel fitness remapping used in our EA is applied as follows. Chromosomes are searched in parallel in order to obtain the maximum and the minimum objective function values: max obj and min obj respectively. In the second parallel pass through the array of chromosomes, we calculate the fitness of each chromosome fitness(chr) in the following way:
where obj(chr) is the objective function value of the current chromosome. The applied strategy of fitness calculation follows the nature of evolutionary based algorithms and gives good results in practice. By implemented fitness remapping, we increase the effects of tournament-based selection as the algorithm progresses, which leads the algorithm to high-quality solutions.
In order to ensure the diversity of individuals and prevent a premature convergence, duplicate individuals are removed by setting their fitness to 0. Further, the number of individuals with the same objective (fitness) value, but different chromosomes, is limited to some constant parameter. This is also done by setting their fitness value to 0.
As a selection method, we used the fine grained tournament selection, described in Filipović (2003) . Instead of having an integer tournament size, as in the classic tournament selection, this selection operator is performed over 50 tournaments of different sizes that are executed sequentially. Each of 150 individuals from the population may be randomly chosen to participate in one of the tournaments. Individuals that are tournament winners are further subjected to the parallel crossover and parallel mutation operators. In our implementation, in 60% of the cases the tournament size is 5, and 6 otherwise.
In the initialization part of the MA, an array of two-point crossover operators is created and random seeds for those operators are generated and assigned, one to each operator. In each generation of the MA, pairs of parent-chromosomes that will exchange their genetic material are chosen using the selection method described above. A different crossover operator is applied to each pair of parent-chromosomes, producing two offspring-chromosomes. The parents exchange genes after the crossover points, which are chosen using the random seed of the operator. For these reasons the crossover step will produce the same results, regardless of if it is performed in parallel or sequentially.
In our MA implementation, the probability that a chosen pair of parent-chromosomes will exchange their genes and create new chromosomes is set to 0.8. Otherwise, if no gene exchange occurs, the offspring-chromosomes remain identical to their parents.
The main purpose of mutation is to counteract premature convergence and to maintain enough diversity in the population. The diversity of genetic material is usually large at the beginning of a run and decreases with time. The appearance of frozen bits in later MA stages rapidly increases the possibility of premature convergence. Therefore, we have used the concept of a mutation operator with frozen bits , which has been parallelized in our MA approach.
In the initialization part of the MA, we create an array of mutation operators. For each individual in the population, we apply one mutation operator from the created array. Each mutation operator works by changing a randomly selected bit in the chromosome (0 to 1, 1 to 0) with certain probability (mutation rate). Mutation rate depends only on length of the chromosome m, and whether a bit to be mutated is frozen or not. The probability of changing a non-frozen bit (basic mutation rate) is set to 0.5 m , which means that one bit (out of m) will be changed with the probability of 0.5. Frozen bits are mutated with 4 times higher probability, which helps in maintaining the diversity of genetic material in the population.
The Parallel Frozen Bits Detector is applied in order to obtain the positions of frozen bits in chromosomes. This procedure constructs two masks of the same length as an individual's genetic code. One mask stores the positions of frozen zeros, and the other the positions of frozen ones in the genetic code.
The conducted computational experiments showed that the parallelization techniques, implemented in the proposed MA, ensure significant improvements in the sense of CPU time. A comparison of the sequential and the enhanced, parallelized version of the MA on a chosen subset of the challenging MLUFLP instances is presented in Section 5.3.
Local Search Improvement Procedure of the MA
An important question when designing a memetic algorithms is how to incorporate a local search method so that a good balance between the global and a local search is achieved. If the effect of local search is too strong, the algorithm may quickly converge to local optima and the algorithm is likely to rediscover the same local optimum over and over again. In addition, an excessive local search quickly leads to a loss of diversity within the population (Neri et al., 2012) .
The importance of this problem has been recognized by Hart in Hart (1994) , who posed four basic questions regarding the usage of a local search within MA frame:
• How often should a local search be applied? (local search frequency).
• On which solutions should a local search be used? (local search probability).
• How long should a local search be run? (local search depth).
• How efficient does a local search need to be? (local search efficiency).
These four questions are directed to determining four local search parameters: local search frequency, local search probability, local search depth and local search efficiency, respectively. In concrete implementations of memetic algorithms, one can find different combinations and different values of these parameters related to the use of local search, which define various mechanisms for balancing global and local search. The list of mechanisms used in the literature is by far not complete, but the combination of local search frequency and the local search depth are considered as the most typical ones (Neri et al., 2012) . In basic MA implementations, a local search is usually applied with a fixed frequency on the whole population of individuals. Another strategy is to apply a local search probabilistically with certain value of local search probability parameter, which is usually fixed in basic MA implementations. Regarding the third question posed by Hart, the running time of a local search is often considered as the local search depth parameter. Other balancing mechanisms define the local search depth parameter as the size of the neighborhood of a solution that is subject to a local search. The local search depth parameter may vary through MA iterations, but it is more often set to some fixed value. The quality of the obtained improvement is usually used as a local search efficiency parameter, which is related to the fourth question.
Differently from a basic MA concept (see Cotta, 2003, 2007; Neri et al., 2012) , we use a variable local search frequency in designing our MA approach. More precisely, we apply local search only in cases when there are strong indications that the evolutionary algorithm would converge to a local optimum. Further, local search is applied only to a portion of the search space, giving a chance to individuals with different fitness values to be improved. The local search depth is restricted to an individual's neighborhood of size 1 in one local search iteration, i.e. we try to invert one bit in the chromosome at a time, trying to obtain an individual with a better fitness value. Even small occasional improvements provide a good impulse for the evolutionary algorithm to perform better and escape from a local optimum trap. The results of preliminary experiments showed the efficiency of the MA when only 10% of the population is subjected to the local search procedure in cases when no improvement is obtained after 150 consecutive generations. The conducted computational results confirm that such combination of a variable local search frequency, fixed local search probability and fixed local search depth represent a good mechanism for balancing the evolutionary (global) and the local search when solving the MLUFLP.
Algorithm 2 describes the functioning scheme of the Local search procedure within the memetic algorithm.
Local search procedure goes through a chromosome and inverts a single bit value (0 to 1, 1 to 0), starting at the bit position 1, which corresponds to the binary variable y 1 , i.e., opening/closing the facility 1. If the new chromosome is valid and its objective function is improved, the initial chromosome is replaced with the new one. The described procedure is repeated until no further improvement is achieved. There is no time limit imposed on the local search of an individual.
We have further implemented parallelization in the local search procedure. If the MA obtained no improvement within N consecutive generations, we apply the parallel lo-Algorithm 2: Local search.
foreach R-th chromosome chr in population do obj ← objective value of chr; improvement ← true; while improvement do improvement ← false; k ← 1; while k chromosme length and not improvement do if inverting the k-th bit on chr gives a valid chromosome then new_chr ← chr with inverted k-th bit; new_obj ← objective value of new_chr; if new_obj < obj then obj ← new_obj; chr ← new_chr; improvement ← true; end end k ← k + 1; end end end cal search procedure on every R-th individual in the MA population looking for an improvement in the neighborhood of one of the selected individuals. The local search procedure is completely deterministic and affects only the chromosome on which it is performed.
Computational Results
In this section, computational results for the proposed MA and comparisons with existing methods for solving the MLUFLP are presented. All three integer programming formulations are implemented and tested by using CPLEX 12.1 solver in order to obtain optimal solutions for considered MLUFLP instances and compare their effectiveness.
Computational experiments were carried out on an Intel Core i7-860 2.8 GHz (quadcore processor) with 8 GB RAM memory under Windows 7 Professional operating system. The MA method was implemented by using the .NET Framework.
In implementing parallelization elements in the MA, we followed the idea of threads that are being executed on different processors. We adopted the concept of threads with shared memory architecture and used it in our experiments. For creating threads on different processors, we used the .NET Task Parallel Library. Table 4 Data sets used in our computational experiments.
Data set
Number of levels Dimension Description ORLIB instances k = 1 50 n 1000 Standard ORLIB data set (Beasley, 1996) ; 16 m 100
Initially designed for the UFLP; Contains small and medium size test problems.
M * instances k = 1 300 n 2000 Large scale instances; 300 m 2000 Introduced in Raidl and Gottlieb (2005) .
Modified UFLP instances
2 k 4 50 n 1000 Based on standard UFLP instances; 16 m 100 Generated from ORLIB instances (Beasley, 1996) for the UFLP; Introduced in Marić (2010) .
Large-scale MLUFLP instances 2 k 5 300 n 2000 Challenging large-scale data set for the MLUFLP; 300 m 2000 Derived from the M * data set from (Raidl and Gottlieb, 2005) ; Introduced in Marić (2010) .
Computational experiments in this study were carried out on a large number of the MLUFLP instances from the literature. A brief description of data sets used in our tests is given in Table 4 .
For more detailed explanation on the benchmark data set for the MLUFLP we refer to Marić (2010) . Note that the instances from Edwards (2001) are not available and they are, in most cases, based on standard ORLIB instances.
Experimental Comparisons of the MLUFLP Formulations
In Table 5 we present computational results of the three MLUFLP formulations on instances from data sets described above. In the first column, an instance's name is given, which includes the information on the original instance, the number of levels, the facilities on each level and the clients respectively. For example, the instance capb_3L_12_25_63.1000 is created by modifying the ORLIB instance capb and involves 3 levels with 12, 25 and 63 facilities respectively, and 1000 clients.
The following two columns contain the results of the MLUFLP-3 model: solutions on the tested data set obtained by the CPLEX 12.1 solver and the corresponding total CPU times. The remaining columns show the results of the MLUFLP-2 and MLUFLP-1 models, presented in the same way as for the MLUFLP-3. In cases when a tested model gave no solution, a dash "−" is written.
From the results given in Table 5 , it is obvious that the MLUFLP-3 outperforms both MLUFLP-1 and MLUFLP-2 formulations. It gives optimal solution for 27 tested instances, providing optimal solution for 13 instances that were out of reach of previous two MLU-FLP formulations. The average running time for the MLUFLP-3 is 1762.750 seconds, which is less than half an hour. For the remaining instances from the MLUFLP data sets mentioned above, no optimal solution is found due to time or memory limits. Comparing the average running times of the three formulations on the first 14 instances in Table 5 , we notice that the MLUFLP-3 is slightly faster than the MLUFLP-1, while the MLUFLP-2 is around three times slower compared to both MLUFLP-3 and MLUFLP-1. 
Parameter Sensitivity Analysis
Before we ran computational tests for the MA, we had experimented with different values of parameters N and R, which denote the number of MA generations with no improvement and the portion of the MA population on which we apply local search heuristic respectively. We had varied N and R in order to determine the most preferable combination for further experiments. The computational experiments were first carried out on the instance mr1_3l_55_120_325.500 with 500 clients and 500 potential facilities located on 3 levels. We ran the parallel MA 20 times for each combination of parameters, but with different random seeds. The same combination of stopping criteria defined in Section 3 was used in these experiments. In Table 6 , for each combination of the parameters we present:
• best solution of the MA;
• running time (in seconds); • number of MA generations;
• average gap from the best solution (in percents);
• standard deviation σ (in percents).
As it can be seen from Table 6 , for each of the 12 tested combinations, the MA quickly reached best solutions, which indicates good stability of the algorithm. As it was expected, the combinations with N = 50 generations produce significantly longer MA runs on the considered medium size instance, since we apply local search more often. Therefore, we omitted these combinations from further experiments on larger data set.
In Table 7 , we present the results of the MA with different parameter values on a largescale instance ms1_5l_25_55_120_250_550.1000 with 1000 clients and 1000 potential facilities on 5 levels. We kept the values of N = 100 and N = 150 for the first parameter, and for these values, we varied the second parameter R. The results are presented in the same way as in Table 6 .
The column "Best" in Table 7 shows that there is a difference in the quality of the obtained solutions for different parameter combinations. The MA reached best-known solu-tion for combinations N = 100, R = 3, 5, 8, 15 and N = 150, R = 3, 5, 10, 15 . Regarding the columns avg(%) and σ (%) related to these parameter combinations, we notice that the lowest values of the average gap and standard deviation were obtained for N = 100, R = 5 and N = 150, R = 15. Regarding the running times for these two combinations, we notice that the MA is more than three times faster using the parameters N = 150, R = 15. Therefore, based on short CPU times and good solution quality, we decided to use these parameter values N = 150, R = 15 in further experiments.
The Impact of the Implemented Parallelization Techniques in the MA
In order to investigate the effects of the parallelization techniques implemented in the proposed MA, we performed additional computational experiments. We benchmarked the parallel MA and the sequential MA (without any parallelization) on all available MLUFLP test instances, described above. In order to obtain fair comparisons, we ran both variants of the MA with the same random seed. The stopping criterion was maximum number of 2000 MA generations. All experiments were carried out on the same platform.
In Table 8 , we first give the MLUFLP instance's name and the optimal solution (if it is known). We further present the best solution obtained by both variants of the MA and the number of MA generations used as the stopping criterion. Finally, we give the running times of the parallel and the sequential variants of the MA in which they achieve the best solution.
Regarding the way of implementing parallelization techniques in the MA (see Section 3), and the fact that we used the same random seed for both the parallel and the sequential MA, it is clear that for each considered test instance, the best solutions obtained by both variants of the MA will be the same. Therefore, we compare the running times needed for the parallel and the sequential MA to obtain the best solutions. Note that for both variants of the MA we used the same number of generations as the only stopping criterion.
As it can be seen from Table 8 , the maximal running times are produced in the case of instance mt1_4L_120_250_520_1110.2000: the sequential MA needed 8120.320 s to obtain the best solution, while the parallel MA needed only 2717.830 s. Regarding the average running times over the whole MLUFLP data set, we notice that the average running time for the sequential MA is 742.970 s and 252.392 s for the parallel MA. Therefore, we may conclude that the implemented parallelization techniques give significant contribution to MA's computational efficiency. The running times presented in Table 8 show that the parallel MA has almost 3 times better performance compared to sequential MA. Note that all experiments are carried out on the same processor with four cores.
Computational Results of the MA on the MLUFLP Benchmark Set
In this subsection, we present the results of the MA on the MLUFLP instances introduced in the literature so far. The MA results are compared with the results of the genetic algorithm approach (GA) from Marić (2010) , which was run on Intel 1.8 GHz with 512 MB memory. To our knowledge, this is the most recent metaheuristic approach proposed in the literature for solving the MLUFLP that provided solutions for large-scale MLUFLP instances. The first column of Table 9 contains the MLUFLP instance's name. The optimal solution of the current instance Opt sol , obtained by CPLEX 12.1 solver, is given in the second when no optimal solution was obtained by CPLEX, the GA and MA methods provide the same solutions in 8 cases, while in 6 cases the MA outperforms the GA in the sense of the solution quality and improves the best solutions previously obtained by the GA.
Over all tested MLUFLP instances, the average gap of the MA solution from the optimal/best-known one is agap = 0.300% and the standard deviation is σ = 0.330%. Considering the corresponding average values for the GA approach (agap = 0.600% and σ = 0.480%), and taking into account that the MA improved several GA's best solutions, we may conclude that the MA method achieves better average solution quality compared to the GA.
From the columns t (s) in Table 9 , we can see that the average MA running time over all MLUFLP instances was t = 114.422 s, while the average GA time was t = 507.499 s, which indicates the efficiency of both proposed approaches. The maximal MA's running time was 1108.49 s.
The presented computational experiments clearly demonstrate the robustness of the proposed memetic algorithm with respect to both solutions' quality and running times, even on large-scale MLUFLP instances.
Conclusions
This paper considers the Multilevel Uncapacitated Facility Location Problem (MLUFLP), a well-known NP-hard combinatorial optimization problem from the literature. We propose a new integer programming formulation of the problem, which uses fewer variables and constraints and which showed to be more efficient compared to existing MLUFLP formulations. Further, we propose a memetic algorithm for solving the MLUFLP, based on a new concept of applying a local search method for improving the solutions obtained by the evolutionary algorithm. Several parallelization techniques are incorporated into the proposed memetic algorithm in order to improve the CPU times of the MA runs. Fitness function calculation, the crossover operator, the mutation operator and the objective function calculation are realized in parallel. In cases when the evolutionary algorithm has run through many generations without improvement, the possibility of a premature convergence significantly increases. In these situations, the evolutionary algorithm needs an impulse in order to turn away from a local optimum trap.
The proposed memetic algorithm was subject to comparative tests including benchmark problems with up to 2000 clients and 5 levels. The MA quickly reached all known optimal and best known solutions from the literature and in case of 6 large-scale instances, the MA produced new, improved solutions. Comparing the efficiency of the parallel and the sequential variants of the proposed MA, we conclude that the parallel MA achieved considerable gains in terms of the computing time required to reach high-quality solutions. The advantages of the parallel variant of the MA become more obvious when solving large-scale problems.
The proposed memetic algorithm with parallelization strategy showed to be a suitable concept for solving the MLUFLP, especially large-scale problem instances. The obtained numerical results show that the developed MA approach represents a valuable addition to existing methods for solving the MLUFLP.
Further work will be directed to adopting the proposed memetic algorithm for solving the capacitated and other variants of the Multilevel Uncapacitated Facility Location Problem.
via facility r ∈ F l+1 and i ∈ F l . Since, there are most |D| = n clients, in the best case they are all assigned to (possibly different) paths containing r ∈ F l+1 and i ∈ F l . Hence, z l+1 ri n = ny i holds. ⇐: Let's now prove that the MLUFLP-1 follows from the MLUFLP-3. Suppose that conditions (16)- (18) For every j ∈ D we have a path p assigned to j (by the definition of feasible solution). According to (2), that is already proven above, this path p is unique. If facilities i, s belong to p ((i, s) ∈ p), such that i ∈ F l , s ∈ F l−1 , we add the cost c is . By going through all levels l = 2, . . . , k + 1 we construct the sum c pj . Note that for l = k + 1, j ≡ i. Hence: that is exactly the second member of (1).
(16)-(18) ⇒ (3): For every i ∈ F we have two possibilities for i ∈ F . If facility i ∈ F is not established, then, according to (18) for every client j ∈ D we have no paths assigned to j that contain i. Hence, x pj = 0 for all p ∈ P such that i ∈ p and all j ∈ D. Therefore, 0 = p∈P : i∈p x pj y i = 0 holds for every j ∈ D.
If facility i ∈ F is established, then y i = 1. Let us assume the opposite, i.e. there exists j ∈ D, such that p∈i x pj > y i = 1. Then there exist at least two paths p 1 , p 2 ∈ P that are assigned to j ∈ D and both contain facility i: i ∈ p 1 , p 2 . That is a contradiction with (2), which is already proven above.
Therefore, (3) holds for every i ∈ F , j ∈ D.
