Abstract-Delay/Disruption Tolerant Networks (DTNs) or Intermittently Connected Mobile Networks (ICNs) are mobile ad hoc networks where end-to-end multi-hop paths may not exist and communication routes may only be available through time and mobility. While most of the research is dedicated to the design of routing protocols, very few properties of such networks are known. In a recent paper [6] , the authors provided analytical upper bounds for the information propagation speed in DTNs when they are modeled as two-dimensional Unit Disk Graphs.
I. INTRODUCTION
Delay/Disruption Tolerant Networks (DTNs) or Intermittently Connected Mobile Networks (ICNs) are mobile ad hoc networks where end-to-end multi-hop paths may not exist and communication routes may only be available through time and mobility (see [8] for a survey of routing protocols). Our objective is to evaluate the maximum speed at which a piece of information can propagate (when the mobile network is temporarily disconnected, the information propagation is stalled as long as the node mobility does not allow the information to jump to different connected components of the network). The packet is either transmitted or carried by a node, requiring a store-carry-and-forward routing model. Thus, a "path" is an alternation of packet transmissions and packet carriages that connects a source to a destination, and is better referred (from now on) as a journey.
Informally, we aim to find the "foremost" journey (in time) that connects a source to a destination. As we are interested in the overall propagation speed, between any source and any destination, we will denote it as the "shortest" journey without lack of generality. When the node mobility is known in advance (e.g., for fixed schedule dynamic networks such as satellite networks), the shortest journey in time can be calculated in polynomial time (e.g., [3] ).
Our aim is to compute the fastest possible information propagation without predictive knowledge. In [6] , the authors have proved theoretical upper bounds when the network is modeled as a Unit Disk Graph (UDG), and when the high rate of transmissions does not affect the range of transmission (conversely to known models such as Gupta and Kumar [4] ).
In this paper, we will use analytical tools to extend the theoretical upper bounds of [6] to more realistic models of networks. We will first recall the model and results of [6] . We will show that the methodology can be extended to the case of networks when they are mapped in a space of dimension 1 and 3. We will adopt a didactic approach. In Section III, we will initially study a simpler problem where nodes are only allowed to transmit when they change direction or when they receive the beacon. In Section IV, we will generalize the approach by allowing nodes to transmit only when they have a new neighbor or when they receive a new information (i.e., when a local event occurs). Finally, in Section V, we will consider a more realistic model where a node captures a packet sent at distance r with probability p(r).
II. NETWORK MODELED AS A MULTI-DIMENSIONAL
UNIT-DISK GRAPH In this section, we consider the problems when the network map is in a space of dimension D from D = 1 to D = 3. The network in our model is infinite, therefore it is surely disconnected. This generalizes the case D = 2 treated throughout in [6] : an infinite two-dimensional network with uniform node distribution and with constant density ν. Two nodes at distance smaller than one can exchange information. The average number of neighbors per node is therefore πν. We assume that each node follows an independent walk of speed v. The node keeps a uniform speed but changes direction at Poisson rate τ . When τ → ∞ we are on the Brownian limit; when τ → 0, we are on a random way point-like model. The motion direction angles are isotropic (e.g., for D = 2, they are uniformly distributed between 0 and 2π).
In [6] , the fastest possible information propagation is computed by using an algorithm that contains all possible "shortest" journeys: the full broadcast. The information is called the beacon. Every time a new node is in range of a node which carries a copy of the beacon, the latter node transmits another copy of the beacon to the new node. Transmission is done indifferently by broadcast or unicast, since this does not change the details of our model. Again, the facts that the high rate of transmission will affect the range of transmission (e.g., Gupta and Kumar [4] ) and that packet losses will occur, are not considered. The model is intended to unfold all journeys from a source to a destination for which a window of opportunity for transmission may exist.
Our result is the evaluation of an upper bound of the information propagation speed (concerning all possible routing strategies). In fact, the concept of propagation speed is probabilistic. Let us consider a mobile at coordinate z = (x, y) at time t = 0; q(z, t) denotes the probability that the mobile receives the beacon before time t.
A scalar σ 0 > 0 is an upper bound of the propagation speed, if for all σ > σ 0 lim q(z, To derive the upper bound for the speed, we use an asymptotic analysis based on the Saddle Point method on the Laplace transform of the journey probability density function.
Theorem 1: An upper bound of the information propagation speed in a network (with node radio range R, node density ν, node speed v, node direction change rate τ , in a space of dimension D) is the smallest ratio θ ρ attained by the elements (ρ, θ) of the set K made of the non negative tuples (ρ, θ) that are root of 1
, Table I and where functions I 0 () and I 1 () are the modified Bessel functions (see [1] ).
The main result of [6] can now be described as a corollary but still provides the same bound.
Remark: Quantity ρ is expressed as an inverse of distance and quantity θ is expressed as an inverse of time. Therefore, the ratio θ ρ is the dimension of a speed. In the remaining of the paper, and w.l.o.g., we will assume that R = 1.
Since quantities Ξ D (x) and Ψ D (x) are both greater than 1, the previous expression has meaning when ν < It is important to notice that the speed diminishes with the square root of the density ν. However this estimate does not hold in the case τ = 0 that we will fully depict as the random waypoint model limit later in the paper.
Corollary 2: In the random waypoint limit, i.e., when τ = 0, the propagation speed upper bound is (1 + O(ν 2 ))v. It turns out that the propagation speed upper-bound at the limit is v. This is rather surprising, because we would expect that the propagation speed would tend to zero when ν → 0. The explanation is that we first set ν and then look at the propagation speed when the mobile nodes are located at location infinitely far from the beaconing source. This is different from considering first a node at a remote location z from the source and then let ν → 0. In fact we have q(z, t) < exp(−a|z| + bt + c) and c → ∞ when ν → 0 confirming that propagation speed tends to zero when ν → 0 when z is fixed, but tends to (1+O(ν 2 ))v when ν is fixed and |z| → ∞. A rule of thumb for having v lower-bounding the propagation speed is that as soon as the set of attained nodes is large enough there is likely to be one heading toward z.
III. SIMPLIFIED APPROACH
In this section we suppose that nodes can only transmit when they change direction or when they receive the beacon.
A. Journey Analysis
Our analysis is based on journey segmentation between the source and the destination. Formally, a journey is a space-time trajectory of the beacon between the source and a destination. We assume that time zero is when the source transmits, and we will check at what time t, the beacon is emitted at distance smaller than one to the destination at coordinate z = (x, y). The beacon can take many journeys in parallel, due to the broadcast nature of radio transmission, and the fact that the beacon stays in the memory of the emitter (and therefore can be emitted several times in the trajectory of a mobile node). In a first approach, and in order to simplify, we will assume that the destination is fixed (the node does not move). We will later modify the model in order to support the destination motion.
We will consider only simple journeys, i.e., journeys which never return twice through the same node. This restriction does not affect the analysis, since if a journey arrives to the destination at time t, then we can extract a simple journey from this journey which arrives at time t too.
To simplify the presentation we now consider journeys as if they were enumerable objects and can be affected to a probability weight. In the following we will consider a journey as a discrete event in a continuous set, therefore the probability weight should be converted into a probability density.
Let C be a simple journey. Let Z(C) be the terminal point. Let T (C) be the time at which the journey terminates. Let p(C) be the probability of journey C.
We call p(z, t) the average density of journeys that arrive at z before time t:
1) Journey Segmentation:
In the following, we split the journey into segments
Therefore, a journey is made of two kinds of segments:
• Carry segments s c : the beacon is held until the next change of direction; • Emission segments s e : the beacon is transmitted to a neighbor. In dimension 2, a carry segment s c is a space-time vector (tv cos φ, tv sin φ, t) where φ is the direction angle of the motion vector which belongs to [0, 2π), and t is the time duration of segment. At this level of the analysis the segments are no longer enumerable and we refer to the probability density of segments, which is
since all angles have the same probability.
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2) Journey Laplace Transform: Let ζ be a space vector and θ a scalar. We denote w D (ζ, θ) the journey Laplace transform defined by
is the dot product of two space vectors.
By virtue of the inverse Laplace transform of w D (ζ, θ), we obtain quantity p(z, t), which is the average density of journeys that arrive at z before time t. For example, in dimension 2, we have:
where the integration domains are plans parallel to the imaginary plan in the definition domain. A journey being an arbitrary sequence of carry segments and emission segments, we have the following simple expression inspired from combinatorial analysis 1 :
where the quantity s c , (ζ, θ) is the dot product between two space-time vectors.
In dimension 2, we have the expression:
Similarly, 
Equivalently, by integrating in dimension D, we have:
where functions Z D (), Ψ D () and V D are defined in Table I .
B. Saddle Point Analysis
The journey Laplace transform is in denominator of the
The key of the analysis is the set K of pairs
where (ρ 0 , θ 0 ) is the element of K that minimizes −ρ|z| + θt. Due to space restrictions and for simplicity, we only detail the case of dimension 2.
Theorem 2: (From [6] .) When |z| and t tend both to infinity we have:
, where (ρ 0 , θ 0 ) is the element of K that minimizes −ρ|z| + θt.
Proof: Equation (1) for p(z, t) can be rewritten as
where the integration domain consists of real planes.
and, when θ varies, it has a simple root at
Notice that (ρ, θ(ρ)) describes the set K. In order to have ρ > 0 for some elements in K and to apply a consistent analysis we need the condition πν < 1. Therefore the residues analysis gives:
p(|z|, t) = I(z, t) + R(z, t)
where
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We first focus on I(z, t) by using saddle point techniques. Let ζ 0 be the value that minimizes (ζ, z + θ(|ζ|)t). Obviously ζ 0 = − ρ0 |z| z with ρ 0 that minimizes −ρ|z| + θ(ρ)t. Let θ and θ be the first and second derivatives of θ(ρ) respectively. We already know that θ = 
and in turn
By change of variable
ζ = (−ρ 0 , 0) + i √ t (x, y), we get ζ.z + θ(|ζ|)t = −ρ 0 |z| + θ 0 t − 1 2 (θ x 2 + θ ρ0 y 2 ) +O((x 3 + y 3 )t −1/2 ) (4) I(z, t) = exp(−ρ0|z|+θ0t) (2π) 2 exp( 1 2 (θ x 2 + θ ρ 0 y 2 )) θDθ dxdy ×(1 + O(t −1/2 )) = exp(−ρ0|z|+θ0t) 2πθ0Dθ θ θ ρ 0 (1 + O(t −1/2 )) .
(5) To terminate with integral R(z, t), we identify
B = θ 0 − ρ 0 v + τ.
C. Information Propagation Speed
Let q(z, t) be the probability that there exists a journey that arrives at distance less than 1 to z before time t.
Theorem 3: (From [6] .) We have the upper-bound:
Therefore, q(z, t) = O(p(z, t)).
Following the saddle point analysis, q(z, t) vanishes very quickly when t is smaller than the value such that −ρ 0 |z| + θ 0 t = 0, i.e., when 
D. Moving Destination
In the previous evaluation, we assumed that the destination does not move during the propagation of the information. Now we consider that the destination can move as the other nodes, starting at position z at time t = 0.
Theorem 4: When the destination moves as the other nodes in the network, then the asymptotic propagation speed upper bound does not change when (z, t) tend to infinity.
For this end, it suffices to multiply the journey Laplace transform w D (ζ, θ) with the Laplace transform of the node excursion from its original position. The excursion Laplace transform is obtained from the carry segment Laplace transform, and it has the expression ZD(|ζ|,θ) 1−τZD(|ζ|,θ) where Z D () is defined in Table I . The new Laplace transform has two sets of poles, the set K and the set K corresponding to the set {(ρ, θ) : θ = ρv − τ }. The last set is dominated on the right by K, for all (ρ, θ ) ∈ K , there is a (ρ, θ) in K with θ > θ + B. Therefore the contributions from K will be exponentially negligible (of order exp(−Bt)) compared to the main contribution from K, and the propagation speed upper-bound does not change from the value computed in the previous subsection.
Namely, in dimension 2, the main contribution from K gives
.
IV. REALISTIC APPROACH (PROOF OF THEOREM 1)
In this approach, we assume that the nodes can transmit only when they meet new neighbors or when they receive the beacon. According to [5] , when nodes move at speed v with isotropic direction in a 2-D domain, the frequency f 2 at which new neighbors appear satisfies f 2 = 8v π ν. In Table I , we have evaluated the frequency f D in case of multi-dimensional unit disk graphs.
Lemma 1: The journey Laplace transform with realistic approach has the expression:
where the values of Table I .
Proof: A typical journey is an arbitrary mixture of carry segments s c (the beacon is held until the next change of direction) and carry-and-transmit segments s ce (the beacon is carried, then transmitted to a new neighbor and broadcasted in the connected component). A carry-and-transmit segment is made of a carry-to-neighbor segment s cn , and a transmitto-neighbor segment s tn followed by an arbitrary number of emission segments s e .
In dimension 2, the carry-to-neighbor segment is a spacetime vector (v cos φ, v sin φ, t) where φ is a number in [0, 2π) and t is a non negative number. We have the density
with Laplace transform :
For the transmit-to-neighbor segment we assume that the beacon is transmitted to the new neighbor only at distance 1, since the other neighbors having already received the beacon. Therefore, a transmit-to-neighbor segment is a space-time vector (cos φ, sin φ, 0), and p(s tn ) = Finally, the Laplace transform of the carry-and-transmit segment is
Similarly, in dimension D, we have the Laplace transforms:
and finally:
where the values of Z D (), Ξ D (), and f D are defined (depending on D) in Table I . Therefore, the function
In the numerator, we have the function Z D (|ζ|, θ), i.e., the excursion Laplace transform which corresponds to the last straight line before the destination. This terminates the proof.
This leads to the proof of Theorem 1.
is the root of the denominator:
Therefore, following the saddle point asymptotic analysis of the average number of journeys, the propagation speed upperbound is given by the minimum ratio θ ρ of (θ, ρ) in the set K.
V. GENERAL NEIGHBOR CONDITIONS
In this section ,we investigate the more realistic approach when the connectivity conditions depart from the unit disk model. We consider that a node at distance r receives a packet with probability p(r) which is a given decreasing function. For example, the simultaneous transmissions in the vicinity of the transmitter or of the receiver can randomly affect the reception of the packet (see [2] for an expression of p(r)). Furthermore we assume that the function p(r) decays superexponentially (faster than any exponential) when r increases. This a realistic assumption, for instance in dimension 2 (see [2] ), with an attenuation coefficient of 4 we already get p(r) = 1− erf(π ), where C is a constant which depends on the traffic intensity and the desired signal to noise ratio.
We investigate a fast change model, i.e. a model where any pair of nodes frequently changes its neighbor status depending on its distance r. We denote u 0 (r) the rate at which they become neighbor when they are in non-neighbor state, and u 1 (r), the rate at which they become non-neighbor when they are in neighbor state. If the distance between the two nodes does not change we have p(r) = u0(r) u0(r)+u1(r) . Following [2] , we can set u 0 (r) = hp(r) and u 1 (r) = h−hp(r), with h being the packet transmission rate. We assume that the changes are frequent so that nodes are always in stationary neighbor state. Otherwise the neighbor status may depend on the past history of the nodes. This assumption is important because it makes the model different of the previous model even if we would consider p(r) = Y (1 − r) (the Heavyside function).
In this case we obtain the following theorem in dimension 2. 
Proof:
The main change is in the fact that the rate at which a node at distance r pops up as a new neighbor is upper bounded by u0(r)u1(r) u0(r)+u1(r) = (1 − p(r))u 0 (r) which leads to the expression of Ξ p (ρ). Notice that the expression does not depend on the node speed anymore since the neighbor status change rate is a function of distance and is assumed to be larger than distance change rates.
The new expression of Ψ p (ρ) is a direct consequence that any nodes at distance r can receive the beacon depending on its current status. Notice that Ψ p (ρ) = 2πν I 0 (ρr)p(r)rdr.
The last but not least point to be pointed out is also the fact that now q(z, t) = z
p(|z − z |)p(z , t)dz
Using the fact that p(r) decays super-exponentially we have
q(z, t) ≤ p(z, t) p(r)e ρ0r 2πrdr = O(p(z, t)).
which allows us to use the same derivations for the information propagation speed.
