We introduce the notion of incremental generalized homogeneity, giving new results on semiglobal stabilization by output feedback and observer design and putting into a unifying framework the stabilization design for triangular (feedback/feedforward forms) and homogeneous systems. A state feedback controller and an asymptotic state observer are designed separately and an output feedback controller is obtained according to a certainty-equivalence principle. Non-homogeneity introduces a high flexibility in the choice of the controller/observer gains and gives a systematic tool for the stabilization of systems with highly complex structures.
INTRODUCTION
Homogeneity and homogeneous approximations have been investigated for the study of stability of an equilibrium point by many authors: Massera (1956) , Hahn (1967) and Rosier (1998) to cite few (see Bacciotti et al. (2001) for a complete list of references). Homogeneity has been exploited for the synthesis of homogeneous controller/observers (Yang et al. (2003) , Qian et al. (2006) , Qian (2005) ). The most serious limitation of homogeneous controller/observers is that their gains cannot be tunedup one independently from the other, since fixed ratios between gains must be guaranteed. For non-homogeneous systems, restrictions on the system structure such as feedback (Yang et al. (2005) , Kannelakopoulos et al. (1992) ) or feedforward forms (Sepulchre et al. (1996) ), strong observability notions such as complete uniform observability (Teel et al. (1995) ) and interlaced backstepping/forwarding procedures (Sepulchre et al. (1996) ) have been introduced. We want to prove new results on semiglobal stabilization by output feedback and observer design by introducing a notion of generalized homogeneity, which puts into a unifying framework triangular (feedforward/feedback forms) and homogeneous systems but it is applicable independently of a particular system structure (triangularity, relative-degree-one, interlaced backstepping/forwarding). A state feedback controller and an asymptotic state observer are designed separately and an output feedback controller is obtained according to a certainty-equivalence principle. A novelty introduced by generalized homogeneity is the mixed low/high-gain observer/controller structure, in combination with saturated controls (Teel et al. (1995) ) and saturated state estimates (Yang et al. (2005) ). The incremental peculiarity of this notion (it is defined for increments of functions) is particularly useful for both state-feedback and observer design. We illustrate a couple of examples to motivate our analysis. Example 1. Consider the following example
We want to asymptotically stabilize (1) by state feedback with initial states x 0 in some given compact set R R 3 . Note that for the presence of the terms x 2 2 and x 3 1 x 4 2 sin x 3 the stabilization of (1) cannot be performed as a combination of backstepping/forwarding steps (Sepulchre et al. (1996) ). Note also that the linear approximation x Ax Bu of (1) around the origin is controllable. Therefore, we can stabilize it with some homogeneous control law u F x and try to dominate the homogeneity degree at infinity (or some upper bound) of the higher order terms φ x : x 2 2 , x 3 1 x 4 2 sin x 3 , 0 T with the degree at infinity of A BF x. The vector field A BF x has homogeneity degree d with weights r R 3 if r 2 r 1 r 3 r 2 : d. By taking a state dilation x :
x 1 , x 2 , x 3 z : ε r1 x 1 , ε r2 x 2 , ε r3 x 3 , with ε 1 and positive weights r 1 , r 2 , r 3 , we observe that
(2) If we want to dominate the degree at infinity of φ with the degree of A BF x from (2) it is necessary that 0 2r 2 r 1 d and 0 3r 1 4r 2 r 2 d which gives a contradiction. Therefore we have to select the weights in such a way that r 2 r 1 r 3 r 2 and seek for a nonhomogeneous control law u F x. Example 2. Consider the following example
with output y and sat 10 x 1 x 1 if x 1 10 and sat 10 x 1 sign x 1 10 otherwise (this example is a simplified model of the wing rock phenomenon, a limit cycling oscillation of the roll rate x 1 and angle x 2 in highperformance aircrafts, with saturated measurement of the roll angle). We want to asymptotically stabilize (3) by output feedback with initial states x 0 in some given compact set R R 3 . The problem cannot be solved in the framework of Teel et al. (1995) ( (3) is not uniformly completely observable since y is not even differentiable) or Yang et al. (2005) ( (3) is lower-triangular but it is not uniformly completely observable and, however, its triangular structure is not a critical issue in our analysis as it is in Yang et al. (2005) ). Note that the linear approximation of (3) around the origin is observable. Therefore, if we rewrite (3) as x Ax Bu φ x , y Cx ψ x , with φ x 0, x 2 x 2 2 x 2 , 0 T and ψ x sat 10 x 1 x 1 , we can tentatively adopt a homogeneous observer ξ Aξ Bu φ ξ L y Cξ ψ ξ for which the linearization A LC e, e : x ξ, of the observation error dynamics is stable and try to dominate the homogeneity degree at infinity of the higher order terms φ x φ e x and ψ x ψ e x with the degree at infinity of A LC e. Let u F x be a state-feedback stabilizer for (3). If we define u F ξ and the state trajectories x t ensuing from R remain for all t 0 in some larger compact set C R, then if e t 0 for t also x t 0 for t . Therefore, it is sufficient to design the state observer only for the state trajectories of (3) remaining for all t in C . The linear approximation A LC e of the error dynamics has homogeneity degree d with weights r such that r 2 r 1 r 3 r 2 : d. By taking a dilation x :
, with ε 1 and positive weights r 1 , r 2 , r 3 , we observe that
(4) with φ 0 0, 0 ψ 0 0, 0 0. If we want to dominate the degree at infinity of φ x φ e x and ψ x ψ e x with the degree of A LC e it is necessary from (4) that 0 3r 2 r 2 d and d 0 which gives a contradiction. Therefore, also the results of Qian (2005) cannot be used here and we have to select the weights in such a way that r 2 r 1 r 3 r 2 and seek for a non-homogeneous observer ξ Aξ Bu φ ξ L y Cξ ψ ξ . Note from (4) that incremental generalized homogeneity of φ and ψ, viz. generalized homogeneity of their increments, is what we need to characterize for our observer design.
The paper is organized as follows. In section III.A the notion of incremental generalized homogeneity is introduced and in section III.B some basic properties are characterized and proved. The state-feedback semiglobal stabilization problem (section IV), the observer problem for systems with state trajectories in some known compact set (section V.A-C) and the output-feedback semiglobal stabilization problem (section VI) is solved under some generalized homogeneity-based conditions.
NOTATIONS
R n (resp. R n n ) is the set of n-dimensional real column vectors (resp. n n matrices). R (resp. R n , R n n ) denotes the set of real non-negative numbers (resp. vectors in R n , matrices in R n n , with real nonnegative elements). R denotes the set of real positive numbers. For any vector x R n we denote by x i the i-th element of x. For any G R n n we denote by G ij (or G ij to avoid ambiguity) the i, j -th element of G and by G i (or G i to avoid ambiguity) the i-th row of G. We retain similar notations for functions. We denote by C j X, Y , with j 0, X R n and Y R p , the set of j-times continuously differentiable
for any f C 0 R n , R n and ∆x R n the increment ∆f of f corresponding to an increment ∆x is defined as
Moreover, x y (resp. x y) if and only if x i y i (resp. x i y i ) for all i 1, . . . , n and 1 : 1, . . . , 1 T .
INCREMENTAL GENERALIZED HOMOGENEITY DEGREE

Definitions
Below we introduce the notion of generalized homogeneity which generalizes along several directions the classical notion of homogeneity.
with weights r R n and limit function Φ if there exist
for all i 1, . . . , n, ε 0 and x, ∆x R n . Remark 4. I.g.h. reduces to the notion of homogeneity when ∆x x, φ 0 0, r R n (viz. positive weights) and
T with weights r r 1 , r 2 T and limit function 1, ∆x 2 2 3 x 2 ∆x 2 x 2 2 . Note that φ is homogeneous if and only if r 1 3r 2 .
The function sin x is not homogeneous in the generalized sense but its absolute value is bounded by the absolute value of x which has i.g.h. degree 0, 0 . Therefore, a function, although not homogeneous in the generalized sense, may be bounded by some other function which is homogeneous in the generalized sense. This motivates the following definitions. 
for all ε ε 0 and 
for all i 1, . . . , n, ε ε 0 and x, ∆x R n . Remark 6. Without loss of generality one can assume ε 0 1, otherwise rescale x and ∆x as z ε r 0
x and, respectively, ∆z ε r 0 ∆x and define new bounding functions
It is convenient to compare our notion of generalized homogeneity in the upper bound with homogeneous approximations in the -limit (Andrieu et al. (2008) T , p 1, is homogeneous of degree p 1 in the -limit with weights 2 p, 1 T and limit function x 2 , x p 2 T only if p 2. On the other hand φ has i.g.h.u.b. degree r 2 r 1 , r 2 p 1 T , 0, 0 T with any weights r R 2 and bounding function 0, 0
Moreover, in our definition the weights may be also negative. This extension is useful for penalizing large values of some arguments of a function. The function φ x x 1 x 2 has i.g.h.u.b. degree 0 with weights 1, 1 T and limit function Φ x 2 , x 1 ∆x 1 . The same function has i.g.h.u.b. degree 2 with weights 1, 1 T .
Some related properties
Throughout the paper we assume ε 0 1 in the above definitions. All the properties and rules listed below and related to functions with i.g.h.u.b. degree can be stated and proved for functions with i.g.h. degree by replacing the inequalities with equalities and omitting the absolute values. First, let's spend few words about some simple properties of generalized homogeneity. Any function φ C 0 R n , R n with i. 
for all i 1, . . . , n, ε 1 and x R n (just let ∆x x in (8) and use φ 0 0). Any φ C 0 R n , R n satisfying (9) for some Ψ C 0 R n , R n n and for all i 1, . . . , n, ε 1 and x R n is said to have generalized homogeneity in the upper bound (g.h.u.b) Other interesting and useful properties can be proven such as the chaining rule and the shifting rules but we omit them for lack of space.
I-IMMERSIONS AND STATE-FEEDBACK STABILIZATION
Statement of the main result
Consider the system
with state x R n , input u R, A, B a Brunowski canonical form and φ C 0 R n , R n , φ 0 0. Throughout the paper we use the notations x, u for the functions of time and x, u for their values. Moreover, we limit ourselves to single-input systems (10), leaving the straightforward extension to multi-input systems to the reader. The main result of this section is the following. Theorem 7. Assume that 
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For each compact set R R n around the origin, there exist a positive definite diagonal Γ I R n n and ε 1 such that
asymptotically stabilizes the equilibrium x 0 of (10) with region of attraction containing R. Remark 8. (A1) requires that Φ 0, 0 0. This is the simplest assumption which guarantees that the linear approximation of (10) around the origin is stabilizable. Less restrictive assumptions can be considered as well, as long as they guarantee the stabilizability of the linear approximation of (10) T ) is just one of these assumptions. Note that Φ 0, 0 may be triangular despite Φ x, ∆x . Remark 9. The controller (11) is homogeneous only if f j f 0 for all j 1, . . . , n, which, on account of (A2), implies r j 2 j 1 f 0 r 1 , j 1, . . . , n. Therefore, the difference r j r j 1 is constant for all j 2. Under this restriction, (A1) requires that φ be homogeneous (in the upper bound) with degree 2f 0 and weights r (Qian (2005)).
Remark 10. The rationale behind (A1)-(A2) can be explained as follows. Any F such that A BF is Hurwitz can be written as
We guarantee the stability of f x by dominating the degree of the higher order terms φ I x I of f I x I with the degree of the stable linear approximation I A
we select G I with degree, say, f, f and dominate the degree in the upper bound of the remaining term
This leads to assumptions (A1) and (A2).
Note also that the second assumption of (A2) may require that some of the weights r 2f are negative, as in the case φ x x 2 2 , 0 . According to the backstepping idea, if we want to use x 2 as control we must penalize large values of x 2 . Remark 11. Our assumptions (A1)-(A2) are general enough to include cases in which it is not possible to stabilize (10) by interlaced backstepping/forwarding steps (see introductory example) and cases in which φ is lower triangular (viz. T (decreasing weights for x 1 and x 2 , negative degrees and low-gain control (11) (11)).
Constructive procedure for the controller
Given the desired region of attraction R R n , the construction of the state feedback law (11) is accomplished according the following steps:
(i) find a diagonal positive definite Γ I R n n such that
(ii) find a closed ball
2Γ I max
(14) where max Φ, resp. max Φ I , denotes the matrix with max Φ ij max Φ ij , resp. max Φ I ij max Φ I ij (the ball B I always exists since Φ is continuous and Φ 0, 0 0 and Φ A 0 0; it is not necessary to compute the max in (13) but only satisfy the inequality for all x I B I )
By starting with j 1 up to j n it is easy to see that Γ I jj 0 can be selected in such a way that the j-th order leading principal minor of T I is negative definite. This, by Sylvester's criterion, guarantees (12).
O-IMMERSIONS AND OBSERVER DESIGN
Statement of the main results
, and ψ C 0 R n , R , ψ 0 0. Throughout the paper we use the notations x, u, y for the functions of time and x, y, u for their values. Also, let x , u, x 0 denote the state trajectory of (16) with input u L R , R m and ensuing from x 0 . We limit ourselves to single-output systems (16) 
is an asymptotic state observer for each state trajectory x , u , x 0 of (16) with x 0 R. Remark 13. Note that Φ 0, 0 0 and Ψ 0, 0 0 are required. This is the simplest assumption which guarantees that the linear approximation of (16) around the origin is observable. Less restrictive assumptions can be considered as well, as long as they guarantee the observability of the linear approximation of (16) around the origin. Triangularity of Φ 0, 0 and C T Ψ 0, 0 with Ψ 0, 0 βC for some β R : β 1 is just one of these assumptions. Remark 14. The rationale behind (D1)-(D3) can be explained as follows. If the state trajectories of (16) remain for all times in C , any Luenberger-like state observer of (16) 
with state x R n , input u R, output y R, φ C 0 R n , R n , φ 0 0, and ψ C 0 R n , R , ψ 0 0. We assume that A, B is in Brunowski form and C 1, 0, , 0 T . We limit ourselves to single-input singleoutput systems and leave the straightforward extension to multi-input multi-output systems to the reader. The main result of the paper is the following. 
with U n defined in theorem 7 and K n in theorem 12, asymptotically stabilize the equilibrium x 0 of (22) with region of attraction containing R.
Constructive procedure for the output feedback controller (23)
The construction of the output feedback controller (23) is accomplished by following the constructive steps (i), (ii), (iv), selecting h O according to (v) and 
