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We perform a complete calculation of electron-seeded pair-creation (the trident process) in a
constant crossed electromagnetic background. Unlike earlier treatments, we include the interference
between exchange diagrams. We find this exchange interference can be written as a contribution
solely to the one-step process, and for small quantum nonlinearity parameter is of the same order as
other one-step terms. We find the exchange interference further suppresses the one-step process in
this parameter regime. Our findings further support the crucial assumption made in laser-plasma
simulation codes that at high intensities, the trident process can be well-approximated by repeated
iteration of the single-vertex subprocesses. The applicability of this assumption to higher-vertex
processes has fundamental importance to the development of simulation capabilities.
When an electron propagates in an intense EM field,
there is a finite probability that the radiation it produces
will decay into an electron-positron pair. If the EM
field is weak, in that the effect is perturbative in the
charge-field interaction, it corresponds to the linear
Breit-Wheeler process [1], where one photon from the
background collides with the photon radiated by the
electron to produce a pair. Although important in
astrophysical contexts [2, 3], this linear process has still
to be measured in a terrestrial experiment [4]. If the
laser pulse intensity is strong, in that all orders of the
charge-field interaction must be included in calculations,
the photon decay into a pair corresponds to the non-
linear Breit-Wheeler process. A quarter of a century
after electron-seeded pair-creation was first calculated
theoretically in constant magnetic [5] and crossed [6]
backgrounds, the combination of nonlinear Compton
scattering followed by the nonlinear Breit-Wheeler
process was measured in the landmark E144 experiment
performed at the Stanford Linear Accelerator Center
(SLAC) [7, 8]. The importance of this experiment to the
laser strong-field QED community can be understood
in light of continued interpretation and analysis of
the E144 results in the literature [9–11]. In addition
to also having astrophysical importance, a measure-
ment of electron-seeded pair-creation in a terrestrial
laser-particle collision would allow the study of non-
perturbative quantum field theory. As the intensity of
the laser pulse increases, for a fixed frequency and seed
particle energy, the process moves from the perturbative,
to the multi-photon and finally to a tunneling regime
[9], in which dependency on the charge-field coupling
takes a non-perturbative form.
To aid experimental design and analysis, there is
an interest in including electron-seeded pair-creation
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in traditional plasma Particle-In-Cell (PIC) code, us-
ing Monte Carlo techniques. Lowest order processes
such as nonlinear Compton scattering [12, 13] and
photon-seeded pair-creation [14–16] are included in
various simulation codes [17–19] and their combination
in laser-driven electromagnetic pair-creation cascades
is a topic of study [20–28]. Interest has also grown in
including higher-order processes such as photon-photon
scattering [29] in simulation, in which low-energy [30–33]
and high-energy [34] (with respect to the electron
rest mass) solvers are being implemented. However, a
general framework for including second and higher-order
processes is still under development. A key assumption
of including quantum effects in classical PIC codes is
the locally-constant-field approximation (LCFA). This
assumes the formation region of the process is much
smaller than the field inhomogeneity scale (typically, the
wavelength), such that a good approximation is acquired
by assuming the background to be “locally constant”
[35, 36] by using rates for a constant crossed field (CCF).
However, a crucial issue to be addressed when going
beyond single-vertex processes is the nature of interfer-
ence between those channels where intermediate states
remain on-shell and those where they remain virtual,
as occurs in electron-seeded pair-creation [5, 6, 37] and
double nonlinear Compton scattering [38–41]. (Reviews
of laser-based strong-field QED can be found in [42–46].)
Past understanding of the trident process in a CCF
has been based on considering just the sum of probabili-
ties of each of the exchange terms, whilst neglecting the
“exchange interference” between these diagrams. Unless
the seed electron’s quantum nonlinearity parameter
was very high, the “step-interference” occurring in
calculating the probability of a single diagram between
the purely one-step and two-step processes, had the
consequence that the one-step process was suppressed
[37]. However, recent calculations of the full process in
a plane wave pulse indicate that this step-interference,
can, in some parameter regime, be negligible [47]. The
2need for clarification of this point in a CCF background
motivates the present study. Until now, the reason given
for explicitly neglecting this exchange interference is
the appearance of a rapidly-oscillating phase occurring
at the level of the probability, which is absent in the
probability of just a single diagram [37, 48]. (We
mention a recent analysis of the total trident process in
a plane-wave background that appeared during prepa-
ration of this work, which discusses the locally constant
field limit [49].) In the current paper, we calculate the
effect on the total and differential rate of the one-step
process due to this exchange interference in order to
make a final conclusion about the occurrence of the
one-step process in a CCF. This is part of a much more
general question, of how to correctly include off-shell
processes in numerical codes simulating high-intensity
laser-plasma interactions. Indeed, it has already been
assumed by some simulation models [50], that one can
include off-shell pair-creation channels whilst simulta-
neously assuming the background is locally constant.
The applicability of this approximation to higher-vertex
processes is therefore of fundamental importance to
the further development of simulation capabilities.
(The interference effects also prevent one using the
Weizsa¨cker-Williams [51, 52] approximation to include
the off-shell contribution.)
The paper is organised as follows. In Sec. I the ob-
jects to be calculated, terminology and notation are de-
fined. Sec. II gives an overview of the derivation, high-
lighting parts specific to the exchange-interference terms.
Sec. III gives the expressions for the total probability of
exchange-interference that are to be numerically evalu-
ated. In Sec. IV, the differential rates are presented and
some notes are made on the numerical integration strat-
egy used. In Sec. V, the total one-step probability is
presented and low-χ behaviour highlighted. In Sec. VI,
the implication of the results and the weak-field limit are
discussed and in Sec. VII, the paper is concluded. Ap-
pendix A contains a more detailed derivation of the ex-
change interference contribution and Appendix B gives
some specific formulas for expressions used in the main
text.
I. INTRODUCTION AND DEFINITIONS
The trident process can apply to both positron and
electron seeds of pair-creation. Since the total rates in a
CCF are identical for a positron, in this paper we just
consider electron-seeded pair-creation in a laser back-
ground:
e− → e− + e−e+,
which is the leading-order pair-creation process in
dressed vertices. By “dressed vertex” we refer to vertices
attached to fermionic states in a classical electromagnetic
(EM) plane-wave background, described by well-known
“Volkov states” [53]. We use electron Volkov states:
ψr,p(x) =
[
1 +
/κ/a
2κ · p
] ur(p)√
2p0V
e
iSp(x) (1)
and positron Volkov states:
ψ+r,p(x) =
[
1− /κ/a
2κ · p
] vr(p)√
2p0V
e
iS−p(x) (2)
in a plane wave of scaled vector potential aµ(ϕ) = eAµ(ϕ)
(e denotes the electron charge) with phase ϕ = κ · x
(κ · κ = κ · a = 0), where the semiclassical action S(p)
of an electron is given by:
S(p) = −p · x−
∫ ϕ
−∞
dφ
[
p · a(φ)
κ · p −
a2(φ)
2κ · p
]
, (3)
and the Feynman slash notation /κ = γµκµ has
been employed where γµ are the gamma matri-
ces and ur (vr) are free-electron (positron) spinors
satisfying
∑2
r=1 urρ(p)urσ(p) = (/p + m)ρσ/2m,∑2
r=1 vrρ(p)vrσ(p) = (/p − m)ρσ/2m, u = u†γ0.
Further symbols are defined in Tab. I
Since there are two identical outgoing particles,
electron-seeded pair-creation comprises two decay chan-
nels at the amplitude level, as shown in Fig. 1, with a
relative minus sign due to exchange symmetry. We write
the scattering amplitude Sfi as:
Sfi =
−→
Sfi −←−Sfi, (4)
where:
−→
Sfi = α
∫
d4x d4y ψ2(x)γ
µψ1(x)Dµν(x− y)ψ3(y)γνψ+4 (y),
(5)
(we suppress the spin labels in the definitions Eqs. (1)
and (2) and hereafter use the notation ψj to signify a
fermion with momentum pj) and the photon propagator
is:
Dµν(x− y) =
∫
d4k
(2π)4
D˜µν(k) e
ik·(x−y), (6)
where we choose
D˜µν(k) =
4π
k2 + iε
[
gµν − (1− λ)k
µkν
k2
]
, (7)
for gauge-fixing parameter λ, and take gµν =
diag(1,−1,−1,−1)µν to be the metric.
Although all quantities can be written in a covariant
way, we choose the standard “lab frame” depicted in
Fig. 2 of aligning Cartesian axes with the background
electric field, magnetic field and wavevector respectively.
3(a) The
“direct”
diagram
represented
by
−→
Sfi
(b) The
“exchange”
diagram
represented
by
←−
Sfi
FIG. 1: The two electron-seeded pair-creation reaction
channels.
x
1, a, ε
x
2, ε˜
x
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FIG. 2: Alignment of the lab axes with the background.
To form the probability, the scattering amplitude must
be mod-squared:
|Sfi|2 = |−→Sfi|2 + |←−Sfi|2 −−→Sfi←−Sfi† −←−Sfi−→Sfi†. (8)
The final two terms on the right-hand side of Eq. (8)
comprise what we refer to as the exchange interfer-
ence, i.e. interference at the probability level between
the direct diagram described by
−→
Sfi and the exchange
diagram
←−
Sfi. The exchange interference has hitherto
not been calculated directly in a CCF (but see the recent
locally constant field limit in [49]).
As the background can contribute energy and momen-
tum to each vertex, processes with one dressed vertex
are permitted, unlike in standard perturbative QED. We
refer to the chain of processes:
e− → e− + γ∗; γ∗ → e−e+,
where γ∗ refers to a real, on-shell photon, as the two-
step process, which is distinguished from the one-
step process, in which the intermediate photon remains
virtual. By cutting the photon propagator with the
Sokhotsky-Plemelj formula [54]:∫ ∞
−∞
dk2
F (k2)
k2 ± iε = ∓iπF (0) + P̂
∫ ∞
−∞
dk2
F (k2)
k2
, (9)
where P̂ refers to taking the principal value of the corre-
sponding integral, we are able to write [37]:
|−→Sfi|2 = −→S (1) +−→S (2) +−→S (1)s , (10)
where
−→
S
(j) scales as Lj for background field spatiotem-
poral extent L, and
−→
S
(1)
s is the interference between
one-step and two-step channels, which we refer to
as total step interference. It is unlikely that this
decomposition can be performed for a general pulsed
plane-wave background, but for a CCF, it appears to
TABLE I: Definitions of commonly-used symbols
p1 seed electron momentum
p2, p3 outgoing electron momenta
p4 positron momentum
κ background momentum
k photon momentum
a = eA scaled vector potential
ε primary background polarisation vector
ε˜ secondary background polarisation vector
ϕx = κ · x external-field phase at x
x position of first vertex (NLC)
y position of second vertex (pair-creation)
ξ defined for a constant-crossed-field
by electric field amplitude mξκ0/
√
α
ξ˜ intensity parameter in a plane wave
be unambiguous. The separation in Eq. (9) is also
independent of gauge choice. At the level of the fermion
trace, we found the dependence on the gauge-fixing
terms in Eq. (7) completely disappeared. Therefore, the
decomposition in Eq. (10) is also gauge-invariant.
Comparing Eq. (8) and Eq. (10), we see that contri-
butions to the total probability can be split into i) no in-
terference; ii) exchange-interference; iii) step-interference
and iv) step-and-exchange-interference. To the best of
our knowledge, only the step-interference terms have
been evaluated directly in a CCF (but the constant field
limit of the plane-wave calculation has recently been
taken in [49]). First by Baier, Katkov and Strakhovenko
[5] and Ritus [6] by cutting the two-loop diagram in Fig.
3a, as well as more recently in a direct calculation [37].
However, a second, two-loop diagram must also be cut
in order that the exchange and step-exchange interfer-
ence terms are included, shown in Fig. 3b, which has not
yet been calculated. (It should be mentioned, Fig. 3a
also contains a one-loop correction to one-photon non-
linear Compton scattering (NLC) and Fig. 3b contains
two-photon NLC.)
(a) The cut giving
the sum of
probabilities of each
creation channel
(b) The cut giving
the exchange
interference
FIG. 3: Contributions of two-loop electron self-energy
diagrams related to the trident process through the
optical theorem.
The goal of the current paper is to investigate how the
total probability for electron-seeded pair-creation P is re-
lated to the purely one-step probability P(1) and a purely
two-step probability P(2) by evaluating the interference
4contribution X:
P = P(1) + P(2) + X. (11)
Two covariant and gauge-invariant parameters will be
particularly important in quantifying the total probabil-
ity. First, the classical nonlinearity parameter ξ, which
for a plane wave vector potential Aµ with pulse envelope
g(ϕ), can be written eAµ = mξεµg(ϕ), for ε · ε = −1,
and is sometimes [55] referred to as “a0” or the “in-
tensity parameter”. The parameter ξ can be defined
through the electric field strength E = (mξκ0/
√
α)g′(ϕ)
for |g′(ϕ)| ≤ 1. (Some definitions use the root-mean-
square integrated value instead of the peak value as given
here.) Second, the quantum nonlinearity parameter for
the seed electron χ1, where, for a particle with momen-
tum pj , χj = ξ (pj · κ)/m2 [42].
II. EXCHANGE INTERFERENCE
DERIVATION OUTLINE
The derivation is based on the Nikishov-Ritus method
of performing phase integrals at the level of the ampli-
tude. A more detailed version can be found in Appendix
A.
A. Mod-square of scattering amplitude
We begin by calculating
−→
Sfi from Eq. (5) (the calcu-
lation of
←−
Sfi follows analogously), and reproduce some of
the main steps of [37]. First, one notices:
ψ2(x)γ
µψ1(x) = e
i(p2−p1)·x
−→
f µx(ϕx)
ψ3(x)γ
νψ+4 (y) = e
i(p3+p4)·y
−→
f µy (ϕy) (12)
where
−→
f µx,
−→
f νy are some spinor-valued functions that de-
pend only on the external-field phase at x and y. Fourier
transforming:∫
dr
2π
−→
Γ µ(r)e−irϕx =
−→
f µx(ϕx)∫
ds
2π
−→
∆µ(s)e−isϕy =
−→
f µy (ϕy), (13)
and inserting into Eq. (5), one arrives at:
−→
Sfi =
(2π)3α
δ~p · κ
∫
dr ds
r + ~r∗ + iε
δ(4)(∆P )
−→
Γ µ(r)
−→
∆µ(s),
(14)
where ~r∗ = δ~p
2/2κ · δ~p is related to the momentum con-
tributed by the field at the first vertex, ~r∗ κ if the photon
is produced on-shell (i.e. for NLC), ∆P = ∆p+(r+ s)κ
is the total change in momentum, ∆p = p1−(p2+p3+p4)
and δ~p = p1 − p2 is the change in momentum at the first
vertex. We refer to
−→
Γ and
−→
∆ as “vertex functions” for
the NLC and pair-creation vertices respectively. When
this matrix element is squared, one has to deal with:
δ(4)(∆p+ (r + s)κ)δ(4)(∆p+ (r′ + s′)κ),
which can be written as:
δ(4)(∆p+(r+s)κ)
δ(4)((r + s− r′ − s′)κ)
δ(r + s− r′ − s′) δ(r+s−r
′−s′),
and simplified to (more details can be found in Appendix
A):
V
(2π)3
p01
p−1
δ(4)(∆p+ (r + s)κ)δ(r + s− r′ − s′),
for spatial three-volume V . By evaluating the s and s′
integrals, one finds:
tr |−→Sfi|2 = (2π)
3α2
(δ~p · κ)2
p01
p−1
δ⊥,−(∆p)
(κ0)2
⇒
I
⇒
I = tr
∣∣∣∣∣
∫
dt
−→
Γ µ(t− ~r∗)−→∆µ(~s∗ − t)
t+ iε
∣∣∣∣∣
2
(15)
where ~s∗ = (p
2
out −m2)/2(p1 · κ) + ~r∗, pout = p2 + p3 +
p4 and the substitution t = r + ~r∗ has been made. By
analogy, we see:
tr |←−Sfi|2 = (2π)
3α2
(δ ~p · κ)2
p01
p−1
δ⊥,−(∆p)
(κ0)2
⇔
I
⇔
I = tr
∣∣∣∣∣
∫
dt
←−
Γ µ(t− ~r∗)←−∆µ( ~s∗ − t)
t+ iε
∣∣∣∣∣
2
,
(16)
tr
−→
Sfi
←−
Sfi
† =
(2π)3α2
δ~p · κ δ ~p · κ
p01
p−1
δ⊥,−(∆p)
(κ0)2
⇄
I
⇄
I = tr
∫
dt dt′
{−→
Γ µ(t− ~r∗)−→∆µ(~s∗ − t)
t+ iε
×
←−
∆†ν( ~s∗ − t′)
←−
Γ † ν(t′ − ~r∗)
t′ − iε
}
,
(17)
tr
−→
Sfi
←−
Sfi
† =
(2π)3α2
δ~p · κ δ ~p · κ
p01
p−1
δ⊥,−(∆p)
(κ0)2
⇆
I . (18)
where
⇆
I=
(
⇄
I
)†
.
5B. Previously proposed justification for neglecting
exchange interference in a CCF
Specifying the plane-wave background to a CCF by
choosing:
aµ(ϕ) = mξ εµϕ,
where ε · κ = 0 and ε · ε = −1, we see that the non-
linear phase of the Volkov wavefunctions takes the form
of a cubic polynomial in ϕx,y. Bearing in mind that the
pre-exponents in
−→
f µx,y(ϕx,y) are quadratic polynomials
in a(ϕx,y) and hence in ϕx,y, we note that each vertex
function can be written as a sum of integrals of the form:
Cn(c1, c2, c3) =
∫ ∞
−∞
dϕ ϕn ei(c1ϕ+c2ϕ
2+c3ϕ
3), (19)
for n ∈ {0, 1, 2}. Here we recall results from [37]:
C0(c1, c2, c3) = C Ai(z) (20)
C1(c1, c2, c3) = −C
[
c2
3c3
Ai(z) +
i
(3c3)1/3
Ai′(z)
]
(21)
C2(c1, c2, c3) = C
{[(
c2
3c3
)2
− z
(3c3)2/3
]
Ai(z)
+
2ic2
(3c3)4/3
Ai′(z)
}
, (22)
C =
2π
(3c3)1/3
e
iη; η = −c1c2
3c3
+
2c32
27c23
;
z =
c1 − c22/3c3
(3c3)1/3
. (23)
Therefore:
−→
Γ (t− ~r∗) ∝ exp
[
−it ~c2
3~c3
+ 2i~c3
(
~c2
3~c3
)3]
(an analogous form appears for
−→
∆(t− ~s∗)). Therefore in
the non-exchange probabilities, which derive from Eqs.
(15) and (16), we have a simplification of the exponent:
−→
Γ †(t′ − ~r∗)−→Γ (t− ~r∗) ∝ exp
[
−i(t− t′) ~c2
3~c3
]
. (24)
However, in the exchange probabilities, since the coeffi-
cients ~c2, and ~c3 are functions of how the momenta enter
each vertex and are therefore different for the exchange
diagram, the complicated phase term from η remains:
←−
Γ †(t′ − ~r∗)−→Γ (t− ~r∗) ∝ exp
[
−it ~c2
3~c3
+ it′
~c2
3 ~c3
+i~r∗
~c2
3~c3
− i ~r∗ ~c2
3 ~c3
+2i~c3
(
~c2
3~c3
)3
− 2i ~c3
(
~c2
3 ~c3
)3]
,
(25)
and analogously for
−→
∆(~s∗ − t)←−∆( ~s∗ − t′). In this specific
case we have:
~c2 =
1
2
(
p2 · a
p2 · κ −
p1 · a
p1 · κ
)
~c3 =
a · a
6
(
1
p1 · κ −
1
p2 · κ
)
, (26)
and ~c2, ~c3 are obtained from Eq. (26) with the replace-
ment p2 ⇆ p3. How a process scales with field extent in
a CCF can be extracted with the Nikishov-Ritus method
by calculating how many outgoing momentum integra-
tions parallel to the (electric) field the integrand is inde-
pendent of. Since the complicated phase in the exchange
interference terms depends nonlinearly on these outgo-
ing momentum integrations parallel to the field, it was
argued in [37], that the contribution is subleading and
can be neglected. In [6] it was argued that “at high en-
ergies the main contribution is made by . . . Fig. 3a since
the exchange effects described by the diagram Fig. 3b
are very small”. We will show that exchange effects are
present at the one-step level and can be just as large as
the one-step terms originating from cutting Fig. 3a, al-
beit for low values of χ . 0.5, which however, are the
most accessible in future experiments (the SLAC E144
experiment reached χ . 0.3 [7]).
C. Justification for including exchange interference
in a CCF
Let us define the total probability P as:
P =
1
4
4∏
j=2
[
V
∫
d3pj
(2π)3
] ∑
spins
tr
∣∣Sfi∣∣2, (27)
where the prefactor of 1/4 comprises 1/2 from averaging
over initial electron spins and 1/2 to take into account
identical final particles.
At the amplitude level, the integration over the phase
at each vertex Eq. (19) has stationary points at:
ϕ∗± = ϕ
∗
[
1± i (3c3)
2/3z1/2
c2
]
; ϕ∗ = − c2
3c3
(z is given in Eq. (23)). Since the contribution from
the Airy functions is strongly peaked around z = 0, one
argues that the two stationary points effectively merge to
a single stationary point on the real axis at ϕ = ϕ∗. This
is the part of the external-field phase where the process
at that vertex is assumed to take place. To illustrate this
point, let us consider Eq. (15) and its exponent of the
form Eq. (24). Then:
⇒
I = tr
∣∣∣∣∣
∫
dt eit~ϕ
∗
−
−→
F (t)
t+ iε
∣∣∣∣∣
2
= tr
∫
dt dt′ ei(t−t
′)~ϕ∗
−
−→
F (t)
t+ iε
−→
F †(t′)
t′ − iε (28)
6where ~ϕ∗± = ~ϕ
∗
x ± ~ϕ∗y and
−→
F (t) has been defined using
Eq. (15) to simplify discussion of the integration. There
is a linear one-to-one map from the stationary phase of a
vertex and the component of one (either can be chosen) of
the emitted particle’s momentum at that vertex, parallel
to the background vector potential. For example, here:
~ϕ∗x =
p1 · ε p2 · κ − p2 · ε p1 · κ
mξ(p1 · κ − p2 · κ)
~ϕ∗y =
p3 · ε p2 · κ − p2 · ε p3 · κ − p3 · ε p1 · κ + p1 · ε p3 · κ
mξ(p1 · κ − p2 · κ) .
(29)
As the pre-exponent is independent of p2 · ε and p3 · ε,
one can write:∫
d(p2 · ε) d(p3 · ε)→ 1~J
∫
d~ϕ∗+ d~ϕ
∗
−
where:
1
~J
=
∂(p2 · ε, p3 · ε)
∂(~ϕ∗+, ~ϕ
∗
−)
= (mξ)2
δ~p · κ
2p1 · κ .
Using the decomposition in Eq. (9), one arrives at:∫
d~ϕ∗+ d~ϕ
∗
−
⇒
I= I (2)⇒ + I (1)⇒ +X (1)⇒ ,
where:
I
(2)
⇒
= 4π2|−→F (0)|2
∫
d~ϕ∗+d~ϕ
∗
− θ(−~ϕ∗−)
I
(1)
⇒
= 2π
∫
dt
|−→F (t)−−→F (0)|2
t2
∫
d~ϕ∗+
X
(1)
⇒
= 2π
∫
dt
−→
F (0)
−→
F †(t)− |−→F (0)|2 + h.c.
t2
∫
d~ϕ∗+,
(30)
where h.c. refers to taking the Hermitian conjugate
and θ(·) is the Heaviside step function. These refer
to the two-step, one-step and step-interference terms
respectively. The contribution from |←−Sfi|2 is analogous.
Crucially for the two-step term, both parts of the
photon propagator (on-shell and off-shell) contribute to
the two-step term, providing the causality preserving
θ-function that ensures pair-creation from a photon
occurs after NLC production of that photon.
For the exchange-interference term, let us write Eq.
(17) as:
⇄
I = tr
∫
dt dt′eiη(→,←)
−→
F (t)
t+ iε
←−
F †(t′)
t′ − iε .
(31)
From Eq. (28), we notice that the difference of stationary
phases is a key quantity. For the exchange term however,
the differences of phase for each of the two diagrams be-
comes mixed and we note:
η(→,←) = t~ϕ∗− − t′ ~ϕ∗− + . . . , (32)
where the remaining terms in . . . originate from the
2c32/27c
2
3 terms and the ~r∗ terms in Eq. (23), and are
independent of the virtuality variables t and t′. A key
observation is that ~ϕ∗− is almost antisymmetric in the
exchange p2 ⇆ p3, apart from the denominator. In other
words, by writing:
~ϕ∗− = −ψ
mκ0
δ~p · κ ; ~ϕ
∗
− = ψ
mκ0
δ ~p · κ ,
we see that the factor ψ is common to both exchange
terms. Then one can make the substitution:
∫
d(p2 · ε) d(p3 · ε)→ (mξ)2 mκ
0
2p1 · κ
∫
d~ϕ∗+ dψ.
Using this substitution, from Eq. (25) we can see that
the form of the exponent will be:
η(→,←) =
[
−t mκ
0
δ~p · κ − t
′ mκ
0
δ ~p · κ + γ1
]
ψ + γ3ψ
3,
where γ1 and γ3 are coefficients independent of ~ϕ
∗
+. For
context, they are given by:
γ1 = − ξ
2
κ
0
2m3(χ1 − χ2)2(χ1 − χ3)2 [χ1(p3 − p2) · ε˜
+χ2(p1 − p3) · ε˜+ χ3(p2 − p1) · ε˜]2 (33)
γ3 = − ξ
6(κ0)3
6m3(χ1 − χ2)2(χ1 − χ3)2 . (34)
In other words, this substitution casts the complicated
nonlinear exponent in the exchange interference term,
η(→,←), in exactly the form of an Airy exponent, with
one integration direction dropping out and disappearing
from the integrand. So the exchange interference only
ostensibly depends on p2 · ε and p3 · ε independently, but
there is in fact a linear combination of these variables
on which the integration does not depend. Using the
decomposition in Eq. (9), one arrives at:
∫
d~ϕ∗+ d~ϕ
∗
−
⇄
I= ReX (1)⇄ + i ImX (1)⇄ ,
7where:
ReX
(1)
⇄
=
2π2
(3γ3)1/3
{∫
dt Gi
[
γ1 − mtκ0δ~p·κ
(3γ3)1/3
]
×
−→
F (t)
←−
F †(0)−−→F (0)←−F †(0)
t
+∫
dt Gi
[
γ1 − mtκ0δ ~p·κ
(3γ3)1/3
]
×
−→
F (0)
←−
F †(t)−−→F (0)←−F †(0)
t
+
1
π
∫
dt dt′
t t′
Ai
[
γ1 − mt′κ0δ ~p·κ − mtκ
0
δ~p·κ
(3γ3)1/3
]
×[−→
F (t)
←−
F †(t′)−−→F (t)←−F †(0)
−−→F (0)←−F †(t′) +−→F (0)←−F †(0)
]}∫
d~ϕ∗+
ImX
(1)
⇄
=
2π2
(3γ3)1/3
{
−
∫
dt Ai
[
γ1 − mtκ0δ~p·κ
(3γ3)1/3
]
×
−→
F (t)
←−
F †(0)−−→F (0)←−F †(0)
t
+∫
dt Ai
[
γ1 − mtκ0δ ~p·κ
(3γ3)1/3
]
×
−→
F (0)
←−
F †(t)−−→F (0)←−F †(0)
t
}∫
d~ϕ∗+.
(35)
The Scorer function Gi(·) (an inhomogeneous Airy func-
tion [56]), occurs when evaluating the integral:
I± =
∫ ∞
−∞
dψ θ(±ψ)ei(c1ψ+c3ψ3)
=
π
(3c3)1/3
[
Ai
(
c1
(3c3)1/3
)
± iGi
(
c1
(3c3)1/3
)]
,(36)
and also occurs in the calculation of the one-loop polar-
isation operator in a CCF [57]. Eq. (36) demonstrates
the difference between the exchange and non-exchange
interference, namely, the appearance of a cubic term in
the exponential, generating an extra Airy function that
reflects the exchange interference.
We see therefore, that the contribution from the ex-
change interference is divergent with the same factor
(
∫
d~ϕ∗+) as the one-step channel from previous studies
of the trident process in a CCF (correcting the sugges-
tion in Eq. (31) of [37] of “zero-step” behaviour). The
imaginary part of the integration is exactly cancelled by
the Hermitian conjugate of this exchange term, but we
have written it here for completeness. The same steps
that led to Eq. (30) yield also in this case a two-step
exchange-interference term:
I
(2)
⇄
= 4π2
−→
F (0)
←−
F †(0)
∫
d~ϕ∗+dψ e
i(γ1ψ+γ3ψ
3)θ(ψ)θ(−ψ),
(37)
which, however, has zero support and so does not con-
tribute to the probability. The reason for this is somehow
intuitive. In Fig. 1a, the vertex with p3 (pair-creation)
must occur after the vertex with p2 (nonlinear Compton
scattering), but for Fig. 1b this is reversed. The contri-
bution from having both at the same time is identically
zero.
III. INTERFERENCE CONTRIBUTION TO
TOTAL PROBABILITY
A. Total exchange interference contribution
The explicit expressions for the exchange interference
contribution to the total probability are lengthy and
more specific formulas are relegated to Appendix B.
Here we give the general form.
Let us write the probability from Eq. (27) in terms of
the interference decomposition:
P =
⇒
P +
⇔
P +
⇄
P +
⇆
P= 2
(
⇒
P +
⇄
P
)
. (38)
However, at the same time, we can use the splitting of
the total probability into different steps (Eq. (11)) to
write:
P = P(1) + P(2) + X. (39)
To aid discussion, and to make a comparison with the
literature, it will be useful to separate terms in the inter-
ference:
X = Xs + Xe + Xse, (40)
which refer to the step-interference, exchange-
interference and step-and-exchange-interference terms
respectively. Then the “one-step” results in [5, 6, 37]
refer to P(1)+Xs and the new results from this work lead
to the total exchange-interference Xe + Xse. Therefore
we have:
2
⇒
P= P(1) + P(2) + Xs; 2
⇄
P= Xe + Xse
Let us define f(t, t′) =
−→
F (t)
←−
F †(t′). Then from each of
the four phase integrals (over ~ϕx, ~ϕy, ~ϕx, ~ϕy), we have an
Airy function, so we note that the form of f(t, t′) is:
f(t, t′) =
8∑
j=1
⇄
cj Fj(t, t
′)
Fj(t, t
′) = A1,j [z1(t)]A2,j [z2(t)]A3,j [z3(t
′)]A4,j [z4(t
′)],
(41)
8where
⇄
cj are functions of the particle momenta and Al,j
is either Ai or Ai′ (the specific combinations are given
in Eq. (B1)). Before defining the functions zj, it turns
out that, for the purposes of evaluating the integral, it
is useful to rescale the virtuality variables t and t′ in
the following way (so that we may compare to previous
results in [37]):
t→ ξv
2χ1
; t′ → ξv
′
2χ1
. (42)
This ensures the integrand depends on ξ and κ0 only
as the product of ξκ0 so that the constant-field limit of
κ
0 → 0 is well-defined. Then, in the lab system (one
can write expressions in a covariant way, as shown in Eq.
(B2)), we have, defining pjy = −pj · ε˜ for j ∈ {1, 2, 3, 4}
and recalling
−→
k = p1 − p2, χ4 = χ1 − χ2 − χ3:
z1(v) =
−→yγ
22/3
[
1 +
(
p2yχ1 − p1yχ2−→χk
)2]
+
2v
χ1
√−→yγ/22/3
z2(v) =
−→ye
22/3
1 +(p3y−→χk −−→kyχ3−→χk
)2− 2v
χ1
√−→ye/22/3
(43)
−→yγ =
( −→χk
χ1χ2
)2/3
; −→ye =
( −→χk
χ3χ4
)2/3
. (44)
(The arguments z3(v) and z4(v) are acquired from
z1 and z2 respectively by making the substitution
p2 ⇆ p3.) The arguments zj of the Airy functions are
identical to in the non-exchange terms, but with the
first two Airy function arguments here being identical
to the two different arguments in P(1)(→,→) (iden-
tical in form to [37]) and the second two being from
P
(1)(←,←). Eq. (43) has been written using −→yγ and−→ye as they are exactly the Airy-function arguments
for NLC and pair-creation from the
−→
Sfi term. We
note two points: i) the two-step limit is immediately
apparent - if z3 and z4 were replaced with z1 and z2
respectively, and v = 0 were set, then the integration in
p2y and p3y can be easily performed and the resulting
Airy functions would have arguments exactly equal to
that for NLC and pair-creation. ii) it can be shown
that v = (k2/m2)(χ1/
−→χk), which means that z1(v) is
exactly the form of NLC emitting an off-shell photon [58].
The exchange interference terms can then be written:
Xse =
α2
28/3m2χ21
∫
dχ2 dχ3 d(p2 · ε˜) d(p3 · ε˜)
χ2χ3χ4(χ1 − χ2)1/3(χ1 − χ3)1/3
dv
v{
Gi [w0 + ~w(v)]
[
F¯j (v, 0)− F¯j(0, 0)
]
+Gi [w0 + ~w(v)]
[
F¯j (0, v)− F¯j (0, 0)
]}
ξ
∫
d~ϕ∗+
Xe =
α2
28/3m2χ21
1
π
∫
dχ2 dχ3 d(p2 · ε˜) d(p3 · ε˜) dv dv′
χ2χ3χ4(χ1 − χ2)1/3(χ1 − χ3)1/3vv′
+Ai [w0 + ~w(v) + ~w(v
′)]
[
F¯j (v, v
′)− F¯j(v, 0)
−F¯j(0, v′) + F¯j(0, 0)
]}
ξ
∫
d~ϕ∗+, (45)
where:
w0 =
{[χ1(p3 − p2) + χ2(p1 − p2) + χ3(p2 − p1)] · ε˜}2
22/3 [(χ1 − χ2)(χ1 − χ3)]4/3
~w(v) =
1
22/3χ1
(χ1 − χ3)2/3
(χ1 − χ2)1/3
v;
~w(v) =
1
22/3χ1
(χ1 − χ2)2/3
(χ1 − χ3)1/3
v
and for brevity of notation we defined:
F¯ (v, v′) = f
(
ξ v
2χ1
,
ξ v′
2χ1
)
.
We note the positive coefficient of the integrals. This
derives from the integration at the probability level of the
nonlinear phases particular to the exchange-interference
term. Although the coefficient from this integration is
negative (specifically the minus sign from Eq. (34) that
occurs premultiplying the integrals in e.g. Eq. (35)),
the exchange probability acquires another negative sign
from the definition of exchange interference (e.g. in Eq.
(8)). We also note the proportionality to ξ
∫
d~ϕ∗+. This
term is divergent because the integration is unbounded.
However, this allows one to define a rate for the expres-
sion by dividing through by this factor, which is used in
calculations in the LCFA.
9B. Non-exchange one-step and step-interference
contribution
For purposes of comparison, we write the other parts
of the one-step probability [59],
Xs =
α2
πm2χ1
∫
dχ2 dχ3 d(p2 · ε˜) d(p3 · ε˜)
χ2χ3χ4(χ1 − χ2)2
dv
v2[
G¯j (v, 0) + G¯j (0, v)− 2G¯j(0, 0)
]
ξ
∫
d~ϕ∗+
P
(1) =
α2
πm2χ1
∫
dχ2 dχ3 d(p2 · ε˜) d(p3 · ε˜)
χ2χ3χ4(χ1 − χ2)2
dv
v2[
G¯j (v, v) − G¯j (v, 0)
−G¯j (0, v) + G¯j(0, 0)
]
ξ
∫
d~ϕ∗+, (46)
where we have defined:
G(t, t′) =
8∑
j=1
⇒
cjGj(t, t
′)
Gj(t, t
′) = A1,j [z1(t)]A2,j [z2(t)]A3,j [z1(t
′)]A4,j [z2(t
′)],
(47)
and G¯(v, v′) = G(ξv/2χ1, ξv
′/2χ1).
IV. NUMERICAL EVALUATION AND
DIFFERENTIAL RATES
The numerical evaluation of the exchange probability
Eq. (45) involves at least one integral in a virtuality vari-
able (v or v′), an integration over the remaining trans-
verse outgoing momenta (p2 · ε˜, p3 · ε˜) and an integra-
tion over minus-component momenta in (χ2, χ3) for the
scattered and created electrons. Different strategies were
used in each of these three types of integrals, which are
summarised here.
A. Transverse momenta integrals
Since the transverse momenta are unbounded, we make
the conformal transformation p2,3 · ε˜/m → tanu2,3 so
that:∫ ∞
−∞
d
(
p2 · ε˜
m
)
d
(
p3 · ε˜
m
)
→
∫ π/2
−π/2
du2 du3 sec
2u2 sec
2u3.
This works well because the parts of the Airy arguments
containing p2,3 · ε˜ are always positive, which makes
the integration smooth. When all other variables are
integrated out, the integrand also does not change sign.
For low values of seed-particle χ-parameter, χ1 . 1 the
integrand is centred at the origin and symmetric along
p2 · ε˜ = ±p3 · ε˜. As χ1 is increased, the shape changes
slightly, but the extrema remain within |u2,3| . 1.
In Fig. 4, we have plotted the differential rate of the
one-step contribution in the emitted electrons’ remaining
transverse momentum components. These are significant
for two reasons: i) even when the total probability is neg-
ative, there are regions of phase space for the one-step
process that are positive, as shown for χ1 = 10 in Fig.
4; ii) in these positive regions of phase space, the one-
step process integrals can be significantly larger than the
two-step process, again shown in χ1 = 10 in Fig. 4. The
possible implications of using the transverse momentum
distribution for measuring the one-step process in exper-
iment were investigated and commented on in [37].
B. χ integrals
The condition p−4 ≥ 0 for the p4 integral to be over an
electron with non-negative energy implies χ1−χ2−χ3 ≥
0, which defines a right-angled isoceles triangular re-
gion in the (χ2, χ3) plane. By defining a = χ2/χ1
and b(1 − a) = χ3/χ1 for a, b ∈ [0, 1] (this ensures
χ3 ≤ χ1 − χ2), the integration region is easier to dis-
∂R(2)/∂p2y∂p3y : ∂(R
(1) + X)/∂p2y∂p3y:
FIG. 4: A plot of the transverse differential rate of the
two-step process ∂R(2)/∂p2y∂p3y (left-hand column)
versus the transverse differential rate of the one-step
terms ∂(R(1) + X)/∂p2y∂p3y (right-hand column) for
χ1 = 1 (top row) and χ1 = 10 (bottom row).
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cretise. For v, v′ = 0, all Airy arguments are positive, so
the integrand in (a, b) is smooth. If v, v′ 6= 0, then for
every Airy argument with a negative coefficient multiply-
ing v or v′, there is a symmetrically opposite one with a
positive coefficient multiplying v or v′. This essentially
prevents any nonlinear oscillations arising in the (a, b)
integration plane when v and v′ are held constant.
When χ1 ≪ 1, the integration region for all terms R(1),
Xs, Xse, Xe, becomes peaked around χ2 = χ3 = χ4 =
χ1/3. As χ1 is increased, positive regions appear around
χ2 → χ1 and χ3 → χ1 in all terms. In Fig. (5) and (6),
we plot the triangular region given by the Mandelstam-
like variables:
s = 2
(
1− χ2
χ1
)
; t = 2
(
1− χ3
χ1
)
;
u = −2
(
1− χ2 + χ3
χ1
)
,
for χ2, χ3 ∈ [0, χ1], choosing the physical region u < 0,
and note that s + t + u = 2. In the triangular plots,
the horizontal axis, diagonal axis with positive gradient
and diagonal axis with negative gradient correspond to
∂R(1)/∂χ2χ3:
∂Xs/∂χ2χ3:
FIG. 5: Plots of differential rates of non-exchange parts
of the “one-step” contribution to the trident process in
a CCF for χ1 = 1, 10 (left-to-right).
the contours u = 0, s = 2 and t = 2 respectively. The
symmetry around the line χ2 = χ3 is evident from the
plots.
∂Xse/∂χ2χ3:
∂Xe/∂χ2χ3:
FIG. 6: Plots of differential rates of exchange
contributions to the “one-step” contribution to the
trident process in a CCF for χ1 = 1 (left) and χ1 = 10
(right).
C. Virtuality integrals
We recall the asymptotic behaviour of the Airy func-
tions [56] as x→∞:
Ai(x) ∼ 1
2
√
πx1/4
e
− 2
3
x3/2 ; Ai′(x) ∼ − x
1/4
2
√
π
e
− 2
3
x3/2 ;
Ai(−x) ∼ 1√
πx1/4
cos
[
2
3
x3/2 − π
4
]
Ai′(−x) ∼ x
1/4
√
π
sin
[
2
3
x3/2 − π
4
]
.
The non-exchange probability is an integration over sums
of products of four homogeneous Airy functions, which
are highly oscillating and decay only slowly for negative
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FIG. 7: ∂
⇄
Xse (v)/∂v (top row) and
∂2
⇄
Xe (v+, v−)/∂v+∂v− (second row) for χ1 = 0.1, 10
(from left-to-right).
argument. However, as can be seen from the arguments
of the Airy functions, given in Eq. (43), each negative
argument is balanced by a positive one, ensuring the inte-
grands are relatively well-behaved in the virtuality vari-
ables v and v′. One major difference in the exchange
probability integrands is the appearance of an extra Airy
function in v and v′. So when this Airy function mul-
tiplies the zero-virtuality Fj(0, 0) terms in Eq. (45), it
is not balanced by decay in v or v′ from another func-
tion (for example the amplitude of Gi(−x) ∼ x−1/4 for
large argument [60]). Therefore the integration over the
virtuality variables in the exchange interference oscillates
nonlinearly and decays only slowly.
The differential rate of ∂Xse(v)/dv is plotted in Fig. 7.
Although we see some nontrivial oscillation for negative
argument, at all values of χ1, the asymptotic 1/v
2 tails
are important in the convergence of the integral and a
larger range of virtuality v must be integrated over.
A particular feature of the integration over the two
virtuality variables in the Xe calculation is that the oscil-
lation due to exchange interference depends on the sum of
virtualities v+v′. Rotating the v, v′ integration plane to a
dependency on v± = v±v′, half of the integration plane is
characterised by a nonlinear oscillation, as demonstrated
in Fig. 7. The numerical integration for this term was
carried out adaptively - increasing the density points and
interval of integration, until the result converged.
V. TOTAL ONE-STEP PROBABILITY
In plotting the total one-step probability, it is instruc-
tive to study the individual contributions, as shown in
Fig. 8. As reported in [5] and [6] the total non-exchange
one-step probability becomes negative for small enough
χ1. (This is not a contradiction, since the two-step proba-
bility contains a divergent multiplicative factor and is al-
ways positive.) In [37] it was calculated that for χ1 . 20,
the “one-step” terms were negative. We find that the
contribution from exchange terms does not change this
conclusion. In the region where the one-step process
was negative, the exchange terms bring more negativ-
ity, whereas in the region where the one-step process
was positive, they contribute to more positivity (but are
much suppressed in this regime of high χ1). In gen-
eral, for small seed-particle χ-parameter, the exchange-
interference terms are as large as the non-exchange-
interference terms, whereas this interference then drops
off considerably as χ1 is increased above 0.1 (where NLC
becomes probable).
A. Low-field behaviour
In the limit of low field, the trident process in a plane
wave should be well-approximated by the one-step pro-
cess because the two-step process would be of a higher
perturbative order in the expansion parameter ξ. One
may pose the question whether this behaviour can be
seen in the CCF results. Suppose we write the divergent
multiplicative factors as:
ξ
∫
d~ϕ∗−θ(−~ϕ∗−) = EL−; ξ
∫
d~ϕ∗+ = EL+, (48)
where E = E/Ecr is a dimensionless field strength and
Ecr = m
2/
√
α is the so-called “Schwinger limit”, and
where L± are phase lengths normalised by the Compton
phase length:
L± =
Φ±
κ
0λ
; Φ− =
∫
d~ϕ∗−θ(−~ϕ∗−), Φ+ =
∫
d~ϕ∗+.
The L± factors are formally divergent, but only insofar
as the process can occur anywhere in the constant field.
The scaling of the various contributions to the rate can
then be written:
R = R(1) + Rs + Re + Rse + EL−R(2), (49)
and we define the rate per unit phase formation length
R = P/EL+. From [5] we know:
R
(1) + Rs ∼ −α
2
32
√
2χ1
3π
e
− 16
3χ1 , χ1 ≪ 1. (50)
In other words, the step-interference term Rs dominates
the one-step part of electron-seeded pair-creation R(1)
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FIG. 8: A plot of various contributions at the one-step
level. Lines with markers relate to an exchange
interference contribution. Dashed lines indicate the
quantity is negative (the logarithm of the absolute value
was taken here for purposes of comparison).
when exchange interference is neglected. From [6], we
know:
R
(2) ∼ 3α
2
64
e
− 16
3χ1 EL−, (51)
both of which agree with the χ1 → 0 limit of our numeri-
cal integration method. In the low-field limit E → 0, also
χ1 → 0. If we write χ1 = ξη1 where η1 = κ ·p1/m2, then
in the low-field limit we have:
R ∼ 3E
1
2α2
64
e
− 16
3Eη1
[
E 12L− − 2
3
√
2η1
3π
]
+ Re + Rse
(52)
The rate R must clearly be a non-negative quantity, and
so as E → 0, one might expect that the contribution from
the exchange interference, Re + Rse, compensates for the
negativity of the step-interference term Rs. However, our
results indicate that the low-field or “low-χ” expansion
of the CCF does not reproduce this na¨ıve behaviour.
This presumably indicates that it is problematic to
interpret L− (and hence
∫
d~ϕ∗−) as a finite quantity.
If one compares the exchange interference integrals Eq.
(45) with the integrals from mod-squaring a single dia-
gram Eq. (46), one notes the appearance of homogeneous
(Ai(·)) and inhomogeneous (Gi(·)) Airy functions of the
first-kind representing the exchange interference. We re-
call from Eq. (35) that the argument of these terms is:
w(v) =
γ1 + 2v/χ1
(3γ3)1/3
.
As χ1 → 0, the seed particle’s χ-factor is shared equally
among the three product particles. So if one extracts the
χ1-dependency by writing, χ2 = χ1a and χ3 = χ1b(1−a),
then a → 1/3, b → 1/2 as χ1 → 0 and the limit of
χ1 → 0 corresponds to large Airy argument. Using the
result [56]:
lim
x→0
1
x2/3
Ai
( α
x2/3
)
= δ(α),
we can write:
Xe
χ1→0∼ α
2
πm2χ1
∫
dχ2 dχ3 d(p2 · ε˜) d(p3 · ε˜) dv
χ2χ3χ4(χ1 − χ2)(χ1 − χ3) v
+
[
F¯j (v~c, v ~c)− F¯j(v~c, 0)
−F¯j(0, v ~c) + F¯j(0, 0)
]}
ξ
∫
d~ϕ∗+, (53)
which is almost identical in form to the calculation of
R
(1), apart that Eq. (53) is symmetric in the interchange
of p2 ⇆ p3. However, as χ1 → 0, as already remarked,
the integration region becomes centred around p2 = p3,
so that also in the integration for R(1), the integration
region becomes symmetric around p2 = p3. Therefore,
one expects Eq. (53) to be very similar in magnitude to
R
(1) as χ→ 0. In Fig. 9, this is indeed what we find.
A further test of our expression was to derive Xs by
rewriting Xse so that the arguments all come from the
same diagram. This was achieved by replacing the ex-
change term trace:
tr
−→
Γ µ(t− ~r∗)−→∆µ(~s∗ − t)
[←−
Γ ν(t− ~r∗)←−∆ν( ~s∗ − t)
]†
with the non-exchange term trace:
tr |−→Γ µ(t− ~r∗)−→∆µ(~s∗ − t)|2,
replacing the dp2xdp3x → d~ϕ∗+ d~ϕ∗− Jacobian for the non-
exchange version as well as another prefactor originat-
ing from the photon propagator. Otherwise, an identical
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FIG. 9: As χ1 → 0, the contribution from −Xe tends to
that from the one-step process R(1).
derivation was performed, and it was found that the in-
tegrand tended exactly to the one used in [37], which
compared favourably with the asymptotic limits in [5, 6].
The numerical integration of the integrand was then per-
formed and found to agree with those from [37].
VI. DISCUSSION
In a CCF, the divergent factor that differentiates
the one-step from the two-step process is ξϕ−, where
ϕ− = ϕy − ϕx is the difference in the external-field
phase at which the electron is initially scattered and
where the pair is produced. It is divergent, because
ϕ− =
∫
θ(−ϕ−)dϕ− is unbounded. The parameter ξ, is
also poorly defined. Two common definitions are using
the root-mean-square of the electric field (which is finite
if the instantaneous value is taken, but defining ξ then
requires invoking a vanishing constant-field frequency
κ
0), or through the vector potential eA = mξεg(ϕ), for
|g(ϕ)| ≤ 1, which not the case in a CCF since g(ϕ) = ϕ.
However, the combinations that appear: ξϕ− and ξϕ+,
are suggestive because they are independent of the limit
κ
0 → 0, were one to assign physical meaning to these
parameters. The one-step scales linearly and the two-
step process scales quadratically with a divergent phase
factor:
P
(1) + X ∝ ξϕ+; P(2) ∝ ξ2ϕ+ϕ−.
Therefore, even though the result of the integration
over final particle momenta may be negative and larger
for the one-step process than for the two-step process,
it is completely consistent with the total probability
being a positive quantity, since the two-step process
has an extra power of this (divergent) factor. Our
finding that even when one includes the interference
between direct and exchange channels missing in earlier
treatments [5, 6, 37], the probability for the one-step
process remains negative for χ . 20, has now been
firmly established. A conservative interpretation of
electron-seeded pair-creation in a CCF would be to com-
pletely neglect the one-step process, because formally, it
is infinitely less probable than the two-step process. To
be consistent, this would imply that even when χ & 20
and the probability of the one-step process is positive, it
should also be neglected, which in itself, not problematic.
FIG. 10: Leading-order weak-field Feynman diagrams
for the trident process in a monochromatic background
(photons with crosses originate from the background
field). Left: one of the one-step diagrams to lowest
order in ξ˜, P ∝ ξ˜2, Right: one of the two-step diagrams
(the vertical dotted line indicates the intermediate
photon is on-shell) to lowest order in ξ˜, P ∝ ξ˜4.
However, the motivation for calculating the trident
process in a CCF is the locally-constant-field approx-
imation (LCFA) employed in numerical codes that
simulate strong-field QED effects occurring in intense
laser-plasma experiments. In the LCFA, it is assumed
a good approximation to replace rates for nonlinear
Compton scattering and photon-stimulated pair-creation
in an arbitrary intense EM background with ξ ≫ 1,
with those in a CCF, and then to integrate these
constant-field processes over the arbitrary background.
The LCFA has been shown to be applicable at large
values of the ξ parameter for single-vertex processes [42]
although the spectrum of nonlinear Compton scattering
at small lightfront parameter κ · k/κ · p has been
recently shown to be misrepresented [36, 61]. To the
best of our knowledge, the applicability of the LCFA to
higher-vertex processes such as trident has not yet been
formalised. A natural question to ask for higher-vertex
processes is then: above what value of the intensity
parameter, can one safely use the LCFA?
In the context of the current work, it is manifestly
clear that the low-ξ behaviour of the trident process
cannot be reproduced by the standard LCFA prescrip-
tion of replacing instantaneous rates by those in a CCF.
(This is not a surprise, as the LCFA is not presumed
to be accurate for low-ξ phenomena, but is an issue we
highlight here.) The issue is that in the low-field limit
of the trident process, the one-step process must be
dominant as it is of a lower perturbative order in the
intensity parameter of a plane wave, ξ˜ (we choose to
distinguish the physical plane-wave parameter ξ˜ from
the CCF parameter ξ), than the two-step process, as
illustrated in Fig. 10. However, in a CCF, an expansion
in small ξ∆ϕ would violate the assumption used in
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the derivation that this is a large parameter, and an
expansion in small χ gives a negative value for the one-
step process, as shown by the numerical results in Fig. 8.
Even without calculating the trident process in an os-
cillating background, one can ascertain approximate lim-
its on when the one-step process will be dominant, by
simply considering the kinematics of the intermediate
photon. Suppose one regards the diagram given by
−→
Sfi in
a circularly-polarised monochromatic background. Then
in this case, the photon momentum is given by:
k = p3 + p4 +
[
m2ξ˜2
2
(
1
κ · p3 +
1
κ · p4
)
− sy
]
κ,
where sy is the integer number of photons absorbed from
the field at the pair-creation vertex, y (the ξ˜2-term con-
tributes to the effective mass squared m2∗ = m
2(1 + ξ˜2)
of an electron in an oscillating background [62]). After
some rearrangement, we find:
sy = − k
2
2κ · k +
ξ˜(1 + ξ˜2)−→ye3/2
2
+
ξ˜χ3χ4
2−→ye3/2
(
p⊥4
m
1
χ4
− p
⊥
3
m
1
χ3
)2
, (54)
where we recall −→ye > 0 is the argument of the Airy func-
tions for pair-creation in a CCF. As is clear from Fig.
10, in the one-step process, pair-creation can take place
even when sy < 1, whereas the two-step process requires
sy ≥ 1. Suppose we look at the region of phase space
where the pair is created on-axis and set −→ye = 1 (for an
integral over the positive argument of homogeneous Airy
functions such as Ai(x), most of the contribution comes
from the range 0 < x < 1). Then from Eq. (54), we
see that in order that sy ≥ 1 in the two-step process,
one requires at least ξ˜ ≥ 1. However, we also notice
that in the one-step process, where k2 > 0, the sy < 1
channels are accessible when ξ˜ < 1, as plotted in Fig.
11. This seems to suggest that when ξ˜ < 1, the one-step
process should dominate. This channel-closing behaviour
that occurs in the weak-field regime is obviously beyond
the LCFA, but of relevance to current parameter regimes
available in experiment. (Channel-closing behaviour has
been suggested as a mechanism to distinguish between
the one-step and two-step processes in experiment [9].)
In particular in the SLAC E144 experiment, where non-
linear Breit-Wheeler process was observed for the first
time, ξ˜ peaked at around ξ˜ ≈ 0.36 [7].
VII. CONCLUSION
We have performed the first calculation of the ex-
change interference contribution of the trident process in
a constant crossed field background, which had been ne-
glected in previous analyses [5, 6, 37], thereby obtaining
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FIG. 11: How the threshold for the number of photons
sy absorbed at the pair-creation vertex in a
circularly-polarised monochromatic background,
depends on the virtuality of the photon. The shaded
regions are inaccessible to the two-step channel of the
trident process, but accessible to the one-step channel.
the complete probability. The total probability has been
shown to be split into a “two-step” part, which involves
an integration over each subprocess of nonlinear Comp-
ton scattering and photon-stimulated pair-creation, and
a “one-step” part, which includes all contributions where
the intermediate photon is off-shell. This split was found
to be gauge-invariant and unambiguous. It was already
known that the rate for the one-step part was negative
when exchange interference is neglected, and we have
shown that when it is included, this conclusion remains
unchanged. Only when the quantum parameter of the
seed electron is around χ ≈ 20 or above, does the rate
for the one-step process become positive.
Numerical simulation of experimental set-ups often
rely upon the locally-constant-field approximation. This
is where the rates for quantum processes are assumed
to be well-approximated by defining an “instantaneous
rate” equal to the rate of the process in a constant-
crossed field. When this approximation is valid (believed
to be when the intensity parameter is much greater than
unity), our results suggest that the contribution to tri-
dent from the one-step process is negligible. However, it
is also clear that as the intensity parameter is reduced, at
some point the one-step process should dominate. When
exactly this occurs, is a subject for future work.
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Appendix A: Detailed derivation of exchange
probability integrals
We begin from the definition of the Volkov states:
ψr,p(x) =
[
1 +
/κ/a(x)
2κ · p
] ur(p)√
2p0V
e
iSp(x) (A1)
and positron Volkov states:
ψ+r,p(x) =
[
1− /κ/a(x)
2κ · p
] vr(p)√
2p0V
e
iS−p(x) (A2)
with phase ϕ = κ ·x (κ ·κ = κ ·a = 0), κ ·κ = 0, where
the semiclassical action S(p) of an electron is given by:
Sp = −p · x−
∫ ϕ
−∞
dφ
[
p · a(φ)
κ · p −
a2(φ)
2κ · p
]
, (A3)
which appear in the S-matrix element:
Sfi =
−→
Sfi −←−Sfi, (A4)
where:
−→
Sfi = α
∫
d4x d4y ψ2(x)γ
µψ1(x)Dµν(x − y)ψ3(y)γνψ+4 (y),
(A5)
and the photon propagator is:
Dµν(x− y) =
∫
d4k
(2π)4
D˜µν(k) e
ik·(x−y), (A6)
where we choose
D˜µν(k) =
4π
k2 + iε
[
gµν − (1− λ)k
µkν
k2
]
, (A7)
and λ is the Feynman gauge parameter. It turns out,
the result is independent of the choice of λ, and so at
this point we set λ = 1 without loss of generality. We
first focus on the calculation of
−→
Sfi, understanding that
analogous manipulations but with the exchange p2 ⇆ p3
lead to
←−
Sfi. Upon inserting these definitions into Eq.
(A5), we have:
−→
Sfi =
4παV −2√
24p01p
0
2p
0
3p
0
4
∫
d4x d4y
d4k
(2π)4
1
k2 + iε
e
ik(x−y)+iSp1 (x)−iSp2(x)−iSp3(y)+iS−p4(y)
ur2(p2)
[
1 +
/a(x)/κ
2κ · p2
]
γµ
[
1 +
/κ/a(x)
2κ · p1
]
ur1(p1)
ur3(p3)
[
1 +
/a(y)/κ
2κ · p3
]
γµ
[
1− /κ/a(x)
2κ · p4
]
vr4(p4).
(A8)
There are only two non-trivial integrals here, due to the
background being a plane wave. If we separate off the
pure phase term from the Volkov wavefunction:
Sp = −p · x+ Up(ϕx) (A9)
and then define the vertex functions:
−→
f µx(ϕx) = e
i[Up1(ϕx)−Up2(ϕx)] ur2(p2)
[
1 +
/a(ϕx)/κ
2κ · p2
]
γµ
[
1 +
/κ/a(ϕx)
2κ · p1
]
ur1(p1) (A10)
−→
f µy (ϕy) = e
i[−Up3(ϕy)+U−p4(ϕy)] ur3(p3)
[
1 +
/a(ϕy)/κ
2κ · p3
]
γµ
[
1− /κ/a(ϕy)
2κ · p4
]
vr4(p4), (A11)
the integral Eq. (A8) can be simplified to:
−→
Sfi =
4παV −2√
24p01p
0
2p
0
3p
0
4
∫
d4x d4y
d4k
(2π)4
1
k2 + iε
e
i(p2+k−p1)·x+i(p3+p4−k)·y
−→
f µx(ϕx)
−→
f y µ(ϕy). (A12)
We can remove all dependency of the integrand on spatial
co-ordinates by Fourier-transforming:∫
dr
2π
−→
Γ µ(r)e−irϕx =
−→
f µx(ϕx)∫
ds
2π
−→
∆µ(s)e−isϕy =
−→
f µy (ϕy), (A13)
which, following various delta-function integrals leads to:
−→
Sfi =
24π3αV −2√
24p01p
0
2p
0
3p
0
4
∫
dr ds
−→
Γ µ(r)
−→
∆ν(s)
1
k2∗ + iε
δ(4)(∆p+ (r + s)κ),
(A14)
with ∆p = p1 − p2 − p3 − p4 and:
k∗ = p1 + rκ − p2 = p3 + p4 − sκ.
Recognising that:
k2∗ = 2κ · δ~p (r + r∗) ,
where δ~p = p1−p2 and ~r∗ = (δ~p)2/2κ · δ~p, we then have:
−→
Sfi =
(2π)3αV −2√
24p01p
0
2p
0
3p
0
4
∫
dr ds
κ · δ~p
−→
Γ µ(r)
−→
∆µ(s)
r + ~r∗ + iε
δ(4)(∆p+ (r + s)κ), (A15)
and by analogy:
←−
Sfi =
(2π)3αV −2√
24p01p
0
2p
0
3p
0
4
∫
dr ds
κ · δ ~p
←−
Γ ν(r)
←−
∆ν(s)
r + ~r∗ + iε
δ(4)(∆p+ (r + s)κ), (A16)
where ~r∗ = (δ ~p)
2/2κ · δ ~p, δ ~p = p1 − p3.
Recapping Eq. (4)
Sfi =
−→
Sfi −←−Sfi (A17)
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and Eq. (8):
|Sfi|2 = |−→Sfi|2 + |←−Sfi|2 −−→Sfi←−Sfi† −−→Sfi†←−Sfi, (A18)
since we are interested in total probabilities, let us con-
centrate on the calculation of the first exchange term (the
calculation of the second exchange term follows analo-
gously):
−→
Sfi
←−
Sfi
† =
(2π)6α2V −4
24p01p
0
2p
0
3p
0
4
∫
dr ds dr˜ ds˜
κ · δ~pκ · δ ~p
−→
Γ µ(r)
−→
∆µ(s)
r + ~r∗ + iε
←−
∆†ν(s˜)
←−
Γ † ν(r˜)
r˜ + ~r∗ − iε˜
δ(4) (∆p+ (r + s)κ) δ(4) (∆p+ (r˜ + s˜)κ) .
(A19)
We will use the two delta-functions to integrate out the s
and s˜ variables. At this point, we introduce the lightfront
co-ordinate system:
x± = x0 ± x3, x⊥ = (x1, x2)
x⊥ = −(x1, x2), x± = x
∓
2
,
and note that:
δ(4)(P ) = δ−,⊥(P )δ(P+/2).
where we use the shorthand δ−,⊥(P ) = δ(P−)δ(2)(P⊥).
Since κ+ = 2κ0 and κ−,⊥ = 0, we see:
δ(4) (∆p+ (r + s)κ) = δ⊥,− (∆p) δ
(
∆p+/2 + (r + s)κ0
)
.
This allows us to evaluate the s and s˜ integrals in Eq.
(A19):
s→ s(r) = ∆p
+
2κ0
− r; s˜→ s˜(r˜) = ∆p
+
2κ0
− r˜,
with a prefactor (1/κ0)2 in evaluating the delta-function,
but leaves the combination:[
δ⊥,− (∆p)
]2
.
This can be evaluated by using the previous steps in re-
verse, and constructing a known delta-function in four
dimensions:[
δ⊥,− (∆p)
]2
= δ⊥,− (∆p)
δ(4) (∆p)
δ (∆p+/2)
.
Then one sees:
δ(4) (∆p)
δ (∆p+/2)
∣∣∣
∆p→0
=
1
(2π)3
V
∫
dt∫
dx−
=
1
(2π)3
V κ0
∫
dt∫
dt ϕ˙
,
where ϕ˙ = dϕ/dt. Now, a key property of an electron in
a plane-wave background is that κ · p = md(κ · x)/dτ ,
where τ is the proper time, is conserved [63]. Therefore:∫
dt ϕ˙ =
κ · p
m
dτ
dt
∫
dt =
κ
0p−1
p01
∫
dt.
Combining this with the previous results, we finally have:[
δ⊥,− (∆p)
]2
=
V p01
(2π)3p−1
δ⊥,− (∆p) .
Then Eq. (A20) becomes:
−→
Sfi
←−
Sfi
† =
(2π)3α2 V −3 δ⊥,− (∆p)
24p−1 p
0
2p
0
3p
0
4(κ
0)2
∫
dr dr˜
κ · δ~pκ · δ ~p
−→
Γ µ(r)
−→
∆µ[s(r)]
r + ~r∗ + iε
←−
∆†ν [s˜(r˜)]
←−
Γ † ν(r˜)
r˜ + ~r∗ − iε˜
(A20)
The total exchange probability Pe is then:
Pe = −1
4
4∏
j=2
V
∫
d3pj
(2π)3
〈tr
[−→
Sfi
←−
Sfi
† +
←−
Sfi
−→
Sfi
†
]
〉spin
(A21)
and 〈·〉spin indicates a spin-sum. Defining the shorthand:
⇄
G (r, r˜) = 〈tr
[−→
Γ µ(r)
−→
∆µ[s(r)]
←−
∆†ν [s˜(r˜)]
←−
Γ † ν(r˜)
]
〉spin,
(A22)
and using the result that:∫
d3p4
(2π)3
1
p04
δ⊥,−(∆p) =
1
(2π)3
1
p−4 ∗
θ(p−4 ∗)
∣∣∣
p4·p4=m2
,
where p⊥,−4 ∗ = p
⊥,−
1 −p⊥,−2 −p⊥,−3 , and the p+4 component
is fixed by the on-shell condition, we can write:
Pe = − α
2
211π6p−1 (κ
0)2
∫
d2p⊥2 d
2p⊥3 dp
−
2 dp
−
3
p−2 p
−
3 p
−
4 ∗κ · δ~p κ · δ ~p
Re
∫
dr dr˜
1
r + ~r∗ + iε
1
r˜ + ~r∗ − iε˜
⇄
G (r, r˜),
(A23)
and the θ(p−2 ), θ(p
−
3 ) terms are implicitly included in
the p−2 , p
−
3 integration and will not be written explicitly.
Let us first simplify the virtuality integrals by defining:
t = r + ~r∗; t˜ = r˜ + ~r∗;
⇄
H (t, t˜) =
⇄
G (t− ~r∗, t˜− ~r∗)
to give:
Pe = − α
2
211π6p−1 (κ
0)2
∫
d2p⊥2 d
2p⊥3 dp
−
2 dp
−
3
p−2 p
−
3 p
−
4 ∗κ · δ~p κ · δ ~p
Re
∫
dt dt˜
1
t+ iε
1
t˜− iε˜
⇄
H (t, t˜).
(A24)
Now in order to proceed, we must express the integrand
in terms of particle momenta. In a CCF, each of the
vertex factors can be written in closed form. For example:
−→
Γ µ(r) =
∫ ∞
−∞
dϕx
−→
f µx(ϕx)e
irϕx , (A25)
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and using the definition Eq. (A10), we see this integral
takes the form:
−→
Γ µ(r) =
∫ ∞
−∞
dϕx
2∑
j=0
−→
Gµj ϕ
j
xe
i(rϕx+~c2xϕ
2
x+~c3xϕ
3
x),
=
2∑
j=0
−→
GµjCj(r,~c2x,~c3x), (A26)
where
−→
Gµj includes theparts of Eq. (A10) that are inde-
pendent of the external-field phase, and in the final line
we have used the definition in Eq. (19), the result of
which can be written in terms of Ai(·) and Ai′(·) func-
tions Eq. (22). Repeating this for the other three vertex
functions in Eq. (A22), we see the integrand contains the
form:
⇄
H (t, t˜) =
∑
j,l,u,v
〈tr−→Gµj
−→
D l µ
←−
D†uν
←−
G † νv 〉spin
× Cj(t− ~r∗,~c2x,~c3x)Cl(~s∗ − t,~c2y,~c3y)
× C∗u( ~s∗ − t˜, ~c2y, ~c3y)C∗v (t˜− ~r∗, ~c2x, ~c3x),
(A27)
where:
~s∗ = −∆p
+
2κ0
+ ~r∗; ~s∗ = −∆p
+
2κ0
+ ~r∗.
From the form of the C(·, ·, ·) functions in Eqs. (20-23),
we can collect the terms in a more useful way for numer-
ical integration. Essentially, each Ci function is a coef-
ficient multiplied by a phase multiplied by either Ai or
Ai′. Therefore, there are 24 = 16 different combinations
of Airy-functions, each multiplied by a possibly different
coefficient, with everything multiplied by a single phase
term. It turns out, only eight of these 16 possibilities
give non-zero coefficients. This allows us to write:
⇄
H (t, t
′) = (2π)4eiη⇄
8∑
j=1
⇄
cj Fj(t, t
′)
Fj(t, t
′) = A1,j [z1(t)]A2,j [z2(t)]A3,j [z3(t
′)]A4,j [z4(t
′)],
(A28)
where Al,j is either Ai or Ai
′ (the specific combinations
are given in Eq. (B1)). Reinserting this more explicit
form of the integral into Eq. (A24) then gives:
Pe = − α
2
27π2p−1 (κ
0)2
∫
d2p⊥2 d
2p⊥3 dp
−
2 dp
−
3
p−2 p
−
3 p
−
4 ∗κ · δ~p κ · δ ~p
Re
∫
dt dt′
1
t+ iε
1
t′ − iε˜ e
iη⇄f(t, t′).
(A29)
where, to make a connection with the main text at Eq.
(41), we define:
f(t, t′) =
8∑
j=1
⇄
cj Fj(t, t
′). (A30)
We can proceed with the t, t′ integrals by writing:
η⇄ = t~ϕ
∗
− − t′ ~ϕ∗− + ηX⇄, (A31)
where ~ϕ∗− = ~ϕ
∗
x− ~ϕ∗y and where ηX⇄ contains all the terms
that do not occur in the non-exchange case:
ηX⇄ = −~r∗~ϕ∗x + ~r∗ ~ϕ∗x + ~s∗~ϕ∗y − ~s∗ ~ϕ∗y + 2~c3x (~ϕ∗x)3
−2 ~c3x ( ~ϕ∗x)3 + 2~c3y
(
~ϕ∗y
)3 − 2 ~c3y ( ~ϕ∗y)3 , (A32)
where the stationary phase of the Airy kernels in Eq.
(A27) as ξ →∞ are:
~ϕ∗x = −
~c2x
3~c3x
; ~ϕ∗y = −
~c2y
3~c3y
; ~ϕ∗x = −
~c2x
3 ~c3x
; ~ϕ∗y = −
~c2y
3 ~c3y
.
(A33)
To see the non-exchange case, all the ~(·) terms are simply
replaced by ~(·) terms, whereupon:
ηX⇄ → 0; η⇄ → ~ϕ∗−(t− t′),
which agrees with, Eq. (24) and e.g. Eq. (40) in [37].
For completeness, we write two stationary points of one
diagram in terms of the particle momenta:
~ϕ∗x =
p1 · ε p2 · κ − p2 · ε p1 · κ
mξ(p1 · κ − p2 · κ)
~ϕ∗y =
p3 · ε p2 · κ − p2 · ε p3 · κ − p3 · ε p1 · κ + p1 · ε p3 · κ
mξ(p1 · κ − p2 · κ) ,
(A34)
where ~ϕ∗x, ~ϕ
∗
y can be derived from the above by inter-
changing p2 and p3. Now, we wish to simplify the t, t
′
integrals, where the exchange probability currently takes
the form:
Pe = − α
2 Re
27π2p−1 (κ
0)2
∫
d2p⊥2 d
2p⊥3 dp
−
2 dp
−
3
p−2 p
−
3 p
−
4 ∗κ · δ~p κ · δ ~p
e
iηx
⇄∫
dt dt′
1
t+ iε
1
t′ − iε˜ e
i(t~ϕ∗
−
−t′ ~ϕ∗
−
)f(t, t′).
(A35)
Then we note that, via the Sokhotsky-Plemelj theorem
[54], we can decompose the propagator term, for example
in:∫
dt
f(t, t′)
t+ iε
e
i~ϕ∗
−
t = −iπf(0, t′) + P̂
∫
dt
f(t, t′)ei~ϕ
∗
−
t
t
,
where P̂ corresponds to evaluating the principal value of
the integral. By noting that:
P̂
∫
dt
e
i~ϕ∗
−
t
t
= iπ sgn(~ϕ∗−),
where sgn(·) returns the sign of the argument, the pre-
ceding integral can be written:∫
dt
f(t, t′)
t+ iε
e
i~ϕ∗
−
t = −2iπf(0, t′)θ(−~ϕ∗−)
+
∫
f(t, t′)− f(0, t′)
t
e
i~ϕ∗
−
t.
(A36)
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Applying these steps to the t′ integration as well, we find
we can write:
Pe = − α
2 Re
27π2p−1 (κ
0)2
∫
d2p⊥2 d
2p⊥3 dp
−
2 dp
−
3
p−2 p
−
3 p
−
4 ∗κ · δ~p κ · δ ~p
e
iηx
⇄
×
[
I
(2)
x + I
se + I e
]
,
(A37)
where:
I
(2)
x = 4π
2f(0, 0)θ
(−~ϕ∗−) θ (− ~ϕ∗−) (A38)
I
se = −2iπ
∫
dt
t
{
[f(0, t)− f(0, 0)] θ (−~ϕ∗−) e−i ~ϕ∗−t
− [f(t, 0)− f(0, 0)] θ (− ~ϕ∗−) ei~ϕ∗−t} (A39)
I
e =
∫
dt dt′
t t′
[f(t, t′)− f(0, t′)
−f(t, 0) + f(0, 0)] ei(t~ϕ∗−−t′ ~ϕ∗−) (A40)
This expression can be further simplified, when one re-
alises that for each of the two diagrams, the distance
between the stationary phases of each subprocess can be
written in terms of a common factor, ψ:
~ϕ∗− = −γtψ; ~ϕ∗− = γt′ψ; γt =
mκ0
δ~p · κ ; γt′ =
mκ0
δ ~p · κ
Since γt and γt′ are both greater than zero, we see from
Eq. (A38), that I
(2)
x vanishes identically. Therefore,
there is no “two-step” process for the exchange interfer-
ence contribution. To proceed, we note the remaining
terms in the exponential can be written using the new
variable ψ, as:
ηx⇄ = γ1ψ + γ3ψ
3,
where:
γ1 = − ξ
2
κ
0
2m3(χ1 − χ2)2(χ1 − χ3)2 [χ1(p3 − p2) · ε˜
+χ2(p1 − p3) · ε˜+ χ3(p2 − p1) · ε˜]2 (A41)
γ3 = − ξ
6(κ0)3
6m3(χ1 − χ2)2(χ1 − χ3)2 . (A42)
The point of all this rewriting and redefining of variables,
is to be able to write the integrand in a way that allows
one to interpret the divergences that occur in a CCF. In
the subprocesses of NLC and pair creation [22], there is
a divergence in the final momentum integral along the
background electric field direction, which can be reinter-
preted as an integral over the external-field phase. This
is because there is a one-to-one mapping between the mo-
mentum in the electric field direction and the stationary
phase point of the nonlinear exponent of the Airy func-
tions occurring in the integrand. The integration over the
stationary phase is then interpreted as an integral over
the field phase, to which it should be a good approxima-
tion when ξ → ∞, as is the case in a CCF. The nature
of the divergence in the exchange interference terms of
the trident process in a CCF is the same as in the non-
exchange terms [37]. Parts of the integrand will be com-
pletely independent of p2 ·ε and p3 ·ε, parts of them only
independent of one of the two. These correspond to the
“two-step” and “one-step” parts of the exchange interfer-
ence respectively. It turns out that the pre-exponents in
the integrands are completely independent of these vari-
ables, and since the exponent depends only on ψ, we can
change integration variables to progress,∫
d(p2 · ε) d(p3 · ε)→ 1−→
K
∫
d~ϕ∗+ dψ
where:
1
−→
K
=
∣∣∣∣∣∂(p2 · ε, p3 · ε)∂(~ϕ∗+, ψ)
∣∣∣∣∣ = ξ2 12p−1 .
Putting the last few steps together in Eq. (A37)
Pe = − α
2ξ2Re
28π2(κ · p1)2
∫
dp2ydp3ydp
−
2 dp
−
3 d~ϕ
∗
+dψ
p−2 p
−
3 p
−
4 ∗κ · δ~p κ · δ ~p{
−2iπ
∫
dtPse,1(t)θ (ψ) e
i[(γ1−γt′ t)ψ+γ3ψ
3]
+2iπ
∫
dtPse,2(t)θ (−ψ) ei[(γ1−γtt)ψ+γ3ψ
3]
}
+
∫
dt dt′ Pe(t, t
′)ei[(γ1−γtt−γt′ t
′)ψ+γ3ψ
3]
}
,
(A43)
where:
Pse,1(t) =
f(0, t)− f(0, 0)
t
Pse,2(t) =
f(t, 0)− f(0, 0)
t
Pe(t, t
′) =
f(t, t′)− f(0, t′)− f(t, 0) + f(0, 0)
tt′
.(A44)
The integral in ψ can now be performed using the result
Eq. (36) of:
I± =
∫ ∞
−∞
dψ θ(±ψ)ei(c1ψ+c3ψ3)
=
π
(3c3)1/3
[
Ai
(
c1
(3c3)1/3
)
± iGi
(
c1
(3c3)1/3
)]
.
(A45)
After rewriting integration variables using χj =
19
ξκ0p−j /m
2, this gives:
Pe =
α2ξ5Re
220/3m8χ21
∫
dp2ydp3ydχ2dχ3d~ϕ
∗
+
χ2χ3χ4 ∗(χ1 − χ2)1/3(χ1 − χ3)1/3{∫
dtPse,1(t)
[
Gi
(
γ1 − γt′t
(3γ3)1/3
)
− iAi
(
γ1 − γt′t
(3γ3)1/3
)]
+
∫
dtPse,2(t)
[
Gi
(
γ1 − γt′t
(3γ3)1/3
)
+ iAi
(
γ1 − γt′t
(3γ3)1/3
)]}
+
1
π
∫
dt dt′ Pe(t, t
′)Ai
(
γ1 − γt′t′ − γtt
(3γ3)1/3
)}
,
(A46)
By defining:
F (v, v′) =
ξ4
24m6
f
(
ξv
2χ1
,
ξv′
2χ1
)
,
(the coefficient originates from the variable change p−j →
m2χj/ξ in the pre-exponent), we arrive at the result in
the main text Eq. (45):
Xse =
α2
28/3m2χ21
∫
dχ2 dχ3 d(p2 · ε˜) d(p3 · ε˜)
χ2χ3χ4(χ1 − χ2)1/3(χ1 − χ3)1/3
dv
v{
Gi [w0 + ~w(v)]
[
F¯j (v, 0)− F¯j(0, 0)
]
+Gi [w0 + ~w(v)]
[
F¯j (0, v)− F¯j (0, 0)
]}
ξ
∫
d~ϕ∗+
Xe =
α2
28/3m2χ21
1
π
∫
dχ2 dχ3 d(p2 · ε˜) d(p3 · ε˜) dv dv′
χ2χ3χ4(χ1 − χ2)1/3(χ1 − χ3)1/3vv′
+Ai [w0 + ~w(v) + ~w(v
′)]
[
F¯j (v, v
′)− F¯j(v, 0)
−F¯j(0, v′) + F¯j(0, 0)
]}
ξ
∫
d~ϕ∗+, (A47)
where:
w0 =
{[χ1(p3 − p2) + χ2(p1 − p2) + χ3(p2 − p1)] · ε˜}2
22/3 [(χ1 − χ2)(χ1 − χ3)]4/3
~w(v) =
1
22/3χ1
(χ1 − χ3)2/3
(χ1 − χ2)1/3 v; ~w(v) =
1
22/3χ1
(χ1 − χ2)2/3
(χ1 − χ3)1/3 v
Appendix B: Exchange interference formulas
Here we give the specific combination of Airy functions
occurring in the sum Eq. (41) in the main text.
F1(t, t
′) = Ai[z1(t)] Ai[z2(t)] Ai[z3(t
′)] Ai[z4(t
′)]
F2(t, t
′) = Ai′[z1(t)] Ai
′[z2(t)] Ai[z3(t
′)] Ai[z4(t
′)]
F3(t, t
′) = Ai′[z1(t)] Ai[z2(t)] Ai
′[z3(t
′)] Ai[z4(t
′)]
F4(t, t
′) = Ai[z1(t)] Ai
′[z2(t)] Ai
′[z3(t
′)] Ai[z4(t
′)]
F5(t, t
′) = Ai′[z1(t)] Ai[z2(t)] Ai[z3(t
′)] Ai′[z4(t
′)]
F6(t, t
′) = Ai[z1(t)] Ai
′[z2(t)] Ai[z3(t
′)] Ai′[z4(t
′)]
F7(t, t
′) = Ai[z1(t)] Ai[z2(t)] Ai
′[z3(t
′)] Ai′[z4(t
′)]
F8(t, t
′) = Ai′[z1(t)] Ai
′[z2(t)] Ai
′[z3(t
′)] Ai′[z4(t
′)].
(B1)
The Airy-function arguments can be written in a more
concise form than in the main text Eq. (43) and in a
covariant way by making the adjustment:
t→ δ~p · κ
mκ0
s t′ → δ ~p · κ
mκ0
s′.
To write the arguments in a presentable way, let us choose
the lab-frame co-ordinates as in Fig. 2, in particular that
the 1-direction is parallel to the background threevector
potential. Then we find:
z1(s) = − (κ · p1 κ · p2)
1/3
(2κ · κx)4/3
κ2x(s)
(mξ)2/3
z2(s) =
(κ · p3 κ · p4)1/3
(2κ · κy)4/3
κ2y(s)
(mξ)2/3
z3(s
′) = − (κ · p1 κ · p3)
1/3
(2κ · κ˜x)4/3
κ˜2x(s
′)
(mξ)2/3
z4(s
′) =
(κ · p2 κ · p4)1/3
(2κ · κ˜y)4/3
κ˜2y(s
′)
(mξ)2/3
(B2)
where, if µ ∈ {0, 2, 3}
κµx(s) = (p1 − p2 − sκ)µ; κµy (s) = (p3 + p4 − sκ)µ
κ˜µx(s
′) = (p1 − p3 − s′κ)µ; κ˜µy (s′) = (p2 + p4 − s′κ)µ,
(B3)
otherwise if µ = 1, these vector components are zero.
The momentum component parallel to the background
potential cannot appear as it has already been integrated
out. This “missing” vector component is probably par-
ticular to the Nikishov-Ritus method that we are using
in the current calculation, of integrating out the electron
trajectory already at the amplitude level (e.g. in the step
in Eq. (19)) and then reintroducing the trajectory in the
form of a stationary point in the p2 · ε, p3 · ε integrals.
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