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A complete set of the generalized drift-diffusion equations for a coupled charge and spin dynamics
in ferromagnets in the presence of extrinsic spin-orbit coupling is derived from the quantum ki-
netic approach, covering major transport phenomena, such as the spin and anomalous Hall effects,
spin swapping, spin precession and relaxation processes. We argue that the spin swapping effect
in ferromagnets is enhanced due to spin polarization, while the overall spin texture induced by the
interplay of spin-orbital and spin precessional effects displays a complex spatial dependence that can
be exploited to generate torques and nucleate/propagate domain walls in centrosymmetric geome-
tries without use of external polarizers, as opposed to the conventional understanding of spin-orbit
mediated torques.
PACS numbers: 85.75.-d, 73.40.Gk, 72.25.-b, 72.10.-d
Introduction. The exploitation of spin-orbit coupling
(SOC) effects to probe and control the magnetization
in nanodevices has been extensively studied, uncover-
ing many physical phenomena, such as the anomalous
Hall effect [1], spin Hall effect [2], tunneling anisotropic
magnetoresistance [3], electrically controlled perpendicu-
lar magnetic anisotropy [4], and relativistic spin torques
[5–7]. The latter observed in multilayers comprising fer-
romagnets and normal metals display both spin-orbit
torques induced by the interfacial inverse spin-galvanic
effect [6] and spin-transfer torques associated with the
spin Hall effect in an adjacent non-magnetic layer [7].
Spin-orbit torques generated in a single ferromagnetic
layer are of great importance to enable electrical control
of the magnetization without use of an external polarizer,
and they offer many promising advantages compared to
spin-transfer torques, such as high scalability and stabil-
ity. Thus, finding novel routes to excite magnetization
dynamics by means of spin-orbit torques is essential for
realizing high-performance spintronic devices.
Meanwhile, new ways to generate spin accumulation
are also of strong interest. More recently, a new mecha-
nism referred to as spin swapping, which converts a pri-
mary spin current into a secondary spin current with in-
terchanged spin and flow directions, was proposed to ex-
ist in normal metals and semiconductors in the presence
of spin-orbit coupled impurities [8]. However, whether
spin swapping in ferromagnets can produce a measur-
able effect remains an open question that has not yet
been addressed. On the one hand, the exchange mag-
netic field present in ferromagnets tends to destroy the
induced spin accumulation. On the other hand, not only
does SOC act constructively in generating spin accumu-
lation, it also leads to the spin-memory loss [9]. Overall,
the possibility to employ these effects in ferromagnets
strongly depends on the transport regime as a function
of many parameters describing a given system.
In this letter, we explore the nature of the extrinsic
spin Hall and spin swapping effects in diffusive ferromag-
nets and demonstrate that these effects can offer poten-
tial advantages in contrast to non-centrosymmetric mag-
netic multilayers involving heavy metals. To this end, we
develop a set of coupled spin-charge diffusive equations
by using the non-equilibrium Green’s function formal-
ism and taking into account scattering off the impurity
induced SOC potential. Based on these equations, we
proceed to study the interplay between spin-orbital and
spin precessional effects that can be used to demonstrate
current-driven manipulation of the magnetization in cen-
trosymmetric magnets.
Derivation of the coupled spin-charge drift-diffusion
equation. We consider a single ferromagnetic layer in
the standard s-d model [10] defined as Hˆ = pˆ22m σˆ0 + Jσˆ ·
m + Hˆimp, where m is the effective electron’s mass, pˆ
is the momentum operator, J is the exchange coupling,
σˆ0 is the identity matrix, σˆ is the Pauli matrix vector,
and m is the unit vector of the spatial magnetization
profile. Here, the third term stands for the impurity po-
tential given by randomly distributed N impurities Rj ,
Hˆimp =
∑N
j [V (r −Rj)σˆ0 + ξSOh¯k2F σˆ · (∇V (r −Rj) × pˆ)],
where V (r − Rj) = viδ(r − Rj) is the on-site impu-
rity potential, ξSO is the SOC parameter (defined as a
dimensionless quantity), and kF is the Fermi wave vec-
tor. In the Keldysh formalism for an interacting system
driven out of equilibrium, the Dyson equation for the
non-equilibrium Green’s function GˆK is written as:
[GˆR]−1 ∗ GˆK − GˆK ∗ [GˆA]−1 = ΣˆK ∗ GˆA− GˆR ∗ ΣˆK , (1)
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2where Gˆi ≡ Gˆi(r, t; r′, t′) and Σˆi ≡ Σˆi(r, t; r′, t′) with
i = K,R,A are the real space real time Keldysh,
retarded and advanced Green’s functions and self-
energies, respectively, and GˆR(A) = Gˆ−10 − ΣˆR(A), where
Gˆ−10 = ih¯∂t − Hˆ is a non-interacting Green’s func-
tion for the system without impurities [11]. Having
applied the Wigner transformation GˆK(r, t; r′, t′) =∫
dE
2pi
dk
(2pi)3 e
ik·(r−r′)−iEh¯ (t−t′)gˆKk,E(R, T ) with R = (r +
r′)/2 and T = (t + t′)/2, we employ the so-called gra-
dient approximation to linearize convolutions (∗) in the
Dyson equation (1) and obtain the following quantum ki-
netic equation for the non-equilibrium distribution func-
tion gˆk = i
∫
dE
2pi gˆ
K
k,E(R, T ):
h¯∂T gˆk − i[gˆk, Jσˆ ·m] + h¯
2
m
(k · ∇R) gˆk =
∫
dE
2pi
C , (2)
where C = (ΣˆKGˆA − GˆRΣˆK) + (ΣˆRgˆK − gˆKΣˆA) is the
collision integral that accounts for the scattering and re-
laxation events, respectively. Scattering off the impurity
potential in the right-hand side of Eq. (2) is considered
up to third order by impurity averaging over disorder
with concentration ni, so that the spin-dependent mo-
mentum and spin-flip relaxations, side-jump [12], spin
swapping and skew-scattering [13] processes are prop-
erly taken into account. In the diffusive limit, where
the mean-free path is much less compared to the size of
the system, one can partition the distribution function
gˆk = σˆ0 − 2hˆk into the isotropic charge µc, spin µ and
anisotropic jˆ components, hˆk = µcσˆ0 +µ ·σˆ+ jˆ · kˇ, where
kˇ = k/|k| [14]. First, integrating Eq. (2) multiplied by
kˇ over the Brillouin zone gives us the corresponding ex-
pression for jˆ ≡ jˆ(µc,µ). Secondly, integrating Eq. (2)
itself leads to the generalized continuity equation for the
charge µc and spin µ densities, so that their time depen-
dence is given as a divergence of the charge jC and spin
JSj (its jth spin component) currents, respectively. We
refer the reader to Ref. [15] for more detail concerning
the derivation. Finally, in the weak exchange coupling
limit (J  εF , where εF is the Fermi energy), the result-
ing drift-diffusion equations up to leading orders in the
exchange interaction and SOC have the following form:
∂Tµc = D∇2[µc + βµ ·m] = −∇ · jC , (3)
∂Tµ = −∇ · JS + 1
τL
m× µ+ 1
τφ
m× (m× µ)− 1
τsf
µ, (4)
jC/D = j˜C/D +∇×
[
αsj(2µ− βµcm) + αsk(µ− βµcm) + (αsj τ0
τL
+ αsk
τ0
τL
− αswβ)m× µ
]
, (5)
JSj /D = J˜
S
j /D +∇×
[
αsjej(2µc − βµ ·m) + αskej(µc − βµ ·m)− αswej × (µ− βµcm) (6)
+
τ0
τL
(αsj + αsk)(ej ×m)µc + (αsjβ + αskβ − αsw τ0
τL
)(ej ×m)× µ− (αsw τ0
τL
+ αsjβ + αskβ)ej × (m× µ)
]
,
where j˜C = −D∇(µc + βm · µ) and J˜Sj /D = −∇(µj +
βµcmj) +
τ0
τL
∇(m × µ)j + τ0τφ∇(m × (m × µ))j are the
charge and spin currents in the absence of SOC, respec-
tively; β = J2εF is the polarization factor; αsw =
2ξSO
3 ,
αsj =
ξSO
lF kF
, and αsk =
vimkF ξSO
3pih¯2
are the dimension-
less spin swapping, side-jump, and skew scattering co-
efficients, respectively; D =
τ0v
2
F
3 is the diffusion coef-
ficient, vF is the Fermi velocity, and lF = τ0vF is the
mean-free path. Here, 1τ0 =
2piv2i niD0
h¯ is the spin inde-
pendent relaxation time, where D0 =
mkF
2pi2h¯2
is the spin
independent density of states, 1τsf =
8
9
ξ2SO
τ0
is the spin-
flip relaxation time, 1τL =
2J
h¯ is the spin precession time
around the magnetization, known as the Larmor preces-
sion time, and 1τφ =
4J2τ0
h¯2
refers to the spin dephasing
term. The set of the drift-diffusion equations (3)–(6) is
the central result of this paper. On the one hand, in the
absence of SOC, our approach is in-line with the gen-
eralized drift-diffusion theory [16], which captures main
features of the transverse spin transport in ferromag-
nets, such as the Larmor precession and spin dephasing
terms. On the other hand, in the case of normal met-
als (β → 0, τL → ∞, τφ → ∞) our equations are in
agreement with Shen et al. [17], while some other works
fail to include the correct symmetry of the spin swapping
term [15, 18–20]. In the presence of both, the exchange
interaction and extrinsic SOC, the anomalous Hall ef-
fect is present in Eq. (5) (second and third terms) from
both the side-jump and skew scattering processes [21],
while spin polarization and spin precession give rise to
additional terms to the anomalous charge and spin cur-
rents in Eqs. (5) and (6). Overall, the resulting charge
and spin accumulation profiles appear to be much more
3FIG. 1. Spin accumulation profiles µx, µy, and µz, as calculated for the rectangular geometry of 100 × 50 nm2: a) µy in the
case of Larmor precession only, b) µx and µz when only the spin swapping and Larmor precession terms are considered, c)
µx and µz when only the spin Hall effect and Larmor precession are considered, d) refers to the full drift-diffusion equations.
Here, the spin current polarized along the y axis is flowing along the x axis, εF = 0.7 eV, J = 0.02 eV, and ξSO = 0.3. The
spin diffusion length is lsf =
√
Dτsf = 5 nm, the Larmor precession length is lL =
√
DτL = 2.6 nm, the spin dephasing length
is lφ =
√
Dτφ = 4.8 nm, the mean free path is lF = τ0vF = 2.5 nm, the Fermi velocity is vF = 5 × 105 m/s, and the Fermi
wave-vector is kF = 4.3 nm
−1. The grey and yellow spheres denote the non- and spin-polarized charge currents, while the red
and blue spheres denote the spin-up and spin-down components, respectively.
complex, as opposed to normal metals. In magnetic sys-
tems with SOC, the competition between these effects is
governed by the ratio of the corresponding characteristic
lengths: spin precession, spin dephasing, and spin dif-
fusion lengths. In ferromagnets with a strong exchange
coupling, where the spin dephasing length is shorter than
the spin-flip relaxation, the spin Hall and spin swapping
effects are expected to vanish far from the interface, as
the strong exchange field tends to destroy induced spin
currents. Consequently, any transverse spin component
will eventually align or anti-align with the magnetization
[22]. In contrast, in the weak exchange coupling limit
(J  εF ) the spin dephasing length is larger or com-
parable with the spin-flip relaxation, and these coupled
effects can become prominent.
Spin accumulation profile. To study the interplay of
the effects in question, the drift-diffusion equations (3)-
(6) can be solved numerically by putting m along the
y axis and imposing adequate boundary conditions [23].
The results calculated for the rectangular geometry are
shown in Fig. 1. In the absence of SOC, the spin current
density JSxy ∼ ∇xµy is induced in the magnetic layer and
due to Larmor precession the spin accumulation µy is lo-
calized at the normal metal/ferromagnet interfaces along
the transport direction (Fig. 1a), in agreement with the
Valet-Fert theory [24]. When the impurity induced SOC
is present, the transverse spin accumulation is expected
to build up at the lateral edges. First off, let us analyze
additional contributions to the spin swapping term. As
seen from Eq. (6), the “spin swapping” spin current has
the following form:
Jswij /D = αsw(∇jµi − δij∇kµk)
+ αswβ(δijmk∇k −mi∇j)µc
+ (αsj
τ0
τL
+ αsk
τ0
τL
)(δijmk∇k −mi∇j)µc,
(7)
where summation over repeated indexes is implied. In
normal metals, due the spin swapping mechanism the
primary spin current J˜Sji ∼ ∇jµi gives rise to the sec-
ondary spin current Jswij ∼ αsw(∇jµi − δij∇kµk) and
the generated spin accumulation µi decays over a length
scale given by the spin-flip relaxation length and survives
only close to the interface [19]. However, in ferromagnets
an additional non-vanishing spin accumulation ∼ αswβ
builds up due to spin polarization and develops smoothly
at the lateral edges (Fig. 1b, x-component). Interest-
ingly, there is an extra term coming from the spin Hall
effect and precessional motion (third term in Eq. (7)),
which also exhibits the symmetry of the spin-swapping
current, even though it is not actually attributed to the
spin swapping effect itself. The rest of the effects are
related to Larmor precession. For example, let us con-
sider a toy model, where m points along the y axis and
the spin Hall effect, spin polarization, and higher order
terms to the precessional motion are discarded, so the
4FIG. 2. Spin accumulation profiles µx (left) and µz (right), as
calculated for the diamond-shaped geometry of 100×50 nm2.
The top panel describes the idea of nucleation and propaga-
tion of reversed magnetic domains, where the red and blue
circles correspond to the spin-up and spin-down components
of the spin accumulation, respectively. Here, the black arrows
show the magnetization direction in the xy plane, and its ori-
entation with respect to the z axis is given by θ = 60◦. The
rest of the calculation parameters are given in Fig. 1.
spin current density in Eq. (6) is reduced to:
JSyx
D
∼ −∇yµx − τ0
τL
∇yµz + αsw∇xµy, (8)
JSyz
D
∼ −∇yµz + τ0
τL
∇yµx. (9)
As one can see, there is an additional term in Eq. (9) that
couples JSyx to J
S
yz and builds up µz, which eventually
manifests itself due to the spin swapping effect (Fig. 1b,
z-component). Similar results are obtained if we neglect
spin swapping and focus on the spin Hall effect instead,
where the spin accumulations do not vanish far from the
interfaces (Fig. 1c). If we solve our toy models separately
for the side-jump and spin swapping terms, the following
relation holds for the maxima of the corresponding spin
accumulations:
µx
µz
∝ αswβ
αsj
=
1
3
lF kFβ, (10)
so that spin swapping is about one order of magnitude
smaller than the spin Hall effect (as also seen in Fig. 1)
in diffusive ferromagnets (J  εF ) as a result of µx de-
pending strongly on the polarization factor β.
Current driven magnetization switching. We propose
a possible way to exploit the spin Hall and spin swap-
ping effects to reversibly control the magnetization in
centrosymmetric ferromagnets that can be realized even
in the absence of adjacent non-magnetic layers. Nor-
mally, spin-orbit torques are observed in ferromagnetic
films lacking inversion symmetry through the Rashba ef-
fect, which is essentially inherent to non-centrosymmetric
structures. However, geometry itself can play an impor-
tant role building up distorted spin accumulation pro-
files and giving rise to non-zero local spin-orbit torques.
For example, let us consider a centrosymmetric diamond-
shaped geometry. The resulting spin accumulation pre-
sented in Fig. 2 turns out to be highly asymmetric (while
the net spin accumulation is zero) and peaks at the oppo-
site edges that can be used to nucleate reversed magnetic
domains. Once nucleated at the corners, the flowing cur-
rent can either expand or shrink the reversed magnetic
domain by current-driven domain wall motion, as shown
in the top panel of Fig. 2. A similar scenario in control-
ling the magnetization (albeit without considering the
spin Hall or spin swapping mechanisms) has been stud-
ied in Ref. [25].
Conclusion. We derived a complete set of the drift-
diffusion equations for the coupled charge and spin trans-
port in diffusive ferromagnets in the presence of extrinsic
SOC. While combining major effects, such as the spin
and inverse spin Hall effects, anomalous Hall effect and
spin swapping, these equations reveal some new intrigu-
ing features. In particular, we showed that in ferromag-
nets the resulting spin accumulation exhibits a complex
spatial profile, where the spin swapping effect is enhanced
due to spin polarization, while spin precession gives rise
to additional contributions to the anomalous charge and
spin currents. These effects can be employed to generate
spin-orbit mediated torques and reversibly control the
magnetization in centrosymmetric structures. Our re-
sults call for experimental approbation in current-driven
magnetization dynamics, where suitable materials may
include magnetic alloys with heavy impurities, such as
Co-Pt, Fe-Au [26] or CuMn-Pt [27].
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3LIST OF MODEL AND TRANSPORT PARAMETERS
kF Fermi wavevector
m Electron’s effective mass
J Exchange constant in the s-d model
vi Impurity potential
ni Impurity concentration
ξSO Dimensionless spin-orbit coupling constant
εF =
h¯2k2F
2m
Fermi energy
vF =
h¯kF
m
Fermi velocity
β =
J
2εF
Spin polarization factor
D0 =
mkF
2pi2h¯2
Spin independent density of states per spin at the Fermi level
1
τ0
=
2piv2i niD0
h¯
Spin independent relaxation time
1
τL
=
2J
h¯
Larmor precession time
1
τφ
=
4J2τ0
h¯2
Spin dephasing relaxation time
1
τsf
=
8
9
ξ2SO
τ0
Spin-flip relaxation time
lF = τ0vF Mean-free path
D =
τ0v
2
F
3
Diffusion coefficient
αsw =
2
3
ξSO Dimensionless spin swapping constant
αsj =
ξSO
lF kF
Dimensionless side-jump constant
αsk =
vimkF
3pih¯2
ξSO Dimensionless skew scattering constant
4I. GENERAL FORMALISM
We start with a free-electron Hamiltonian Hˆ0 and its Fourier transform Hˆk:
Hˆ0 = − h¯
2
2m
∇2σˆ0 + Jσˆ ·m F−−→ Hˆk = h¯
2k2
2m
σˆ0 + Jσˆ ·m. (1)
Here, the first term stands for the kinetic energy, where m and k are the electron’s effective mass and wave
vector, respectively; the second term refers to the exchange interaction in the so-called s-d model, where m =
(cosφ sin θ, sinφ sin θ, cos θ) is the magnetization unit vector parametrized in spherical coordinates, J is the exchange
coupling parameter, σˆ is the Pauli matrix vector, and σˆ0 is the identity matrix. The unperturbed Green’s function is
defined by Hˆk:
Gˆ
R(A)
0,kE =
[
E − Hˆk ± iη
]−1
=
∑
s=±
|s〉〈s|
E − Eks ± iη =
1
2
∑
s=±
σˆ0 + sσˆ ·m
E − Eks ± iη , (2)
where s refers to the spin index, |s〉 is the corresponding eigenstate:
|s〉 =
 se−iφ√ 1+s cos θ2√
1−s cos θ
2
 , (3)
Eks = Ek + sJ , Ek = h¯
2k2/2m, and η is a positive infinitesimal.
Next, we consider the impurity Hamiltonian with spin-orbit coupling:
Hˆimp =
∑
Ri
V (r −Ri)σˆ0 + ξSO
h¯k2F
∑
Ri
(∇V (r −Ri)× pˆ) · σˆ, (4)
where pˆ = −ih¯∂r is the momentum operator, V (r−Ri) = viδ(r−Ri) is the on-site potential at the impurity site Ri,
ξSO is the spin-orbit coupling parameter (defined as a dimensionless quantity), and kF is the Fermi wavevector. Here,
we neglect the localization effects and electron-electron correlations, and assume a short-range impurity potential. In
the reciprocal space, it can be written as:1
Hˆkk′ = Ω〈k|Hˆimp|k′〉, (5)
where the momentum eigenstates are defined as 〈r|k〉 = Ω−1/2eik·r, and Ω is the volume of the system. Then, by
using the following identities:∫
Ω
dr f(r)δ(r − ri) = f(ri),
∫
Ω
dr f(r)∇δ(r − ri) = −
∫
Ω
dr∇f(r)δ(r − ri), (6)
we obtain:
Hˆkk′ =
∑
Ri
∫
Ω
dr
[
viδ(r −Ri)σˆ0e−i(k−k′)·r − ivi ξSO
k2F
e−ik·r
(
∇δ(r −Ri)× ∂r
)
· σˆeik′·r
]
= V (k − k′)
[
σˆ0 + i
ξSO
k2F
σˆ · (k × k′)
]
,
(7)
where V (k − k′) is the Fourier transform of the impurity on-site potential:
V (k − k′) = vi
∑
Ri
e−i(k−k
′)·Ri . (8)
We proceed to write a kinetic equation by means of the Keldysh formalism:
Gˆ
−1
= Gˆ−10 − Σ, Gˆ =
(
GˆR GˆK
0 GˆA
)
, Σˆ =
(
ΣˆR ΣˆK
0 ΣˆA
)
, (9)
5where Gˆ and Σˆ are the Green’s function and self-energy in the Keldysh space; the indexes R, A and K stand for the
retarded, advanced and Keldysh components, respectively, and Gˆ−10 = ih¯∂t−Hˆ0. In the semiclassical approximation,
a set of diffusive equations for the non-equilibrium charge and spin densities can be derived through the distribution
function gˆk ≡ gˆk(R, T ) defined as the Wigner representation of the Keldysh Green’s function GˆK :2
GˆK(r1, t1; r2, t2)
W−→ GˆK(R+ r
2
, T +
t
2
;R− r
2
, T − t
2
) ≡ GˆK(r, t;R, T )
F−→ GˆK(r, t;R, T ) =
∫
dE
2pi
dk
(2pi)3
gˆKkE(R, T )e
− ih¯Eteir·k
−→ gˆk = i
∫
dE
2pi
gˆKkE(R, T ),
(10)
where the relative r = r1 − r2, t = t1 − t2 and center-of-mass R = (r1 + r2)/2, T = (t1 + t2)/2 coordinates are
introduced. In the dilute limit, we can employ the Kadanoff-Baym anzats:
GˆkE(R, T ) =
(
GˆRkE gˆ
K
kE(R, T )
0 GˆAkE
)
(11)
and
gˆKkE(R, T ) = Gˆ
R
kE gˆk(R, T )− gˆk(R, T )GˆAkE . (12)
The Keldysh Green’s function GˆK satisfies the Kadanoff-Baym equation:2
[GˆR]−1 ∗ GˆK − GˆK ∗ [GˆA]−1 = ΣˆK ∗ GˆA − GˆR ∗ ΣˆK , (13)
Having applied the Wigner transformation, we use the so-called gradient approximation, where the convolution A∗B
of two functions is expressed as:
(A ∗ B)kE (R, T ) ' AB −
ih¯
2
(∂TA∂EB − ∂EA∂TB)
− i
2
(∇kA · ∇RB −∇RA · ∇kB) .
(14)
Taking into account that GˆR(A) and ΣˆR(A) do not depend on the center-of-mass coordinates, we obtain:
ih¯∂T gˆ
K + [gˆK , Jσˆ ·m] + i
2
{
∇kHˆk,∇RgˆK
}
= ΣˆKGˆA − GˆRΣˆK + ΣˆRgˆK − gˆKΣˆA
− ih¯
2
(
∂T Σˆ
K∂EGˆ
A + ∂EGˆ
R∂T Σˆ
K
)
+
ih¯
2
(
∂EΣˆ
R∂T gˆ
K + ∂T gˆ
K∂EΣˆ
A
)
− i
2
(
∇kΣˆR · ∇RgˆK +∇RgˆK · ∇kΣˆA
)
+
i
2
(
∇RΣˆK · ∇kGˆA +∇kGˆR · ∇RΣˆK
)
,
(15)
where [· , ·] and {· , ·} stand for a commutator and anticommutator, respectively. In steady state, we have:
[gˆK , Jσˆ ·m] + i
2
{
∇kHˆk,∇RgˆK
}
= ΣˆKGˆA − GˆRΣˆK + ΣˆRgˆK − gˆKΣˆA
− i
2
(
∇kΣˆR · ∇RgˆK +∇RgˆK · ∇kΣˆA
)
+
i
2
(
∇RΣˆK · ∇kGˆA +∇kGˆR · ∇RΣˆK
)
.
(16)
Finally, in the dilute limit, we can assume that the self-energy is almost constant and neglect its derivatives on the
right-hand side:
[gˆK , Jσˆ ·m] + i
2
{
∇kHˆk,∇RgˆK
}
= ΣˆKGˆA − GˆRΣˆK + ΣˆRgˆK − gˆKΣˆA, (17)
or
[gˆK , Jσˆ ·m] + i h¯
2
m
(k · ∇R) gˆK = ΣˆKGˆA − GˆRΣˆK + ΣˆRgˆK − gˆKΣˆA. (18)
6FIG. 1. a) Diagrammatic expansion for scatterings off the static impurity potential. b) Self-consistent Born approximation. c)
Skew-scattering diagrams.
II. SELF-ENERGY
A. Self-consistent Born approximation
Let us consider first and second orders of the diagrammatic expansion for the scattering off the static impurity
potential (Fig. 1a). The Green’s function Gˆ and the corresponding self-energy Σˆ are defined in the wave vector
representation as follows:
Gˆ(k, t1;k
′, t2) = Gˆ0(k, t1;k
′, t2) +
∑
{ki}
Gˆ0(k, t1;k1, t2)〈k1|Hˆimp|k2〉Gˆ0(k2, t1;k′, t2)
+
∑
{ki}
Gˆ0(k, t1;k1, t2)〈k1|Hˆimp|k2〉Gˆ0(k2, t1;k3, t2)〈k3|Hˆimp|k4〉Gˆ0(k4, t1;k′, t2) + ...
= Gˆ0(k, t1;k
′, t2) +
∑
{ki}
Gˆ0(k, t1;k1, t2)Σˆ(k1, t1;k2, t2)Gˆ(k2, t1;k
′, t2),
(19)
where Gˆ0 is a free propagator. To consider a particle moving in a random potential we take the average over different
spatial configurations of the ensemble of N impurities. Upon impurity-averaging the first order term in Eq. (19) is
a constant and can be renormalized away. For the second order term, we take into account all two-line irreducible
diagrams corresponding to the double scattering off the same impurity and neglect the so-called crossing diagrams,
where impurity lines cross and give a small contribution to the region of interest, E ' EF and k ' kF .1 This is nothing
else but the self-consistent Born approximation (Fig. 1b). Using Eq. (7) for the impurity potential, the self-energy is
given by three terms:
Σˆ
1a
(k1, t1;k4, t2) =
1
Ω2
∑
k2k3
Gˆ(k2, t1;k3, t2) 〈V (k1 − k2)V (k3 − k4)〉 , (20)
Σˆ
1b
(k1, t1;k4, t2) =
i
Ω2
ξSO
k2F
∑
k2k3
[
[(k1 × k2) · σˆ]Gˆ(k2, t1;k3, t2)
+ Gˆ(k2, t1;k3, t2)[(k3 × k4) · σˆ]
]
〈V (k1 − k2)V (k3 − k4)〉 ,
(21)
7Σˆ
1c
(k1, t1;k4, t2) = − 1
Ω2
ξ2SO
k4F
∑
k2k3
[(k1 × k2) · σˆ]Gˆ(k2, t1;k3, t2)[(k3 × k4) · σˆ] 〈V (k1 − k2)V (k3 − k4)〉 , (22)
where impurity averaging leads to:
〈V (k1 − k2)V (k3 − k4)〉 = v2i
〈∑
Ri
e−i(k1−k2)·Rie−i(k3−k4)·Ri
〉
= v2iNδk1+k3,k2+k4 . (23)
To proceed with the Wigner transformation, we change the variables:
k1 = k +
q
2
k2 = k
′ +
q′
2
k3 = k
′ − q
′
2
k4 = k − q
2
and
T =
t1 + t2
2
t = t1 − t2,
that gives:
Σˆ
1a
(k, t; q, T ) =
1
Ω2
∑
k2k3
Gˆ(k′, t; q′, T )δq,q′ , (24)
Σˆ
1b
(k, t; q, T ) =
i
Ω2
ξSO
k2F
∑
k2k3
[[
((k +
q
2
)× (k′ + q
′
2
)) · σˆ]Gˆ(k′, t; q′, T )
+ Gˆ(k′, t; q′, T )
[
((k′ − q
′
2
)× (k − q
′
2
))) · σˆ]] δq,q′ , (25)
Σˆ
1c
(k, t; q, T ) = − 1
Ω2
ξ2SO
k4F
∑
k2k3
[
((k +
q
2
)× (k′ + q
′
2
)) · σˆ]Gˆ(k′, t; q′, T )[((k′ − q′
2
)× (k − q
2
)) · σˆ]δq,q′ . (26)
The Kronecker function reflects that translation invariance is recovered, and we have in the continuum limit:
Σˆ
1a
(k, t; q, T ) = v2i ni
∫
dk′
(2pi)3
Gˆ(k′, t; q, T ), (27)
Σˆ
1b
(k, t; q, T ) = Σˆ
sw
(k, t; q, T ) + Σˆ
sj
(k, t; q, T )
= iv2i ni
ξSO
k2F
∫
dk′
(2pi)3
[
(k × k′) · σˆ, Gˆ(k′, t; q, T )
]
+ iv2i ni
ξSO
2k2F
∫
dk′
(2pi)3
{
[q × (k′ − k)] · σˆ, Gˆ(k′, t; q, T )
}
,
(28)
Σˆ
1c
(k, t; q, T ) = −v2i ni
ξ2SO
k4F
∫
dk′
(2pi)3
[(k × k′ + 1
2
q × k′ + 1
2
k × q) · σˆ]
· Gˆ(k′, t; q, T )[(k′ × k − 1
2
k′ × q − 1
2
q × k) · σˆ].
(29)
Having Fourier transformed with respect to q, that gives the Wigner coordinate R:
Gˆ(r1; r4) =
∫
dk1
(2pi)3
∫
dk4
(2pi)3
Gˆ(k1;k4)e
i(k1r1−k4r4)
=
∫
dk
(2pi)3
∫
dq
(2pi)3
Gˆ(k +
1
2
q;k − 1
2
q)ei(k+
1
2q)·(R+ 12r)e−i(k−
1
2q)·(R− 12r)
=
∫
dk
(2pi)3
∫
dq
(2pi)3
Gˆ(k; q)eiq·Reik·r = Gˆ(r;R),
(30)
8we get the final form for the self-energy in the mixed representation:
Σˆ
1a
kE(R, T ) = v
2
i ni
∫
dk′
(2pi)3
Gˆk′E(R, T ),
Σˆ
1b
kE(R, T ) = Σˆ
sw
kE(R, T ) + Σˆ
sj
kE(R, T )
= iv2i ni
ξSO
k2F
∫
dk′
(2pi)3
[
(k × k′) · σˆ, Gˆk′E(R, T )
]
+ v2i ni
ξSO
2k2F
∫
dk′
(2pi)3
∇R
{
(k′ − k)× σˆ, Gˆk′E(R;T )
}
,
Σˆ
1c
kE(R, T ) = −v2i ni
ξ2SO
k4F
∫
dk′
(2pi)3
[(k × k′) · σˆ]Gˆk′E(R, T )[(k′ × k) · σˆ].
(31)
At the level of the self-consistent Born approximation, the self-energy is given by the following contributions. The first
term Σˆ
1a
stands for the standard elastic scattering off the on-site impurity potential. To first order of ξSO, there are
two terms, Σˆ
sw
and Σˆ
sj
, related to the side-jump and spin swapping contributions, respectively. Finally, the second
order of ξSO yields the Elliot-Yafet spin relaxation mechanism (all gradient terms ∼ ξ2SO∇R are neglected on account
of their smallness).
Let us rewrite these contributions for the retarded, advanced and Keldysh Green’s functions (taking into account
that GˆR(A) does not depend on the center-of-mass coordinates):
ΣˆkE(R, T ) = Σˆ
1a
kE(R, T ) + Σˆ
1b
kE(R, T ) + Σˆ
1c
kE(R, T ), (32)
which is equivalent to:
ΣˆRkE = v
2
i ni
∫
dk′
(2pi)3
[
σˆ0 + i
ξSO
k2F
(k × k′) · σˆ
]
GˆRk′E
[
σˆ0 − i ξSO
k2F
(k × k′) · σˆ
]
, (33)
ΣˆAkE = v
2
i ni
∫
dk′
(2pi)3
[
σˆ0 + i
ξSO
k2F
(k × k′) · σˆ
]
GˆAk′E
[
σˆ0 − i ξSO
k2F
(k × k′) · σˆ
]
, (34)
and
ΣˆKkE(R, T ) = v
2
i ni
∫
dk′
(2pi)3
[
σˆ0 + i
ξSO
k2F
(k × k′) · σˆ
]
gˆKk′E(R, T )
[
σˆ0 − i ξSO
k2F
(k × k′) · σˆ
]
+ v2i ni
ξSO
2k2F
∫
dk′
(2pi)3
∇R
{
(k′ − k)× σˆ, gˆKk′E(R;T )
}
.
(35)
B. Skew-scattering
To take into account skew-scattering, one has to go beyond the Born approximation. Starting from third order
diagrams (Fig. 1c), we obtain the following expressions for the self-energy to first order in ξSO:
Σˆ
2a
(k1, t1;k6, t2) =
i
Ω3
ξSO
k2F
∑
k2,k3,k4,k5
[(k1 × k2) · σˆ]Gˆ0(k2, t1;k3, t2)Gˆ0(k4, t1;k5, t2)
· 〈V (k1 − k2)V (k3 − k4)V (k5 − k6)〉 ,
(36)
Σˆ
2b
(k1, t1;k6, t2) =
i
Ω3
ξSO
k2F
∑
k2,k3,k4,k5
Gˆ0(k2, t1;k3, t2)[(k3 × k4) · σˆ]Gˆ0(k4, t1;k5, t2)
· 〈V (k1 − k2)V (k3 − k4)V (k5 − k6)〉 ,
(37)
Σˆ
2c
(k1, t1;k6, t2) =
i
Ω3
ξSO
k2F
∑
k2,k3,k4,k5
Gˆ0(k2, t1;k3, t2)Gˆ0(k4, t1;k5, t2)[(k5 × k6) · σˆ]
· 〈V (k1 − k2)V (k3 − k4)V (k5 − k6)〉 ,
(38)
9where impurity averaging in the triple scattering off the same impurity potential is implied:
〈V (k1 − k2)V (k3 − k4)V (k5 − k6)〉 = v3i
〈∑
Ri
e−i(k1−k2)·Rie−i(k3−k4)·Rie−i(k5−k6)·Ri
〉
= v3iNδk1+k3+k5,k2+k4+k6 .
(39)
Here, we do not consider triple scatterings off the on-site impurity potential without spin-orbit coupling, which gives
a negligible correction to the elastic relaxation time (∼ βviτ0 ). Changing the variables:
k1 = k +
q
2
k2 = k
′ +
q′
2
k3 = k
′ − q
′
2
,
k4 = k
′′ +
q′′
2
k5 = k
′′ − q
′′
2
k6 = k − q
2
(40)
and
T =
t1 + t2
2
t = t1 − t2 (41)
leads in the continuum limit to:
Σˆ
2a
(k, t; q, T ) = iv3i ni
ξSO
k2F
∫
dk′
(2pi)3
∫
dk′′
(2pi)3
∫
dq′
(2pi)3[(
k +
q
2
)
×
(
k′ +
q′
2
)
· σˆ
]
Gˆ(k′, t; q′, T )Gˆ(k′′, t; q − q′, T ),
(42)
Σˆ
2b
(k, t; q, T ) = iv3i ni
ξSO
k2F
∫
dk′
(2pi)3
∫
dk′′
(2pi)3
∫
dq′
(2pi)3
Gˆ(k′, t; q′, T )
[(
k′ − q
′
2
)
×
(
k′′ +
q
2
− q
′
2
)
· σˆ
]
Gˆ(k′′, t; q − q′, T ),
(43)
Σˆ
2c
(k, t; q, T ) = iv3i ni
ξSO
k2F
∫
dk′
(2pi)3
∫
dk′′
(2pi)3
∫
dq′
(2pi)3
Gˆ(k′, t; q′, T )Gˆ(k′′, t; q − q′, T )
[(
k′′ − q
2
+
q′
2
)
×
(
k − q
2
)
· σˆ
]
.
(44)
Let us assume that any inhomogeneity in a system is smooth, so we can neglect all gradient terms ∼ q. Having
Fourier transformed with respect to q and t, we obtain:
Σˆ′kE(R, T ) = Σˆ
2a
kE(R, T ) + Σˆ
2b
kE(R, T ) + Σˆ
2c
kE(R, T ), (45)
where
Σˆ
2a
kE(R, T ) = iv
3
i ni
ξSO
k2F
∫
dk′
(2pi)3
∫
dk′′
(2pi)3
[(k × k′) · σˆ]Gˆk′E(R, T )Gˆk′′E(R, T ), (46)
Σˆ
2b
kE(R, T ) = iv
3
i ni
ξSO
k2F
∫
dk′
(2pi)3
∫
dk′′
(2pi)3
Gˆk′E(R, T )[(k
′ × k′′) · σˆ]Gˆk′′E(R, T ), (47)
Σˆ
2c
kE(R, T ) = iv
3
i ni
ξSO
k2F
∫
dk′
(2pi)3
∫
dk′′
(2pi)3
Gˆk′E(R, T )Gˆk′′E(R, T )[(k
′′ × k) · σˆ]. (48)
To first order in ξSO, we can express the retarded and advanced Green’s functions by using the Sokhotski formula:
Gˆ
R(A)
kE =
(
Eˆ − Hˆk − ΣˆR(A)kE
)−1
≈ 1
2
∑
s=±
σˆ0 + sσˆ ·m
E − Eks ± i h¯2τs
=
1
2
∑
s=±
(σˆ0 + sσˆ ·m) [∓ipiδ(E − Eks)] ,
(49)
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where τs is the spin dependent relaxation time. As a result, the retarded and advanced components of the skew-
scattering self-energy vanish, and we deal with its Keldysh part, which survives for Σˆ2a and Σˆ2c only:
Σˆ′
K
kE(R, T ) = i
ξSO
k2F
v3i ni
∫
dk′
(2pi)3
∫
dk′′
(2pi)3
(k × k′) · σˆ
(
GˆRk′E gˆ
K
k′′E(R, T ) + gˆ
K
k′E(R, T )Gˆ
A
k′′E
)
+ i
ξSO
k2F
v3i ni
∫
dk′
(2pi)3
∫
dk′′
(2pi)3
(
GˆRk′E gˆ
K
k′′E(R, T ) + gˆ
K
k′E(R, T )Gˆ
A
k′′E
)
(k′′ × k) · σˆ
(50)
or
Σˆ′
K
kE(R, T ) = i
ξSO
k2F
v3i ni
∫
dk′
(2pi)3
∫
dk′′
(2pi)3
(k × k′) · σˆgˆKk′E(R, T )GˆAk′′E
+ i
ξSO
k2F
v3i ni
∫
dk′
(2pi)3
∫
dk′′
(2pi)3
GˆRk′E gˆ
K
k′′E(R, T )(k
′′ × k) · σˆ.
(51)
This expression can be further simplified, as we integrate over k:
∓ ipi
2
∫
dk′
(2pi)3
∑
s=±
(σˆ0 + sσˆ ·m) δ(E − Eks) = ∓ ipi
2
(D↑ +D↓) (σˆ0 + δσˆ ·m) , (52)
where D↑(↓) is the spin-dependent density of states and δ = (D↑ −D↓)/(D↑ + D↓), so the final form of Σˆ′KkE(R, T )
is given by:
Σˆ′
K
kE(R, T ) = −
pi
2
ξSO
k2F
v3i ni(D
↑ +D↓)
∫
dk′
(2pi)3
(k × k′) · σˆgˆKk′E(R, T ) [σˆ0 + δσˆ ·m]
− pi
2
ξSO
k2F
v3i ni(D
↑ +D↓)
∫
dk′
(2pi)3
[σˆ0 + δσˆ ·m] gˆKk′E(R, T )(k × k′) · σˆ.
(53)
In the weak exchange coupling limit (J  εF ), we can express D↑(↓) ≈ D0(1 ∓ β), where β = J2εF is the spin
polarization factor and D0 =
mkF
2pi2h¯2
is the spin independent density of states per spin at the Fermi level. Then, we
obtain:
Σˆ′
K
kE(R, T ) = −piv3i niD0
ξSO
k2F
∫
dk′
(2pi)3
(k × k′) · σˆgˆKk′E(R, T ) [σˆ0 − βσˆ ·m]
− piv3i niD0
ξSO
k2F
∫
dk′
(2pi)3
[σˆ0 − βσˆ ·m] gˆKk′E(R, T )(k × k′) · σˆ
(54)
or
Σˆ′
K
kE(R, T ) = −
h¯
2
vi
τ0
ξSO
k2F
∫
dk′
(2pi)3
(k × k′) · σˆgˆKk′E(R, T ) [σˆ0 − βσˆ ·m]
− h¯
2
vi
τ0
ξSO
k2F
∫
dk′
(2pi)3
[σˆ0 − βσˆ ·m] gˆKk′E(R, T )(k × k′) · σˆ,
(55)
where 1τ0 = 2piv
2
i niD0/h¯ is the spin independent relaxation time.
III. RELAXATION TIME
The imaginary part of the retarded and advanced self-energies is related to the momentum relaxation time, which
is given by the elastic scattering off the on-site impurity potential and Elliot-Yafet mechanism:
Σˆ
R(A)
kE = ∓i
h¯
2τˆk
. (56)
Taking into account Eqs. (33) and (2), we get:
1
τˆk
=
piv2i ni
h¯
∑
s=±
∫
dk′
(2pi)3
[
σˆ0 + i
ξSO
k2F
n · σˆ
]
(σˆ0 + sσˆ ·m)
[
σˆ0 − i ξSO
k2F
n · σˆ
]
δ(E − Ek′s), (57)
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where n = k × k′. In terms of spherical coordinates, dk = k2dk sin θdθ dφ with k ∈ [0, kF ], θ ∈ [0, pi] and φ ∈ [0, 2pi],
it is easy to show: ∫
kidk = 0, (58)
where ki is the ith cartesian coordinate of k, and all terms linear in n vanish. Thus, we get:
1
τˆk
=
piv2i ni
h¯
∑
s=±
∫
dk′
(2pi)3
[
σˆ0 + sσˆ ·m+ ξ
2
SO
k4F
(n · σˆ)(n · σˆ) + s ξ
2
SO
k4F
(n · σˆ)(σˆ ·m)(n · σˆ)
]
δ(E − Ek′s), (59)
or having used (a · σˆ)(b · σˆ) = (a · b)σˆ0 + i(a× b) · σˆ:
1
τˆk
=
piv2i ni
h¯
∫
dk′
(2pi)3
[
(1 +
ξ2SO
k4F
n2)σˆ0(δ(E − Ek′+) + δ(E − Ek′−))
+
(
σˆ ·m+ ξ
2
SO
k4F
σˆ · (2n(n ·m)−mn2)
)
(δ(E − Ek′+)− δ(E − Ek′−))
]
.
(60)
Let us also consider the following expressions:∫
dk′
(2pi)3
k′ik
′
j (δ(E − Ek′+)± δ(E − Ek′−)) = 0 for i 6= j,∫
dk′
(2pi)3
k′2i (δ(E − Ek′+)± δ(E − Ek′−)) =
1
6pi2
∫
dk′k′4 (δ(E − Ek′+)± δ(E − Ek′−)),∫
dk′
(2pi)3
n2 (δ(E − Ek′+)± δ(E − Ek′−)) = 1
3pi2
k2
∫
dk′k′4 (δ(E − Ek′+)± δ(E − Ek′−)).
(61)
We can rewrite Eq. (60) as:
1
τˆk
=
v2i ni
2pih¯
∫
dk′
[
(k′2 +
2
3
ξ2SO
k4F
k2k′4)σˆ0(δ(E − Ek′+) + δ(E − Ek′−))
+
(
σˆ ·mk′2 − 2
3
ξ2SO
k4F
k′4(σˆ · k)(k ·m)
)
(δ(E − Ek′+)− δ(E − Ek′−))
]
.
(62)
Next, we can employ the following relation for the delta-function:
δ(E − Eks) = δ(k − ks)h¯2ks
m
, (63)
where k± =
√
2m(εF ∓ J)/h¯, and εF = h¯
2k2F
2m is the Fermi energy. Then, integrating over k
′ gives:
1
τˆk
=
v2i ni
2pih¯
(m
h¯2
(k+ + k−)σˆ0 +
2m
3h¯2
ξ2SO
k4F
k2(k3+ + k
3
−)σˆ0 +
m
h¯2
(k+ − k−)σˆ ·m
− 2m
3h¯2
ξ2SO
k4F
(k3+ − k3−)(σˆ · k)(k ·m)
)
.
(64)
Finally, in the weak exchange coupling limit (J  εF ), we can perform a Taylor expansion, k± ≈ kF (1∓β). Neglecting
higher order terms ∼ βξ2SO, we obtain:
1
τˆk
=
1
τ0
(
σˆ0 − βσˆ ·m+ 2
3
ξ2SO
k2F
k2σˆ0
)
, (65)
where 1τ0 = 2piv
2
i niD0/h¯ is the spin-independent relaxation time due to scattering off the impurity potential.
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IV. AVERAGED VELOCITY OPERATOR
For educational purposes, let us derive the averaged velocity operator in diffusive ferromagnets with extrinsic spin-
orbit coupling.4 Within the Lippmann-Schwinger equation, the scattered state ‖k, s〉 can be written in the first order
of Hˆimp:
‖k, s〉 = |k, s〉+
∑
k′
GˆR0,k′〈k′|Hˆimp|k〉|k′, s〉
= |k, s〉 − 1
Ω
ipi
2
∑
k′s′
(σˆ0 + s
′σˆ ·m)(σˆ0 − i ξSO
k2F
σˆ · (k × k′))V (k′ − k)δ(E − Ek′s′)|k′, s〉,
(66)
and
〈k, s‖ = 〈k, s|+
∑
k′
〈k′, s|〈k|Hˆimp|k′〉GˆR0,k′
= 〈k, s|+ 1
Ω
ipi
2
∑
k′s′
〈k′, s|(σˆ0 + i ξSO
k2F
σˆ · (k × k′))(σˆ0 + s′σˆ ·m)V (k − k′)δ(E − Ek′s′).
(67)
The corresponding matrix elements of the velocity operator can be found as:
vss
′
kk′ = −
i
h¯
〈k, s‖ [rˆ, Hˆ] ‖k′, s′〉 = − i
h¯
〈k, s‖ [rˆ, Hˆ0 + Hˆimp] ‖k′, s′〉, (68)
where
− i
h¯
[rˆ, Hˆ] = − i
h¯
[rˆ, Hˆ0 + Hˆimp] = − ih¯
m
∇σˆ0 + ξSO
h¯k2F
∑
Ri
σˆ ×∇V (r −Ri). (69)
Let us express these terms separately neglecting higher order terms ∼ ξ2SO:
− i
h¯
〈k, s‖ [rˆ, Hˆ0] ‖k′, s′〉 = − ih¯
m
〈k, s‖ ∇ ‖k′, s′〉
= − ih¯
m
〈k|∇|k′〉δss′ − ipi
2
∑
s′′
∫
dk′′
(2pi)3
V (k′′ − k′)δ(E − Ek′′s′′)〈k|∇|k′′〉〈s|(σˆ0 + s′′σˆ ·m)(σˆ0 − i ξSO
k2F
σˆ · (k′ × k′′))|s′〉
+
ipi
2
∑
s′′
∫
dk′′
(2pi)3
V (k − k′′)δ(E − Ek′′s′′)〈s|(σˆ0 + i ξSO
k2F
σˆ · (k × k′′))(σˆ0 + s′′σˆ ·m)|s′〉〈k′′|∇|k′〉,
(70)
and
− i
h¯
〈k, s‖ [rˆ, Hˆimp] ‖k′, s′〉 = ξSO
h¯k2F
∑
Ri
〈k, s‖ σˆ ×∇V (r −Ri) ‖k′, s′〉
=
i
Ω
ξSO
h¯k2F
〈s|σˆ|s′〉 × (k − k′)V (k − k′)
+
1
Ω
pi
2
ξSO
h¯k2F
∑
s′′
∫
dk′′
(2pi)3
V (k′′ − k′)V (k − k′′)δ(E − Ek′′s′′)〈s|σˆ × (k − k′′)(σˆ0 + s′′σˆ ·m)|s′〉
− 1
Ω
pi
2
ξSO
h¯k2F
∑
s′′
∫
dk′′
(2pi)3
V (k − k′′)V (k′′ − k′)δ(E − Ek′′s′′)〈s|(σˆ0 + s′′σˆ ·m)σˆ × (k′′ − k′)|s′〉.
(71)
Upon impurity averaging we obtain:
vss
′
k =
h¯
m
k δss′ + v
2
i ni
pi
2
ξSO
h¯k2F
∑
s′′
∫
dk′′
(2pi)3
δ(E − Ek′′s′′)〈s| {σˆ × (k − k′′), (σˆ0 + s′′σˆ ·m)} |s′〉
=
h¯
m
k δss′ + v
2
i nipi
ξSO
h¯k2F
∑
s′′
∫
dk′′
(2pi)3
δ(E − Ek′′s′′)〈s|σˆ × k + s′′m× k|s′〉,
(72)
or in the limit J  εF :
vˆk =
h¯
m
k σˆ0 +
1
τ0
ξSO
k2F
σˆ × k − β
τ0
ξSO
k2F
m× k σˆ0. (73)
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V. QUANTUM TRANSPORT EQUATIONS
Having integrated Eq. (18) over energy, we arrive at the kinetic equation written for the distribution function gˆk:
− i[gˆk, Jσˆ ·m] + h¯
2
m
(k · ∇R) gˆk = coll, (74)
where the collision integral is defined as:
coll = Jk + Ik, (75)
and
Jk =
∫
dE
2pi
(
ΣˆKkEGˆ
A
kE − GˆRkEΣˆKkE
)
, (76)
Ik =
∫
dE
2pi
(
ΣˆRkE gˆ
K
kE − gˆKkEΣˆAkE
)
. (77)
Let us proceed with its detailed derivation. Taking into account the Kadanoff-Baym anzats (12) for gˆKkE , the integration
over energy (up to a given Fermi level εF ) can be performed by using the residue theorem:∫
dE
2pi
GˆRkE gˆk′Gˆ
A
k′E =
∫
dE
8pi
∑
s,s′
σˆ0 + sσˆ ·m
E − Eks + i h¯2τs
gˆk′
σˆ0 + s
′σˆ ·m
E − Ek′s′ − i h¯2τs′
= − i
4
∑
s,s′
(σˆ0 + sσˆ ·m)gˆk′(σˆ0 + s′σˆ ·m)
εF − Ek′s′ − i h¯2
(
1
τs′
+ 1τs
) , (78)
and ∫
dE
2pi
GˆRk′E gˆk′Gˆ
A
kE =
∫
dE
8pi
∑
s,s′
σˆ0 + s
′σˆ ·m
E − Ek′s′ + i h¯2τs′
gˆk′
σˆ0 + sσˆ ·m
E − Eks − i h¯2τs
=
i
4
∑
s,s′
(σˆ0 + s
′σˆ ·m)gˆk′(σˆ0 + sσˆ ·m)
εF − Ek′s′ + i h¯2
(
1
τs
+ 1τs′
) , (79)
while ∫
dE
2pi
Gˆ
R(A)
kE gˆk′Gˆ
R(A)
k′E = 0, (80)
where the retarded and advanced Green’s functions are defined as:
Gˆ
R(A)
kE =
1
2
∑
s=±
σˆ0 + sσˆ ·m
E − Eks ± i h¯2τs
. (81)
Assuming the scattering term in the denominator to be small and transport properties to be described solely by the
electrons close to the Fermi level, we can rewrite these expressions with the Sokhotski formula:∫
dE
2pi
GˆRkE gˆk′Gˆ
A
k′E =
pi
2
∑
s′
gˆk′(σˆ0 + s
′σˆ ·m)δ(εF − Ek′s′), (82)
and ∫
dE
2pi
GˆRk′E gˆk′Gˆ
A
kE =
pi
2
∑
s′
(σˆ0 + s
′σˆ ·m)gˆk′δ(εF − Ek′s′). (83)
Starting from the Born approximation (35), we have:
ΣˆKkEGˆ
A
kE = v
2
i ni
∫
dk′
(2pi)3
[
GˆRk′E gˆk′Gˆ
A
kE + i
ξSO
k2F
n · σˆGˆRk′E gˆk′GˆAkE
−i ξSO
k2F
GˆRk′E gˆk′n · σˆGˆAkE +
ξ2SO
k4F
n · σˆGˆRk′E gˆk′n · σˆGˆAkE
]
+
v2i ni
2
ξSO
k2F
∫
dk′
(2pi)3
{
(k′ − k} × σˆ, GˆRk′E∇Rgˆk′
}
GˆAkE ,
(84)
14
and
GˆRkEΣˆ
K
kE = −v2i ni
∫
dk′
(2pi)3
[
GˆRkE gˆk′Gˆ
A
k′E + i
ξSO
k2F
GˆRkEn · σˆgˆk′GˆAk′E
−i ξSO
k2F
GˆRkE gˆk′Gˆ
A
k′En · σˆ +
ξ2SO
k4F
GˆRkEn · σˆgˆk′GˆAk′En · σˆ
]
− v
2
i ni
2
ξSO
k2F
∫
dk′
(2pi)3
GˆRkE
{
(k′ − k)× σˆ,∇Rgˆk′GˆAk′E
}
.
(85)
By using the following relations:
σˆaσˆb = iεabc σˆc + δabσˆ0,
(a · σˆ)(b · σˆ) = (a · b)σˆ0 + i(a× b) · σˆ, (86)
these terms give: ∫
dE
2pi
[
GˆRk′E gˆk′Gˆ
A
kE + Gˆ
R
kE gˆk′Gˆ
A
k′E
]
= pigˆk′δT + pi{gˆk′ , σˆ ·m}δJ , (87)
∫
dE
2pi
i
ξSO
k2F
[
[n · σˆ, GˆRk′E gˆk′ ]GˆAkE + GˆRkE [n · σˆ, gˆk′GˆAk′E ]
]
=
= ipi
ξSO
k2F
[n · σˆ, gˆk′ ]δT + ipi ξSO
k2F
(n · σˆgˆk′m · σˆ −m · σˆgˆk′n · σˆ) δJ
− pi ξSO
k2F
{(n×m) · σˆ, gˆk′}δJ ,
(88)
∫
dE
2pi
ξ2SO
k4F
[
n · σˆGˆRk′E gˆk′n · σˆGˆAkE + GˆRkEn · σˆgˆk′GˆAk′En · σˆ
]
=
= pi
ξ2SO
k4F
n · σˆgˆk′n · σˆδT + pi ξ
2
SO
k4F
n ·m{gˆk′ ,n · σˆ}δJ
+ ipi
ξ2SO
k4F
(n×m) · σˆgˆk′n · σˆδJ − ipi ξ
2
SO
k4F
n · σˆgˆk′(n×m) · σˆδJ ,
(89)
∫
dE
2pi
[{
(k′ − k} × σˆ, GˆRk′E∇Rgˆk′
}
GˆAkE + Gˆ
R
kE
{
(k′ − k)× σˆ,∇Rgˆk′GˆAk′E
}]
=
= pi {(k′ − k)× σˆ,∇Rgˆk′} δT + pi {(k′ − k)× σˆ, {∇Rgˆk′ ,m · σˆ}} δJ ,
(90)
where the following notations are used:
δT = δ(εF − Ek′+) + δ(εF − Ek′−),
δJ =
1
2
[δ(εF − Ek′+)− δ(εF − Ek′−)] .
(91)
For the skew-scattering self-energy Eq. (55), we have:
Σˆ′
K
kEGˆ
A
kE = −
h¯
2
vi
τ0
ξSO
k2F
∫
dk′
(2pi)3
n · σˆGˆRk′E gˆk′ [σˆ0 − βσˆ ·m] GˆAkE
− h¯
2
vi
τ0
ξSO
k2F
∫
dk′
(2pi)3
[σˆ0 − βσˆ ·m] GˆRk′E gˆk′n · σˆGˆAkE ,
(92)
and
GˆRkEΣˆ
′K
kE =
h¯
2
vi
τ0
ξSO
k2F
∫
dk′
(2pi)3
GˆRkEn · σˆgˆk′GˆAk′E [σˆ0 − βσˆ ·m]
+
h¯
2
vi
τ0
ξSO
k2F
∫
dk′
(2pi)3
GˆRkE [σˆ0 − βσˆ ·m] gˆk′GˆAk′En · σˆ,
(93)
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that gives: ∫
dE
2pi
[{
n · σˆ, GˆRk′E gˆk′
}
GˆAkE + Gˆ
R
kE
{
n · σˆ, gˆk′GˆAk′E
}]
=
= pi{gˆk′ ,n · σˆ}δT + pi {n · σˆ, {gˆk′ , σˆ ·m}} δJ ,
(94)
∫
dE
2pi
[
n · σˆGˆRk′E gˆk′σˆ ·mGˆAkE + σˆ ·mGˆRk′E gˆk′n · σˆGˆAkE
+GˆRkEn · σˆgˆk′GˆAk′Eσˆ ·m+ GˆRkEσˆ ·mgˆk′GˆAk′En · σˆ
]
=
= pi (σˆ ·mgˆk′n · σˆ + n · σˆgˆk′σˆ ·m) δT + pin ·m{gˆk′ , σˆ ·m}δJ + pim2{gˆk′ ,n · σˆ}δJ
+ ipi ((n×m) · σˆgˆk′σˆ ·m− σˆ ·mgˆk′(n×m) · σˆ) δJ .
(95)
Finally, we obtain:
Jk = pia1
∫
dk′
(2pi)3
[
gˆk′δT + {gˆk′ , σˆ ·m}δJ
+ i
ξSO
k2F
[n · σˆ, gˆk′ ]δT + i ξSO
k2F
(n · σˆgˆk′m · σˆ −m · σˆgˆk′n · σˆ) δJ − ξSO
k2F
{(n×m) · σˆ, gˆk′}δJ
+
ξ2SO
k4F
n · σˆgˆk′n · σˆδT + ξ
2
SO
k4F
n ·m{gˆk′ ,n · σˆ}δJ
+ i
ξ2SO
k4F
(n×m) · σˆgˆk′n · σˆδJ − i ξ
2
SO
k4F
n · σˆgˆk′(n×m) · σˆδJ
+
1
2
ξSO
k2F
{(k′ − k)× σˆ,∇Rgˆk′} δT + 1
2
ξSO
k2F
{(k′ − k)× σˆ, {∇Rgˆk′ ,m · σˆ}} δJ
− pia2
∫
dk′
(2pi)3
[
{gˆk′ ,n · σˆ}δT + {n · σˆ, {gˆk′ , σˆ ·m}} δJ
− β (σˆ ·mgˆk′n · σˆ + n · σˆgˆk′σˆ ·m) δT − βn ·m{gˆk′ , σˆ ·m}δJ − βm2{gˆk′ ,n · σˆ}δJ
− iβ ((n×m) · σˆgˆk′σˆ ·m− σˆ ·mgˆk′(n×m) · σˆ) δJ
]
,
(96)
where a1 = niv
2
i and a2 =
h¯
2
vi
τ0
ξSO
k2F
.
In a similar manner, by using Eqs. (33) and (34) we proceed with the second part of the collision integral Ik:
Ik = −a1
∫
dE
2pi
∫
dk′
(2pi)3
[(
σˆ0 + i
ξSO
k2F
n · σˆ)GˆRk′E(σˆ0 − i ξSOk2F n · σˆ)gˆkGˆAkE
+ GˆRkE gˆk
(
σˆ0 + i
ξSO
k2F
n · σˆ)GˆAk′E(σˆ0 − i ξSOk2F n · σˆ)
]
,
(97)
where ∫
dE
2pi
[
GˆRk′E gˆkGˆ
A
kE + Gˆ
R
kE gˆkGˆ
A
k′E
]
= pigˆkδT + pi{gˆk, σˆ ·m}δJ , (98)
∫
dE
2pi
i
ξSO
k2F
[
[n · σˆ, GˆRk′E ]gˆkGˆAkE + GˆRkE gˆk[n · σˆ, GˆAk′E ]
]
=
= −pi ξSO
k2F
(n×m) · {gˆk, σˆ}δJ ,
(99)
∫
dE
2pi
ξ2SO
k4F
[
n · σˆGˆRk′En · σˆgˆkGˆAkE + GˆRkE gˆkn · σˆGˆAk′En · σˆ
]
=
= pi
ξ2SO
k4F
n2gˆkδT + pi
ξ2SO
k4F
(2(n ·m)n− n2m) · {gˆk, σˆ}δJ ,
(100)
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so we obtain:
Ik = −pia1
∫
dk′
(2pi)3
[
gˆkδT + {gˆk, σˆ ·m}δJ − ξSO
k2F
(n×m) · {gˆk, σˆ}δJ
+
ξ2SO
k4F
n2gˆkδT +
ξ2SO
k4F
(2(n ·m)n− n2m) · {gˆk, σˆ}δJ
]
.
(101)
Finally, the collision integral is written as:
coll = pia1
∫
dk′
(2pi)3
[
(gˆk′ − gˆk)δT + {gˆk′ − gˆk, σˆ ·m}δJ
+ i
ξSO
k2F
[n · σˆ, gˆk′ ]δT + i ξSO
k2F
(n · σˆgˆk′m · σˆ −m · σˆgˆk′n · σˆ) δJ − ξSO
k2F
{(n×m) · σˆ, gˆk′}δJ
+
ξ2SO
k4F
n · σˆgˆk′n · σˆδT + ξ
2
SO
k4F
n ·m{gˆk′ ,n · σˆ}δJ
+ i
ξ2SO
k4F
(n×m) · σˆgˆk′n · σˆδJ − i ξ
2
SO
k4F
n · σˆgˆk′(n×m) · σˆδJ
− ξ
2
SO
k4F
n2gˆkδT − ξ
2
SO
k4F
(2(n ·m)n− n2m) · {gˆk, σˆ}δJ
+
1
2
ξSO
k2F
{(k′ − k)× σˆ,∇Rgˆk′} δT + 1
2
ξSO
k2F
{(k′ − k)× σˆ, {∇Rgˆk′ ,m · σˆ}} δJ
]
− pia2
∫
dk′
(2pi)3
[
{gˆk′ ,n · σˆ}δT + {n · σˆ, {gˆk′ , σˆ ·m}} δJ
− β (σˆ ·mgˆk′n · σˆ + n · σˆgˆk′σˆ ·m) δT − βn ·m{gˆk′ , σˆ ·m}δJ − βm2{gˆk′ ,n · σˆ}δJ
− iβ ((n×m) · σˆgˆk′σˆ ·m− σˆ ·mgˆk′(n×m) · σˆ) δJ
]
.
(102)
By neglecting higher order terms βδJ ∼ β2 in skew-scattering and introducing a more familiar distribution function
gˆk = σˆ0 − 2hˆk, we get:
coll = −2pia1
∫
dk′
(2pi)3
[
(hˆk′ − hˆk)δT + {hˆk′ − hˆk, σˆ ·m}δJ
+ i
ξSO
k2F
[n · σˆ, hˆk′ ]δT + i ξSO
k2F
(n · σˆhˆk′m · σˆ −m · σˆhˆk′n · σˆ)δJ − ξSO
k2F
{(n×m) · σˆ, hˆk′}δJ
+
1
2
ξSO
k2F
{(k′ − k)× σˆ,∇Rhˆk′}δT + 1
2
ξSO
k2F
{(k′ − k)× σˆ, {∇Rhˆk′ ,m · σˆ}}δJ
+
ξ2SO
k4F
n · σˆhˆk′n · σˆδT + ξ
2
SO
k4F
n ·m{hˆk′ ,n · σˆ}δJ
+ i
ξ2SO
k4F
(n×m) · σˆhˆk′n · σˆδJ − i ξ
2
SO
k4F
n · σˆhˆk′(n×m) · σˆδJ
− ξ
2
SO
k4F
n2hˆkδT − ξ
2
SO
k4F
(2(n ·m)n− n2m) · {hˆk, σˆ}δJ
]
+ 2pia2
∫
dk′
(2pi)3
[
{hˆk′ ,n · σˆ}δT + {n · σˆ, {hˆk′ , σˆ ·m}}δJ − β(σˆ ·mhˆk′n · σˆ + n · σˆhˆk′σˆ ·m)δT
]
,
(103)
while the Keldysh equation (74) is rewritten as:
− 2
(
−i[hˆk, Jσˆ ·m] + h¯
2
m
(k · ∇R) hˆk
)
= coll. (104)
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VI. FERROMAGNETIC SOLUTION WITHOUT SPIN-ORBIT COUPLING
Let us consider Eq. (104) without extrinsic spin-orbit coupling:
−i[hˆk, Jσˆ ·m] + h¯
2
m
(k · ∇R)hˆk = pia1
∫
dk′
(2pi)3
[
(hˆk′ − hˆk)δT + {hˆk′ − hˆk, σˆ ·m}δJ
]
. (105)
By introducing Ω = ih¯/τ0, Uˆ = σˆ ·m, and:
Kˆ = − h¯
2
m
(k · ∇R)hˆk + pia1
∫
dk′
(2pi)3
[
hˆk′δT + {hˆk′ , σˆ ·m}δJ
]
, (106)
in the weak exchange coupling limit (J  εF ) we have:
hˆk =
i
Ω
Kˆ +
β
2
{hˆk, Uˆ}+ J
Ω
[Uˆ , hˆk]. (107)
This equation is solved iteratively:
hˆk =
i
Ω
(
1 + 2
J2
Ω2
+ 8
J4
Ω4
+ 32
J6
Ω6
+ ...
)
Kˆ +
i
Ω
β2
2
(
1 + β2 + β4 + ...
)
Kˆ
+
i
Ω
β
2
(
1 + β2 + β4 + ...
) {Uˆ , Kˆ}+ i
Ω
J
Ω
(
1 + 4
J2
Ω2
+ 16
J4
Ω4
+ ...
)
[Uˆ , Kˆ]
+
i
Ω
β2
2
(
1 + β2 + β4 + ...
)
UˆKˆUˆ − 2 i
Ω
J2
Ω2
(
1 + 4
J2
Ω2
+ 16
J4
Ω4
+ ...
)
UˆKˆUˆ ,
(108)
or by using 1 + x+ x2 + x3... = 11−x for x 1:
hˆk =
i
Ω
(
Ω2 − 2J2
Ω2 − 4J2 +
β2
2(1− β2)
)
Kˆ +
i
Ω
β
2
1
1− β2 {Uˆ , Kˆ}
+
iJ
Ω2 − 4J2 [Uˆ , Kˆ] +
i
Ω
(
β2
2(1− β2) −
2J2
Ω2 − 4J2
)
UˆKˆUˆ .
(109)
Since J2/Ω2  1 and β2  1, this solution is well justified. By substituting Ω, Kˆ and Uˆ and removing the delta-
functions, we have:
h¯
τ0
hˆk =− h¯
2
m
(k · ∇R)hˆk + τ
2
0
m
2J2
1 +
4J2τ20
h¯2
(k · ∇R)
(
hˆk − σˆ ·mhˆkσˆ ·m
)
− β
2
2(1− β2)
h¯2
m
(k · ∇R)
(
hˆk + σˆ ·mhˆkσˆ ·m
)
− β
2(1− β2)
h¯2
m
(k · ∇R){hˆk, σˆ ·m}
+
h¯
τ0
∫
dkˇ′
4pi
hˆk′ +
τ0
h¯
2J2
1 +
4J2τ20
h¯2
(∫
dkˇ′
4pi
σˆ ·mhˆk′σˆ ·m−
∫
dkˇ′
4pi
hˆk′
)
− iJ
1 +
4J2τ20
h¯2
∫
dkˇ′
4pi
[σˆ ·m, hˆk′ ] + τ0h¯
m
iJ
1 +
4J2τ20
h¯2
(k · ∇R)[σˆ ·m, hˆk],
(110)
where kˇ = k/|k|. In the diffusive limit vF τ  L, where L is the system size, we can partition the distribution function
hˆk into the isotropic charge µc and spin µ and anisotropic jˆ · kˇ components, hˆk = µcσˆ0 + µ · σˆ + jˆ · kˇ. This form
is nothing else but the generalized p-wave approximation for the distribution function. Upon integrating Eq. (110)
multiplied by kˇ over dkˇ/4pi and neglecting higher order terms ∼ β2, we obtain the following expression for jˆ:
h¯
τ0
jˆ =− h¯
2
m
k∇ (µcσˆ0 + µ · σˆ + βµcσˆ ·m+ βµ ·mσˆ0)
− τ0h¯
m
2J
1 +
4J2τ20
h¯2
k∇ σˆ · (m× µ)− τ
2
0
m
4J2
1 +
4J2τ20
h¯2
k∇ σˆ · (m× (m× µ)).
(111)
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The charge and spin currents (its jth component in the spin space) can be defined as:
j˜C =
1
4
∫
dkˇ
4pi
Tr {vˆk, hˆk} = vF
6
Tr jˆ, (112)
and
J˜Sj =
1
4
∫
dkˇ
4pi
Tr
[
σˆj{vˆk, hˆk}
]
=
vF
6
Tr
[
σˆj jˆ
]
, (113)
where the velocity operator is defined as vˆk =
h¯
mkσˆ0, and vF =
h¯
mkF is the Fermi velocity. Thus, neglecting higher
order terms ∼ J3 gives:
j˜C = −D∇(µc + βµ ·m), (114)
and
J˜Sj
D
= −∇(µj + βµcmj)− τ0
τL
∇(m× µ)j − τ0
τφ
∇(m× (m× µ))j , (115)
where D = τ0v
2
F /3 is the diffusion coefficient, 1/τL = 2J/h¯ is the Larmor precession time, and 1/τφ = 4J
2τ0/h¯
2 is
the spin dephasing time.
The corresponding equations for the charge and spin densities are obtained by integrating Eq. (110) over kˇ and
neglecting terms ∼ J∇2 and ∼ β∇2:
− h¯
2
m
k
3
∇ · jˆ + τ0
h¯
4J2
1 +
4J2τ20
h¯2
σˆ · (m× (m× µ)) + 2J
1 +
4J2τ20
h¯2
σˆ · (m× µ) = 0. (116)
Taking Tr [...] and Tr [σˆ...] and neglecting terms ∼ J3 leads to:
0 = D∇2(µc + βµ ·m) = −∇ · j˜C (117)
and
0 = −∇ · J˜S + 1
τL
(m× µ) + 1
τφ
(m× (m× µ)) (118)
for the charge and spin components, respectively. Finally, by recovering time-dependence from Eq. (16) we obtain:
∂Tµc = −∇ · j˜C (119)
and
∂Tµ = −∇ · J˜S + 1
τL
(m× µ) + 1
τφ
(m× (m× µ)). (120)
Thus, Eqs. (114), (115), (119) and (120) define a set of the drift-diffusion equations for ferromagnets in the absence
of extrinsic spin-orbit coupling.
VII. FERROMAGNETIC SOLUTION WITH SPIN-ORBIT COUPLING
To derive drift-diffusion equations including extrinsic spin-orbit coupling, we employ the same p-wave approximation
for hˆk. Then, we have:
−i[hˆk, Jσˆ ·m] = 2Jσˆ · (µ×m)− i[jˆ · kˇ, Jσˆ ·m], (121)
(k · ∇R)hˆk = (k · ∇R)µcσˆ0 + (k · ∇R)µ · σˆ + (k · ∇R)jˆ · kˇ (122)
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for the left-hand side of the Keldysh equation (104), and:
{∇Rhˆk′ , (k′ − k)× σˆ} = 2 (∇R × (k′ − k)) · σˆµc − 2(k′ − k) · (∇R × µ) σˆ0
+ {∇R jˆ · kˇ′, (k′ − k)× σˆ},
(123)
{(k′ − k)× σˆ, {∇Rhˆk′ ,m · σˆ}} = 4(k′ − k) · (m×∇Rµc)σˆ0 + 4σˆ · (∇R × (k′ − k))µ ·m
+ {(k′ − k)× σˆ, {∇R jˆ · kˇ′,m · σˆ}}
(124)
n · σˆhˆk′n · σˆ − n2hˆk = 2(n× (n× µ)) · σˆ + n · σˆjˆ · kˇ′n · σˆ − n2jˆ · kˇ (125)
for the collision integral (103). Upon integrating Eq. (104) over dkˇ/4pi and neglecting terms ∼ ξ2SOβ, we obtain in
the limit J  εF :
2Jσˆ · (µ×m) + 1
3
h¯2k
m
∇R · jˆ =− 8
9
h¯
τ0
k2
k2F
ξ2SOµ · σˆ
+
1
6
h¯
τ0
ξSO
kF
(∇R · (jˆ × σˆ)−∇R · (σˆ × jˆ))
+
1
6
h¯
τ0
ξSO
kF
β
[∇R · (jˆ × σˆ) +∇R · (σˆ × jˆ),m · σˆ]
+
2
3
h¯
τ0
ξSO
kF
β∇R · (m× jˆ).
(126)
One more equation is derived by averaging Eq. (104) over kˇ multiplied by kˇ and neglecting terms ∼ ξ2SOβ:
−iJ[ jˆ, σˆ ·m]+ h¯2k
m
∇R(µcσˆ0 + µ · σˆ) =− h¯
τ0
(
1 +
2
3
k2
k2F
ξ2SO
)
jˆ +
1
2
h¯
τ0
β
{
jˆ, σˆ ·m}
− i
3
h¯
τ0
k
kF
ξSO
(
jˆ × σˆ + σˆ × jˆ)
+
i
3
h¯
τ0
k
kF
ξSOβ
(
m · σˆ jˆ × σˆ + σˆ × jˆ m · σˆ)
+
1
3
h¯
τ0
k
kF
ξSOβ
(
σˆ · jˆ + jˆ · σˆ)m− 1
3
h¯
τ0
k
kF
ξSOβ
{
σˆ, jˆ ·m}
+
h¯
τ0
k
kF
ξSO
kF
(∇R × σˆ (µc − βµ ·m) +∇R × (µ− βµcm) σˆ0)
+
1
6
m
pih¯
vi
τ0
ξSOk
(
σˆ × jˆ − jˆ × σˆ)
+
1
3
m
pih¯
vi
τ0
ξSOβk
(
m · σˆ jˆ × σˆ − σˆ × jˆ m · σˆ)
+
1
6
m
pih¯
vi
τ0
ξSOβk
(
m · σˆ σˆ × jˆ − jˆ × σˆm · σˆ)
− 2
3
m
pih¯
vi
τ0
ξSOβkm× jˆ.
(127)
The equations above define a set of the generalized drift-diffusion equations, which can now be solved approximately
while keeping leading orders in ξSO and β. Then, starting from a ferromagnetic solution given by Eq. (111) the
anisotropic component of the density matrix is obtained by solving Eq. (127):
jˆ = −τ0vF∇µˆ0 +
(
ξSO
kF
+
τ0vik
2
F
3pih¯
ξSO
)
∇× µσˆ0 − τ0vik
2
F
3pih¯
ξSOβ(∇×m)µcσˆ0
−
(
2
3
ξSOβτ0vF − τ0vik
2
F
3pih¯
ξSO
τ0
τL
)
∇× (m× µ)σˆ0 +
(
ξSO
kF
+
τ0vik
2
F
3pih¯
ξSO
)
∇× σˆµc
− ξSO
kF
β∇× (m× (σˆ × µ))− τ0vik
2
F
3pih¯
ξSOβ∇× ((m× σˆ)× µ)− τ0vik
2
F
3pih¯
ξSOβ(∇× σˆ)µ ·m
+
(
ξSO
kF
+
τ0vik
2
F
3pih¯
)
τ0
τL
∇× (σˆ ×m)µc − 2
3
τ0vF ξSO∇× (σˆ × (µ− βµcm))
− 2
3
τ0vF ξSO
τ0
τL
∇× ((σˆ ×m)× µ+ σˆ × (m× µ)) ,
(128)
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where
µˆ0 = (µc + βµ ·m)σˆ0 + (µ+ βµcm) · σˆ + τ0
τL
(m× µ) · σˆ + τ0
τφ
(m× (m× µ)) · σˆ. (129)
Here, the first term of jˆ comes from the ferromagnetic solution by moving the right-hand side of Eq. (127) into
Eq. (106). Plugging this solution in Eq. (126) leads to:
2J
h¯
(µ×m) · σˆ + 8
9
ξ2SO
τ0
µ · σˆ =
= D∇ ·
[
∇µˆ0 + αsj
[
σˆ ×∇(2µc − βµ ·m)−∇× (2µ− βµcm)
]
+ αsk
[
σˆ ×∇(µc − βµ ·m)−∇× (µ− βµcm)
]
+ αsw∇× (σˆ × µ)
−∇× [(αsj τ0
τL
+ αsk
τ0
τL
+ αswβ)(σˆ ×m)µc + (αsj τ0
τL
+ αsk
τ0
τL
− αswβ)(m× µ)
]
+∇× [(αsjβ + αskβ + αsw τ0
τL
)σˆ × (m× µ)− (αsjβ + αskβ − αsw τ0
τL
)(σˆ ×m)× µ]],
(130)
where αsw =
2ξSO
3 , αsj =
ξSO
lF kF
and αsk =
vimkF
3pih¯2
ξSO are the spin swapping, side-jump and skew-scattering coefficients,
respectively, and lF = τ0vF is the mean-free path. As seen, Eq. (130) can be regarded as a generalized continuity
equation for the density matrix µcσˆ0 + µ · σˆ, and its right-hand side is nothing else but the divergence of the full
current jC σˆ0 + J
S · σˆ, where the dot product is over spin components. Thus, the corresponding expressions for the
charge and spin currents (its jth spin component) can be readily written as:
jC/D = j˜C/D + αsj∇× (2µ− βµcm) + αsk∇× (µ− βµcm) + (αsj τ0
τL
+ αsk
τ0
τL
− αswβ)∇× (m× µ) (131)
and
JSj /D = J˜
S
j /D + αsj∇× ej(2µc − βµ ·m) + αsk∇× ej(µc − βµ ·m)− αsw∇× (ej × µ)
+∇× (αsj τ0
τL
+ αsk
τ0
τL
+ αswβ)(ej ×m)µc −∇× (αsjβ + αskβ + αsw τ0
τL
)(ej × (m× µ))
+∇× (αsjβ + αskβ − αsw τ0
τL
)((ej ×m)× µ),
(132)
or
JSij/D = J˜
S
ij/D − αsjijk∇k(2µc − βµnmn)− αskijk∇k(µc − βµnmn)− αsw(δij∇kµk −∇jµi)
+ (αsj
τ0
τL
+ αsk
τ0
τL
+ αswβ)(δij∇kmk −mi∇j)µc
− (αsjβ + αskβ + αsw τ0
τL
)ikn∇k(mnµj − µnmj)
+ (αsjβ + αskβ − αsw τ0
τL
)(ikn∇kmnµj + ijk∇kmnµn),
(133)
where ijk is the Levi-Civita symbol, and summation over repeated indexes is implied. Here, the first and second
subscripts correspond to the spatial and spin components, respectively. Finally, by recovering time dependence in
Eq. (130) we obtain the remaining equations for the charge and spin densities:
∂Tµc = D∇2(µc + βµ ·m) = −∇ · jC (134)
and
∂Tµ = −∇ · JS + 1
τL
(m× µ) + 1
τφ
(m× (m× µ))− 1
τsf
µ, (135)
where 1/τsf = 8ξ
2
SO/9τ0 is the spin-flip relaxation time. The set of Eqs. (131), (132), (134) and (135) is the central
result of this work.
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VIII. SPIN SWAPPING SYMMETRY
In this section we verify the symmetry of the spin swapping term and compare our results with the previous ones
derived for normal metals.
In their original work Dyakonov and Lifshits give the following definition of the spin current qij due to scattering
off the spin-orbit coupling potential:3
qij = q
(0)
ij − αshijkq(0)k + αsw(q(0)ji − δijq(0)kk ), (136)
where q
(0)
k and q
(0)
ij stand for the primary charge and spin currents in the absence of spin-orbit coupling, respectively,
and αsh represents the overall spin Hall effect. Thus, it is argued that the spin swapping effect always appears in the
form given above.
Let us consider our solution in the case of normal metals (β = 0 and J = 0):
JSj = −D∇µj +Dαsh∇× ejµc −Dαsw∇× (ej × µ) (137)
or
JSij = −D∇iµj −Dαshijk∇kµc +Dαsw(∇jµi − δij∇kµk). (138)
Taking into account that q
(0)
ij ≈ −D∇iµj and q(0)k ≈ −D∇kµc, it is seen that Eq. (132) displays the correct symmetry
up to a sign coming from the definition of the spin-orbit coupling potential, Eq. (4). This form is also in agreement
with some previously published results.5,6
Finally, it is worth comparing our equations with those that fail to include spin swapping in the form given by
Eq. (136). For example, in Ref. [7] the spin swapping term appeared with the following symmetry:
e2JSj /σN = −∇µj/2 + αsjej ×∇µc − αswej × (∇× µ)/2
= −∇µj/2 + αsjej ×∇µc − αsw(∇µj −∇jµ)/2,
(139)
where σN is the bulk conductivity. It is clear that the symmetry of spin swapping is wrong: e.g. qxx should contain a
term ∼ αsw(−q(0)yy − q(0)zz ), which is absent in the expression above. There is the same symmetry problem in Eq. (2) of
Ref. [8], where the spin swapping term reads as −αswσˆ×∇×µ (or −αswej ×∇×µ for the spin current component).
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