Let L be an ordinary linear differential operator and L+ its formal adjoint. It is shown that, under suitable conditions on /, all solutions of Ly =/(/, y) are in L2(0, » ) provided that all those of £y = 0 and L+y = 0 are.
Introduction.
For L a regular ordinary linear differential or quasi-differential operator of any order we show, under suitable conditions on /, that all solutions of (1) Ly = /(*, y)
are in L2ia, oo), provided all solutions of The case Ly = L+y = {ry')'-\-qy is a recent result of J. S. Bradley [4] . The linear case with Ly = L+y=y"+qy and /(/, y) =A(i)y with hit) bounded is due to Bellman [3] . See also Halvorsen [ó].
Notation and preliminaries.
We consider first the classical operators L and L+ defined by Ly = yM + pn-iy^-" + ■ ■ ■ + piy' + poy,
where the pi's for t = 0.
• • • , n -1 are continuous real valued functions on [a, 00). This form of the adjoint equation is used to avoid smoothness assumptions on the coefficients. Denote by S and S+ the solution spaces of Ly=0 and L+y-Q, respectively.
Let y i for í = l, • • • , n be the solutions of (2) The proof of the main theorem will be based on two lemmas which we now state.
Lemma 1. Suppose fEC[a, <x>). The solution y of Ly=f satisfying y'(a) =ctj+i, for j = 0, ■ ■ ■ , n -l, is given by
•
This representation of solutions of nonhomogeneous equations differs from that found in most textbooks.
So, although Lemma 1 follows from Theorems 2 and 3 in [ll], we sketch a proof here for the sake of completeness.
Proof. Let (5) satisfying Y(u) =1 and by Zu the unique matrix solution of (6) satisfying Z(u) =1 where / is the «X« identity matrix.
Let M(t, u) = Yu(t) = (Mij(t, u)) and N(t, u) =Zu(t) = (Nn(l, «)) for i^a, u^a.
Noting that M(l, s)=M(t, u)M(u, s) one can readily verify that (7) M (I, u) = J~lN*(u, l)J for / à a, « è a.
From the variation of constants formula it follows that (8) 71 /* t y(t) = X) Mu(t, a)oti + I Mm(t, u)f(u)du.
As a consequence of (8) The second lemma is a very special case of a generalization of the well-known Gronwall inequality due to H. E. Gollwitzer [5] (also see 
Then u(t) ^ <b(l) + g(t) | f 2<b*(s)h(s) exp| f 2g(x)h(x)dx ds\
for t ^ a.
3. The main theorem. Suppose there exist functions A and A such that (9) I f(t, y) I ^ K') + KOy for / ^ a, -oo < y < oo. Theorem 1. Suppose SKJS+QL2(a, oo) and kzELl(a, oo) for all zES+ and either (i) \h\ll2\y\EL2(a, oo) for all yES\JS+ or (ii) hzEL2(a,<n) for all zES+.
Then all solutions of (1) are in L2(a,&>).
Proof. We prove first that all solutions of (1) are in L2(a, oe) if (i) holds. Note that (9) implies all solutions are defined on [a, °o). Let y be a solution of (1) .
By Lemma 1 n /» I n y{i) = E oayÁt) + I E yi(t)Zi(s)f(s, y(s))ds. (2) The hypothesis on A is clearly satisfied if either A is bounded or hELlia, oo).
(3) Theorem 1 holds for general quasi-differential operators such as I and /+ studied in [ll] . Equivalent versions of these were considered by Shinn [8] and include, in particular, those used in [7] and [l] . See also J. H. Barrett [2] and many others. The argument given above can be readily extended to / and l+ without any major modifications. In particular, Theorem 1 applies to operators of the type Ly = ip*yn)n + ipn-iyn-l)n~l + ■ ■ ■ + p0y which include the Sturm operator ipiy')'-\-poy-(4) Condition (9) is essentially the same as the one used by Bradley [4] .
