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a b s t r a c t
This paper presents an approach to numerical simulation of seismic wave propagation
in anisotropic elastic media in cylindrical coordinates by means of conservative finite
difference scheme on staggered grids. An original low cost domain distension based on
Optimal Grids is proposed to restrict computational domain.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Demands of simulation of seismic wave propagation in cylindrical coordinates come from a wide range of geophysical
problems, for example, sonic logging in petroleum geophysics. It is a matter of fact that borehole vicinity can be represented
by an anisotropic elastic media, due to fine layering, fractures with dominant orientations, etc. In order to perform
simulations properly one needs in resolution of the two main problems.
• Construction of an algorithm to compute solution within a target area. We propose to use a conservative explicit finite
difference scheme on staggered grids to solve the problem, see, for example [1].
• Implementation of appropriate reflectionless boundary conditions, as radiation to the far field is a typical feature of wave
propagation problems.
Main attention in the paper is paid to the second problem. In recent years, a number of new techniques have
been introduced which are capable to deliver desired accuracy for isotropic media. These include Absorbing Boundary
Conditions [2]; Perfectly Matched Layers (PML) [3,4]; and others. See the recent review [5] for more details. Expansion
of these approaches to the case of anisotropy is nontrivial and, in particular, may cause stability problems analyzed in [6].
Due to these reasons in this paper we propose implementation of the domain distension based on the Optimal Grids (OG)
technique, which is successfully used nowadays for Cartesian coordinates [7]. OG for hyperbolic problems were proposed
in [8] and designed to provide a high order solution at a prescribed boundary on a small number of grid points close to 2.5
points per wavelength. All the consideration and implementations of optimal grids have been done in Cartesian coordinates
(see [8,9]). At the same time construction of the OG for cylindrical coordinates requires essential changes of the technique
which are presented in detail below.
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1.1. Preliminaries
Due to the assumption of axial symmetry of the problem elastic wave equations in cylindrical coordinates decouples
into two independent ones. The first of them governs share-wave or SH propagation. Consideration of this system can be
omitted, because these waves are not generated by volumetric axisymmetric sources. The second one, presented below,
describes two waves: quasi-longitudinal or qP and quasi-share or qSV wave:
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where u = (ur , uz)T is a velocity vector, σrr , σθθ , σzz, σrz are components of a stress tensor, ρ is a density and cij are
components of a stiffness tensor.
In order to approximate the system (1) a second order conservative finite difference scheme on staggered grids is used.
The approach is based on Virieux scheme [1]. The variables for the scheme are spread in both space and time. Stresses
of dilatation are defined at points (tn+1/2, ri, zj), σrz is placed at nodes (tn+1/2, ri+1/2, zj+1/2), the velocity component ur is
defined at (tn, ri+1/2, zj) and the component uz is placed at (tn, ri, zj+1/2). Following [10] one can derive the f-d scheme:
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The main reason to use the particular scheme is that it is conservative, i.e. it is based on approximation of integral laws of
conservation. Hence, it preserves second order of convergence at discontinuous coefficients while, for example, high order
schemes degenerate to the first order in this case, see [11] for the details.
2. Truncation of target area
In order to restrict a target area we propose to perform domain distension based on the Optimal Grids technique. The OG
allow one to achieve high accuracy at a prescribed boundary with a low number of grid points due to special choice of grid
points. The detailed discussion of the algorithm is presented in this section. We will begin with the scalar case and provide
one with all steps of OG construction; after that the system (1) will be considered.
Consider the second order scalar equation:
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stated inside the domain {t > 0, r ∈ [R1, R2], z ∈ R}, R1 > 0. Parameter V is a velocity. The conditions for z → ±∞ are
the ones allowing to implement the Fourier transform along z. Even though only unbounded domain in vertical direction
and constant velocity are considered, the results will take place for a bounded domain and velocity depending on vertical
directions; the theoretical proof of this fact can be found in [12]. Let us implement the Fourier transform with respect to
time and z and introduce boundary conditions for r = R1 and r = R2 in order to formulate a NtD problem:
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where λ = −ω2/V 2 + η2 = −ω2 cos2(β)/V 2, ω is time frequency, η is a spatial one, β is an incident angle, and ψ is
a Neumann data. As only propagative modes are considered then λ ≤ 0, moreover due to smoothness of the signal λ is
bounded. So, from now on let us state λ ∈ [−Λ, 0], whereΛ is defined by a source wavelet spectrum.
The solution of the problem (5) can be represented as
u(R1) = ψ f (λ) = ψ
∞∑
i=1
pi
λ− ξi , (6)
where ξi are eigenvalues of the operator and pi are the values of the corresponding eigenfunctions at r = R1. The function
f (λ) is a NtD map, see [13] for the theory.
2.1. Finite difference problem
In order to state a finite difference NtD problem corresponding to (5) let us introduce a grid on the interval r ∈ [R1, R2]
with two sets of points. The primary nodes are r1, . . . , rk+1 and the dual points are rˆ0, . . . , rˆk. Let us require r1 = rˆ0 = R1.
Assume the function v is defined at the primary nodes and its derivative is posted at the dual ones. Consider the following
operators:
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where hi = ri+1 − ri > 0, hˆi = rˆi − rˆi−1 > 0 and αi = 0.5(rˆi + rˆi−1). This particular choice of operators was done to
achieve two main properties. First, if an equidistant grid is considered operators (7) are the same as the ones in (3). Second,
the following relations takes place:
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The relations will be used below to rewrite first order system (1) as second order one to construct OG.
Having implemented operators (7) to the boundary value problem (5), one comes to a finite difference NtD problem:
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i = 2, . . . , k; vk+1 = 0.
With a help of linear algebra the system can be solved explicitly and represented as follows, see [8,9] for the details:
v1 = ψ f k(λ) = ψ
k∑
i=1
yi
λ− di , (9)
where yi = s21i/(hˆ1α1), s1i are the first components of the eigenvectors corresponding to the eigenvalues di of symmetric
three-diagonal matrix. The diagonal elements ai, i = 1, . . . , k and subdiagonal ones bi, i = 1, . . . , k − 1, of the matrix are
provided by the formulae:
a1 = −1
hˆ1α1
(
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h1
+ h1
4rˆ1
)
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hˆiαihˆi+1αi+1
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)
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)
, i = 2, . . . , k.
(10)
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2.2. Rational approximation
The error of the f-d solution at the interface can be represented as:
‖v(λ, R1)− v1(λ)‖ = |ψ |‖f (λ)− f k(λ)‖ = |ψ | max
λ∈[−Λ,0]
|f (λ)− f k(λ)|.
So we seek for a rational function f k(λ) that approximates f (λ) given by the formula (6) on the interval [−Λ, 0].
Following [8] the Pade–Chebyshev approximation is used to solve the problemon the interval. Let us point one’s attention
at the fact that the spectral interval [−Λ, 0] may contain some resonances ξi of f (λ). Let n, 0 ≤ n ≤ k, be the number of
such poles, and prescribe the first terms of f k(λ) to be the same as the ones of f (λ), i.e., look for f k(λ) of the form:
f k(λ) =
n∑
i=1
pi
λ− ξi +
k∑
n+1
yi
λ− di .
We clearly have now only lmax = 2k− 2n optimization parameters and, thus the problem of approximation can be defined
as follows: find the parameters yi and di, i = n+ 1, . . . , k, such that for all l = 0, . . . , 2k− 2n− 1∫ 0
−Λ
λl
[
k∑
i=n+1
yi
λ− di −
∞∑
i=n+1
pi
λ− ξi
]
%(λ)dλ = 0, %(λ) =
[
1−
(
2λ+Λ
Λ
)2]−1/2
,
where %(λ) is the Chebyshev spectral weight adjusted to the spectral interval [−Λ, 0]. The details of calculation of yi and di
are presented in [8,9].
According to [9] the following estimation takes place:
max
λ∈[−Λ,0]
|f (λ)− f k(λ)| = O
(
e−Clmax
lmax
)
, C = C(Λ) > 0.
2.3. Reconstruction of grid steps
Having obtained numbers yi and di for i = 1, . . . , k, we recover grid steps hi, hˆi and nodes ri, rˆi. We assume the
normalization
∑k
i=1 s
2
i1 = 1 and compute hˆ1α1 = 1/
∑k
i=1 yi and s
2
i1 = hˆ1α1yi. We now need to solve the inverse eigenvalue
problem for a symmetric tridiagonal matrix, i.e., to reconstruct the matrix by its eigenvalues and the first components of
corresponding eigenvectors. There are a number of ways to do that; see [14] for detailed review. In order to reconstruct
steps by inverting formulae (10) it is convenient to introduce new variables βi = ( rˆihi +
hi
4rˆi
), γi = hˆiαi which satisfy the
recurrent relations:
β1 = −a1γ1; βi = −aiγi − βi−1, γ1 = 1k∑
j=1
yj
; γi = β
2
i−1 − 1
γi−1b2i−1
; (11)
with i = 2, . . . , k. Having βi and γi found from the Eqs. (11) one can reconstruct the grid steps and the nodes.
2.4. Modification of the algorithm
As an equidistant grid is assumed to be used within a target area, it causes numerical dispersion, i.e. f-d velocity of
propagating waves differs from the one appeared in (4). At the same time the OG were designed to approximate the NtD
map corresponding to the true velocity. It means that implementation of the OG to domain distension will lead to artificial
reflections depending on equidistant discretization rather than on accuracy of NtD map approximation; see [4] for the
details. In order to get rid of the reflections caused by numerical dispersion, it is proposed to construct OG approximating
f-d NtD map corresponding to the equidistant grid used inside the target area. This idea is discussed in detail in [9,15].
Moreover as it was shown in [15] the first dual step hˆ1 = rˆ1− rˆ0 of computed OG converges to the first dual step of an initial
equidistant grid with the same rate as solution does. Due to this fact it is possible to state r1 = R1 and rˆ0 = R1 − 0.5heq. The
parameter heq denotes the step of the equidistant grid. In this case the first dual step of OG will converge exactly to the step
of the equidistant grid. Describedmodification allows one to avoid the use of explicit conjugation conditions at the interface
between the target area and the distension.
2.5. Expansion to elasticity
This section contains main aspects of the OG construction for elasticity problems, for more details see [4]. In order to
develop OG for elasticity in cylindrical coordinates it is convenient to apply the Fourier transform with respect to time and
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z to system (1) and exclude the variables uz , σrr , σθθ and σzz . Hence, the following second order system for ur and σrz is
considered:{
D[ur ] = m11(ω, η)ur +m12(ω, η)σrz,
D[σrz] = m21(ω, η)ur +m22(ω, η)σrz . (12)
The matrix M = mij is a function of frequencies depending on stiffness components and density as parameters. Due to its
complexity we omit the explicit representation but point attention to the fact that for all physically meaningful medium
parametersM is uniformly bounded as a function of frequencies. We call matrix-function bounded if
∀cij, ∀ρ, ∃Mˆ <∞, so that ‖M(ω, η)‖ ≤ Mˆ, ∀ω ∈ [−ωmax, ωmax], ∀η, |η| ≤ |ω|,
where ωmax is defined by the source wavelet spectrum. Differential operator D entering the system is the following:
D = d2
dr2
+ 1r ddr − 1r2 ; as one can notice it is exactly the one appeared in (5).
Applying suitable boundary conditions to the presented system one may obtain a NtD problem and consequently
construct the NtD map:
F(λ) = AqP(ω, η)fqP(λ)+ AqS(ω, η)fqS(λ).
Functions AqP and AqS are matrix-valued ones of the size 2 × 2. As their explicit representation is not needed for OG
construction it is omitted, but it should be noticed that for all physically meaningful media parameters they are uniformly
bounded as functions of frequencies, see definition above. Functions fqP(λ) and fqS(λ) are exactly the NtD maps (6) of scalar
problem (5) corresponding to the quasi-longitudinal and quasi-share waves’ velocities respectively.
On the other hand one can consider the corresponding discrete problem on a grid. Let us define the variables ur and σrz
at primary points ri and all the rest at the dual ones rˆi and construct f-d approximation of (1) by means of operators (7).
To state a f-d NtD problem it is convenient to rewrite the f-d problem in terms of a second order system by excluding the
variables uz , σrr , σθθ and σzz . As we required relations (8) to be valid, the obtained f-d problem approximates system (12).
Moreover the obtained f-d operator, approximating the differential one D, coincides with the one appeared in the scalar f-d
problem. Having applied the boundary conditions and resolved the NtD problem, one derives the f-d NtD map:
F k(λ) = AqP(ω, η)f kqP(λ)+ AqS(ω, η)f kqS(λ),
where the matrices AqP and AqS are exactly the same as ones for the differential problem, which can be proved in the same
manner as presented in [4]. The functions f kqP , f
k
qS are f-d NtD maps (9) of scalar problems with corresponding velocities. In
order to construct the optimal grid for the elasticity, the following discrepancy should be minimized:
δ = ‖F(ω, kz, C)− F k(ω, kz, C)‖ ≤
∑
j={qP,qS}
‖Aj‖ max
λ∈[−Λj,0]
|fj(λ)− f kj (λ)|.
Since spectral intervals for NtD maps depend on both maximal temporal frequency and the phase velocity we need to
consider them for both modes separately:
ΛqP = ω
2
max
min[V 2qP(β)/ cos2(β)]
, ΛqS = ω
2
max
min[V 2qS(β)/ cos2(β)]
,
where ωmax is defined by the source function and it is bounded, VqP and VqS are the phase velocities of quasi-longitudinal
and quasi-share waves respectively. As for any realistic mediummin(VqS) < min(VqP), the following statement takes place:
ΛqP ≤ ΛqS ; then [−ΛqP , 0] ⊆ [−ΛqS, 0] and consequently
δ ≤ (‖AqP‖ + ‖AqS‖) max
λ∈[−ΛqS ,0]
|f (λ)− f k(λ)|.
This inequality means that the problem of the optimal grid construction for the elasticity problems can be reduced to the
one for scalar problem with minimal velocity over all elastic waves possessed by the model.
3. Numerical experiments
To illustrate efficiency of the proposed approach, two sets of experiments were done. The first series was devoted to
analysis of artificial reflections caused by use of OG. The second set was performed to demonstrate stability of OG based
domain distension, in comparison with PML. The model for all experiments was the same and chosen to be close to the
reality and consisted of three horizontal layers of width of 1, 2 and 1m and vertical fluid filled borehole of 0.2m in diameter.
The Thomsen parameters of the media [16] were taken as the following:
top: ρ = 2200, VP = 3400, VS = 2500, ε = 0, γ = 0, δ = 0;
middle: ρ = 2500, VP = 4400, VS = 2500, ε = 0.091, γ = 0.046, δ = 0.688;
bottom: ρ = 1800, VP = 3500, VS = 2400, ε = 0.215, γ = 0.28, δ = 0.359;
fluid: ρ = 1000, VP = 1500, VS = 0;
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Fig. 1. Relative L2 error over the seismogram at r = 0 as a function of number of optimal grid points inside the distension. (On a logarithmic scale.)
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Fig. 2. Wavefield inside the target area at prescribed instants. PML containing 20 points was used as a reflectionless boundary condition.
where density is measured in kg/m3, velocities are measured in m/s. One can notice that the layer at the top was isotropic,
while the other twowere anisotropic ones and do not satisfy the necessary stability condition for PML, see [6]. Let usmention
other parameters of the model. The target area was 4 m in vertical direction and 1 m in radial one. The fluid filled borehole
was placed from r = 0 to r = 0.1 m. The source was located at a distance of 0.6 m from the top. The Ricker pulse with
dominant frequency of 10 kHz was used as a source function. The useful signal was registered at the borehole axis for all z.
The time interval was chosen to be 2 ms, so that head waves could reach the last receiver. The spatial steps used inside the
target area were: hz = 1 cm and hr = 0.5 cm, so the size of the discretized problem was 400× 200 grid points. To prevent
reflections from the outer boundaries from coming back to the receivers (r = 0) the thickness of the domain distension was
chosen equal to 4 m.
First we investigated dependence of the artificial reflections caused by OG on the number of grid points inside the
distension. The relative L2 error between exact and OG solution was measured. By exact we mean the solution computed
with the help of distension based on equidistant grid with step hr = 0.5 cm (800 points were used inside the distension).
Fig. 1 represents the error in dependence of number of OG nodes inside the distension. As it was expected ([8,9]) error is
decreased superexponentially as the number of points of OG increases. Moreover, as the grid becomes denser than 150–200
points or approximately 4 points per minimal wavelength the limit of single computer precision is achieved and there is no
need to make the grid finer.
The second experimentwas performed to demonstrate stability of the proposed approach in comparisonwith PML.Wave
propagationwas simulatedwith the help of bothOGbased domain distensionwith 120 grid points and PML having 20 points
in radial direction. One can see in Fig. 2 instability of PML within given time interval. While no instability or artificial waves
appeared when OG is used, see Fig. 3. It is worth mentioning that increase of PML’s thickness does not essentially improve
stability.
It is also worth mentioning that OG are constructed only ones prior the simulation which takes negligible time in
comparisonwith themain computations. To confirm it we considered the CPU time taken by OG construction and compared
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Fig. 3. Wavefield inside the target area at prescribed instants. Domain distension on OG containing 120 points was used as a reflectionless boundary
condition.
it with the averaged time required to perform one single time stepping of the algorithm. Construction of OGwith 120 points
took 0.36 s, average CPU time to perform one time stepping with distension took 0.422 s, and with use of PML (20 points)—
1.17 s. Taking into account total number of time stepping which was about 2× 103 one may conclude that construction of
OG took less than 0.1% of total CPU time.
4. Conclusions
The Optimal Grids approach was expanded for anisotropic elasticity problems in cylindrical coordinates. A reflectionless
domain distension based on OG was constructed and supported with all necessary proofs. The distension allows one to
achieve suitable reflections’ reduction for all incident angles and remains stable for any anisotropic media. Due to use of
Optimal Grids with as few as 3 points per wavelength the presented approach is computationally cheap and efficient for
realistic problems.
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