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ABSTRACT 
Guided ion beam tandem mass spectrometry (GIBMS) is used to probe the kinetic 
energy dependences of protonated hydrazine colliding with Xe, proton-bound hydrazine 
and unsymmetrical 1,1–Dimethylhydrazine (UDMH) clusters and protonated hydrazine 
and UDMH clustered with water colliding with Ar. The resulting cross sections are 
analyzed using a statistical model after accounting for internal and kinetic energy 
distributions, multiple collisions, and kinetic shifts to obtain 0 K bond dissociation 
energies (BDEs) for the threshold collision induced dissociation (TCID). The dominant 
dissociation pathways for protonated hydrazine (N2H5+) and its perdeuterated variant 
(N2D5+) were the observed endothermic non-adiabatic homolytic and heterolytic N–N 
bond cleavages forming NH3+(2A2″) + NH2(2A1) and NH2+(1A1) + NH3(1A1), 
respectively. For the proton-bound clusters, the primary dissociation pathways for 
(N2H4)nH+ where n = (2–4) and (UDMH)2H+ consists of a loss of hydrazine or UMDH 
unit, followed by the sequential loss an additional hydrazine at higher energies for n > 2. 
As to be expected, a similar trend is observed for the primary dissociation pathways for 
(N2H4)H+(H2O)n where n = ( 2 and 3) and (UDMH)H+(H2O) where the losses of a water 
unit are followed by the sequential loss of a water unit for n ≥ 2.  
A larger GIBMS is used to probe the association reactions below 1 eV, of Fen+ + 
CO where n = 4–17. All clusters where n ≥ 4 form the FenCO+ association complex; the 
resulting cross sections are analyzed using a statistical model after accounting for internal 
and kinetic energy distributions, multiple collisions, and kinetic shifts to obtain 0 K 
binding energies for CO binding to iron cluster cations. The probability of this reaction 
increases with cluster size until the absolute cross sections equal the collision limit for n 
> 10, with those for n = 12 and 14 exceeding the collision limit. For the largest clusters,
the binding energies approach that of an extended Fe(111) surface, whereas the 
prominent higher energy feature correlates to binding energies for dissociatively 
chemisorbed C and O on an iron surface.  
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The first few chapters of this dissertation describe a comprehensive examination 
of protonated hydrazine and unsymmetrical 1,1–dimethylhydrazine (commonly known as 
UDMH), which was a successful project originating from the Air Force. Hydrazine and 
UDMH are used as fuels in some types of mono- and bipropellant rocket engines1 and 
can have a deleterious effect on the environment when released into the atmosphere 
during rocket burns.2 Protonated hydrazine, N2H5+, is found to readily form in 
ion/molecule reactions in the ionosphere during launch and reentry of some spacecrafts.1 
Likewise, UDMH that is released into the atmosphere during rocket burns has been 
shown to exothermically react with atmospheric gases, such as ozone and hydroxyl 
radical, creating potentially toxic compounds such as methylhydroperoxide, 
methyldiazene, and diazomethane.3 Hydrazine has potential as a clean liquid fuel storage 
system for hydrogen devices,4,5 an oxygen scavenger in some boiler applications to 
protect against corrosion,6 and a blowing agent in preparing polymer foams, and acts as a 
precursor to catalysts and pharmaceuticals.7 Therefore, it is important to explore 
fundamental properties of the protonated monomers and clusters of hydrazine and 
UDMH in order to understand what impact these systems might have on the environment. 
Previous studies to understand the monomers and clustering behaviors of these 
species have mostly focused on hydrazine,8-14 whereas little information is known about 
the behavior of UMDH. Most of these studies are computational from which quantitative 
thermodynamics cannot be obtained, although mass-analyzed ion kinetic energy 
spectrometry (MIKES) was used to examine the metastable fragments of (N2H4)nH
+ 
where n = 2–7. In that study, the average kinetic energy releases for the (N2H4)nH
+ 
systems were obtained from the MIKES analysis of the Maxwell-Boltzmann-like kinetic 
energy release distributions (KERD). Further analysis of the KERDs yielded bond 
dissociation energies (BDEs) for each system. In addition, MIKES was utilized once 
again to examine the metastable fragments of N2H5+ formed in the chemical ionization 
process, H3+ + N2H4 → N2H5+ + H2 (exothermic by 4.43 ± 0.01 eV),9 observing the 
dominant losses of H2 and H, weak loss of NH, and homolytic N–N bond cleavage. 
Unfortunately, again no quantitative thermodynamics were obtained from this study.  
In this work, we use guided ion beam tandem mass spectrometry (GIBMS) to 
quantitatively measure the kinetic energy dependence of protonated hydrazine colliding 
with Xe, the proton-bound hydrazine and UDMH clusters and protonated hydrazine and 
UMDH clustered with water colliding with Ar. GIBMS is a powerful technique for 
measuring thermodynamic properties of small molecules and hydrated species, as 
demonstrated previously in our lab.15-24 The advantage of using the GIBMS technique 
over other methods is its precise control of the internal and kinetic energies of the 
reactant ion and neutral gas.25-27 The resulting product intensities are converted to cross 
sections, which can effectively be thought of as reaction probabilities. The apparent 
threshold is defined as the minimum energy at which the product cross section gains 
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intensity. With the internal and kinetic energies of the reactants known, the 0 K BDEs 
can be extracted from these measured thresholds.  
In the last chapter, we pivot from the hydrazine and UDMH systems to present 
another aspect of the GIBMS technique involving the kinetic energy dependences of the 
association reactions of iron cluster cations (Fen+ where n = 4–17) with carbon monoxide 
(CO). The interaction of carbon monoxide with iron is technologically important for 
diverse reasons, including synthetic fuel production using Fischer-Tropsch (F-T) 
chemistry,28 and for the catalytic growth of multi- and single-walled carbon nanotubes 
(SWNT).29 In F-T synthesis, syngas (CO and H2) reacts on the metal catalyst with 
alkanes being the most desirable products, although alkenes and alcohols are often 
formed as well. For SWNT synthesis, Smalley and co-workers29 used a gas-phase reactor 
utilizing Fe(CO)5 in the presence of a flow of carbon monoxide. At the catalytic 
conditions for nanotube growth, Fe(CO)5 decomposes and forms iron clusters that serve 
as the catalytic centers for disproportionation of the CO feedstock in the Boudouard 
reaction, Fen + 2  CO → FenC + CO2.30 
For this work, we found at energies below 1 eV, the n = 4–17 systems react 
exclusively to form FenCO+ complexes, even under single collision conditions. The 
observation of this reaction is interesting because the FenCO+ association complex 
always has sufficient energy to decompose back to reactants. Thus, the FenCO+ 
complexes have lifetimes that exceed their flight time through the instrument. Unlike 
TCID of a preformed FenCO+ complex, where collision with a nonreactive partner 
deposits a broad distribution of internal energies leading to dissociation, the association 
process forms FenCO+ complexes with well-defined distributions of internal energy and 
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angular momenta, and a cross section for formation determined by the ion-molecule 
collision probability. Thus, the dissociation lifetime of the association complex is 
governed primarily by only one adjustable parameter, the 0 K binding energy, 
D0(Fen+-CO).  
1.2 Overview 
    An overview of the various instrumentation used in the present work is given in 
each chapter. An overview of the major modifications made to the instrumentation is 
given in Chapter 2. This includes a detailed description of the harsh-environment 
electrospray ionization source (HE-ESI) and the electrospray ionization–ion funnel–
tandem hexapole (ESI/IF/T-HEX) source designed for the larger of the two GIBMS 
instruments. The experimental procedures, methods for converting the raw data into cross 
sections, statistical methods used to model those cross sections, and theoretical methods 
utilized are presented in each chapter.  
Chapter 3 presents the non-adiabatic behavior in the homolytic and heterolytic 
bond dissociation of protonated hydrazine and its perdeuterated variant. The dominant 
dissociation pathways observed were the endothermic homolytic and heterolytic 
cleavages of the N–N bond. The analyses of the data used a statistical model that 
accounted for the internal and kinetic energy distributions, multiple collisions, and kinetic 
shifts to obtain 0 K BDEs for these covalently bonded species. Comparison with 
literature thermochemistry demonstrates that heterolytic bond cleavage yields the spin 
restricted excited NH2+ (1A1) + NH3 (1A1) products and not the spin-forbidden ground 
NH2+ (3B1) + NH3 (1A1) products, whereas homolytic bond cleavage leads to 
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dissociation to the excited NH3+ (2A2″) + NH2 (2A1) product asymptote rather than the 
energetically favored NH3+ (2A2″) + NH2 (2B1) asymptote. The rationale for the non-
adiabatic behavior observed in the homolytic bond cleavage is revealed by detailed 
theoretical calculations of the relevant potential energy surfaces.  
    Chapter 4 presents the TCID studies of (N2H4)nH+ where n = 2−4 and (UDMH)2H+ 
colliding with Ar. The primary dissociation pathway for all reactants consists of loss of a 
single hydrazine (or UDMH) molecule followed by the sequential loss of additional 
hydrazine molecules at higher collision energies for n = 3 and 4. The experimental BDEs 
are compared to theoretical values determined at the B3LYP, M06, mPW1PW91, PBE0, 
MP2(full), and CCSD(T) levels of theory with and without empirical dispersion with a 6-
311+G(2d,2p) basis set. The structures of all clusters are explored and exhibit extensive 
hydrogen bonding. 
    Chapter 5 presents the TCID of (N2H4)H+(H2O)n, where n = 1 and 2, and of 
(UDMH)H+(H2O). The primary dissociation pathway for all clusters is a loss of a single 
water molecule, which for n = 2 is followed by the sequential loss of an additional water 
molecule at higher collision energies. The experimental BDEs compare favorably to 
theoretical values determined at the B3LYP, M06, mPW1PW91, PBE0, MP2(full), and 
CCSD(T) levels of theory with a 6-311+G(2d,2p) basis set both with and without 
empirical dispersion. These calculations also allow visualization of the structures of these 
complexes, which are simple hydrogen bonded donor-acceptors. 
    Chapter 6 presents the energy dependences of size-selected Fen+ cluster ions (n = 
1–17) reacting with CO at low energies using a GIBMS equipped with a laser 
vaporization/supersonic expansion source. Below about 1 eV, all clusters with n ≥ 4 form 
5
 the FenCO+ association complex. The probability of this reaction increases with cluster 
size until the absolute cross sections equal the collision limit for n > 10, with those for n 
= 12 and 14 exceeding the collision limit. The kinetic energy dependence and absolute 
magnitudes of these cross sections are analyzed to extract cluster–CO binding energies, 
which are found to progressively decrease with increasing cluster size, consistent with a 
simple Coulomb model. For the largest clusters, these binding energies approach that of 
an extended surface at shallow hollow sites, whereas a prominent higher energetic 
pathway correlates to the binding energies for dissociatively chemisorbed C and O on an 
iron surface. 
 
1.3 Collaborative Work 
 An important aspect of obtaining a Ph.D. that is often overlooked in a competitive 
peer-reviewed environment is the ability to be collaborative with said peers. Even though 
second and co-authored journal articles are not included in this dissertation, it is 
important to reflect on those journal articles. As we all know, there are different levels of 
collaborative work, where countless hours could be spent mentoring a new co-worker to 
working side-by-side with a co-worker. These might consist of collecting data, 
performing high level calculations, or even finishing a stalled journal article. Throughout 
my graduate studies, publishing four first author31-34 articles in journals of notable impact 
and being a part of five second or third author27,35-38 journal articles reflects my 
achievements in graduate school and my commitment to friends, to peers, and to the 
Armentrout group. Of the non-first author journal articles, the most intriguing article is 
titled “How hot are your ions really? A threshold collision-induced dissociation study of 
6
 substituted benzylpyridinium ‘thermometer’ ions.”27 Where the first absolute 
experimental BDEs for the main heterolytic bond cleavages of four benzylpyridinium 
ions were measured using TCID in a GIBMS and a very intuitive survival yield method 
was applied to determine the characteristic temperature of the ESI source prior to the 
thermalization region, confirming efficient thermalization of ions created from our ESI 
source. From that study, a follow-up examination of weaker bound para-substituted 
benzylpyridinium ions will be examined by similar methods, possibly obtaining a more 
accurate characteristic temperature of the ESI source. Next, infrared multiphoton 
dissociation (IRMPD) was utilized to spectroscopically identify predicted ground 
conformations of cysteine, methylated-cysteine,35 serine,36 or aspartic acid37 bound to 
Zn2+ and Cd2+ at room temperatures. Finally, TCID of protonated azobenzene with Xe in 
a GIBMS was examined, where the analyses of the data are still going on.38    
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INSTRUMENTATION AND INSTRUMENT MODIFICATIONS 
2.1 Instrumentation 
 The instruments used in the present works are guided ion beam tandem mass 
spectrometers (GIBMS), shown in Figures 2.1 (EFRIM) and 2.2 (FREIDA), described in 
detail in each chapter and elsewhere.1,2 Briefly, ions generated in the source regions of 
either instrument are then focused into the magnetic sector momentum analyzer for initial 
mass/charge (m/z) selection of the reactant ion of interest (EFRIM < 125 m/z, FREIDA < 
4000 m/z) The reactant ions are then decelerated to a well-defined kinetic energy and 
injected into the rf octopole ion guide, which utilizes rf electric fields to create a potential 
well to trap ions in the transverse direction without affecting their axial energy. While the 
reactant ions are in the octopole, they pass through a collision cell that surrounds the 
octopole and contains the collisional gas at a low pressure. Products and remaining 
reactant ions are guided to the end of the octopole, where they are extracted and focused 
into a quadrupole mass filter for mass analysis (Extrel 3/4" Tri-Filter, 880 kHz, FREIDA; 
Extrel 3/4", 1.2 MHz, EFRIM). Finally, ions are detected by a 23 kV conversion dynode, 
secondary electron scintillation ion detector,3 and the signal is processed using standard 
pulse counting techniques. In the present works, the ions are generated by either using 
electrospray ionization (ESI) of 10-2–10-4 M solutions or by a laser ablation/vaporization 






























































 source. This section describes the modifications made to the previous ESI source and 
provides details about the ESI–ion funnel–tandem hexapole source developed for the 
larger of the two instruments, FREIDA. The former modification was essential to 
accomplish the research performed for this Ph.D. dissertation. 
 
2.2 Harsh Environment Electrospray Ionization Source 
 A harsh environment (HE) ESI source developed for use with the GIBMSs is 
described. The presented modifications to the existing ESI source were designed to 
protect the user from potentially toxic compounds and by-products that can be formed 
from nebulizing aqueous compounds, such as the ones used in Chapters 3–5. Emphasis 
was placed on maintaining the four important ESI characteristics: 1) high intensity, 2) 
stable signal, 3) well-defined energies, kinetic and internal, and 4) usability. In order to 
accomplish these objectives, the internal components of the existing ion funnel–hexapole 
assemblies were not altered,4 whereas ESI support flange, capillary entrance cap (EC), 
capillary , and capillary heater (internal) were modified to accept a concentric designed 
ESI needle carrier, shown in Figure 2.3. The key element to the HE-ESI is the concentric 
Lexan shroud that protects the users from potentially toxic vapor. Here, the volume of gas 
contained within the shroud is constantly evacuated into the exhaust system at a rate of 
10 L/min by a media transfer pump. 
 
2.2.1 Supports and Housing 
 Starting from the ESI flange, two machined holes were drilled and bottom tapped 
to 3/8" - 16 threads per inch (TPI) at ±30º off vertical centerline with 3.0" between 
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 centers (BC). These tapped holes accept two machined 6061 grade 3/8" aluminum 
support rods that hold the outer/back support as rigid as possible. Using these supports, 
the outer/back support is mounted with two 1/4"–20 TPI bolts and kept parallel to the EC, 
ensuring concentric alignment between the ESI needle and EC. The outer/back support 
for the HE-ESI was designed out of PVC because the material is inexpensive, easy to 
machine, and has excellent insulating properties, > 1016 Ω/cm, while retaining structural 
rigidity. To control the XYZ translations, a spring loaded mid carrier was designed to 
allow a maximum of ~0.78" of XY circular movement around the EC and a maximum of 
~1.9" of travel in the Z direction (distance between the ESI needle and EC). The XY 
translations are controlled by nylon thumb screws while the Z-axis is adjusted by a 
custom 1"–40 TPI PVC bolt (back needle carrier). These adjustments allow fine spatial 
tuning of the needle relative to the EC. The use of stacked wave disc springs, available 
from McMaster-Carr, ensures the needle carrier is under tension in the Z-direction, which 
removes any vibrational noise that could affect the experiment.  
 
2.2.2 Electrospray Needle Carriers 
 There is one PVC and three 3-D printed Nylon versions of the needle carriers 
available; the latter versions include drying and/or nebulizing gas ports. The PVC version 
is of a tool-less design where the front and back halves are internally supported by 316 
stainless steel (SS) VALCO fittings available from VICI (Valco Instruments Company 
Inc.). Figure 2.4 shows a detailed cross sectional view of the PVC needle carrier. A 
custom double ended Microtight™ to 1/16" Valco ferrule was designed and machined in-
house. This ferrule bridges the gap between the Microtight™ 0.005" ID sleeve and the 
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 1/16" Valco fittings that are used to secure the 35 gauge 316 SS, 0.005" OD: 0.002" ID, 
ESI needle (ESN) in the assembled PVC needle carrier. Using this idea of an internal 
Valco support, three 3-D printed needle carriers were designed and printed in-house at 
the J. Willard Marriot Library at $3‒$10 per carrier; this price difference was largely 
dependent on internal wall density of the carriers. The three different needle carrier 
versions are shown in Figure 2.5. The first version (V1) has no gas ports, while the 
second and third versions (V2 and V3) have gas ports, which were made possible by 3-D 
printing technologies. The internal Valco fittings are similar to that of the PVC version, 
where the Valco fittings support and hold the needle, while the outer nylon jacket is kept 
in place by the mid carrier. The addition of the drying and nebulizing gas ports add 
versatility to the system. Some biological systems may require the added benefit of a 
nebulizing and/or drying gas. Yet, these were not required for the research performed in 
Chapters 3–5. 
 Using one of the needle carriers, the ESI solution is then sprayed and transferred 
into the vacuum region by applying a 2–4 kV positive potential between the ESN and a 
316 grade stainless steel EC with an inlet diameter of 0.010" followed directly by a 
6.125" long by 0.040" ID electro-formed nickel capillary with an OD of 0.063". Such 
tubing is readily available from VICI, comes in standard ID’s ranging from 0.005"–
0.040," and has a near mirror inner finish. The 0.063" OD capillary tubing is held in place 
by a capillary holder, which is electrically isolated from earth and serves as a mount for 
the capillary heater. The capillary heater is a custom-machined 1/2" OD copper sleeve 
with a 0.375" ID through hole offset by 0.125" from center to allow placement of the 1/8" 
24 Watt resistive heater, readily available from ThorLabs. An OMEGA thermocouple 
17













































 controller with a precision of 0.1 ºC controls a 0–140 VAC Variac (set at 24VAC), thus 
allowing the capillary to be heated from room temperature to 200 ºC. At the end 
capillary, an 88-plate ion funnel and a hexapole ion guide operating at 5.5 MHz collect 
and focus the ions into the GIBMS where the ions of interest undergo the experiments, as 
presented in Chapters 3–5.   
 
2.3 Electrospray Ionization–Ion Funnel–Tandem Hexapole Source 
2.3.1 Overview 
 A schematic overview of the ESI/ion funnel/hexapole/hexapole (ESI/IF/T-HEX) 
source developed for use with the larger of the two GIBMS instruments is shown in 
Figure 2.6. This source was designed after and improved upon the existing ESI/IF/HEX 
source on EFRIM, which is described elsewhere.4,5 Similar to the HE-ESI described 
above, this source was designed to reproduce four key characteristics: high intensity, 
signal stability, well-defined energies, kinetic and internal, and usability, while retaining 
exchangeability between the two instruments. From atmosphere, four 304 SS alignment 
pins were designed to allow easy alignment between the rear flange and the skimmer gate 
valve when installing the ESI/IF/T-HEX apparatus into the instrument’s source box. 
Identical mounting holes to that of EFRIM’s source were drilled and tapped into the rear 
flange, allowing the in-house built ESI sources to be easily exchanged between the two 
instruments. The ions emitted from the spray are transferred into the vacuum region 
through a 316 grade SS inlet cap with an inlet diameter of 0.010" followed directly by a 
6.125" long by 0.020" ID 316 SS capillary with an OD of 0.063". Such tubing is readily 
































































































































































































































































































































 the capillary tubing holder, machined from 0.375" OD and 0.0625" ID by 6.00" length, 
(high pressure tubing from VICI). The capillary holder is then held in place by fittings 
made of PEEK thermoplastic. The use of PEEK allows the entire capillary to be biased 
independently and heated to a temperature around 200 ºC. The temperature of the 
capillary and capillary holder is controlled similar to the method described above. At the 
end of the capillary, prior to the IF, sits a reflector plate that is independently electrically 
controlled and designed to keep ions from escaping out of the entrance of the IF. 
 
2.3.2 Ion Funnel and its Power Source 
 Each plate of the IF requires a combination of rf and dc voltages. These voltages 
are applied through a custom printed circuit board (PCB) from an inexpensive vender 
(ExpressPCB), previously designed in house to fit on a double sided PCB board.4 Both rf 
and DC components are applied to each plate of the IF through a single electrical 
connection. The surface mounted resistors (200 kΩ, 1/8 Watt, Size 1206, Allied 
Electronics) and capacitors (C, 0.01 µF, 100 V, Size 1206, Allied Electronics) are affixed 
to the PCB. The linear voltage gradient across the IF plates are controlled by resistors and 
the DC voltages applied to the first plate (DC+) and last plate (DC-). Note, both DC+ and 
DC- voltages are positive with respect to earth where the voltage applied to DC+ > DC-, in 
essence “pulling” the ions towards the last plate (more negative) of the IF. The typical ion 
funnel conditions are DC+ = +15‒20 VDC and DC- = +5–10 VDC.  
 The rf voltages that are applied to the IF is created using a sine wave output from 
a 25 MHz arbitrary wave form generator (Agilent, model 33210A) and amplified with an 
rf amplifier (Mini Circuits, model LZY-22+). The rf signal from the amplifier is split into 
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 equal and opposite phases with a custom designed 50 ohm trifilar-wound ferrite-core 
impedance matched balun transformer. The balun consists of two stacked T-350-77 
toroids (Amidon Associates) wrapped with 16 gauge copper core magnet pickup wire. An 
adjustable 10–1000 µH (L) inductor was added to impedance match the capacitance 
generated by the parallel plates of the IF and to that of ground. Without the added 
inductor, the power generated by the amplifier would be reflected back to the output of 
the amplifier, causing the protection circuit of the amplifier to trigger and decrease power 
output. The use of a different rf amplifier (ENI, model 2100L) can be implemented with 
or without the impedance matching inductor because the ENI amplifier is a simply 
designed to handle reflected power better. Note, if the impedance matching inductor is 
used with the ENI amplifier, the IF might heat up due to power sloshing between the L 
and C components of the circuit. With either of the rf amplifiers, this circuit is capable of 
driving the IF at roughly 80 V peak to peak at 1.2 MHz and 35 V peak to peak at 2.0 
MHz. Typical operating rf peak to peak voltage is around 20 V at 1.2 MHz.  
 
2.3.3 Tandem Hexapole Ion Guide 
 The tandem hexapole ion guide (6-pole) consists of six 0.0125" centerless ground 
303 SS rods (McMaster-Carr), 8.750" in length (hex 1) and 6.00" in length (hex 2), 
equally spaced on a 0.375" BC, and capacitively coupled together via two 0.01 µF 1 kV 
ceramic vacuum grade capacitors. Each rod has several 0-80 tapped holes in various 
locations, center-lined over the length of each rod. These rods are held in place and 
centered using custom sized 0-80 screws inserted through several machined nylon disks 
and two sets of 316 SS disks that supply the rf and DC voltages to the sets of hexapoles. 
22
 Both nylon and SS disks are relief cut and encircle roughly 0.015" of the rod diameter to 
allow axial and electrical tolerances between the six rods. The nylon disks serve two 
purposes; they hold the hexapoles concentric to the support carriage mounts and hold 
each of the six rods exactly 0.375" BC. A special nylon coupler between the hexapoles 
holds the exit of the first hexapole and entrance of the second hexapole to within 0.005" 
of the centerline, ensuring proper alignment, and minimizing the possibility of rf phase-
mismatch between the set of hexapoles. The nylon coupler also serves as a place to 
mount the capacitors and allows the hexapoles to be independently biased. At the end of 
the second hexapole sits another special nylon coupler that serves as a limiting aperture 
between the source region and the first differential region (DLA).The coupler also 
ensures proper alignment for the entire tandem hexapole assembly with 0.010" spacing 
from the skimmer gate valve. The skimmer gate valve is electronically isolated from 
ground by a PVC coupler and, if needed, can be treated as a DC “extraction” lens into 
DLA. From there, the remaining lens train guides the ions into the GIBMS. 
23
 2.4 References 
1K. M. Ervin, and P. B. Armentrout, J. Chem. Phys. 83, 166 (1985). 
2F. Muntean, and P. B. Armentrout, J. Chem. Phys. 115, 1213 (2001). 
3N. R. Daly, Rev. Sci. Instrum. 31, 264 (1960). 
4R. M. Moision, and P. B. Armentrout, J. Am. Soc. Mass Spectrom. 18, 1124 (2007). 





NON-ADIABATIC BEHAVIOR IN THE HOMOLYTIC AND HETEROLYTIC BOND 
DISSOCIATION OF PROTONATED HYDRAZINE: A GUIDED ION BEAM AND 
THEORETICAL INVESTIGATION 
3.1 Abstract 
Threshold collision-induced dissociation (TCID) using a guided ion beam tandem 
mass spectrometer was performed on protonated hydrazine and its perdeuterated variant. 
The dominant dissociation pathways observed were endothermic homolytic and 
heterolytic cleavages of the N–N bond. The data were analyzed using a statistical model 
after accounting for internal and kinetic energy distributions, multiple collisions, and 
kinetic shifts to obtain 0 K bond dissociation energies (BDEs). Comparison with 
literature thermochemistry demonstrates that both channels behave non-adiabatically. 
Heterolytic bond cleavage yields NH2+ + NH3 products but the NH2+ fragment is in the 
spin-restricted excited 1A1 state and not the spin-forbidden ground 3B1 state; whereas 
homolytic bond cleavage leads to dissociation to the NH3+ + NH2 product asymptote with 
NH2 in its excited 2A1 state rather than the energetically favored 2B1 state. The rationale 
for the non-adiabatic behavior observed in the homolytic bond cleavage is revealed by  
____________________________________ 
Reprinted from C. P. McNary, and P. B. Armentrout, J. Chem. Phys. 147, 124306 (2017). 
With permission from AIP Publishing.
detailed theoretical calculations of the relevant potential energy surfaces and the relevant 
occupied valence molecular orbitals. These calculations suggest that the non-adiabatic 
behavior results from conservation of the s and p character of the lone pair and binding 
electrons on the nitrogen atoms.  
3.2 Introduction 
Hydrazine, used as a fuel for some types of mono- and bi-propellant rocket 
engines,1 can have a deleterious effect on the environment when released into the 
atmosphere during successful and unsuccessful rocket burns.2 In addition, protonated 
hydrazine, N2H5+, forms readily in ion/molecule reactions in the ionosphere and during 
launch and reentry of some spacecraft.1 Interestingly, hydrazine has also been used as an 
oxygen scavenger in boiler applications to protect against corrosion,3 has potential as a 
clean liquid fuel storage system for hydrogen devices,4,5 has been used as a blowing agent 
in preparing polymer foams, and acts as a precursor to catalysts and pharmaceuticals.6 
Therefore, it is of interest to explore the stability and chemistry of N2H5+ at the 
fundamental level to understand fully its chemical properties.  
Øiestand and Uggerud used mass-analyzed ion kinetic energy spectrometry 
(MIKES) to examine the metastable fragments of N2H5+ formed in the chemical 
ionization process, H3+ + N2H4 → N2H5+ + H2 (exothermic by 4.43 ± 0.01 eV).7 They 
observed the dominant losses of H2 and H, weak loss of NH, and homolytic N–N bond 
cleavage, given by reactions (3.1)–(3.4), respectively, where each reaction includes its 





Table 3.1. Standard enthalpies of formation at standard state, proton affinities 
(PA), and ionization energies (IE) for select species found in literature in eV. 
Species ΔfH0a ΔfH298a PAb IEc 
(N2H4)H+ (1A′) 8.16 ± 0.03d 8.03 ± 0.03d   
N2H4+ 9.198 ± 0.005 9.055 ± 0.005   
N2H4 (1A′) 1.159 ± 0.005 1.012 ± 0.005 8.84 ± 0.03 8.039 ± 0.007 
N2H3+ 10.042 ± 0.009 9.925 ± 0.009   
N2H3 2.439 ± 0.009 2.328 ± 0.009  7.603 ± 0.012 
N2H2 2.149 ± 0.005 2.075 ± 0.005 8.32 ± 0.03  
NH4+ (1A1) 
6.665 ± 0.002 
6.59 ± 0.03d  
6.548 ± 0.002 
6.54 ± 0.03d 
  
NH3 (1A1) -0.3997 ± 0.0003 -0.4721 ± 0.0003 
8.85 ± 0.03 
8.873 ± 0.002e 
10.186 ± 0.001 
NH3+ (2A2″) 9.7867 ± 0.0003 9.7146 ± 0.0003   
NH2 (2B1) 1.958 ± 0.001 1.928 ± 0.001 
8.10 ± 0.03 
8.009 ± 0.001e 
11.168 ± 0.001 (3B1) 
12.436 ± 0.001 (1A1)f 
NH2 (2A1) 3.38 ± 0.01g  3.35 ± 0.01g   
NH2+ (3B1) 13.127 ± 0.001 13.105 ± 0.001   
NH2+ (1A1) 14.394 ± 0.002h 14.364 ± 0.002h   
NH (3Π) 3.718 ± 0.002 3.718 ± 0.002  13.476 ± 0.003 
NH (1Π) 5.279 ± 0.002 5.279 ± 0.002  11.915 ± 0.003 
NH+  17.194 ± 0.003 17.204 ± 0.003   
H (2S) 2.239035 2.259390  13.598434 
H+ 15.83747 15.85782   
a Values taken from Refs. 8-10 unless otherwise specified. b Proton affinities from Ref. 14 unless 
otherwise specified. c Derived using the ΔfH0(A+) - ΔfH0(A), unless otherwise specified. 
d Derived using the ΔfH(A) + ΔfH(H+) – PA(A), with PA from Ref 14. e Derived using ΔfH(H+) -  
ΔfH(AH+) + ΔfH(A) with values from Ref. 8-10. f IE from Ref. 16. g Derived using ΔfH(NH2) + 
excitation energy of 1.42 ± 0.01 eV from Ref. 15. h Derived using ΔfH(NH2(2B1)) + IE from Ref. 16. 
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N2H5+ → N2H3+ + H2 (1.88 ± 0.03) (3.1) 
→ N2H4+ + H (3.28 ± 0.03) (3.2) 
→ NH4+ + NH (3Π) (2.22 ± 0.03) (3.3a) 
→ NH4+ + NH (1Π) (3.78 ± 0.03) (3.3b) 
→ NH3+ (2A2″) + NH2 (2B1) (3.58 ± 0.03) (3.4a) 
→ NH3+ (2A2″) + NH2 (2A1) (5.01 ± 0.03) (3.4b) 
→ NH2+ (3B1) + NH3 (1A1) (4.57 ± 0.03) (3.5a) 
→ NH2+ (1A1) + NH3 (1A1) (5.83 ± 0.03) (3.5b) 
Note that because the N2H5+ ions are formed with an internal energy near 4.43 eV, the 
heterolytic N–N bond cleavage pathways, reactions (3.5a) and (3.5b), were not observed. 
In addition to the experimental work, extensive ab initio quantum chemical calculations 
including the potential energy surfaces (PESs) for the observed reactions were conducted 
by these authors. 
In previous studies, we used threshold collision-induced dissociation (TCID) in a 
guided ion beam tandem mass spectrometer (GIBMS) to quantitatively investigate the 
thermochemistry of proton-bound hydrazine and unsymmetrical 1,1–dimethylhydrazine 
(UDMH) clusters, and N2H5+ and (UDMH)H+ bound to water.17,18 Analyses of the kinetic 
energy dependent TCID cross sections successfully yielded 0 K bond dissociation 
energies (BDEs) for those noncovalently bound complexes. Building on those efforts, the 
present work uses GIBMS to measure the kinetic energy dependences of the TCID cross 
sections for N2H5+ and N2D5+, which are analyzed to yield thresholds for dissociation. 
This thermochemistry is then compared to literature values and to results computed at 
several levels of theory, which are also used to thoroughly explore the possible reaction 
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pathways of these simple species. 
3.3 Experimental and Theoretical Methods 
3.3.1 Instrumentation 
N2H5+ and N2D5+ were created from a 0.1 M solution of hydrazine in HPLC grade 
water (hydrazine in D2O for N2D5+) using electrospray ionization (ESI) techniques. The 
solution was advanced at a rate of 100–300 µL/h through a 35 gauge 304 stainless steel 
needle that had an applied voltage of ~2.5 kV. Once in the gas phase, ions entered the 
vacuum system through a stainless steel inlet cap with an inlet diameter of 0.010ʺ 
followed directly by a 6.125ʺ long by 0.040ʺ diameter electro-formed nickel capillary that 
was heated to a temperature of 120 ºC in order to desolvate large droplets. An 88 plate 
radio frequency (rf) ion funnel (IF) with superimposed DC gradient field, copied from a 
design described in detail elsewhere,19-21 collected and focused the ions to increase signal 
intensity.22 The voltage bias between the first and last plate of the ion funnel was kept 
below 20 V to minimize heating of the ions. At the end of the funnel, the ions entered an 
rf-only hexapole with rf amplitudes typically set at 250 V peak to peak centered around 
ground. Here, the ions underwent cooling by >105 thermalizing collisions with ambient 
gas (largely air and the water solvent). This ensured ions beyond the hexapole were well-
defined by a Maxwell–Boltzmann distribution of rovibrational states at room 
temperature, as verified by previous work.22-29 
Ions generated in the ESI/IF/hexapole source then entered the guided ion beam 
tandem mass spectrometer30 where they were focused into a magnetic sector momentum 
analyzer for initial mass selection. These reactant ions were decelerated to a well-defined 
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kinetic energy and injected into a rf octopole ion guide31 where they passed through a 
collision cell containing Xe at low pressures. The product and remaining reactant ions 
were guided to the end of the octopole, where they were extracted, mass selected using a 
quadrupole mass filter in high resolution mode, and detected using a Daly detector.32 
3.3.2 Data Analysis 
Acquiring accurate thermodynamic information from TCID data requires diligent 
consideration of many experimental factors that convolute the raw data. These factors 
include the internal and kinetic energy distributions of the ionic and neutral reactants, 
lifetime effects that arise from a finite experimental time window, the probability of 
multiple collisions, and competition from other chemical processes. 
Measured intensities of the reactant and product ions were first corrected for 
dissociation outside the collision cell as well as background noise by measuring their 
intensities with and without gas in the collision cell. The intensities were then converted 
to absolute cross sections using a Beer–Lambert equation analogue, as described 
elsewhere.30 The energy of the reactants was converted from the lab frame voltage of the 
ion, Vlab, to the center-of-mass energy, ECM, using 𝐸𝐶𝑀 =  𝑉𝑙𝑎𝑏𝑚/(𝑚 + 𝑀) where m is
the mass of the reactant neutral and M is the mass of the reactant ion. The kinetic energy 
distribution of the ions was determined using a retarding potential analysis,30,33 which 
also allows the absolute zero of the energy to be obtained. Experiments were conducted 
at three pressures of Xe gas, ~0.1, 0.2, and 0.4 mTorr. The cross sections at each pressure 
were used to linearly extrapolate to a zero pressure cross section, which rigorously 
represents a single collision event.34 
30
The kinetic energy dependent CID cross sections for reaction channel j were 
modeled using the empirical model shown as follows: 
𝜎𝑗(𝐸) =  𝜎0,𝑗 ∑ 𝑔𝑖(𝐸 + 𝐸𝑖 − 𝐸0,𝑗)
𝑁/𝐸𝑖  (3.6)
where E is the relative collision energy, σ0,j is an energy independent scaling factor, E0,j is 
the reaction threshold at 0 K, N describes the energy deposition function,33 and the 
summation is over the rovibrational states of the reactant ion having energies Ei and 
populations gi, where Σgi = 1. Rovibrational states taken from quantum chemical 
calculations of the ground states were directly counted using the Beyer–Swinehart–Stein–
Rabinovitch algorithm35-37 and were assigned populations on the basis of a Maxwell–
Boltzmann distribution at 300 K. For large reactants, the number of accessible 
rovibrational states can be large enough that dissociation lifetimes near the threshold 
energy can be longer than the experimental time-of-flight, τ ~ 5 × 10-4 s,33 which shifts 
the apparent dissociation thresholds to higher energies. This kinetic shift was accounted 
for using Rice–Ramsperger–Kassel–Marcus (RRKM) statistical theory38-40 for 












Here, ε is the energy that is deposited into internal modes of the reactant ion complex 
during collision, such that the energy available to the energized molecule is E* = Ei + ε, 
and Pd = 1 – exp[-ktot(E*)τ] is the dissociation probability, where ktot(E
*) is the
unimolecular rate constant for the dissociation of the energized molecule into all product 
channels. If the dissociative lifetime of the energized molecule is shorter than the average 
experimental time-of-flight, the integration in Eq. (3.7) recovers Eq. (3.6). Eq. (3.7) also 




∗) ratio, which uses statistical theory41,42 to estimate the rate for each
reaction channel j. The rate coefficient, kj(E*), is defined by RRKM theory as follows: 
𝑘𝑡𝑜𝑡(𝐸
∗) =   ∑ 𝑘𝑗(𝑗 𝐸
∗) =  ∑ 𝑑𝑗𝑁𝑗
†(𝐸∗ −  𝐸0,𝑗)/ℎ𝜌(𝐸
∗)𝑗  (3.8)
where the reaction degeneracy, dj, is calculated from the ratio of the rotational symmetry 
numbers of reactants and products for channel j, 𝑁𝑗
†(𝐸∗ −  𝐸0,𝑗) is the sum of
rovibrational states of the transition state (TS), and 𝜌(𝐸∗) is the density of states of the
energized molecule at 𝐸∗. In the present work, the heterolytic and homolytic bond
cleavages can be characterized as proceeding over loose TSs equivalent to the product 
asymptotes.43 Thus, these TSs are treated at the phase space limit (PSL) in which the 
transitional modes are rotors.41 All molecular parameters for the TSs and energized 
molecules were taken from quantum chemical calculations described below. 
The model cross sections of Eq. (3.7) were convoluted over the kinetic energy 
distributions of the neutral and ion reactants before comparison to experimental data. The 
fitting parameters in these equations (𝜎0, 𝑁, and 𝐸0,𝑗) were then optimized using a
nonlinear least-squares criterion to reproduce the experimental data throughout the 
threshold region. The 𝐸0,𝑗 threshold energies obtained are equivalent to 0 K bond
energies for forming the fragment ions from the reactant ions. The uncertainties in these 
bond energies were determined from the range of parameters obtained from modeling 
four independent data sets, scaling the vibrational frequencies of reactants and products 
by ± 10%, varying the best fit N value by ±0.1, changing the experimental time-of-flight 
up and down by a factor of 2, and including the uncertainty in the energy scale, ± 0.05 eV 
(lab). 
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3.3.3 Computational Details 
To obtain stable geometries, vibrational frequencies, and energies for N2H5+, 
N2D5+, and their fragments, theoretical calculations were performed using the Gaussian 
16 Rev. A0344 suite of programs. Initial optimizations were performed at the B3LYP/6-
31G(d) level of theory45,46 utilizing the opt = loose criterion (maximum step size of 0.01 
au and an RMS force of 0.0017 au). Final geometry optimizations and vibrational 
calculations were performed at the MP2/6-311+G(d,p) level of theory. Vibrational 
frequencies were scaled by 0.989 for the zero-point energy and thermal (298 K) 
corrections that use a harmonic oscillator/rigid rotor model.47 Using optimized 
geometries, single-point energy calculations were performed at the B3LYP-GD3BJ and 
restricted open-shell (RO) MP2(full) (where full indicates correlation of all electrons)48-52 
levels with a 6-311+G(2d,2p) basis set. The empirical dispersion function was set to the 
D3 version of Grimme dispersion53 (GD3) with Becke–Johnson (BJ) damping for the 
B3LYP level of theory. In addition, single point ROCCSD(T)54-58 (where T indicates 
perturbative triple excitations) calculations were performed using the correlation 
consistent basis sets, aug-cc-pVnZ (n = D, T, and Q), to formulate two complete basis set 
(CBS) extrapolation limits, as detailed by Schwartz59 and Feller,60 and outlined in 
previous work.61 The restricted open-shell approach was employed to eliminate the 
effects of spin contamination,62,63 which is particularly important in determination of 
bond energies at the MP2(full) and CCSD(T) levels resulting from homolytic bond 
dissociations, as discussed below. For these systems, the restricted open-shell corrections 
were relatively small for the MP2(full) and CCSD(T) levels, 0.002–0.01 eV. The results 
also include the basis set superposition error corrections determined at the full 
33
counterpoise (cp) level.64,65 As is often the case, counterpoise corrections are relatively 
small for the B3LYP-GD3BJ and ROCCSD(T) levels, 0.001–0.03 eV, whereas 
corrections for the ROMP2(full) level were larger in general, 0.15–0.18 eV.  
3.4 Results and Discussion 
3.4.1 Experimental Cross Sections. CID of N2H5+ 
Experimental cross sections for TCID with Xe were measured for N2H5+ and a 
typical data set is shown in Figure 3.1 after extrapolation to zero pressure. Here, TCID of 
N2H5+ led to N–N bond cleavages at energies > 5 eV, with the charge being retained by 
either fragment, reactions (3.4) and (3.5). The apparent thresholds for the homolytic and 
heterolytic N–N bond cleavages are well above the ΔrH0 for formation of the ground state 
asymptotes of reactions (3.4a) and (3.5a), 3.58 ± 0.03 and 4.57 ± 0.03 eV, but seem 
similar to the ΔrH0 for the excited state asymptotes of reactions (3.4b) and (3.5b), 5.01 ± 
0.03 and 5.83 ± 0.03 eV, respectively.  
Notably, we only observed these two pathways with TCID, whereas Øiestand and 
Uggerud observed the dominant losses of H2 and H (yielding N2H3+ and N2H4+, 
respectively) along with NH3+ + NH2 and NH4+ + NH utilizing MIKES.7 Their result 
seems reasonable because the loss of H2 in reaction (3.1) is the lowest energy 
decomposition pathway available. Therefore, we spent a significant amount of time 
searching for evidence of these additional pathways, which required operating the 
quadrupole mass filter in a high-resolution mode that also decreases the overall signal 
intensity. Even in this high-resolution mode, possible signals for reactions (3.1) and (3.2) 















Figure 3.1. Zero pressure TCID cross sections for N2H5+ as a function of kinetic energy 
in the center-of-mass frame (lower x-axis) and laboratory frame (upper x-axis). The solid 
lines represent the model of Eq. (3.7) convoluted with the internal and kinetic energy 
distributions of the reactants. Dashed lines represent the model cross sections in the 




 reactant ion such that their cross sections needed to be greater than about 1.5 and 8 Å2, 
respectively, to be observed clearly. (Note that these limits are larger than the maximum 
cross sections for the channels that were observed, Figure 3.1, indicating that our 
sensitivity to these channels is quite low.) Within these constraints, we observed no 
evidence for these channels nor for the formation of NH4+, where its cross section needed 
to be greater than 0.01 Å2 to be observed under our TCID conditions.  
In comparing the qualitative observations of the TCID and MIKES experiments, 
the available energy explains why reaction (3.5) was not observed by Øiestand and 
Uggerud but is observed here. It is possible that the failure to observe the formation of 
NH4+ is related to the shorter experimental time window of our instrument post collision, 
which presumes that the formation of NH4+ requires a longer-lived intermediate because 
it requires an additional hydrogen atom transfer from one nitrogen to the other. Another 
difference in the two experiments is the rotational distribution of the energized N2H5+ 
molecule. In the metastable decompositions, the reactant ions probably have a rotational 
energy distribution that is near thermal, whereas the collisional excitation utilized in the 
present experiments certainly creates rotationally excited species. (In actuality, there is a 
broad but unknown distribution of rotational energies dependent on the impact parameter 
of the reactants, which prevents quantitative evaluation of this effect.) Because of angular 
momentum conservation, rotationally excited N2H5+ molecules will not efficiently form 
product channels that have a small reduced mass (), like reactions (3.1, ~1.9 amu) and 
(3.2, ~1.0 amu), because this limits how large their orbital angular momentum (L ∝ ) 
can be. The NN bond cleavage reactions with  ~ 9.3 amu are much less affected. This 
effect diminishes the probability of these channels in the TCID study compared to the 
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 MIKES work, which may explain why they were not readily observed in the current 
study. 
 
3.4.2 Experimental Cross Sections. CID of N2D5+ 
 To better explore whether reactions (3.1) and (3.2) could be observed, 
experimental cross sections were collected for the perdeuterated analogue of protonated 
hydrazine (N2D5+), as illustrated in Figure 3.2, after extrapolation to zero pressure. Under 
our experimental conditions, N2D5+ also dissociates by homolytic and heterolytic N–N 
bond cleavage, forming ND3+ + ND2 and ND2+ + ND3, respectively. Comparisons of the 
results in Figures 3.1 and 3.2 show that the cross sections for the lower energy homolytic 
N–N bond cleavage, reaction (3.4), and higher energy heterolytic N–N bond cleavage, 
reaction (3.5), have similar magnitudes and energy dependences in both the perprotio and 
perdeutero systems.  
The examination of the deuterated analogues allows better mass separation 
between the fragments, which greatly reduces the mass overlap in the quadrupole mass 
filter. Again operating in a high resolution mode, we spent a significant amount of time 
searching for evidence of the D2 and D losses but these were still not observed, nor was 
ND4+. Because of the better mass separation, the upper limits to these cross sections are 
now about 0.2, 1.5, and 0.01 Å2, respectively. The former cross section should have been 
observable, suggesting that the angular momentum argument made above is probably 
limiting the efficiency of these reactions under TCID conditions. Likewise, ND4+ (as well 
















Figure 3.2. Zero pressure TCID cross sections for N2D5+ as a function of kinetic energy 
in the center-of-mass frame (lower x-axis) and laboratory frame (upper x-axis). The solid 
lines represent the model of Eq. (3.7) convoluted with the internal and kinetic energy 
distributions of the reactants. Dashed lines represent the model cross sections in the 




 3.4.3 Experimental Results. Modeled Cross Sections 
 Analyses of all fragmentation channels, using Eq. (3.7) yielded models illustrated 
in Figures 3.1 and 3.2 with optimized parameters (σ0, N, and E0) that are given in Table 
3.2. The figures show the models reproduce the cross sections of all products with fidelity 
throughout the threshold regions and up to at least 11 eV in the CM frame for N2H5+ and 
N2D5+, alike. Entropies of dissociation at 1000 K, ΔS†1000, are also listed for these 
analyses and are strongly positive, as expected for loose PSL transition states. If the total 
cross section is modeled using Eq. (3.6) (without lifetime or competitive effects), the 
thresholds are 0.09 and 0.08 eV higher in energy than those obtained by including 
lifetime effects. These small kinetic shifts are reasonable for the small molecular systems 
explored here.  
 For both the perprotio and perdeutero systems, the models treated reactions (3.4) 
and (3.5) as proceeding over loose PSL transition states with measured 0 K thresholds for 
the perprotio system of 5.22 ± 0.16 and 5.98 ± 0.22 eV, respectively, where the average 
difference between the two thresholds is 0.77 ± 0.07 eV. For the perdeutero system, the 
measured 0 K thresholds are 5.15 ± 0.11 and 5.95 ± 0.13 eV, respectively, with the 
average difference between the two thresholds being 0.80 ± 0.06 eV. In addition, we 
attempted to include reactions (3.1)–(3.3) (observed by Øiestand and Uggerud) as dark 
channels into our modeling scheme but were unsuccessful. If reaction (3.1), N2H3+ + H2, 
or reactions (3.1) and (3.2) were included (using literature thermochemistry for their 
thresholds), we could not reproduce our experimental cross sections over any energy 
range. When reaction (3.2), N2H4+ + H, alone was included, we could reproduce our 
experimental cross sections, as shown in Figure 3.S1 of the Supplementary Material. 
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 Here, competition with the N2H4+ + H low-energy dark channel shifted the 0 K thresholds 
for reactions (3.4) and (3.5) to 4.55 ± 0.10 and 5.65 ± 0.15 eV, respectively. Despite 
being able to produce our experimental cross sections in this case, we do not believe that 
this modeling scheme represents the experimental results well because a) we did not 
observe either experimental channel (despite a careful search), b) including only one dark 
channel (and not the major one) would be inconsistent with the previous results, and c) 
the thresholds measured without including the dark channels match known experimental 
onsets for reactions (3.4b) and (3.5b), as discussed further below. Thus, the 0 K 
thresholds modeled as proceeding over loose PSL transition states without the dark 
channels included represent our best experimental thresholds for reactions (3.4) and (3.5). 
 
3.4.4 Theoretical Results: N2H5+ and N2D5+ 
 As noted above, several levels of theory were applied to calculate the 
thermodynamic properties of protonated hydrazine and its N–N bond cleavage products, 
as listed in Table 3.3. For reaction (3.4), the planar NH3+ product has a 2A2ʺ ground state, 
which is isoelectronic with CH3, whereas NH2 has a 2B1 ground state with the 2A1 first 
excited state lying 1.33–1.38 eV higher in energy. Thus, reactions (3.4a) and (3.4b), 
NH3+(2A2ʺ) + NH2(2B1) and NH3+(2A2ʺ) + NH2(2A1), are predicted to require 3.47–3.64 
and 4.80–5.02 eV at 0 K, respectively, in good agreement with the experimental values 
from Table 3.1, 3.58 ± 0.03 and 5.01 ± 0.03 eV. For reaction (3.5), the NH3 ground state 
is 1A1 and that of NH2+ is 3B1, with the lowest singlet state being 1A1, and the next excited 
singlet state having a 1B1 configuration. Thus, reactions (3.5a) and (3.5b) are predicted to 
be endothermic by 4.36–4.64 and 5.90–6.03 eV at 0 K, respectively, which again agrees 
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 with the experimental values of 4.57 ± 0.03 and 5.83 ± 0.03 eV, respectively. For the 
perdeutero system, reactions (3.4a), (3.4b), (3.5a), and (3.5b) are predicted to require 
3.57–3.74, 4.89–5.11, 4.46–4.74, and 5.99‒6.12 eV at 0 K once corrected for the zero-
point differences between the isotopes. 
 
3.4.5 Comparison of Experimental and Theoretical Bond Enthalpies 
 Table 3.3 lists the experimental and theoretical 0 K BDEs with counterpoise 
corrections. Here, the theoretical values with counterpoise agree very well with our 
experimental BDEs and literature ΔrH0 values for the homolytic and heterolytic N–N 
bond cleavages leading to the excited state asymptotes, reactions (3.4b) and (3.5b), but 
are well above those for the ground state asymptotes of reactions (3.4a) and (3.5a), 
respectively. In addition, the differences between our measured BDEs for the perprotio 
and perdeutero analogues, 0.77 ± 0.07 and 0.80 ± 0.06 eV, align well with the differences 
in the existing endothermicities for reactions (3.4b) and (3.5b), 0.82 ± 0.01 and 0.82 ± 
0.01 eV, respectively. Notably, only the ROCCSD(T) calculations reproduce this 
difference, Table 3.3. With these comparisons, we can safely conclude that the 0 K 
threshold energies for the homolytic and heterolytic N–N bond cleavages of N2H5+ and 
N2D5+ can be equated to the 0 K BDEs for dissociation to their non-adiabatic asymptotes. 
The non-adiabatic behavior for reaction (3.5) can be simply explained by the spin-
forbidden transition from the ground state of N2H5+(1Aʹ) to the ground state asymptote of 
NH2+ (3B1) + NH3 (1A1), whereas the non-adiabatic behavior for reaction (3.4) is more 
complicated and discussed below.  
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 3.4.6 Understanding the Observed Non-adiabatic Behavior 
 Armentrout and Simons43 have previously considered the qualitative aspects of 
homolytic and heterolytic dissociations of polyatomic heteronuclear species, such as the 
ones presented here. An adiabatic heterolytic bond cleavage of a covalent or noncovalent 
bond occurs when one fragment retains both bonding electrons while leaving both 
fragments in their ground electronic states. In an adiabatic homolytic bond cleavage, both 
ground state fragments retain a single “bonding electron”. For protonated hydrazine, 
adiabatic cleavage of the N‒N bond should proceed along reaction (3.4a), yielding NH3+ 
(2A2″) + NH2 (2B1). This dissociation is spin-allowed and appears to correspond directly 
to simple heterolytic bond cleavage. The failure to observe this process experimentally 
must therefore be associated with some other constraint.  
 In an attempt to further understand why the homolytic and heterolytic N–N bond 
cleavages of N2H5+ behave non-adiabatically, we included the lone-pair electrons on the 
unprotonated nitrogen in the correlation diagram for dissociation of a heteronuclear 
species, as previously outlined by Armentrout and Simons,43 where only the sigma 
electrons were considered. In this view, the 1Aʹ ground state of N2H5+ has a σ22 
configuration, where the  molecular orbital (MO) is the N‒N bond and the  MO is the 
lone pair orbital on the unprotonated nitrogen. These orbitals are illustrated in Figure 3.3. 
As per Armentrout and Simons, such a species has several electronic surfaces 
corresponding to configurations having σ22 (singlet spin), σ1σ*12 (singlet and triplet 
spin), and σ*22 (singlet spin) character. Because of the addition of the  orbitals, 
protonated hydrazine also has electronic surfaces having σ2σ*11 (singlet and triplet 
spin), σ2σ*2 (singlet spin), and σ1σ*21 (singlet and triplet spin) character. To explore 
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 these surfaces of N2H5+, several relaxed PES scans as a function of N‒N bond distance 
were performed, as calculated at the MP2/6-311+(d,p) level of theory utilizing the opt = 
loose and SCF = DM criterion to minimize surface jumping. These surfaces are shown in 
Figure 3.3 along with the MOs for reactants and products  
 Interestingly, these calculations find that ground state N2H5+ (σ22) dissociates 
smoothly by heterolytic dissociation to the excited state asymptote of reaction (3.5b), 
NH2+(1A1,2) + NH3(1A1,σ2). Here, the lone-pair electrons on the NH2+ species are 
located in the out-of-plane b1 MO, with the a1 orbital being empty, such that when the 
two nitrogens approach one another, the lone-pair electrons on ammonia donate into the 
empty a1 MO on NH2+. Thus, the σ22 character of ground state N2H5+ is preserved. 
Notably, if the occupied b1 MO on NH2+ approaches the NH3, another 1A′ surface having 
σ2σ*2 character is formed, Figure 3.3. 
If one starts with the ground state product asymptote, NH3+(2A2ʺ) + NH2(2B1), the 
ionized ammonia product clearly has a single  electron, whereas the NH2 product has 
three electrons, one in the b1 MO and two in the a1 MO. Figure 3.3 shows that when these 
species approach one another, the calculations find both singlet and triplet surfaces (as 
expected) but the negative end of the dipole moment of the NH2 group points towards the 
nitrogen of the NH3 fragment, leading to a (σ2σ*11) electron configuration. Both 1,3A′ 
and 1,3A″ surfaces were located, are degenerate because of the three-fold symmetry of the 
NH3 group, and have minima that lie 2.45–2.97 and 2.20–2.62 eV above the N2H5+(1A′) 
ground state. Because the antibonding * MO is occupied, these surfaces are only weakly 
bonding (largely ion-induced dipole potential). Similar surfaces are generated when the 
NH2+(3B1, σ11) + NH3(1A1, σ2) species approach one another. Because both the a1 and b1 
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 MOs on NH2+ are singly occupied, N2H5+ (σ2σ*11) is formed regardless of the molecular 
alignment.  
Starting with the NH3+(2A2ʺ, σ1) + NH2(2A1, σ12) asymptote, the NH2 now has 
the b1 MO doubly occupied and the a1 MO singly occupied. As the two nitrogens 
approach, they form singlet and triplet spin state surfaces because the valence electrons 
evolve into a σ1σ*12 configuration of N2H5+. The excited 1A′ surface located is attractive 
but at short N-N separations, the calculation collapsed to the ground state 1A′ surface. 
Note that these σ22 and σ1σ*12 surfaces are two components of the qualitative surfaces 
identified by Armentrout and Simons.43 The remaining σ*22 surface dissociates to NH32+ 
+ NH2‒ (heterolytic cleavage such that NH2 retains both σ electrons), which is much 
higher in energy than the asymptotes shown. At the MP2/6-311+G(d,p) level, this 
asymptote lies over 20 eV above ground state N2H5+. 
Clearly, these calculations correspond to single configurations and the “real” 
adiabatic surfaces will allow mixing associated with multiconfiguration effects. However, 
the surfaces shown in Figure 3.3 are probably representative of the diabatic surfaces, 
which permit a qualitative explanation for the observed experimental behavior. Namely, 
N2H5+(1A′, σ22) does not dissociate to either NH3+(2A2ʺ, σ1) + NH2(2B1, σ21) in reaction 
(3.4a) nor NH2+(3B1, σ11) + NH3(1A1, σ2) in reaction (3.5a) because this requires shifting 
one of the two  electrons into a  MO. The observed dissociations to NH3+(2A2ʺ, σ1) + 
NH2(2A1, σ12), reaction (3.4b), and NH2+(1A1, 2) + NH3(1A1, σ2), reaction (3.5b), both 
conserve the σ22 orbital occupations, indicating they are both diabatic dissociations. As 
the cleavage of the N‒N bond is a high-energy process, the lifetime of the energized 
N2H5+ molecule must be short, such that non-adiabatic (non-Born-Oppenheimer) 
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 behavior is preferentially observed. 
 
3.4.7 Comparison to Existing PESs 
 As noted above, Øiestand and Uggerud calculated several reaction pathways for 
the observed fragmentations of N2H5+ utilizing MIKES.7 Here, we explored similar PESs 
for variations in the H-N–N–H angle of N2H5+(1A′), with results listed in Table 3.4 and 
shown in Figure 3.4. Øiestand and Uggerud found TS1/15 between the N2H5+ ground 
state and the proton-bound NH2 dimer (INT15) by using complete active space 
multiconfiguration SCF (CASSCF) calculations. In their results, the proton is located 
unsymmetrically between the two nitrogen atoms (presumably in a double well potential), 
whereas our MP2 level calculations find similar TS1/15 and INT15 structures with the 
proton positioned symmetrically between the two NH2 groups, Figure 3.4. Explicit 
calculations of the proton motion in this case indicate that the two-well potential has 
merged into a single potential well. Notably, their calculations and our MP2(full) and 
ROCCSD(T) calculations predict that TS1/15 is lower in energy than the NH3+(2A2″) + 
NH2(2B1) ground state asymptote (although our B3LYP calculations predict INT15 lies 
0.89 eV higher in energy than TS1/15 in part because this level of theory leads to a 
different geometry, the asymmetric two-well potential). In addition to this reaction 
pathway, we also relocated TS1/1, which corresponds to proton transfer between the 
nitrogen centers, Figure 3.4,7 where our calculations predict similar energetics to that of 
Øiestand and Uggerud. We also located TS1/3, which corresponds to rotation about the 
N–N bond and is predicted to lie only 0.06–0.07 eV higher in energy than the ground 










Table 3.4. Relative energies at 0 K (free energies at 298 K) in eV for species along 
the potential energy surfaces of protonated hydrazine transformationsa 
Structure B3LYP-GD3BJ ROMP2(full) ROCCSD(T)
b Literaturec 
N2H5+ (1A′) 0.0 (0.0) 0.0 (0.0) 0.0  (0.0) 0.0 
TS1/15 3.85 (3.83) 3.74 (3.71) 2.85  (2.82) 1.94 
INT15 4.74 (4.70) 3.38 (3.34) 2.70  (2.66) 1.61 
TS1/1 1.90 (1.90) 1.96 (1.95) 1.95  (1.94) 2.10 
TS1/3 0.06 (0.07) 0.07 (0.08) 0.06  (0.07)  
a Free energies in parenthesis. All values calculated at the level of theory indicated 
using the 6-311+G(2d,2p) basis set with optimized structures, zero-point energies, 
and thermal corrections calculated at MP2/6-311+G(d,p) level of theory.  




Figure 3.4. Reaction coordinate surface for rearrangement of N2H5+ and its adiabatic 
homolytic (orange curve), diabatic homolytic (red curve), and non-adiabatic heterolytic 
(blue curve) cleavage reactions. N–N and N–H (in Å) bond distances are included for 
TS1/15 and INT15. 
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  As noted above, Øiestand and Uggerud observed that the homolytic N–N 
cleavage was a minor product channel in their MIKES experiments for N2H5+ ions 
formed by chemi-ionization of hydrazine by H3+. Given the observations here, it seems 
plausible that this channel is a minor product in their system because it is also limited by 
the diabatic behavior, which cannot begin until 5.01 ± 0.03 eV, reaction (3.4b). This 
hypothesis suggests that excited H3+ could form the excited N2H5+ species needed to 
access this product asymptote.  
 
3.5 Conclusion 
 Energy-resolved threshold collision-induced dissociation with Xe was performed 
on protonated hydrazine and its perdeuterated variant. The primary dissociation pathway 
of N2H5+ led to homolytic and heterolytic N–N bond cleavages, NH3+ + NH2 and NH2+ + 
NH3, with analogous results for the perdeuterated system. Statistical analysis of the TCID 
data was used to obtain 0 K bond energies for the dissociation pathways. The 
experimental results are then compared against theoretical calculations performed here, at 
the B3LYP-GD3BJ and ROMP2(full) levels with a 6-311+(2d,2p) basis set and at the 
ROCCSD(T) level using two methods for the CBS extrapolation. The comparison 
between this work, existing experimental, and theoretical 0 K BDEs shows the homolytic 
and heterolytic N–N bond cleavages of N2H5+ and N2D5+ behave non-adiabatically and 
are limited by the asymptotic energies of NH3+(2A2″) + NH2(2A1) and NH2+(1A1) + 
NH3(1A1), respectively. The latter case can be attributed to simple spin conservation, 
whereas an analysis of the occupied valence molecular orbitals indicates that both  
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 reactions behave diabatically in terms of conserving the  and  character of the lone pair 
electrons on the nitrogen atoms.  
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Figure 3.S1. Zero pressure TCID cross sections for N2H5+ as a function of kinetic energy 
in the center-of-mass frame (lower x-axis) and laboratory frame (upper x-axis). The solid 
lines represent the model of Eq. (3.7) convoluted with the internal and kinetic energy 
distributions of the reactants. Dashed lines represent the model cross sections in the 
absence of kinetic energy broadening for reaction having an internal energy of 0 K. The 
solid and dashed green lines indicate the dark channel, N2H4+ + H. The experimental 
cross sections were modeled using a loose PSL TS model, see text.  
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THRESHOLD COLLISION-INDUCED DISSOCIATION OF PROTON-BOUND 
HYDRAZINE AND DIMETHYLHYDRAZINE CLUSTERS 
4.1 Abstract 
Threshold collision-induced dissociation (TCID) using a guided ion beam tandem 
mass spectrometer is performed on (N2H4)nH
+ where n = 2–4 and on the proton-bound 
unsymmetrical 1,1-dimethylhydrazine (UDMH) dimer complex. The primary 
dissociation pathway for all reactants consists of loss of a single hydrazine molecule (or 
UDMH) followed by the sequential loss of additional hydrazine molecules at higher 
collision energies for n = 3 and 4. The data were analyzed using a statistical model after 
accounting for internal and kinetic energy distributions, multiple collisions, and kinetic 
shifts to obtain 0 K bond dissociation energies (BDEs). These are also converted to 
values at room temperature by using a rigid rotor/harmonic oscillator approximation and 
theoretical molecular constants. Experimental BDEs are compared to theoretical BDEs 
determined at the B3LYP, M06, mPW1PW91, PBE0, MP2(full), and CCSD(T) levels of 
theory with and without empirical dispersion with a 6-311+G(2d,2p) basis set. The 
structures of all clusters are explored and exhibit extensive hydrogen bonding. 
____________________________________
Reprinted from C. P. McNary, and P. B. Armentrout, J. Phys. Chem. A 120, 9690 (2016). 






 Hydrazine and unsymmetrical 1,1-dimethylhydrazine (commonly known as 
UDMH) are used as fuels for some types of mono- and bipropellant rocket engines1 and 
have been suggested as possible chemical hydrogen storage systems.2 These rocket fuels 
can be released into the atmosphere during successful and unsuccessful rocket burns, 
such that they can have deleterious effects on the environment.3 For instance, they can 
exothermically react with atmospheric gases such as ozone and hydroxyl radicals, 
creating potentially toxic compounds such as methyl hydroperoxide, methyldiazene, and 
diazomethane.4 In addition, it is known that protonated hydrazine, (N2H4)H+, is formed 
in ion/molecule reactions that can occur in the ionosphere or during launch and reentry1 
and upon ionization of neutral clusters of hydrazine in water.5 It is therefore of interest to 
explore fundamental properties of the ionic clusters of hydrazine and UDMH in order to 
understand what impact these systems might have on the environment. 
Hydrazine has six hydrogen-bonding sites, four NH donors and two nitrogen lone 
pair acceptors, and its neutral clusters tend to form cyclic configurations,6-10 whereas the 
proton-bound hydrazine clusters have been suggested to form open chain motifs.11 The 
structures, energetics, and dynamics of the proton-bound UDMH dimer are unexplored, 
to the best of our knowledge.  
 Beu and co-workers6, 7 developed an intermolecular potential model to determine 
theoretical structures for (N2H4)n where n = 2–6. With this model, they determined 
binding energies and the shift, relative to the monomer, in the antisymmetric NH2 
wagging modes for three dimer and four trimer structures of neutral hydrazine. Building 






including a single saddle point transition state (TS) between two conformations of the 
dimer.  
 Lifshitz and co-workers11 used mass-analyzed ion kinetic energy spectrometry 
(MIKES) and collision-induced dissociation (CID) to examine the metastable 
fragmentations of (N2H4)nH+ where n = 2–7. Using MIKES, they found the (N2H4)nH+ 
clusters would lose a single hydrazine molecule, whereas CID induces sequential loss of 
hydrazine molecules with increasing translational energy. The kinetic energy release 
distributions (KERDs) obtained by the MIKES analysis found a Maxwell‒Boltzmann-
like distribution of the average kinetic energy release for the (N2H4)nH+ systems. From 
the KERDs, Lifshitz and co-workers extracted bond dissociation energies (BDEs) for 
these systems. Not surprisingly, clusters of increasing size have decreasing BDEs.11, 13-15 
Lifshitz and co-workers also performed semi-empirical and low level ab initio 
calculations on the proton-bound hydrazine clusters to compare to their BDEs. These 
calculations suggested an open chain binding motif for (N2H4)nH+ systems where n > 2.  
 In the current study, we use threshold collision-induced dissociation (TCID) in a 
guided ion beam tandem mass spectrometer (GIBMS) to quantitatively investigate the 
thermochemistry of the (N2H4)nH+ systems for n = 2–4 and the proton-bound UDMH 
dimer complex. Analysis of kinetic energy dependent TCID cross sections yields 0 K 
BDEs for these complexes. These BDEs are then compared to theoretical values from 17 
levels of theory, which are also used to thoroughly explore the possible structures of 








4.3 Experimental and Theoretical Methods 
4.3.1 Instrumentation 
 The proton-bound hydrazine clusters and proton-bound UDMH dimer are created 
from a 0.1 M solution of hydrazine or UDMH in HPLC grade water using electrospray 
ionization (ESI) techniques. The solution is advanced at a rate of 100–300 µL/h through a 
35 gauge 304 stainless steel needle that has an applied voltage of ~2.5 kV. Once in the 
gas phase, ions enter the vacuum system through a stainless steel inlet cap with an inlet 
diameter of 0.010 in. followed directly by a 6.125 in. long by 0.040 in. diameter electro-
formed nickel capillary that is heated to a temperature of 120 ºC in order to desolvate 
large droplets. An 88-plate radio frequency (rf) ion funnel (IF) with superimposed DC 
gradient field, copied from a design described in detail elsewhere,16 collects and focuses 
the ions to increase signal intensity.17, 18 The voltage bias between the first and last plate 
of the ion funnel is kept below 20 V to minimize heating of the ions. At the end of the 
funnel, the ions enter an rf-only hexapole with rf amplitudes typically set at 250 V peak 
to peak centered around ground. Here, they undergo cooling by >105 thermalizing 
collisions with ambient gas (largely air and water).19 This ensures that ions beyond the 
hexapole are well-defined by a Maxwell–Boltzmann distribution of rovibrational states at 
room temperature, as verified by previous work.19-25 
 Ions generated in the ESI/IF/hexapole source19 then enter the guided ion beam 
tandem mass spectrometer26 where they are focused into a magnetic momentum analyzer 
for initial mass selection. These reactant ions are decelerated to a well-defined kinetic 
energy and injected into an rf octopole ion guide27 where they pass through a collision 






for reasons described elsewhere,28, 29 argon is used in the present experiment because 
preliminary results with xenon showed a significant amount of back scattered reactant 
ions at low collision energy. As will be seen below, for these weakly bound systems, the 
use of Ar still permits good collisional energy transfer such that accurate threshold 
energies can be obtained. Product and remaining reactant ions are extracted from of the 
octopole, mass selected using a quadrupole mass filter, and detected using a Daly 
detector.30 
 
4.3.2 Data Analysis 
 Acquiring accurate thermodynamic information from TCID data requires diligent 
consideration of many experimental factors that convolute the raw data. These factors 
include the internal and kinetic energy distributions of the ionic and neutral reactants, 
lifetime effects that arise from a finite experimental time window, the probability of 
multiple collisions, and competition from other chemical processes. 
 The measured intensities of the reactant and product ions are first corrected for 
dissociation outside the collision cell as well as background noise by measuring their 
intensities with and without gas in the collision cell. They are then converted to absolute 
cross sections using a Beer–Lambert analogue, as described elsewhere.26 The energy of 
the reactants is converted from the lab frame voltage of the ion, Vlab, to the center-of-
mass energy, ECM, using 𝐸𝐸CM =  𝑉𝑉lab𝑚𝑚/(𝑚𝑚 + 𝑀𝑀) where m is the mass of the reactant 
neutral and M is the mass of the reactant ion. The kinetic energy distribution of the ions is 
determined using a retarding potential analysis,26 which also allows the absolute zero of 






Ar gas, typically ~0.1, 0.2, and 0.4 mTorr. The cross sections at each pressure are used to 
linearly extrapolate to a zero pressure cross section, which rigorously represents a single 
collision event.31  
 The kinetic energy dependent CID cross sections are modeled using the empirical 
model shown in eq 4.1 
                                               𝜎𝜎(𝐸𝐸) =  𝜎𝜎0 ∑ 𝑔𝑔𝑖𝑖(𝐸𝐸 + 𝐸𝐸𝑖𝑖 −  𝐸𝐸0)𝑁𝑁/𝐸𝐸𝑖𝑖   (4.1) 
where σ0 is an energy independent scaling factor, E is the relative collision energy, E0 is 
the reaction threshold at 0 K, N describes the energy deposition function,32 and the 
summation is over the rovibrational states of the reactant ion having energies Ei and 
populations gi, where Σgi = 1. Rovibrational states taken from quantum chemical 
calculations of the ground state structures are directly counted using the Beyer–
Swinehart–Stein–Rabinovitch algorithm33-35 and are assigned populations on the basis of 
a Maxwell–Boltzmann distribution at 300 K. As the size of the reactants increases, the 
number of accessible rovibrational states increases such that dissociation lifetimes near 
the threshold energy can be longer than the experimental time-of-flight, τ ~ 5 × 10-4 s.32 
For this reason, the apparent dissociation thresholds for larger reaction complexes shift to 
higher energies. This kinetic shift is accounted for using Rice–Ramsperger–Kassel–
Marcus (RRKM) statistical theory36-38 for unimolecular dissociation and is incorporated 
into the cross section model, as seen in eq 4.2: 
                                               𝜎𝜎(𝐸𝐸) = �𝑁𝑁𝜎𝜎0
𝐸𝐸
�∑ 𝑔𝑔𝑖𝑖 ∫ (𝐸𝐸 − 𝜀𝜀)𝑁𝑁−1𝑃𝑃𝐷𝐷1𝐸𝐸𝐸𝐸0−𝐸𝐸𝑖𝑖𝑖𝑖 𝑑𝑑𝜀𝜀 (4.2) 
Here, ε is the energy that is deposited into internal modes of the reactant ion complex 
during collision, such that the energy available to the energized molecule is E* = Ei + ε, 






the energized molecule is shorter than the average experimental time frame, the 
integration in eq 4.2 recovers eq 4.1. The rate coefficient, k(E*), is defined by RRKM 
theory as in eq 4.3 
                                                  𝑘𝑘(𝐸𝐸∗) =  𝑑𝑑𝑁𝑁†(𝐸𝐸∗ −  𝐸𝐸0)/ℎ𝜌𝜌(𝐸𝐸∗)  (4.3) 
where the reaction degeneracy, d, is calculated from the ratio of the rotational symmetry 
numbers of reactants and products, 𝑁𝑁†(𝐸𝐸∗ −  𝐸𝐸0) is the sum of rovibrational states of the 
transition state (TS), and 𝜌𝜌(𝐸𝐸∗) is the density of states of the energized molecule at 𝐸𝐸∗. In 
the present work, the dissociation channels observed are heterolytic bond cleavages that 
can be characterized as proceeding over loose TSs equivalent to the product 
asymptotes.39 Thus, the TSs are treated at the phase space limit (PSL) in which the 
transitional modes are rotors.40 All molecular parameters for the TS and energized 
molecule are taken from quantum chemical calculations described below. 
 Cross sections for the loss of an additional hydrazine ligand are modeled by 
multiplying eq 4.2, which reproduces the cross section of the primary dissociation 
product, by the probability for further dissociation41 given by eq 4.4 
                                                      𝑃𝑃𝐷𝐷2 = 1 − 𝑒𝑒−𝑘𝑘2(𝐸𝐸2∗)𝜏𝜏 (4.4) 
where 𝐸𝐸2∗ =  𝐸𝐸∗ −  𝐸𝐸0 − 𝑇𝑇1 −  𝐸𝐸𝐿𝐿 is the internal energy of the product ion undergoing 
further dissociation and k2 is defined analogously to eq 4.3 where the TS corresponds to 
the second dissociation starting at E0,2. Statistical assumptions are used to assign the 
distributions for 𝑇𝑇1 and 𝐸𝐸𝐿𝐿, which represent the translational energy of the primary 
products and the internal energy of the neutral product, respectively. 
 For both primary and secondary processes, the model cross sections of eq 4.2 and 






reactants before comparison to experimental data. The fitting parameters in these 
equations (𝜎𝜎0,𝑁𝑁, 𝑎𝑎𝑎𝑎𝑑𝑑 𝐸𝐸0) are then optimized using a nonlinear least-squares criterion to 
reproduce the experimental data throughout the threshold region. The 𝐸𝐸0 threshold 
energies obtained are equivalent to the 0 K binding energy of the ligand to the proton-
bound hydrazine-containing cluster. The uncertainties in these binding energies are 
determined from the range of parameters obtained from modeling multiple data sets, 
scaling the vibrational frequencies of reactants and products by ±10%, varying the best fit 
N value by ±0.1, changing the experimental time-of-flight up and down by a factor of 2, 
and including the uncertainty in the energy scale, ±0.05 eV (lab). In addition, as will be 
seen below, a number of isomers are potentially populated for each of the species studied. 
Therefore, the data were analyzed using molecular parameters for any isomer that could 
conceivably be populated according to one level of theory and the uncertainties in the 
parameters of eq 4.2 include these variations as well. It was found that changes in the 
threshold energies as the isomers changed were small: 1.2 kJ/mol for (N2H4)2H+, 1.5 
kJ/mol for (N2H4)3H+, 0.5 kJ/mol for (N2H4)4H+, and 0.6 kJ/mol for (UDMH)2H+.   
 
4.3.3 Computational Details 
 To obtain stable geometries, vibrational frequencies, and energies for the proton-
bound hydrazine clusters and the proton-bound UDMH dimer, theoretical calculations 
were performed using UCSF Chimera,42 AMBER,43 NWChem,44 and Gaussian 09 Rev. 
D45 suites of programs. Possible low-energy conformations of these complexes were 
explored via a 5000 cycle simulated annealing procedure employing the Amber14SB 






annealing process was used with each cycle beginning and ending at 100 K. Each cycle 
lasted for 1.25 ps and achieved a maximum simulation temperature of 1600 K. Heating 
and cooling times for each cycle were 0.85 ps each, allowing 0.4 ps for the ions to sample 
conformational space at the simulation temperature. The conformations accessed at the 
end of each annealing cycle were subjected to a geometry optimization using molecular 
mechanics minimization every 0.001 ps followed by a quantum mechanics geometry 
optimization at the HF/6-31G level of theory. Conformations above a relative energy of 
~120 kJ/mol were not included in further calculations. Further optimizations of the low-
energy conformations were then performed at the B3LYP/6-31G(d) level of theory46, 47 
utilizing the opt = loose criterion (maximum step size of 0.01 au and an RMS force of 
0.0017 au).45 Final geometry optimizations and vibrational calculations were performed 
at the B3LYP/6-311+G(d,p) level of theory with and without empirical dispersion (ED). 
Frequencies were scaled by 0.989 to obtain zero-point energy (ZPE) and thermal 
corrections to 298 K. The ED functions were set to the D3 version of Grimme 
dispersion48 (GD3) with Becke–Johnson (BJ) damping for B3LYP and PBE1PBE 
(PBE0), and GD349 for M06 levels of theory. Using ED optimized structures at the 
B3LYP/6-311+G(d,p) level of theory, single-point energy calculations were performed 
with a 6-311+G(2d,2p) basis set at B3LYP, M06,50 PBE0,51, 52 mPW1PW91,53-55 
MP2(full) (where full indicates correlation of all electrons),56-60 and CCSD(T)61-65 (where 
T indicates perturbative triple excitations ) levels. Results with and without ED and with 
and without basis set superposition error (BSSE) corrections determined at the full 
counterpoise level66, 67 were also obtained.  






MP2(full) levels of theory were used for consistency with previous studies of 
noncovalent interactions.20-25 The M0650 and mPW1WP9154 functionals were included 
because they are designed to accurately model noncovalent interactions, such as 
hydrogen bonds, and PBE0 has a similar HF exchange, 25%,52 to that of the M06 (27%), 
allowing an assessment of whether this property leads to consistent results. The CCSD(T) 
level of theory was included to provide a theoretical benchmark for accuracy. Finally, 
dispersion corrections were utilized when available as these also are designed to improve 
the description of longer range interactions such as hydrogen bonding.  
 
4.4 Results and Discussion 
4.4.1 Theoretical Structures: Dimer 
Four low-lying isomers for the proton-bound hydrazine dimer were found and are 
shown in Figure 4.1, with energies in Table 4.1. All five levels of theory suggest the 
(D,D)(A,A)g+ isomer is the ground structure (GS) at 0 K and the GS at 298 K for the 
M06 and MP2(full) levels of theory. This appears to reproduce the structure located by 
Lifshitz and co-workers (which they simply called III).11 Here, our nomenclature 
indicates that the protonated hydrazine donates a hydrogen bond from both nitrogens 
(D,D) and the other hydrazine accepts a hydrogen bond at both nitrogens (A,A), where 
the first letter denotes the protonated N. In addition, the ∠NNNN dihedral angle through 
the shared proton is specified by using cis (c, for angles between 0°–45°), gauche (g, 
45°–135°), or trans (t, 135°‒180°) and + or – for the gauche angles when needed to 
distinguish similar isomers. The PBE0 level of theory suggests the (DD,A)(A,AD)g– 























Figure 4.1. The four isomers of (N2H4)2H
+ calculated at the B3LYP-GD3BJ/6-
311+G(d,p) level of theory. Hydrogen bonds are indicated by dashed lines with distances 




















































































































































































































































































































































































































































































































































higher in energy at 298 K. The B3LYP level of theory suggests the (D,DA)(A,DA)c 
isomer is the GS at 298 K, but it is 0.5–1.6 kJ/mol higher in energy at 298 K at other 
levels of theory. Finally, mPW1PW91 indicates the last isomer located, (D,D)(A,A)t, is 
the 298 K GS, an isomer 0.6–3.6 kJ/mol higher at other levels of theory. In these four 
isomers, the average short NH bond to the bound proton is 1.11 Å, whereas the average 
long NH bond is 1.58 Å. All four isomers have additional H-bonding interactions ranging 
in length from 2.29 to 2.88 Å.  
Because the relative energies of all four isomers at 298 K are small, a Maxwell–
Boltzmann population distribution at 298 K for the (D,D)(A,A)g+, (DD,A)(A,AD)g–, 
(D,DA)(A,DA)c, and (DD)(A,A)t, isomers is 15%‒43%, 22%‒31%, 21%‒28%, and 
10%‒35%, respectively. Thus, it seems likely that all four isomers are populated at room 
temperature. The difference in relative energies from 0 to 298 K is linked to the entropy 
and extent of hydrogen bonding. As mentioned above, Dyczmons12 found six 
conformations for the neutral hydrazine dimer, whereas we locate only four for the 
proton-bound analogue. This difference is simplistically accounted for by the protonation 
site, which can only donate a hydrogen bond, restricting the number of isomers. Prior to 
protonation, this site could either donate or accept a hydrogen bond. 
 Because population of all four isomers of (N2H4)2H+ at room temperature seems 
likely, we explored the potential energy surface (PES) that allows these isomers to 
interconvert. This PES is shown in Figure 4.2, where the names of the four isomers have 
been simplified to designating the ∠NNNN dihedral angle. Table 4.1 lists 0 and 298 K 
energies for all TSs. Interestingly, after ZPE and thermal corrections, TS g+/g‒ becomes 


























Figure 4.2. Potential energy surfaces for interconversion of the four isomers of 
(N2H4)2H+, equilibrium (black line), 0 K (blue dotted line), and 298 K (red dashed line) 
surfaces are shown calculated at the B3LYP-GD3BJ/6-311+G(d,p) level of theory. 






between the two hydrazines, coupled with small rotations. Because the proton motion is 
high in frequency, the zero-point energy level of this double-well potential lies above the 
TS on the equilibrium surface such that the g+ and g‒ isomers should rapidly interconvert 
at all temperatures. The t and c isomers are coupled by TS t/c, which lies 4.6–10.5 kJ/mol 
higher in energy at 298 K, such that interchange between these isomers is possible at 
room temperature. In contrast, TS g+/c and TS g‒/t are sufficiently high in energy, >9 
kJ/mol, that interchange between the t and c isomers and the g‒ and g+ isomers is 
unlikely at room temperature. Finally, we note that TS g‒/t is similar to the saddle point 
found by Dyczmons for the neutral hydrazine dimer.12  
 
4.4.2 Theoretical Structures: Trimer and Tetramer 
 For the larger protonated hydrazine clusters, our nomenclature again designates 
the donor (D)/acceptor (A) character of the two nitrogens of the protonated hydrazine 
followed by those for the other hydrazines, each in parentheses. Interactions between 
unprotonated hydrazines are indicated by a prime symbol (ʹ). For (N2H4)3H+, the 
(DD,D)(A,Aʹ)(A,ADʹ)g‒c isomer (Figure 4.3) is the GS at 0 K at all levels of theory, 
Table 4.2, and the GS at 298 K for the B3LYP and PBE0 levels of theory. At the M06 
and MP2(full) levels of theory, this isomer is 0.4–1.2 kJ/mol higher in energy at 298 K 
than the (DD,DD)(A,A)(A,A)C2[VI] isomer (where C2 indicates its symmetry), which 
B3LYP and PBE0 predicts is 0.6–1.2 kJ/mol above their GS at 298 K, respectively. This 
isomer appears to resemble the VI species located by Lifshitz and co-workers,11 who also 
found (D,D)(ADʹ,Aʹ)(ADʹ,Aʹ)[IV] and (DD)(A,Dʹ)(A,Aʹ)[V], which we calculate are 5–

















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































suggests the (DD,DDA)(A,A)(A,AD)cg‒ isomer is the GS at 298 K, whereas the other 
levels of theory predict this isomer is 1.0–2.7 kJ/mol above their GS. All levels of theory 
predict an additional four isomers (shown in Figure 4.S1) lie within 6 kJ/mol of the GS at 
298 K. As for the dimer, it is clear that multiple isomers are probably populated at 298 K. 
The (D,D)(ADʹ,Aʹ)(ADʹ,Aʹ)[IV] and (DD,DA)(A,DAʹ)(A,ADʹ)g‒c isomers are 
sufficiently high in energy (> 3.5 kJ/mol) at all levels of theory that their populations are 
likely to be negligible at 298 K.  
 For the hydrazine tetramer, the (DDD)(A,DʹAʹ)(A,DʹAʹ)(A,DʹAʹ)gtt isomer 
(Figure 4.4) is the GS at 0 K at all levels of theory, and the GS at 298 K for B3LYP and 
PBE0 levels of theory, Table 4.2. The M06 and MP2(full) levels predict this isomer is 
2.1–4.0 kJ/mol higher in energy than the (DDD,DDA)(A,A)(A,ADʹ)(A,DAʹ) isomer at 
298 K. The mPW1PW91 level of theory suggests (DDD)(A,Dʹ)(A,DʹAʹ)(A,Aʹ) is the GS 
at 298 K, whereas other levels of theory predict this isomer is 2.4–8.5 kJ/mol higher in 
energy at 298 K. The next lowest energy isomer is  (DDD)(A,DʹAʹ)(ADʹ,DʹAʹ)(A,Aʹ), 
which lies 2.5–8.8 kJ/mol higher in energy than the GS at 298 K, meaning it could have a 
notable population at this temperature. All levels of theory find that two additional 
isomers, (DD,D)(ADʹ,Aʹ)(ADʹ,Aʹ)(A,DʹAʹ) and DDD)(A,DʹAʹ)(A,DʹAʹ)(A,DʹAʹ)ttt, are 
5–11 and 6–18 kJ/mol, respectively, higher in energy at 298 K, suggesting their 
populations are likely to be negligible (<10%). Notably, we were unable find the two 
isomers suggested by Lifshitz and co-workers.11 Attempts to find such geometries at both 
RHF/6-31G(d) and B3LYP/6-311+G(d,p) levels of theory were made.  
 On the basis of their theoretical exploration of the proton-bound hydrazine trimer 






































































































































































isomers, although the criterion used to evaluate this was not explicitly stated. Our higher-
level theoretical results clearly show that these clusters prefer cyclic structures. This 
conclusion considers that an open-chain isomer should have no H–bonding interactions 
between the unprotonated hydrazine molecules, such that only the 
(DD,DDA)(A,A)(A,AD)cg‒, (DD,DD)(A,A)(A,A)C2[VI], and (DD,DD)(A,A)(A,A)cc 
isomers correspond to open-chain motifs.   
 
4.4.3 Theoretical Structures: UDMH Dimer 
 For [(CH3)2N2H2]2H
+, isomers are named by using α for the protonated and 
methylated N and β for the protonated and unmethylated N. The four lowest-energy 
isomers found are shown in Figure 4.5, with an additional seven isomers shown in Figure 
4.S3. All energies are listed in Table 4.3. All five levels of theory suggest that the 
(Dα,D)(Aα,A)g+ isomer is the GS at 0 K, but only the M06 level of theory suggests this 
isomer is the GS at 298 K. The other levels of theory find the (Dα,DA)(Aα,DA)c isomer 
is the GS at 298 K and only 0.1–0.7 kJ/mol higher in energy than the GS at 0 K. Both 
isomers share the proton between the methylated nitrogens and have an additional 
hydrogen bonding interaction between the unmethylated nitrogens. The  (Dα,A)(Aα,D)g‒ 
isomers low-lying, 1.5‒2.6 and 2.1‒2.6 kJ/mol above the GS at 0 and 298 K, 
respectively. The (Dα)(Aα)t isomer is 4.2–6.2 kJ/mol higher in energy at 0 K but only ~1 
kJ/mol higher at 298 K because the lack of the additional hydrogen bonding raises the 
energy but allows a more flexible structure. Thus, these four isomers are likely to be 
populated at room temperature.  










Figure 4.5. The low-lying isomers of [(CH3)2N2H2]2H
+ calculated at the 
B3LYP-GD3BJ/6-311+G(d,p) level of theory. Hydrogen bonds are indicated by 
dashed lines with distances indicated in Å. In all cases, the protonated UDMH is 


























































































































































































































































































































































































































































































































































































































































































(Dα,A)(Aα,D)g– isomers interconvert via TS g+/g‒, which becomes lower in energy than 
either g+ or g‒ after ZPE and thermal corrections are included (Table 4.3). For these four 
low-lying (Dα)(Aα) isomers, the average short NH bond to the bound proton is 1.11 Å, 
whereas the average long NH bond is 1.60 Å. Three of the isomers have additional H-
bonding interactions at the unmethylated nitrogens with NH bond distances of 2.33–2.81 
Å. Note that the hydrogen bonds are slightly longer (by ~0.02 Å) than in the 
unmethylated dimer, perhaps because of repulsive steric interactions. The proton can also 
be shared between one methylated and one unmethylated nitrogen (Dα)(Aβ). Three 
isomers result and lie 3–11 kJ/mol higher in energy than the GS at 298 K. Sharing the 
proton between both unmethylated nitrogens (Dβ)(Aβ) increases the energy further, in 
part because there can be no hydrogen bonding between the methylated nitrogens. These 
three structures lie more than 18 kJ/mol above the GS. Neither of the last two types of 
structures should exhibit appreciable population at 298 K. 
 
 4.4.4 Experimental Results 
Experimental cross sections for CID with Ar were measured for (N2H4)nH+ 
where n = 2–4 and the proton-bound UDMH dimer and are shown in Figure 4.6a–d after 
extrapolation to zero pressure. In all cases, the dominant fragment is loss of a hydrazine 
(or UDMH) molecule, with the n = 3 and 4 complexes showing sequential dissociation of 
a second hydrazine ligand as well. Analysis of all of these complexes using eq 4.2 and eq 
4.2 × eq 4.4 yields optimized parameters listed in Table 4.4. In all cases, it can be seen 
that the model reproduces the cross sections of both the primary and secondary products 























Figure 4.6. Zero pressure extrapolated cross sections for the CID with Ar of 
(N2H4)nH
+ for n = 2–4 (parts a–c) and for [(CH3)2N2H2]2H
+ (part d). Solid lines 
show the best fit to the primary (open red triangles) and secondary (open blue 
inverted triangles) product cross sections using eq 4.2 × eq 4.4 convoluted over 
the kinetic and internal energy distributions of the reactants. Dashed lines show 
the models in the absence of experimental kinetic energy broadening for reactants 
with an internal energy of 0 K. Optimized parameters for these models are found 






































































































































































































































































































































complex, the threshold for a loss of a single hydrazine molecule is 1.17 ± 0.03 eV. When 
the sequential model, eq 2 × eq 4, is used for n = 3, we measure a threshold of 0.76 ± 
0.045 eV for the primary dissociation channel and require 2.05 ± 0.06 eV for the 
sequential loss of an additional hydrazine. The difference between the primary and 
secondary thresholds should equal the (N2H4)H+–(N2H4) bond energy, and is 1.29 ± 0.06 
eV, somewhat higher than the primary threshold for n = 2. For, the n = 4 complex, Figure 
4.6c, a primary threshold of 0.71 ± 0.05 eV and a sequential threshold of 1.53 ± 0.06 eV 
yield a difference of 0.82 ± 0.06 eV, which agrees well with the primary dissociation 
threshold of 0.76 ± 0.04 eV from n = 3, Figure 4.6c. For the proton-bound UDMH dimer, 
the analysis of the cross section, Figure 4.6d, yields a threshold of 1.03 ± 0.03 eV for a 
loss of a UDMH molecule, similar to but slightly smaller than the unmethylated dimer.  
 In addition to the products above, the two dimer ions exhibited additional 
fragmentations corresponding to the dissociation of the protonated monomers at higher 
energies than shown in Figures 4.6a and 4.6d. In both cases, these products’ ions have 
cross sections that are too small to be analyzed accurately and require >4 eV CM frame 
energy. These dissociations can be examined much more accurately from CID studies of 
the protonated monomers, work that is ongoing. We also note that the probability of 
(N2H4)4H+ dissociating into (N2H4)3H+ at room temperature exists even at a collision 
energy of 0 eV. This indicates that the BDE of the fourth hydrazine in (N2H4)4H+ is 
comparable to the average internal energy, 0.35 eV, for this complex. Lifshitz and co-
workers have measured that the fifth hydrazine binds by only 0.38 eV,11 which explains 
why we were unable to create (N2H4)5H+ or larger complexes at 298 K. Likewise, larger 






the extent of strong hydrogen bonding, such that the higher order (UDMH)nH+ clusters 
will be weakly bound. 
 
4.4.5 Comparison of Experimental and Theoretical Bond Energies: 
(N2H4)nH+ (n = 2–4) and [(CH3)2N2H2]2H+ 
 There is reasonable agreement between the primary and secondary bond energies 
determined using the sequential model but in general, the primary thresholds provide the 
best experimental information as fewer assumptions associated with the modeling are 
needed. Therefore, these are our best experimental BDEs for the (N2H4)nH+ complexes 
where n = 2–4 and (UDMH)2H+, as listed in Table 4.5.  
For comparison, the average theoretical BDEs weighted by their Maxwell‒
Boltzmann population associated with their relative energies at each level of theory are 
also included in Table 4.5 and shown in Figure 4.7. BSSE corrections were relatively 
small for B3LYP, M06, mPW1PW91, and PBE0 levels (<5 kJ/mol), whereas corrections 
for MP2(full) and CCSD(T) were larger, 7–15 kJ/mol. The BSSE corrections with and 
without ED functions are nearly identical. Overall, theory predicts BDEs in reasonable 
agreement with experiment with mean absolute deviations (MADs) ranging from ~3 to 
12 kJ/mol. These differences are somewhat larger than the mean experimental uncertainty 
of ~3 kJ/mol, except for the PBE0 and M06 levels of theory without ED, which provide 
the best agreement with experiment. MAD values for PBE0 and M06 without ED are 
very similar, perhaps because they utilize similar HF exchange functions. The MAD for 
mPW1PW91 is only slightly worse, perhaps because it shares the same functional for 























































































































































































































































































































































































































































































































































































































































































































































































Figure 4.7. Comparison of 0 K bond energies for the proton-bound UDMH dimer 
and (N2H4)nH+ (n = 2–4) obtained from experiment (primary thresholds, solid 
black squares; secondary thresholds, solid red circles; literature, solid gold 
pentagon) and theory (open symbols). All results are from Table 4.5. Data points 








corrections are included and similar to that for mPW1PW91.  B3LYP performs poorly 
compared to the other levels of theory tried. Although addition of dispersion corrections 
improves the agreement of B3LYP with BSSE, it adversely affects the M06 and PBE0 
calculations, which seems odd given that ED is designed to treat H-bonding more 
accurately. BSSE corrections are generally advantageous except for B3LYP and PBE0 
calculations without ED and mPW1PW91. Overall, the M06 and PBE0 levels of theory 
appear to be more accurate and cost effective than other DFT approaches and the higher 
levels of theory for these systems. 
 
4.4.6 Comparison to Literature Experimental and Theoretical Values 
 Figure 4.7 also compares the present experimental results to the KERD values, 
Table 4.5, obtained by Lifshitz and co-workers.11 The KERD values for n = 3 and 4 agree 
fairly well with our TCID experimental values presented here, whereas for n = 2, their 
value is higher by 0.23 ± 0.08 eV (22 ± 8 kJ/mol). Lifshitz and co-workers also 
performed quantum mechanical calculations at the RHF/6-31G(d) level of theory and 
found the n = 2 theoretical value to be 1.23 eV (119 kJ/mol), well above the present 
experimental and theoretical values. For n = 3, their theoretical value of 0.82 eV (79 
kJ/mol) agrees well with their KERD BDE of 0.78 eV (75.2 kJ/mol) as well as most 
values in Table 4.5. In contrast, their theoretical value for the n = 4 complex is 0.83 eV 









4.4.7 Comparison between the Proton-Bound Dimers 
 As noted above, the 0 K BDE of the proton-bound UDMH dimer is 14 ± 4 kJ/mol 
lower in energy than the unmethylated dimer. A reviewer notes that because the proton 
affinity (PA) of the methylated monomer is larger than the unmethylated analogue (by 
73.9 kJ/mol),68 a stronger bond for the UDMH dimer might have been anticipated. Such 
trends have been investigated previously and nicely explored by Meot-Ner.69 Because the 
formation of the hydrogen bonds connecting proton-bound homodimers involves partial 
proton transfer from the donor to the acceptor, the bond strength is correlated with the 
efficiency of the proton transfer. Thus, the higher the PA of the monomer, the less 
efficient the proton transfer, such that an inverse trend is found between the PAs of the 
monomers and the BDEs of the proton-bound homodimers. In a comprehensive review, 
Meot-Ner documents these effects for stepwise methylation of NH3.69 These values are 
listed in Table 4.6 and shown in Figure 4.8 along with our experimental BDEs for 
comparison. It can be seen that the effect of dimethylation on NH3 and N2H4 is very 
similar, with increases of 76 and 74 kJ/mol, respectively, in the PAs and decreases of 11 
and 14 kJ/mol, respectively, in the BDEs (as also indicated by the similar slopes of the 
correlations in Figure 4.8). Notably, the addition of an NH2 group to NH3 and (Me)2NH 
has a small affect, 0.3 and 2.6 kJ/mol, respectively, on the PAs of the monomers. This 
shows that the NH2 group has a smaller inductive effect than CH3, as has been shown 
elsewhere.70-72 In contrast, addition of the NH2 group has a greater effect on the BDEs, 
increasing them by 7.9 and 5.3 kJ/mol, respectively. This increase is a result of additional 
NH•N hydrogen bonds, as shown in Figures 4.1 and 4.5. This conclusion is emphasized 













Table 4.6.  Representative thermochemistry (kJ/mol) of select homodimers 














a Values from Ref. 68. b Values taken from Ref. 69. 
c Average value from Refs. 73-76. d Average value from Refs. 77 and 78.  
e Average value from Refs. 77-80. 

























Figure 4.8. Inverse trend between the proton affinities of the neutral monomer 
(Ref. 69) and the bond dissociation energies of the proton-bound homodimers of 
substituted hydrazines (current experimental values, solid black squares) and of 






homodimers is comparable to the computed relative energy difference of 2.2–7.8 kJ/mol 
(Table 4.1) between the g+ (with H-bonds between NH2 groups) and t (without these 
additional H-bonds) isomers of the (N2H4)2H+ dimer. Likewise, these isomers differ in 
energy by 4.2–6.2 kJ/mol (Table 4.3) for the g+ and t isomers of (UDMH)2H+. (Notably 
the M06 level of theory predicts the experimentally observed differences better than other 
levels of theory.)  
 
4.4.8 Conversion from 0 to 298 K Thermodynamics 
 A rigid rotor/harmonic oscillator approximation was applied to convert the 0 K 
bond energies into 298 K enthalpies. This was achieved using the theoretical vibrational 
frequencies scaled by 0.989 and rotational constants of the complexes. The uncertainties 
in these conversions were obtained by scaling the vibrational frequencies up and down by 
10%. These conversion factors were used to determine ΔH298 and ΔG298 values listed in 
Table 4.7. Note that this approximation may not be suitable for all cases because of the 
inaccuracy of low-frequency torsional motions. 
 
4.5 Conclusion 
 Energy-resolved threshold collision-induced dissociation with Ar is performed on 
(N2H4)nH+ where n = 2–4 and the proton-bound UDMH dimer. The primary dissociation 
pathway of the n = 2–4 reactants is a loss of a single hydrazine (or UDMH) molecule 
followed by the sequential loss of an additional hydrazine molecule, for n = 3 and 4, at 
higher collision energies. Statistical analysis of the TCID data is used to obtain 0 K bond 





          
 

































































































































































































































































































































































thermodynamic values at 298 K using a rigid rotor/harmonic oscillator approximation. 
The TCID BDEs for the (N2H4)nH+ compare favorably to BDEs measured in KERD 
studies,11 and decrease with increasing complex size, as expected for increased solvation 
of the charge center.13-15 The BDE for the proton-bound dimer of UDMH is measured 
here for the first time and found to be weaker than the unmethylated dimer. This result is 
consistent with a previously noted trend that the BDEs of proton-bound homodimers 
decrease with increasing proton affinity of the monomer.69 The BDEs calculated at the 
B3LYP, M06, mPW1PW91, PBE0, MP2(full), and CCSD(T) levels of theory with BSSE 
and/or ED also align nicely with the experimental values presented here, where the M06 
and PBE0 levels of theory without ED reproduce the experimental BDEs the best. 
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4.6 Supporting Information 
Figure 4.S1. The 10 low-lying isomers of (N2H4)3H
+ calculated at the B3LYP-
GD3BJ/6-311+G(d,p) level of theory. Hydrogen bonds are indicated by dashed lines with 
distances indicated in Å. In all cases, the protonated hydrazine is located at the top. 
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Figure 4.S2. The six low-lying isomers of (N2H4)4H+ calculated at the B3LYP-
GD3BJ/6-311+G(d,p) level of theory. Hydrogen bonds are indicated by dashed lines with 
distances indicated in Å. In all cases, the protonated hydrazine is located at the top. 
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Figure 4.S3. The 11 isomers of [(CH3)2N2H2]2H+ calculated at the B3LYP-GD3BJ/6-
311+G(d,p) level of theory. Hydrogen bonds are indicated by dashed lines with distances 
indicated in Å. In all cases, the protonated UDMH is located to the left. 
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THRESHOLD COLLISION-INDUCED DISSOCIATION OF PROTONATED 
HYDRAZINE AND DIMETHYLHYDRAZINE 
CLUSTERED WITH WATER 
5.1 Abstract 
Threshold collision-induced dissociation using a guided ion beam tandem mass 
spectrometer is performed on (N2H4)H+(H2O)n, where n = 1 and 2, and on the protonated 
unsymmetrical 1, 1-dimethylhydrazine one-water complex. The primary dissociation 
pathway for all clusters is a loss of a single water molecule, which for n = 2 is followed 
by the sequential loss of an additional water molecule at higher collision energies. The 
data are analyzed using a statistical model after accounting for internal and kinetic energy 
distributions, multiple collisions, and kinetic shifts to obtain 0 K bond dissociation 
energies (BDEs). These are also converted using a rigid rotor/harmonic oscillator 
approximation to yield thermodynamic values at room temperature. Experimental BDEs 
compare favorably to theoretical BDEs determined at the B3LYP, M06, mPW1PW91, 
PBE0, MP2(full), and CCSD(T) levels of theory with a 6-311+G(2d,2p) basis set both 
with and without empirical dispersion. These calculations also allow visualization of the 
structures of these complexes, which are simple hydrogen-bonded donor-acceptors.
 _____________________________________________________ 
Reprinted from C. P. McNary, and P. B. Armentrout, J. Chem. Phys. 145, 214311 (2016). 
With permission from AIP Publishing.
 5.2. Introduction 
 Hydrazine and unsymmetrical 1,1-dimethylhydrazine (commonly known as 
UDMH) are used as fuels for some types of rocket engines,1 have been suggested as 
possible chemical hydrogen storage systems,2 and their hydrates are extensively 
investigated in synthetic organic chemistry.3 During successful and unsuccessful rocket 
burns, these fuels are released into the atmosphere, where they react with atmospheric 
gases leading to devastating effects on the environment.4,5 In addition, protonated 
hydrazine, (N2H4)H+, is known to be formed in ion/molecule reactions that occur in the 
ionosphere or during launch and reentry1 and upon ionization of neutral clusters of 
hydrazine in water.6 Therefore, it is of interest to explore the fundamental properties of 
the ionic water clusters of hydrazine and UDMH in order to understand what impact these 
systems might have on the environment. 
 Hydrazine has six hydrogen-bonding sites, four NH donors and two nitrogen lone 
pair acceptors, and its neutral water clusters tend to form cyclic configurations,3 whereas 
protonated hydrazine water clusters have yet to be explored. Likewise, the structures, 
energetics, and dynamics of protonated UDMH water complexes are unexplored to the 
best of our knowledge.  
 Dyczmons3 theoretically investigated the structures of neutral hydrazine water 
clusters, (N2H4)(H2O)n, where n = 1 and 2, locating one and five isomers, respectively. 
For n = 2, the lowest-lying isomer prefers a cyclic configuration, which was proposed to 
be a result of cooperative interactions that enhance the local dipole moments leading to a 
more effective hydrogen bonding.   
 Lifshitz and co-workers7 used mass-analyzed ion kinetic energy spectrometry and 
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 collision-induced dissociation (CID) to examine the metastable fragmentations of 
(N2H4)nH+, where n = 2–7. During that experiment, Lifshitz and co-workers also 
observed proton-bound hydrazine water clusters, (N2H4)H+(H2O)n, where n = 1–4, which 
formed readily in their source. Upon CID, the (N2H4)H+(H2O)n clusters would lose a 
single water molecule initially and then sequential losses of additional water molecules 
with increasing translational energy. No detailed characterization of the structures, 
energetics, or dynamics of these proton-bound hydrazine water clusters was obtained. 
 In the current study, we use threshold collision-induced dissociation (TCID) in a 
guided ion beam tandem mass spectrometer (GIBMS) to quantitatively investigate the 
thermochemistry of the (N2H4)H+(H2O)n systems for n = 1 and 2 and the protonated 
UDMH water complex. Analysis of kinetic energy dependent TCID cross sections yields 
0 K bond dissociation energies (BDEs) for these complexes. These BDEs are then 
compared to theoretical values from six different levels of theory, which are also used to 
thoroughly explore the possible structures of these clusters. The present work 
complements a similar study on the thermodynamic and structural properties of clusters of 
protonated hydrazine and protonated UDMH.8 
 
5.3 Experimental and Theoretical Methods 
5.3.1 Instrumentation  
 Complexes of the protonated hydrazine and UDMH with water are created from a 
0.1M solution of hydrazine or UDMH in high-performance liquid chromatography 
(HPLC) grade water using electrospray ionization (ESI) techniques. The solution is 
advanced at a rate of 100–300 µl/h through a 35 gauge 304 stainless steel needle that has 
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 an applied voltage of 2.5 kV. Once in the gas phase, ions enter the vacuum system 
through a stainless steel inlet cap with an inlet diameter of 0.010” followed by a 6.125” 
long by 0.040” diameter electro-formed nickel capillary that is heated to a temperature of 
120 ºC in order to desolvate large droplets. An 88 plate radio frequency (rf) ion funnel 
(IF) with superimposed DC gradient field, copied from a design described in detail 
elsewhere,9 collects and focuses the ions to increase signal intensity.10,11 The voltage bias 
between the first and last plate of the ion funnel is kept below 20 V to minimize heating 
of the ions. At the end of the funnel, the ions enter an rf-only hexapole with rf amplitudes 
typically set at 250 V peak to peak centered around ground. Here, the ions undergo 
cooling by >105 thermalizing collisions with ambient gas (largely air and water).12 This 
ensures that ions beyond the hexapole are well-defined by a Maxwell–Boltzmann 
distribution of rovibrational states at room temperature, as demonstrated elsewhere.12-17 
 Ions generated in the ESI/IF/hexapole source then enter the guided ion beam 
tandem mass spectrometer,18,19 where they are focused into a magnetic momentum 
analyzer for initial mass selection. These reactant ions are decelerated to a well-defined 
kinetic energy and injected into a rf octopole ion guide20 where they pass through a 
collision cell containing Ar at low pressures. Although xenon is commonly used in our 
laboratory, for reasons described elsewhere,21,22 argon is used in the present experiment 
because preliminary results with xenon showed a significant amount of back scattered 
reactant ions at low collision energy. As will be seen below, for these weakly bound 
systems, the use of Ar still permits good collision energy transfer such that accurate 
threshold energies can be obtained. Product and remaining reactant ions are extracted 
from the octopole, mass selected using a quadrupole mass filter, and detected using a 
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 Daly detector.23 
 
5.3.2 Data Analysis 
 Acquiring accurate thermodynamic information from the TCID data requires 
diligent consideration of many experimental factors that convolute the raw data. These 
factors include the internal and kinetic energy distributions of the ionic and neutral 
reactants, lifetime effects that arise from a finite experimental time window, and the 
probability of multiple collisions. The measured intensities of the reactant and product 
ions are first corrected for dissociation outside the collision cell as well as background 
noise by measuring their intensities with and without gas in the collision cell. They are 
then converted to absolute reaction cross sections using a Beer–Lambert analogue, as 
described elsewhere.18 The energy of the reactants is converted from the lab frame 
voltage of the ion, Vlab, to the center-of-mass energy, ECM, using 𝐸𝐶𝑀 =  𝑉𝑙𝑎𝑏𝑚/(𝑚 +
𝑀), where m is the mass of the reactant neutral and M is the mass of the reactant ion. The 
kinetic energy distribution of the ions is determined using a retarding potential analysis,18 
which also allows the absolute zero of the energy to be obtained. Experiments are 
performed at three different pressures of the Ar neutral gas, typically ~0.1, 0.2, and 0.4 
mTorr. The cross sections at each pressure are used to linearly extrapolate to a zero 
pressure cross section which rigorously represents a single collision event.24 
 The kinetic energy dependent CID cross sections are modeled using the empirical 
model shown as follows: 
                                           𝜎(𝐸) =  𝜎0 ∑ 𝑔𝑖(𝐸 + 𝐸𝑖 −  𝐸0)
𝑁/𝐸𝑖 ,  (5.1) 
where σ0 is an energy independent scaling factor, E is the relative collision energy, E0 is 
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 the reaction threshold at 0 K, N describes the energy deposition function,19 and the 
summation is over the rovibrational states of the reactant ion (before collision) having 
energies Ei and populations gi, where Σgi = 1. Rovibrational states taken from quantum 
chemical calculations of the ground state structures are directly counted using the Beyer–
Swinehart–Stein–Rabinovitch algorithm25-27 and are assigned populations on the basis of 
a Maxwell–Boltzmann distribution at 300 K. As the size of the reactants increases, the 
number of accessible rovibrational states increases such that dissociative lifetimes near 
the threshold energy can be longer than the experimental time-of-flight, τ ~ 5 × 10-4 s.19 
For this reason, the apparent dissociation thresholds for larger reaction complexes shift to 
higher energies. This kinetic shift is accounted for using Rice-Ramsperger-Kassel-
Marcus (RRKM) statistical theory28-30 for unimolecular dissociation and is incorporated 
into the cross section model as follows: 
                                      𝜎(𝐸) = (
𝑁𝜎0
𝐸





where ε is the energy that is deposited into internal modes of the reactant ion complex 
during collision, such that the energy available to the energized molecule is E* = Ei + ε, 
and PD1 = 1 – exp(-k(E*)τ) is the dissociation probability. If the dissociative lifetime of 
the energized molecule is shorter than the average experimental time frame, the 
integration in Eq. (5.2) recovers Eq. (5.1). The rate coefficient, k(E*), is defined by 
RRKM theory as follows: 
                                              𝑘(𝐸∗) =  𝑑𝑁†(𝐸∗ − 𝐸0)/ℎ𝜌(𝐸
∗),  (5.3) 
where the reaction degeneracy, d, is calculated from the ratio of the rotational symmetry 
numbers of reactants and products, 𝑁†(𝐸∗ −  𝐸0) is the sum of rovibrational states of the 
transition state (TS), and 𝜌(𝐸∗) is the density of states of the energized molecule at 𝐸∗. In 
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 the present work, the dissociation channels observed are heterolytic bond cleavages that 
can be characterized as proceeding over loose TSs equivalent to the product 
asymptotes.31 Thus, the TSs are treated at the phase space limit (PSL) in which the 
transitional modes are rotors.32 All molecular parameters for the TS and energized 
molecule are taken from quantum chemical calculations described below. 
 Cross sections for the loss of an additional water ligand are modeled by 
multiplying Eq. (5.2), which reproduces the cross section of the primary dissociation 
product, by the probability for further dissociation33 given as follows: 




∗ =  𝐸∗ −  𝐸0 − 𝑇1 − 𝐸𝐿 is the internal energy of the product ion undergoing 
further dissociation and k2 is defined analogously to Eq. (5.3) where the TS corresponds 
to the second dissociation starting at E0,2. Statistical assumptions are used to assign the 
distributions for 𝑇1 and 𝐸𝐿, which represent the translational energy of the primary 
products and the internal energy of the neutral product, respectively. 
 For both primary and secondary processes, the model cross sections of Eq. (5.2) 
and Eqs. (5.2) × (5.4) are convoluted over the kinetic energy distributions of the neutral 
and ion reactants before comparison to experimental data.18 The fitting parameters in 
these equations (𝜎0, 𝑁, 𝐸0, and 𝐸0,2) are then optimized using a nonlinear least-squares 
criterion to reproduce the experimental data throughout the threshold region. The 
threshold energies obtained are equivalent to the 0 K binding energy of water to the 
protonated hydrazine or UDMH. The uncertainties in these binding energies are 
determined from the range of parameters obtained from modeling multiple data sets, 
scaling the vibrational frequencies of reactants and products by ±10%, varying the best fit 
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 N value by ±0.1, changing the experimental time-of-flight up and down by a factor of 2, 
and including the uncertainty in the energy scale, ±0.05 eV (lab). 
 
5.3.3 Computational Details 
 To obtain stable geometries, vibrational frequencies, and energies for the 
protonated hydrazine water clusters and the protonated UDMH one-water complex, 
theoretical calculations were performed using UCSF Chimera,34 AMBER,35 NWChem,36 
and Gaussian 09 Rev. D37 suites of programs. Possible low-energy conformations of 
these complexes were explored via a 5000 cycle simulated annealing procedure 
employing the Amber14SB force field with the in vacuum option. Briefly, a three-phase 
molecular dynamic distance-restrained simulated annealing process was used with each 
cycle beginning and ending at 100 K. Each cycle lasted for 1.25 ps and achieved a 
maximum simulation temperature of 1600 K. Heating and cooling times for each cycle 
were 0.85 ps each, allowing 0.4 ps for the ions to sample conformational space at the 
simulation temperature. The conformations accessed at the end of each annealing cycle 
were subjected to a geometry optimization, by using molecular mechanics minimization 
every 0.001 ps followed by a quantum mechanic optimization at the HF/6-31G level of 
theory. Conformations above a relative energy of ~120 kJ/mol were not included in 
further calculations. Further optimizations of the low-energy conformations were then 
performed at the B3LYP/6-31G(d) level of theory38,39 utilizing the opt = loose criterion 
(maximum step size of 0.01 au and an RMS force of 0.0017 au).37 Final geometry 
optimizations and vibrational calculations were performed at the B3LYP/6-311+G(d,p) 
level of theory with and without empirical dispersion. Frequencies were scaled by 0.989 
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 to obtain zero-point energy (ZPE) and thermal corrections to 298 K. The empirical 
dispersion functions were set to the D3 version of Grimme dispersion40 (GD3) with 
Becke–Johnson (BJ) damping for B3LYP and PBE1PBE (PBE0), and GD341 for the M06 
levels of theory. Using empirical dispersion optimized structures at the B3LYP/6- 
311+G(d,p) level of theory, single-point energy calculations were performed with a 6-
311+G(2d,2p) basis set at the B3LYP, M06,42 PBE0,43,44 mPW1PW91,45-47 MP2(full) 
(where full indicates correlation of all electrons),48-52 and CCSD(T) levels. Results with 
and without empirical dispersion and with and without basis set superposition error 
(BSSE) corrections determined at the full counterpoise level53,54 were also obtained. 
 These various levels of theory were chosen for the following reasons. B3LYP and 
MP2(full) levels of theory were used for consistency with previous studies of 
noncovalent interactions.13-17,55 The M0642 and mPW1WP9146 functionals were included 
because they are designed to accurately model noncovalent interactions, such as 
hydrogen bonds, and PBE0 has a similar HF exchange, 25%,44 to that of the M06 (27%), 
allowing an assessment of whether this property leads to consistent results. The CCSD(T) 
level of theory was included to provide a theoretical benchmark for accuracy. Finally, 
dispersion corrections were utilized when available as these also are designed to improve 
the description of longer range interactions such as hydrogen bonding. 
 
5.4 Results and Discussion 
5.4.1 Theoretical Structures: (N2H4)H+(H2O) 
 Two low-lying isomers for the protonated hydrazine one-water complex were 























Figure 5.1. The two isomers of (N2H4)H+(H2O) calculated at the B3LYP-GD3BJ/6-
311+G(d,p) level of theory. Hydrogen bonds are indicated by dashed lines with distances 







Table 5.1. Relative energies at 0 K and free energies at 298 K (kJ/mol) of low-
lying isomers for protonated hydrazine and UDMH complexed with water
a
 
Structure B3LYP M06 mPW1PW91 PBE0 MP2(Full) 
(N2H4)H+(H2O) 
D(A)t,g 0.0 (0.0) 0.0 (0.0) 0.0 (0.0) 0.0 (0.0) 0.0 (0.0) 
D(A)g,g 3.7 (0.6) 4.2 (1.0) 3.9 (0.6) 4.0 (0.9) 3.6 (0.5) 
TS (tg),g 5.9 (6.4) 5.1 (5.6) 6.4 (6.9) 6.3 (9.7) 6.7 (7.2) 
(N2H4)H+(H2O)2 
DD(A)(A)g,g 0.0 (0.0) 0.0 (0.0) 0.0 (0.0) 0.0 (0.0) 0.0 (0.0) 
DD(A)(A)t,g 2.1 (0.7) 1.7 (0.4) 2.1 (0.8) 2.2 (0.8) 2.1 (0.8) 
TS (gt),g 7.3 (9.3) 6.2 (8.1) 8.0 (10.0) 7.7 (9.7) 8.1 (10.0) 
D(AD')(A')t,g
‒ 10.7 (11.8) 14.1 (14.2) 10.4 (10.5) 10.9 (10.9) 14.2 (14.2) 
D(AD')(A')t,g
+
 11.5 (12.0) 14.1 (14.5) 10.0 (10.5) 10.6 (11.1) 13.9 (14.4) 
D,D(AD')(AA')t,c 11.3 (17.4) 10.7 (16.8) 13.9 (20.0) 11.3 (17.4) 12.9 (19.0) 
D(AD')(A')g,g 15.5 (12.8) 17.9 (15.2) 15.0 (12.2) 15.2 (12.4) 17.2 (14.5) 
D,D(AD')(AA')g,c 15.2 (20.2) 14.2 (19.3) 18.1 (23.1) 15.6 (20.6) 16.3 (21.3) 
(CH3)2NH+NH2(H2O) 
Dα(A)g,g 1.7 (0.0) 1.4 (0.0) 1.5 (0.0) 1.7 (0.0) 0.2 (0.0) 
Dα(A)t,g 0.0 (0.7) 0.0 (0.6) 0.0 (0.5) 0.0 (0.2) 0.0 (1.7) 
TS (gt),g 7.2 (8.3) 6.4 (7.7) 7.5 (8.8) 7.6 (8.6) 7.9 (10.4) 
Dβ(A)t,g 24.7 (25.6) 19.1 (20.2) 21.7 (22.7) 22.0  (22.8) 30.3 (32.6) 
Dβ(A)g,g 29.9 (27.6) 23.4 (21.4) 27.4 (25.3) 27.5  (25.2) 35.3 (34.6) 
(CH3)2NH+NH2 
Dαg,g 0.0 (0.0) 0.0 (0.0) 0.0 (0.0) 0.0  (0.0) 0.0 (0.0) 
Dαt,g 1.3 (1.2) 2.1 (1.9) 1.5 (1.4) 1.5  (1.4) 2.9 (2.7) 
Dβ 28.9 (28.7) 26.3 (26.1) 26.8 (26.6) 26.6  (26.4) 35.1 (34.9) 
a Free energies in parenthesis. Ground structure in bold. All values calculated at the level of theory 
indicated with empirical dispersion included for B3LYP, M06, and PBE0 levels of theory the 6-
311+G(2d,2p) basis set with structures, zero-point energies, and thermal energies calculated at 
B3LYP-GD3BJ/6-311+G(d,p) level of theory. 
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 protonated nitrogen donates a hydrogen bond to the water acceptor, such that we use a 
D(A) nomenclature to identify these species. The two isomers only differ from one 
another in the dihedral angles of the water with respect to the hydrogen atoms on the 
unprotonated nitrogen. These dihedral angles are designated as either gauche (g, near 60º) 
or trans (t, near 180º). All five levels of theory suggest that the D(A)t,g isomer is the 
ground structure (GS), whereas the D(A)g,g isomer is 3.6–4.2 and 0.5–1.0 kJ/mol higher 
in energy at 0 and 298 K, respectively. Because the relative energies of these two isomers 
at 298 K are small, a Maxwell-Boltzmann population at 298 K for the D(A)t,g and 
D(A)g,g isomers are 55%–60% and 40%–45%, respectively. Thus, it seems likely that 
both isomers are populated at room temperature. We also explored the transition state 
between these isomers, finding that it lies 5.6–9.7 kJ/mol higher than the GS. Thus, there 
is a small probability of isomerization occurring at 298 K, although this would not 
perturb the equilibrium populations. We also looked for structures in which the water is 
bound to the unprotonated nitrogen but these always collapsed to the structures of Figure 
5.1. Neither of the two isomers located here resembles the neutral hydrazine one-water 
complex found by Dyczmons,3 which has a D,A(AD) structure such that the water 
donates one its hydrogens to the lone pair of electrons on one nitrogen and accepts a 
hydrogen from the other NH2 of hydrazine. This difference is simplistically accounted for 
by the fact that the protonated nitrogen can only donate a hydrogen, whereas prior to 





 5.4.2 Theoretical Structures: (N2H4)H+(H2O)2 
 For the n = 2 protonated hydrazine water complex, we again use a donor 
(D)/acceptor (A) nomenclature coupled with the dihedral angles associated with the water 
binding site and the hydrogens on the unprotonated nitrogen. Here, the dihedral angles 
are cis (c, for angles between 0–45°), trans, or gauche with + or – when needed to 
distinguish similar isomers. In addition, interactions between water molecules are 
indicated by a prime symbol (ʹ). The two low-lying, DD(A)(A)g,g and DD(A)(A)t,g, and 
five higher energy isomers were located and are shown in Figure 5.2, with energies in 
Table 5.1.  
 All five levels of theory suggest the DD(A)(A)g,g isomer is the GS, whereas the 
DD(A)(A)t,g isomer is predicted to be 1.7–2.2 and 0.4–0.8 kJ/mol higher in energy than 
the GS at 0 and 298 K, respectively. Again these isomers differ only in the orientation of 
the unprotonated NH2 group. Similar to the (N2H4)H+(H2O) complex, the relative 
energies of these two low-lying isomers at 298 K are small, such that Maxwell-
Boltzmann populations are 54%–58% and 42%–46%, respectively. The TS that connects 
these two isomers is 6.2–10.0 kJ/mol higher in energy than the GS at all levels of theory, 
suggesting isomerization could occur at 298 K.  
The higher energy isomers are sufficiently high in energy > 10.0 kJ/mol at all 
levels of theory, that their populations are likely to be negligible at 298 K. In all 
D(ADʹ)(Aʹ) cases, these species involve a water molecule in a second solvent shell, 
which clearly weakens the interaction. Interestingly, even though the D,D(ADʹ)(AAʹ) 
isomers, which are similar to the lowest-lying isomer found by Dyczmons for the neutral 
analogue,3 share additional hydrogen–bonding at the unprotonated nitrogen, they are 
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 predicted to be > 10.7 kJ/mol higher in energy than the GS at all levels of theory. 
Therefore, unlike the neutral analogue, this suggests that cooperative interactions do not 
have a great effect on these protonated systems, where the charge is more highly 
localized, limiting the enhancement of local dipoles. 
 
5.4.3 Theoretical Structures: (UDMH)H+(H2O) 
 For (CH3)2NH+NH2(H2O), isomers are named with the donor/acceptor 
nomenclature with α designating the protonated and methylated nitrogen and β indicating 
the protonated and unmethylated nitrogen. Additionally, the dihedral angles, g or t, 
between the water binding site and the hydrogens or methyl groups on the uncoordinated 
nitrogen are indicated. The isomers located are shown in Figure 5.3, with all energies 
listed in Table 5.1. All five levels of theory suggest that the Dα(A)t,g isomer is the GS at 
0 K and the Dα(A)g,g isomer is the GS at 298 K. Both isomers have the water binding to 
the proton on the methylated nitrogen and differ only in the orientation of the NH2 group. 
The relative energies of these two low-lying isomers at 298 K are small (0.2–1.7 kJ/mol), 
such that Maxwell-Boltzmann populations at 298 K are 52%–67% and 33%–48% for g,g 
and t,g, respectively. The TS that connects these two isomers is 7.7–10.4 kJ/mol higher in 
energy than the GS, suggesting these isomers will not readily interconvert at 298 K. 
When water binds to a proton on the unmethylated nitrogen, the relative energies for 
these isomers are 20‒35 kJ/mol at all levels of theory. This is sufficiently high in energy 
that neither of these isomers should exhibit appreciable populations at 298 K. This 
difference is largely a consequence of the less stable protonation site as the unhydrated 


























Figure 5.3. Isomers of (UDMH)H+(H2O) calculated at the B3LYP-GD3BJ/6-311+G(d,p) 




 Note that hydration reduces this difference slightly, and thus the water stabilizes 
protonation of the less favorable unmethylated nitrogen. 
 
5.4.4 Experimental Results 
 Experimental cross sections for collision-induced dissociation with Ar for 
(N2H4)H+(H2O)n where n = 1 and 2 and (UDMH)H+(H2O) are shown in Figures 5.4(a)–
5.4(c) after extrapolation to zero pressure. In all cases, the dominant fragment is a loss of 
a water molecule, with the n =2 complex showing sequential dissociation of a second 
water ligand as well. Analysis of all of these complexes using Eqs. (5.2) and (5.4) yields 
optimized parameters listed in Table 5.2. In all cases, it can be seen that the model 
reproduces the cross sections of both the primary and secondary products with fidelity 
throughout the threshold regions and up to at least 1–3 eV. For the n = 1 complex, the 
threshold for a loss of a single water molecule is 0.71 ± 0.02 eV. When the sequential 
model, Eqs. (5.2) and (5.4), is used for n = 2, we measure thresholds of 0.63 ± 0.03 eV 
for the primary dissociation channel and 1.57 ± 0.06 eV for loss of two water molecules. 
The difference between the primary and secondary thresholds should equal the 
(N2H4)H+(H2O)‒(H2O) bond energy, and is 0.94 ± 0.06 eV, somewhat higher than the 
primary threshold for n = 1. As in previous work, this latter secondary bond energy can 
be larger than the primary bond energy because a) the statistical assumptions used in Eq. 
(5.4) are not accurate and b) the energy deposition not as well controlled experimentally. 
Therefore, we take the primary threshold as our best determination of this bond energy. 
For the (UDMH)H+(H2O), the analysis of the cross section, Figure 5.4(c), yields a 



















Figure 5.4. Zero pressure extrapolated cross sections for the CID with Ar of 
(N2H4)H+(H2O)n for n = 1 and 2 (parts a and b) and for (UDMH)H+(H2O) (part c). Solid 
lines show the best fit to the primary (open red squares) and secondary (open blue 
triangles) product cross sections using Eq. (5.2) and Eqs (5.2) × (5.4) convoluted over the 
kinetic and internal energy distributions of the reactants. Dashed lines show the models in 
the absence of experimental kinetic energy broadening for reactants with an internal 
































































































































































































































































































































































































































 the unmethylated water complex. For all three of the complexes, lifetime effects are 
small, within the cited uncertainties. 
 In addition to the water-loss products, the one-water complex ions exhibited 
additional fragmentations corresponding to the dissociation of the protonated monomers 
at higher energies than shown in Figures 5.4(a) and 5.4(c). In both cases, these product 
ions have cross sections that are too small to be analyzed accurately and require > 4 eV. 
These dissociations can be examined much more accurately using CID studies of the 
protonated monomers, which is ongoing work. Larger protonated hydrazine and UDMH 
water clusters were not formed in our source. The B3LYP level of theory suggests the 
BDE for a loss of a water molecule from the three water cluster, (N2H4)H+(H2O)2‒(H2O), 
is 0.54 eV at 0 K, only slightly above the average internal energy for this complex of 0.34 
eV at 298 K. The fact that these values are comparable could explain why we were 
unable to create (N2H4)H+(H2O)3 or larger complexes at 298 K. Clearly, methylation 
limits the extent of strong hydrogen bonding, such that the higher order 
(UDMH)H+(H2O)n clusters will also be weakly bound. 
 
5.4.5 Comparison of Experimental and Theoretical Bond Energies: 
(N2H4)H+(H2O)n (n = 1 and 2) and (CH3)2NH+NH2(H2O) 
 The primary thresholds represent our best experimental BDEs at 0 K for the 
(N2H4)H+(H2O)n complexes where n = 1 and 2, and (UDMH)H+(H2O), and are listed in 
Table 5.3. Because these parent ions probably correspond to a distribution of the low-
lying isomers of each complex, the experimental BDEs are compared to the 0 K 
theoretical BDEs weighted by their calculated Maxwell-Boltzmann populations at 298 K 
122
    














































































































































































































































































































































































































































































































































































































































































































































 at each level of theory. These are also included in Table 5.3 and shown in Figure 5.5. 
BSSE corrections were relatively small for B3LYP, M06, mPW1PW91, and PBE0 levels 
(<3 kJ/mol), whereas corrections for CCSD(T) and MP2(full) were slightly larger, 5–7 
kJ/mol. The BSSE corrections with and without empirical dispersion functions are nearly 
identical. Overall, theory predicts BDEs in reasonable agreement with experiment with 
mean absolute deviations (MADs) ranging from 1 to 8 kJ/mol once BSSE corrections are 
included. Agreement with experiment is worse if BSSE corrections are not made. These 
differences are somewhat larger than the mean experimental uncertainty of 2.6 kJ/mol. 
MAD values for PBE0 and M06 without empirical dispersion are very similar, perhaps 
because they utilize similar HF exchange functions, whereas the MAD for mPW1PW91 
is only slightly better, perhaps because it shares the same functional for noncovalent 
bonds as M06. Interestingly, the theoretical BDEs with empirical dispersion included 
adversely affect the MADs, which seems odd given that empirical dispersion is designed 
to treat hydrogen bonding more accurately. Overall, the CCSD(T) level of theory with 
BSSE provides the best agreement with experiment, although B3LYP (without empirical 
dispersion), MP2(full), and mPW1PW91 with BSSE results are only slightly farther off.  
 
5.4.6 Comparison to Similar Proton-Bound Hydrated Complexes 
 As noted above, the 0 K BDE of the proton-bound UMDH one-water complex is 
7.7 ± 3.5 kJ/mol lower in energy than the unmethylated complex. The origins of this 
difference can be explored by comparing similar systems, which have been evaluated 
thoroughly in a comprehensive review by Meot-Ner.56 He notes that the formation of the 





















Figure 5.5. Comparison of 0 K bond energies for (UDMH)H+(H2O) and (N2H4)H+(H2O)n 
(n = 1 and 2) obtained from experiment (primary thresholds, solid black squares) and 
theory (open symbols). All results are from Table 5.3. Data points for theoretical values 
are offset for clarity.  
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 transfer from the donor to the acceptor, such that the bond strength is correlated with the 
efficiency of the proton transfer. Thus, the higher the difference in proton affinities (PAs) 
between the monomer and water, the less efficient the proton transfer, such that an 
inverse trend is found between the PAs of the monomers and the BDEs of the proton-
bound hydrated complexes. This trend is shown by hydration energies of NH3 that is 
stepwise methylated. These values are listed in Table 5.4 and shown in Figure 5.6 along 
with our experimental BDEs for comparison. The effect of dimethylation on NH3 and 
N2H4 is similar, with increases of 76 and 74 kJ/mol, respectively, in the PAs and 
decreases of 17.8 and 13.5 kJ/mol, respectively, in the BDEs (indicated by the similar 
slopes of the correlations in Figure 5.6). The addition of an NH2 group to NH3 and 
(Me)2NH has a small effect, 0.3 and 2.6 kJ/mol, respectively, on the PAs of the 
monomers and a slightly greater effect on the BDEs, decreasing them by 12.1 and 7.8 
kJ/mol, respectively. Likewise, the BDE for a second water ligand decreases by 3.1 
kJ/mol going from NH4+ to N2H5+. We believe this change in the BDEs is a consequence 
of differing hydrogen bonding associated with the NH2 group. Examination of the low-
lying isomers of the one-water complexes of protonated hydrazine and UDMH (Figures 
5.1 and 5.3), show additional H-bonding interactions between the water molecule and the 
NH2 group. These interactions apparently disrupt the binding to the protonated nitrogen, 
by changing the N-H-O angle by 3º‒10º in the direction of the NH2 group when 
compared to the non-NH2 substituted complexes, thus perturbing the alignment of the 
water dipole and the hydrogen bond. Interestingly, addition of the NH2 group had an 
opposite effect on the BDEs for the proton-bound homodimers of ammonia versus 











Table 5.4. Representative thermochemistry (kJ/mol) of select proton-bound hydrated 
complexes 



























 Values from Ref. 57. 
b
 Values taken from Ref. 56. 
c
 Average value from Refs. 58-62.  
d Average value from Refs. 61, 63, and 64. 
e
 Average value from Refs. 63 and 65. 
f
 Value from Ref. 63. 
g
 Average value from Ref. 63, 66, and 67. 
h





















Figure 5.6. Inverse trend between the proton affinities of the neutral monomer (Ref. 60) 
and the bond dissociation energies of the proton-bound hydrated complex (current 






 homodimers allow additional hydrogen bonding interactions that strengthen the 
homodimer bond.  
 
5.4.7 Conversion from 0 to 298 K Thermodynamics 
 A rigid rotor/harmonic oscillator approximation was applied to convert the 0 K 
bond energies into 298 K enthalpies and free energies. This was achieved using the 
theoretical vibrational frequencies scaled by 0.989 and rotational constants for a 
Maxwell-Boltzmann distribution of the low-lying isomers. The uncertainties in these 
conversions were obtained by scaling the vibrational frequencies up and down by 10%. 
These conversion factors were used to determine ΔH298 and ΔG298 values listed in Table 
5.5. Note that this approximation may not be suitable for all cases because of the 
inaccuracy of low-frequency torsional motions and (as pointed out by a referee) that the 
entropy could include the entropy of mixing different conformers. 
 
5.5 Conclusion 
 Energy-resolved threshold collision-induced dissociation with Ar is performed on 
(N2H4)H+(H2O)n where n = 1 and 2 and (UDMH)H+(H2O). The primary dissociation 
pathway of all complexes is a loss of a single water molecule followed by the sequential 
loss of an additional water molecule for n = 2 at higher collision energies. Statistical 
analysis of the TCID data is used to obtain 0 K bond energies for all dissociation 
pathways. These energies are converted to obtain thermodynamic values at 298 K using a 
rigid rotor/harmonic oscillator approximation. The BDEs for the proton-bound hydrazine 





























































































































































































































































































































































































































 first time. For n = 2, the low-lying isomers prefer an open-chain structural motif over 
cyclic configurations, in contrast to previous work on neutral analogues, suggesting that 
cooperative interactions are not influential in the protonated system. The BDE for the 
protonated UDMH one-water complex is found to be weaker than the unmethylated one-
water complex. This result is consistent with a previously noted trend that the BDEs of 
proton-bound hydrated complexes decrease with increasing proton affinity of the 
monomer.56 The BDEs calculated at the B3LYP, M06, mPW1PW91, PBE0, MP2(full), 
and CCSD(T) levels of theory with and without BSSE and/or empirical dispersion also 
align nicely with the experimental values presented here. The CCSD(T) results reproduce 
the experimental BDEs the best. However, B3LYP, MP2(full), and mPW1PW91 levels 
of theory with BSSE and without empirical dispersion (B3LYP) provide reasonable 
reproduction of the experimental values. 
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IRON CLUSTER – CO BOND ENERGIES FROM THE KINETIC ENERGY 
DEPENDENCE OF THE FEN+ (N = 4–17) + CO 
ASSOCIATION REACTIONS 
6.1 Abstract 
The energy dependences of size-selected Fen+ cluster ions (n = 1–17) reacting with 
CO at low energies are studied using a guided ion beam tandem mass spectrometer 
equipped with a laser vaporization source. Below about 1 eV, all clusters with n ≥ 4 form 
the FenCO+ association complex. The probability of this reaction increases with cluster 
size until the absolute cross sections equal the collision limit for n > 10, with those for n 
= 12 and 14 exceeding the collision limit. As the cluster size increases, a second pathway 
becomes prominent at higher energies. The kinetic energy dependence and absolute 
magnitudes of these cross sections are analyzed to extract cluster-CO binding energies, 
which are found to progressively decrease with increasing cluster size, consistent with a 
simple Coulomb model. For the largest clusters, these binding energies approach that of 
an extended surface at shallow hollow sites, whereas the higher energy feature correlates 
with binding energies for dissociatively chemisorbed C and O on an iron surface.  
____________________________________ 
  Reprinted from C. P. McNary, and P. B. Armentrout, Phys. Chem. Chem. Phys. 16, 26567 
(2014), with permission from Physical Chemistry Chemical Physics.
6.2 Introduction 
The interaction of carbon monoxide with iron is technologically important for 
diverse reasons, including synthetic fuel production using Fischer-Tropsch (F-T) 
chemistry1 and for the catalytic growth of multi- and single-walled carbon nanotubes 
(SWNT).2 In F-T synthesis, syngas (CO and H2) reacts on the metal catalyst with alkanes 
being the most desirable products, although alkenes and alcohols are often formed as 
well. For SWNT synthesis, Smalley and co-workers2 used a gas-phase reactor utilizing 
Fe(CO)5 in the presence of a flow of carbon monoxide. At the catalytic conditions for 
nanotube growth, Fe(CO)5 decomposes and forms iron clusters that serve as the catalytic 
centers for disproportionation of the CO feedstock in the Boudouard reaction, 
Fen + 2  CO → FenC + CO2.3 In all of this chemistry, dissociative chemisorption of CO 
on the catalyst is required. Thus, physisorption of CO onto the catalyst surface should 
weaken the triple bond of CO, while the interaction of the metal with carbon, oxygen, 
and hydrogen must be sufficiently weak to allow subsequent reactions to occur. 
Weakening of the CO bond is classically described within the Blyholder model,4 where 
the 5σ orbital of CO interacts with unoccupied orbitals of a metal center (σ donation), 
while filled metal d orbitals interact with the empty CO 2π* orbitals (π back bonding).   
Guided ion beam mass spectrometry is a powerful means to study the chemistry 
and thermodynamics of isolated metal cluster ions in the gas phase because it provides 
the kinetic energy dependence of reactions under single collision conditions. Analysis of 
these data provides size-specific cluster thermochemistry for a wide range of atomic and 
molecular adsorbates.5-11 In addition, by examining the variation in this chemistry as the 




surfaces can be obtained from the asymptotic behavior of larger clusters.11,12-14 This gas-
phase approach is an intriguing alternative to single crystal surfaces and powders for 
model studies of elementary reactions, particularly where the reactivity of defect sites 
(steps and kinks) on surfaces is of interest.   
 In this paper, we investigate the association reactions of iron metal cluster cations 
(Fen+ with n = 1–17) with CO as a function of kinetic energy using guided ion beam 
tandem mass spectrometry. At energies below 1 eV, the n = 4–17 systems react 
exclusively to form FenCO+ complexes, even under single collision conditions. The 
observation of this reaction is interesting because the FenCO+ association complex 
always has sufficient energy to decompose back to reactants. Thus, the FenCO+ 
complexes have lifetimes that exceed their flight time through the instrument. Unlike 
collision-induced dissociation (CID) of a preformed FenCO+ complex, where collision 
with a nonreactive partner deposits a broad distribution of internal energies leading to 
dissociation, the association process forms FenCO+ complexes with well-defined 
distributions of internal energy and angular momenta, and a cross section for formation 
determined by the ion-molecule collision probability. Thus, the dissociation lifetime of 
the association complex is governed primarily by only one adjustable parameter, the 0 K 
binding energy, D0(Fen+‒CO),  Fig. 6.1. By varying the collision energy forming the 
complexes, the lifetime of the FenCO+ complex can be systematically altered. This 
kinetic energy dependence can be modeled using statistical unimolecular decay theory,15 
thereby allowing measurement of these binding energies.   
 There are several previous studies of the gas-phase association reactions of carbon 
monoxide with metal clusters. Cox et al. first studied the association reactions of CO with 
137
Fig. 6.1. Potential energy surface for association and collision-induced dissociation (CID) 
reactions. In a CID process,  FenCO+* complexes are prepared by collisional excitation of 
complexes formed at room temperature, such that they have a broad internal energy 
distribution and unknown angular momentum distribution. In the association reactions, 
internally excited FenCO+* complexes are formed with well-characterized internal and 
angular momentum distributions by reacting the bare iron cluster with the CO neutral gas 
at room temperature. In both cases, FenCO+* complexes having internal energies in 
excess of D0(Fen+–CO) undergo unimolecular dissociation to yield Fen+ + CO. 
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many different neutral transition metal clusters using a flow tube under multiple collision 
conditions.16 They found a range of reactivities, with iron showing formation of cluster 
carbonyls for n = 4–14. Qualitatively, they concluded that iron is among the metals that 
are least reactive with CO, suggesting relatively weak binding. Castleman and 
coworkers17,18 examined the association reactions of CO with copper (n = 1–14) and 
cobalt (n = 2–9) cluster cations using a flow tube reactor under multiple collision 
conditions. They found that the adsorption rates were greatly affected by the pressure of 
CO and determined the saturation coverage of CO on cobalt clusters. Riley and 
coworkers19,20 used a flow tube reactor under multiple collisions to study the saturation 
coverage of CO on nickel cluster cations (n = 2–20). They found that the saturation 
coverage depends on the size of the metal cluster, the temperature of the cluster carbonyl, 
and the pressure of CO. Beyer and coworkers have examined the effect of charge on CO-
adsorption to group 5 (V, Nb, and Ta) and 9 (Co, Rh, and Ir) transition metal cluster 
cations and anions in the size range n = 1–30 using a Fourier transform ion cyclotron 
resonance (FT-ICR) mass spectrometer.21,22 Their absolute reaction rates for the metal 
carbonyl species are both cluster size and charge dependent. In all of these studies, no 
quantitative thermodynamic information is obtained experimentally, information that 
might provide more predictive capability for understanding the CO adsorption process. 




6.3 Experimental Methods 
6.3.1 Guided Ion Beam Tandem Mass Spectrometer 
 The reactions of iron cluster cations with carbon monoxide are examined using a 
guided ion beam tandem mass spectrometer with a laser vaporization supersonic 
expansion source, which is described in detail elsewhere.23 Briefly, a copper vapor laser 
(Oxford LM-100, 510 and 578 nm, 6 kHz repetition rate, 3‒5 mJ/pulse) is tightly focused 
onto a rotating and translating iron rod (99.96%, Alfa Aesar). The plasma thus created is 
entrained in a continuous flow of helium at flow rates between 3000‒8000 sccm. Prior to 
the helium entraining the plasma, the helium passes through a dual stage molecular sieve 
trap that is liquid nitrogen cooled to remove impurities. The clustering of the iron atoms 
and ions occurs in a 3 mm diameter, 6.4 cm long channel that immediately follows the 
ablation site. The average ion undergoes approximately ~105 collisions with He in this 
channel, which should be sufficient to equilibrate the ions to the temperature of the He 
carrier gas. The gas mixture expands from the clustering channel into the source chamber 
in a mild supersonic expansion that further cools the internal modes of the clusters. Iron 
clusters created are therefore believed to be fully thermalized and may be cooler.24,25 The 
region between the ablation block and the skimmer is kept field free, and the focusing 
lenses in the two differential regions that follow are also kept at low potentials so that 
collisional reheating of the cluster ion is minimized. 
 The iron clusters ions are extracted from the source, focused into a magnetic 
sector for mass analysis, decelerated to a desired kinetic energy, and focused into a radio 
frequency (rf) octopole ion beam guide.26 Reactions take place within the octopole, which 




beam guide utilizes rf electric fields to create a potential well to trap ions in the transverse 
direction without affecting their axial energy.  Product and unreacted cluster ions drift out 
of the collision chamber to the end of the octopole, where they are extracted and focused 
into a quadrupole mass filter (QMF) for mass analysis (Extrel 3/4” Tri-Filter, 880 kHz).  
The pole bias of the QMF is varied to achieve maximum collection efficiency for the 
product and parent ions. The QMF has a mass limit of 1000 Da such that products up to 
Fe17CO+ can be studied. Finally, ions are detected by a 27 kV conversion dynode, 
secondary electron scintillation ion detector,27 and the signal is processed using standard 
pulse counting techniques. Reactant and product ion intensities are converted to absolute 
cross sections as described previously.23 Absolute cross sections measured in the 
laboratory have an uncertainty estimated as ±30% and relative uncertainties of ±5%.  
 Cross sections are broadened by thermal motion of the CO gas and the 
distribution of ion energies. The distribution and absolute zero of the ion kinetic energies 
are measured using the octopole as a retarding potential analyzer.23 The uncertainty in the 
absolute energy scale is ± 0.05 (lab). The ion beam kinetic energy distributions have a 
full width at half-maximum (fwhm) of about 0.6–1.5 eV (lab), increasing with increasing 
cluster mass. Kinetic energies in the laboratory frame (lab) are converted to energies in 
the center-of-mass frame (CM) by using E(CM) = E(lab) × M / (M+m), where m is the 
cluster ion mass and M is the mass of carbon monoxide (28.01 amu). At very low 
energies, the conversion includes a correction for the truncation of the ion beam kinetic 
energy distribution.23 Unless stated otherwise, all energies quoted in this paper 





6.3.2 Model for Association Reactions 
 The association reaction cross sections were analyzed using a model devised by 
Koizumi and Armentrout15 that explicitly conserves orbital angular momentum. This 
model assumes that the association and reverse dissociation processes occur on an ion-
induced dipole + locked dipole potential surface, which provides an upper limit to the 
collision cross section as the relative collision energies of these studies are generally 
above those that might allow true dipole locking. (The addition of the locked dipole to the 
ion-induced dipole potential is a small effect because of the small dipole moment of CO.) 
Thus, formation of the complex with a specific internal energy and angular momentum 
distribution is assumed to be controlled by the collision cross section for the locked 
dipole (LD) model. The unimolecular decay rate coefficient is calculated for a transition 
state in the phase space limit (PSL).28,29 Collisions with non-zero impact parameters 
produce rotating complexes because of angular momentum conservation.  For the 
association reaction, conservation of angular momentum requires that the rotational 
angular momentum of the complex equals the orbital angular momentum of the reactants, 
as given by L = 𝜇𝜇𝜇𝜇𝜇𝜇, where 𝜇𝜇 is the reduced mass of the reactants, 𝜇𝜇 is the relative 
velocity, and 𝜇𝜇 is the impact parameter for the reaction. This relationship ignores the 
rotational angular momentum of the reactants, which should be a reasonable 
approximation, as discussed elsewhere.15,30 
 The energy dependences of the association cross sections are modeled with 
explicit conservation of orbital angular momentum according to eqn (6.1). 
 σass(E) = 𝜎𝜎𝑜𝑜πℏ2 2Eμ ∑ gii ∫ (2J+1) exp�-ktot�E*,J�τ� dJ Jmax0  (6.1) 




center-of-mass kinetic energy, E0 = D0(Fen+‒CO),  𝜎𝜎𝑜𝑜 is an energy independent scaling 
parameter that is generally held to unity, and τ is the experimental flight time, ~100 µs. 
The summation is over the rovibrational states i of the reactants having energies Ei and 
populations gi, where Σgi = 1. The Beyer-Swinehart-Stein-Rabinovitch algorithm31,32 is 
used to evaluate the density of the rovibrational states of the Fen+ reactants and the 
relative populations gi are calculated by the appropriate Maxwell-Boltzmann distribution 
at 300 K. Vibrational frequencies for the bare cluster ions are obtained as outlined by Tan 
et al.10 using an elastic model proposed by Shvartsburg et al.33 Jmax is the maximum 
orbital angular momentum defined by eqn (6.2), 
 Jmax(Jmax+1) = ��2μ2αq2E πε0� �1/2 + 𝜇𝜇𝐷𝐷𝜇𝜇2𝑞𝑞 2𝜋𝜋𝜀𝜀𝑜𝑜⁄ � ℏ2�  (6.2) 
which is derived from the expression for the locked dipole (LD) collision cross section, 
eqn (6.3).   
 σLD(E) = π�2αq2 4πε0E� �12 + (qμD/4εoE),  (6.3) 
Here α is the polarizability volume of CO (1.957 Å3),34 q is the electron charge, εo is the 
permittivity of vacuum, and μD is the dipole moment of CO (0.1098 Debye).
35 When the 
exponential term in eqn (6.1) is unity, i.e., when the lifetime of the association complex 
greatly exceeds the flight time of the instrument, the integration of eqn (6.1) converges to 
σLD × σ0. Thus, the only adjustable parameters are E0 and σ0, where the latter is ideally 
held to unity. 
 The rate coefficients for unimolecular dissociation of the FenCO+ association 
complexes, ktot(E*,J) in eqn (6.1), are calculated using Rice-Ramsperger-Kassel-Marcus 




the reaction degeneracy along with rotational constants and vibrational frequencies of the 
iron cluster cations and their association complexes. The vibrational frequencies for the 
association complexes are estimated as follows.  Gutsev et al. performed DFT 
calculations to obtain electronic and geometric structures for the ground states of Fen+ 
and FenCO+(n = 1–6).39,40 Comparison of the vibrational frequencies of the bare and 
carbonylated iron cluster cations for n = 4–6 (which overlaps the range of the complexes 
studied here) shows that CO addition adds five frequencies between 38 and 443 cm–1 
along with a CO stretch at 1687–1907 (1785 average) cm–1. The latter values are 
comparable to the values near 1865 cm–1 found by Lyon et al.41 in their infrared multiple 
photon dissociation (IRMPD) study of FenCO (n = 18–28) complexes under thermal 
conditions. In the present case, the frequencies appropriate for FenCO+ complexes can be 
estimated by using those for the Fen+2+ cluster, calculated as described above, and 
replacing a mode near 180 cm–1 with a CO stretch of 1800 cm–1. This is because the 
additional five frequencies (Fe‒CO bends, wags, and stretches) have a comparable 
dispersion to the Fe-Fe modes. The rotational constants of the bare and association 
complex cluster cations are calculated as detailed in our previous work.5 Briefly, we 
assume a spherical cluster geometry for the bare and association complex cluster, where 
the radius of the sphere is calculated using a body-centered cubic crystal packing pattern 
similar to the model used by Shvartsburg et al.33   
 Before comparing the model with the experimental data, the thermal motion of 
the neutral gas and the kinetic energy distribution of the parent ions are both convoluted 
into eqn (6.1) as described previously.15,23 The overall uncertainty associated with E0 is 




vibrational frequencies by ±30% (which includes any uncertainties associated with the 
added CO modes), varying the time-scale of the experiment by factors of approximately 2 
(where the lower time limit was estimated by the mass dependent average flight times of 
25‒40 μs), and including the uncertainty in the absolute energy scale (0.05 eVLab). 
 
6.4 Results 
6.4.1 Experimental Cross Sections and Their Pressure Dependence 
 Reactions of CO with Fen+, n = 1–17, were examined in the energy range below 1 
eV. No products were observed for n = 1–3, whereas n = 4–17 all exhibited formation of 
the association complex, reaction (6.4). 
 Fen+ + CO → FenCO+ (6.4) 
Other possible products, Fen-1CO+, FenC+, FenO+, and Fen+ were looked for and not 
observed at these energies, which indicates that the FenCO+ products must dissociate 
exclusively back to reactants, Fen+ + CO, a dark channel that cannot be explicitly 
monitored. The failure to observe the FenCO+ complexes for the smallest cluster 
reactants, n = 1–3, is because these complexes, which are probably formed transiently, 
decompose back to reactants on a time scale faster than the experimental flight time. No 
attempt to form such complexes at higher CO pressures was made because no 
thermodynamic information can be gleaned from such observations. Our observation of 
FenCO+ complexes is comparable to that of Cox et al.,16 who observed CO association to 
Fen for n = 4–14, but not to n = 1–3, at thermal energies even under multicollision 




experiments, 100 µs. Importantly, the failure to observe products such as Fen-1CO+, 
FenC+, and FenO+ over this energy range may suggest that dissociative chemisorption is 
not occurring. At higher energies, such products are observed, consistent with activation 
of the CO bond, e.g., see Fig. 6.S1 of the Electronic Supplemental Material.   
 Experimental cross sections for cluster sizes Fen+, n = 4–17, were taken at several 
different pressures, approximately 0.2, 0.1, 0.05 mTorr for clusters n = 4–7 and 
approximately 0.05, 0.025, and 0.0125 mTorr for clusters n = 8–17. In all cases, the 
experimental cross sections show a clear pressure dependence on CO, which indicates 
collisional stabilization of FenCO+ by secondary collisions. Indeed, Fen(CO)2
+ products 
could be observed for n > 10 and clearly must result from secondary collisions. Our cross 
sections show a linear dependence on CO pressure for all cluster sizes at all energies. For 
small clusters, n < 7, the cross sections increase with increasing CO pressure, indicating 
that secondary collisions are stabilizing association complexes that otherwise would 
dissociate. For larger clusters, n ≥ 7, the linear pressure dependence is inverse, such that 
higher pressures in the collision cell yield lower reaction cross sections. For the largest 
clusters, this is partially attributable to the secondary attachment of CO, coupled with 
scattering of the product complexes such that they are no longer transmitted to the 
detector. The effects of secondary collisions can be removed by adding the experimental 
cross sections for Fen(CO)2
+ to those for FenCO+ and then linearly extrapolating the cross 
section data to zero CO pressure.42 Such zero pressure extrapolated cross sections for 
representative cluster sizes are shown in Fig. 6.2, with Fig. 6.S2 of the Electronic 















Fig. 6.2. Zero-pressure extrapolated experimental cross sections for reactions of Fe4+, 
Fe7+, Fe9+, Fe11+, Fe12+, and Fe16+ with CO as a function of kinetic energy in the center-
of-mass frame. The locked dipole (LD) collision cross section, eqn (6.3), is shown by the 






6.4.2 Experimental Cross Sections and Their Energy Dependence 
 It can be seen that the cross sections for reaction (6.4) generally increase with 
cluster size, increasing from about 2 Å2 for n = 4 to about 600 Å2 for n = 12 at the lowest 
energies examined. This trend is consistent with the idea that the lifetimes of the 
complexes increase as the number of degrees of freedom in the complex increases. In all 
systems, the association complexes exhibit cross sections that decline with increasing 
energy, consistent with exothermic barrierless processes, as must be the case for this 
association reaction, Fig. 6.1. For all cluster sizes, the cross sections decline more rapidly 
at higher energies, indicating faster dissociation. However, the largest clusters, in 
particular n = 15–17, clearly show a second feature in the cross sections, e.g., compare 
the shape of the cross section for Fe16CO+ with that for Fe11CO+. The extent of this 
second feature becomes more evident when the cross sections are modeled, as detailed 
below. 
 At low kinetic energies, the efficiency of these processes can be assessed by 
comparison to models for the collision cross section. For most exothermic ion-molecule 
reactions, the Langevin-Gioumousis-Stevenson (LGS) collisional capture cross section 
model43 describes the collision probability for a polarizable molecule and is given by the 
first part of eqn (6.3). An upper limit to the collision cross section for a molecule having 
a permanent dipole is provided by the locked dipole (LD) model of eqn (6.3).44 This 
collision cross section model is shown in Fig. 6.2. For smaller clusters, n < 11, the cross 
sections lie below the collision limit, whereas once n ≥ 11, the FenCO+ cross sections at 
low energies lie at or above σLD, indicating 100% reaction efficiency.  




cross section within the 30% experimental uncertainty (average deviation of 5 ± 17 %). 
Interestingly, the cross sections for n = 12 and 14 exceed the collision limit by factors of 
2.1 ± 0.6 and 1.7 ± 0.5, respectively. As a consequence, these results were checked and 
reproduced carefully. Similar observations have been made previously for metal cluster 
ion-CO interactions by Beyer and coworkers using FT-ICR mass spectrometry at thermal 
energies.21,22 They observed abnormally large experimental rates (as much as a factor of 
3) compared to the average dipole orientation (ADO) rate44-46 for the association 
reactions of group 5 and group 9 transition metal cluster cations and anions. 
Kummerlöwe and Beyer proposed a simple model to qualitatively explain such large 
collision cross sections.22 Their surface charge capture (SCC) model treats the metal 
cluster as an ideally conducting sphere with the point charge free to move within its 
geometric boundaries. As the neutral molecule approaches, the charge is drawn to the 
closest point on the surface of the cluster, thereby enhancing the electrostatic long-range 
interaction by the geometric radius of the cluster. The latter is represented by the hard 
sphere (HS) model where the radius of the cluster is determined by assuming a spherical 
cluster with the same density ρ as the bulk, which for Fe is 7.874 g/cm3.47 The radius of 
the cluster can be estimated by by rcluster =n1/3rFe = (3nmFe/4πρ)1/3where rFe and mFe 
denote the atomic radius and mass of iron. The radius of CO is derived from the viscosity 
of CO, η = 1.78 µPa,47 at 300 K, 𝑟𝑟𝐶𝐶𝐶𝐶 = (25𝑚𝑚𝐶𝐶𝐶𝐶𝑘𝑘𝐵𝐵𝑇𝑇 𝜋𝜋𝜂𝜂2⁄ )1/4/8 = 1.86 Å. Fig. 6.3 shows 
our cross sections at thermal energies converted to rate constants using procedures 
outlined earlier,23 along with rates calculated using the HS, LD, and SCC models. As for 
the cross sections, the smaller cluster sizes fall well below the collision limits, with those 














Fig. 6.3. Experimental (symbols) and theoretical (lines) reaction rate coefficients for Fe4+ 
+ CO. The hard sphere kHS (dashed line), locked dipole kLD (dotted line), and surface 







14 agree with the SCC model within experimental uncertainty. These results deviate from 
the observations of Kummerlöwe and Beyer in that they observed a gradual increase in 
the reaction rates with cluster size, whereas we see strong fluctuations. There is no 
obvious explanation for why n = 12 and 14 are unique in their enhanced rates, as the 
thermochemistry derived below indicates that these clusters do not bind CO more 
strongly than adjacent cluster sizes. It is possible that this is related to the geometric and 
thermodynamic stability of the cluster cations.  In particular, Fe13+ and Fe15+ are 
relatively thermodynamically stable,48 suggesting that Fe12+ and Fe14+  may have either 
vacancies or adatoms that enhance their reactivity in a manner consistent with the SCC 
model (perhaps by extending the effective cluster radius). X-ray magnetic circular 
dichroism spectroscopy results on small cationic clusters provide some support for this 
hypothesis.49,50 Here, Fe13+ is observed to have an exceptionally low magnetic moment 
compared with its neighbors, consistent with antiferromagnetic coupling of the central 
atom to the atoms of a distorted icosahedral shell.49,50 Thus, removing or adding one atom 
to such a symmetric cluster could plausibly lead to the behavior observed here.   
 
6.4.3 Thermochemical Analysis of the Association Reactions 
The association model of eqn (6.1) is compared with the experimental results for 
several representative cluster sizes in Fig. 6.4. Results for all clusters are presented in the 
Electronic Supplementary Information, Fig. 6.S2. The parameters of eqn (6.1) used in 
these models are collected in Table 6.1. It can be seen that the model meets with varying 
success. For the Fe11+ association reaction with CO, Fig. 6.4c, the cross section at low 















Fig. 6.4. Zero-pressure extrapolated experimental cross sections (symbols) for the 
association reactions of Fe4+, Fe7+, Fe11+, and Fe16+ (parts a–d) with CO as a function of 
kinetic energy in the center-of-mass (lower x-axis) and laboratory (upper x-axis) frames. 
The solid red line is the model of eqn (6.1) using the single model parameters in Table 
6.1. The dashed line shows the model in the absence of experimental internal and kinetic 











Table 6.1. Summary of bond energies (in eV) for D0(Fen+-CO) and scaling 
factors of eqn (6.1)a 
  
Single model 
Primary Feature  
Dual model, 
Primary Feature  









4 1.00 2.84 (0.42) 1.00 2.80 (0.47) 0.005 (0.002) 6.0 (0.5) 
5 1.00 2.26 (0.38) 1.00 1.98 (0.26) 0.003 (0.002) 4.0 (0.5) 
6 1.00 1.87 (0.40) 1.00 1.68 (0.19) 0.003 (0.002) 3.8 (0.4) 
7 1.00 1.64 (0.18) 1.00 1.74 (0.21) 0.005 (0.001) 3.51 (0.42) 
8 1.00 1.63 (0.21) 1.00 1.60 (0.11) 0.007 (0.001) 3.56 (0.31) 
9 1.11 (0.20) 1.79 (0.13) 1.00 1.77 (0.12) 0.018 (0.001) 2.71 (0.22) 
10 1.00 1.79 (0.09) 1.42 (0.32) 1.72 (0.10) 0.015 (0.005) 2.90 (0.13) 
11 1.35 (0.13) 1.88 (0.08) 1.00 1.92 (0.09) 0.087 (0.006) 2.42 (0.16) 
12 2.73 (0.29) 1.78 (0.09) 3.57 (0.52) 1.70 (0.08) 0.057 (0.005) 2.51 (0.12) 
13 1.00 1.86 (0.09) 1.00 1.80 (0.07) 0.044 (0.011) 2.51 (0.17) 
14 1.91 (0.18) 1.72 (0.08) 2.26 (0.28) 1.65 (0.08) 0.052 (0.008) 2.34 (0.16) 
15 1.05 (0.15) 1.58 (0.07) 1.25 (0.21) 1.48 (0.07) 0.099 (0.002) 2.19 (0.12) 
16 1.13 (0.15) 1.55 (0.07) 1.00 1.52 (0.06) 0.098 (0.003) 2.16 (0.14) 
17 0.91 (0.26) 1.50 (0.07) 1.00 1.44 (0.05) 0.047 (0.001) 2.31 (0.14) 




cross sections. To best reproduce these data, this factor is used as the scaling factor σ0 in 
eqn (6.1) while E0 = D0(Fe11+‒CO) is allowed to vary. The model shown uses E0 = 1.88 
± 0.08 eV and can be seen to reproduce the cross section over two orders of magnitude in 
energy and three orders of magnitude in cross section. This agreement validates the 
overall approach used here. The dashed line shows the model in the absence of the 
distributions of translational and internal energies of the reactants and properly reflects 
the lifetime of the complex as a function of energy truncated at the flight time through the 
instrument. Below a cross section of about 0.5 Å2 at the highest energies, the model no 
longer reproduces the data, as discussed further below.   
Comparably good model cross sections are obtained for n = 12–14 (again 
allowing σ0 to vary slightly to best recreate the experimental cross section magnitude, 
Table 6.1), whereas both smaller and larger clusters show more obvious deviations at 
higher energies. Figs. 6.4a, 6.4b, and 6.4d show the examples of n = 4, 7, and 16, which 
are representative of the behavior of smaller and larger clusters. In all cases, the 
parameters of the model are chosen to best fit the experimental cross sections at low 
energies, with the optimized parameters listed in Table 6.1. Note that σ0 is held to unity 
for the smaller clusters, i.e., the variation in the magnitude of the cross section model 
relies entirely on the value of E0 = D0(Fen+‒CO). It can be seen that the model 
reproduces the data for Fe16CO+ with fidelity over extended ranges of energy and 
magnitude, but the deviation at higher energies is much larger than for Fe11CO+. The 
same is true for n = 15 and 17. For the smaller clusters, the deviations between the data 
and the model extend over larger energy ranges, but are of comparable size to the larger 




less than 1 Å2. Therefore, the deviations remain about the same absolute size but extend 
over larger energy ranges because the overall cross sections of the smaller clusters have 
smaller magnitudes. 
 As noted above, the comparison of the cross sections for Fe11+ and Fe16+ in Fig. 
6.2 strongly suggests that the difference in behavior at higher energies is a distinct feature 
in the cross section. This observation implies that a new reaction pathway may become 
available. One possibility would be dissociative chemisorption, i.e., formation of the 
physisorbed FenCO+ species at low energy and chemisorbed CFenO+ at higher energies. 
As noted above, if this were the case, one might expect to observe products like FenC+ or 
FenO+, although these would require considerable energy to induce loss of C or O atoms. 
More likely, if CFenO+ were formed, then a potential competitive dissociation pathway 
would be loss of atomic Fe to form Fen-1CO+, which also is not observed until much 
higher energies (Fig. 6.S1 in the Electronic Supplementary Information). This could 
suggest that dissociative chemisorption cannot explain the higher energy feature, but this 
presumes that the CO recombinative desorption energy is larger or comparable to the 
metal-metal bonds. We discuss this comparison further below. 
 Another possible explanation is that a different binding site with a different 
adsorption energy becomes available, perhaps because the higher collision energies 
anneal the clusters.  To explore both possible explanations further, we model the high 
energy behavior again using eqn (6.1). This clearly requires a higher value of E0 so that 
the lifetime of the FenCO+ complex extends to higher energies, but a lower value of σ0 in 
order to match the smaller magnitude of the high energy features. The results of such dual 




parameters in Table 6.1. Fig. 6.S2 in the Electronic Supplementary Information shows 
these models for n = 4–17. Now, the model reproduces the data for all cluster sizes over 
more than four orders of magnitude in cross section and the entire energy range.  In most 
cases, the optimum E0 value for the low energy feature differs by less than 0.1 eV from 
that found without considering the high energy feature, with larger differences (0.28 and 
0.19 eV) for n = 5 and 6, respectively. For n = 11–17, the magnitude of the high energy 
feature is relatively constant at 4%–10% and the E0 values are 0.66 ± 0.09 eV higher than 
those for the low energy feature. For the n = 4–10 clusters, the magnitudes are smaller, 
0.3%–2 % and the E0 value differences become larger. If the high energy feature really 
does correspond to a distinct site on the clusters, then the σ0 value should be a relative 
measure of this site’s probability coupled with the sticking probability at this site. Hence, 
it is reasonable to expect that the probability of having such a site is larger for the larger 
clusters, as we observe. In most cases, the E0 value seems of a reasonable magnitude but 
that for n = 4 seems excessively large for this noncovalent (donor‒acceptor) interaction. 
In this regard, the E0 values for the higher energy feature must be viewed somewhat 
skeptically because they are no longer constrained by the σ0 value being fixed. 
 
6.5 Discussion 
6.5.1 Trends in the Fen+‒CO Bond Energies as a Function of Cluster Size 
 The D0(Fen+‒CO) values derived from analysis of the association reactions are 
shown in Fig. 6.6. Excluding the two very large values for n = 4 and 5, the primary 0 K 
Fen+‒CO binding energies for n = 6–17 clusters have an average of 1.71 ± 0.13 eV with 















Fig. 6.5. Zero-pressure extrapolated experimental cross sections (symbols) for the 
association reactions of Fe4+, Fe7+, Fe11+, and Fe16+ (parts a–d) with CO as a function of 
kinetic energy in the center-of-mass (lower x-axis) and laboratory (upper x-axis) frames. 
Dashed lines represent the dual model of eqn (6.1) for the primary and secondary features 
and the red line shows their sum including experimental internal and kinetic energy 
















Fig. 6.6. Cluster–CO binding energies for the primary (black squares), primary dual fit 
(dark red diamonds), and secondary (green triangles) features taken from Table 6.1 and 
the Fe+–CO bond strength (blue circle) from Ref. 51. Experimental bulk-phase binding 
energies, 1.39 (shallow hollow, SH),53 1.08 (SH),54 and 2.08 (dissociative recombination, 
DR) eV,53 are indicated by purple triangles to the right. The dashed lines indicate the 








energies, the average value for the n = 11–17 clusters is 2.35 ± 0.14 eV.   
 Both the primary and secondary values generally decline with increasing n. This 
can be understood on the basis of a model proposed by Castleman and coworkers.17 In 
their studies of the association reactions of CO with cobalt and copper cluster cations, 
analysis of the observed rates of reaction required the cluster–CO bond strength, En, 
which they estimated using eqn (6.5). 
 𝐸𝐸𝑛𝑛 =  𝐸𝐸𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 +  ∆𝐸𝐸𝑛𝑛0[(𝑟𝑟𝑀𝑀𝑛𝑛01/3 + 𝑟𝑟𝐶𝐶𝐶𝐶) (𝑟𝑟𝑀𝑀𝑛𝑛1/3 + 𝑟𝑟𝐶𝐶𝐶𝐶)]4�  (6.5) 
This assumes that there is a nearly constant covalent contribution taken to equal Ebulk, the 
bulk-phase bond energy of CO attached to the metal surface, enhanced by a Coulombic 
term that should vary with the size of the cluster. Eqn (6.5) estimates the latter by using 
∆En0, the difference between the atomic (n0 = 1) and bulk metal–CO bond strengths, and 
rM and rCO, the radii of the metal and CO (determined as detailed above). Clearly, the 
same expression can be normalized to values other than that for the atom by changing n0 
and ∆En0. This expression leads to calculated cluster–CO bond strengths that always 
exceed Ebulk and should increase as the clusters get smaller, in agreement with the trends 
in Fig. 6.6.   
 Fig. 6.6 shows these predicted cluster-CO bond energies starting with Ebulk = 1.39 
eV and normalized to both n0 = 1, where D0(Fen+–CO) = 1.59 ± 0.08 eV,51 and the 
present bond energy for n0 = 6. Clearly, the atomic–CO bond energy is not representative 
of those for larger clusters. This is because Fe+ has a 6D(4s13d6) ground state, such that 
donation of the lone-pair of electrons to iron is inhibited by occupation of the outermost 
4s orbital. In contrast, the correlation associated with n0 = 6 (arbitrarily chosen) 




the n = 4 cluster. Fig. 6.6 also includes the prediction for Ebulk = 2.08 eV normalized to 
the high energy feature bond energy for n0 = 9. Again the correlation with the data is 
reasonable except for the smallest clusters and captures the experimental trend with 
cluster size. Variations about this general trend are probably related to differences in the 
detailed structures of the clusters.   
 
6.5.2 Comparison to Bulk Phase Thermochemistry 
 The trends shown in Fig. 6.6 and quantified by eqn (6.5) require appropriate bond 
energies for the bulk phase asymptote. Several papers have focused on the binding of CO 
to the Fe(111) surface. In thinking about these results, it is important to remember that 
iron forms a bcc lattice such that the (111) surface is fairly open with atoms in the second 
and third layers being exposed, as shown in Fig. 6.7. Bartosch, Whitman, and Ho 
(BWH),52 Whitman et al.,53 and Seip et al.54 used temperature programmed desorption 
(TPD) and electron energy loss spectroscopy (EELS) to determine how CO adsorbs on a 
Fe(111) surface as a function of coverage and temperature. BWH found that CO binds to 
Fe(111) at atop and two different multifold sites, shallow hollow and deep hollow, which 
are outlined by the red and blue triangles in Fig. 6.7, respectively. The shallow hollow 
(SH) site was measured to have a binding energy of 1.39 eV, respectively, around 300–
400 K.53 Seip et al. found similar binding energies for the atop and shallow hollow sites: 
0.91 and 1.08 eV, respectively. For results on the Fe(100) surface, a site like the shallow 
hollow remains but there can be no deep hollow site. Moon, Dwyer, and Bernasek 
(MDB)55 observed CO absorbing molecularly to three sites on an Fe(100) surface, with 




two studies obtain lower desorption energies because they used Redhead’s formula56 and 
assumed first-order desorption kinetics with a “normal” frequency factor of 1013 s-1. A 
crucial factor for using Redhead’s method is the availability of reliable preexponential 
factors,54 which are commonly assumed to be on the order of 1013–1015 s-1 on the basis of 
simple transition state theory.57 Whitman et al. conclude that such normal preexponential 
factors are incorrect in this case and values of 1015–1018 s-1 should be used for CO 
desorbing from a Fe surface, thereby leading to the higher desorption energies. The 
present study validates the higher 1.39 eV value obtained by Whitman et al., as shown in 
Fig. 6.6. Meanwhile, all three studies found that a secondary activated adsorption 
mechanism occurs at temperatures above 400 K where adsorbed C and O recombine and 
then desorb around 800 K. This corresponds to a desorption enthalpy of 2.08–2.17 eV, 
where the lower value is from Whitman et al.   
 As noted above, the correlation shown in Fig. 6.6 for the primary Fen+-CO bond 
energies utilizes Ebulk = 1.39 eV, the value determined by Whitman et al. for the shallow 
hollow site. A key observation for the purposes of the present study is that at low surface 
coverages, the shallow hollow and deep hollow sites are occupied on the Fe(111) surface 
and that the barriers for movement between sites are small, 0.20 ± 0.02 eV. In addition, 
they find that the sticking probability at the shallow hollow site is about twice that for the 
deep hollow site. Finally, the deep hollow site corresponds to interaction of CO with Fe 
atoms in the third layer. BWH52 calculate that this means the C atom is ~0.4 Å below the 
surface, whereas the shallow hollow places the C atom only ~0.5 Å above the surface 
with atop sites having metal-C distances of ~1.3 Å.52 From this, it seems unlikely that 




Thus, the correspondence of our data with the bulk-phase desorption energy for the 
shallow hollow site seems appropriate.   
 The correlation shown in Fig. 6.6 for the secondary bond energies utilizes Ebulk = 
2.08 eV, associated with dissociative recombination (DR). There is evidence that the 
shallow hollow54,55 and deep hollow sites52 are the precursors to dissociative 
chemisorption at room temperature. Seip et al. note that occupation of the shallow hollow 
site disappears upon heating the Fe(111) surface over 350–400 K leading to dissociative 
chemisorption. Likewise, MDB show that their most strongly bound molecular 
adsorption site was the precursor to dissociative chemisorption. This process may parallel 
our observation of the dissociative state observed at higher collision energies. If the 
hollow sites are required for dissociation, this could explain why the extent of 
dissociative chemisorption on the clusters is relatively minor, 0.3%–10%, of the total 
adsorption probability. Clearly, larger clusters have a higher probability of supporting 
sites that mimic the three-fold symmetries of the hollow sites, Fig. 6.7, thus explaining 
the general increase in this probability with n, σ0 values in Table 6.1. Given the 2.08 eV 
value for dissociative recombination, we can return to the question of whether 
dissociation channels other than CO loss should be available to a CFenO+ complex. 
Examination of the D0(Fen-1+–Fe) bond energies for n = 2–1848 shows that they all 
exceed 2.4 eV except for n = 3 at 1.67 ± 0.12 eV and n = 4 at 2.11 ± 0.20 eV. Thus, 
dissociation of CFenO+ by Fe atom loss is unlikely to be competitive with dissociative 
recombination of CO except for the smallest clusters where the extent of dissociation is a 
















Fig. 6.7. Rendering of a Fe(111) surface according to a base vector length of 4.05 Å from 
Refs. 53 and 54. This surface exhibits three types of highly symmetric sites: atop (first 
layer, black), shallow hollow (second layer, silver and outlined by the red triangle), and 





6.5.2 Comparison of Gas Phase and Bulk Phase Spectroscopic Measurements 
 On the basis of the desorption energies, Fig. 6.6 suggests that the primary binding 
motif for CO to small iron cluster cations is molecular in sites similar to the shallow 
hollow site on Fe(111). This assignment appears to be in conflict with the infrared 
multiple photon dissociation (IRMPD) studies of Lyon et al.41 in which they concluded 
that CO binds to neutral iron clusters only at atop sites. This assignment is based on a C–
O stretching frequency of ≈1865 cm-1 (with very broad bands, nearly 100 cm-1 in full 
width at half-maximum), which showed little to no change as the cluster size increased 
from 18–23. They suggested that if CO were to occupy other sites, such as bridge or 
hollow sites, the C–O stretching frequency should redshift by ~150 cm-1 with each 
additional metal–CO bond,58 again referring to the Blyholder model.4 Perhaps 
importantly, Lyon et al. comment that because their experiments did not achieve 100% 
depletion, 20 – 40% of their clusters could correspond to alternative isomers that do not 
absorb in the 1775 – 1950 cm-1 region examined.   
 In their studies of the interactions between CO and Fe(111) surfaces, Seip et al. 
observed three CO stretching frequencies of 2000, 1805, and 1530 cm-1, which they 
assigned to atop, shallow hollow, and deep hollow sites, respectively. These assignments 
relied on the ranges provided by Sheppard and Nguyen59 who suggested that CO bound at 
an atop site should have a vibrational frequency of 2000–2130 cm-1, two-fold sites should 
have 1880–2000 cm-1, and multifold sites should be 1650–1880 cm-1. Likewise BWH 
observe CO frequencies ranging from 1760 at low coverages to 1860 cm-1 at high 
coverages that they attribute to the shallow hollow site, noting “that the observed 




frequencies of 1940–2015 cm-1. The deep hollow site is assigned to CO frequencies of 
1530–1575 cm-1. As noted above, it is also important to remember that the surface studies 
find that the shallow hollow site is occupied preferentially at low coverages on Fe(111), 
with a similar site preferentially occupied on Fe(100). Thus, our single collision studies 
should match these conditions.   
Recapping, Lyon et al. concluded CO binds at atop sites on neutral iron clusters,41 
whereas the surface studies concluded that CO prefers to occupy the shallow hollow sites 
at 300 K and low coverage.52-55,60 Fig. 6.6 suggests that the iron cluster cations in our 
experiments behave comparably to the surface. There are two plausible explanations to 
explain this discrepancy. One is that the ~1865 cm-1 band actually does correspond to the 
CO stretching frequency when bound to a multifold site, as suggested by the ranges given 
by Sheppard and Nguyen59 and adopted by BWH and Seip et al. Certainly, this frequency 
falls outside the range for the atop site according to this work, although it is not quite as 
low as the 1760–1805 cm-1 frequency observed on the low-coverage Fe(111) surface. 
Another explanation focuses on how the CO bound clusters are formed in the two gas-
phase experiments. Lyon et al. create their iron clusters by pulsed gas laser vaporization 
followed by introduction of the CO into the clustering region of their source. Clearly, this 
can lead to multiple collisions, which could lead to CO occupying multiple sites 
including atop sites as a result of collisional stabilization. This region of multiple 
collisions may be analogous to the high coverage environment in the surface studies, 
where the CO prefers occupying atop sites and this stretch dominates the observed 
spectra. In the present work, bare mass-selected cluster cations are collided with CO 




stabilization can occur, directly analogous to the low-coverage limit of the surface 
studies.   
 
6.6 Conclusions 
 The kinetic energy dependences for the association reaction of CO to bare gas-
phase iron cluster cations ranging in size from 4 to 17 atoms are studied using guided ion 
beam mass spectrometry. The data are analyzed using a model that assumes the lifetimes 
of the association complexes are limited by passage over a loose, orbiting (PSL) 
transition state and explicitly conserves orbital angular momentum. This method involves 
the careful treatments of lifetime effects, kinetic energy distributions of the cluster ion 
and neutral reactants, reactant internal energy distributions, and angular momentum 
distributions. The resulting modeled cross sections can reproduce the kinetic energy 
dependences and absolute magnitudes of our experimental cross sections in detail using 
only a single adjustable parameter, E0. For many cluster sizes, there is strong evidence 
for a second higher energy feature that indicates a separate process, and this feature is 
independently analyzed as well, although the parameters are no longer constrained as 
well. The end result is the determination of quantitative binding energies of CO to iron 
cluster cations for two possible sites. 
 Comparison of these gas-phase binding energies with bulk-phase 
measurements53,55,60 leads to the conclusion that CO primarily occupies a shallow hollow 
binding site on small iron cluster cations and that the secondary higher energy feature is 
likely associated with a dissociative chemisorption process. Smaller clusters exhibit 




model.17 A good correlation between the asymptotic gas-phase binding energies obtained 
from this study and those from Whitman et al.53 helps validate their absolute values. 
Notably, the present values are the first experimentally determined binding energies for 
CO to gas-phase metal clusters in any charge state. As in many of our previous 
thermodynamic studies of small cationic transition metal clusters,5-14 it is perhaps 
surprising that bulk-phase-like thermochemistry is obtained for such modest sized 
clusters. As in these previous studies, we rationalize this as a direct consequence that 
ligand-surface bonds are relatively local phenomena, namely any ligand can bind to only 
1–4 surface atoms (of a cluster or the bulk). Once the cluster is sufficiently large to allow 
adequate electronic “flexibility”, the cluster-adsorbate bonds approximate the surface-













6.7 Electronic Supplementary Material 
 
 
Fig. 6.S1. Experimental cross sections for the reaction of Fe15+ with CO as a function of kinetic 

















Fig. 6.S2.  Zero-pressure extrapolated experimental cross sections (symbols) for the 
association reactions of Fen+ where n = 4–17 (parts na‒nb) with CO as a function of 
kinetic energy in the center-of-mass frame. The red line in parts na is the model of eqn 
(6.1) using the single model parameters in Table 6.1. Dashed lines in parts nb represent 
models of eqn (6.1) for the primary and secondary features and the red line shows their 
sum using the dual model parameters in Table 6.1. The locked dipole cross section of eqn 
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