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3Быстрый прогресс в развитии ави-ационной и ракетно-космической 
техники привел к созданию и развитию 
радиолокационных и оптических сис-
тем траекторных измерений. В состав 
которых входят: радиолокацио н ные и 
кинотеодолитные станции, измеряю-
щие первичные параметры поло-
жения объектов, а также средства 
обработки, регистрации и отобра-
жения получаемой информации. С 
по мощью аппаратуры информаци-
онно-измерительных комплексов 
вычисляются вторичные параметры 
положения и движения объектов, 
анализируются траектории их дви-
жения, а также производится по-
слеполетная обработка полученных 
данных с целью оценки правильно-
сти работы бортовых комплексов.
Характерной особенностью дан-
ной области исследований является 
тесная взаимосвязь процессов измере-
ния параметров положения и движе-
ния объектов и компьютерной обра-
ботки данных, получаемых от радио-
локационных и оптических систем. 
По существу эти два процесса сли-
ваются в единый процесс, составные 
части которого сильно влияют друг на 
друга и должны рассматриваться со-
вместно.
Различные аспекты решения задач 
обработки траекторной информации 
рассматривались в работах отече-
ственных авторов: Агаджанова П.А., 
Дулевича В.Е., Жданюка Б.Ф., Ого-
роднийчука Н.Д., Паслена В.В., Мо-
тылева К.И. и др., а также зарубежных 
авторов: Андрюса Д., Хьюбера П., 
Тьюки Дж. и др.  
В целях повышения эффективно-
сти полигонных испытаний элемен-
тов перспективной системы противо-
ракетной обороны, Министерство 
обороны США, начиная с 2000 года, 
проводили работы по созданию мно-
гофункциональной РЛС траекторных 
измерений морского базирования, 
получившей наименование XTR-1 
(X-Band Transportable Radar). Данная 
станция предназначена для обнаруже-
ния, распознавания и сопровождения 
баллистических целей, а также изме-
рения текущих параметров траекто-
рий их полета. 
Особенностью траекторной ин-
формации, полученной в результате 
испытаний, является пространствен-
ная и временная избыточность. Вре-
менная избыточность появляется по 
причине высокого темпа съема ин-
формации, а пространственная избы-
точность возникает вследствие много-
кратного дублирования измерений 
различными измерительными сред-
ствами. Отличительной чертой траек-
торных измерений является исключи-
тельно высокая требуемая точность и 
тесная взаимосвязь процессов измере-
ний и обработки информации. До по-
явления персональных компьютеров 
(ПК) обработка измерительной ин-
формации производилась «вручную» 
или с помощью механических вычис-
лительных средств (логарифмическая 
линейка, арифмометр, механическая 
вычислительная машина). Сглажи-
вание информации осуществлялось 
графо-аналитическим способом, а для 
вычисления вторичных параметров 
положения ЛА применялись простые 
методы, основанные на использова-
нии минимально-необходимого набо-
ра первичных координат.
При этом суть простых методов 
сводилась к аналитическому опреде-
лению точки пересечения трех по-
верхностей положения. Алгоритмы 
преобразования координат при ис-
пользовании таких методов просты и 
всем известны, что и явилось причи-
ной их широкого распространения и 
использования.
К числу недостатков простых ме-
тодов следует отнести:
 – многообразие и неуниверсаль-
ность методов, что приводит к боль-
шим неудобствам и увеличению сро-
ков обработки;
 – наличие обширных зон низкой 
точности;
 – неучет пространственной из-
быточности измерений, что приводит 
к потере точности.
Нами предлагается метод нели-
нейного оптимального адаптивного 
сглаживания, позволяющий совмест-
но реализовать пространственную 
и временную избыточность данных 
трае кторных измерений.
Для полиномиального описания 
стохастических траекторий при со-
вместной реализации пространствен-
ной и временной избыточности вво-
дится система линейно-независимых 
базисных функций (ЛНБФ) и вектор 
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4коэффициентов сглаживающего поли-
нома, состав и величина которого под-
лежат определению в ходе обработки. 
В работе нами предложена клеточно-
матричная структура базисной функ-
ции для осуществления сглаживания 
путем совместной обработки дан-
ных внешнетраекторных измерений 
(ВТИ), обладающих пространствен-
ной и временной избыточностью.
Предлагаемая структура ЛНБФ 
имеет вид (1).
Описанная структура ЛНБФ об-
ладают рядом недостатков, поэтому 
целесообразным будет, если на мно-
жестве точек измерений удалось бы 
построить систему Λ-ортогональной 
базисной функции (Λ-ОБФ). 
Предлагаемый нами способ состо-
ит в приведении основной матрицы 
системы к диагональной форме путем 
построения такой системы Λ-ОБФ, 
с учетом нелинейного характера за-
дачи, при которой недиагональные 
элементы основной матрицы системы 
сводятся к диагональному виду. По-
строение Λ-ОБФ двух переменных 
предлагаем осуществить следующим 
образом.
Пусть исходная система ЛНБФ в 
общем случае имеет вид (1) с общим 
элементом ),( WM tkl  (где k=0, …, m; 
l=0, …, 1, 2; t1, …, ti, …, tn – моменты 
времени на интервале сглаживания, 
n – число моментов времени на ин-
тервале сглаживания, τ – независимая 
переменная, принимающая значения 
τx, τy, τz).
Необходимо построить систему 
Λ-ОБФ вида (2), с общим элементом 
),( WtPkl , для которой недиагональ-
ные элементы основной матрицы си-
стемы уравнений равны нулю, т.е.
0 / kl
T
kl JJ ,                 (3)
где    J – Якобиева матрица, эле-
менты которой klkl FPJ  ;
F – элемент матрицы проекций 
градиентов.
Для начала процесса 
Λ-ортогонализации положим
);,(),( 0000 WMW ttP  
.0000 ɎJ  
Далее представим 
),,(),(),( 010001,0001 WMWDW ttPtP    
(4)
где вспомогательный коэффици-
ент подлежит уточнению из условия 
(3).
Для этого на базе известных 
00J  ɢ 01Ɏ  вычислим вектор-столбец 
01J  по формуле
.010001,0001 ɎJJ  D           (5)
Транспонируем вектор 01J  и умно-
жим его справа на 00J/ , полученный 
результат, благодаря условию (3), при-
равняем к нулю:
                                      
.00001000001,000001  // / JɎJJJJ
TTT D
     
(6)
Из выражения (6) найдем значение 
неизвестного вспомогательного коэф-
фициента 01,00D :
.
0000
0001
01,00 JJ
JɎ
T
T
/
/
 D               (7)
Аналогично представим 
),(),( 0002,0002 WDW tPtP  
),(),( 020102,01 WMWD ttP  
        (8)
и определим вспомогательные ко-
эффициенты 02,00D  ɢ  02,01D .
Для этого на базе известных 
00J , 01J  ɢ 02Ɏ  вычислим вектор-
столбец:
                                         
.020102,010002,0002 ɎJJJ  DD    (9)
Транспонируем вектор 02J , умно-
жим его справа на 00J/  и, приравняв 
полученный результат к нулю на базе 
условия (3) получим:
                          
000002,000002 / / JJJJ
TT D
.00002000102,01  // JɎJJ
TTD 
  (10)
Аналогично получим 
010002,000102 / / JJJJ
TT DD
,00102010102,01  // JɎJJ
TTD   
(11)
домножив TJ 02  ɧɚ 01J/ .
Благодаря условию (3), выражения 
(10) и (11) упрощаются:
,00002000002,00  // JɎJJ
TTD
.00102010102,01  // JɎJJ
TTD 
Из выражений (12) вычисляем ко-
эффициенты
;
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        (13)
Процесс повторяется до получе-
ния ).,(2 WtPm 
Если найдена функция ),()1( WtP lk   
системы (2), то следующая функция 
),( WtPkl  будет найдена из предложен-
ного нами рекуррентного соотноше-
ния:
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где
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      (15)
Рассмотрим методику адаптивно-
го нелинейного оптимального сглажи-
вания многопараметрических данных 
),(),(),()...,(),(),(
),(),(),()...,(),(),(
),(),(),()...,(),(),(
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где 20
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10
0
00
0 )()()...()()()(),( l
m
l
m
l
m
lll ttttttttttttt WWWWWWWM  ;
l = x, y, z;
m – степень сглаживающего полинома;
t – текущий момент времени;
t0 – момент времени, соответствующий середине интервала сглаживания.
τl– вторая независимая переменная базисной функции.
),(),(),()...,()...,(),(),( 210020100 WWWWWWW tPtPtPtPtPtPtP mmmkl             (2)
(12)
5измерений с использованием предла-
гаемой нами структуры ЛНБФ (1):
Исходными данными для осу-
ществления процесса сглаживания яв-
ляются следующие величины:
ߦ௜
௝ – данные измерений j пер-
вичной координаты (например, даль-
ность, азимут, угол места в i-й момент 
времени);
n – число точек на интервале сгла-
живания;
N – число подлежащих обработке 
первичных координат;
mmax – максимально возможная 
степень сглаживающего полинома.
Методика адаптивного нелинейно-
го оптимального сглаживания данных 
траекторных измерений предусматри-
вает:
1. Нахождение начального при-
ближения вектора оценок коэффици-
ентов сглаживающего полинома.
2. Определение максимально прав-
доподобной оценки (МПО) вектора ко-
эффициентов сглаживающего полинома 
и формирование достаточных стати-
стик.
3. Проверку статистик на значи-
мость и формирование оптимального 
вектора оценок коэффициентов сгла-
живающего полинома.
4. Вычисление и вывод на печать 
сглаженных значений вторичных ко-
ординат положения летательного ап-
парата (ЛА).
В общем виде последовательность 
решения задачи можно представить:
Более подробно ее можно предста-
вить следующим образом:
1. Формируем систему ЛНБФ 
структуры (1) с учетом максимально 
возможной степени сглаживающего 
полинома. 
2. Формируем вектор измерений, 
состоящий из N·n элементов (где N – 
количество измеряемых первичных 
координат, n – число точек на интерва-
ле сглаживания).
3. По минимальному набору пер-
вичных координат рассчитываем 
вторичные координаты и формируем 
вектор несглаженных значений вто-
ричных координат.
Если имеются данные РЛС, то 
вторичные координаты в местной си-
стеме координат рассчитываются по 
формулам [8]:
,sincos
,sin
,coscos
DE
E
DE
 
 
 
RZ
RY
RX

где    X, Y, Z – значения вторичных 
координат;
R, α, β – измеренные значения пер-
вичных координат дальности, азимута 
и угла места. 
Если имеются данные двух КТС, 
то вторичные координаты в местной 
системе координат рассчитываются 
по формулам [8]:
,
)21sin(
2sin
,1cos
,
,1sin
DD
DE
D
E
D


 
 
 
 
ȽR
ȽRZ
tgȽRY
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
где    β – длина базы угломерной 
системы;
α1, β1 – азимут и угол места первой 
КТС;
α2 – азимут второй КТС.
4. Пересчитываем вторичные ко-
ординаты из местной системы коор-
динат в стартовую систему координат.
5. Путем решения системы 
уравнения вида *rC TT MMM   на-
ходим оценку коэффициентов сгла-
живающего полинома по формуле 
*1)(ˆ rC TT MMM  .
6. По формуле *1
0 )(ˆˆ rCr
TT MMMMM    
находим начальное приближение век-
тора сглаженных значений вторичных 
координат.
7. По сглаженным значениям вто-
ричных координат 
0ˆ
r  вычисляем 
сглаженные значения начального при-
ближения первичных координат 
0
[ˆ  и 
формируем из них вектор со 
структурой идентичной структуре, 
приведенной в п.2. 
Формулы пересчета из вторичных 
координат (стартовой системы) в пер-
вичные координаты (местной систе-
мы) имеют вид [8]:
,2)(2)(2)( jZZjYYjXXR  
,
)(
)(
jXX
jZZarctg


 D
,
)(
xzR
jYYarctg

 E
где 2)(2)( jZZjXXxzR  ;
Xj, Yj, Zj – координаты станций, 
выполняющих измерения j-го первич-
ного параметра;
X, Y, Z – вторичные координаты 
точки (объекта измерений) в простан-
стве в стартовой системе координат.
8. Определяем вектор отклонений 
0
ˆ
0
~ [[[  '  данных ξ измерений от 
вычисленных первичных параметров 
0[ˆ 
, полученных на начальном этапе с 
использованием сглаживания полино-
мом m-го порядка.
9. По вычисленным значениям 
вторичных параметров рассчитываем 
проекции градиентов соответствую-
щих первичных данных измерений 
по формулам, приведенным в [8], и 
формируем матрицу проекций гради-
ентов.
10. По вычисленным значениям 
проекций градиентов, соответствую-
щих первичным данным измерений и 
структуре ЛНБФ (1), формируем Яко-
биеву матрицу Ф с общим элементом:
¦
 »
»
»
¼
º
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w
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uitklj
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j
ij
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,
),(, WM
[

где    U = X, Y, Z;
l = 0, 1, 2; 
j – тип первичной координаты;
или в матричной форме MF )  
(где F – матрица проекций градиен-
тов).
При этом положение элемента j kli,)  
o
p
ooo
m
!oooo'ooo
ooooo'oo
n
ooooo
APɩU
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ɧɟɬ
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JPɎFrCr
~
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o
m
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mmF max,1Q  ɟɫɥɢ DQQ ,,1,1 FF ! ɬɨ klakla  
* ɢɧɚɱɟ srAkla ˆ
*0* oo 
6в матрице будет определяться следую-
щим образом:
 –  циклически изменяющиеся 
индексы j и i, обозначающие соот-
ветственно тип (номер) измеряемого 
параметра и номер точки измерений, 
определяют номер строки в соответ-
ствии с упорядоченным расположени-
ем элементов вектора j
i
[  измерений;
 –  циклически изменяющиеся 
индексы l и k, обозначающие соответ-
ственно составляющую вычисляемого 
вектора положения (т.е. степень по 
аргументу τ) и степень по аргументу t, 
определяют номер столбца в соответ-
ствии с упорядоченным расположени-
ем компонент akl вектора A.
11. На базе системы ЛНБФ струк-
туры (1) строим систему Λ-ОБФ из 
условия равенства нулю недиаго-
нальных элементов основной матри-
цы 0 / klJ
T
klJ QQ . Для построения 
Λ-ОБФ воспользуемся рекуррентной 
формулой (14) и (15).
12. Из значений вспомогательных 
коэффициентов (15), полученных в 
процессе построения Λ-ОБФ на ν 
шаге приближений, формируем верх-
нюю треугольную матрицу αν, диа-
гональные элементы которой равны 
нулю.
13. Из значений вспомогатель-
ных коэффициентов (15) формируем 
верхнюю треугольную матрицу Uν с 
общим элементом, рассчитанным по 
формуле
¦¦
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Диагональные элементы этой мат-
рицы равны единице.
Причем матрица U накапливается 
от одной итерации к другой и имеет вид 
,...21 ɉUUUUP MM QQ   после за-
вершения итеративного процесса.
14. По формуле 
Q[QQQQ /'
/ ' TJJTJA 1)(ˆ   
рассчитываем вектор приращений 
последовательных приближений оце-
нок коэффициентов сглаживающего 
полинома.
15 Найденная поправка Aˆ'  должна 
быть сложена с Qɋˆ , соответствующим 
той же системе Λ-ОБФ, а не с Qɋˆ , соот-
ветствующим системе ЛНБФ. Для это-
го необходимо операцию пересчета Qɋˆ  
в QAˆ  проводить на этапе каждого при-
ближения, так как Λ-ОБФ от итерации 
к итерации изменяется. Пересчет Qɋˆ  в 
QAˆ  производим по формуле 
),(ˆ ICCCtr    MM
,ˆ1 APCUU   M 
или QQDQ CIA
ˆ)(ˆ   (где I – 
единичная матрица).
16. По основному алгоритму 
ˆˆˆ
1
ˆ vAvAvAvA  ' 
> @^ `),(1)( vAtrTvJvJTvJ [[ // 
находим очередное приближение 
вектора оценок сглаживающего по-
линома.
17. По формуле QQQ APr
ˆˆ ' '  на-
ходим вектор приращений вторичных 
координат.
18. По формуле QQQ rrr ˆˆˆ ' '  
вычисляем (ν+1)-приближение вто-
ричных координат.
19. Проверяем условие
HQ d'rˆ 
,
где ε = 0,1 – 0,5 м – константа, вве-
денная для завершения итеративного 
процесса.
Если составляющие вектора Qrˆ'  
не удовлетворяют этому условию, 
то происходит переприсваивание
;1
ˆ:ˆ  QQ AC  ;1ˆ:ˆ  QQ rr
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и начиная с пункта 5, процесс повто-
ряется до выполнения условия пункта 19.
Если составляющие вектора Qrˆ'  
удовлетворяют этому условию, то по-
следнее приближение вектора оценок 
коэффициентов сглаживающего поли-
нома считается их максимально прав-
доподобной оценкой.
20. По критерию Фишера рассчи-
тываем статистику по формуле
2
ˆˆ
2ˆ
,1
k
kF
FD
V
FD
Q  
,
представляющая отношение квадра-
та оценки коэффициента полинома к 
оценке его дисперсии (где χ = 0, 1, 2; 
k = 0, …, mmax).
21. Проверяем каждый компонент 
вектора коэффициентов сглаживаю-
щего полинома на значимость путем 
сравнения соответствующей стати-
стики с табулированным пороговым 
уровнем, зависящим от числа степе-
ней свободы и заданной доверитель-
ной вероятности.
Если соответствующая статистика 
больше порогового уровня, то прове-
ряемый компонент остается в составе 
вектора коэффициентов сглаживаю-
щего полинома, если статистика мень-
ше порогового уровня, то значение 
проверяемого компонента приравни-
вается к нулю.
Выполнив проверку, получаем оп-
тимальный вектор оценок коэффициен-
тов сглаживающего полинома optAˆ  .  
Умножив оптимальный вектор 
оценок сглаживающего полинома 
optAˆ   на систему Λ-ОБФ, получим 
значения вторичных координат поло-
жения ЛА.
22. Далее процесс повторяется с 
пункта 2, то есть обрабатывается сле-
дующий шаг локально-скользящего 
сглаживания (ЛСС).
23. Результаты сглаживания выво-
дятся на печать в виде, удобном для 
потребителя.
Вывод: В результате проделанной 
работы нами доказана возможность 
осуществления нелинейного опти-
мального адаптивного сглаживания 
данных измерений с помощью систе-
мы ЛНБФ двух переменных и ее про-
граммная реализация на современных 
ЭВМ, с целью повышения точности и 
достоверности оценки вторичных па-
раметров положения и движения ис-
пытываемых объектов.
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