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Abstract. Semantic information retrieval systems query the World 
Wide Web based on context information, and are intended to provide 
more pertinent search results. However, most of the existing systems 
overlook one important aspect ‘the user’. They are more focused on 
eliminating the obscure results that a conventional or non-semantic 
search engine would throw up and hence, they are pretty much static. 
On the other hand, our effort would channel its focus more towards 
providing a more user-centric service using ontology and involving 
learning and prediction. By studying the usage statistics of the user, 
context information can be built and used effectively to produce better 
search results. Such an approach also entails that the knowledge that is 
accrued, be organized such that the relationships between the data 
elements can be elicited easily and unambiguously. The ontology would 
be described using OWL. Latent semantic indexing algorithm is used 
for context analysis and retrieval. 
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1   Introduction 
The World Wide Web is behemoth repository of unstructured information. 
Semantic information retrieval techniques try to query information based on 
the context of the search key, rather than doing plain keyword matching. 
Adopting a user oriented approach for this purpose is bound to improve the 
performance of the system since it caters to the divergent needs of different 
users who may use the web. Since users may have different perceptions of the 
same search phrase, an adaptable, dynamic semantic information retrieval 
system would produce more pertinent results.  
Many search engines exist today for retrieving the queried information from 
the vast repositories of the World Wide Web, applying syntactic parsing to the 
search keys that users provide and matching them with the already indexed 
list of web pages. The information returned thus is static i.e. same information 
will be returned for every request with the same search key. Thus, the user 
may have problems finding the appropriate document. Semantic web searches, 
that have evolved, allow indexing of semantic web documents in RDF [11] 
and OWL [8, 10]. Such services narrow the scope and limit the amount of 
information retrieved. But, separate software agents are required to process 
such information and present it to the user. Incorporating user characteristics 
into semantic web searches would further scale up the efficiency of web 
usage. Thus, we propose a dynamic web service that builds user context over 
time and generate semantic keys that maximize the probability of finding the 
correct contextual information. The semantic keys are fed into a traditional 
search engine and thus, in effect, an existing service is being encapsulated 
within the new service. The proposed web service would have as its aims, 
providing relevant, fast and well presented search results, by analyzing the 
user context using Latent Semantic Indexing [3, 4], rather than retrieving the 
most common interpretation that may not cater to the user’s needs. 
The study of related works is presented in section 2. Section 3 discusses the 
architecture of the proposed system and Section 4 details the probabilistic 
modeling of the system and proposes the semantic ranking algorithm. Work 
flow and data modeling are elaborated in sections 5 and 6 respectively. 
Section 7 illustrates the experimental results and section 8 concludes.  
2   Related Work 
Swoogle [1], the crawler based indexing and retrieval system for the semantic 
web [14], works with semantic web documents in the RDF/OWL. It extracts 
metadata for each discovered document, and computes relations between 
documents and also indexes them to find similarity among set of documents. 
However, it just provides the user with RDF document rather than presenting 
it as described by Quan and Karger [2]. Results in RDF/OWL format will 
allow the system to be used as a Proto-Web-Service with results being used by 
an external system or software agents to provide additional functionality. It 
lacks user-orientation and it is not adaptable. For example, let us take the 
word ‘FAT’, though the most commonly used context is ‘bulky’ or ‘gross’. 
There may also be an interpretation as ‘File Allocation Table’, where Swoogle 
fails to adapt itself to the user’s needs and hence it is not dynamic. 
3   Service Architecture 
The architecture of the proposed user-oriented web search service is 
illustrated in Figure 1. The view layer provides the user interface, a browser, 
in most cases, which accepts the search key from the user and displays the 
search results. The data layer contains the context information in OWL format 
and the cache content in XML format. Information retrieval is done by the 
service layer, with the help of the Context Update, Variant LSI and the 
Semantic Key Generator components. The service layer hosts the 
functionalities such as context creation, appending sub contexts, checking for 
the success of the previous search, context analysis and search, semantic key 
generation, transaction processing and also maintains a cache of semantic key 
pairs for quicker access. This layer takes keys provided by the user, checks 
with the context information of the user and generates the semantic keys. The 
semantic keys are framed such that they exploit the intricacies of the 
underlying traditional search engine to effectively narrow down the search. 
The service layer uses the information from the data layer to achieve the 
mentioned tasks. 
 
Figure 1. Service Architecture showing various components. 
4   Semantic Ranking Algorithm 
The following probability definitions and algorithms support the derivation of 
probability equation used in Semantic Ranking Algorithm. 
4.1   Hit Probability 
This is a measure of the probability of finding a match for the user 
search key in the given context, within the data layer, rather than from 
the backend search index.  
Let UKcache and UKcontext be the set of all user search keys in the 
cache and the context sub layers of the data layer. UKmatch be the set 
of all search keys that match the current user search key UK. 
The hit probability of the user key UK 
 
PH (UK) = _______ n (UKmatch) _______ 
  (n (UKcache) + n(UKcontext)) 
 
Hit probability is an important measure as it determines if the search 
key maps onto a new or existing context. 
4.2   Key Match Probability 
This reflects the probability that a key entered at an instance ‘i’ is 
similar to the key entered previously at ‘i-1’.  
Let UKi and UKi-1 be the search keys entered by the user at instances i 
and i-1 respectively. 
Let SKi and SKi-1 be the semantic keys generated corresponding to 
them.  
The user searching using a similar key successively indicates that the 
results returned previously were not fruitful. To avoid providing 
undesirable results, the semantic keys are so generated that it does not 
belong to the same failed context. 
Hence 
 SKi = probability of match between UKi and UKi-1 
Let M be the set of matching user search keys such that  
UKi, UKi-1 Є M 
And the Key Match probability is defined as 
SKi = P (UKi /UKi-1) = PM (UKi). 
4.3   Semantic Key Generation 
The generated semantic key depends only on the success factor of the 
previous search, which in turn depends on the previous semantic key. 
Thus, the current semantic key generation (SKi), can be thought of as a 
Markov process, wherein the state of the process depends only on the 
value of the previous state and not on any time factor or the past states. 
A classic example of a markov process is a finite state machine. Let SK 
be the random variable denoting the generated semantic key. Since SK 
depends only on the previous state of SK, it can be expressed as 
P (SK= SKi / SK0, SK1 … SKi-1) = P (SK= SKi / SKi-1)  
 4.4   Latent Semantic Indexing 
LSI is a very popular scheme for context analysis [3]. It constructs the 
term-document matrix, a sparse matrix where each row stands for a 
unique key and each column stands for a context. Each cell contains the 
frequency with which the key in its row appears in a passage denoted 
by its context.  Then the matrix is subjected to Singular Value 
Decomposition that reduces the term-document matrix into three 
matrices using factor analysis. Usually, a threshold is chosen and 
documents in contexts having key-context weights above the threshold 
are returned. 
Here, a variant of the LSI algorithm is employed, where in the next 
highest key-context weight is returned each time, termed as the ‘Max-
Weight’. Another difference is that LSI is applied to the context 
information in the data layer and not on the search engine’s result.  
4.5   Page Rank Algorithm   
Page Rank, introduced by Google [5, 6], evaluates the relative 
importance of web documents. Given a document A, A's Page Rank is 
computed by the equations, 
PR (A) = PRdirect (A) + PRlink (A) 
PRdirect (A) = (1 - d) 
PRlink (A) = d (PR (T1) +…+PR (Tn)) 
                        C (T1)              C (Tn)  
where T1… Tn are web documents that link to A; C (Ti) is the total out 
links of Ti; and d is a damping factor, which is typically set to 0.85. 
The intention of Page Rank is to measure the probability that a random 
surfer will visit a page. The above equation captures the probability that 
a user will arrive at a given page either by directly addressing it (via 
PRdirect (A)), or by following one of the links pointing to it (via 
PRlink (A)). 
4.5   Proposed Ranking Algorithm 
By combining equations and probabilities that were derived over the 
previous sections, the Rank of the document‘d’, searched using a user 
key UKd, may be summarized as follows 
 
Rank(d)= PH(UKd)[Max-weight+(1-PM(UKi  / UKi-1))] + (1-
      PH(UKd))[PR(d)’] 
 
Thus, the rank of a document that is not present in the cache and the 
content layers is determined by Page Rank algorithm and hence helps in 
dynamic context building. The rank of a document looked up using a 
search key similar to the previous key, is low. Here, Rank definition 
differs from the convention. Rank value is viewed as a measure of 
degree of relevance in the sense that rank is greater for a more relevant 
document. The rank returned by page rank algorithm is inverted to 
maintain the uniformity of this definition. Hence, previous unsuccessful 
search results are bypassed during the ranking process. 
5   Work Flow 
The context updating component performs context creation, appending sub 
contexts and checking for the success of the previous search. It maintains and 
manipulates the context information in the data layer. When the user provides 
a search string, it compares the string with the previous search string and if 
they are similar, it overlooks the previous context. If there is another context 
with same key, then it is used and the same LSI table is retained for the 
similar search. Otherwise it looks in the cache for the key if it is present in the 
cache, then it extracts the corresponding semantic key from the cache and 
updates the HIT and RANK. Otherwise it checks with the context information 
in the data layer. If it contains the information, it updates the HIT for the 
previous key and invokes the LSI to generate the semantic key.  If there is no 
other context information for the key, LSI is by-passed and the key is passed 
directly onto the backend search engine. A successful result that follows an 
unsuccessful one, is used to correct context information based on the resulting 
links’ used by the user. The Max-weight factor, from LSI, is fed into the 
semantic key generator along with the search key and the resulting semantic 
key is passed onto the search engine as shown in Figure 2. 
The service supports two contexts, persistent and non-persistent. Persistent 
contexts are those having higher hit probability, and are expected to be used 
by the user almost forever. Whenever the relative hit probability of a context 
drops below a certain threshold, it is purged in order to make context searches 
fast and efficient, this also guarantees that context information does not keep 
filling the disc. 
 
 
 
Figure  2. Work Flow Chart. 
6   Data Modeling 
Data management is a vital part of the proposed system. The system maintains 
data about Cache using XML , since the cache is modeled on structured 
information rather than semantics. Ontologies are used for the describing the 
context information. Using an ontology, has a number of advantages such as 
reuse of Knowledge, provide a common understanding of the domain, express 
relationships among concepts explicitly and help in analyzing the knowledge 
that is represented. The knowledge represented by ontologies can be 
processed by software agents. This enables sharing of knowledge between 
applications of various domains and also sometimes, is useful in building a 
complete knowledge base of a domain from several disparate sources. 
Ontologies are concerned with the structural aspects of the data being 
represented. There is no universal methodology for designing ontology. It 
depends more on the application under consideration. But a set of guidelines 
proposed in [7], puts forth a four-step approach to ontology development. It 
encompasses definition of concepts, arranging them in the inheritance 
hierarchy, definition of slots and constraints, creating instances of concepts 
and using fillers to provide values for the instances. The design process is an 
iterative process, with each iteration adding finer details. The classes 
identified are shown in Figure 3. 
 
 
 
 
 
 
 
 
Figure  3. Ontology classes. 
 
Retrieving context assets in the proposed ontology can be easily achieved by 
using semantic query languages like RDF Query Language (RDQL) [9]. 
RDQL can take advantage of the implicit semantics. It can, as well, exploit 
the results of semantic rules for metadata integration in order to retrieve all the 
related context information for a given query.  
7   Experimental Results 
7.1   Test Bed 
Sample ontology was created, after analyzing the various ontology 
design approaches followed in [12, 13], to model representation of 
concepts for the FAT-fat anomaly. The ontology, thus created, served 
as test bed for testing the practical applicability of the proposed 
ontology for systems that requires managing context information 
pertaining to the user. The instances created in the sample ontology are 
summarized in table 1. 
 
Class Instances  
Context Computer, Health 
Sub Context FAT,fat,slim,diabetes, Raid, software 
life cycle 
Meta–Data One for each of the sub contexts 
 Table 1  Instance creation. 
 
The contexts are built by grouping sub contexts based on the nature of 
the documents. Sub-Context represents a document, which the user may 
request based on a search key. Sub-contexts are related to other sub-
contexts through their meta-data. Meta-data consists of three parts- 
Annotation (textual description about the document), Related Contexts 
Context
Sub-Context
Meta-Data
(sub contexts with some relation to the one in consideration) and 
candidate contexts (set of all contexts that may be used to resolve an 
ambiguity in the current interpretation). This is illustrated in table 2. 
The relationships between documents are evident in the table.  
 
Context Sub Context Related 
Context 
Candidate 
Context 
FAT Raid Fat 
Raid FAT - 
 
Computer 
Software life 
cycle 
- - 
Fat Slim, 
diabetes 
FAT 
Slim Fat - 
 
Health 
Diabetes Fat - 
Table 2  Relationship between data elements in the ontology. 
 
RDQL query can be written to extract the Link, IP address and 
annotation of the sub-context with hit above a given threshold value. 
Hence, the correct document can be retrieved based on usage-statistics.  
 
SELECT ?Link,?ip,?annotation  
WHERE (?key <rdf:type>,”FAT”),  
(?InformationType <rdf:type>,”Computer”),  
AND (?hit-count >= 23)  
USING context FOR  
<http://www.owl-ontologies.com/context.owl#>  
 
7.2   Performance Evaluation 
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Figure  4. Performance Evaluation. 
  
The service was implemented using a cache of 128 kb. The 
performance of the service was then gauged based on a factor, Search 
Success Ratio SSR, which is given by  
 
SSR = PH + backend-Success Ratio.  
 
The reference value, backend-Success Ratio, is chosen arbitrarily as 1. 
The study was done by providing arbitrary user keys, with some 
relevance to each other. The graph on figure 4 shows a straight line for 
the popular backend search engine used, since it is static and non-
adaptive. The graph for the proposed service has alternate sharp spikes 
and falls, indicating possibly two things. 1) The successive keys were 
similar and the previous search on the least PH context also failed 2) 
The successive search keys were dissimilar and there was no context 
information for the current key (a fall). The system adapts itself and 
always provides the minimum SSR of 1, i.e. the performance of the 
backend search engine. Set of continuous spikes also indicate two 
possible scenarios. 1) The successive keys were dissimilar and had 
associated context information already available for all keys. 2) The 
successive keys were similar and the service switches contexts one by 
one based on PH   , resulting in progressively shortening spikes. In such 
cases, the system offers a relatively high SSR. However, the 
performance of the service is bound to improve with number of 
searches since more context information will be available then. 
8   Conclusion 
Thus, the user can search the web like never before. This consummate service 
would store his preferences and the user can adjust the level of context help 
provided by increasing or decreasing the space allocated for context sub layer. 
The user can also port his context information to another system. The LSI 
algorithm though very efficient is not tailor-made for the kind of processing it 
does here. Future work involves optimizing the current algorithm or evolving 
a new specialized algorithm for context analysis. 
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