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Abstract
A social robot is an autonomous robot that
interact with people by engaging in social-
emotive behaviors, skills, capacities, and rules
attached to its collaborative role. In order to
achieve these goals we believe that modeling
the interaction with the user and adapt the
robot behavior to the user herself are funda-
mental for its social role. This paper presents
our first attempt to integrate user modeling
features in social and affective robots. We
propose a cloud-based architecture for mod-
eling the user-robot interaction in order to re-
use the approach with different kind of social
robots.
Human Robot Interaction, User modeling, Affective
Interaction
1 Introduction
A social robot is an autonomous robot that interact
with people by engaging in social-emotive behaviors,
skills, capacities, and rules related to its collaborative
Copyright c© 2020 for this paper by its authors. Use permitted
under Creative Commons License Attribution 4.0 International
(CC BY 4.0).
role [1]. According to Fong et al. [5], social robots
should:
• express and/or perceive emotions;
• communicate with high-level dialogue;
• use natural cues (gaze, gestures, etc.);
• exhibit distinctive personality and character;
• learn/recognize models of other agents;
• establish/maintain social relationships;
• learn/develop social competencies;
• communicate both in verbal and not verbal way.
Thus, social interactive robots need to perceive and
understand the richness and complexity of user’s nat-
ural social behavior, in order to interact with people
in a human-like manner [1]. Detecting and recogniz-
ing human action and communication provides a good
starting point, but more important is the ability to in-
terpret and react to human behavior, and a key mech-
anism to carry out these actions is user modeling. User
models are used for a variety of purposes by robots [5].
First, user models can help the robot understand an in-
dividual’s behavior and dialogue. Secondly, user mod-
els are useful for adapting the behavior of the robot
to the different abilities, experiences and knowledge
of user. Finally, they determine the control form and
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Figure 1: The iSanbot application for emotion detec-
tion.
feedback given to the user (for example, stimulating
the interaction).
This paper presents the our attempt to integrate
user modeling features in social and affective robots.
We propose a cloud-based architecture for modeling
the user-robot interaction in order to re-use the ap-
proach with different kind of social robots.
2 Related work: User Modeling in
Robotics
The field of user modeling in robotics is still in its in-
fancy. Some preliminary works perform an initial ques-
tionnaire to categorize their users in stereotypes. [6]
used stereotype to configure human-robot interaction,
to adapt the dialogue and to modify the robot behav-
ior. [2] employs a number of questionnaires, and then
clusters the data to produce a number of stereotypes
in form of personas. [4], which presents a companion
robot that is adapted to the user by performing an
initial questionnaire for configuration, More recently,
[11, 12] exploits unsupervised methods to obtain the
user’s profiles.
Other work rely on implicit data gathering, such as
[15], [7], [10]. Crucial is the ability of the robot to
understand and model the user’s emotion [16], [8].
The final goal of user modeling is the adaptation of
the robot to the user features [13]. For example, the
robot in [15] changes his task plan according to the
user’s plan, showing efficiency in task execution. [9]
presents a robot tutoring system, which adapt himself
to the user’s preferences and skill level. [18] presents a
robot guide that learns the user’s preferences regarding
its actions. Finally Mazzei et al. [14] proposed a per-
sonalized human-(virtual) robot experience for helping
people to have healthy life.
3 The iRobot application
The aim of our project is to develop a general pur-
pose cloud-based application, called iRobot, offering
cloud components for managing social, affective and
adaptive services for social robots. This first version
of the application has been developed and tested for
the Sanbot Elf (henceforth simply Sanbot) robot act-
ing as client, thus this client-side application has been
called iSanbot. Thanks to the cloud-based service, the
robot is able to handle a basic conversation with users,
to recognized them and follow a set of social relation-
ship rules, to detect the user’s emotions and modify
its behavior according to them. This last task is fo-
cused on real-time emotion detection and on how these
could change human robot interaction. As case study,
we started from a scenario wherein the Sanbot robot
welcomes people who enter the hall of the Computer
Science Dept. of the University of Turin. The robot
must be able to recognize the people it has already in-
teracted with and remember past interactions (mainly
with the employees of the Dept.), introduce itself and
be able to welcome new people who arrive and give
them information about the offices. In the future, it
must also be able to accompany people to offices and
back to the entrance. As far as the offices information
are concerned, we have developed a Sanbot applica-
tion able to deliver this information to the user during
a basic welcome conversation. This application will be
no more detailed here, since this is out of the scope of
the paper.
3.1 Sanbot description
Sanbot Elf1 is a humanoid-shaped robot with a total
size of 92 x 30 x 40 cm and a weight of 19 kg. The
body structure is mostly made of plastic with a motor
based on wheels that allows the robot to rotate over
360 degrees. Sanbot has a total of three cameras, two
in the head and one in the chest belonging to the tablet
incorporated in the robot. The two cameras in the
head are the HD Camera and the 3D Camera, 8.0MP
and 1.0MP respectively. The HD Camera can be used
to perform tasks like taking pictures, recording videos
and audio and camera’s live streaming. In the Sanbot’s
head there is also a microphone, over three sensors
located on the head and a projector located behind
the head with a resolution of 1920x720 60hz 16:9. The
body of Sanbot is equipped with a tablet incorporeted
on the chest, which can be used to show and use all the
applications installed on it. The operating system is a
modified version of Android, ergo the app development
takes place on Android Studio and through the Sanbot
SDK. Sanbot is equipped with sensors throughout all
1http://en.sanbot.com/product/sanbot-elf/
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Figure 2: The iSanbot architecture.
its body like infrared sensors, touch sensors and PIR,
WIFI, Bluetooth and ZigBee wireless connections.
The robot is controllable via 7 modules, also called
managers, which can be invoked with the use of API
libraries. The 7 modules are:
1. Voice module.
2. Hardware module.
3. Hardware control module.
4. System Management module.
5. Multimedia module.
6. Project module.
7. Modular motion control module.
3.2 The iSanbot architecture
The architecture used for developing the iRobot ap-
plication is a client-server one. At high level, there
are two main components: a client, written in Java for
Android, and a server, written in Java, and located on
a dedicated machine. The client’s goal is to interact
with the user and to acquire data aimed at customizing
the user-robot interaction, while the server represents
the robot’s ”brain” in the cloud. More in detail, the
architecture has been implemented as follow.
The client side, represented in the current scenario
by Sanbot Elf hosting the iSanbot application, is com-
patible with any other robot equipped with a net-
work connection and able of acquiring audio and video
streaming. The server side, written in Java as well,
acts as a glue between the various software compo-
nents, each of which creates a different service (see Fig-
ure 2). In particular, the main services are: the emo-
tion recognition, the face recognition, the user mod-
eling and finally the speech-to-text service. The lat-
ter has been created using the Wit service2 (a free
Speech to Text service) and communication takes place
through a simple HTTP request, sending the audio to
be converted into text and waiting for the response.
The face recognition, instead, has been developed in
Python and implements the librarY ”FaceRecogni-
tion.py”3, while the emotion recognition service has
been developed in C# and implements the libraries
of Affectiva4. Given the diversity of services, a single
programming language that would allow all libraries to
be implemented was not found, so we created a central
server written in Java, which has the task of delegat-
ing requests to the specific components. Furthermore,
it has the role of saving data to a central database,
after the various processing of each component. There
are therefore two types of communication: the one be-
tween client and Java server, and other ones between
the Java server and the various internal and external
components.
The application starts with a natural language con-
versation that has the goal of knowing the user (e.g.,
face, name, sex, age, interests and predominant mood,
etc.) and then recovering all the acquired and elabo-
rated information from the user modeling component
for the following interactions, so that the robot will be
able to adapt its behavior.
3.3 Face recognition service
First, we implemented the face recognition service.
Sanbot, as soon as the user approaches, welcomes and
takes a picture of her, and sends it to the Java server,
which delegates the Python component to the user’s
recognition. If the user has not been recognized, a
new user will be inserted into the user database. The
user is associated to a sets of attributes, such as name,
surname, age, sex, profession, interests, moods, etc.
to be filled in the following. Some of the attribute in-
deed may be associated with an explicit question, while
other may be implicitly inferred. Thus the client, dur-
ing the user registration phase, asks the server what
the next question is and then it reads it to the user.
Once the user has answered, the audio is sent to the
Wit server, converted into text and, one returned,
saved into the corresponding attribute associated with
the question. For example Sanbot, if does not recog-
nized the user, asks the user her name, then, before
taking her a picture, it asks the permission to (Do you
want me to remember you the next time i see you?),
then it asks her profession, and her favorite color and






The detected predominant emotions will be inferred
and stored, as well as other biometric data,as described
in the following.
On the other hand, if the face recognition compo-
nent recognizes the user, all her stored information
are recovered and the user is welcomed (e.g., Hello
Cristina! Do you feel better today? ) as well the next
question to read. When there are no more questions,
the conversation ends.
As far as the robot adaptive behavior is concerned,
it is now based on simple rules, which are now used for
demonstration purposes and which will be then modi-
fied and extended in our future work. For example, in
the current demo, the robot performs a more informal
conversation with young people and a more formal one
with older people, it is more playful with young people
and more serious with older people. As for emotions,
if it sees a sad face he says a joke or plays a song, while
he smiles and congratulates the smiling people.
For accessibility reasons and even better under-
standing, the application replicates all the conversa-
tion transcription on the Sanbot tablet screen, both
the phrases spoken by Sanbot and those ones acquired
by the user.
3.4 Emotion recognition service
During conversation with the user, the emotion recog-
nition component is running. This component has
been realized through a continuous streaming of
frames that is directed towards the C# component,
which analyzes each frame and extracts the predomi-
nant emotions. After that, the server sends a response
via a JSON object to the client, which can therefore
adapt its behavior and its conversation according to
the rule associated to the dominant emotion. For in-
stance, in our application, for demonstration purposes,
Sanbot also changes its facial expression with the ex-
pression associated with user’s mood.
Currently Sanbot is able to recognize six plus one emo-
tions, also known as Ekman’s [3] universal emotions
and they are: sadness, anger, disgust, joy, fear, sur-
prise and contempt.
The modeling of the user affective state is part of
the user modeling component, and has been imple-
mented by using a hashmap that has the name of the
emotion as a key (e.g. Joy) and a data structure, con-
taining the number of the occurrences and the inten-
sity of the emotion (Affectiva returns a value for each
detected emotion ranging from 0 to 99 depending on
the perceived intensity). For example we could have
Joy as hashmap containing 2 values, namely 2 and 104
(<Joy, 2, 104>): the first one represents the number
of occurrences, while the second represents the sum of
perceived intensity values. This data structure, called
totalEmotions, is updated for each frame, so that, at
the end of the conversation, we will have the story of
all the emotions experienced and expressed in terms of
sum of occurrences and sum of intensity. In this way it
is then possible to associate the user to a predominant
emotion and therefore to plan a behavior consistent
with what has been detected.
The predominant emotion of a given interaction will
be the one with a higher certainty factor associated.
This certainty factor is obtained as the ratio between
the the number of occurrences of the emotion weighted
by its intensity and the total number of frames de-
tected during the interaction.
On the basis of the predominant emotion, returned
after the greetings, Sanbot will adapt its behavior ac-
cordingly.
The Affectiva SDK and API also provide estima-
tion on gender, age range, ethnicity and a number of
other metrics related to the analyzed user. In particu-
lar we use the information on gender and age range to
implicitly acquire this data about the user and store
them on the database. Since also this information is
returned with a perceived intensity level, we use the
same certainty factor calculation described above.
3.5 User modeling
Currently, we have created a very simple user model
organized as a set of feature-value pairs, and stored in a
database. The current stored features are: user name,
age range, gender, favourite sport, favorite color, pro-
fession, number of interaction, predominant emotions.
Some of the user acquired information are explicitly
asked to the user (name, profession, sport, color),
other ones (age, sex, emotions) are inferred trough
the emotion recognition component described above.
Please notice that explicit information as favorite color
and sport are used for mere demonstration purposes.
In the future we would like to extend the user features
with other inferred features such as kind of personality
(e.g. Extraversion, Agreeableness, Neuroticism, etc),
kind of user dominant emotion, stereotypical user clas-
sification depending on socio-demographic information
as sex, age and profession, and so on. Concerning this
last point, we will base our stereotypes on shared so-
cial studies categorizing somehow the user’s interests
and preferences on the basis of socio-demographic in-
formation. We would also like to import part of the
user profile by scanning social web and social media
[17], with the user’s consent.
4 Conclusion
Our cloud-based service to model the user and her
emotion is just at the beginning. We are now working
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with the Pepper robot to replicate the same scenario
implemented in Sanbot.
We are also linking the user database with official
information stored in the Computer Science Dept. web
site and regarding activities and details of the employ-
ees. Information as the number of office, office hours
of the professor, class schedule, etc, can be sent to the
user modeling component (through a REST service) in
order to enrich the information available to the robot
for its conversations with users.
In the future we would like to replace Affectiva with
a similar service we are developing, extend the user
model and integrate more sophisticated rules of infer-
ences and adaptation, improve the component of nat-
ural language processing.
References
[1] Cynthia L Breazeal. 2004. Designing sociable
robots. MIT press.
[2] I. Duque, K. Dautenhahn, K. L. Koay, l. Will-
cock, and B. Christianson. 2013. A different
approach of using Personas in human-robot in-
teraction: Integrating Personas as computational
models to modify robot companions’ be-
haviour. In 2013 IEEE RO-MAN. 424–429. DOI:
http://dx.doi.org/10.1109/ROMAN.2013.6628516
[3] Freisen W. V. Ancoli S. Ekman, P. 1980. Fa-
cial signs of emotional experience. Journal of
Personality and Social Psychology 39, 6 (1980),
1125–1134.
[4] David Fischinger, Peter Einramhof, Konstantinos
Papoutsakis, Walter Wohlkinger, Peter Mayer,
Paul Panek, Stefan Hofmann, Tobias Koert-
ner, Astrid Weiss, Antonis Argyros, and Markus
Vincze. 2016. Hobbit, a care robot supporting
independent living at home: First prototype and
lessons learned. Robotics and Autonomous Sys-
tems 75 (2016), 60 – 78. Assistance and Service
Robotics in a Human Environment.
[5] Terrence Fong, Illah Nourbakhsh, and Kerstin
Dautenhahn. 2003. A survey of socially interac-
tive robots. Robotics and autonomous systems 42,
3-4 (2003), 143–166.
[6] Terrence Fong, Charles Thorpe, and Charles
Baur. 2001. Advanced Interfaces for Vehicle
Teleoperation: Collaborative Control, Sensor Fu-
sion Displays, and Remote Driving Tools. Au-
ton. Robots 11, 1 (July 2001), 77–85. DOI:
http://dx.doi.org/10.1023/A:1011212313630
[7] Abir B Karami, Karim Sehaba, and Benoit En-
celle. 2016. Adaptive artificial companions learn-
ing from users’ feedback. Adaptive Behavior 24,
2 (2016), 69–86.
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