Consensus on validation of forensic voice comparison by Morrison, Geoffrey et al.
This is a repository copy of Consensus on validation of forensic voice comparison.




Morrison, Geoffrey, Enzinger, Ewald, Hughes, Vincent orcid.org/0000-0002-4660-979X et 
al. (8 more authors) (2021) Consensus on validation of forensic voice comparison. Science





This article is distributed under the terms of the Creative Commons Attribution (CC BY) licence. This licence 
allows you to distribute, remix, tweak, and build upon the work, even commercially, as long as you credit the 
authors for the original work. More information and the full terms of the licence here: 
https://creativecommons.org/licenses/ 
Takedown 
If you consider content in White Rose Research Online to be in breach of UK law, please notify us by 
emailing eprints@whiterose.ac.uk including the URL of the record and the reason for the withdrawal request. 
Science & Justice 61 (2021) 299–309
Available online 6 March 2021
1355-0306/© 2021 The Authors. Published by Elsevier B.V. on behalf of The Chartered Society of Forensic Sciences. This is an open access article under the CC
BY license (http://creativecommons.org/licenses/by/4.0/).
Professional Commentary 
Consensus on validation of forensic voice comparison☆ 
Geoffrey Stewart Morrison a,b,*, Ewald Enzinger a, Vincent Hughes c, Michael Jessen d, 
Didier Meuwly e, Cedric Neumann f, S. Planting g, William C. Thompson h, David van der Vloed e, 
Rolf J.F. Ypma e,a, Cuiling Zhang i, j,a, A. Anonymous k, B. Anonymous k 
a Forensic Data Science Laboratory & Forensic Speech Science Laboratory, Department of Computer Science & Aston Institute for Forensic Linguistics, Aston University, 
Birmingham B4 7ET, UK 
b Forensic Evaluation Ltd, Birmingham, UK 
c Department of Language and Linguistic Science, University of York, Heslington, York YO10 5DD, UK 
d Bundeskriminalamt, Forensic Science Institute, Department of Language and Audio, D-65173 Wiesbaden, Germany 
e Netherlands Forensic Institute, Laan van Ypenburg 6, 2497 GB, The Hague, The Netherlands 
f Department of Mathematics and Statistics, South Dakota State University, Brookings, SD 57007, USA 
g Public Prosecutor’s Office East-Netherlands, Eusebiusbinnensingel 28, 6811 BX Arnhem, The Netherlands 
h Department of Criminology, Law & Society, University of California, Irvine, CA 92697, USA 
i School of Criminal Investigation, Southwest University of Political Science & Law, Chongqing, China 
j Chongqing Institutes of Higher Education Key Forensic Science Laboratory, Chongqing, China 
k Affiliation witheld   






Forensic voice comparison 
Admissibility 
A B S T R A C T   
Since the 1960s, there have been calls for forensic voice comparison to be empirically validated under casework 
conditions. Since around 2000, there have been an increasing number of researchers and practitioners who 
conduct forensic-voice-comparison research and casework within the likelihood-ratio framework. In recent 
years, this community of researchers and practitioners has made substantial progress toward validation under 
casework conditions becoming a standard part of practice: Procedures for conducting validation have been 
developed, along with graphics and metrics for representing the results, and an increasing number of papers are 
being published that include empirical validation of forensic-voice-comparison systems under conditions 
reflecting casework conditions. An outstanding question, however, is: In the context of a case, given the results of 
an empirical validation of a forensic-voice-comparison system, how can one decide whether the system is good 
enough for its output to be used in court? This paper provides a statement of consensus developed in response to 
this question. Contributors included individuals who had knowledge and experience of validating forensic-voice- 
comparison systems in research and/or casework contexts, and individuals who had actually presented valida-
tion results to courts. They also included individuals who could bring a legal perspective on these matters, and 
individuals with knowledge and experience of validation in forensic science more broadly. We provide recom-
mendations on what practitioners should do when conducting evaluations and validations, and what they should 
present to the court. Although our focus is explicitly on forensic voice comparison, we hope that this contribution 
will be of interest to an audience concerned with validation in forensic science more broadly. Although not 
written specifically for a legal audience, we hope that this contribution will still be of interest to lawyers.   
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1. Introduction 
Since the 1960s, there have been calls for forensic voice comparison1 
to be empirically validated under casework conditions (for a review, see 
[1]). Since around 2000, there have been an increasing number of re-
searchers and practitioners who conduct forensic-voice-comparison 
research and casework within the likelihood-ratio framework.2 In 
recent years, this community of researchers and practitioners has made 
substantial progress toward validation under casework conditions 
becoming a standard part of practice:  
• Procedures for conducting validation have been developed, along 
with graphics and metrics for representing the results, e.g., Tippett 
plots [2] and the log-likelihood-ratio cost (Cllr) [3].3  
• An increasing number of papers are being published that include 
empirical validation of forensic-voice-comparison systems under 
conditions reflecting casework conditions, e.g., [4–19]. 
An outstanding question, however, is:  
• In the context of a case, given the results of an empirical validation of 
a forensic-voice-comparison system, how can one decide whether the 
system is good enough for its output to be used in court? 
In some jurisdictions and situations, this question may be related to a 
formal admissibility decision made by a judge. In other jurisdictions or 
situations, it may be related to what weight, if any, the trier of fact gives 
to the output of a forensic-voice-comparison system. It could also be 
related to whether a forensic practitioner decides to proceed with 
evaluation4 of the questioned- and known-speaker recordings from a 
case, or to whether a lawyer decides to tender the results of a forensic 
voice comparison as evidence in court, or to whether a lawyer decides to 
use those results in pre-trial negotiations. 
Our intent is to address this question from a scientific perspective, 
rather than a legal perspective. Our intent is to describe the consensus as 
to what is generally accepted within the relevant scientific community.5 
To this end, §2 below presents our statement of consensus with respect to 
validation of forensic-voice-comparison systems. The methodology by 
which we arrived at this statement of consensus is described in 
Appendix D. 
Since the statement of consensus is not a national or international 
standard, we provide recommendations only, and not requirements or 
permissions. For ease of reference, the paragraphs in §2 are numbered. 
Some paragraphs state recommendations, but others are explanatory 
only. Sentences containing “should” state recommendations. In order to 
keep the statement of consensus succinct, background information is 
provided in appendices. The introduction and appendices are informa-
tional only, and do not form part of the statement of consensus. 
The primary intended audience is forensic practitioners who conduct 
forensic-voice-comparison evaluations and validations or who critique 
forensic-voice-comparison evaluation and validation reports prepared 
by others. We provide recommendations on what practitioners should 
do when conducting evaluations and validations, and what they should 
present to the court. Although our focus is explicitly on forensic voice 
comparison, we hope that this contribution will be of interest to an 
audience concerned with validation in forensic science more broadly. 
Although not written specifically for a legal audience, we hope that this 
contribution will still be of interest to lawyers. 
2. Statement of consensus with respect to validation of forensic- 
voice-comparison systems 
2.1. Scope 
2.1.1. This statement of consensus addresses validation for the purpose 
of demonstrating whether, in the context of specific cases, forensic- 
voice-comparison systems are (or are not) good enough for their 
output to be used in court. Validation for system-development pur-
poses and validation for investigative applications are out of scope. 
2.1.2 This statement of consensus addresses scientific matters that 
could have a bearing on legal decisions, but it does not address legal 
matters directly. 
2.1.3. This statement of consensus applies to validation of forensic- 
voice-comparison systems that are based on relevant data, quanti-
tative measurements, and statistical models, and that output numeric 
likelihood ratios. Some recommendations assume that these systems 
are implementations of human-supervised-automatic approaches. 
2.2. Calculating a likelihood ratio: Propositions, relevant population, and 
conditions 
2.2.1. In the context of forensic inference, a likelihood ratio provides 
an answer to a specific question formed by two mutually exclusive 
propositions. Those propositions should include specification of 
what constitutes the relevant population for the case under consid-
eration. See Appendix A. 
2.2.2. The forensic practitioner should clearly communicate to the 
court what propositions they have adopted, including clearly 
describing what they have adopted as the relevant population. This is 
a prerequisite for the court to be able to understand the question 
addressed by the forensic practitioner and consider whether it is a 
relevant and appropriate question. Understanding the question is 
also a prerequisite for understanding the answer. 
2.2.3. The relevant population and the conditions of questioned- 
speaker and known-speaker recordings can vary from case to case 
and there can be a mismatch between the conditions of the 
questioned-speaker recording and the known-speaker recording in a 
case.6 For a brief explanation of recording conditions, see 
Appendix B. 
2.2.4. The forensic practitioner should clearly communicate to the 
court what the forensic practitioner understands the conditions of 
the questioned-speaker and known-speaker recordings to be. 
2.3. Calculating a likelihood ratio: Calibration 
2.3.1. In order for the forensic-voice-comparison system to answer 
the specific question formed by the propositions in the case, the 
1 “Forensic voice comparison” is also known as “forensic speaker recogni-
tion”, “forensic speaker identification”, and “forensic speaker comparison”.  
2 The likelihood-ratio framework is described in Appendix A of the present 
paper.  
3 Descriptions of Tippett plots and Cllr are provided in Appendix C of the 
present paper.  
4 “Evaluation” comprises both “analysis” and “interpretation”. “Analysis” is 
the process of extracting information from the objects of interest in the case (in 
present context, the questioned- and known-speaker recordings). “Interpreta-
tion” is the process of drawing inferences from that information (in present 
context, calculating a likelihood ratio that addresses relevant propositions for 
the case).  
5 In the United States, “general acceptance within the relevant scientific 
community” is the admissibility criterion in Frye v United States, 293F 1013 
(DCCir 1923), and is an admissibility criterion in Daubert v Merrell Dow 
Pharmaceuticals, 509 US 579 (1993). 
6 For simplicity, the present document is written in a manner that assumes a 
single questioned-speaker recording and a single known-speaker recording. 
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output of the system should be well calibrated. For an explanation of 
what constitutes a well calibrated system, see §C.1 in Appendix C. 
2.3.2 A forensic-voice-comparison system should be calibrated using 
a statistical model that forms the final stage of the system (herein-
after the “calibration model”).7 
2.3.3. Data used for training8 the calibration model (hereinafter 
“calibration data”) should be sufficiently representative of the rele-
vant population for the case, and sufficiently reflective of the con-
ditions of the questioned-speaker and known-speaker recordings in 
the case, that, when the system is used to compare the questioned- 
and known-speaker recordings, the resulting likelihood ratio will be 
a reasonable answer to the question posed by the propositions.9 
2.4. Validation procedures 
2.4.1. In order to validate a forensic-voice-comparison system, pairs 
of recordings should be input to the system and the likelihood-ratio 
output corresponding to each pair obtained. (Hereinafter these pairs 
of recordings are collectively referred to as “validation data”.) 
2.4.2. Some pairs of recordings should be same-speaker pairs (both 
members of the pair were produced by the same speaker), and other 
pairs of recordings should be different-speaker pairs (each member of 
the pair was produced by a different speaker). The system being vali-
dated should not have access to information as to the true status of each 
pair, i.e., whether it is a same-speaker or a different-speaker pair.10 
2.4.3. The result is a set of same-speaker likelihood-ratio values 
(values calculated when it is known that the input was a same- 
speaker pair), and a set of different-speaker likelihood-ratio values 
(values calculated when it is known that the input was a different- 
speaker pair). The performance of the system is then assessed by 
comparing the likelihood-ratio values output by the system with the 
truth as to whether they resulted from same-speaker or different- 
speaker comparisons. If the performance of the system is good, 
same-speaker likelihood-ratio values will be large and different- 
speaker likelihood-ratio values will be small. 
2.5. Validation data 
2.5.1. For each pair of recordings in the validation data, one member 
of the pair should have conditions that reflect those of the 
questioned-speaker recording in the case, and the other member of 
the pair should have conditions that reflect those of the known- 
speaker recording in the case. 
2.5.2. Validation data should be sufficiently representative of the 
relevant population for the case, and sufficiently reflective of the 
conditions of the questioned-speaker and known-speaker recordings 
in the case, that the results of validating the system using those data 
will be informative as to the expected performance of the system 
when it is applied in the case.11 
2.5.3. One of the criteria for the validation data to be sufficient is that 
the number of speakers included be sufficient. Because of sampling 
variability, small validation sets can give results that are not repre-
sentative of the case conditions. 
2.5.4. Data used for validation should not include recordings of the 
same speakers as were used for any part of system training (including 
training the calibration model). Either separate data sets should be 
used or appropriate cross-validation should be used.12 
2.5.5. The forensic-voice-comparison system will ultimately be used 
to calculate a likelihood-ratio value for a comparison of a pair of 
recordings it has not been trained on, the questioned-speaker and 
known-speaker recordings in the case. Validating using recordings of 
the same speakers as were used for training will give overly opti-
mistic results.13 
2.6. Decision as to whether calibration and validation data are sufficient 
2.6.1. The decision as to whether the calibration data and the vali-
dation data are sufficiently representative of the relevant population 
for the case and sufficiently reflective of the conditions of the 
questioned-speaker and known-speaker recordings in the case will be 
the result of a subjective judgment made by the forensic practitioner. 
2.6.2. A system in which the conclusion is the direct result of a 
subjective judgment is susceptible to cognitive bias. By restricting 
subjective judgments to the earliest steps in the interpretive process, 
however, susceptibility to cognitive bias is substantially reduced.14 
2.6.3. If relevant research results are available, the decision as to 
whether the calibration and validation data are sufficient should be 
informed by research on the effects of changes in data sets on the 
performance of the forensic-voice-comparison system (or the type of 
forensic-voice-comparison system) that the practitioner is using. 
2.6.4. If relevant metrics are available, the decision as to whether the 
calibration and validation data are sufficient should be informed by 
the use of quantitative metrics of the degree of mismatch between 
case recordings versus calibration and validation recordings.15 
7 For an introduction to calibration of forensic-evaluation systems that output 
likelihood ratios, see [20]. Note that the scores that are to be calibrated in 
forensic voice comparison are scores that take account of both similarity and 
typicality. These scores are uncalibrated likelihood ratios. They are not 
similarity-only scores. See discussion in [21–23].  
8 In the present document, “training” a statistical model is intended to cover 
both training a statistical model from scratch using only the case-specific data, 
and, if applicable, using the case-specific data to adapt an existing model.  
9 §2.6 discusses the decision as to whether calibration data are sufficient.  
10 This recommendation is not intended to exclude the use of appropriate 
cross-validation, see note 12.  
11 §2.6 discusses the decision as to whether validation data are sufficient. 
12 If cross-validation is used, leave-one-speaker-out / leave-two-speakers-out 
cross-validation should be used for training the calibration model. This mini-
mizes the differences between the data used to train the calibration model in 
each cross-validation loop. It also minimizes the differences between the cali-
bration models in the cross-validation loops and the calibration model that is 
used to calibrate the questioned-speaker-versus-known-speaker score. The 
latter model should be trained on the full set of calibration data. In a cross- 
validation loop in which the score to be calibrated is a same-speaker score, e. 
g., a recording of speaker A compared to another recording of speaker A, all 
scores that resulted from comparisons in which one or both members of the pair 
was a recording of speaker A should be excluded from the data used to train the 
calibration model (leave-one-speaker-out). In a cross-validation loop in which 
the score to be calibrated is a different-speaker score, e.g., a recording of 
speaker A compared to a recording of speaker B, all scores that resulted from 
comparisons in which one or both members of the pair was a recording of 
speaker A or a recording of speaker B should be excluded from the data used to 
train the calibration model (leave-two-speakers-out).  
13 “In academic settings, we usually do have access to the test set, but we 
should not use it for model fitting or model selection, otherwise we will get an 
unrealistically optimistic estimate of performance of our method. This is one of 
the ‘golden rules’ of machine learning research.” ([24] p. 23 n. 11)  
14 Cognitive bias in forensic science is of increasing concern – for reviews see 
[25–28].  
15 In the present document, “mismatch” refers to differences in population or 
condition, not to differences between individual speakers. Simple metrics of 
degree of mismatch could be based on properties such as signal-to-noise ratio, 
net duration of speech, signal bandwidth, or compression artifacts. 
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2.6.5. The forensic practitioner should clearly communicate to the 
court that the decision as to whether the calibration and validation 
data are sufficient is based on subjective judgment. 
2.6.6. The forensic practitioner should communicate to the court the 
basis for this decision, including referencing any research reports 
consulted and providing the values of any degree-of-mismatch met-
rics that contributed to the decision. 
2.6.7 The forensic practitioner should communicate to the court a 
clear description of the calibration data and the validation data used. 
2.6.8. A description of the calibration and validation data is a pre-
requisite for a second forensic practitioner to be able to conduct an 
independent review so as to be able to opine on whether the data are 
sufficient. 
2.6.9. A description of the calibration and validation data is also a 
prerequisite for the court to be able to decide to either accept or 
reject the first forensic practitioner’s decision about the sufficiency 
of the data. 
2.7. Anticipatory and case-by-case validation 
2.7.1 Validation can be conducted in anticipatory mode or in case- 
by-case mode. 
2.7.2. In anticipatory mode, a forensic-voice-comparison system is 
validated under sets of conditions that are expected to occur in future 
casework. When beginning a new case, the practitioner should make 
a judgment as to whether the relevant population and conditions for 
the case are sufficiently similar to those in an existing validation 
report that that report can be used in conjunction with the case. 
2.7.3. Alternatively, if the relevant population and the conditions of 
the new case are not sufficiently similar to any single existing vali-
dation report, but the practitioner judges that performance for the 
case can be interpolated or extrapolated from multiple existing 
validation reports, those validation reports, accompanied by an 
explanation of the interpolation or extrapolation, should be used in 
conjunction with the case. 
2.7.4. If the practitioner judges that no existing validation reports are 
based on data that are sufficiently similar to the relevant population 
and conditions for the new case, then (if the practitioner is to proceed 
with the case) the practitioner should obtain data that they judge to 
be sufficient and conduct a new validation for that case using those 
data. This is case-by-case validation. 
2.7.5. If the practitioner cannot access or generate one or more 
validation reports that they judge to be based on data that are suf-
ficiently similar to the relevant population and conditions of the case 
under consideration, the practitioner should terminate their evalu-
ation. They should not proceed to use the forensic-voice-comparison 
system to compare the questioned-speaker and known-speaker re-
cordings in the case. 
2.8. Presenting validation results 
2.8.1. Validation results should be presented in a validation report. 
The validation report should be provided to the court. (The valida-
tion report could be provided as part of the casework report.) 
2.8.2. Validation results should be presented using graphics and 
metrics that are appropriate for representing the performance of 
systems that output numeric likelihood ratios. An appropriate 
graphic is a Tippett plot, and an appropriate metric is the log- 
likelihood ratio cost (Cllr), see Appendix C §C.1 and §C.2 respectively. 
2.8.3. Cllr should be calculated and included in the validation report, 
and a Tippett plot should be drawn and included in the validation 
report. 
2.8.4. If the Cllr value is greater than 1, the system is not well cali-
brated (which could potentially be remedied by adding a calibration 
model to the system). 
2.8.5. Even if Cllr is less than 1, however, this does not guarantee that 
the system is well calibrated. Miscalibration could still be apparent in 
the Tippett plot (see §C.1 in Appendix C). 
2.8.6. The practitioner should communicate to the court whether the 
practitioner observes any indications of miscalibration in the vali-
dation results, i.e., a Cllr value greater than 1 and/or bias apparent in 
the Tippett plot. 
2.8.7. If the validation results are not well calibrated, the practitioner 
should terminate their evaluation. They should not proceed to use 
the forensic-voice-comparison system to compare the questioned- 
speaker and known-speaker recordings in the case. 
2.9. Relationship between conditions and performance 
2.9.1 The demonstrated performance of a forensic-voice-comparison 
system depends on:  
a) the properties of the system, including the calibration model; and  
b) the properties of the validation data. 
2.9.2. Given two systems, under a particular set of conditions the 
performance of the first system could be better than the second, but 
under a different set of conditions the performance of the second 
system could be better than the first. 
2.9.3. Validating under some conditions could result in poorer per-
formance than validating under other conditions, e.g., conditions 
involving shorter recordings and greater background noise would be 
expected to lead to poorer performance. It could also be that vali-
dating using samples from one population results in poorer perfor-
mance than validating using samples from another population. As 
conditions become more challenging, system performance will 
become poorer. 
2.10. Validation threshold for Cllr 
2.10.1. Assuming a system is well calibrated, what constitutes poorer 
performance are likelihood-ratio values that are on average closer to 
1 – likelihood-ratio values resulting from both same-speaker pairs 
and different-speaker pairs will on average be closer to 1 than they 
would be under less challenging conditions. 
2.10.2. Dismissing a likelihood-ratio value because it is relatively 
close to 1 is a form of the “defense attorney’s fallacy” [29]: If there 
are multiple pieces of evidence in a case and they all give likelihood- 
ratio values that are relatively close to 1 but that all point in the same 
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direction (they are all above 1, or they are all below 1), then the 
combined strength of all the evidence could be substantial (when all 
the likelihood-ratio values are multiplied together, the combined 
strength of evidence could be far from 1).16 A single likelihood-ratio 
value should not, therefore, be dismissed just because it is relatively 
close to 1. 
2.10.3. A well-calibrated system that has poor performance will 
output likelihood-ratio values that tend to be relatively close to 1. By 
extension of the argument in the previous paragraph, a system 
should not be rejected just because the likelihood-ratio values it 
outputs tend to be relatively close to 1. 
2.10.4. A well-calibrated system that has poor performance will have 
a relatively high Cllr value; however, assuming the validation data 
are sufficiently representative of the relevant population for the case 
and sufficiently reflective of the conditions of the questioned-speaker 
and known-speaker recordings in the case, as long as Cllr is less than 1 
the system is providing useful information. If Cllr equals 1, then on 
average the system is no better than a system that always responds 
with a likelihood-ratio value of 1 irrespective of the input. For the 
latter system the posterior odds would always equal the prior odds, 
hence the system would never provide any useful information. 
2.10.5. As explained above, as long as its Cllr is less than 1, a system is 
providing useful information. Use of a forensic-voice-comparison 
system should not, therefore, be rejected just because its Cllr value 
is high. The only logically justified validation-threshold value for Cllr 
is 1. 
2.10.6. The practitioner should communicate to the court whether, 
in the practitioner’s opinion, the system is providing useful 
information. 
2.11. Decision as to whether the likelihood-ratio value for the comparison 
of the questioned-speaker and known-speaker recordings is supported by 
the validation results 
2.11.1. A Tippett plot displays all the likelihood-ratio values gener-
ated using the validation data and gives an indication of the range of 
likelihood-ratio values that could be expected given the relevant 
population for the case and the conditions of the questioned-speaker 
and known-speaker recordings in the case. This allows for a check of 
whether the likelihood-ratio value calculated for the comparison of 
the questioned-speaker and known-speaker recordings is supported 
by the validation results. 
2.11.2. For example, if the Tippett plot included likelihood-ratio 
values in the range 1/1000 to 100, but the likelihood-ratio value 
calculated for the comparison of the questioned-speaker and known- 
speaker recordings was 10,000, then this would be suspicious. A 
value so far beyond the range of values obtained in the validation 
results would likely be due to a mistake, e.g., it could be that cali-
bration data and/or the validation data do not actually represent the 
population to which the questioned speaker belongs, or it could be 
that they do not actually reflect the conditions of the questioned- 
speaker and known-speaker recordings. 
2.11.3. A likelihood-ratio value calculated for the comparison of the 
questioned-speaker and known-speaker recordings that is within the 
range shown in the Tippett plot would unambiguously be supported 
by the validation results, and a value just beyond the range would be 
reasonable. 
2.11.4. The forensic practitioner should communicate to the court 
whether, in the forensic practitioner’s opinion, the likelihood-ratio 
value calculated for the comparison of the questioned-speaker and 
known-speaker recordings is supported by the validation results. 
2.12. Summary of key points 
2.12.1. The forensic practitioner should communicate to the court 
what propositions the forensic practitioner has adopted for the case, 
including what they have adopted as the relevant population. 
2.12.2. The forensic practitioner should communicate to the court 
what the forensic practitioner understands the conditions of the 
questioned-speaker and known-speaker recordings to be. 
2.12.3 The forensic-voice-comparison system should be well 
calibrated. 
2.12.4. Validation data should be representative of the relevant 
population for the case, and reflective of the conditions of the 
questioned-speaker and known-speaker recordings in the case. 
2.12.5. The forensic practitioner’s decision as to whether the vali-
dation data are sufficiently representative of the relevant population 
for the case, and sufficiently reflective of the conditions of the 
questioned-speaker and known-speaker recordings in the case, will 
be a subjective judgment. 
2.12.6. Validation results should be presented as a Tippett plot and a 
Cllr value. These should be examined for signs of miscalibration. 
2.12.7. The validation threshold (acceptance criterion) for Cllr should 
be 1. As long as Cllr is less than 1, the system is providing useful 
information. 
2.12.8. To decide whether the likelihood-ratio value calculated for 
the comparison of the questioned-speaker and known-speaker re-
cordings is supported by the validation results, it should be compared 
with the values shown in the Tippett plot. 
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Appendix A. The likelihood-ratio framework 
A.1. Questions and answers 
In the context of forensic interpretation, a likelihood ratio provides the answer to a specific two-part question, for example:17  
(a) What is the likelihood of obtaining the observed properties of the voices of interest on the questioned- and known-speaker recordings if they 
were both produced by the same speaker, a speaker selected at random from the relevant population? 
versus  
(b) What is the likelihood of obtaining the observed properties of the voices of interest on the questioned- and known-speaker recordings if they 
were each produced by a different speaker, each speaker selected at random from the relevant population? 
Part (a) is a question corresponding to the proposition that the voices of interest on two or more recordings were produced by the same speaker (the 
same-speaker proposition), and part (b) is a question corresponding to the proposition that the voices of interest on two or more recordings were 
produced by different speakers (the different-speaker proposition). The same-speaker and different-speaker propositions are also known as the same- 
speaker and different-speaker hypotheses. 
The answer to part (a) quantifies the similarity between the voices of interest on the questioned- and known-speaker recordings, and the answer to 
part (b) quantifies the typicality of the voices of interest on the questioned- and known-speaker recordings. Typicality is defined with respect to the 
relevant population. 
The likelihood ratio is the result of dividing the answer to part (a) by the answer to part (b). 
A.2. Relevant population 
The relevant population is the population from which the questioned speaker is hypothesized to have come if the questioned speaker were not the 
known speaker. Depending on the circumstances of the case, the relevant population could be a very large group of speakers, a small group of speakers, 
or a single speaker who is not the known speaker. Specification of what constitutes the relevant population is a key part of the specification of the 
propositions (particularly the different-speaker proposition), and hence is a key part of the specification of the question that is being answered. 
A.3. The meaning of a likelihood ratio 
The following text is provided to explain the meaning of a likelihood ratio. It is not intended as an attempt to instruct a court of law as to how to 
reason on legal matters. 
The likelihood ratio calculated for the comparison of the questioned- and known-speaker recordings constitutes the forensic practitioner’s 
conclusion as to the strength of the evidence. Logically, the likelihood ratio quantifies the amount by which the decision maker should update 
their belief with respect to the probability that the same-speaker proposition is true versus the probability that the different-speaker proposition is 
true. This is formally expressed in Equation 1, which is a form of Bayes’ Theorem (it is the “odds form” of Bayes’ Theorem). 










The prior odds quantify the decision maker’s belief that the same-speaker proposition is true divided by their belief that the different-speaker 
proposition is true before the forensic practitioner presents their conclusion as to the strength of evidence. The likelihood ratio is what the forensic 
practitioner presents as their strength-of-evidence conclusion. The posterior odds quantify the decision maker’s belief that the same-speaker propo-
sition is true divided by their belief that the different-speaker proposition is true after the forensic practitioner has presented their conclusion as to the 
strength of evidence. According to Bayes’ Theorem, in order to update their beliefs, the decision maker should multiply their prior odds by the 
likelihood ratio to arrive at their posterior odds. 
A.4. Further reading 
General introductions to the likelihood-ratio framework include [31] and [32]. Introductions to the likelihood-ratio framework in the context of 
forensic voice comparison include [33]. A more-advanced introduction to statistical models used for calculating likelihood ratios in human- 
supervised-automatic approaches to forensic voice comparison is provided in [34]. 
Appendix B. Recording conditions 
The following two paragraphs are based in-part on [35] pp. 76–77. A fuller discussion of intra-speaker variability and recording conditions in 
speech-, speaker-, and language-recognition tasks is provided in [36]. 
Variation in the conditions of recordings can be due to speaker intrinsic factors. The way a speaker speaks can vary from occasion to occasion 
17 This is an example of a common-source likelihood ratio (see [30] on the distinction between common-source and specific-source likelihood ratios). Statistical models 
used in modern human-supervised-automatic forensic-voice-comparison systems calculate common-source likelihood ratios. 
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because of a variety of factors, including: speaking style due to situation or interlocutor (e.g., formal versus casual); vocal effort (whispering versus 
shouting being extremes, but moderately increased vocal effort due to background noise or perceived communication difficulty is common in forensic 
casework); cognitive load; physical stress; emotions; health conditions; and deliberate disguise. 
Variation in the conditions of recordings can be due to speaker extrinsic factors. These can include factors such as: different types and degrees of 
background noise; reverberation; distance to microphone; frequency response of the microphone and other components of the recording system; 
sampling rate and quantization level for digitization; transmission through communication channels (e.g., landline telephone, mobile telephone, 
voice-over-internet protocol, radio transmission); and codecs used for transmission or for saving the recording (lossy compression is common for 
reducing the amount of information transmitted or for reducing the amount of storage space needed). For examples in forensic contexts, and that 
present the results as Tippett plots and Cllr, see [37] and [19]. 
The duration of the speech of the speaker of interest on each recording is also part of the conditions, as is the time elapsed between when the 
questioned- and known-speaker recordings were made. The variability between recordings of the same speaker tends to increase as the time interval 
increases, especially as it extends into several years. For examples in a forensic context, and that present the results as Tippett plots and Cllr, see [38] 
and [39]. 
Appendix C. Tippett plots and Cllr 
C.1. Tippett plots 
Tippett plots were first proposed in [2]. They were named in honor of C.F. Tippett. The idea of plotting likelihood-ratio results as empirical cu-
mulative probability distributions was not new (see, for example, [40]), but the innovation in Tippett plots was to include the empirical cumulative 
probability distributions of both same-speaker and different-speaker likelihood ratio values on a single plot. An advantage of the empirical cumulative 
probability distribution over other graphical representations such as histograms or kernel density plots is that it represents the exact values of the 
output of the system. Tippett plots graphically represent each and every likelihood-ratio output corresponding to each and every input pair. De-
scriptions of Tippett plots can be found in [41–45]. 
Fig. 1 and the text of the next paragraph are adapted from [34]. 
Three example Tippett plots are shown in Fig. 1. The plots are based on artificial data created for illustrative purposes. The y-axis values corre-
sponding to the curves rising to the right give the proportion of same-speaker validation results with log-likelihood-ratio values less than or equal to 
the corresponding value on the x axis. The y-axis values corresponding to the curves rising to the left give the proportion of different-speaker validation 
results with log-likelihood-ratio values greater than or equal to the corresponding value on the x axis. In general, a Tippett plot in which the two curves 
have greater separation and in which the curves are shallower indicates better performance. 
Note that the curves do not extend to a y value of zero as they are representations of the empirical cumulative probability distribution, hence the 
lowest y value corresponds to 1/N where N is the number of same-speaker or different-speaker input pairs (for these illustrative data Ns = 50 and Nd =
200). Note also that the x values of the curves are not extrapolated beyond the values of the actual validation results obtained. 
Tippett plots can reveal problems such as bias in the output. For a perfectly-calibrated system, the likelihood ratios of the likelihood-ratio values 
that it outputs will be the same as the likelihood-ratio values that it outputs. For a well-calibrated system, they will be approximately the same. Other 
than because of differences due to sampling variability between calibration and validation data, calibrating the output of an already well-calibrated 
system will not change that output. There are two basic forms of potential bias in the output: 1. Shift: All the likelihood-ratio values, originating from 
both different-speaker input pairs and same-speaker input pairs, are either too big or too small. 2. Scaling: All the likelihood-ratio values are either too 
far away from the neutral value of 1 or too close to the neutral value of 1 (log-likelihood ratio values are too far away from 0 or too close to 0). A system 
could exhibit bias in the form of both shift and scale. The top panel of Fig. 1 shows a Tippett plot of the output of a system that is not calibrated. The 
middle panel shows the same output after calibration. The Tippett plot in the top panel exhibits both shift and scale bias: the log-likelihood-ratio values 
are too high (the curves are too far to the right) and too close to their intersect value (the slopes of the curves are too steep, the intersect value is not 
close to the neutral value of 0 because of the shift). In contrast, in the middle panel, the log-likelihood-ratio values are centered around 0 and are on- 
average further from the neutral value of 0 (the intersect of the curves is close to 0 and their slopes are shallower). The bottom panel shows the output 
of another well-calibrated system that has better performance than the system whose output is shown in the middle panel. In the bottom panel, the 
slopes are shallower and the intersect lower. 
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C.2. Log-likelihood-ratio cost (Cllr) 
The log-likelihood-ratio cost (Cllr) was first proposed in [3]. It is equivalent to the deviance statistic, assuming equal priors. Descriptions of Cllr can 
be found in [41,43–47]. 
Fig. 2 and the text of the next two paragraphs are adapted from [34]. 
Cllr is calculated using Equation 2, in which Λs and Λd are the values of likelihood ratio outputs corresponding to same-speaker and different- 

















































































Fig. 1. Examples of Tippett plots (see main text for details).  
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Given a same-speaker input, a good output would be a likelihood-ratio value that is much larger than 1, a less good output would be a value that is 
only a little larger than 1, a bad output would be a value less than 1, and a worse output would be a value much less than 1. Mutatis mutandis for a 
different-speaker input for which a good output would be a value much less than 1. Fig. 2 plots the cost functions for log-likelihood-ratio outputs 
corresponding to same-speaker and different-speaker input pairs. These are the functions within Equation 2s left and right summations respectively. If 
the input is a likelihood ratio from a same-speaker pair and its value is much greater than 1 (its log-likelihood-ratio value is much greater than 0) it 
receives a small cost value, but if its value is lower it receives a higher cost value. If the input is a likelihood ratio from a different-speaker pair and its 
value is much less than 1 (its log-likelihood-ratio value is much less than 0) it receives a small cost value, but if its value is higher it receives a higher 
cost value. Cllr is calculated as the mean of the cost values with the same weight given to the set of same-speaker cost values as to the set of different- 
speaker cost values. 
Smaller Cllr values indicate better performance. Cllr values cannot be less than or equal to 0. For well-calibrated systems, Cllr values lie in the range 
0 to approximately 1. A well-calibrated system that performed at the level of chance would have a Cllr value of approximately 1.18 A Cllr value less than 
1 does not necessarily imply that the system is well calibrated; miscalibration may be apparent in the Tippett plot. Cllr values substantially greater than 
1 can be produced by uncalibrated or miscalibrated systems. 
The Cllr values corresponding to the validation results shown in the Tippett plots of Fig. 1 are 1.068, 0.698, and 0.307 for the top, middle, and 
bottom panels respectively. 
Appendix D. Methodology 
D.1. Participants 
In June 2019, invitations to participate in the consensus-development process were extended to 21 individuals. Invitees were individuals who 
when brought together could be considered representative of the relevant scientific community. They included individuals who had knowledge and 
experience of validating forensic-voice-comparison systems in research and/or casework contexts, and individuals who had actually presented 
validation results to courts. They also included individuals who could bring a legal perspective on these matters, and individuals with knowledge and 
experience of validation in forensic science more broadly. 
A two-day meeting was held in September 2019. The meeting was organized and sponsored by the Forensic Speech Science Laboratory of the Aston 
Institute for Forensic Linguistics and was hosted by the Netherlands Forensic Institute. Not all invitees were able to participate in the meeting. Twelve 
invitees participated. Eleven attended in-person and one contributed by videoconference. Prior to the meeting, participants were informed of the 
scope, asked to review relevant literature, and asked to come to the meeting prepared to share their thoughts on the topic. 
D.2. Scope 
The scope was restricted to validation of forensic-voice-comparison systems that output numeric likelihood ratios. Extensive discussion of other 
branches of forensic science was out of scope. The scope was also restricted to validation for the purpose of demonstrating whether, in the context of 
specific cases, a forensic voice-comparison-system is (or is not) good enough for its output to be used in court. Validation for system development and 



































Fig. 2. Cost functions for calculating Cllr (see main text for details).  
18 A system that gave no useful information and always responded with a likelihood ratio of 1, irrespective of the input, would have a Cllr value of 1. 
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D.3. Process during the initial meeting – Verbal discussion and summarization 
On the first day of the meeting, after a verbal recap of the topic and scope by the moderator (the first author of the present paper), each attendee 
was asked to share their thoughts on the topic. After each attendee had done this, the remainder of the day was dedicated to lightly-moderated 
discussion. Moderation was kept to a minimum so as not to stifle discussion of a broad range of ideas. The discussion was only redirected if it had 
clearly gone outside the defined scope and did not look like it was naturally moving back within scope. Participants who had not spoken much were 
specifically invited to share their thoughts. 
On the second day, the moderator attempted to summarize what appeared to have emerged as the consensus, and asked participants to indicate if 
they were indeed in agreement and to help modify and refine that summary so that it reflected the consensus. In addition to verbal discussion, a 
written summary of points of agreement was produced. The written summary was in note form. 
D.4. Process after initial meeting: Stage 1 – drafting, verbal discussion, and revision 
After the initial meeting, based on the notes as to the consensus reached during the meeting, the editor (the first author of the present paper) 
produced a first draft of the present paper. This draft was distributed to those who had participated in the meeting. Participants were asked to consider 
the concepts (rather than the exact wording), and to provide their input during three videoconferences that were held in January, February, and March 
2020. During the videoconferences, notes on participants’ input were made and a consensus as to how to proceed was agreed. 
After the three videoconferences, based on the notes and consensus reached during the discussion, the editor revised the existing draft. 
D.5. Process after initial meeting: Stage 2 – Written comments and proposals for change 
The draft resulting from Stage 1 was distributed to participants. We then followed a formal commenting process similar to that used by standards 
development organizations such as the International Organization for Standardization (ISO): Participants were asked to complete and submit 
comment sheets in which they had to identify relevant sections of the document, comment on those sections, and make concrete proposals for changes 
(each comment had to justify the reason for an associated proposed change). We then met via videoconference to discuss the submitted comments and 
decide which proposals to adopt. The editor then implemented the agreed changes. The cycle of submission of written comments and videoconference 
occurred five times during April through August 2020 (some cycles required two videoconferences to cover all the comments). For the first three 
rounds, comments and proposals were restricted to the actual statement of consensus (§2 of the present paper). 
A final version of the present paper was produced, and those who had participated were invited to include their names in the published list of 
authors. For reasons unrelated to the content of the final version, 2 participants did not include their names in the published list of authors. Those who 
had been invited to the original meeting, but had been unable to attend, were also invited to add their names as supporters of the consensus.19 
The manuscript was submitted for publication in September 2020. Comments from a single reviewer were received in February 2021. The re-
viewer’s only requested change was the removal of one clause and an associated footnote. This material was explanatory only, it did not include a 
recommendation. The clause and footnote were deleted, additional proofreading corrections were made, and the revised manuscript was submitted 
one week after the comments were received. 
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