Abstract. In this paper, we consider the 3d cubic focusing inhomogeneous nonlinear Schrödinger equation with a potential
L 2 < K provided that V is repulsive, where E and K are the mass-energy and mass-kinetic of the ground states, respectively. Our result extends the results of Hong [19] and Farah-Guzmán [11] with b ∈ (0, 1 2 ) to the case 0 < b < 1. We then obtain a blow-up result for initial data u 0 in H 1 (R 3 ) satisfying M(u 0 ) 1−sc E(u 0 ) sc < E and u 0
where u : I × R 3 → C is a complex-valued function, 0 < b < 1, H = H 0 + V, H 0 = −∆. Here V : R 3 → R is a real-valued short range potential with a small negative part, more precisely,
(1.2) and V − K < 4π, (1.3) where the potential class K 0 is the closure of bounded compactly supported functions with respect to the global Kato norm
|V(y)| |x − y| dy
and V − (x) = min{V(x), 0} is the negative part of V. In the case V = 0 and b = 0, HolmerRoudenko [18] and Duyckaerts-Homer-Roudenko [9] obtained the sharp criteria for global wellposedness and scattering in terms of conservation laws of the equation (1.1), where blow up result requires initial data is radial. Subsequently, for b = 0, Hong [19] established an analogous global well-posed and scattering result provided that V satisfies (1.2) and (1.3), V ≥ 0, x · ∇V ≤ 0 and |x||∇V| ∈ L 3 2 . However, he cannot give any blow up result. More recently, for V = 0, Farah-Guzán [11] and Dinh [7] extended the scattering result and the blow up reslut obtained by Holmer-Roudenko [18] to 0 < b < 1 2 and 0 < b < 1 under the radial assumption on the initial data u 0 , respectively.
The mainly part of this paper is devoted to get a similar criteria for global well-posedness and scattering for (1.1) with the radial data u 0 under the similar condition on V as that in [19] and over the wider interval 0 < b < 1. Additionally, we further give a non-scattering or blow-up result based on the method of Du-Wu-Zhang [8] under some additional assumptions on V.
Before the statement of our results, we briefly review some related results for the general INLS V equation [1] showed the existence of critical mass blow up solutions if V ∈ C ∞ (R N , R) and g ∈ C ∞ (R N , R) is sufficiently flat at a critical point. When V ≡ 0 and g ∈ C ∞ (R N , R) is positive and bounded, Merle [24] and Raphaël-Szeflel [25] derived conditions on g for existence/nonexistence of minimal mass blow-up solutions. In the above works, V(x) and g(x) are both smooth. While Combet-Genoud [3] When p = 1 + p * , Genoud [14] showed that (1.4) is global well-posed in 
4−2b
N Q m = 0. On the other hand, Combet and Genoud [3] obtained the classification of minimal mass blow-up solutions for (1.4) with p = 1 + p * . When 1 + p * < p < 1 + p * , Farah [10] proved that (1.4) is globally well-posed in H 1 (R N ), N ≥ 3, assuming that u 0 ∈ H 1 (R N ), , which combined with (1.5) implies that the solution blows up in finite time if u 0 satisfies |x|u 0 ∈ L 2 . In the radial case for u 0 , Dinh [7] removed the the condition |x|u 0 ∈ L 2 .
Moreover, Farah-Guzmán [11, 12] established scattering in the case that 1 + p * < p < 1 + 2 * , 0 < b < min{ We note that, for N = 3, the authors imposed an extra assumption, namely, 1+p * < p < 1+(3−2b) (when p = 3, 0 < b < the equation (1.1) as mentioned above. In view of these results, we are further aimed at extending Hong's result to 0 < b < 1.
Under the assumptions (1.2) and (1.3), the Cauchy problem for (1.1) is locally well-posed in H 1 (R 3 ) (see local theory Lemma 2.2 ). Moreover, the H 1 solution obeys the mass and energy conservation laws,
|u(x)| 2 dx, (1.8) and the energy is defined by
When V vanishes, we just replace E(u) by E 0 (u).
To state our main results, we need to introduce some notation as follows:
where Q is the ground state for the elliptic equation (1.7) with p = 3 and Q solves the elliptic equation On the other hand, we will see in section 3 that C GN = C rad GN never be attained when V is nonnegative and not zero a.e. on R 3 , which is another different phenomenon from the inverse-square-potential case (V(x) = a |x| 2 with a > 0); while C GN = C rad GN can be reached by Q when V − 0. (One can find more details in section 3.) Our first result provides criteria for global well-posedness in terms of the mass-energy E and a critical number K, which is involved with the kinetic energy. Theorem 1.1. Suppose that V is radially symmetric and satisfies (1.2) and (1.3), and 0 < b < 1. We assume that
Let u(t) be the solution to (1.1) with initial data u 0 ∈ H 1 (R 3 ).
then u(t) exists globally in time, and
during the maximal existence time.
for some δ > (ii) The radial condition on V in Theorem 1.1 is only used in the case that the initial data u 0 is radial, which will be applied to the following scattering result.
Another result is to show that the global solutions in Theorem 1.1 also scatters provided that u 0 is radial, V is repulsive and 0 < b < 1. 
Remark 1.4. In the defocusing case and without potentials, Dinh [6] obtained scattering in 
provided that u 0 is radial, 0 < b < 1 and the confining part of the potential (x · ∇V(x)) + = max{x · ∇V(x), 0} is small, precisely,
In other words, our result extends the result of Dinh [6] with 0 < b < 1 2 into 0 < b < 1 in the case of the radial data. For details of the proof, one can also refer to the one of Theorem B.1 in Hong [19] .
Finally, we turn to establish the blow-up criterion. To this end, we need introduce another functional associated with the called Virial type identity.
It follows from Remark 1.2 (i) that Theorem 1.1 holds provided that nonnegative V ∈ L δ for some δ > 3 2 . Under some additional assumptions on V, that is, x · ∇V ∈ L δ and V satisfies the following (1.20), we apply the method of Du-Wu-Zhang [8] to obtain a blow-up result, which will be stated as follow.
2 and V satisfies (1.20) x · ∇V ≤ 0, and 2V + x · ∇V ≥ 0.
We assume that 0 < b < 1 and
then one of the following two statements holds true:
(ii)T max = ∞, and there exists a time sequence {t n } such that t n → ∞, and 
This present paper is organized as follows. We fix notations at the end of section 1. In section 2, We establish Strichartz type estimates, upon which we obtain linear scattering, local theory, the small data scattering and the perturbation theory. The variational structure of the ground state of an elliptic problem is given in section 3. In section 4, we prove a dichotomy proposition of global well-posedness versus blowing up, which yields the comparability of the total energy and the kinetic energy. The concentration compactness principle is used in section 5 to give a critical element, which yields a contradiction through a virial-type estimate in section 6, concluding the proof of Theorem 1.3. In the last section, we use the localized virial identity to give the proofs of Theorem 1.5 and Theorem 1.7.
Notations::
We fix notations used throughout the paper. In what follows, we write A B to signify that there exists a constant C such that A ≤ CB, while we denote Moreover, the Fourier transform on R N is defined byf (ξ) = (2π)
s ∈ R, define the inhomogeneous Sobolev space by
and the homogeneous Sobolev space bẏ
where S ′ (R N ) denotes the space of tempered distributions.
Preliminaries
We start in this section with recalling the Strichartz estimates and norm equivalence established by Hong [19] + ≤ r ≤ 6 and (q ′ , r ′ ) is the conjugate exponent pair of (q, r). In particular, (q, r) ∈ Λ 0 is just a L 2 -admissible pair.
We define the Strichatz norm by
and its dual norm by
We also define the exotic Strichartz norm by
Combining the results obtained by [20] and [13] , the following Strichartz estimates and Kato inhomogeneous Strichartz estimates on I = [0, T ] are true: If V satisfies (1.2) and (1.3), then
If the time interval I is not specified, we take I = R, and S (Ḣ s , I) can be abbreviated as S (Ḣ s ), similarly for S ′ (Ḣ −s , I).
In addition, in order to establish local theory, the two norm equivalent relations between the standard Sobolev norms and the Sobolev norms associated with H are needed: If V satisfies (1.2) and (1.3), then
where s ∈ [0, 2] and 1 < r < 3 s . As a simple application of (2.2), the following linear scattering result holds.
We note that the statement and the proof of the following local theory are similar to those for (INLS 0 ) (see Corollary 1.6 in Guzmán [16] ). The only difference in the proof is that the norm equivalence is used in several steps. 
Before we show the small data scattering theory, we shall rely on the Sobolev inequality (see Theorem B * in Stein-Weiss [27] ) to get three crucial estimates.
Lemma 2.3. Let u : I × R 3 → C be a complex function, then the following estimates hold.
(i)
Proof. We first recall the Sobolev inequality.
and the scaling condition
Then for any u :
Next we give the proof of (2.5). Using Leibnitz rule gives
, it follows from the definition of S ′ (L 2 ) and Hölder inequality that
Using Hardy inequality yields that 13) where in the last step we have used the interpolation.
, we apply Leibnitz rule and Hölder inequality to get
where u * is either u orū. By (2.8)
Substituting (2.15) in the (2.14), using Hölder inequality in the time variable t and noting that (4, 3), ( 16) where in the last step we have used the interpolation.
Putting (2.9), (2.13) and (2.16) together, we complete the proof of (2.5).
From the process for (2.14)-(2.16), we easily obtain that
Finally, we turn to the estimate of (2.7). we apply Leibnitz rule and Hölder inequality to get
Substituting (2.19) in the (2.18), using Hölder inequality in the time variable t and noting that (∞, 2) ∈ Λ 0 and (
.
(2.20)
Proof. For M = c u 0 H 1 , we define a map as
and a set as
equipped with the metric
By Strichartz estimates (2.1) withs = 0 and the norm equivalence (2.2),
By the Kato Strichartz estimates (2.1) and (2.7),
By the Kato Strichartz estimates (2.1), the norm equivalence (2.2), (2.5) and (2.6),
Therefore, we obtain that
Now we let
The contraction property can be obtained by similar arguments. Therefore, by the contraction mapping theorem, Φ(v) has a unique fixed point u ∈ B, which is a global solution of (1.1).
Now we turn to the following scattering result, which can be combined with Proposition 2.5 to get a scattering result of small data.
Proof. First, we claim that
On the time interval I j we consider the integral equation
It follows from the Strichartz estimates (2.1) and the norm equivalence (2.2) that
From (2.6) and (2.5), we have
Thus, using (2.31), (2.32) and the last two estimates we get
Adding (2.35) and (2.36) and using the Young inequality give
Then by summing over the n intervals, we conclude the proof of (2.29). Now we claim that
exists in H 1 . Indeed, using the norm equivalence (2.2), the Strichartz estimates (2.1) and the estimates (2.33) and (2.34) gives
as t 1 , t 2 tend to ±∞.
Hence, φ ± is well defined. Then, repeating the above estimates again, we obtain that
as t tends to ±∞.
Finally, we state the useful perturbation lemmas including short time one and long time one. Let's first look at short time one. Lemma 2.7. If V satisfies (1.2) and (1.3). Let I ⊂ R be a time interval containing zero and let u =ũ(t, x) ∈ H 1 defined on I × R 3 be a radial solution to
for some positive constant M and some smallǫ > 0.
In addition, assume the following conditions
Proof. We use the following claim (we will show it later): there exists ε 0 sufficiently small such
we may assume, without loss of generality, that 0 = inf I. Let us first prove the existence of a solution w for the following value problem
where
).
To this end, let
and define
For a suitable choice of the parameter ρ > 0 and K > 0, we need to show that G in (2.49) defines a contraction on B ρ,K . Indeed, applying Strichartz inequalities (1.1) and the norm equivalence (1.2), we have
On the other hand, since
The same argument and (2.6) yield that
where E |x| −b (|ũ| + |w|)|w||∇ũ|, then (2.13) and (2.16) leads to
Hence, if w ∈ B ρ,K , it follows from (2.56) and (2.57) that
Furthermore, (2.59) and (2.47) implies that
Therefore, we deduce by (2.51) and (2.52), together with (2.60) and (2.61), that
where we also used the hypothesis (2.43) and (2.44) and A = Mǫ + Kρ.
We also have, using (2.53) and (2.62),
The above calculations establish that G is well defined on B ρ,K . The contraction property can be obtained by similar arguments. Hence, by the contraction mapping theorem, we obtain a unique solution w on I × R 3 such that
Finally, it is easy to see that u =ũ + w is a solution to (1.1) satisfying (2.45) and (2.46).
To complete the proof we now show (2.47). Indeed, using the same argument as before, we have
(2.70) Adding (2.69) and (2.70) gives
Therefore, choosing ǫ 0 sufficiently small, we conclude the proof of (2.47).
Remark 2.8. From the above lemma, we also have the following estimates.
In the sequel, we prove the long-time perturbation result.
Lemma 2.9. If V satisfies (1.2) and (1.3). Let I ⊂ R be a time interval containing zero and let u =ũ(t, x) ∈ H
1 defined on I × R 3 be a radial solution to
for some positive constants M and L.
′ ), we can partition I into n = n(L, ǫ) intervals I j = [t j , t j+1 ) such that for each j, the quantity ũ S (Ḣ sc ,I j ) ≤ ǫ. Note that M ′ is being replaced by 2M ′ , as the H 1 norm of the difference of two different initial data may increase in each iteration.
Again, we may assume, without loss of generality, that 0 = inf I. Let w be defined by u =ũ+w, then w solves (2.48) with initial time t j . Thus, the integral equation in the interval I j = [t j , t j+1 ) reads as follows
Thus, choosing ǫ 1 sufficiently small (depending on n, M and M ′ ), we may apply short-time perturbation lemma 2.7 to obtain for each 0 ≤ j < n and all ǫ < ǫ 1 ,
provided that we can show
For each 0 ≤ j < n. Indeed, by the Strichartz estimates (2.1), we have
which implies by (2.71) that
Similarly, it follows from Strichartz estimates (1.1) and (2.72) that
′ , L) sufficiently small, we see that (2.80) holds and so it implies (2.78) and (2.79).
Finally, summing them over all subintervals I j we obtain (2.76) and (2.77).
Sharp Gagliardo-Nirenberg inequality
In this section, we will find a maximizer or maximizing sequence of the nonlinear functional
To make this precise, we define
, u is radial and nonzero} and
It's known from [10] that for V = 0, J 0 (u) attains its maximum J 0 at u = Q(x) ≥ 0, which solves the equation (1.7) with p = 3, and
which together with the identities
implies that the best constant of the Gagliardo-Nirenberg inequality
Proof. it follows from (3.2), (3.4) and (3.5) that
On the one hand,
which follows from
On the other hand, for V ≥ 0, it is easy to see that for any u ∈ H 1 ,
Putting (3.6), (3.7) and (3.9) together yields that for any
Thus, we get our desired result. 
In the case when V is nonegative and not zero a.e. on R 3 , the constant C GN = C 0 
GN can never be attained. In fact, if not, then there exists someQ
Moreover, Q satisfies the Pohozhaev identities,
Proof. Set
be a maximizing sequence associated to J V (u). By Schwarz symmetrization, we can assume that {u n } ∞ n=1 is radial and radially non-increasing for all n. For each n, we choose α n , r n > 0 such that
r nũ n 2 L 2 = 1. Therefore, there exists someũ ∈ H 1 (R 3 ) such that, up to a subsequence,ũ n ⇀ũ weakly in H 1 (R 3 ). Furthermore,ũ is nonnegative, spherically symmetric, radially non-increasing, and with some r 0 ∈ (0, +∞):
Indeed, if we suppose that r n → 0 or r n → +∞, then by the "free" Gagliardo-Nirenberg inequality and the assumption,
with Q is the ground state of the free equation. On the other hand, since V − 0, then there exists some x * ∈ R 3 and a small ǫ > 0 such that
Hence,
contradicting (3.14).
In this stage, we set ψ(x) =ũ(r 0 x) and obtain that
Therefore, we actually obtain thatũ n →ũ and r n → r 0 which give then u n → ψ in H 1 , attaining C GN .
Now that ψ is a maximizer of J V (u). Then, it solves the Euler-Lagrangle equation equivalently,
Then Q is a weak solution to the ground state equation (3.12).
Let's turn to the proof of (3.13). Formally, multiplying (3.12) by Q and x · ∇Q, separately, integrating in x and applying integration by parts, we get
The rigorous proof relies on the standard approximating method. Solving the simultaneous equations (3.15) and (3.16) 
Criteria for global well-posedness
In this section we first give a criterion for the global well-posedness, i.e., Theorem 1.1, and then obtain properties of such global solutions. For one's convenience, we restate Theorem 1.1 as follows.
Theorem 4.1. Suppose that V is radially symmetric and satisfies (1.2) and (1.3), and 0 < b < 1. We assume that
Let u(t) be the solution to (1.1) with initial data u
Proof. If V ≥ 0, it follows from (3.3) and (3.5) that
If V ≤ 0, using Pohozhaev identities (3.13), we have
Using Pohozhaev identities (3.13) again, we have
Then, it follows from the Gagliardo-Nirenberg inequality and the energy law that
Observe that f (x) is concave for x ≥ 0 and it has a unique maximum at
is continuous. Therefore, we conclude that either
The next two lemmas provide some additional properties for the solution u under the hypotheses (4.1) and (4.2) of Theorem 4.1. These lemmas will be needed in the proof of Theorem 1.3 through a virial-type estimate, which will be established in the last two sections.
Lemma 4.2. In the situation (i) of Theorem 4.1, if u is a solution of the problem (1.1) with radial initial data u 0 , then the following statements hold (i)
Proof. (i) By the energy conservation law, we obtain
By the Gagliardo-Nirenberg inequality (with C GN = 4 (3+b)K ) and (4.3), we obtain
which combing with (4.15) gives
On the other hand, it is obviously that
Connecting (4.17) with (4.18) gives (4.12).
(ii) By the second inequality in (i),
Multiplying both sides of (4.19) 
and using (4.6) and (4.9) yield that 
2 L 2 , the equivalence norm (2.2) and (4.12) successively gives
If V ≤ 0, using Gagliardo-Nirenberg inequality, (4.13), H
Finally, we give the result about existence of wave operators, which will be used to established the scattering theory. Before stating it, we need the lemma established in [11] . Lemma 4.3. Let 0 < b < 1. If f and g ∈ H 1 (R 3 ) then there exists some
Proposition 4.4. If V is radially symmetric and satisfies (1.2) and (1.3), V ≥ 0 or V ≤ 0, and 0 < b < 1. Suppose radial function ψ ± ∈ H 1 (R 3 ) and
Then there exists a radial function v 0 ∈ H 1 (R 3 ) such that the solution v of (1.1) with initial data v 0 obeys the assumptions (4.1) and (4.2) and satisfies
Proof. Similar to the proof of the small data theory Proposition 2.5, we can solve the integral equation
for t ≥ T with T large.
In fact, there exists some large T such that e −itH ψ + S (Ḣ sc ,[T,∞)) ≤ δ sd , where δ sd is defined by Proposition 2.5. Then, the same arguments as used in Proposition 2.5 give a solution v ∈ C([T, ∞), H 1 ) of (4.25). Moreover, we also have
Thus by (2.1), (2.2), (2.13), (2.14) and (2.17),
(4.27) Since δ sd > 0 is arbitrarily small, this proves that
By the mass conservation, we have u(t) L 2
On the other hand, it follows from Lemma 4.3 
(4.33)
Moreover, we note that
Hence, for sufficiently large T , v(T ) satisfies (4.1) and (4.2), which implies that v(t) is a global solution in H
. Thus, we can evolve v(t) from T back to the initial time 0. By the same way, we can show (4.23) for the negative time. In addition, (4.26) combined with local theory implies (4.24).
Existence and compactness of a critical element
Definition 5.1. We say that S C(u 0 ) holds if for radial u 0 ∈ H 1 (R 3 ) satisfying u 0 
In fact, by the definition of norm · S (Ḣ sc ) , Sobolev embedding, the Strichartz estimate (see (2.1) with s = 0), the norm equivalence (2.2) and (4.12), we have
Hence, it follows from Proposition 2.5 that (5.1) holds for all sufficiently small δ > 0, which implies scattering by Proposition 2.6. Now for each δ > 0, we define the set S δ to be the collection of all such initial data in H 1 :
We also define
If E c = E, then we are done. Thus we assume now
Our goal in this section is to show the existence of an H 1 -solution u c of (1.1) with the initial data u c,0 such that u c,0
and S C(u c,0 ) does not hold. Moreover, we show that if u c S (
Prior to fulfilling our main task, we first state the linear profile decomposition associated with a perturbed linear propagator e itH rn , with
which was established by Hong [19] in the case b = 0. The profile decomposition associated with the free linear propagator e it∆ [9, 18] was established by using the concentration compactness principle in the spirit of Keraani [22] and Kenig and Merle [21] . 
where o n (1) → 0 as n → +∞.
Proof. The proof is similar to that of Proposition 5.1 in [19] . Let's first consider the case r n → 0 or r n → ∞. According to the profile decomposition associated with free propagator, there exists a subsequence of φ n , which is still denoted by itself, such that
satisfying the properties in Proposition 5.2 with V = 0.
In order to get the form of (5.8), we can rewrite (5.13) as
Now we start to verify that (5.14) satisfies the properties (5.9)-(5.12). It's obvious that (5.9) is true, so let's look at (5.10). We note that u(t) = e it∆ u 0 solves the integral equation 
as n → ∞ and M → ∞.
Also applying (5.16), we obtain
as n → ∞, where the last step follows from
and the condition r n → 0 or ∞. Thus W M n (x) in (5.15) satisfies the property (5.10).
To get (5.11), it suffices to prove
from which, we only need to show that
as n → ∞.
In fact,
as n → ∞. where the last step follows from
and the condition r n → 0 or ∞. Thus, we complete the proof of (5.11). Now we turn to (5.12). Since (5.25) provided that ∇ f n L 2 is uniformly bounded. Hence, applying (5.25) with φ n , φ j and W M n and using the asymptotic Pythagorean expansion associated with the free linear propagator, we find that (5.12) can be deduced from the following expression
As in the proof of (5.20) , it suffices to prove
as n → ∞. Indeed, using (2.1) and (2.2), we have 28) as n → ∞, where the last step follows from
(5.29) Now Let's consider the other case r n = 1. Using (5.13) again gives And using Sobolev embedding, the norm equivalence (2.2), the Strichartz estimate (2.1) with s = 0 and (5.31), we have 
Proof. According to (5.11) and (5.12), it suffices to establish for all M ≥ 1, ≤ ε for all sufficiently large n. Hence, we obtain Remark 5.6. When V = 0, using the same argument as that of Proposition 6.4 in [11] , combined with our new estimates (2.5)-(2.7) established in the present paper, we actually extend the result obtained in [11] to the more general case 0 < b < 1, to get the following statement: Let V = 0 and u 0 ∈ H 1 be radial and 0 < b < 1. Suppose that (1.5) and (1.6) are satisfied, then the solution u of (1.1) is global in H 1 (R 3 ) and scattering both forward and backward in time.
Proof. By the assumption (5.5) and the definition of E c , we can find a sequence of solutions u n (t) = INLS V u n,0 of (1.1) with initial data u n,0 such that
Note that it's not obvious for uniform boundedness of u n,0 H 1 because of the shortness of scaling invariance for the equation (1.1) . Hence, the first step is to show that u n,0 H 1 is uniformly bounded, which can be obtained from the fact that passing to a subsequence,
Indeed, by the norm equivalence, we have
Let (5.52) be false, then we may assume that r n → 0 or +∞. Next, we shall apply the linear profile decomposition and the perturbation lemma to get a contradiction. To this end, we definẽ
Hence,ũ n = INLS V rnũ n,0 , that is,ũ n is the solution to the initial value problem (5.54)
, and ũ n,0 H 1 is uniformly bounded, which follows from
(5.56) Therefore, we apply Proposition 5.2 toũ n,0 to get
Then by (5.41), we have further that
Since also by the profile expansion, we have
Since from (4.12), each energy is nonnegative, and then 
Indeed, if V ≥ 0, (5.73) is trivial. If V ≤ 0, by the Gagliardo-Nirenberg inequality and the Pohozaev identities,
Thus, we obtain
which, by (3.3) and (4.8), implies that
Thus, we obtain (5.73).
Putting together (5.71)-(5.73), we deduce that
Hence, it follows from Remark 5.6 that (5.65) is true. Claim 2. There exists a large constant A 1 and M 1 independent of M such that there exists n 1 = n 1 (M) such that for n ≥ n 1 ,
In fact, we note that
It is clear that 
Using (5.9) and (2.6) and the dominated convergence theorem yields (5.82).
Finally, we prove
Note that
By (2.13), we deduce that Once we established Proposition 5.5, we can obtain the following results of precompactness and uniform localization of the minimal blow-up solution, the proof of which is standard and we omit it here. 
Scattering result
In this section, we prove the following rigidity statement and finish the proof of Theorem 1.3. Take a radially symmetric function φ ∈ C ∞ c such that φ(x) = |x| 2 for |x| ≤ 1 and φ(x) = 0 for |x| ≥ 2, and define a(x) = R 2 φ( Since φ(x) is radial and φ(x) = |x| 2 if |x| ≤ 1, the sum of all terms in the definition of (Remainder) integrating over |x| ≤ R is zero. Indeed, for the first three terms and the last term, this is clear by the definition of φ(x). In the fourth term, we calculate that Adding to the fifth term (also integrating over |x| ≤ R), we get zero since ∆φ = 6 if |x| ≤ R. Therefore, from Corollary 5.8, we can infer that (Remainder) → 0 as R → ∞ uniformly in t ∈ [0, ∞). On the other hand, by the definition of M a (t), the norm equivalence an (6.1), we should have (6.10) which is a contradiction for t large unless u 0 = 0. Now, we can finish the proof of Theorem 1.3. The Proof of Theorem 1.3. In view of Proposition 5.7, Theorem 6.1 implies that u c obtained in Proposition 5.5 cannot exist. Thus, there must holds that E c = E, which combined with Proposition 2.6 implies Theorem 1.3.
Blow-up criteria
We finally consider the blow-up in finite or infinite time following the idea from Du-Wu-Zhang [8] .
Proof of Theorem 1.7 Assume the contrary, then we havē
Consider the local Virial identity and let (7.11) I(t) = φ(x)|u(t, x)| 2 dx, then by straight computation, we get Fix some large constant R > 0, which will be decided later. We choose φ in ( 
