Several methods have been proposed to describe face images in order to recognize them automatically. Local methods based on spatial histograms of local patterns (or operators) are among the best-performing ones. In this paper, a new method that allows to obtain more robust histograms of local patterns by using a more discriminative spatial division strategy is proposed. Spatial histograms are obtained from regions clustered according to the semantic pixel relations, making better use of the spatial information. Here, a simple rule is used, in which pixels in an image patch are clustered by sorting their intensity values. By exploring the information entropy on image patches, the number of sets on each of them is learned. Besides, Principal Component Analysis with a Whitening process is applied for the final feature vector dimension reduction, making the representation more compact and discriminative. The proposed division strategy is invariant to monotonic grayscale changes, and shows to be particularly useful when there are large expression variations on the faces. The method is evaluated on three widely used face recognition databases: AR, FERET and LFW, with the very popular LBP operator and some of its extensions. Experimental results show that the proposal not only outperforms those methods that use the same local patterns with the traditional division, but also some of the best-performing state-of-the-art methods.
Introduction
Face recognition is a popular biometric technique, mainly because it is considered as non-intrusive and it can be applied in a wide range of applications such as access control, video surveillance and human computer interaction [1] . Feature extraction is one of the most important steps in the face recognition process, but to obtain discriminative and robust features for describing face images is still an open problem [2] . Several methods have been proposed toward this aim, that can mainly be divided into two groups: local feature-based methods and global appearance-based methods [1] . In general, local featurebased methods exhibit a better behavior and have some advantages over the global ones [3] [4] [5] . Among existing local descriptors, Gabor wavelet-based methods are one of the best performing, mainly due to their spatial locality and orientation selectivity [6] . However, although different strategies have been proposed, they are still computationally intensive and consume too much time in feature extraction [7] , being not suitable for real-time and mobile applications. On the other hand, histograms of local patterns, such as Local Binary Patterns and its different extensions, which are also very popular local descriptors [8] , are very simple and fast to compute.
The Local Binary Patterns (LBP) operator was first proposed for texture classification and was then applied to face recognition using a regular regions division [9] . Many extensions of the original operator have appeared afterwards [10] [11] [12] [13] [14] [15] [16] ; however most of them have focused on obtaining more discriminative descriptors, while few methods have been proposed to get a more robust division strategy.
Recently, the semantic pixel set-based LBP (spsLBP) [17] was proposed for this aim. By clustering the pixels in an image region into a number of sets according to their semantic meanings instead of using a regular division, it http://jivp.eurasipjournals.com/content/2014/1/26 makes better use of the spatial information when constructing the local histograms. It was shown in [17] that this strategy can alleviate to some extent the pixel-shifting problem caused by some face deformations like variations in expression. However, only the original LBP operator was tested with the proposed strategy in [17] , while more robust LBP variants can be used for improving the overall performance.
In this paper, we aim at extending the proposal in [17] to a more general framework, in which more robust local operators can be applied, such as Local Ternary Patterns (LTP) and Three-Patch LBP (TP-LBP). Moreover, we believe that the amount of information in different face regions is different, then using a fixed number of sets for all regions, like in [17] , could not be appropriate. Hence, a different number of sets should be used in different regions according to their specific information quantity. Taking this into account, we propose in this paper a method for automatically learning the number of sets in which each region should be divided, by using information entropy. When including more sets, the feature vector dimensionality increases, so a dimensionality reduction method is needed. We have considered to apply the Principal Component Analysis with a Whitening process (WPCA) [18] in our framework. This method not only reduces the dimension of the feature vector, making it more compact, but also can be used even on small-sample-size cases [18] .
The rest of this paper is organized as follows: in section 2, related work is analyzed; in section 3, the proposed framework is introduced, and the strategy to learn the number of clusters in a region is presented; section 4 shows experimental results of the proposed method in comparison with some related state-of-the-art descriptors; finally, conclusions are given in section 5.
Related work
LBP is one of the most popular face image descriptors [19, 20] . It was introduced in this area in 2004, motivated by the fact that faces can be seen as a composition of micro-patterns which can be well described by this operator [9] . The original LBP [21] describes these local texture patterns by thresholding the comparison results between the intensity value of the center pixel and its 3 × 3 neighborhood. The resulted binary values are then concatenated together and encoded as an integer. This encoding process is illustrated on Figure 1 . The operator is invariant to grayscale monotonic variations since it only takes into account if the surrounding pixels values are brighter or darker than the center pixel value. The original method was later extended for using a circular neighborhood of different radius sizes and considering different numbers of equally spaced pixels on the defined circle [22] . In the same work [22] , it was shown that more than 90% of the texture information (lines, edges, corners) is contained on 58 patterns which have at most two bitwise 0 to 1 or 1 to 0 transitions; so these patterns were called uniform LBP and, in this case, a single label is assigned to all remaining patterns.
In the past few years, a number of variants of the original operator have been proposed for improving different aspects of the method [20] . Some of the extensions aim at enhancing the discriminative capability of the operator, such as the improved LBP (ILBP) [10] , in which both the pixels in the circular neighborhood and the center pixel are compared against the mean intensity value of them. Another is the extended LBP (ELBP) [23] , which encodes the gradient magnitude image in addition to the original image in order to represent the velocity of local variations. There are some extensions that have been proposed for improving the robustness, such as the local ternary patterns (LTP) [16] which includes a 3-level generalization coding scheme and is more resistance to noise. However, this operator is no longer invariant to monotonic grayscale transformations. There are also some extensions which have concentrated on choosing an appropriate neighborhood for the encoding process (e.g. the number and distribution of the sampling points as well as the shape and size of the neighborhood). One of the examples is the Multi-scale Block LBP (MB-LBP) [24] , in which the average intensity values of neighboring rectangular blocks are compared rather than single pixels. This allows to capture macro-structures of face images. Three-Patch LBP and Four-Patch LBP [25] are also patchbased operators, and their experimental results are very promising. Most of the descriptors mentioned above use the original strategy of Ahonen et al. [9] for facial representation. The scheme consists of dividing the face image into rectangular regions, from which local histograms of the extracted local patterns are obtained. Afterwards, the histograms of all regions are concatenated into a single spatially enhanced feature histogram that encodes both the local texture and the global shape of face images. Under this strategy, deciding the number and size of blocks is usually a problem, especially when there are different appearance variations on the face. A finer division usually makes the descriptor more discriminative but sometimes, for example when there are expression variations, will bring some problems. This is illustrated on Figure 2 , where it can be appreciated that in the case of expression variations, a finer division can affect the recognition process because small blocks around some face areas, such as mouth and eyes, are shifted to neighbor blocks. Just a few methods on the literature aim at modifying the spatial division strategy. In [26] and [27] , many subregions are obtained by shifting and scaling a rectangular region over the face image and boosting is used for selecting the most discriminative regions of different sizes at different positions. Overlapped subregions have also been used [28] ; as well as circular [29] and triangular [30] regions.
The spsLBP method [17] is another approach proposed to solve the blocks division problem. It uses a simple clustering method to segment the pixels in a region by considering their intensity values. In spsLBP, the face image is first divided into a few coarse rectangular regions and then the pixels in each region are regrouped by their semantic meanings. Histograms of LBP codes are computed from the obtained sets and concatenated as in the traditional scheme. It is a very simple idea in which the local patterns are associated with their semantic meaning instead of their spatial position only. This strategy allows to group most of the relevant pixels into corresponding sets even in the presence of some shifting. It should be noticed that, for simplicity, intensity values were used for associating the pixels, but some other attributes such as contrast, luminance, texton, etc., could also be used. It was shown in [17] that this strategy outperforms the traditional regular division. However, more robust LBP variants were not considered in that work. On the other hand, the number of pixel sets for each region was set equal which can be inappropriate in some cases. In Figure 3 , it is shown that different face regions can contain a different amount of variable information. By intuition, some regions rich in texture, like areas around eyes, should contain more information; thus, a large number for pixel groups with different semantic meanings should be set while others, like cheek, can be almost homogenous. Hence, we believe both, more robust descriptors and proper number of sets for each region, can boost the performance of this framework.
Face feature extraction using semantic pixel set-based local patterns
The most often used strategy for obtaining face descriptors is based on spatial histograms of local patterns. However, the grouping statistical process only considers the spatial information of the pixels, and this may be the reason for non-corresponding sub-blocks matching when there are large expression variations. Hence, we present a strategy for associating local patterns in a face region by their semantic meaning in an adaptive way, in order to exploit better the information within each rectangular face region. The process of face feature extraction using the general framework of semantic pixel set-based local patterns is illustrated on Figure 4 . First, a face image is divided into a few regular blocks of a given size, and the number of pixel sets (N i ) for block i, is learned according to the information entropy of the block. Then, pixels in this block are re-grouped into N i sets according to their semantic meaning. Once we have different sets of pixels for each block, histograms of local patterns are extracted from each of them. Finally, all features are concatenated together and enhanced by the WPCA method.
Learning the number of sets based on the information entropy
The entropy is a term defined in information theory as a measurement of the uncertainty associated with a random variable [31] . It is relevant to the quantity and variability of the information. Here, we assume that the pixel intensity value is a random variable; thus, we can use the histogram of the intensities in each face block to approximate the probability density function (PDF) for computing the information entropy. Applied to our case, the larger the entropy value is, the more information a face block should contain, and thus more clusters should be set. The entropy value of the face block i can be then defined as
where p(x k ) is the probability of the pixel x with intensity value k in the histogram of the block. In our proposal, the entropy following Equation 1, is computed from the intensity histograms of the coarsedivided regions for all face images in the training set. Then, the average entropy value of a block in all images is used as the corresponding regional entropy. Although some images in the training set might be affected by noise, the average entropy values can still reflect the information quantity differences among different facial regions. Figure 4 The flowchart of the semantic pixel set-based local patterns using information entropy. This figure describes the complete flowchart of the proposed method. First, a face image is coarsely divided into a few blocks of a given size. With the learned number of pixel sets for each face block according to the information entropy, pixels are re-grouped to different sets according to their semantic meaning. Histograms of local patterns are then extracted from each set. Finally, all features are concatenated together and enhanced by the WPCA method. http://jivp.eurasipjournals.com/content/2014/1/26
Finally, a monotonic transform function is used for mapping the entropy value to the number of sets. The whole process is described in Figure 5 .
The monotonic transform function F(x i ) in this paper, is implemented by using a linear function as follows:
where x i is the average entropy for block i, x min and x max are the minimum and the maximum entropy values from all regions, new min is the least sets the region should be divided while new max is the maximum number of sets that can be obtained in a region. If the output of F(x i ) is not an integer number, it can be rounded to be an integer value.
In this work, we have decided to use new min = 2 and new max = 8 and a coarse blocks division of 6 × 6, aiming at having a good trade-off between the computational cost and the proper use of the local spatial information. Figure 6 is the number of sets learned with the proposed algorithm, using the mentioned configuration, for a given training set. In the image, the brightest parts represent those regions with number of sets equal to 8 and the darkest parts correspond to the number of sets 2, while the gray parts represent integers between 2 and 8. It can be seen that those blocks corresponding to the eyes and nose contain more information than the rest of the parts. This corresponds to our intuition and also obeys the traditional weighted maps used for face recognition. Hence, we believe that using different number of sets for each block will enhance the discriminant ability of the method proposed in [17] , where a fixed number of sets was used. Besides, it can also help to make better use of the spatial information.
Illustrated in

Semantic pixel sets based local patterns
Once the number of pixel sets (N i ) in each face block is learned on the training phase, the proposed semantic Figure 5 The details for learning the number of sets in each face block using information entropy. This figure describes the process of learning the number of sets for each face block using the information entropy. First, the pixel intensity value in each face block is treated as a random variable; thus, we can use the histogram of the intensities in each face block to approximate the probability density function (PDF) for computing the information entropy. Then, the average entropy value of all face images is used as the regional corresponding entropy. Finally, a linear function is used as a mapping from the entropy value to the number of sets. http://jivp.eurasipjournals.com/content/2014/1/26
Figure 6
The learning results of set number in each face block. In the figure, the number of sets learned with the proposed algorithm based on entropy, for a given face division, is shown. It can be seen that those blocks corresponding to the eyes and nose contain more information than the rest of the parts.
pixel set-based strategy for obtaining the histogram features can be used in the recognition process. First, the pixel intensity values on block i are sorted and clustered uniformly in N i sets, as it is illustrated in Figure 7 . Under this strategy, for a fixed number of sets, the division of a block will always be the same although some have monotonic variations; so if the used local pattern operator, such as LBP, is invariant to monotonic grayscale variations, the final descriptor will also inherit this property (Additional file 1).
As was mentioned before, not only the LBP operator but also any other local pattern-based encoding method can be used with our strategy since the final representation will be given by the histograms of codes computed from each pixel set. So, we will have for each coarse block the corresponding semantic set map and the codes map computed by the encoding method (e.g. LBP, LTP, TPLBP, etc.).
Using both, the semantic set map and the computed codes map, the histogram for the set S(i, n), with n ∈ [1, .., N i ], can be obtained by
where codes_map(x, y) is the local pattern obtained at position (x, y) and m is the number of code labels.
Finally, all feature vectors from all sets of all blocks (1 : t) will be concatenated together to represent a face image:
In the following, we will call this face image descriptor, semantic pixel set-based local patterns using information entropy (en-spsLP). As have been explained, the local patterns (LP) can be any histogram descriptor based on a local operator such as LBP and its different extensions.
Dimensionality reduction using WPCA
In order to take more advantage of the spatial information, overlapping regions can be used to extract the en-spsLP features. However, this increases the total dimension of the feature vector and can bring the curse of dimensionality. Hence, a feature reduction method should be applied in this case, in order to get a more compact representation.
There are different methods in the literature for dimensionality reduction. Most of the supervised methods usually applied in face recognition like LDA, although have shown good results, require more than two images per person for training, which cannot be always satisfied in real applications. It was proposed in [18] to apply Principal Component Analysis with a Whitening process (WPCA) to solve the so-called 'Single Sample per Person' problem. This method has been recently used with different face descriptors such as Local Gabor Binary Patterns [32] and POEM [33] , showing a very good performance even when only one or a few images are available per person. For those reasons, we decided to apply WPCA for the dimensionality reduction in our framework.
Under this method, after a feature vector, X, is projected into the lower dimensional feature space found by PCA, u = W PCA X, it is normalized with a whitening transformation:
where
and λ i are the eigenvectors of the covariance matrix. This process aims at reducing the negative influences of the leading eigenvectors, as well as magnifies the discriminating details encoded in the trailing ones.
Experimental evaluation
Verification and identification experiments were conducted in order to evaluate the performance of the proposed method. Two popular databases: FERET [34] and AR [35] , were used for identification experiments, while the LFW [36] database was used for verification. In those experiments where WPCA was not applied, the χ 2 distance was used to compare the obtained descriptors from face images, otherwise cosine distance will be used. In the case of identification, the nearest neighbor classifier http://jivp.eurasipjournals.com/content/2014/1/26
Figure 7
The details of computing the semantic set map. This figure shows the detailed process for clustering the semantic pixel sets in one face block. First, the pixel intensity value distribution is computed. It can be viewed as a simplified sorting process. Then, it is quantified into k sets according to the learned number. Finally, according the raw pixel intensity values and the sets they belong to, a semantic set map for one face block can be obtained.
was applied, and the top-rank recognition rate was used to measure the performance of the methods. In the case of verification on LFW, we have followed the evaluation protocol, and the estimated mean classification accuracy with the standard error (û±SE) was used for the evaluation. All images were photometric normalized with the preprocessed sequence proposed by Tan and Triggs [16] .
The two databases used for identification are composed by images captured under controlled environments. The FERET database [34] contains images with a lot of variations in expression, lighting and aging, divided into five subsets: Fa (gallery set), composed by frontal images of 1,196 subjects; Fb containing 1,195 face images with variations in expression; Fc subset, which contains 194 images with variations in lighting; Dup-I with 722 face images taken with an elapsed time with respect to the images in the gallery set; and Dup-II, a subset of Dup I, which contains 234 images in which the elapsed time is at least 1 year. On the other hand, the AR database [35] was created to test face recognition methods in front of various expressions, different illuminations and occlusions. It contains more than 3,200 face images of 126 people captured on two different sessions. Each person has up to 13 images per session. We randomly selected 100 different subjects (50 males and 50 females) and the neutral expression image of every person in each session was used as gallery and the rest of them with different expressions, lighting and occlusions were used for testing. Images from both databases were cropped to 114 × 114. Thus, using a coarse block division of 6 × 6, the blocks size will be 19 × 19.
Different from the former two databases, the LFW [36] database contains 13,233 images that were obtained under different unconstrained environments. The images are from 5,749 different individuals, and 1,680 of them have two or more images. In our experiment, we follow the standard training and testing protocol. We have used here the 'View 1' for learning the number of sets for each face block, and the 'View 2' for the final testing. Under this protocol, 6,000 pairs of images are compared in the evaluation; the half of them correspond to images from the same person and the other half not. The testing data are divided into 10 evenly distributed sets and the test is repeated 10 times, using one set for testing and the others for training. It should be noted that our proposal was tested with the original data, without correcting the few labeling errors in the database. Besides, the aligned version (provided by [37] ) of face images was used, and all of them were cropped to 126 × 110. In this case, overlapped coarse blocks of 18 × 22 were used.
The contribution of semantic pixel sets to different LBP based descriptors
The aim of the first experiment is to show that the semantic pixel set (sps)-based strategy, makes not only the original LBP but also other LBP-based descriptors, more robust and stable under different variations of facial http://jivp.eurasipjournals.com/content/2014/1/26 appearance. It is expected that by using more robust descriptors, better results can be achieved. In order to make a fair comparison with [17] , we use in this experiment the same fixed number of sets for each region, i.e. 6 or 8 sets. Besides, the original uniform LBP, the Local Ternary Patterns (LTP) [16] and the Three-Patch LBP (TP-LBP) [25] with the coarse initial division are tested.
The obtained results on the FERET database are listed on Table 1 . It can be seen that almost on all cases, the sps outperforms the traditional regular division. Moreover, the more robust the descriptor, the better the results achieved with our proposal. In general, the best performing descriptor is LTP. In order to have an in-depth comparison between the sps strategy and the traditional block division, we test the LTP descriptor, with each strategy during histogram estimation. In order to make the comparison fair, we do not use the illumination preprocessing in this experiment. Given a coarse blocks division of 6 × 6, we compare the results of using LTP directly over this division (LTP), dividing those coarse blocks into more n sub-blocks (nblockLTP) and dividing them into n sets according to our proposal (n-spsLTP). The results obtained in each subset of AR database with different kinds of variations are listed on Table 2 .
As was explained in the Introduction, a finer regular block division is good for some cases (e.g. occlusions) but degrades for some others, especially for expression variations. It can be seen from Table 2 , that although the blockLTP presents slightly better results than our proposal for occlusion variations, in the case of expressions, the performance drops off by a significant margin, even worse than the original LTP. In general, our sps strategy has a more stable behavior. In any case, we have to admit the disadvantages of our method in the case of unpredicted occlusions. For instance, the pixel intensities of the original cheek region occluded by sunglasses will not be as dark as the black sunglasses. This will definitely change The contribution of semantic pixel sets to different LBP-based descriptors. The advantage and disadvantage between sps and regular blocks division.
the sorting results of the pixel intensity values. The pooling process will thus go wrong. So, in the future, we will try some appearance-based methods for clustering in order to get a more stable block division result.
The contribution of entropy-based learning algorithm for estimation the number of sets in each block
The aim of the this experiment is to demonstrate the contribution of using the information entropy for learning the number of sets for each face block. In this case, we compare the results of the same three descriptors with a fixed number of sets for each block (best results from Table 1 ) and using information entropy for learning the number of sets (en-sps). The obtained results are shown on Table 3 . It can be appreciated that by using different number of sets for each region, better results are achieved in almost all cases. Besides, it can be said that the proposed learning method is useful for deciding the number of sets in each face block.
Face recognition using information entropy based spsLTP
In order to further exploit the capabilities of the proposed descriptor and to make better use of the spatial information, in this experiment we use the overlapping regions to derive the face features. Since in both experiments above, the LTP-based descriptor performs the best, we are going to use it in this experiment. In this case, keep the same blocks size but with five pixels of overlapping between neighbor blocks. When more blocks are involved, the final feature vector size becomes many times the original one. Hence, the use of a feature reduction method is needed.
As it was explained above, the WPCA method is applied in this case. The obtained results, compared with some other face descriptors on FERET database are shown on Table 4 . It can be seen that for spsLTP, better results can be achieved with the overlapping version (spsLTPov). Besides, when the learned number of sets for each block is used, the results can get further improvement, compared with the results obtained by using a fixed number of sets for all blocks. Moreover, the benefits of using WPCA are demonstrated. In this database, when using overlapping blocks, we have found a total of 1,298 sets. This means that the descriptor (en-set-spsLTP-ov) has a dimension of 153,164 (1,298 × 59 × 2). We have selected only 850 features by using WPCA (en-set-spsLTP-ov-WPCA) and a better result is obtained. So, by applying WPCA, we get a more compact and discriminative descriptor. It can also be seen on the table that our results are comparable with some of the state-of-the-art methods such as the Local Gabor Binary Patterns Histograms Sequence (LGBPHS) [32] , the Learned Local Gabor Patterns (LLGP) [39] , the Histograms of Gabor Ordinal Measures (HOGOM) [40] , the Patterns of Oriented Edge Magnitudes (POEM) [42] and Discriminative Local Binary Patterns (DLBP) [41] .
Descriptors comparison in unconstrained environment
The aim of this last experiment is to show the effectiveness of our proposal in a more challenging face database, the LFW, for the uncontrolled face verification task. Since our method is unsupervised, only related works are compared. All images of the aligned version [36] are cropped Face recognition using entropy based spsLTP-ov + WPCA in controlled environment.
to be 126 × 110 around the center. Blocks of 18 × 22 pixels are used to extract the en-spsLTP features, overlapped by six pixels in the rows and eight pixels in the columns. During model selection, the training set in 'View 1' was used to learn the number of sets for each block by using the information entropy. For testing in 'View 2' , the training set is used to train the WPCA axes and find the best threshold for determining if a comparison corresponds to the same person or not. In Table 5 , we compare our method with other descriptors evaluated in [37] and [43] under the same protocol. We can find that in the list of unsupervised methods, our proposed method is comparable with the other descriptors. Since this dataset is very challenging, we believe our method can achieve a better result by using a more complex nonlinear classifier learned from a supervised way.
Conclusions
This paper proposes a face representation framework called histogram of semantic pixel set-based local patterns using information entropy (en-spsLP). First, the number of pixel sets is learned according to the information entropy in each face block. Then, during the histogram estimation, the code of the local pattern is pooled according to the original pixel intensity distribution. Finally, all the histograms are concatenated together and enhanced by the WPCA. The proposed method is easy to implement and the speed of the feature extraction is very fast. At the same time, the results are comparable with some of the state-of-the-art methods. Future work is to try other clustering criterion (e.g. by texton) in order to achieve more robustness to unpredicted occlusions. Besides, the optimal values for initial block size and position based on face landmarks can be further analyzed. Face recognition using entropy based spsLTP-ov + WPCA in uncontrolled environment.
