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Resumen
En este trabajo (del cual se presento´ una versio´n preliminar en Alamo et al. (2007)) se propone un algoritmo aleatorio para de-
terminar la factibilidad robusta de un conjunto de desigualdades lineales matriciales (Linear Matrix Inequalities, LMI). El algoritmo
esta´ basado en la solucio´n de una secuencia de problemas de optimizacio´n semideﬁnida sujetos a un bajo nu´mero de restricciones.
Se aporta adema´s una cota superior del nu´mero ma´ximo de iteraciones que requiere el algoritmo para resolver el problema de
factibilidad robusta. Finalmente, los resultados se ilustran mediante un ejemplo nume´rico. Copyright c© 2013 CEA. Publicado por
Elsevier Espan˜a, S.L. Todos los derechos reservados.
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1. Introduccio´n
Los problemas de factibilidad robusta constituyen una he-
rramienta muy interesante para diferentes campos del control
automa´tico, principalmente en aquellos que manejan un para-
digma de robustez ante incertidumbres de modelado. Gran par-
te de ese intere´s proviene del hecho de que ciertos problemas
de disen˜o o ana´lisis de controladores robustos pueden ser rees-
critos como problemas de factibilidad robusta. Este tipo de pro-
blemas implican la satisfaccio´n de restricciones de ana´lisis o di-
sen˜o para todos los valores admisibles de los para´metros incier-
tos del modelo del sistema considerado. Usualmente el nu´mero
de esas restricciones es inﬁnito, debido a la posible variacio´n
de los para´metros inciertos, que pueden tomar cualquier valor
de un conjunto de valores admisibles previamente especiﬁcado.
Adema´s de la propia satisfaccio´n de las soluciones se persigue
la optimizacio´n de una cierta funcio´n de coste, de manera que el
controlador resultante de la resolucio´n del problema de optimi-
zacio´n sera´ el mejor, segu´n el criterio de funcionamiento elegi-
do, de entre todos los que satisfagan las restricciones. Desde un
punto de vista del formalismo matema´tico empleado, muchos
de estos problemas de disen˜o y ana´lisis robusto se resuelven
como problemas de desigualdades matriciales lineales (LMI).
Ejemplos de este tipo de problemas, los encontramos en el di-
sen˜o de controladores robustos para sistemas con incertidum-
bres parame´tricas Feron et al. (1996) o lineales de para´metros
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variables (LPV) (Becker and Packard (1994); Apkarian et al.
(1995)), en la sı´ntesis de ﬁltros robustos (Tuan et al. (2001))
y en el ana´lisis μ (Apkarian and Tuan (2000)) por citar algu-
nos. Tambie´n aparecen problemas de factibilidad robusta de
LMIs en control predictivo basado en modelos (Wan and Kot-
hare (2002)), siendo estos problemas muy interesantes debido a
que la estabilidad robusta viene determinada por la factibilidad
de las restricciones consideradas (Scokaert et al. (1999)).
Como se ha comentado en el pa´rrafo anterior, habitualmen-
te el nu´mero de restricciones presentes en los problemas de
factibilidad robusta es o muy grande o incluso inﬁnito, siendo
en muchos casos la complejidad computacional de estos pro-
blemas del tipo NP-dura (Nemirovskii (1993)). En los u´ltimos
an˜os, los algoritmos aleatorios (Tempo et al. (2005); Calaﬁore
et al. (2007, 2011); Alamo et al. (2009)) han despertado el in-
tere´s de los investigadores en control, fundamentalmente por la
posibilidad de usarlos para evitar esa naturaleza NP-dura. Es-
tos algoritmos permiten obtener en tiempo polinomial una so-
lucio´n aproximada que satisface la mayor parte de las restric-
ciones asociadas a posibles valores de la incertidumbre de un
problema de robustez. Adema´s, el nu´mero de restricciones del
problema original que son violadas por la solucio´n aproximada
se puede hacer tan pequen˜o como se desee.
Una clase destacada en las estrategias aleatorias son las ba-
sadas en me´todos gradenciales (Polyak and Tempo (2001); Ca-
laﬁore and Polyak (2001); Fujisaki et al. (2003); Liberzon and
Tempo (2004)). Estas estrategias son capaces de encontrar, con
probabilidad uno, una solucio´n a un problema de control robus-
to basado en LMIs en un nu´mero ﬁnito de iteraciones, si el pro-
blema es factible. Estos me´todos esta´n basados en un esquema
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iterativo, en el que la solucio´n actual se actualiza en la direccio´n
obtenida del gradiente aleatorio de una funcio´n de factibilidad
apropiada.
Otro tipo importante de algoritmos aleatorios son los basa-
dos en versiones probabilı´sticas de los me´todos de localizacio´n.
La convergencia a la solucio´n en estos me´todos es, teo´ricamen-
te, mejor que los gradenciales. Entre estos me´todos cabe citar
el algoritmo probabilı´stico del elipsoide (Oishi (2003); Kanev
et al. (2003)) y la versio´n probabilı´stica del me´todo del plano de
corte por el centro analı´tico de un conjunto de LMIs (Calaﬁore
and Dabbene (2007)).
La estrategia del escenario juega tambie´n un papel im-
portante en la resolucio´n de problemas de optimizacio´n robus-
ta. Tal y como se demuestra en Calaﬁore and Campi (2006),
muestreando de manera apropiada el conjunto de restricciones,
se obtiene un problema convexo (el escenario) cuya solucio´n
es aproximadamente factible para el problema original (el cual
implica un nu´mero mucho mayor, posiblemente inﬁnito, de res-
tricciones). Al incrementar el nu´mero de muestras, el nu´mero
de restricciones del problema original que se violan tiende a
cero.
La estrategia de escenario, los me´todos gradenciales y el
me´todo del elipsoide tienen una naturaleza muy diferente. La
primera obtiene una solucio´n aproximada mediante la resolu-
cio´n de un u´nico problema convexo con un nu´mero alto de res-
tricciones. Por otra parte los me´todos gradenciales y el me´todo
del elipsoide obtienen una solucio´n aproximada de manera se-
cuencial, empleando un nu´mero considerable de iteraciones, en
cada una de las cuales se actualiza una solucio´n candidata me-
diante una sencilla regla sin optimizacio´n alguna.
En este trabajo se presenta un algoritmo aleatorio que re-
suelve el problema de obtener una solucio´n robusta factible pa-
ra un conjunto posiblemente inﬁnito de LMIs. Este algoritmo
no pertenece a ninguna de las clases anteriores y converge en
un nu´mero ﬁnito de iteraciones, siendo adema´s capaz de deter-
minar la no factibilidad del problema. La solucio´n se alcanza
mediante una secuencia de problemas de optimizacio´n relativa-
mente simples. El me´todo propuesto comparte con los me´todos
gradenciales y de elipsoide su naturaleza secuencial. A diferen-
cia de e´stos utiliza una regla de actualizacio´n de la solucio´n
candidata basada en un problema de optimizacio´n en el que se
emplea un reducido nu´mero de restricciones obtenidas del pro-
blema original. Una de las ventajas del me´todo propuesto es que
es capaz de determinar la no factibilidad del problema de facti-
bilidad robusta. En la pra´ctica el algoritmo funciona de manera
muy satisfactoria, obteniendo una solucio´n aproximadamente
factible o detectando la no factibilidad en un nu´mero razonable
de iteraciones.
El resto del trabajo esta´ organizado como sigue: la seccio´n
2 establece la clase de problemas que se considera. El concepto
de corte normalizado va´lido se introduce en la seccio´n 3. Por
otra parte, la seccio´n 4 presenta resultados preliminares, nece-
sarios para demostrar la convergencia del algoritmo propuesto,
el cual se presenta en la seccio´n 5. La seccio´n 6 muestra co-
mo resolver el problema de comprobar la factibilidad robusta
de una solucio´n candidata. La seccio´n 7 presenta un ejemplo
nume´rico, terminando el trabajo con una seccio´n dedicada a
conclusiones y los ape´ndices A y B dedicados a propiedades
auxiliares y demostraciones.
2. Tipo de problema considerado
En este trabajo1 se trata la solucio´n del siguiente problema
LMI robusto:
encontrar z ∈ IRm
s.a. A(z,w) < 0, ∀w ∈ W (1)
donde W es un conjunto compacto, A(z,w) =
m∑
i=1
ziAi(w), y
Ai(w) = Ai (w) ∈ IRq×q, i = 1, . . . ,m, ∀w ∈ W. Se asume que
las componentes de las matrices Ai(w), i = 1, . . . ,m esta´n aco-
tadas para cada w ∈ W. Si z satisface que A(z,w) < 0, ∀w ∈ W
entonces se dice que z es una solucio´n factible robusta.
El conjunto de soluciones factibles de (1) se denota porD,
D = { z ∈ IRm : A(z,w) < 0, ∀w ∈ W }.
No´tese que la dependencia de A(z,w) con respecto a z es li-
neal. Esto implica que A(μz,w) = μA(z,w), ∀μ ∈ IR. De esto
se deduce que si z es una solucio´n factible robusta, entonces
z¯ = z√
zz
tambie´n lo es y z¯z¯ = 1. Por tanto, para estudiar la
factibilidad robusta del problema (1), es suﬁciente con anali-
zar si existe una solucio´n factible robusta en la esfera unitaria
{ z ∈ IRm : zz ≤ 1 }. Esto motiva la nocio´n de -factibilidad.
Deﬁnicio´n 1. Para un  > 0 dado, se dice que el problema de
factibilidad robusta (1) es -factible si existe z ∈ IRm tal que
A(z,w) ≤ −I, ∀w ∈ W
zz ≤ 1.
A continuacio´n se vera´ como, aunque la dependencia con
respecto a las variables de decisio´n en las desigualdades ma-
triciales sea afı´n, este tipo de problema se puede reformular u-
sando LMIs robustas en las que la dependencia es lineal. Con-
side´rese el problema de encontrar x ∈ IRn tal que
F(x,w) < 0, ∀w ∈ W (2)
con
F(x,w) = F0(w) +
n∑
i=1
xiFi(w)
y donde Fi(w) = Fi (w), i = 0, . . . , n, ∀w ∈ W. No´tese que esta
clase de problemas de factibilidad robusta aparece frecuente-
mente en control robusto (Boyd et al. (1994)).
Supo´ngase un valor μ > 0. Entonces, teniendo en cuenta las
restricciones dadas por la ecuacio´n (2) se cumple que:
μF0(w) +
n∑
i=1
μxiFi(w) < 0, ∀w ∈ W.
1La notacio´n adoptada en este trabajo es como sigue: dado el vector x, xi de-
nota la ie´sima componente y ‖ · ‖2 la norma euclı´dea. Dada una matriz sime´trica
A, λ¯(A) denota el mayor de los autovalores; A < 0 denota que es deﬁnida nega-
tiva; dadas dos matrices sime´tricas A y B, A < B denota que A − B es deﬁnida
negativa. Sea x ∈ IR, x > 0, 	x
 denota el menor entero mayor o igual a x.
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Deno´tese ahora μxi = zi, i = 1, . . . , n y μ = zn+1 y conside´rese
el siguiente problema de factibilidad robusta de LMIs:
encontrar z ∈ IRn+1 tal que ∀w ∈ W :
A(z,w) =
⎡⎢⎢⎢⎢⎢⎢⎢⎣ zn+1F0(w) +
n∑
i=1
ziFi(w) 0
0 −zn+1
⎤⎥⎥⎥⎥⎥⎥⎥⎦ < 0. (3)
Los problemas de factibilidad (2) y (3) son equivalentes:
si x ∈ IRn es una solucio´n factible del problema (2) entonces
z = [x 1] es, a su vez, solucio´n factible del problema (3). De
manera ana´loga, si z es una solucio´n factible de (3) entonces
zn+1 > 0 y x = 1zn+1 [z1 z2 . . . zn]
 es una solucio´n factible del
problema (2). Por tanto, el problema de factibilidad (3) perte-
nece a la clase de problemas de factibilidad dados por (1). Es
decir, aunque la dependencia con respecto a la variable de deci-
sio´n sea afı´n, el problema se puede reescribir de manera que la
dependencia sea lineal.
Finalmente, tal y como se enuncia en el siguiente teorema,
el problema de factibilidad (1) se puede formular como un pro-
blema de optimizacio´n.
Teorema 1. Deno´tese por γ∗ la solucio´n del siguiente proble-
ma de minimizacio´n:
γ∗ = mı´n
z,γ
γ
s.a. A(z,w) ≤ γI, ∀w ∈ W
zz ≤ 1.
(4)
Entonces:
(i) El problema (1) es factible si y so´lo si γ∗  0.
(ii) El problema (1) es no -factible para cada  > −γ∗.
Prueba: Ve´ase el ape´ndice B.
Por tanto, se puede resolver el problema de factibilidad consi-
derado como si fuese un problema de optimizacio´n.
3. Cortes normalizados va´lidos
En esta seccio´n se presenta el concepto de cortes normali-
zados va´lidos. Este concepto es fundamental porque, como se
mostrara´ en esta seccio´n, estos cortes normalizados va´lidos per-
miten obtener cotas inferiores de γ∗.
Deﬁnicio´n 2. Sea c ∈ IRm. Se dice que c es un corte norma-
lizado va´lido de A(z,w) si existe v ∈ IRq tal que vv = 1 y
ci = vAi(w)v, i = 1, . . . ,m.
Dado un w ∈ W,
λ¯(A(z,w)) = ma´x
v∈ IRq,vv=1
vA(z,w)v = ma´x
v∈ IRq,vv=1
m∑
i=1
(vAi(w)v)zi.
De ahı´ se inﬁere la siguiente propiedad.
Propiedad 1. Deno´tese
C(w) = {c ∈ IRm : existe v ∈ IRq tal que
vv = 1 y ci = vAi(w)v, i = 1, . . . ,m}.
Con esta notacio´n, resulta que A(z,w) ≤ γI si y so´lo si se veri-
ﬁca que ma´x
c∈C(w)
cz ≤ γ.
La unio´n de todos los conjuntos C(w) se denotara´ por C:
C =
⋃
w∈W
C(w).
A C se le denomina el conjunto de todos los cortes normaliza-
dos va´lidos. De esta deﬁnicio´n y de la propiedad 1 resulta que
(4) se puede reescribir como:
γ∗ = mı´n
z,γ
γ
s.a. cz ≤ γ, ∀c ∈ C
zz ≤ 1.
(5)
La factibilidad de cualquier vector z se puede determinar
por medio del conjunto de todos los cortes normalizados va´li-
dos:
Propiedad 2. El vector z es una solucio´n factible del problema
(1) si y so´lo si cz < 0, ∀c ∈ C.
Prueba: La prueba se deriva directamente del hecho de que
A(z,w) es deﬁnida negativa para todo w ∈ W si y so´lo si ∀w ∈
W y ∀v : vv = 1 se cumple que v
(
m∑
i=1
Ai(w)zi
)
v < 0. De la
deﬁnicio´n de C, se inﬁere que la u´ltima desigualdad equivale a
cz < 0, ∀c ∈ C. 
Deﬁnicio´n 3. El vector h pertenece a la envoltura convexa del
conjunto C, ( denotada por Co {C} ) si y so´lo si existen c1, . . . ,
cp y λ1, . . . , λp tales que
h =
p∑
i=1
λici y 1 =
p∑
i=1
λi
siendo λi ≥ 0, i = 1, . . . , p y ci ∈ C, i = 1, . . . , p.
La siguiente propiedad establece que se puede inferir una
cota inferior de γ∗ directamente de todo elemento de Co {C}.
Propiedad 3. Se tiene que:
γ∗ ≥ −‖h‖2, ∀h ∈ Co {C}.
Prueba: Ve´ase el ape´ndice B.
Es decir, a partir de los cortes normalizados va´lidos se pue-
den inferir cotas inferiores de la solucio´n del problema (4), de
ahı´ que el concepto de corte normalizado va´lido sea fundamen-
tal a la hora de formular un algoritmo para resolver el problema
(4) . Esas cotas obtenidas de los cortes normalizados va´lidos
pueden ser demasiado conservadoras, de manera que a conti-
nuacio´n se vera´ co´mo mejorarlas. Esto es necesario, porque el
algoritmo propuesto debera´ obtener una cota inferior de γ∗ en
cada iteracio´n.
4. Obtencio´n de una cota inferior de γ∗
En esta seccio´n se demuestra que se puede obtener una cota
inferior de la solucio´n del problema de optimizacio´n (4), γ∗, por
medio de la solucio´n de otro problema de optimizacio´n.
Tal y como se indica en la propiedad 3, se puede obtener una
cota inferior de γ∗ directamente de cada elemento de Co {C}.
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Es decir, γ∗ ≥ −‖h‖2, ∀h ∈ Co {C}. Por otra parte, dado un
h ∈ Co {C}/0, entonces zˆ = − h‖h‖2 satisface zˆ
zˆ ≤ 1. Por tanto,
el par
(zˆ, γˆ) =
(
− h‖h‖2 ,−‖h‖2
)
podrı´a ser considerado una solucio´n candidata del problema (4).
Evidentemente esa solucio´n candidata no serı´a una solucio´n de
(4) si existiese un wˆ ∈ W tal que λ¯(A(zˆ, wˆ)) > 0. En ese caso,
se podrı´a usar wˆ para obtener una cota inferior mejorada de γ∗.
Esto es lo que se establece en la siguiente propiedad.
Propiedad 4. Conside´rese el siguiente problema
γ∗c = mı´nz,γ γ
s.a. hz ≤ γ,
A(z,w) ≤ γI, ∀w ∈ S
zz ≤ 1.
(6)
Supo´ngase que S ⊆ W, h ∈ Co {C}, h  0 y que existe
wˆ ∈ S tal que λ¯
(
A(
−h√
hh
, wˆ)
)
> 0. Supo´ngase tambie´n que
ma´x
c∈C
‖c‖2 < σ. Entonces, denotando γˆ = −
√
hh se cumple
que:
γ∗ ≥ γ∗c ≥ γˆ
(
1 − γˆ
2
8σ2
)
≥ γˆ.
Prueba: Ve´ase el ape´ndice B.
De esta manera, resolviendo el problema (6) se obtiene una
cota inferior de la solucio´n que luego sera´ utilizada como ba-
se para resolver el problema (4) mediante el algoritmo que se
propone en la seccio´n siguiente.
5. Algoritmo propuesto
En esta seccio´n se presentara´ un algoritmo que resuelve el
problema de factibilidad robusta (1). Conside´rese un entero da-
do, Nmax ≥ 1, y un nu´mero real  ∈ (0, 1) (el papel de estos
nu´meros en el funcionamiento del algoritmo se clariﬁcara´ ma´s
adelante). El algoritmo propuesto se detalla a continuacio´n.
Algoritmo 1. Problema de factibilidad
1. Esco´jase un elemento de W, denotado por w0 y resue´lva-
se el problema de minimizacio´n:
γ∗0 = mı´nz,γ γ
s.a. A(z,w0) ≤ γI
zz ≤ 1.
(7)
Deno´tese por (z∗0, γ
∗
0) la solucio´n de este problema de op-
timizacio´n. Sea h0 = γ∗0z
∗
0, S 0 = {w0} y k = 0.
2. Comprue´bese si z∗k es una solucio´n factible robusta del
problema (1) (esto puede hacerse de manera probabilı´sti-
ca como se demuestra en la siguiente seccio´n).
3. Si z∗k es una solucio´n robusta factible (en sentido proba-
bilı´stico) entonces PARAR. Si no, obtener2 wk+1 ∈ W tal
que λ¯(A(z∗k,wk+1)) > 0.
2La forma de obtener w(k+1) no es algo crı´tico, y puede hacerse por ejemplo
escogiendo aquel que resulta no factible por un mayor margen, o tambie´n el
primero que se encuentra al evaluar las restricciones.
4. Sea S k+1 = S k
⋃
wk+1. Si el nu´mero de elementos de S k+1
es mayor que Nmax, entonces eliminar de S k+1 el vector
wˆ ∈ S k+1 que minimiza λ¯(A(z∗k,w)).
5. Resolver el problema de optimizacio´n
γ∗k+1 = mı´nz,γ γ
s.a. hk z ≤ γ,
A(z,w) ≤ γI, ∀w ∈ S k+1
zz ≤ 1.
(8)
Deno´tese por (z∗k+1, γ
∗
k+1) su solucio´n. Sea hk+1 = γ
∗
k+1z
∗
k+1.
6. Si γ∗k+1 > − entonces el problema de factibilidad robusta
(1) no es -factible. PARAR. Si no, hacer k = k + 1 e ir al
paso 2.
Comentario 1. El problema que se resuelve en el paso 1 para
obtener una solucio´n inicial es diferente (falta la restriccio´n
hk z ≤ γ) al que luego se resuelve en cada iteracio´n en el paso
5. La razo´n es que inicialmente no se cuenta con el vector hk
correspondiente. Sin embargo, el valor obtenido γ∗0 es tambie´n
una cota inferior de γ∗ (ve´ase la propiedad 6 en el ape´ndice A).
El siguiente teorema aﬁrma que el algoritmo encuentra una
solucio´n factible (probabilı´sticamente) o determina la no -facti-
bilidad del problema en un nu´mero ﬁnito de iteraciones. La
factibilidad sera´ determinista o probabilı´stica dependiendo de
como se haya implementado el paso 2 del algoritmo. Esto se
desarrollara´ en la seccio´n 6.
Teorema 2. Supo´ngase que ma´x
c∈C
‖c‖2 < σ y Nmax ≥ 1. En-
tonces, el algoritmo propuesto encuentra una solucio´n factible
robusta (probabilı´stica) del problema (1), o determina que es
no -factible en como ma´ximo kmax iteraciones, siendo
kmax =
⌈
4σ2
2
⌉
+
⌈(
4σ2
2
)
ln
(
ln
(
σ2
2
))⌉
.
Prueba: En primer lugar, se probara´ que hk ∈ Co {C}, k =
0, 1, . . .. De hecho, la propiedad 6 (ve´ase el ape´ndice A) ga-
rantiza que h0 ∈ Co {C}. Supo´ngase ahora que hk ∈ Co {C}. Por
construccio´n, hk+1 = γ∗k+1z
∗
k+1 donde (z
∗
k+1, γ
∗
k+1) es la solucio´n
o´ptima del problema
γ∗k+1 = mı´nz,γ γ
s.a. hk z ≤ γ,
A(z,w) ≤ γI, ∀w ∈ S k+1
zz ≤ 1.
(9)
Como hk ∈ Co {C} y S k+1 ⊆ W, y por la propiedad 5 (ve´ase
el ape´ndice A) se inﬁere que hk+1 ∈ Co {C}. Por tanto, h0 ∈
Co {C} y hk ∈ Co {C} lo que implica que hk+1 ∈ Co {C}. Esto
signiﬁca que
hk ∈ Co {C}, k = 0, 1, . . . (10)
Teniendo en cuenta (10) y que S k ⊆ W, k = 0, 1, . . ., se
inﬁere de las propiedades 5 y 6 que
γ∗ ≥ γ∗k , k = 0, 1, . . .
Por tanto, si γ∗k > − entonces γ∗ ≥ γ∗k > −, lo que (de
acuerdo con el teorema 1) implica que el problema no es -
factible. Esto signiﬁca que el algoritmo es capaz de clasiﬁcar
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correctamente los problemas no -factibles como tales, lo que
prueba que el algoritmo es correcto.
Supo´ngase que tras kma´x iteraciones, el algoritmo no ha en-
contrado una solucio´n factible robusta (probabilı´stica) ni ha de-
terminado que el problema es no -factible. Entonces,
γ∗k ≤ − < 0, k = 0, . . . , kmax. (11)
De γ∗k < 0, k = 0, . . . , kmax, y las propiedades 5 y 6 se con-
cluye que ‖z∗k‖2 = 1, k = 0, . . . , kmax. Por tanto, de las igualda-
des hk = γ∗kz
∗
k and ‖z∗k‖2 = 1 se inﬁere que γ∗k = −
√
hk hk. Es
decir,
z∗k =
hk
γk
=
−hk√
hk hk
, k = 0, . . . , kmax.
Por construccio´n, wk+1 ∈ S k+1 y
λ¯
(
A
(
z∗k,wk+1
))
= λ¯
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝A
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
−hk√
hk hk
,wk+1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ > 0.
Teniendo en cuenta la propiedad 4 y la deﬁnicio´n de γ∗k+1 en el
paso 5 del algoritmo, se concluye que
γ∗k+1 ≥ γ∗k
⎛⎜⎜⎜⎜⎝1 − (γ∗k)28σ2
⎞⎟⎟⎟⎟⎠ ≥ γ∗k . (12)
Deno´tese ahora Γk = −γ∗k y τ = 18σ2 . Con esta notacio´n se puede
reescribir la ecuacio´n (12) como
0 ≤ Γk+1 ≤ Γk
(
1 − τΓ2k
)
. (13)
No´tese que Γ0 = −γ∗k = ‖h0‖2. Debido a la convexidad de la
norma ‖ · ‖2, se concluye que ma´x
h∈Co {C}
‖h‖2 = ma´x
c∈C
‖c‖2 < σ.
Recordando que h0 ∈ Co {C} se inﬁere que
Γ0 < σ. (14)
Por otra parte la suposicio´n de que γ∗k ≤ −, k = 0, . . . , kmax
implica que  ≤ −γ∗0 = Γ0 < σ. Por tanto,
σ >  > 0. (15)
De σ >  se concluye tambie´n que
0 < τ2 =
2
8σ2
< 1. (16)
De las ecuaciones (13), (14), (15) y de (16) y la propiedad
10 (ve´ase el ape´ndice A) se inﬁere que
Γk <  if k ≥
⌈
1
2τ2
⌉
+
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢
ln ln σ
2
2
2τ2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥ .
Recue´rdese que Γ∗k = −γ∗k y que τ = 18σ2 . Entonces, γ∗k > −
si
k ≥
⌈
4σ2
2
⌉
+
⌈(
4σ2
2
)
ln ln
σ2
2
⌉
= kmax.
Esto contradice (11), lo que prueba que el algoritmo para en no
ma´s de kmax iteraciones. 
Comentario 2. No´tese que el algoritmo encuentra una solu-
cio´n o determina la no -factibilidad para todo Nmax ≥ 1 en
como ma´ximo kmax iteraciones. Sin embargo, la experiencia de-
muestra que el nu´mero de iteraciones requeridas decrece nota-
blemente al incrementar Nmax (ve´ase la seccio´n 7).
5.1. Acotacio´n del valor de σ
Recue´rdese que cada conjunto C(w) deﬁnido en la propie-
dad 1, es compacto. Esto y la compacidad de W implica que
C = ∑
w∈W
C(w) es un conjunto compacto. De ahı´ y de la suposi-
cio´n de que las componentes de cada matriz Ai(w), i = 1, . . . ,m
esta´n acotadas para todo w ∈ W se concluye que existe una
constante σ tal que ‖c‖2 ≤ σ, para cada c ∈ C. Por tanto, la
suposicio´n de la existencia de σ no es restrictiva.
El algoritmo propuesto se puede implementar sin obtener
una cota de ma´x
c∈C
‖c‖2. Sin embargo, como el nu´mero ma´ximo
de iteraciones depende de esa cota, puede ser interesante calcu-
lar σ tal que ma´x
c∈C
‖c‖2 < σ. Ası´ se podrı´a saber por anticipado
cuantas iteraciones se requerirı´an, como ma´ximo, para resolver
el problema.
No´tese que
|ci| ≤ ma´x
w∈W
ma´x
vv=1
|vAi(w)v|
= ma´x
w∈W
√
λ¯(A2i (w))
= ma´x
w∈W
σ¯(Ai(w)), i = 1 . . . ,m ∀c ∈ C
donde σ¯(Ai(w)) denota el mayor de los valores singulares de la
matriz sime´trica Ai(w).
Cuando la dependencia de las matrices Ai(w) respecto de w
es afı´n (o lineal-fraccional) y W es un conjunto estructurado y
acotado por una norma (W = { Δ ∈ Δ : ‖Δ‖ ≤ ρ }), entonces
se pueden usar los resultados de la teorı´a μ (Zhou et al. (1996))
o te´cnicas basadas en relajaciones para obtener σ1, σ2, . . . , σm
tales que
ma´x
w∈W
σ¯(Ai(w)) < σi, i = 1, . . . ,m.
Ası´, se obtendrı´a la siguiente cota conservadora
ma´x
c∈C
‖c‖2 <
√
m∑
i=1
σ2i
6. Comprobacio´n de la factibilidad robusta
Es posible decidir, de manera determinista, si una solucio´n
candidata es factible robusta usando resultados de la teorı´a μ
(Zhou et al. (1996)), y te´cnicas basadas en relajaciones (Ben-
Tal and Nemirovski (2001)). Sin embargo, estos resultados y
te´cnicas son muy conservadores. En algunos casos signiﬁcati-
vos (por ejemplo, cuando existe dependencia afı´n con respecto
a w), se pueden utilizar resultados basados en ve´rtices (Barmish
(1994); Boyd et al. (1994)). En estos casos, es suﬁciente con
comprobar la factibilidad para un nu´mero ﬁnito de elementos
de W, que forman el conjunto WF . Si el nu´mero de elementos
de WF es razonable, el paso 2 del algoritmo propuesto se puede
implementar de manera determinista. En ese caso existen di-
versas formas de visitar cada uno de los elementos de WF , por
ejemplo la funcio´n de planiﬁcacio´n presentada en Liberzon
and Tempo (2004).
Sin embargo, en la mayorı´a de los resultados basados en
ve´rtices, el nu´mero de elementos en WF crece de manera ex-
ponencial con la dimensio´n de W (debido a que la mayor parte
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de los problemas de factibilidad robusta son NP-duros). Para
agravar la situacio´n, en muchos problemas de este tipo no es
posible utilizar los resultados basados en ve´rtices, debie´ndose
utilizar relajaciones del concepto de factibilidad (Barmish and
Scherbakov (2000)).
Deﬁnicio´n 4. Conside´rese una medida de probabilidad Prob
sobre un conjunto incierto W. El vector z ∈ IRm se dice que es
una solucio´n factible robusta de nivel δ si
Prob { w ∈ W : λ¯(A(z,w)) ≥ 0 } ≤ δ.
El siguiente teorema aﬁrma que se puede usar el algoritmo
propuesto para obtener una solucio´n factible robusta de nivel δ
con una probabilidad de fallo β pre-especiﬁcada.
Teorema 3. Supo´ngase que dado 0 < β < 1 y 0 < δ < 1, se
sustituyen los pasos 2 y 3 del algoritmo propuesto por
2. Obtener el menor entero Nk tal que (1 − δ)Nk < 6βπ2(1+k)2 .
Escoger, de acuerdo con la medida de probabilidad Prob,
Nk elementos de W: w¯1, . . . , w¯Nk .
3. Si λ¯(A(z∗k, w¯i)) < 0, i = 1 . . . ,Nk, entonces clasiﬁcar z
∗
k
como una solucio´n factible robusta de nivel δ. PARAR. Si
no, hacer wk+1 igual a uno de los elementos de { w¯i :
λ¯(A(z∗k, w¯i)) ≥ 0, i = 1 . . . ,Nk }.
Con estas modiﬁcaciones, si el algoritmo propuesto termina
clasiﬁcando a un z∗k dado como una solucio´n factible robusta de
nivel δ, entonces z∗k es una solucio´n factible robusta de nivel δ
con probabilidad mayor o igual a 1 − β.
Prueba: Ve´ase el ape´ndice B.
7. Un ejemplo nume´rico
Conside´rese el siguiente sistema{
x˙ = Ax + Bu + Ew
y = Cx + Du
donde A ∈ IRnx×nx , B ∈ IRnx×nu , E ∈ IRnx×nw , C ∈ IRny×nx y
D ∈ IRny×nu esta´n afectadas por incertidumbre intervalar. Esto
es,
A ∈ AI = { A : |Ai, j − A˜i, j| ≤ 0,02,∀i,∀ j }
B ∈ BI = { B : |Bi, j − B˜i, j| ≤ 0,02,∀i,∀ j }
E ∈ EI = { E : |Ei, j − E˜i, j| ≤ 0,02,∀i,∀ j }
C ∈ CI = { C : |Ci, j − C˜i, j| ≤ 0,02,∀i,∀ j }
D ∈ DI = { D : |Di, j − D˜i, j| ≤ 0,02,∀i,∀ j }
donde
A˜ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0,083 0,650 −0,627 −0,624 0,091
−0,832 −0,261 −0,023 0,275 0,658
−0,985 −0,447 −0,007 0,731 −0,942
0,179 −0,957 0,649 −0,873 −0,350
−0,305 0,239 0,610 −0,752 −0,624
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(17)
B˜ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0,316 0,545
0,819 −0,355
0,303 0,120
−0,518 −0,490
−0,889 −0,955
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, E˜ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−0,935 0,282
0,023 −0,753
−0,597 0,329
0,152 −0,010
−0,680 0,858
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(18)
C˜ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−0,433 0,131 0,877 0,986 0,179
0,823 0,551 −0,664 −0,930 −0,747
0 0 0 0 0
0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (19)
D˜ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0
0 0
0,876 −0,368
0,317 0,773
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ . (20)
El nu´mero total de para´metros inciertos es nx(nx + nu +
nw) + ny(nx + nu) = 73. Esto signiﬁca que la incertidumbre
se puede parametrizar mediante un vector de 73 componentes:
W = { w ∈ IR73 : ‖w‖∞ ≤ 0,02 }.
El objetivo del problema es encontrar una matriz de ganan-
cias de realimentacio´n del vector de estados K de manera que
se minimice la ganancia L2 del sistema. Se sabe (Boyd et al.
(1994)) que la ganancia L2 de un sistema con incertidumbres
en bucle cerrado esta´ acotada por ϕ si existe una matriz P > 0
tal que
d
dt
(xPx) + yy − ϕ2ww ≤ 0.
Denotando Q = P−1 y Y = KQ, este problema de sı´ntesis se
puede reescribir como
mı´n
Q,Y,ϕ
ϕ2
s.a.⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
AQ + QA + BY + YB ∗ ∗ ∗
E −ϕ2I ∗ ∗
CQ + DY 0 −I ∗
0 0 0 −Q
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ < 0 (21)
∀A ∈ AI ,∀B ∈ BI ,∀C ∈ CI ,∀D ∈ DI
Debido a la naturaleza intervalar de la incertidumbre y la
dependencia afı´n de la misma, es suﬁciente con comprobar la
factibilidad de las realizaciones extremas de la incertidumbre.
Esto es, hay que comprobar los 273 > 1021 vertices del hipercu-
bo W (Boyd et al. (1994)). A ﬁn de reducir el nu´mero de ve´rti-
ces, se pueden utilizar los resultados de Alamo et al. (2008), que
en este caso reducen el nu´mero de ve´rtices a 218 = 262,144.
Usando un me´todo de biseccio´n en la variable de decisio´n
ϕ, este problema de optimizacio´n puede resolverse usando una
secuencia de problemas de factibilidad robusta de la forma: Da-
do ϕ > 0, obtener (si es posible) Q y Y tal que la restriccio´n
robusta (21) se satisfaga para cada posible w ∈ W. Teniendo
en cuenta la simetrı´a de Q, es posible parametrizar las matrices
Q ∈ IRnx×nx y Y ∈ IRnu×nx mediante un vector de 25 compo-
nentes. Por tanto, el problema de factibilidad anterior se puede
reescribir como un problema de factibilidad de la forma:
encontrar x ∈ IR25
s.a. F0(w) +
25∑
i=1
xiFi(w) < 0, ∀w ∈ W.
Usando la estrategia de la seccio´n 2, se puede reescribir este
problema como un problema de factibilidad de la forma:
encontrar z ∈ IR26
s.a. A(z,w) < 0, ∀w ∈ W
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donde A(z,w) =
26∑
i=1
ziAi(w).
Dadas las dimensiones de este ejemplo podemos comprobar
si un par (Q,Y) dado es una solucio´n robusta factible (para un ϕ
dado). Esto signiﬁca que dado z, se puede comprobar de manera
determinista si A(z,w) < 0, ∀w ∈ W. Por tanto, cada uno de
los problemas de factibilidad requeridos para obtener un valor
o´ptimo de ϕ puede resolverse usando el algoritmo propuesto sin
utilizar la nocio´n de factibilidad de nivel δ (es decir, el paso 2
del algoritmo se ha implementado de manera determinista).
No´tese que cuando el algoritmo de biseccio´n esta´ cerca del
valor o´ptimo de ϕ, el problema de factibilidad asociado sera´ -
factible (si es que es factible) so´lo para valores pequen˜os de .
Esto tiene dos consecuencias:
1. El valor o´ptimo obtenido de ϕ dependera´ de la eleccio´n
de . Cuanto ma´s pequen˜o sea , ma´s cerca estara´ el valor
de ϕ de la solucio´n real del problema de optimizacio´n
robusta de la ganancia L2.
2. En el me´todo de biseccio´n usado para calcular el menor
valor de ϕ para el que el problema de factibilidad robus-
ta asociado es -factible, el algoritmo propuesto se puede
encontrar las dos siguientes situaciones cuando se apro-
xime al valor ﬁnal de ϕ:
El problema es -factible, pero al acercarse ϕ a la
solucio´n ﬁnal, el radio de factibilidad del problema
puede ser muy pequen˜o. Este radio de factibilidad
reducido incrementara´ el nu´mero de iteraciones ne-
cesarias para obtener una solucio´n factible.
El problema es no -factible, pero existe ˜, so´lo lige-
ramente menor que , de manera que el problema
es ˜-factible. El algoritmo tiene que determinar la
no -factibilidad de un problema que es casi -
factible. Por tanto tambie´n se incrementa el nu´mero
de iteraciones requeridas para determinar la no -
factibilidad del problema.
Lo anterior supone que el ejemplo que se considera aquı´ es
muy apropiado para comprobar las propiedades de un algoritmo
disen˜ado para el problema de factibilidad robusta.
A ﬁn de ilustrar los efectos de  y Nmax en el rendimiento
del algoritmo propuesto, se ha resuelto el problema de optimi-
zacio´n robusta de la ganancia L2 para diversos valores del par
(Nmax, ). El algoritmo ha sido implementado en Matlab y eje-
cutado en un ordenador porta´til con sistema operativo Windows
XP y procesador Intel Pentium M750 a 1.86 Ghz. La tabla 1
muestra los resultados para  = 0,01 y diferentes valores de
Nmax. En dicha tabla, max iteraciones signiﬁca que todos los
problemas de factibilidad de la secuencia (correspondiente al
par (Nmax, )) se han resuelto con un nu´mero de iteraciones me-
nor o igual a max iteraciones. La ﬁla tiempo total CPU indica
el tiempo total en segundos requerido para calcular ϕ. La ﬁla ϕ
obtenido muestra el mı´nimo valor de ϕ obtenido para el cual se
ha obtenido una solucio´n factible.
La tabla 2 muestra los resultados para  = 0,001 y diferentes
valores de Nmax. Comparando con la tabla 1, se aprecia que para
valores pequen˜os de Nmax, el nu´mero ma´ximo de iteraciones y
Tabla 1: Resultados nume´ricos para diferentes valores de Nmax con  = 0,01. En
estos ejemplos el nu´mero de iteraciones del me´todo de la biseccio´n oscilo´ entre
7 y 8.
Nmax 1 2 5 10
max iteraciones 255 16 8 9
tiempo total CPU 533.4 67.9 21.7 36.2
ϕ obtenido 2.04 2.09 2.03 2.01
Tabla 2: Resultados para diferentes valores de Nmax con  = 0,001. En estos
ejemplos el nu´mero de iteraciones del me´todo de la biseccio´n oscilo´ entre 11 y
13.
Nmax 1 2 5 10
max iteraciones 6021 2726 405 9
tiempo total CPU 2.4 ·104 1.2 ·104 2.2 ·103 63.5
ϕ obtenido 1.64 1.60 1.59 1.59
el tiempo de CPU se degrada claramente conforme  decrece.
Los mejores tiempos se obtienen con Nmax = 10 (varios o´rde-
nes de magnitud inferiores a los obtenidos con Nmax = 1). Es
importante destacar que el valor de ϕ obtenido para  = 0,001
es signiﬁcativamente menor que el correspondiente a  = 0,01.
Finalmente, en la tabla 3, se muestran los resultados para
Nmax = 10 y diferentes valores de . No´tese que en la u´ltima ﬁ-
la de esta tabla se muestra el nu´mero de iteraciones del me´todo
de la biseccio´n que fueron necesarias en cada caso. En contraste
con el caso en el que Nmax es muy pequen˜o, el comportamien-
to del algoritmo no se degrada con valores decrecientes de .
Puede observarse que el valor obtenido de ϕ no mejora signiﬁ-
cativamente ma´s alla´ de  = 10−5. Esto signiﬁca que la solucio´n
o´ptima se obtiene con  = 10−5 y Nmax = 10 en menos de dos
minutos.
Tabla 3: Resultados nume´ricos para diferentes valores de  con Nmax = 10.
 10−2 10−3 10−4 10−5 10−6
max iteraciones 9 9 12 9 16
tiempo total CPU 36.2 63.5 103.0 102.3 128.1
ϕ obtenido 2.01 1.59 1.56 1.55 1.55
iteraciones biseccio´n 7 12 15 19 22
8. Conclusiones
En este trabajo se ha presentado un nuevo algoritmo aleato-
rio que resuelve un problema de factibilidad robusta con LMIs
inciertas. El algoritmo propuesto presenta claras diferencias con
otros algoritmos aleatorios gradenciales y de localizacio´n. Se
garantiza que el algoritmo encuentra una solucio´n factible de
nivel δ si el problema es -factible. Adema´s, si el problema no
es -factible, el algoritmo detecta esta condicio´n en un nu´me-
ro ﬁnito de iteraciones. Se ha obtenido una cota del nu´mero
ma´ximo de iteraciones requeridas. Finalmente, los me´ritos del
algoritmo se han ilustrado con un ejemplo nume´rico.
English Summary
A sequentially optimal randomized algorithm for robust
feasibility problems
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Abstract This paper proposes a randomized algorithm for fea-
sibility of uncertain LMIs. The algorithm is based on the so-
lution of a sequence of semideﬁnite optimization problems in-
volving a reduced number of constraints. A bound of the ma-
ximum number of iterations required by the algorithm is gi-
ven. Finally, the performance and behaviour of the algorithm
are illustrated by means of a numerical example.
Keywords: robust feasibility linear matrix inequalities randomi-
zed algorithms robust control.
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Ape´ndice A. Propiedades auxiliares
Propiedad 5. Supo´ngase que h ∈ Co {C} y que Wc ⊂ W. Con-
side´rese ahora el siguiente problema de optimizacio´n
γ∗c = mı´nz,γ γ
s.a. hz ≤ γ
A(z,w) ≤ γI, ∀w ∈ Wc
zz ≤ 1.
(A.1)
Deno´tese por (γ∗c , z∗c) la solucio´n o´ptima del problema an-
terior. Entonces,
(i) γ∗cz∗c ∈ Co {C}
(ii) γ∗c ≤ γ∗
(iii) Si γ∗c  0 entonces ‖z∗c‖2 = 1.
Prueba: Teniendo en cuenta la propiedad 1 es posible concluir
que, si (z∗c, γ∗c) es la solucio´n del problema (A.1), entonces tam-
bie´n lo es de
γ∗c = mı´nz,γ γ
s.a. hz ≤ γ
cz ≤ γ, ∀c ∈ ⋃
w∈Wc
C(w)
zz ≤ 1.
(A.2)
Deno´tese Tc = h
⋃( ⋃
w∈Wc
C(w)
)
. Como C(w) ⊆ C ⊆ Co {C},
resulta que Tc ⊆ Co {C}. Es decir, el problema de optimizacio´n
(A.2) puede reescribirse como:
γ∗c = mı´nz,γ γ
s.a. cz ≤ γ, ∀c ∈ Tc
zz ≤ 1.
(A.3)
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En general, Tc tiene un nu´mero inﬁnito de elementos, lo que
implica que se deberı´an considerar un nu´mero inﬁnito de res-
tricciones en la resolucio´n del problema. Sin embargo, so´lo un
nu´mero ﬁnito de restricciones condiciona la solucio´n del pro-
blema (Calaﬁore and Campi (2006)), es decir, existira´ un nu´me-
ro ﬁnito de restricciones
ci z ≤ γ, i = 1, . . . , r
con ci ∈ Tc ⊆ Co {C}, i = 1, . . . , r que determinara´n la solucio´n
del problema (A.3). Esto signiﬁca que (z∗c, γ∗c) se obtienen del
siguiente problema de optimizacio´n
γ∗c = mı´nz,γ γ
s.a. ci z ≤ γ, i = 1, . . . , r
zz ≤ 1.
(A.4)
Teniendo en cuenta la propiedad 8 se inﬁere que
z∗c =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
−c˜√
c˜c˜
if c˜  0
0 if c˜ = 0
, γ∗c = −‖c˜‖2 (A.5)
donde c˜ es el vector de Γ = Co {c1, c2, . . . , cr} ⊆ Co {C} con
menor norma euclı´dea.
Supo´ngase que c˜ = 0. Esto signiﬁca que 0 ∈ Γ. En ese caso,
γ∗cz∗c = 0 ∈ Γ ⊆ Co {C}. Supo´ngase ahora que c˜  0, entonces
γ∗cz
∗
c = (−
√
c˜c˜)
( −c˜√
c˜c˜
)
= c˜ ∈ Γ ⊆ Co {C}.
De esta manera se ha probado la primera parte de esta propie-
dad.
No´tese que c˜ ∈ Co {C} y γ∗c = −‖c˜‖2. De esto y de la propie-
dad 3 se inﬁere que γ∗ ≥ γ∗c . Esto prueba la segunda parte de
esta propiedad.
Finalmente, no´tese que γ∗c = −‖c˜‖2  0 implica que c˜  0.
En ese caso, se deriva de la ecuacio´n (A.5) que:
‖z∗c‖2 =
∥∥∥∥∥∥ −c˜√c˜c˜
∥∥∥∥∥∥
2
= 1. 
Propiedad 6. Supo´ngase que Wc ⊂ W. Conside´rese ahora el
siguiente problema de optimizacio´n
γ∗c = mı´nz,γ γ
s.a. A(z,w) ≤ γI, ∀w ∈ Wc
zz ≤ 1.
Deno´tese como (γ∗c , z∗c) la solucio´n o´ptima de este problema.
Entonces,
(i) γ∗cz∗c ∈ Co {C}
(ii) γ∗c ≤ γ∗
(iii) Si γ∗c  0 entonces ‖z∗c‖2 = 1.
Prueba: Al igual que en la demostracio´n de la propiedad 5, se
puede probar que (γ∗c , z∗c) es la solucio´n del problema de opti-
mizacio´n
γ∗c = mı´nz,γ γ
s.a. cz ≤ γ, ∀c ∈ Tc
zz ≤ 1
donde Tc =
⋃
w∈Wc
C(w) ⊆ Co {C}. El resto de la demostracio´n es
ide´ntica a la de la propiedad 5 y por tanto se omite aquı´. 
Propiedad 7. Supo´ngase que un problema de factibilidad ro-
busta (1) es -factible. Supo´ngase tambie´n que ma´x
c∈C
‖c‖2 < σ.
Entonces, existe z¯, z¯z¯ ≤ 1 tal que
A(z,w) ≤ −
2
I, ∀w ∈ W, ∀z ∈ { z : ‖z − z¯‖2 ≤ 2σ }.
Prueba: Como se asume que el problema es  factible, entonces
existe z¯ tal que z¯z¯ ≤ 1 y λ¯(A(z¯,w)) ≤ −, ∀w ∈ W. Supo´ngase
ahora que z ∈ { z : ‖z− z¯‖2 ≤ 2σ } y que w ∈ W. La propiedad
(1) garantiza que
λ¯(A(z,w)) = ma´x
c∈C(w)
cz
= ma´x
c∈C(w)
c(z¯ + (z − z¯))
≤ ma´x
c∈C(w)
cz¯ + ma´x
c∈C(w)
c(z − z¯)
≤ λ¯(A(z¯,w)) + ma´x
c∈C(w)
‖c‖2‖z − z¯‖2
≤ − +ma´x
c∈C
‖c‖2‖z − z¯‖2
≤ − + σ 
2σ
= − 
2
.

Propiedad 8. Conside´rese el problema de optimizacio´n:
γ∗c = mı´nz,γ γ
s.a. ci z ≤ γ, i = 1, . . . , r
zz ≤ 1.
(A.6)
Deno´tese por (z∗c, γ∗c) la solucio´n de (A.6). Deno´tese tam-
bie´n como c˜ el vector de Γ = Co {c1, c2, . . . , cr} con la menor
norma euclı´dea. Entonces,
(i) c˜c˜ − ci c˜ ≤ 0, i = 1, . . . , r
(ii)
z∗c =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
−c˜√
c˜c˜
if c˜  0
0 if c˜ = 0
, γ∗c = −‖c˜‖2.
Prueba:
(i) Supo´ngase que existe un valor j tal que 1 ≤ j ≤ r y c˜c˜−
cj c˜ > 0. Se demostrara´ que esto contradice la suposicio´n
de que c˜ es el vector de norma euclı´dea mı´nima en Γ.
Deno´tese como J(α) = ‖(1 − α)c˜ + αc j‖22. Entonces
d
dα
J(α) =
d
dα
‖c˜ − α(c˜ − c j)‖22 =
2α‖c˜ − c j‖22 − 2(c˜ − c j)c˜.
Por tanto, ddα J(α)
∣∣∣
α=0 = −2(c˜c˜−cj c˜) < 0. Esto signiﬁca
que existe un α∗ ∈ (0, 1] tal que ‖c˜‖22 = J(0) > J(α∗) =‖(1 − α∗)c˜ + α∗c j‖22. Como (1 − α∗)c˜ + α∗c j ∈ Γ, la de-
sigualdad J(0) > J(α∗) contradice la suposicio´n de que c˜
es el vector de Γ con menor norma euclidea.
(ii) Como c˜ ∈ Γ, entonces existen (por deﬁnicio´n de envoltu-
ra convexa) λ1, λ2, . . . , λr tales que λi ≥ 0, i = 1, . . . , r,
r∑
i=1
λici = c˜ y
r∑
i=1
λi = 1. No´tese que ci z ≤ γ, i = 1, . . . , r
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implica que
r∑
i=1
λici z = c˜
z ≤ r∑
i=1
λiγ = γ. De esto se
inﬁere que
γ∗c ≥ mı´nz,γ γ
s.a. c˜z ≤ γ
zz ≤ 1.
(A.7)
En este punto se han de considerar dos casos:
c˜ = 0. En este caso el problema de optimizacio´n
(A.7) se reescribe como:
γ∗c ≥ mı´nz,γ γ
s.a. 0 ≤ γ
zz ≤ 1.
(A.8)
De lo anterior se deduce que γ∗c ≥ 0. No´tese que
(z, γ) = (0, 0) es una solucio´n factible al problema
de optimizacio´n (A.6), lo que implica que γ∗c ≤ 0.
De las desigualdades obtenidas: γ∗c ≥ 0, γ∗c ≤ 0 se
concluye que γ∗c = 0. Esto signiﬁca que la solu-
cio´n del problema (A.6) se da en (z∗c, γ∗c) = (0, 0) =
(0,−‖c˜‖2).
c˜  0 No´tese que z˜ =
−c˜√
c˜c˜
es el vector que mini-
miza c˜z sujeto a la restriccio´n zz ≤ 1. Esto sig-
niﬁca que la solucio´n al problema de optimizacio´n
(A.7) se alcanza en (z˜∗, γ˜∗) =
( −c˜√
c˜c˜
,−√c˜c˜
)
. Por
tanto,
γ∗c ≥ −
√
c˜c˜. (A.9)
Adema´s para todo i, 1 ≤ i ≤ r
ci z˜
∗ +
√
c˜c˜ =
−ci c˜√
c˜c˜
+
√
c˜c˜
=
1√
c˜c˜
(
c˜c˜ − ci c˜
)
≤ 0.
La u´ltima desigualdad se debe a la primera parte de
la propiedad que se esta´ demostrando. Por tanto se
ha demostrado que
ci z˜
∗ ≤ −√c˜c˜, i = 1, . . . , r.
Esto, junto que el hecho de que (z˜∗)z˜∗ = 1 implica
que (z˜∗,−√c˜c˜) es una solucio´n factible de (A.6).
Teniendo en cuenta la ecuacio´n (A.9), se inﬁere que
(z˜∗,−√c˜c˜) = ( −c˜√
c˜ c˜
,−√c˜c˜) es la solucio´n facti-
ble o´ptima del problema de optimizacio´n (A.6). 
Propiedad 9. Sea h ∈ Co {C}/0 y c ∈ C. Supo´ngase entonces
que ch < 0 y que ma´x
c∈C
‖c‖2 < σ. Entonces,
1. La solucio´n del problema de optimizacio´n
mı´n
λ∈[0,1]
‖(1 − λ)h + λc‖2
se da en λ∗ =
(h − c)h
‖h − c‖22
∈ [0, 1]
2. ‖(1 − λ∗)h + λ∗c‖2 ≤ ‖h‖2
(
1 − ‖h‖228σ2
)
Prueba:
1. De ch < 0, se inﬁere directamente que:
a) h  c.
b) (h − c)h > 0.
c) (h − c)h < (h − c)h − ch + cc = ‖h − c‖22.
De estos tres puntos resulta que
λd =
(h − c)h
‖h − c‖22
∈ [0, 1]
No´tese que el valor o´ptimo de λ minimiza
J(λ) = ((1 − λ)h + λc)((1 − λ)h + λc) =
(1 − λ)2hh + 2λ(1 − λ)ch + λ2cc =
λ2(hh − 2ch + cc) + 2λ(ch − hh) + hh =
λ2‖h − c‖22 + 2λ(c − h)h + hh
No´tese tambie´n, que la expresio´n anterior es convexa en
λ. La derivada con respecto a λ es
d
dλ
J(λ) = 2λ‖h − c‖22 + 2(c − h)h (A.10)
Por tanto, la derivada se anula en λd =
(h − c)h
‖h − c‖22
. Tal
y como se ha mostrado anteriormente, λd ∈ [0, 1]. De
esto y de la convexidad con respecto a λ se concluye que
el mı´nimo (sujeto a la restriccio´n λ ∈ [0, 1]) se da en
λ∗ = λd.
2. Deno´tese por h˜ = (1− λ∗)h+ λ∗c. Te´ngase en cuenta que
‖h˜‖22 = J(λ∗). Por tanto,
‖h˜‖22 = (λ∗)2‖h − c‖22 + 2λ∗(c − h)h + hh
=
|(h − c)h|2
‖h − c‖22
− 2 |(h − c)
h|2
‖h − c‖22
+ hh
= ‖h‖22 −
|(h − c)h|2
‖h − c‖22
.
De ahı´ podemos obtener
‖h‖2 − ‖h˜‖2 =
√
hh −
√
hh − |(h − c)
h|2
‖h − c‖22
=
|(h−c)h|2
‖h−c‖22√
hh +
√
hh − |(h−c)h|2‖h−c‖22
>
|(h − c)h|2
2
√
hh‖h − c‖22
>
|hh|2
2
√
hh‖h − c‖22
≥ ‖h‖
3
2
2(‖h‖2 + ‖c‖2)2
≥ ‖h‖
3
2
2(2σ)2
=
‖h‖32
8σ2
.
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Esto prueba que
‖h‖2 − ‖h˜‖2 ≥
‖h‖32
8σ2
y que ‖h˜‖2 ≤ ‖h‖2
⎛⎜⎜⎜⎜⎝1 − ‖h‖228σ2
⎞⎟⎟⎟⎟⎠ 
Propiedad 10. Conside´rese la secuencia Γ0, Γ1, . . . ,Γk, . . . , y
supo´ngase que
Γ0 < σ,
0 ≤ Γk+1 ≤ Γk(1 − τΓ2k), ∀k ≥ 0
σ >  > 0 y 0 < τ2 < 1
Entonces,
Γk <  para todo k ≥
⌈
ln σ

τ2
⌉
y k ≥
⌈
1
2τ2
⌉
+
⌈
ln ln σ
2
2
2τ2
⌉
.
Prueba:
Γk <  para cada k ≥
⌈
ln σ

τ2
⌉
:
Supo´ngase que Γ j ≥ , j = 0, . . . , k − 1. Entonces
Γ j+1 ≤ Γ j(1 − τΓ2j ) ≤ Γ j(1 − τ2), j = 0, . . . , k − 1
De ahı´,
Γk ≤ Γ0(1 − τ2)k < σ(1 − τ2)k.
Por tanto, la desigualdad Γk <  se cumple para cada
k ≥ k∗, si k∗ satisface
σ(1 − τ2)k∗ ≤ 
o de manera equivalente
k∗ ln(1 − τ2) ≤ ln 
σ
.
Teniendo en cuenta que ln(1 − τ2) < 0,
k∗ ≥ ln

σ
ln(1 − τ2) =
ln σ

− ln(1 − τ2) .
No´tese que − ln(1 − x) es una funcio´n convexa de x en el
dominio x < 1. Esto implica que − ln(1 − x) es mayor o
igual que la linealizacio´n de − ln(1− x) en x = 0. Esto es,
− ln(1 − x) ≥ ln(1 − 0) + ddx (− ln(1 − x))
∣∣∣
x=0 (x − 0) = x.
Por tanto, − ln(1 − τ2) ≥ τ2. Esto signiﬁca que Γk < 
para todo k que satisfaga
k ≥
⌈
ln σ

τ2
⌉
≥
⌈
ln σ

− ln(1 − τ2)
⌉
.
Γk <  para todo k ≥
⌈
1
2τ2
⌉
+
⌈
ln ln σ
2
2
2τ2
⌉
:
En primer lugar, si ln σ

≤ 12 entonces la aplicacio´n direc-
ta del primer resultado de esta propiedad lleva a: Γk < ,
para todo k ≥
⌈
1
2τ2
⌉
. Es decir, queda por probar que se
cumple esta parte de la propiedad bajo la suposicio´n de
que ln σ

> 12 .
Supo´ngase que c satisface: σ > c > . Deno´tese kac =⌈
ln σc
τc2
⌉
. Usando la primera parte de esta propiedad se in-
ﬁere que Γk < c para cada k ≥ kac. Deno´tese kcb =
⌈
ln c

τ2
⌉
,
entonces, teniendo en cuenta que Γkac < c y usando de
nuevo la primera parte de la propiedad: Γkac+ j <  para
todo j ≥ kbc. De igual manera, Γk <  para todo
k ≥ kac + kbc =
⌈
ln σc
τc2
⌉
+
⌈
ln c

τ2
⌉
.
Supo´ngase ahora que c = 
√
ln
σ2
2
. Se demostrara´ a con-
tinuacio´n que este valor de c satisface: σ > c > . Como
ln σ

> 12 resulta que ln
σ2
2
> 1. Por tanto, c = 
√
ln
σ2
2
>
. Por otra parte, la desigualdad ln x < x, ∀x > 1 impli-
ca que ln x2 < x2, ∀x > 1. De igual modo, √ln x2 < x.
De esto se tiene que:
√
ln σ2
2
< σ

, lo que implica que:
c = 
√
ln
σ2
2
< σ.
Ahora se obtendra´n cotas de los valores de kac y kcb para
c. Recue´rdese que se ha asumido que ln σ

> 12 . De ahı´,√
ln
σ2
2
> 1, y
kac =
⌈
ln σc
τc2
⌉
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢
ln
⎛⎜⎜⎜⎜⎝ σ

√
ln σ2
2
⎞⎟⎟⎟⎟⎠
τ2 ln σ2
2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥
≤
⌈
ln σ

2τ2 ln σ

⌉
=
⌈
1
2τ2
⌉
,
kcb =
⌈
ln c

τ2
⌉
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢
ln
√
ln σ2
2
τ2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢
ln ln σ
2
2
2τ2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥ .

Ape´ndice B. Demostraciones de algunas propiedades
Ape´ndice B.1. Prueba del teorema 1
(i) En primer lugar se probara´ que si γ∗  0 entonces el
problema (1) es factible. No´tese que el problema de op-
timizacio´n (4) es siempre factible (z = 0, γ = 0 es una
solucio´n factible). Dado que γ = 0 forma parte de una
solucio´n factible, el valor o´ptimo de γ sera´ γ∗ ≤ 0. De
esto y de la suposicio´n de que γ∗  0 se inﬁere que γ∗
es estrictamente menor que cero. Esto es, si el mı´nimo
del problema de optimizacio´n se da en (z∗, γ∗) entonces
γ∗ < 0 y
A(z∗,w) ≤ γ∗I < 0, ∀w ∈ W.
De esto se concluye que z∗ es una solucio´n factible del
problema (1).
Para ﬁnalizar la prueba de la primera parte del teorema
es necesario mostrar que γ∗ = 0 implica que el problema
(1) es no factible. Este hecho se probara´ mostrando que
el problema de factibilidad (1) implica que γ∗ < 0.
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Supo´ngase que existe z¯ tal que satisface las restricciones
robustas de (1). Esto es, z¯ pertenece aD. La desigualdad
estricta del problema (1) implica que z¯  0. Teniendo
en cuenta la dependencia lineal con respecto a z, resulta
que ρz¯ ∈ D para todo ρ > 0, ρ ∈ IR. En particular, zˆ =(
1√
z¯ z¯
)
z¯ ∈ D. No´tese que zˆ ∈ D y zˆzˆ = 1. De esto y de
la compacidad de W se inﬁere que existe un γˆ < 0 tal que
A(zˆ,w) ≤ γˆI, ∀w ∈ W
zˆzˆ ≤ 1.
Por tanto, el γ o´ptimo sera´ al menos igual o menor que γˆ
por lo que γ∗ < 0. 
(ii) Esto se deriva directamente de la deﬁnicio´n de -factibili-
dad. Supo´ngase que  > −γ∗ y que el problema es -
factible. Entonces, existe zˆ tal que A(zˆ,w) ≤ −I, ∀w ∈
W y zˆzˆ ≤ 1. Por tanto, γ∗ ≤ −. Esto contradice la
suposicio´n de que  > −γ∗. 
Ape´ndice B.2. Prueba de la propiedad 3
Supo´ngase que h¯ pertenece a Co {C}. Se demostrara´ que
γ∗ ≥ −‖h¯‖2. Dado que h¯ ∈ Co {C} se inﬁere que existen c1,
. . . , cp y λ1, . . . , λp tales que: h¯ =
p∑
i=1
λici, 1 =
p∑
i=1
λi, λi ≥ 0,
ci ∈ C, i = 1, . . . , p. De (5) se inﬁere que
γ∗ ≥ γ∗c = mı´nz,γ γ
s.a. ci z ≤ γ, i = 1, . . . , p
zz ≤ 1,
debido a que es el mismo problema de minimizacio´n que (5)
pero con menos restricciones, por lo que el mı´nimo sera´ menor
o igual. No´tese que las desigualdades ci z ≤ γ, i = 1, . . . , p
implican que
p∑
i=1
λici z ≤
p∑
i=1
λiγ = γ y que
⎛⎜⎜⎜⎜⎜⎝
p∑
i=1
λici
⎞⎟⎟⎟⎟⎟⎠

z = h¯z ≤ γ.
Por tanto,
γ∗ ≥ γ∗c ≥ γ∗d = mı´nz,γ γ
s.a. h¯z ≤ γ
zz ≤ 1.
No´tese que la solucio´n al problema de optimizacio´n anterior es
z∗d =
⎧⎪⎪⎨⎪⎪⎩
−h¯√
h¯h¯
si h¯  0
0 si h¯ = 0
, γ∗d = h¯
z∗d = −‖h¯‖2.
Por tanto, se ha probado que
γ∗ ≥ γ∗c ≥ γ∗d = −‖h¯‖2. 
Ape´ndice B.3. Demostracio´n de la propiedad 4
La desigualdad γ∗ ≥ γ∗c se deriva de la propiedad 5. De
λ¯
(
A(
−h√
hh
, wˆ)
)
> 0 y de la propiedad 1 se inﬁere que existe
cˆ ∈ C(wˆ) tal que
cˆ
(
− h√
hh
)
> 0.
Esto implica que cˆh < 0.
La propiedad (1) garantiza que el problema (6) es equiva-
lente a
γ∗c = mı´nz,γ γ
s.a. hz ≤ γ,
cz ≤ γ, ∀c ∈ ⋃
w∈S
C(w)
zz ≤ 1.
(B.1)
Debido a que cˆ ∈ ⋃
w∈S
C(w), resulta que
γ∗c ≥ γ˜∗ = mı´nz,γ γ
s.a. hz ≤ γ
cˆz ≤ γ
zz ≤ 1,
(B.2)
debido a que el problema (B.2) se obtiene del problema (B.1)
quita´ndole restricciones. Por otra parte, de la propiedad 8 se
inﬁere que
γ˜∗ = − mı´n
c∈Co {h,cˆ}
‖c‖2 = − mı´n
λ∈[0,1]
‖(1 − λ)h + λcˆ‖2.
En la propiedad 9 se demuestra que, denotando γˆ = −‖h‖2:
(i) El valor o´ptimo de λ se obtiene en λ∗ = (h−cˆ)
h
‖h−cˆ‖22
∈ [0, 1].
(ii) γ˜∗ = −‖(1 − λ∗)h + λ∗cˆ‖2 ≥ γˆ
(
1 − γˆ28σ2
)
≥ γˆ.
Esto concluye la demostracio´n. 
Ape´ndice B.4. Prueba del teorema 3
La demostracio´n sigue los mismos argumentos que un re-
sultado similar presentado en Oishi (2003). Supo´ngase que en
la iteracio´n k, z∗k no es una solucio´n robusta factible (de nivel δ).
Es decir, Prob { w ∈ W : λ¯(A(z∗k,w)) ≥ 0 } > δ. Entonces, la
probabilidad de clasiﬁcar (erro´neamente) z∗k como una solucio´n
robusta factible (de nivel δ) es menor que
(1 − δ)Nk ≤ 6β
π2(k + 1)2
.
Por tanto, la probabilidad de que el algoritmo termine con una
una solucio´n robusta factible (de nivel δ) clasiﬁcada erro´nea-
mente es menor o igual que
kmax∑
k=0
6β
π2(k + 1)2
<
(
6β
π2
) ∞∑
k=1
1
k2
=
(
6β
π2
) (
π2
6
)
= β.

