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One often encounters numerical difficulties in solving linear matrix inequality
(LMI) problems obtained from H∞ control problems. We discuss the reason from
the viewpoint of optimization, and provide necessary and sufficient conditions for
LMI problem and its dual not to be strongly feasible. Moreover, we interpret them
in terms of control system. In this analysis, facial reduction, which was proposed
by Borwein and Wolkowicz, plays an important role. We show that a necessary and
sufficient condition closely related to the existence of invariant zeros in the closed
left-half plane in the system, and present a way to remove the numerical difficulty
with the null vectors associated with invariant zeros in the closed left-half plane.
Numerical results show that the numerical stability is improved by applying it.
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1. Introduction
H∞ control problems have attracted attention from a lot of researchers in control and op-
timization fields since primal-dual interior-point methods (PDIPMs) were proposed in 90’s.
H∞ control problems can be reformulated as linear matrix inequality (LMI) problem and be
efficiently solved by LMI software, such as SeDuMi [18], SDPT3 [19] and SDPA [25], etc. Still,
one often encounters some numerical difficulties in solving LMI problems obtained from H∞
control problems by these LMI software.
The purpose of this manuscript is to investigate the reason why LMI software often return
inaccurate solutions and values to a fixed tolerance. It is empirically known that when either
an LMI problem or its dual is not strongly feasible, the numerical instability will occur. In that
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case, optimal solutions may not exist. In addition, PDIPMs may not converge numerically. In
fact, theoretical results of PDIPMs are required to be strongly feasible for both LMI problems
and its dual.
Facial Reduction (FR) is useful in such cases. It can detect whether a given convex opti-
mization problem is strongly feasible or not. If not so, it finds a certificate that the problem
is not strongly feasible, and generate an equivalent convex problem that is strongly feasible.
However, the execution of FR needs much more computation cost than solving the original
LMI problem.
In this manuscript, we deal with state feedback controls for linear time invariant systems.
We present necessary and sufficient conditions for LMI problems and its dual of H∞ control
problems obtained from them not to be strongly feasible. One of them is related to the existence
of a stable invariant zero in a given system. In other words, the dual problem is not strongly
feasible if the system has a stable invariant zero.
We also provide how to remove the numerical difficulty caused by non-strong feasibility.
This is also based on FR and it generates a smaller LMI problem by using invariant zeros
in the closed left-half plane. Interestingly, the resulting LMI problem can be obtained from
a subsystem of the closed loop system. In fact, a non-singular matrix used in the reduction
consists of invariant zeros in the closed left-half plane and plays an important role in FR for a
given LMI problem. We show that the subsystem is obtained by applying the transformation
with the matrix into the closed loop system. This implies that one can retrieve a state feedback
gain for the closed loop from one for the subsystem. We also present numerical experiments
to see the improvement on the numerical stability.
1.1. Literature related to this topic
[1] applies FR to the analysis and design of H2 state feedback control, and showed the rela-
tionship between the strong feasibility and invariant zeros in H2 state feedback control. [20]
proposes a fast implementation for LMI problems based on KYP lemma. This approach re-
formulates the dual of a given LMI problem into the form of the LMI problem. Although this
implementation reduces the computational complexity, this is essentially different from FR. In
fact, this does not change the strong feasibility of the resulting LMI problem.
[15, 16, 17] investigate the effect of invariant zeros for the performance index γ in H∞
feedback control and provide the H∞ norm conditions without the assumptions on zeros of the
systems. The provided conditions are the reduced size Riccati inequalities. We provide similar
results by applying FR. This implies that we should reduce LMI problems from the view point
of numerical accuracy, as far as using software based on PDIPMs. Control systems whose D12
is not full column rank has been also handled in this manuscript as well as those papers. We
can verify by using FR that the optimal performance index γ for such a system is equivalent
to γ for a system in which a differentiator is added.
The organization of this manuscript is as follows: In section 2, we provide some facts on
LMI problems and FR. We interpret them with terms of systems and provide a reduction of
LMI problems and closed loop systems in sections 3 and 4. Section 5 provides a numerical
experiment. We give a conclusion of this manuscript in section 6. This manuscript is based
on [24]. We add some technical proofs for some results and a detailed numerical results in this
manuscript.
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1.2. Notation and symbols
Let R and C be the sets of real and complex numbers, respectively. We represent the sets
of complex numbers with nonnegative real parts and nonpositive real parts by C+ and C−,
respectively. Let Rn be the set of n-dimensional Euclidean space. Let Rm×n, Sn, Sn+ and Sn++
be the sets of m×n real matrices, n×n symmetric matrices, n×n positive semidefinite matrices
and n× n positive definite matrices, respectively. We denote the m× n zero matrix by Om×n.
For A,B ∈ Rm×n, we define A •B := Trace(ABT ). For A ∈ Rn×n, we define He(A) = A+AT .
2. Preliminary
2.1. Linear matrix inequality and its strong duality theorem
Linear Matrix Inequality (LMI) problem is formulated as follows:
θ∗P = inf
x∈Rm,X∈Sn
cTx : X = ∑
j∈M
xjFj − F0, X ∈ Sn+
 , (1)
where c ∈ Rm,M = {1, . . . ,m} and F0, . . . , Fm ∈ Sn. Throughout this manuscript, we assume
that F1, . . . , Fm is linearly independent. One can obtain an approximation of an optimal
solution of (1) to any given tolerance by applying PDIPMs. In fact, many variants of PDIPMs
are proposed and implemented as optimization software in SeDuMi [18], SDPT3 [19], SDPA
[25], etc.
The dual problem of (1) can be formulated as follows:
θ∗D = sup
Y ∈Sn
{
F0 • Y : Fj • Y = cj (j ∈M), Y ∈ Sn+
}
. (2)
It is well-known that the strong duality theorem holds for (1) and its dual (2) under a mild
assumption which is called Slater’s condition. See Theorem 2.1 below. Unlike to Linear
Program (LP), the strong duality theorem for (1) and (2) requires such a condition. Problem
(1) is said to be strongly feasible if there exists (xˆ, Xˆ) ∈ Rm×Sn++ such that Xˆ =
∑
j∈M
xˆjFj−F0.
Similarly, (2) is said to be strongly feasible if there exists Yˆ ∈ Sn++ such that Fj • Yˆ = cj for
all j ∈ M. Slater’s condition holds in (1) (resp., (2)) is satisfied if (1) (resp., (2)) is strongly
feasible.
Theorem 2.1. ([14, Theorem 3.2.8]; see also [3, Theorem 2.2] and [5, Section 4.7]) If (2) is
strongly feasible and (1) is feasible, then θ∗P = θ
∗
D and (1) has an optimal solution. Similarly,
if (1) is strongly feasible and (2) is feasible, then θ∗P = θ
∗
D and (2) has an optimal solution.
It should be noted that Slater’s conditions for both (1) and its dual (2) guarantee the
convergence of PDIPMs. See [3, 14] and references therein for more details.
2.2. Facial reduction for LMI problem (1) and its dual (2)
Borwein and Wolkowicz [2] propose an approach to the strong duality theorem for convex
optimization problems without assuming Slater’s condition and any constraint qualifications.
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The approach is called Facial Reduction (FR). [12, 13] discuss the application of FR into LMI
problem (1) and its dual (2). Some extensions are discussed in [11, 22].
Facial Reduction (FR) is an algorithm that generates an LMI problem which is strongly
feasible by using a given LMI problem, or that detects the infeasibility. FR has the property
of a finite convergence. In each iteration, FR finds a nonzero solution of a problem that
consists of LMIs, or detects the infeasibility. Since one has to solve a similar LMI problem
in each iteration, the computation spends as much cost as solving the original LMI problem.
Moreover, FR requires an exact solution of a generated problem in each iteration, and thus
FR is not practical algorithm from the viewpoint of computational practice.
Still, when (1) and/or its dual (2) is not strongly feasible, one often encounters numerical
difficulty on solving them. See [6, 10, 23, 21, 22] for more details. Hence, it is necessary to
apply FR without solving problems that consist of LMI. To propose such an approach, we
provide necessary and sufficient conditions in Theorem 2.2 by using FR that (1) and its dual
(2) are not strongly feasible. In the next section, we will apply Theorem 2.2 into LMI problems
obtained from H∞ state feedback control problems and its dual.
Theorem 2.2. Problem (1) is not strongly feasible if and only if there exists a nonzero Yˆ ∈ Sn
such that
Fj • Yˆ = 0 (j ∈M), F0 • Yˆ ≥ 0 and Yˆ ∈ Sn+. (3)
In particular, if Yˆ satisfies F0 • Yˆ > 0, then (1) is infeasible. If F0 • Yˆ = 0, (1) is equivalent
to the following problem:
inf
x∈Rm,X∈Sn
cTx : X = ∑
j∈M
xjFj − F0, X ∈ Sn+ ∩ {Yˆ }⊥
 , (4)
where {Yˆ }⊥ denotes the subspace {X ∈ Sn : X • Yˆ = 0} of Sn. Similarly, (2) is not strongly
feasible if and only if there exists a nonzero (xˆ, Xˆ) ∈ Rm × Sn such that
Xˆ =
∑
j∈M
xˆjFj , Xˆ ∈ Sn+ and cT xˆ ≤ 0. (5)
If xˆ satisfies cT xˆ < 0, then (2) is infeasible. If cT xˆ = 0, (2) is equivalent to the following
problem:
sup
Y ∈Sn
{
F0 • Y : Fj • Y = cj (j ∈M), Y ∈ Sn+ ∩ {Xˆ}⊥
}
. (6)
The proof of Theorem 2.2 are provided in [13, 11, 22]. We give proofs of the if-part and the
infeasibility in Appendix B.1.
3. Conditions to be not strongly feasible
In this section, we give an interpretation of Theorem 2.2 in terms of control systems. We deal
with H∞ state feedback control problem of a generalized plant. The generalized plant is given
by {
x˙ = Ax+B1w +B2u
z = C1x+D11w +D12u,
(7)
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where x ∈ Rn, w ∈ Rm1 , u ∈ Rm2 , z ∈ Rp1 and the matrices have the compatible dimensions.
Let u(t) = Kx(t) for a state feedback gain K ∈ Rm2×n to apply a state feedback in (7). Then
the state space representation of the closed loop system Gcl(s) is given by{
x˙ = (A+B2K)x+B1w
z = (C1 +D12K)x+D11w.
(8)
Figure 1 displays the block diagram of the closed loop system (8).
System (7)
w
u
z
y = x
u = Kx
Figure 1: The block diagram of the closed loop system (8)
The following fact is well-known on (8).
Theorem 3.1. (See e.g., [7]) For closed loop system (8) and a given γ > 0, the following are
equivalent:
(A) There exists a K ∈ Rm2×n such that ‖Gcl(s)‖∞ < γ and A+B2K is Hurwitz stable.
(B) There exist X ∈ Sn++ and K ∈ Rm2×n such that
−
He((A+B2K)X) ∗ ∗(C1 +D12K)X −γIp1 ∗
BT1 D
T
11 −γIm1
 ∈ SN0++. (9)
Here N0 = n + p1 + m1 and ∗ in (9) of Theorem 3.1 stands for the transpose of the lower
triangular block part.
To obtain a state feedback gain K for minimizing ‖Gcl(s)‖∞, one can use the following LMI
formulation by applying the change of variables method with Y = KX in (9):
infγ,X,Y γ
sub. to −
He(AX +B2Y ) ∗ ∗C1X +D12Y −γIp1 ∗
BT1 D
T
11 −γIm1
 ∈ SN0+ ,
γ ∈ R, X ∈ Sn+, Y ∈ Rm2×n,
(10)
where N0 = n+ p1 +m1 and ∗ stands for the transpose of the lower triangular block part.
Its dual is formulated as follows. We describe a way to obtain (10) from (11) in Appendix
A. 
sup 2(BT1 • Z31 +DT11 • Z32)
sub. to Ip1 • Z22 + Im1 • Z33 = 1, BT2 Z11 +DT12Z21 = Om2×n,
He(ATZ11 + C
T
1 Z21) ∈ Sn+,
Z11 ZT21 ZT31Z21 Z22 ZT32
Z31 Z32 Z33
 ∈ SN0+ . (11)
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Here Zij (1 ≤ j ≤ i ≤ 3) is the decision variable in (11). It should be noted that LMI
problem (10) is obtained by the change of variables method. One can also obtain another LMI
formulation by the elimination of variables method. We also remark that we can show the
same results as those in this section.
3.1. Condition to be not strongly feasible for LMI problem (10)
Applying (3) in Theorem 2.2 to LMI problem (10), we can obtain the condition to be not
strongly feasible for (10). Namely, Problem (10) is not strongly feasible if and only if the
following problem on Zij has a solution:
2(BT1 • Z31 +DT11 • Z32) ≥ 0, Ip1 • Z22 + Im1 • Z33 = 0,
He(ATZ11 + C
T
1 Z21) ∈ Sn+, BT2 Z11 +DT12Z21 = Om2×n,Z11 ZT21 ZT31Z21 Z22 ZT32
Z31 Z32 Z33
 ∈ SN0+ \ {ON0×N0}. (12)
It follows from the equality constraint Ip1 • Z22 + Im1 • Z33 = 0 and the positive semidefi-
niteness of Z22 and Z33 that any solution in (12) satisfies Z22 = Op1×p1 and Z33 = Om1×m1 ,
and thus (12) is equivalent to the following problem on Z11:
He(ATZ11) ∈ Sn+, BT2 Z11 = Om2×n and Z11 ∈ Sn+. (13)
We obtain the following proposition from (13) and provide the proof in Appendix B.2.
Proposition 3.2. Problem (12) has a solution if and only if there exists λ ∈ C+ such that
rank
(
A− λIn, B2
)
< n, (14)
i.e. (A,B2) is not stabilizable.
We obtain the following condition to be not strongly feasible for (10) by combining Propo-
sition 3.2 with Theorem 2.2.
Theorem 3.3. LMI problem (10) is strongly feasible if and only if control system (7) is
stabilizable.
Although Theorem 3.3 has been already known in e.g., [7], this theorem shows that one also
can prove the fact by facial reduction.
3.2. Condition to be not strongly feasible for Problem (11)
Applying (5) in Theorem 2.2 to Problem (11), we can obtain the condition to be not strongly
feasible for (11). Namely, (11) is not strongly feasible if and only if the following problem on
γ, X and Y has a nonzero solution:
−
He(AX +B2Y ) ∗ ∗C1X +D12Y −γIp1 ∗
Om1×n Om1×p1 −γIm1
 ∈ SN0+ ,
γ ≤ 0, X ∈ Sn+, Y ∈ Rm2×n.
(15)
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Clearly, there does not exist any nonzero solutions X and Y such that (15) holds and γ < 0.
Substituting γ = 0 into (15), we obtain the following problem on γ, X and Y which is equivalent
to (15): {
C1X +D12Y = Op1×n,−He(AX +B2Y ) ∈ Sn+,
γ = 0, X ∈ Sn+, Y ∈ Rm2×n. (16)
We obtain the following proposition from (16) and provide the proof in Appendix B.3.
Proposition 3.4. Suppose that the matrix (BT2 , D
T
12)
T is full column rank and that there exists
λ ∈ C− such that
rank
(
A− λIn B2
C1 D12
)
< n+m2. (17)
Then problem (16) has a solution. Furthermore, for a solution (γ,X, Y ) of (16), if there exists
a full column rank matrix H ∈ Rn×r and R ∈ Rp1×r such that X = HHT and Y = RHT , then
there exists λ ∈ C− such that (17) holds.
We remark that λ ∈ C− that satisfies (17) is called the (stable) invariant zero of (7). We
obtain the following theorem from the above discussion.
Theorem 3.5. If D12 is not full column rank, dual problem (11) is not strongly feasible. When
D12 is column full rank, dual problem (11) is not strongly feasible if and only if the subsystem
C1(sI −A)−1B2 +D12 of control system (7) has invariant zeros in C−
Proof. When D12 is not full column rank, we can construct a nonzero (γ,X, Y ) that satisfies
(16). In fact, for simplicity, we assume D12 = (Op1×r, Dˆ12), where Dˆ12 ∈ Rp1×(m2−r) is full
column rank. Denoting B2 = (B21, B22), where B21 ∈ Rn×r, B22 ∈ Rn×(m2−r), we see that the
following (γ,X, Y ) satisfies (16):
γ = 0, X = On×n, Y =
( −BT21/2
O(m2−r)×n
)
.
It follows from Theorem 2.2 that dual problem (11) is not strongly feasible.
If D12 is full column rank, then there exists a full column rank matrix H ∈ Rn×r such that
X = HHT and Y = RHT for some R ∈ Rp1×r. In fact, we obtain Y = −(DT12D12)−1DT12C1X
and R = −(DT12D12)−1DT12C1H from C1X + D12Y = Op1×n. Hence the desired result follows
from Proposition 3.4.
4. Reduction of LMI problem (10) and closed loop system (8) by
using invariant zeros in C−
We present a reduction of LMI problem (10) to get rid of the numerical difficulty in solving
it. The stabilizability in (7) is a natural assumption for designing the state feedback gain K,
whereas the existence of invariant zeros in C− in (7) are not taken care with. Dual problem
(11) is not strongly feasible under the existence of invariant zeros in C− in (7), and thus (6)
in Theorem 2.2 is available to (11). The reduction that we present in this subsection is based
of facial reduction and consists of the null vectors associated with invariant zeros in C−.
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We show in this section that the resulting LMI problem is obtained from a subsystem of
the closed loop system (8) and that the subsystem can be also obtained by applying the
transformation with the non-singular matrix into (8). In addition, we give a way to retrieve
a state feedback gain K which attains the optimal performance index from a state feedback
gain of the subsystem and the non-singular matrix.
In this section, we present reductions on LMI (10) and control system (7) in subsections 4.1
and 4.2. Figure 2 displays the relationship among control systems, LMIs and their duals in
subsections 4.1 and 4.2. In subsection 4.3, we deal with the case when D12 in (7) is not full
column rank.
Dual (11) LMI (10) System (7)
Reduced
dual (18)
Smaller
LMI (22)
Subsystem
(23)
dual Theorem 3.1
Theorem 3.1dual
FR equiv. equiv.
Remove stable
invariant zeros
Figure 2: Relationship among control systems, LMIs and their duals in subsections 4.1 and 4.2
Let λj ∈ C− be a invariant zeros in C− in (7) for all j = 1, . . . , r, and denote the associated
null vector by (ηj , ξj) ∈ Cn × Cm2 , i.e., for all j = 1, . . . , r, we have(
A− λjIn B2
C1 D12
)(
ηj
ξj
)
= 0.
We impose the following assumptions for simplicity:
Assumption 4.1. (A1) η1, . . . , ηr are linearly independent,
(A2) all stable invariant zeros λj are real, and
(A3) no invariant zeros on the imaginary axis.
In particular, Assumption (A2) implies that both ηj and ξj are real for all j = 1, . . . , r. We
remark that even if either Assumptions (A1) or (A2) fails, the discussion in Section 4 holds
by applying a little technical manner. In contrast, it is more difficult to analyze system (7)
and the resulting LMI problem in which Assumption (A3) fails. The analysis in the case is
involved in future work.
4.1. Reduction of LMI problem (10)
It follows from the proof of Proposition 3.4 that the following (γˆ, Xˆ, Yˆ ) is nonzero solution of
(16):
γˆ = 0, Xˆ =
r∑
j=1
ηjη
T
j , Yˆ =
r∑
j=1
ξjη
T
j .
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We define Hˆ = (η1, . . . , ηr) ∈ Rn×r and Rˆ = (ξ1, . . . , ξr) ∈ Rm2×r. Hˆ is full column rank and,
Xˆ = HˆHˆT and Yˆ = RˆHˆT . Let Wˆ := −He(AXˆ + B2Yˆ ). It follows from Lemma B.1 that we
have AHˆ +B2Rˆ = HˆDiag(λ1, . . . , λr), and thus we have Wˆ = −2HˆDiag(λ1, . . . , λr)HˆT . Here
Diag(x1, . . . , xr) stands for the diagonal matrix with x1, . . . , xr. In addition, it follows from
Assumption (A3) that the rank of Wˆ is r.
By applying (6) in Theorem 2.2 to dual problem (11), we obtain the following problem:
sup 2(BT1 • Z31 +DT11 • Z32)
sub. to Ip1 • Z22 + Im1 • Z33 = 1, BT2 Z11 +DT12Z21 = Om2×n,
He(ATZ11 + C
T
1 Z21) ∈ Sn+ ∩ {Xˆ}⊥,Z11 ZT21 ZT31Z21 Z22 ZT32
Z31 Z32 Z33
 ∈ SN0+ ∩

Wˆ O OO O O
O O O

⊥
.
(18)
Problem (18) is equivalent to dual (11) of the original LMI problem (10). From the constraints
in (18), we have HˆT He(ATZ11 + C
T
1 Z21)Hˆ = Or×r and Zk1Hˆ = O for k = 1, 2, 3 for all
solutions of (18).
One can construct J ∈ Rn×(n−r) so that the matrix T = (Hˆ, J) is non-singular since Hˆ is
full column rank. From these constraints in (18), for any solution in (18), we haveT T Ip1
Im1
 Z11 ZT21 ZT31Z21 Z22 ZT32
Z31 Z32 Z33
T Ip1
Im1

=

Or×r Or×(n−r) Or×p1 Or×m1
O(n−r)×r Z˜11 Z˜T21 Z˜T31
Op1×r Z˜21 Z22 ZT32
Om1×r Z˜31 Z32 Z33
 . (19)
We define coefficient matrices A˜, B˜i (i = 1, 2) and C˜1 by
T−1AT =
(
A˜11 A˜12
A˜21 A˜22
)
, T−1Bi =
(
B˜i1
B˜i2
)
, C1T =
(
C˜11, C˜12
)
. (20)
Then, (18) can be reformulated as follows:
sup 2(B˜T12 • Z˜31 +DT11 • Z32)
sub. to Ip1 • Z22 + Im1 • Z33 = 1,
(
A˜T21
B˜T22
)
Z˜11 +
(
C˜T11
DT12
)
Z˜21 = O,
He(A˜T22Z˜11 + C˜
T
12Z˜21) ∈ Sn−r+ ,
Z˜11 Z˜T21 Z˜T31Z˜21 Z22 ZT32
Z˜31 Z32 Z33
 ∈ SN+ ,
(21)
where N = n− r + p1 +m1. In Appendix C, we give a detail how to obtain (21).
Denote T−1 =
(
U1
U2
)
. Since we have AHˆ+B2Rˆ = HˆDiag(λ1, . . . , λr), C1Hˆ+D12Rˆ = Op1×r
and U2Hˆ = O(n−r)×r, we obtain A˜21 = B˜22Rˆ and C˜11 = −D12Rˆ, and thus the equality
constraint A˜T21Z˜11 + C˜
T
11Z˜21 = Or×(n−r) in (21) is redundant.
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The primal LMI problem of (21) is
inf γ˜,X˜,Y˜ γ˜
sub. to −
He(A˜22X˜ + B˜22Y˜ ) ∗ ∗C˜12X˜ +D12Y˜ −γ˜Ip1 ∗
B˜T12 D
T
11 −γ˜Im1
 ∈ SN+ ,
γ˜ ∈ R, X˜ ∈ Sn−r+ , Y˜ ∈ Rm2×(n−r).
(22)
We remark that the optimal value γ˜∗ of (22) is equivalent to the optimal value γ∗ of the original
LMI problem (10).
4.2. Reduction of closed loop system (8)
We discuss the reduction of control system (7) via the reduction discussed in the previous
subsection. To this end we focus on LMI problem (22). This is obtained by applying Theorem
3.1 into from the system whose state space representation is{
˙˜x2 = A˜22x˜2 + B˜12w + B˜22u
z = C˜12x˜2 +D11w +D12u,
(23)
where the dimension of x˜2 is n− r. Let K˜ ∈ Rm2×(n−r) be a state feedback gain for (23) whose
performance index is the optimal value γ˜∗ of (22), i.e., it is equal to the optimal value γ∗ of
the original LMI problem (10). Then, the closed loop system is provided by{
˙˜x2 = (A˜22 + B˜22K˜)x˜2 + B˜12w
z = (C˜12 +D12K˜)x˜2 +D11w.
(24)
We show that the state feedback gain K for (7), which is defined by K = (Rˆ, K˜)T−1, attains
the performance index γ˜∗. To this end, we apply the transformation with T into (8). Denote
x˜(t) = T−1x(t), then we obtain{
˙˜x = T−1(A+B2K)T x˜+ T−1B1w
z = (C1 +D12K)T x˜+D11w.
(25)
Recall U1T = (Ir, Or×(n−r)) and U2Hˆ = O(n−r)×r. It follows that we have
T−1(A+B2K)T =
Diag(λ1, . . . , λr) U1 (AJ +B2K˜)
O(n−r)×r U2
(
AJ +B2K˜
) ,
(C1 +D12K)T =
(
Op1×r C1J +D12K˜
)
.
Let x˜(t) = (x˜1(t)
T , x˜2(t)
T )T . All λj are unobservable modes, i.e., x˜1 is unobservable. Since
x˜2 is controllable and observable, performance index of the following subsystem (26) of (25) is
equivalent to the performance index of (25):{
˙˜x2 = U2(AJ +B2K˜)x˜2 + U2B1w
z = (C1J +D12K˜)x˜2 +D11w.
(26)
Since we have A˜22 = U2AJ , B˜12 = U2B1, B˜22 = U2B2 and C˜12 = C1J , (26) is equivalent to
(24). Therefore, the performance index of the gain K = (Rˆ, K˜)T−1 is the optimal value γ∗ of
LMI problem (10). As shown above, the part of state feedback gain defined by Rˆ eliminates the
invariant zeros by pole-zero cancellation. Theorem 3.5 ensures that this pole-zero cancellation
does not affect the optimal value γ.
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4.3. Reduction in the case where D12 is not full column rank
We consider the case where D12 is not full column rank. For simplicity, we assume D12 =
(Op1×r, Dˆ12), where Dˆ12 ∈ Rp1×(m2−r) is full column rank. Denote B2 = (B21, B22), where
B21 ∈ Rn×r and B22 ∈ Rn×(m2−r). Let (γ,X, Y ) be as in the proof of Theorem 3.5, i.e. γ = 0,
X = On×n and
Y =
( −BT21
O(m2−r)×n
)
.
Then (γ,X, Y ) satisfies (16). We define Wˆ = −He(AX + B2Y ) = B21BT21, and thus the
reduced dual problem can be formulated as follows:
sup 2(BT1 • Z31 +DT11 • Z32)
sub. to Ip1 • Z22 + Im1 • Z33 = 1, BT2 Z11 +DT12Z21 = Om2×n,
He(ATZ11 + C
T
1 Z21) ∈ Sn+,Z11 ZT21 ZT31Z21 Z22 ZT32
Z31 Z32 Z33
 ∈ SN0+ ∩

Wˆ O OO O O
O O O

⊥
.
(27)
For (27), it follows from the last constraint that we have Zk1B21 = O (k = 1, 2, 3). Hence
the equality constraint BT2 Z11 + D
T
12Z21 = Om2×n is equivalent to the equality constraint
BT22Z11 + Dˆ
T
12Z21 = O(m2−r)×n. In addition, there exists L ∈ Rn×(n−r) such that T := (B21, L)
is non-singular. Then (19) holds for any feasible solution Zij . We define matrices A˜ij , B˜1j and
C˜1j as in (20). Then we have
T T He(ATZ11 + C
T
1 Z21)T
= He
((
A˜T11 A˜
T
21
A˜T12 A˜
T
22
)(
Or×r Or×(n−r)
O(n−r)×r Z˜11
)
+
(
C˜T11
C˜T12
)(
Op1×r Z˜21
))
= He
((
Or×r A˜T21Z˜11 + C˜T11Z˜21
O(n−r)×r A˜T22Z˜11 + C˜T12Z˜21
))
.
Thus any feasible solution of (27) satisfies
A˜T21Z˜11 + C˜
T
11Z˜21 = Or×(n−r) and A˜
T
22Z˜11 + C˜
T
12Z˜21 ∈ Sn−r+ .
Therefore we obtain the following dual problem which is equivalent to (27):
sup 2(B˜T12 • Z˜31 +DT11 • Z32)
sub. to Ip1 • Z22 + Im1 • Z33 = 1, ET1 Z˜11 + ET2 Z˜21 = Om2×(n−r),
He
(
A˜T22Z˜11 + C˜
T
12Z˜21
)
∈ Sn−r+ ,
Z˜11 Z˜T21 Z˜T31Z˜21 Z22 ZT32
Z˜31 Z32 Z33
 ∈ SN+ , (28)
where N = n − r + p1 + m1, E1 := (A˜21, B˜222) ∈ Rn×m2 , E2 := (C˜11, Dˆ12) ∈ Rp1×m2 and we
decompose B22 as follows:
T−1B22 =
(
B˜221
B˜222
)
.
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LMI problem which corresponds to (27) can be formulated as follows:
inf γ
sub. to γ ∈ R, X ∈ Sn−r+ , Y ∈ Rm2×(n−r),
−
He(A˜22X + E1Y ) ∗ ∗C˜12X + E2Y −γIp1 ∗
B˜T12 D
T
11 −γIm1
 ∈ SN+ (29)
A closed loop system which corresponds to LMI (29) is provided as follows: ˙˜x(t) =
(
A˜22 +
(
A˜21, B˜222
)
K˜
)
x˜(t) + B˜12w(t)
z(t) =
(
C˜12 +
(
C˜11, Dˆ12
)
K˜
)
x˜(t) +D11w(t),
(30)
where x˜ ∈ Rn−r is a state variable and K˜ ∈ Rm2×(n−r) is a state feedback gain.
We provide an interpretation of the performance index γ of (30). The original system (7)
can be described as follows:
x˙ = Ax+B1w +
(
B21 B22
)(u1
u2
)
z = C1x+D11w +
(
Op1×r Dˆ12
)(u1
u2
)
.
We consider the following control system with a differentiator added in the above system.{
x˙ = Ax+B1w + (A+ αIn)B21u˜1 +B22u2
z = C1x+D11w + C1B21u˜1 + Dˆ12u2.
(31)
Here α > 0. We consider the state feedback controller u˜1 = Kd1x and u2 = Kd2x, where
Kd1 ∈ Rr×n and Kd2 ∈ R(m2−r)×n. The closed loop system shown in Figure 3 is formulated as
follows: {
x˙ = (A+ (A+ αIn)B21Kd1 +B22Kd2)x+B1w
z = (C1 + C1B21Kd1 + Dˆ12Kd2)x+D11w.
(32)
System (7)
w
u1
u2
u˜1
z
y = x
s+ α
(
u˜1
u2
)
= Kdx
Figure 3: The block diagram of the closed loop system (32)
We remark that the closed loop system (32) has invariant zeros in C−. In fact, we have
AB21 + (A+αIn)B21(−Ir) = −αB21 and C1B21 +C1B21(−Ir) = Op1×r. Since the closed loop
(32) has invariant zeros in C−, its dual of LMI problem obtained from (31) is not strongly
feasible. Applying a similar discussion in subsection 4.1 and T = (B21, L) to the dual problem,
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we obtain the same LMI problem as (29). Hence the optimal performance index of (32) is
equivalent to that of (8).
We define the state feedback gain Kd by
Kd =
(
Kd1
Kd2
)
:=
( −Ir K˜d1
O(m2−r)×r K˜d2
)
T−1, K˜d =
(
K˜d1
K˜d2
)
where K˜d1 ∈ Rr×(n−r) and K˜d2 ∈ R(m2−r)×(n−r). Here K˜d is the optimal state feedback
obtained by solving (29). By applying the transformation with T into the closed system (32),
we obtain {
˙˜x = T−1(A+ (A+ αIn)B21Kd1 +B22Kd2)T x˜+ T−1B1w
z = (C1 + C1B21Kd1 + Dˆ12Kd2)T x˜+D11w.
(33)
By direct computation, we have in (33),
T−1(A+ αIn)B21Kd1T = T−1(A+ αIn)B21
(−Ir K˜d1)
=
(−A˜11 − αIr (A˜11 + αIr)K˜d1
−A˜21 A˜21K˜d1
)
,
T−1B22Kd2T =
(
On×r T−1B22K˜d2
)
,
C1B21Kd1T =
(−C˜11 C˜11K˜d1) , Dˆ12Kd2T = (Op1×r Dˆ12K˜d2) .
From these direct computation, (33) is equivalent to
(
˙˜x1
˙˜x2
)
=
( −αIr A˜12 + (A˜11 + αIr)K˜d1 + B˜221K˜d2
O(n−r)×r A˜22 + A˜21K˜d1 + B˜222K˜d2
)(
x˜1
x˜2
)
+ T−1B1w
z =
(
Op1×r C˜12 + C˜11K˜d1 + Dˆ12K˜d2
)(x˜1
x˜2
)
+D11w.
(34)
We see form (34) that (30) is the part of x˜2. In addition, K˜d is the same as K˜ in (30) since both
the obtained LMI problems are the same. We remark that the part of x˜2, K˜d1, K˜d2 and Kd
are also independent on α used in the differentiator. This fact implies that the same optimal
performance index can be achieved for systems (7) and (31) by static feedback gains although
the optimal feedback gains K and Kd are different.
5. Numerical experiment
In this section, we compare numerical performance of reduced LMI problems (22) and (29)
with the original LMI problem (10) obtained from the original system (7). We use SDPT3
to solve LMI problems by calling it from YALMIP [8]1 with default parameters. We set the
stopping tolerance  = 1.0× 10−7.
We use DIMACS errors to see the numerical performance, which is defined in [9]. They
measure the accuracy of solutions (x,X) and Y obtained by LMI software for LMI problem
(1) and its dual (2), and consists of six errors. We introduce the following three of DIMACS
errors:
1We modified computedimacs.m in YALMIP to obtain more correct DIMACS error err3 and err6.
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err1 :=
√∑
j∈M
(Fj • Y − cj)2
1 + ‖c‖1 , err5 :=
cTx− F0 • Y
1 + |cTx|+ |F0 • Y | , err6 :=
X • Y
1 + |cTx|+ |F0 • Y | ,
where ‖ · ‖1 is the largest absolute value in the vector. In this manuscript, we call err1, err5
and err6 by dual feasibility, relative gap and relative complementarity, respectively. We omit
information on err2, err3 and err4 because they are always zeros for computed solutions. Since
the stopping tolerance is  = 1.0× 10−7, the computed dual solution is not feasible when err1
is bigger than . In addition, when err5 and/or err6 is bigger than , the computed solution is
not optimal.
We describe a way to generate control system (7) that has given stable invariant zeros λ in
Algorithm 1. In this numerical experiment, we remark that each element in coefficient matrices
A, C1, B1, B2, D11 and D12 is in [−3, 3].
Algorithm 1: Algorithm to generate control system (7) that has given stable invariant
zeros
Input: (n, p1,m1,m2) ∈ N4, r ∈ N and stable invariant zeros λ1, . . . , λr ∈ C−
Output: A ∈ Rn, C1 ∈ Rp1×n, B1 ∈ Rn×m1 , B2 ∈ Rn×m2 , D11 ∈ Rp1×m1 and
D12 ∈ Rp1×m2
A, C1, B1, B2, D11 and D12 are randomly generated;
/* We denote the ith column of A and C1 by ai and ci, respectively. */
/* Let ej ∈ Rr be the r-dimensional jth unit vector. */
for j → 1 to r do(
ηˆj
ξj
)
∈ R(n−r)+m2 is randomly generated;(
v1
v2
)
←−
(
A− λjIn B2
C1 D12
)0rηˆj
ξj
;
aj ←− v1 + λjej , cj ←− v2;
/*
−ejηˆj
ξj
 ∈ Rn+m2 is the null vector associated with zero λj. */
end
return A, C1, B1, B2, D11 and D12;
The control system (7) generated by Algorithm 1 has stable invariant zeros λ1, . . . , λr. In
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fact, we have
A
(−ej
ηˆj
)
+B2ξj = −v1 − λjej +
n∑
k=r+1
akηˆjk +B2ξj
= λj ηˆj −
n∑
k=r+1
akηˆjk −B2ξj − λjej +
n∑
k=r+1
akηˆjk +B2ξj = λj
(−ej
ηˆj
)
C1
(−ej
ηˆj
)
+D12ξj = −v2 +
n∑
k=r+1
ckηˆjk +D12ξj
= −
n∑
k=r+1
ckηˆjk −D12ξj +
n∑
k=r+1
ckηˆjk +D12ξj = 0.
Here ej ∈ Rr is the jth unit vector, and ak and ck are the kth column vectors of A and C1,
respectively. This result implies that (−eTj , ηˆTj , ξTj )T is the null vector associated with stable
invariant zero λj . Therefore the control system generated by Algorithm 1 has stable zeros
λ1, . . . , λr.
Figure 4 displays histograms on the logarithms of the absolute values of err1, err5 and err6
for the computed solutions of LMI problems (10) and (22). We generate 500 control systems
with three stable invariant zeros λ1 = −1, λ2 = −2, λ3 = −3 and (n, p1,m1,m2) = (7, 5, 5, 2)
by Algorithm 1. Figure 5 displays histograms on the logarithms of the absolute values of err1,
err5 and err6 for the computed solutions of LMI problems (10) and (29). We randomly generate
500 control systems (7) whose D12 has the form (Op1×1, Dˆ12) for some Dˆ12 ∈ Rp1×(m2−1). The
plain boxes in these figures indicate the results obtained by solving LMI obtained from (7),
while the shaded boxes indicate the results by (22) or (29). Table 1 displays the number of
negative err5 for the computed solutions. Since err5 corresponds to the duality gap on the
computed solution, the solution is not feasible if the value is negative.
Table 1: The numbers of negative err5
# of err5 < −1.0× 10−7 # of err5 < −1.0× 10−5 # of err5 < −1.0× 10−3
Figure 4 (10) 425 / 500 381 / 500 3 / 500
(22) 77 / 500 16 / 500 0 / 500
Figure 5 (10) 459 / 500 423 / 500 40 / 500
(29) 162 / 500 16 / 500 1 / 500
We observe the followings from figures:
• Since the dual (11) of LMI (10) obtained from (7) is not strongly feasible, the absolute
values of the dual feasibility err1 of (10) are worse than (26) and (30). In particular, the
computed dual solution of (10) is positive semidefinite, while it does not satisfy equality
constraints in (10). In fact, most of all the absolute values of the errors of (22) is smaller
than the stopping tolerance  = 1.0×10−7, while most of the absolute values of the errors
err1 and err5 of (10) are bigger than the stopping tolerance. This means that we can
obtain more accurate dual solutions by solving (22).
• The relative complementarity err5 is the error on the duality gap. Since the dual solution
of (10) is not accurate, the computed dual solution of (10) has much worse feasibility
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Figure 4: Histograms of log10(|err1|) (left), log10(|err5|) (center) and log10(|err6|) (right) for
(10) (plain boxes) and (22) (shaded boxes) at (n, p1,m1,m2) = (7, 5, 5, 2)
Figure 5: Histograms of log10(|err1|) (left), log10(|err5|) (center) and log10(|err6|) (right) for
(10) (plain boxes) and (29) (shaded boxes) at (n, p1,m1,m2) = (7, 5, 5, 2)
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than (22) and (29). Table 1 displays the numbers of negative err5 of the computed
solutions. In fact, if err5 is negative, the weak duality fails in the computed solution,
which implies that the computed dual solution is not feasible. In particular, since the
number of negative err5 of (10) whose absolute value is the stopping tolerance is more
than (22) and (29), the dual solution of (10) is less accurate than others.
• In the case where control system (10) has stable invariant zeros, the absolute values of
err6 of (10) are similar to (22). One of the reasons may be that the computed primal
solution of (10) is feasible and the zero eigenvalues of the dual solution are accurately
computed. In contrast, the absolute values of err6 are bigger than the stopping tolerance
 in the case where D12 is not full column rank. This implies that it is numerically
difficult to solve LMI problems obtained from H∞ state feedback control problems in
this case.
• Even if we reduce the control system via the stable invariant zeros, the errors for some of
computed solutions of (22) and (29) are bigger than the stopping tolerance . Moreover,
err5 is negative and its absolute value is bigger than . These mean that our proposed
reduction is not sufficient to improve the numerical accuracy of H∞ state feedback control
problem. The improvement of the numerical accuracy is involved in future work.
6. conclusion
We discuss a numerical difficulty in solving LMI problem (10) and its dual (11) obtained from
H∞ state feedback control, and show that the dual (11) is not strongly feasible if system (7)
has invariant zeros in C−. This is derived from the viewpoint of facial reduction into LMI
problems. Moreover, facial reduction provides the transformation with T to reduce the size of
system (8). We observe in numerical results that the numerical stability in solving the resulting
LMI problem and its dual is improved.
This is not complete understanding of the numerical difficulty in solving LMI problems. In
fact, DIMACS errors to (22) and (29) sometimes become worse than the stopping tolerance 
of PDIPMs as in the table and figures in Section 5. In addition, we often see the numerical
difficulty in LMI problems obtained from state feedback control of system which does not have
any invariant zeros. A more improvement of the numerical accuracy for H∞ control problems
are future work.
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A. How to take the dual of (10)
The dual (11) of (10) can be obtained by reformulating (10) to (1). We provide the detail in
this section.
Let {Eij}1≤i≤j≤n and {Fk`}1≤k≤m2,1≤`≤n be base of the spaces Sn and Rm2×n, respectively.
We denote X and Y in (10) by X =
∑
1≤i≤j≤n xijEij and Y =
∑m2
k=1
∑n
`=1 yk`Fk`. Substitute
them to (10), we can rewrite the constraints in (10) to
∑
ij
xij

−He(AEij) −EijCT1
−C1Eij
Eij
+∑
k`
yk`

−He(B2Fk`) −F Tk`DT12
−D12Fk`

+ γ
 Ip1 Im1
−

B1
D11
BT1 D
T
11
 ∈ SN0+n+ . (35)
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Hence the dual is formulated as
sup

B1
D11
BT1 D
T
11
 • (Z V TV W
)
subject to W • Eij −He(AEij) • Z11 − C1Eij • Z21 − EijCT1 • ZT21 = 0 (1 ≤ i ≤ j ≤ n),
−He(B2Fk`) • Z11 −D12Fk` • Z21 − F Tk`DT12 • ZT21 = 0 (1 ≤ k ≤ m2, 1 ≤ ` ≤ n),
Z22 • Ip1 + Z33 • Im1 = 1(
Z V T
V W
)
∈ SN0+n+
(36)
Here Z is partitioned as in (11). We can set V = On×N0 because V does not appear in the
objective function and equality constraints in (36). In addition, the equality constraints are
equivalent to
Eij •
(
W −He(ATZ11 + CT1 Z21
)
= 0, Fk` •
(
He(BT2 Z11 +D
T
12Z21
)
= 0.
Since Eij and Fk` are base of Sn and Rm2×n, respectively, (36) is equivalent to (11).
B. Proofs
B.1. Proofs of the if-part and the infeasibility in Theorem 2.2
Suppose that there exists a nonzero Yˆ ∈ Sn+ such that Fj •Yˆ = 0 (j = 1, . . . ,m) and F0•Yˆ ≥ 0.
If (1) is strongly feasible, then there exists (x˜, X˜) ∈ Rm × Sn++ such that X˜ =
∑
j∈M
x˜jFj − F0.
Using Yˆ and (x˜, X˜), we obtain
0 < X˜ • Yˆ =
∑
j∈M
x˜jFj − F0
 • Yˆ = −F0 • Yˆ ≤ 0.
Here, the first strict inequality is due to the positive definiteness of X˜. This implies the
contradiction, and thus (1) is not strongly feasible.
We prove the infeasibility. Suppose that Yˆ ∈ Sn+ satisfies Fj • Yˆ = 0 (j ∈M) and F0 • Yˆ > 0.
If (1) is feasible, then we have (x˜, X˜) ∈ Rm × Sn such that X˜ =
∑
j∈M
x˜jFj − F0, X˜ ∈ Sn+. We
obtain
0 ≤ X˜ • Yˆ =
∑
j∈M
x˜jFj − F0
 • Yˆ = −F0 • Yˆ < 0,
and thus this implies the contradiction. Therefore, (1) is infeasible. We can prove the remainder
of this statement by applying a similar discussion to (2).
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B.2. Proof of Proposition 3.2
We use the following lemma to prove some facts including Proposition 3.2:
Lemma B.1. (See [4, Lemma 2.4]) For given F,G ∈ Mn×r, suppose that F is full column
rank. Then FGT + GF T ∈ Sn+ if and only if there exists Ω ∈ Rr×r such that G = FΩ and
Ω + ΩT ∈ Sr+.
We provide a proof of Proposition 3.2. To prove (only-if-part), suppose that problem (13)
has a nonzero solution. Then, there exists a full column rank matrix H ∈ Rn×r such that
Z11 = HH
T , where r is the rank of Z11. (13) can be reformulated as follows:
ATHHT +HHTA ∈ Sn+, BT2 H = Om2×r.
It follows from the first inequality and Lemma B.1 that there exists Ω ∈ Rr×r such that
Ω + ΩT ∈ Sr+ and ATH = HΩ. This implies that all the eigenvalues of Ω are in C+. Let η
be an eigenvector of Ω. Then, we have A(Hη) = λ(Hη), λ ∈ C+ and B2η = 0. Therefore, we
obtain (14).
To prove (if-part), suppose (14) holds. Then there exist λ ∈ C+ and η ∈ Cn \ {0} such that
AT η = λη and BT2 η = 0. We define Z11 = (ηη¯
T + η¯ηT ). Then Z11 is positive semidefinite and
we have
ATZ11 + Z11A
T = AT ηη¯T +AT η¯ηT + ηη¯TA+ η¯ηTA
= (λ+ λ¯)(ηη¯T + η¯ηT ) = (λ+ λ¯)Z11 ∈ Sn+,
BT2 Z11 = B2(ηη¯
T + η¯ηT ) = B2η¯η
T = 0.
The last equality holds because we have B2η¯ = 0 by taking the complex conjugate to B2η = 0.
These imply that (13) holds.
B.3. Proof of Proposition 3.4
We provide a proof of Proposition 3.4. Suppose that there exists λ ∈ C− which satisfies (17).
Then, we have η ∈ Cn \{0} and ξ ∈ Cm2 satisfying Aη+B2ξ = λη,C1η+D12ξ = 0. We define
X = (ηη¯T + η¯ηT ) and Y = (ξη¯T + ξ¯ηT ). Then, X is positive semidefinite and we have
C1X +D12Y = (C1η +D12ξ)η¯
T + (C1η¯ +D12ξ¯)η
T = 0
AX +B2Y = (Aη +B2ξ)η¯
T + (Aη¯ +B2ξ¯)η
T = ληη¯T + λ¯η¯ηT
−He(AX +B2Y ) = −(λ+ λ¯)(ηη¯T + η¯ηT ) = −(λ+ λ¯)X ∈ Sn+,
which implies that (16) holds.
Suppose that there exists a nonzero solution (X,Y ) of (16) such that X = HHT and
Y = RHT for a full column matrix H ∈ Rn×r and R ∈ Rp1×r. Then we have
C1H +D12R = Op1×r,He((−AH −B2R)HT ) ∈ Sn+.
It follows from the last inequality and Lemma B.1 that there exists Ω ∈ Rr×r such that
−(AH + B2R) = HΩ and Ω + ΩT ∈ Sr+. All eigenvalues of Ω are in C+. Let η be an
eigenvector corresponding to an eigenvalue λ of Ω. Then we have C1(−Hη) + D12(−Rη) = 0
and (−Hη) + B2(−Rη) = −λ(−Hη). −Hη is nonzero because H is full column rank, which
implies that (17) holds.
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C. Computation for dual (21)
We give a detail how to obtain (21). To this end, we need to compute A˜, B˜1, B˜2 and C˜1 in
(21).
For the constraint He(ATZ11 +C
T
1 Z21) ∈ Sn+ in (18), multiplying T and T T , then we obtain
He((T−1AT )T (T TZ11T ) + (C1T )TZ21T )) ∈ Sn+. In addition, we have
T−1AT =
(
A˜11 A˜12
A˜21 A˜22
)
, C1T =
(
C˜11, C˜12
)
,
T TZ11T =
(
Or×r Or×(n−r)
O(n−r)×r Z˜11
)
, Z21T =
(
Op1×r Z˜21
)
.
By a direct computation, the constraint is equivalent to
He
((
Or×r A˜T21Z˜11 + C˜T11Z˜21
O(n−r)×r A˜T22Z˜11 + C˜T12Z˜21
))
∈ Sn+.
From this constraint, we obtain A˜T21Z˜11+C˜
T
11Z˜21 = Or×(n−r) and He(A˜T22Z˜11+C˜T12Z˜21) ∈ Sn−r+ .
For the constraint BT2 Z11 + D
T
12Z21 = Om2×n, multiplying T , we obtain BT2 T−TT TZ11T +
DT12Z21T = Om2×n. Then, we have(
B˜T21 B˜
T
22
)( Or×r Or×(n−r)
O(n−r)×r Z˜11
)
+DT12
(
Op1×r Z˜21
)
= O
and thus B˜T22Z˜11 + D
T
12Z˜21 = Om2×(n−r). We can obtain dual problem (21) combining these
computation with (19).
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