The thesis work was carried out in two phases. Firstly, we have designed the Cluster-Based Object Location Services (CBOLS) for finding the object location in a cluster based network topology. Secondly, to take the advantages of clustering architecture of Mobile Ad hoc Networks, we have especially designed Object Location Clusters Algorithm (OLCA) for efficient Object Location management in MANET. Our comparison of simulation analysis shows that the CBOLS is more efficient and accurate in location information services and more robust than GLS and HRLS. In addition, we believe that our comparative study with the various location services schemes was facilitated accurate results in ad hoc networks. we are portioned our network area by designing a new clustering algorithm called OLCA (Object Location Clusters Algorithm) for efficient object location in Mobile Ad hoc Networks. Simulation results and comparative analysis shows the performance and effectiveness of CBOLS and OLC.
Introduction
Location information has recently been applied to MAN-ET [1] . There are three types of Location Services are available with the Mobile Ad hoc Networks. Such are Proactive, Reactive and Hybrid as explained at Figure 1 .
In order to provide end-to-end communication throughout the network, mobile nodes must cooperate in handling network topology functions. It is very challenging issue in order to maintain the location information of the mobile hosts due to absence of centralized/dedicated servers in Mobile ad-hoc networks. Therefore location management becomes an important issue.
Literature Review
Routing protocols [2] [3] [4] [5] [6] are studied as a part of our research and an important subject. A variety of location based routing protocols [7] [8] [9] [10] [11] [12] are exist and these protocols are of good scalability, and less overhead. These protocols usually assume that its part of the algorithm for obtaining location's information with the help of a global position system (GPS) [13] . Though these protocols seem to offer better location services, but they increase the routing delay time due to updation of location services as part of its algorithm. So, it is necessary to design an efficient algorithm for better location updates and searches. Clustering for efficient location services in MANET by utilizing the benefits of clusters for achieving the better throughput and performance.
After study of literature review, we have exclusively proposed a cluster based location services protocol called Cluster Based Object Location Services (CBOLS) for efficient location updates and searches. 
CBOL Algorithm
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Simulation
For simulation purposes, we have used GloMoSim (Global Mobile Information System Simulator-Zeng et al., [14] 1998). GloMoSim is a discrete event parallel environment for large wireless and wireline communication networks. GloMoSim uses a parallel discrete-event simulation capability provided by PARSEC (PARallel Simulation Environment for Complex systems) (Bagrodia [15] , 1998). PARSEC is a C-based discrete-event simulation language developed by the Parallel computing laboratory at UCLA, for sequential and parallel execution of discrete-event simulation models. It can also be used as a parallel programming language. GloMoSim is developed at UCLA (California, USA) and is the second most popular wireless network simulator.
Performance Analysis of CBOLS
In this simulation work we have compared the metrics with Grid Location Services (GLS) and Home Region Location Services (HRLS) with our proposed ClusterBased Object Location Services (CBOLS). Our simulation result shows the average location registration cost at 550 nodes at the mobility rate at 10 m/s compared with GLS and HRLS.
The below Figure 2 depicts that our CBOLS (ClusterBased Object Location Services) shows the minimum registration cost when compared with GLS and HRLS. Even though the GLS and HRLS results are similar, the CBOLS show better result as the cost of a node to register in the network is very low. Each node in the network gets registered with each cluster while the cluster is being formed. Figure 3 shows the average location update cost of all the nodes in the network. In CBOLS, we see, the location update cost grows much more slowly than GLS and HRLS so we can define CBOLS update cost as O (v log N) vs O (v N ). When the number of nodes (N) of the network density (order O) grows, the number of location update cost (v log N) also grows along with the varied network density. Figure 4 shows that the average location finding cost at each node differs with High Region Location Service (HRLS) which is basically without cluster based network. This is a usually a static network where all the nodes are stable in routing and location information services. Whereas, the GLS and CBOLS illustrate similar results with location finding cost at each node, CBOLS exhibits better result than GLS, in its overall finding cost scale.
The Figure 5 shows that the average location maintenance cost at each cluster is minimum with CBOLS, compared to GLS. However, GLS and CBOLS show similar results. The location maintenance cost grows as the number of nodes in the network increases. Moreover HRLS cost is very high and performs very poor as node density grows. The Figure 6 illustrates the average control overhead cost at each node where CBOLS is stable and increases control overhead while network density grows. But HRLS average overhead cost is showing worst performance. However, it is stable between CBOLS and GLS and the result shows that they are similar as the number of nodes increases. But still CBOLS perform better in comparison with GLS. Figure 7 shows the number of packet transmissions for each location request over the number of location requests answered as speed increases (We include the "hello" packets, to determine the number of packet transmissions). The number of packets transmitted in CBOLS is equivalent to the number of location, location request, and location response packets transmitted. Whereas the number of packets transmitted in GLS and HRLS consists of only the number of location server update packets and location server query packets. However, performance wise the CBOLS is quite constant compared to GLS and HRLS which show poor performance. Figure 8 illustrates the effect of the node movement speed on the CBOLS location query success rate for 500 nodes. As nodes move faster, the clusters of the node are more likely to be out of date. On the other hand, the nodes also generate updates faster. The effect of the query success rate is relatively insensitive to the node speed. The graph shows CBOLS and GLS have relatively similar results whereas HRLS is very poor in its performance. Figure 9 plots the average end-to-end delay on a response to a location request versus number of nodes in the network. This figure indicates that the HRLS and GLS have largest percentage of location request delay provided by the requesting nodes. As location request increases, and its control overhead also increased. CBOLS have the lowest percentage right away.
The Figure 10 shows the average end-to-end delay with regard to the increase in the function of nodes. It depicts that, a slight increase is inevitable as node-count increases in CBOLS and GLS due location updates generated by number of nodes, as it has to traverse a longdistance which will cost the overhead on clusters, whereas HRLS performs poorly.
The Figure 11 shows that the average end-to-end delay shows slight increase in our scheme with node speed, while the other two schemes are above the normal level. However, GLS is still stable after a certain point, but HRLS shows worst performance. Figure 12 depicts the normalized throughput as a function of increasing the number of nodes at different traffic scenarios. The normalized throughput is defined as the total number of packets actually delivered to their respective destinations divided by the total number of packets generated within the whole network. The throughput in GLS and HRLS scheme is higher than that of CBOLS; the throughputs in both schemes tend to increase as the number of nodes increases. Figure 13 shows the average throughput of the network with node speed increasing from 0 to 10 m/s, with pause-time 5 seconds. The throughput performance is impaired by increasing node-speed, but the extent of its effect in our scheme is very low. However, when the node density reaches a certain threshold, the normalized throughput of the network tends to drop gradually because of the IEEE 802.11 wireless channel that has fixed capacity of 2 Mbps, which is saturated due to collisions when the node-density exceeds a threshold. Nodes follow Random waypoint mobility model and connections are established between nodes using CBR (Constant Bit Rate) traffic. Nodes pause for a few seconds and then move to a randomly chosen location at a fixed speed of 10 m/s. We consider 50 nodes in the constant area and vary the node density by increasing the number of nodes from 100 to 500. Figure 14 shows that the network size of 500 nodes with average cluster formation property. Using Lowest-ID, more number of clusters formed, and thus degraded performance of the network. Considering the routing tables in the network, this proves that Lowest-ID has limitations.
OLC Algorithm
As shown in Figure 15 , at Mobility speed of 10 m/s the total number rate of cluster re-affiliation is slowed down with OLCA and stable in increasing while network density grows, whereas with Lowest-ID the result shows that the number of cluster changes is much higher with network density of 500 nodes. However, at initial and end point the Lowest-ID also shows that the rate of cluster formation is lower and equally similar graph with our OLCA as shown in Figure15. Figure 16 shows the average number of cluster head re-election at Mobility speed of 10 m/s with network density of 500 nodes, this metric result shows our OLCA has tremendous advantage over lowest-ID as it has very less number of cluster head re-elections happening at the mobility rate as defined 10 m/s by us. Our OLCA has been able to make less number of cluster head re-elections and thus the network is stable and robust in terms of cluster heads which can hold their status for a long time causing greater improvement in network throughput. Figure 17 shows the results of end-to-end throughput of CBR traffics. OLCA gave lower throughput as the node density and mobility increased. Regardless of the number of nodes and speed, OLCA gave consistently better end-to-end throughput in comparison with L-ID. Figure 18 shows the overhead of packets generated per node during the initial clustering set up phase. In L-ID the overhead is increased with node speed and the number of nodes. On the other hand, the proposed OLCA produced effective and efficient for object location services compared with the GLS and HRLS. It is a technology which is cost efficient and time-saving with easy connectivity which can be very useful for the location services. We are also working on possibilities of comparing it with more tools and technologies in order to obtain better results, in order to make it more effectual.
