Abstract-The extensive installation of gas-fired power plants in many parts of the world has led electric systems to depend heavily on reliable gas supplies. The use of gas-fired generators for peak load and reserve provision causes high intraday variability in withdrawals from high-pressure gas transmission systems. Such variability can lead to gas price fluctuations and supply disruptions that affect electric generator dispatch, electricity prices, and threaten the security of power systems and gas pipelines. These infrastructures function on vastly different spatio-temporal scales, which prevents current practices for separate operations and market clearing from being coordinated. In this paper, we apply new techniques for control of dynamic gas flows on pipeline networks to examine day-ahead scheduling of electric generator dispatch and gas compressor operation for different levels of integration, spanning from separate forecasting, and simulation to combined optimal control. We formulate multiple coordination scenarios and develop tractable physically accurate computational implementations. These scenarios are compared using an integrated model of test networks for power and gas systems with 24 nodes and 24 pipes, respectively, which are coupled through gas-fired generators. The analysis quantifies the economic efficiency and security benefits of gas-electric coordination and dynamic gas system operation.
I. INTRODUCTION
T HE availability and low price of natural gas in North America has led to its increased use for electricity generation, which facilitated the retirement of older coal and nuclear power plants and integration of renewable resources [1] . The expansion in gas-fired generators to over 40% of installed capacity in the U.S. has brought environmental and efficiency benefits, but also created a dependence on gas concurrently with vulnerabilities in the natural gas supply chain [2] . Fuel usage of gas generators is determined by production schedules created in day-ahead electricity markets, which are cleared by balanc-ing authorities such as independent (electric) system operators (ISOs) by solving optimization problems such as unit commitment (UC), reserve adequacy allocation, and optimal power flow (OPF) dispatch [3] - [5] . Single cycle plants can quickly go online and modulate output, and are used as marginal resources that start and shut down multiple times a day. The resulting withdrawals from gas transmission systems are highly variable and partly unpredictable because they depend on dispatch decisions in the intra-day market or as a reaction to fluctuations in generation from renewable energy sources [6] , [7] .
The gas transmission system historically supplied local distribution companies that buy long-term, firm contracts and withdraw gas with little intra-day variation [8] . In contrast, gas-fired power plants withdraw gas with high intra-day variability and typically purchase gas on short-term, interruptible contracts. When the gas system nears capacity and supply interruptions occur as a result, ISOs must replace production from gas-fired power plants with more expensive generation resources in intraday operations, which challenges their ability to meet demand, maintain operating reserves, and ensure power system reliability. Conversely, gas-fired generators play a complex role in natural gas markets because their demand is price sensitive. These growing interactions present challenges that require novel and creative solutions involving inter-sector coordination [7] , [9] , [10] .
Despite growing concerns about the lack of gas and power system coordination [11] , [12] , and regulatory action to reduce legal barriers in the U.S., the path to adapt market timing, regulation, and physical operations remains uncertain [13] . Infrastructure constraints can be alleviated with expansion of pipeline capacity, liquefied natural gas imports, storage for peak-shaving, dual-fueled generation, and more inter-regional electric transmission [11] . Demand-side management, more frequent gas nominations, and concurrent market clearing have also been suggested [8] , [14] . However, current practices for physical system operations are not flexible enough to react to generator requirements and lack coordination across systems and regions [15] . Historical load and price analysis indicates that the Northeast U.S. experienced gas supply stress, observed as spot market basis spikes, when load levels approached 75% of firm contract capacity [11] , which is conventionally identified as the constraint capacity threshold [16] . While the situation in North America motivates our investigation, the methods and analysis could be applied elsewhere. We propose that advanced control systems, information sharing, and optimization could improve the utilization of existing pipelines and interdependent power grids.
The main control variables for gas pipelines are operating protocols for compressor stations, which boost flow to compensate for dissipative friction effects. They are usually set using steady-state models, modified ad-hoc in reaction to local conditions [17] , and lack inter-regional coordination [15] . Optimization of steady-state gas flow has been formalized in optimal gas flow (OGF) problems [18] - [20] , which determine optimal constant compressor station set-points that balance injections and withdrawals over a network while satisfying system pressure constraints. Steady-state models of the gas system based on the Weymouth equations [20] have been applied in previous studies on integrated gas and electricity infrastructure, such as integrated natural gas and electric OPF [21] - [23] , optimal UC with natural gas security constraints [24] - [26] or to techniques for short-term operation [27] , [28] . Studies on multi time-period scheduling of gas and electricity also used steady-state models [29] or coarse approximations [30] , [31] . However, due to the increased influence of variable withdrawals from gas-fired generators, the steady-state assumption is no longer adequate for intra-day conditions. A feasible steady-state OGF solution may not reflect actual feasibility in real-time operation, as we subsequently show. An extension of the OGF to variable and unpredictable gas withdrawals is thus necessary to ensure secure operations, but requires dynamic modeling and optimal control strategies. This will enable pipeline operators to anticipate fluctuations in withdrawals and pressure, and prevent them from cascading throughout the system [1] , [7] .
Gas pipeline network dynamics are, however, notoriously difficult to simulate and optimize in a tractable way. The partial differential equations (PDEs) for gas flows comprise constraints that must be satisfied over widely distributed space and time domains with complex boundary conditions on networks, and their nonlinearity makes computational tractability a challenge [32] , [33] . Recently, modeling and optimal control frameworks that closely represent the physics of gas pipelines [34] and networks [35] were developed, and were applied to solve the dynamic OGF (DOGF) with time-varying gas compression and boundary conditions. The PDE constraints were approximated by a new control system model called the reduced network flow (RNF), which was validated using traditional numerical PDE methods [34] . By applying pseudospectral discretization to the resulting optimization problem, it is possible to efficiently solve the DOGF using solvers designed for large-scale problems with sparse constraints [36] . In this paper, we couple the previously developed DOGF for the gas system with an OPF for the electric system, to obtain a method for integrated scheduling of the gas and electric systems. By utilizing the physically realistic, validated dynamic gas flow models [35] , we are able to capture the effect of intra-day variability in the gas system and ensure a solution which is feasible for both sectors.
Several contributions are made here specifically to examine interdependence of power and gas system caused by intra-day interactions. First, we develop a simplified, continuous time OPF formulation, which approximates the real-time gas withdrawals of the gas-fired power plants and allows for integration with the DOGF. The integrated problem optimizes both power and gas flows to ensure a solution that is optimal and feasi- ble for both systems, while accounting for the impact of the time-variable gas withdrawals. Second, because full coordination and co-optimization of the gas and power system would require significant regulatory and technical change, we present four operational scenarios that could be implemented as the regulatory and industry environment develops. These scenarios represent different levels of coordination (awareness and cooperation) and of capability for gas compressor operation (constant or dynamic compressor ratios), and are formalized as optimization problems. Third, we present methods to compute solutions for the scenarios, and compare them in terms of cost and feasibility under different system stress levels for coupled gas and electricity test networks. We then use an accurate simulation of the pipeline system to validate the gas pressure variations seen in the optimization solution.
Through the quantitative comparison of different operational scenarios, our approach can provide guidance to regulators and operators of gas and power systems on the economic and security benefits of various improvements to current operations. Most importantly, we observe that optimizing intra-day interactions using steady-state equations leads to pressure constraint violations, despite feasibility of the OGF itself. This suggests that physically realistic, dynamic gas flow models are necessary, despite their higher computational complexity.
The manuscript is organized as follows. In Section II, we describe the coordination and optimization scenarios to be examined. In Section III, we describe how a power production schedule estimate is obtained by solving a continuous-time OPF problem. Section IV reviews a control system model for the dynamics on gas pipeline networks. In Section V, we formulate optimization problems that are solved in each of the scenarios, and Section VI provides details related to computation. Section VII describes the test system, and is followed by the computational results and analysis in Section VIII. We summarize the implications in Section IX.
II. GAS-GRID INTEGRATION SCENARIOS
Depending on how gas pipeline industry technology, government regulations, and mechanisms for inter-sector communication evolve, several scenarios for day-ahead scheduling of interdependent power and gas systems could arise. We formulate and investigate improvements in two directions from scenario #1, which approximates the status quo, as illustrated in Fig. 1 .
On the horizontal axis we consider advancement of compressor station operation from constant set-points assuming steady-state withdrawals, to model-based dynamic control that compensates for variable withdrawals. Advancement on the vertical axis represents increased coordination between the two sectors from separate optimization to full cooperation. The scenarios are described in detail below.
Scenario #1-Separate, Steady-State Power and Gas Operation: Power system operation is optimized without consideration of its effects on the gas system. The gas-fired generators contract their total gas requirements from the gas pipeline operator, who assumes that the gas is withdrawn at a constant rate and calculates constant compression set-points. This scenario represents the current operational paradigm.
Scenario #2-Dynamic Gas System Operation: As in scenario #1, power system operation ignores impacts on the gas system. However, the gas-fired generators submit their time-varying fuel burn schedules to the pipeline operator. The latter computes optimal dynamic compression protocols, which anticipate gas usage variability and the impact on pressure. The required information exchange for this scenario is possible given current regulations [37] , but would require technical developments within the gas industry.
Scenario #3-Gas-Aware Power System Operation: The power system operator mitigates congestion in the gas system by adjusting gas-fired power plant fuel usage to conform with gas system limitations, assuming constant compression set-points. This scenario does not require technical changes to gas system operation, but ISOs would need gas system models and data, which requires significant regulatory changes.
Scenario #4-Integrated, Dynamic Power and Gas Operation: The operators of power and gas systems cooperate to optimize generation dispatch and time-varying gas compression to minimize overall costs. This represents the best social welfare outcome for consumers and producers in both sectors. However, it requires an entity to observe and command both systems, which is outside the current regulatory framework.
A major goal of this paper is to evaluate the performance of the interdependent systems under each of the four scenarios, and to show how undesirable operational and market outcomes can be avoided through improved control and coordination. We demonstrate the computational capability to tractably optimize operations in each scenario, and provide a dynamic gas network simulation for validating optimization results.
III. CONTINUOUS-TIME APPROXIMATION OF POWER SYSTEM SCHEDULING
In this section, we describe a simplified OPF formulation, which is used to represent power system operation and determine the day-ahead production schedule of gas-fired generators. ISOs such as PJM [4] or ISO-New England [5] clear the market by solving UC and OPF problems [3] to obtain hourly generation schedules for the following day. Intra-hour fluctuations in electricity consumption are compensated by real-time market-based rescheduling and reserve deployment. Gas-fired generators usually participate in these intra-day adjustments because of their flexibility in changing their production, thus marginally changing gas takes relative to the day-ahead schedule. To create a day-ahead forecast of the resulting time-varying gas takes, we solve an OPF where demand and production profiles are continuous functions of time. The resulting power production profiles are translated into fuel consumption using a quadratic heat rate curve. Crucially, a continuous-time model of generator dispatch response to intra-day load variation enables mathematical integration with the smooth dynamic gas flow model in Section IV. We note that continuous-time UC formulations have been proposed as a more accurate way of handling ramping constraints [38] , and do not require integer variables.
Because gas withdrawals are determined by active power generation, we model power flows in the electric system using the dc approximation, which is in agreement with previous integration studies [24] , [25] , [30] , [31] , [39] . To focus on interactions between gas and electric systems, we disregard power system constraints related to line outages, generator failures or generation ramping. Such constraints, as well as an extension to the ac power flow equations, could be included without changing the overall optimization framework, but at the cost of a more computationally complex OPF problem. The computational effort needed to solve the gas system problem would however not be affected. In combined optimization, the current OPF model balances loads and generation while ensuring gas system feasibility by changing the dispatch schedule. The integration of UC remains for future work, because combining integer variables with nonlinear, non-convex continuous equality constraints, such as for dynamic gas flow, remains a challenge in the field of optimization.
We formulate the continuous-time dc OPF as an extension to the standard single time-step formulation [40] . Let G P = (V P , E P ) represent the graph of the power network, where V P is the set of nodes with |V P | = m and E P is the set of edges/lines of the system with |E P | = n. The set of generators is denoted by G. To simplify notation, we assume that there is one generator with production profile p i (t) and one demand with consumption profile h i (t) per node, such that |G| = |V P | = m. The demands h i (t) are given as continuous demand functions defined for 0 ≤ t ≤ T where T = 24 h. The power flows from bus i to bus j are denoted by f ij , with maximum values off ij . The objective is to minimize the total cost of generation over the time horizon [0, T ] where c i (p i (t)) are cost functions for production. This takes the form
The constraints for total system power balance, generator production limits, and power flow limits at all times are
where p(t) and h(t) are vector functions containing p i (t) and h i (t), respectively. The matrix M ∈ R n ×m relates the line flows to the nodal power injections, and is defined as
where B f ∈ R n ×m is the line susceptance matrix and B bus ∈ R m −1×m −1 is the bus susceptance matrix with the column and row corresponding to the slack bus removed [41] . M (ij,·) is the row of M related to line (i, j) ∈ E P . The continuous-time dc OPF is then given by
s.t. power system constraints: (2)-(4).
The power production profiles p i (t) for generators i ∈ G are translated into burn schedules that give gas withdrawals from the gas pipeline network using the quadratic heat rate curve
The cost of generation is c i (
where c g is gas price. In the following section, we describe how the effects of these withdrawals on the gas pipeline network are modeled.
IV. MODELING OF GAS NETWORK DYNAMICS
We employ a reduced control system model [35] for gas flow networks actuated by nodal compressors [35] . A network is represented as a directed graph G = (V, E), where each pipe is an edge {i, j} ∈ E that connects nodes i, j ∈ V. The instantaneous state on the edge {i, j} is given by the density ρ ij and flux ϕ ij defined on a time interval [0, T ] and distance
where L ij is the length of edge {i, j}. Assuming slow transients that do not excite shocks or waves [42] , flow of gas in pipes is described by the PDEs
The parameters are the friction factor λ, pipe diameter D, speed of sound a, and length nondimensionalization . The term on the right hand side of (9) aggregates friction effects. We assume that gas pressure p and density ρ satisfy p = a 2 ρ with a 2 = ZRT , where Z, R, and T , are the gas compressibility factor, ideal gas constant, and constant temperature.
We model gas compressor action as conservation of flow and multiplicative change in density at x = c, i.e., ϕ(t, c
, where α(t) is a compression ratio. We denote f (c − ) = lim x c f (x) and f (c + ) = lim x c f (x). The required power is proportional to
with 0 < m < (γ − 1)/γ < 1 where γ is the heat capacity ratio and η is the compressor efficiency [18] , [19] . We define the set of controllers C ⊂ E × {+, −}, where {i, j} ≡ {i, j, +} ∈ C (resp. {j, i} ≡ {i, j, −}) denotes a controller located at node i ∈ V (resp. j) that augments the density of gas flowing into edge {i, j} ∈ E in the + (resp. −) direction. Compression is modeled as a ratio α ij : [0, T ] → R + for {i, j} ∈ C. We denote by s j : [0, T ] → R the density of gas entering the network from a node j ∈ V S , where V S is the set of supply terminals called "slack" junctions, able to supply any mass flux at the given density. A mass flux withdrawal (or injection, if negative)
where V D is the set of demand (non-"slack") nodes. The functions {α ij } {i,j }∈C , {d j } j ∈V D , and {s j } j ∈V S create nodal balance conditions of the form
We use a reduced control system model for the network flow dynamics (8) , (9) T , where
where L k , λ k , and D k are the nondimensional length, friction coefficient, and diameter of edge k = π e (ij).
We then define the time-dependent weighted incidence matrix
as well as the incidence matrix A = sign(B). Let A s , B s ∈ R b×E denote submatrices of rows of A and B corresponding to V S , and let + , and compressions α ij ∈ C. The RNF (15) , (16) is a consistent spatial discretization of the PDE (8), (9) [34] , [35] , and reduces to the static balance laws in the steady-state [19] , [35] .
We discretize (15) , (16) in time for optimal control as part of scenarios #2 to #4, and set the left hand side of (15), (16) to zero for steady-state constraints for the OGF in scenario #1. The control variables for the gas system are compression ratios α ij for {i, j} ∈ C, where C = |C| is the number of compressors. Let α = (α 1 , . . . , α C ) be a vector containing the compression ratios such that α k is indexed by k = π c (i, j), where the map π c : C → [C] defines a re-indexing of C. The equations (15) and (16) are also used for simulation of gas network transients.
V. OPTIMAL CONTROL FORMULATIONS
We first describe how gas burn schedules of gas-fired generators can be used by a gas pipeline operator to compute an OGF for scenario #1, or a DOGF for scenario #2, where the systems are optimized separately. Then, we describe the combined optimization schemes in scenarios #3 and #4.
A. Scenario #1: Best Status Quo Paradigm
First, gas-fired generator fuel burn schedules d i (t) = q(p i (t)) for i ∈ G are approximated by solving the continuous-time OPF problem (6) and then applying (7). The gas withdrawal profiles d j (t) for gas system nodes j ∈ V D are averaged to yield steady withdrawals d j . These are passed to the pipeline operator, who obtains constant gas compressor set-points α ij by solving the steady-state OGF [19] . Errors related to steady-state modeling require a conservative estimate of necessary compression ratios, so we multiply each withdrawal d j by a factor of 1.25 when computing the OGF. The compressor set-points are computed by minimizing the objective
which aggregates compression costs of the form (10) throughout the network, and where η ij is the efficiency of compressor {i, j} ∈ C. The steady-state flow physics are enforced by setting the left hand side of (15) and (16) to zero, yielding
Nodes are subject to steady withdrawals d j for j ∈ V D , available supply densities s j for j ∈ V S . Box constraints on system pressure and compressor actuation given by
must be enforced. Thus, the steady-state OGF problem is A feasible steady-state solution of (22) does not guarantee feasibility given time-varying gas withdrawals d i (t).
B. Scenario #2: Dynamic Gas System Operation
As in scenario #1, gas power plant burn schedules d i (t) = q(p i (t)) for i ∈ G are approximated by solving the continuoustime OPF problem (6) and then applying (7). Again, only the expected fuel usage of gas-fired power plants is exchanged between industry sectors, but now the time-dependence of the withdrawals d j (t) is included. The gas system operator then optimizes the time-varying compression ratios α(t) based on the dynamics (15), (16) , in order to anticipate system-wide changes. We formulate the DOGF for day-ahead gas system operation over a 24-h period [0, T ]. The edge dynamics (8), (9) and nodal conditions (11)- (13) are enforced with the RNF (15), (16) . Nodes are subject to transient withdrawals d j (t) for j ∈ V D , available supply densities s j (t) for j ∈ V S , and box constraints
on the density and compression. For simplicity, we choose timeperiodic terminal conditions of the form
The DOGF objective function, which aggregates compression costs of the form (10) throughout the network, is
We formulate the DOGF for day-ahead gas system operation over a 24-h period [0, T ], where decision functions are the vector of nodal compression ratios α(t). That is,
dynamic RNF constraints: (15), (16) box constraints: (23), (24) terminal constraints: (25) , (26) .
If a solution to problem (28) exists, then applying the corresponding compression ratio profiles α ij (t) guarantees feasible pressures for dynamic gas withdrawal profiles d i (t).
C. Scenario #3: Gas-Aware Power System Operation
Scenario #3 represents gas-aware power system operation, where the OPF is solved subject to dynamic gas constraints (15) , (16) but with constant compression ratios α ij (20) , (21 
The power and gas systems are coupled in problem (29) through the generator heat rate curve (7), which relates gas-fired generator fuel usage to power output. Minimization is over both the power generation p(t) and the vector of constant compression ratios α. The scaling coefficients β P and β G are used to appropriately weight the power and gas system objectives, respectively. Because many possible compression ratio profiles could be used to provide feasible gas withdrawals d j (t) from the gas system, we add the compression cost to the objective function to make the problem well-posed and guarantee a consistent solution. Minimizing costs for the ISO while maintaining feasible gas system pressure is the primary priority, while minimizing compressor operation costs is secondary. Therefore, we choose weights β P and β G to get β P J P ≈ 10 2 β G J d G so the weighted compression cost is small compared to generation cost. This ensures a regular solution for α without significantly altering the power schedule.
If a feasible solution to problem (29) exists, applying the constant compression ratios α ij guarantees feasibility for the gas system given the dynamic gas withdrawal profiles d j (t) corresponding to gas-fired generators. To obtain this jointly feasible solution, the power production profiles p i (t) for i ∈ G may move away from the optimum of the stand-alone power production scheduling problem (6) .
D. Scenario #4: Joint Dynamic Power and Gas Optimization
Scenario #4 represents full coordination between gas and electric systems, with time-varying controls α(t) for the gas compressors. Both power generation p(t) and compression policies α(t) are optimized, with scaling coefficients β P , β G for power and gas system objectives as in scenario #3. The formulation is min
p(t), α(t), ρ(t), ϕ(t)
β P J P + β G J d G using (1) and (27) s.t.
power system constraints: (2)-(4) generator heat-rate coupling: (7)
dynamic RNF constraints: (15), (16) gas box constraints: (23), (24) terminal constraints: (25) , (26) .
If a feasible solution to problem (30) exists, then applying the corresponding compression ratio profiles α ij (t) guarantees feasibility for the gas system given the dynamic gas withdrawal profiles d j (t) corresponding to gas-fired generators. Though power production p i (t) may move away from the optimum of the stand-alone OPF (6) to enable feasibility for the combined problem, the permission of dynamic compression ratios increases the set of feasible solutions. Thus the optimum of (30) will have lower cost than that of problem (29) .
VI. COMPUTATIONAL FRAMEWORK
In this section, we describe the computational schemes used to solve the optimization problems for the four scenarios, as well as to subsequently simulate gas flow dynamics to validate and analyze the outcome. For both purposes, the discretization used in the RNF must be sufficiently fine to accurately approximate the PDE dynamics. We first create a modified graph G = (V, E) by adding nodes such that all edges of E are shorter than a maximum length , which is used as the non-dimensional constant. It has been observed [44] , and we have confirmed [34] , that = 10 km is sufficient to adequately represent transients of interest. The RNF is then defined using G for optimal control and simulation.
A. Computation of Optimal Controls
The problems formulated in (6) and (28)- (30) are constrained optimization problems on continuous function spaces, which we approximate using NLPs through pseudospectral discretization using the Legendre-Gauss-Lobatto (LGL) pseudospectral collocation scheme [45] . Each state and control function is approximated by a polynomial, and the optimization decision variables are coefficients of the polynomial expansions at the LGL time-collocation points. We use 36 collocation points in time to represent these functions over the 24-h optimization period for all scenarios. The representation of continuous dynamics using polynomials gives spectral accuracy, which yields high fidelity even with coarse discretization using few decision variables. This transcription is described in the context of gas networks in our previous work [35] . The computation is implemented by using a MATLAB interface to provide functions for the objective, constraints, and their gradients with respect to the decision variables (the polynomial coefficients), to the interior-point solver IPOPT version 3.11.8 running with the linear solver ma57 [36] . The gradient functions have on the order of 1% non-zero entries, so the sparse linear algebra routine ma57 greatly speeds solution. Though the gas dynamics are in general non-convex, we observe consistent convergence to the same solutions given random initializations. Note that while problem (6) lacks dynamic constraints, so polynomial approximation is not necessary, it is solved on the same time-collocation points as the DOGF problem to enable the combined optimization implementations in scenarios #3 and #4. The steady-state NLP (22) does not require approximations for time-discretization, and is solved directly using IPOPT.
In the combined optimization problems in scenarios #3 and #4, numerical scaling of the power and gas network subproblems is a challenging computational issue. The Jacobian of the joint constraints must have good condition, i.e., without eigenvalues on very different scales, for the optimization to converge well. Therefore, the relative scaling of the problems must be adjusted without modifying the solution. The overall problem is scaled so the objective function value is on the order of 1, and absolute and relative tolerances of 10 −4 are used in IPOPT. Once the appropriate scaling is found for specific systems under standard conditions, the same scaling can be used for subsequent computations. The interplay between problem dimension, numerical stability, and fineness of spatial discretization of the gas network also requires further study.
B. Simulation of Gas Flow Dynamics
After optimization for each scenario is concluded, the solutions are validated to verify feasibility, check for numerical errors, and confirm suitable problem scaling. The compressor ratios and initial pressure conditions are used in an explicit continuous-time simulation of (15) and (16), where a relative error tolerance of 10 −4 is enforced. The simulation is implemented using the low-order solver ode15s for stiff ODE systems in Fig. 2 . Schematic of integrated electric and gas test networks (data online [43] ). IEEE RTS96 One Area 24 node power system (left) coupled with the 24 pipe benchmark gas system (right) through gas-fired generators (G1 to G4). Electric loads marked with A or B are scaled by the time-varying load curves in the inset plot at top left. Electric buses (K1 to K24), gas pipes (P1 to P24), pipe junctions or network nodes (J1 to J25), and gas compressors (C1 to C5) are indicated.
MATLAB, where adaptive time-stepping is used to maintain error tolerance. The simulation has been validated in previous work [34] , and has been used to evaluate optimization fidelity [46] . The simulation runs require between 1 and 10 seconds, depending on rates of change in withdrawals d(t), to simulate the 24-pipe gas test network for a 24-h period.
VII. TEST SYSTEM
For the case studies we employ the 24-node IEEE One Area RTS-96 test network [47] coupled with the 24-pipe benchmark gas system test network (online [43] ), as shown in Fig. 2 . The production limits of generators in the power system test network are scaled such that total generation capacity is 2724 MW. The line capacities are reduced to 50%, and system loads are scaled to 80% of nominal values. Some loads are scaled according to one of two time-varying curves (A or B) inset at top left in Fig. 2 . Low, baseline, and high system stress levels are defined by scaling the remaining constant electric loads to 25%, 50%, and 65% of nominal values, respectively. We place gas-fired shoulder plants at buses 7 and 13, and peak power plants at 15 and 22, for which the costs c(p i ) = c g q(p i ) of generations p i are determined based on gas usage computed through the quadratic heat rate curve in (7) . The coefficients used are (q 0 , q 1 , q 2 ) = (3.08, 0.48, 0.001) for a peaking plant and (7.83, 0.26, 0.0015) for a shoulder plant [48] . The flows q(p i ) are translated into cost at a gas price of c g = 6 $/mmBTU. Cost coefficients for the remaining generators are taken from MatPower [49] . The generators draw fuel from the gas system test network, where the friction factor and sound speed parameters used for the gas pipelines are λ = 0.01 and a = 377.968 m/s. Gas-fired units at power system nodes 22, 15, 13, and 7 draw fuel from gas system nodes 8, 13, 24, and 19, respectively. The integrated model is scaled so that 40% of generating capacity is gas-fired, and approximately 50% of gas is used for power in the baseline case. The customers at gas system nodes 6, 12, 18, and 25 each use the remaining gas at a mean rate of 40 kg/s, weighted by the A profile in the inset plot in Fig. 2 . Gas is available at the "slack" node at junction 1 at 500 psi, and boosted into the system by compressor 1, with a total daily system throughput on the order of 500 000 mmBTU. Pressure and compression ratios are bounded in [500, 800] psi and [1, 2] , respectively.
VIII. RESULTS AND ANALYSIS
We show results for the baseline and high system stress levels in Figs. 3 and 4 , respectively, with outcomes of scenarios #1 to #4 shown in columns from left to right. In each column, the gas-fired generator production (MW) is shown at bottom, and constant or time-varying compression ratios are shown at center. Those compression ratios and gas takes corresponding to the generation profiles are then applied in a simulation of the gas pipeline system, for which the pressure trajectories throughout the network are shown at top. This simulation also serves to confirm that the solution of the discretized optimization problem actually satisfies pressure constraints placed on the continuous system.
A. Baseline Stress Level
Observe that even using a capacity margin of 25% when solving (22) leads to pressure infeasibility in the dynamic simulation for scenario #1, which is similar to observations of current operations [17] . However, the model-based control in scenario #2 yields a solution in which pressure remains within limits. For scenario #3, the power production schedule and constant gas compression ratios are computed jointly, yielding different results from those of scenario #1. By incorporating dynamic constraints for the gas system into the OPF, we regain feasible solutions for both the power and gas systems. The OPF cost in scenario #3 is higher by 5% because scheduling must change away from the optimum to maintain gas system feasibility. When the power production schedule and time-varying gas compression ratios are optimized jointly in scenario #4, compressor ratio profiles are very similar to those in scenario #2, and OPF cost is the same as in scenarios #1 and #2. This similarity indicates that the scheduling problems of power and gas systems are separable in the baseline case when dynamic gas system control is used.
B. High Stress Level
As in the baseline case, the compression ratios obtained with the steady-state OGF in scenario #1 result in pressure with lower pressure violations than the steady-state OGF. For systems near capacity, dynamic gas system optimization based on time-varying gas withdrawals cannot alone guarantee security in the high stress case. Therefore, increased levels of data and model coordination are required. In scenario #3, production is shifted from gas-fired generators to other more expensive resources, causing a generation cost increase of 24% over the gas-independent dispatch in scenarios #1 and #2. However, the fully integrated, transient solution in scenario #4 is not only feasible, but requires only 7% generation cost increase over scenario #1.
C. Computation Time
Sample times required to perform optimization for each scenario and stress case on a commodity computing platform (laptop with Intel i5 processor) are shown in Table I . Computation may be affected by problem scaling, because IPOPT uses relative and absolute tolerances under various circumstances. A computation time of under an hour is always achieved, which allows computing schedules for the following day. Implementation of production codes on higher performance computing platforms would significantly reduce solution time.
D. Quantifying Costs, Benefits, and Feasibility
In order to make a straightforward comparison between the coordination scenarios in the three stress cases, we compare the OPF objective function value, the total daily gas used for generation, and the L 2 norm of pressure constraint violation. The latter is of the form v ρ = V ρ 2 , where and (x) + = x if x ≥ 0 and (x) + ≡ 0 if x < 0. These metrics allow us to quantify the costs and benefits of the scenarios at various levels of system stress. Their values for the four scenarios in Section II under low, base, and high stress levels are given in Table II . The pressure violation metrics are computed by using the ODE solution of the RNF for the compression ratio solutions from the preceding optimization.
Moving from scenario #1 to #2, i.e., implementing advanced gas system control with optimal time-varying gas compression, results in much lower pressure violations. This alone goes far towards ensuring gas system security and fuel supplies to the electricity grid when both systems are stressed. Such improvement can be made within the current U.S. regulatory framework, which permits communication of scheduled day-ahead gas and power flows [37] . However, it requires pipeline operators to change their day-ahead scheduling and compressor control strategies. Moving from scenario #1 to #3, i.e., implementing information sharing and combined optimization under current gas system operating practices using steady-state models, removes pressure violations but at significantly increased generation dispatch cost. This would require regulatory change and new market mechanisms, but minimal changes to compressor operation. Moving to scenario #4 eliminates pressure violations at moderately increased dispatch cost, but requires both regulatory and technological transitions.
IX. CONCLUSION
We have presented an analysis framework for dynamic scheduling and simulation of coupled electric power and natural gas infrastructures where intra-day interdependence effects are closely approximated. We formulate optimization problems for different coordination scenarios, from none to fully integrated optimization, and for different operational methods for gas compressors. In each case, numerical solutions to optimization problems with gas dynamics are validated using continuous-time simulations. This methodology enables performance assessment at various levels of coordination and operational sophistication, and quantifies the benefits of coordination between the sectors. In particular, we conclude that while dynamic gas system control and increased coordination each provide benefits, both are required for security and economic efficiency under high stress conditions. Although fully cooperative, combined optimization may not be possible in practice, it is valuable to examine the benefits that such best-case scenarios would bring. The preliminary results above still require improvement in modeling and computation, as well as confirmation through studies using extensive multi-year operational data. The significant benefits observed warrant future work that explores optimization algorithms with more comprehensive power system models, and that allow for iterative exchange of only limited information, such as feasibility cuts and/or marginal prices.
