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Abstract
This research concerns the application of the Probability Density Function (PDF) on Large
Eddy Simulations (LES) of turbulent reacting flows in a wide range of open flame configura-
tions spanning between the premixed and non-premixed regime. The aim is to validate the
applicability of the PDF model on a wide range of flames without any special treatment. Ad-
ditionally, the a-posteriori Chemical Exposive Mode Analysis (CEMA) has been applied to the
results in order to examine the flame structure and identify locations of extinction, re-ignition,
etc. Four different series of flames are studied, each one of them belonging to a completely
different combustion regime.
The F1-F3 premixed turbulent flames is the first family of flames where the PDF method is
applied. The LES-PDF model is shown to accurately predict the flow field and the scalar field
even on a very coarse grid. The simulations were performed on a personal computer, so the
computational power was severely restricted. Nevertheless, the PDF model was able to give
accurate predictions, so one of the flames was chosen for a further sensitivity analysis. A large
number of modelling parameters were studied and the results show little sensitivity to them in
contrast to RANS-PDF approaches in premixed flames. Finally, the model is able to capture
large scale quenching at qualitatively the correct extinction speed.
The Cambridge-Sandia series of swirling stratified flames was also examined. It encompasses
a wide range of flames with various combinations of swirl and stratification ratio levels. Four
distinct cases were selected and tested. For the most simple flames (SwB1 and SwB5), the model
gives excellent prediction for both the flow field and the scalar distribution. The introduction of
i
the additional fields improves slightly the results, especially at locations further away from the
nozzle exit. For the flames which exhibit more complex flow fields and complex characteristics
(SwB6 and SwB11), the model gives reasonable results, given the complexity of the flow field.
The introduction of differential diffusion and heat losses towards the ceramic cap was studied
independently on the SwB11 flame and was found to have counteracting effects. Therefore,
their combination was tested and was found to give a significant improvement.
The next series of flames is the Sydney Swirl flames. The SM1 and SM2 flames are two complex
swirling flames with a difficult flow field to capture. The field is composed of recirculating zones
and vortex break-down bubble areas. The SM2 has not been tested in the literature and this
work is the first modelling approach. The flow field simulation results are reasonable, given
the complexity of the flame. The biggest discrepancies are observed close to the nozzle exit.
The Chemical Explosive Mode Analysis is also performed to give information about the flame
structure. The flame is divided into three distinct zones with the second one being a very large
quenching region. The CEMA analysis explains why the flame does not quench, but re-ignites
further down.
Finally, the Delft III premixed flame is studied, a difficult flame to model as it shows quenching
with large extinction pockets despite the moderately low Reynolds number. The major flow
characteristics were accurately captured by the simulation and the introduction of the additional
stochastic fields improves the results close to the nozzle exit. Contrary to most researchers that
model the pilot flow as a single heat source close to the nozzle exit, in this work the pilot flow is
modelled as a separate flow stream, something that increased the complexity of the simulations
due to the extremely thin pilot rim which was comparable to the cell size. Nevertheless, the
model was able to accurately capture the localized extinction throughout the flame and the
application of the Chemical Explosive Mode Analysis gave further insight into the structure of
the flame.
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Chapter 1
Introduction
1.1 Motivation
One of the greatest challenges to date is to meet the increasing worldwide demand for energy.
Large industrial nations are already heavy consumers of energy. Additionally, during the last
decades, the fast growing heavily populated countries have experienced significant economical
growth, accompanied by the respective demand for energy. For more than half a century, the
dominant role in power generation and energy supply is played by combustion and this seems
that will still be the case for the years to come. Due to the gradually receding resources of fossil
fuels and the increasing energy demands, further concerns regarding efficiency and sustainabil-
ity have been raised. Additionally, pressing environmental aspects and tightened regulations
regarding the emission of carbon oxide (CO2) or other pollutants (NOx, SOx, HC,CO) make
this subject even more important. To satisfy the increasing needs for energy while reducing
pollutant emissions or achieving efficiency increase, the physical processes of combustion need
to be understood sufficiently well.
The physics involved in combustion devices, such as internal combustion engines in cars and
ships, aero-engines, industrial gas turbines in power plants or industrial process furnaces are
highly complex. A large number of parameters has to be considered, ranging from combustion
fundamentals to more practical applications:
• Firstly, combustion may be roughly classified into two regimes: non-premixed combustion
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and premixed combustion. Combustion is a chemical process in which a substance reacts
rapidly with oxygen and releases heat. The original substance is called the fuel, and the
source of oxygen is called the oxidizer. The fuel can be a solid, liquid, or gas. Com-
bustion leads to an exothermic reaction which takes place in a thin zone, generating a
flame. The coupling between chemical reaction, transport processes of mass diffusion and
heat conduction and fluid flow may lead to the transportation of the flame front, known
as flame propagation. In non-premixed combustion, fuel needs to mix with an oxidiser
before burning. Since the flame does not propagate, it is easy to control. Therefore,
non-premixed combustion is used in the majority of technical applications. In premixed
combustion on the other hand, fuel and oxidiser are fully mixed before ignition, which
leads to a propagating flame. Premixed flames may travel against the fluid velocity at a
flame speed determined by the chemical composition of the reactant mixture, the ther-
modynamic state (pressure and temperature) and the flow conditions (turbulence). Due
to the propagating flame, premixed combustion can cause safety concerns as it may result
in combustion instabilities, flashback and, in extreme cases, explosions and therefore it is
more difficult to control. However, as the mixture is well defined, this regime potentially
offers cleaner combustion, especially with lean mixtures. In recent years, the trend in
the industry is clearly towards premixed burners. In practice, many combustion devices
(e.g. direct injection diesel engines) operate in a partially premixed mode, a regime where
both non-premixed and premixed combustion regimes exist. Each of the above-mentioned
combustion regimes has distinct characteristics that need to be considered in the design
process and operation of the respective combustion device.
• Secondly, in many practical applications, additional complex effects arise, for example
flame extinction and stabilization. Flame extinction may appear in aviation engines at
high altitudes, for example, causing concerns about the stability and the efficiency of the
combustion process. An extinguished flame in an engine needs to be re-ignited, which is
achieved by an external source of energy (for example a spark). Most practical combustion
chamber configurations are geometrically complex and include stabilisation mechanisms
such as swirl to provide an efficient and reliable operation.
• Finally, and perhaps most importantly, the majority of practical combustion devices are
strongly influenced by turbulence, a phenomenon that introduces additional complexities
due to its chaotic and apparently random behaviour. Obtaining a complete knowledge
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of the interactions between turbulence and combustion remains an outstanding challenge
and a topic of intense research.
In order to design efficient combustion devices, a comprehensive understanding of all the above
mentioned phenomena is required. To date, experimental measurement techniques are the
most commonly employed approaches to investigate turbulent combustion. To obtain a better
knowledge of fundamental processes governing turbulent combustion, laboratory flames have
been established in the past. These flames provide well controlled operating conditions allowing
on focusing on certain aspects of combustion problems.
Ever since the advent of computers in the middle of the 20th century, Computational Fluid
Dynamics (CFD) has emerged as an increasingly reliable and sophisticated tool which aims
to solve the mathematical relations governing turbulent combustion with numerical methods.
With high-speed computers, better solutions for complex, three-dimensional problems can be
achieved. Complementing experimental techniques, CFD is nowadays a valuable asset to gain
a comprehensive understanding of turbulent combustion. The key to adopt CFD as a reliable
tool is the accuracy of the turbulence-combustion interaction models. To validate the models,
a close co-operation with experimentalists to extract the relevant information is required for
the development of accurate and reliable models.
Several techniques have been developed to simulate flows, each one of them with its specific
advantages and disadvantages. Direct Numerical Simulation (DNS) allows for the solution of
the smallest eddies in a turbulent flow. DNS can be considered a high resolution level solution,
which leads to increased CPU power requirements and simulation times. Alternatively, the
Reynolds Averaged Navier Stokes (RANS) is based on the representation of the mean flow
field (low resolution level), so moderate CPUs can handle it. Intermediate between DNS and
RANS approaches, Large Eddy Simulation (LES) provides a representation of the flow field
based on the definition of a filtering operator at an intermediate resolution level. A Large Eddy
Simulation distinguishes between motions at scales smaller than a certain characteristic size
∆, and “large eddies”, that can be seen as those remaining after “filtering” the small scale
fluctuations with a filter of bandwidth ∆.
CFD-LES is proven to be a very useful tool for simulating complex industrial flows. The
application of LES in gas turbines combustors for example is being regarded with increasing
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interest due to the potential of this technique to capture features of the flow field that are
currently out of reach of other modelling approaches, such as the presence of regions of strong
recirculation.
Despite its proven capabilities, Large Eddy Simulation is not considered yet a “routine” tool
for engineering purposes. Despite LES being employed at much higher Reynolds numbers than
Direct Numerical Simulations, and the cost of computations being virtually independent of the
Reynolds number, space and time resolution requirements for LES of major industrial devices
limit the applicability of the method. Both reacting and wall-bounded flows pose the most
serious challenge to LES.
Several models have been developed to provide the necessary closures and overcome some of
these problems. The majority of the models are restricted to a specific type of flame, requiring
the a-priori knowledge of the combustion regime. This work focuses on the application of a
generic methodology (the Probability Density Function) to a wide range of turbulent reacting
flows, ranging from very simple flames to the most-complex, highly stratified, highly swirling
flames that one can typically find in industrial applications. The range of simulated flames,
although limited, is very wide and covers complex cases that resemble the flames found in
industrial gas turbine applications.
1.2 Thesis Objectives
A disadvantage of the majority of the proposed methodologies to model turbulent reacting
flows is that their application is restricted to a specific type of flame. This means that the
combustion mode must be known a-priori so that the suitable model is selected. Contrary to
that, the PDF methods are independent of the combustion regime and can be applied to all
(premixed, non-premixed and partially-premixed) combustion modes encountered in turbulent
reacting systems. In the present thesis, this advantage is going to be examined extensively.
PDF methodologies have been used in modelling of turbulent combustion in several studies, with
the major difficulty being that their shape is not universal. One of the initial approaches was
derived from the observation that, for many combustion applications, the probability density
functions often exhibit common features. Therefore, it was suggested to describe these functions
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using a limited number of parameters by assuming a particular shape for the PDF distribution,
for example a β-function. The β-functions are generally retained to presume pdf because they
are able to change continuously from PDF shapes with one or two peaks to gaussian shapes.
However, they cannot describe distributions with an intermediate maximum between the two
extreme peaks, something that can be observed in locations at the flame front. Therefore, to
overcome this problem, the PDF distribution in this work is obtained from the solution of the
PDF transport equation.
Several methodologies have been developed to solve the PDF transport equation with the two
most common being the Lagrangian and Eulerian approaches. In the first method, the PDF
transport equation is solved following the Lagrangian Stochastic Particle Method [35], where,
an ensemble of particles is used to represent the PDF. An alternative solution method for the
PDF transport equation using an Eulerian framework has been developed [75]. It is based on
stochastic Eulerian Fields, which evolve according to stochastic partial differential equations
equivalent to the joint PDF transport equation and is the methodology followed in this work.
Figure 1.1: Qualitative map of combustion modes with various laboratory-scale flames inves-
tigated by TNF Workshop. Figure taken from the presentation of Barlow R. and Masri A. in
the TNF9 Proceedings [92]. A categorization of each one of those flames is shown in figure 1.2.
Figure 1.1 shows a qualitative map of combustion modes with various laboratory-scale flames.
The map shows that there is a wide range of different modes of combustion between the purely
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premixed and non-premixed flames. Experimentalists have tested laboratory flames with more
complex inlet conditions and at varying combustion regimes. This leads to flames resembling to
the flow conditions that appear in industrial applications. For example, a varying combination
of high swirl ratios, high stratification ratios and partially premixed inlets are being tested
experimentally to provide the data for further validation of the CFD models. The main focus
of this work is to apply the LES-PDF methodology to a wide range of flames with varying
inlet conditions, without any turbulent combustion model modifications and to examine how
the model behaves under these conditions.
Figure 1.2: Categorization of the modes of combustion presented in figure 1.1. Figure taken
from the presentation of Barlow R. and Masri A. in the TNF9 Proceedings [92].
The flames simulated in this work cover a wide range of inlet conditions, exhibiting “non-
conventional” behaviour through “non-flame” events like extinction and re-ignition, recircula-
tion zones, vortex break-down bubbles, etc. Therefore, a Computational Flame Diagnostic Tool
was employed to investigate the flame characteristics. The tool used is called Chemical Explo-
sive Mode Analysis (CEMA) [63, 61, 89, 101, 118] where an eigenvalue analysis is performed
to associate the resulting time scales with flame characteristics.
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1.3 Thesis Outline
The major objective of the present work is to demonstrate the applicability of the Probability
Density Function on a wide range of turbulent reacting flows and investigate the respective
flame structure with a Computational Flame Diagnostic tool.
Chapters 2-4 are dedicated to the fundamental theory of turbulent reactive fluid flow, the
respective equations and the characteristics of the combustion methods. Chapter 2 outlines
fundamental concepts regarding the fluid flow and the respective governing equations, the
turbulence characteristics and the classification of the reacting flows to premixed and non-
premixed. First primitive variables will be introduced and some basic characteristics of both
premixed and non-premixed combustion will be outlined. Chapter 3 will introduce the math-
ematical modelling of turbulent reacting flows. Focus will be given to LES and the equations
that describe fluid flow under this context. Afterwards, the most important methodologies used
under both the premixed and non-premixed regimes to provide the necessary closures for the
LES fluid flow equations will be presented. Chapter 4 is dedicated to the major tools employed
in this work. The fundamental concepts of the probability density function and its application
in turbulent reacting flows are given, followed by the description of a Computational Flame
Diagnostic tool used to investigate the complex structure of the flames, the Chemical Explosive
Mode Analysis.
The following chapters are focused on the application of the methodologies described previously
in a wide range of turbulent reacting flows. Figure 1.3 shows the cases simulated in this work
within the framework of combustion regimes. In order to examine the applicability of the
method over a wide range of combustion regimes, one representative flame per family was
selected. Although not in historical order, the flames presented start from the F1-F3 premixed
flames [15] and range till the Delft III non-premixed flame [77], covering the two extreme cases
in the combustion regime map. Additionally, two more recent flame series with complex inlet
and flow conditions were also simulated in this work. Contrary to simple jet flames for example,
which could be accurately captured even with simple RANS models, all other flames are very
good candidates for LES modelling due to the complexity of the flow field.
Chapter 5 will present a simulation to the F1-F3 flames, which is a series of premixed Bunsen
burner flames. A parametric analysis of some of the major inputs of the simulation will be pre-
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Figure 1.3: Overview of the flames simulated in this work. Each one of the simulated flame
families lies in a different location in the combustion map, allowing to validate the applicability
of the LES-PDF method over a wide range of combustion regimes.
sented, in an attempt to understand their importance for the LES-PDF methodology. Chapter
6 will present a simulation of a new series of flames in a turbulent methane/air stratified swirl
burner. Several flames with varying degrees of swirl and stratification are examined, allowing
the effects of spatial gradients, equivalence ratio and swirl induced turbulence to be investi-
gated. Chapter 7 will examine the applicability of the LES-PDF methodology on a series of
swirling flames, the non-premixed Sydney SM1 and SM2 flames. These are complex laboratory
flames stabilised on a hybrid bluff-body/swirl burner and their behaviour is governed by the
complex interaction of several recirculation zones where axial flow reversal is observed. Finally,
chapter 8 will focus on a turbulent non-premixed flame with large extinction, the Delft III
flame.
In the last chapter, all the major conclusions are discussed, along with suggestions for fur-
ther work. The Appendices provide valuable details regarding basic thermodynamics, detailed
explanation of the PDF and CEMA methodologies and the numerical treatment of turbulent
flows.
Chapter 2
Physics of Turbulent Reacting Flows
The chapter describes the basic principles of fluid mechanics and the equations governing the
flow, followed by a short discussion of the nature of turbulence. The chapter closes with an
introduction to combustion theory.
2.1 Fluid Flow
The evolution of a continuous fluid flow over space and time is described by a set of non-linear,
partial differential equations. The non-linearity of the conservation equations, arises from the
convective transport of momentum, energy and chemical species. An analytical solution can be
obtained only under restricted conditions, for example in a laminar flow in simple geometries.
For more complex flows, numerical solution methods have to be adopted to solve the governing
equations.
2.1.1 Governing Equations of Fluid Flows
Using the continuum hypothesis, an ensemble of molecules can be considered to be represented
by a fluid particle. This fluid particle can be considered as a volume average of molecules. For
this fluid particle, the governing equations are presented below.
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Mass Conservation Equations
Based on the equation of continuity, matter cannot be created nor destroyed within a control
volume. In Cartesian co-ordinates, the mass conservation equation is written as:
∂ρ
∂t
+
∂ρui
∂xi
= 0 (2.1)
where xi is the i-th spatial co-ordinate, ui is the corresponding velocity component, ρ is the
density and t is the time.
Momentum Conservation Equations
According to Newton’s second law, the rate of change of momentum of a system is equal to the
surface and body forces acting upon it. If it is applied to a control element, the momentum
balance is expressed in the following way:
∂(ρui)
∂t
+
∂(ρuiuj)
∂xj
=
∂τij
∂xj
+ ρgi (2.2)
The above equation relates the local rate of change of momentum and the convective transport of
momentum to the surface forces described by the stress tensor τij, the gravitational acceleration
gi and the local change of pressure.
According to Stoke’s hypothesis, for a Newtonian Fluid1, the stress tensor is proportional to the
deformation tensor plus an isotropic part which is the pressure tensor, where the hydrostatic
pressure and thermodynamic pressure are the same.
τij = −pδij︸ ︷︷ ︸
pressure tensor
+µ
(
∂uj
∂xi
+
∂ui
∂xj
− 2
3
∂uk
∂xk
δij
)
︸ ︷︷ ︸
deformation tensor
(2.3)
where p is the hydrostatic pressure of the fluid, µ is the viscosity of the fluid and δij is the
Kronecker delta.
1A Newtonian fluid is a fluid whose stress versus strain rate curve is linear and passes through the origin
with the constant of proportionality known as viscocity.
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If equation (2.3) is substituted in equation (2.2), we get the following equation for Newtonian
fluids:
∂(ρui)
∂t
+
∂(ρuiuj)
∂xj
= − ∂p
∂xi
+
∂
∂xj
[
µ
(
∂uj
∂xi
+
∂ui
∂xj
− 2
3
∂uk
∂xk
δij
)]
+ ρgi (2.4)
The above set of equations (in each spatial direction) are also known as the Navier-Stokes
Equations. Solution of the continuity equation and the Navier-Stokes equations gives the full
description of Newtonian-fluid flow.
Species Transport Equations
If numerical simulations of reactive flows are being conducted, then the mass and momentum
conservation equations need to be solved together with the transport equations of the species
involved in the reaction. The changes in the chemical composition of a gas mixture comprised
of Nsp species can be described by the following equation:
∂(ρYk)
∂t
+
∂(ρuiYk)
∂xi
=
∂
∂xi
(
ρDk
∂Yk
∂xi
)
+ ω˙k (2.5)
where Yk is the mass fraction of the chemical species k = 1...Nsp and Dk is the diffusion
coefficient of species k in the rest of the mixture. Fick’s law has been used for the calculation
of the diffusion flux [53], stipulating that assuming that the mean molecular weight does not
change much in space2:
J = −ρDk ∂Yk
∂xj
(2.6)
Soret effects (mass diffusion due to temperature gradients), pressure gradients and volume forces
are commonly neglected. In the above equation, the coefficient Dk is the diffusion coefficient
of species k in the mixture and is often characterized in terms of Lewis Number defined by:
Le =
λ
ρCpDk
=
Dth
Dk
(2.7)
2Common assumption in combustion with air.
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where λ is the thermal conductivity and Dth is the heat diffusivity coefficient. The Lewis
number Le compares the diffusion speeds of heat and species k and it is a common assumption
to use a unity Lewis number in flame simulations[86]. This assumption implies that heat diffuses
at the same rate as the species.
Energy Conservation Equations
The energy conservation equation can be written in several forms, depending on the main
variable used. The static enthalpy of the mixture h = e+ p/ρ can be decomposed to a sensible
enthalpy (temperature dependent) and a chemical enthalpy (enthalpy of formation):
h =
∫ T
T0
Cp dT︸ ︷︷ ︸
Sensible Term
+
Nsp∑
k=1
∆h0kYk︸ ︷︷ ︸
Chemical Term
(2.8)
The mixture specific heat of an ideal gas is the mass-fraction weighted average of the individual
species specific heats and is defined according to the following equation:
Cp =
N∑
k=1
YkCpk(T ) (2.9)
The heat capacities of ideal gases exhibit a non-linear relation to the temperature, and it is
common practice to approximate them using a series of Npol polynomials, according to the
following:
Cp =
Npol∑
n=0
an+1T
n (2.10)
By integrating the above equation, the enthalpy is obtained:
h =
Npol∑
n=1
an
T n
n
+ aNpol+1 (2.11)
where an are the n
th JANAF (Joint Army Navy Air Force) coefficients [90]. For T = 298 K, the
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corresponding enthalpy is the enthalpy of formation, which is used to solve for the integration
constant.
The energy equation can be written in terms of the stagnation enthalpy h, as follows:
∂ρh
∂t
+
∂ρujh
∂xj
=
∂p
∂t
+ τij
∂ui
∂xj
+ q˙ − ∂qj
∂xj
(2.12)
The first term on the right hand side (RHS), which contains the time-derivative of the pressure,
can be neglected for low Mach number flows [90] where fluctuations of pressure are small
(however, it has to be retained in reciprocating engines where pressure changes significantly
over time). The second term on the RHS represents viscous heating and is commonly neglected
[90]. The source term q˙j may contain heat sources such as radiation or spark induced energy.
The diffusive flux qj is the sum of a heat diffusion term obtained from Fouriers law and a term
which includes the species diffusion terms along with their respective enthalpies [86]:
qj = −λ ∂T
∂xj
+ ρD
Nsp∑
k=1
hk
∂Yk
∂xj
= − µ
Pr
∂h
∂xj
− µ
(
1
Sc
− 1
Pr
) Nsp∑
k=1
hk
∂Yk
∂xj
(2.13)
where λ is the heat diffusion or thermal conductivity coefficient, Pr is the Prandtl number and
Sc is the Schmidt number. The Prandtl number, Pr, compares momentum and heat transport:
Pr =
ν
λ/(ρCp)
=
ρνCp
λ
=
µCp
λ
(2.14)
The Schmidt number, Sc, compares momentum and species k molecular diffusion:
Sc =
ν
Dk
= PrLe (2.15)
In hydro-carbon combustion, the Lewis number is approximately unity (and therefore Sc=Pr),
and thus the last term in equation (2.13) vanishes. Using equation (2.13) and omitting the
neglected terms, the enthalpy transport equation takes the following form:
∂ρh
∂t
+
∂ρujh
∂xj
=
∂
∂xj
[
µ
Sc
∂h
∂xj
]
+ q˙ (2.16)
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Consequently, the species and energy conservation equations, (2.5) and (2.16) can be rewrit-
ten in terms of a general reactive scalar Φ = [φ1, ....φNs ] where Ns is the number of scalars
(species+enthalpy) required to describe the system:
∂ρφa
∂t
+
∂ρujφa
∂xj
=
∂
∂xj
[
µ
Sc
∂φa
∂xj
]
+ ρω˙a(Φ, T ) (2.17)
State Equation
The equation of state for a mixture of ideal gases expresses a relationship between the local
composition, the temperature, the pressure and the density. It is written in the following form:
p = ρR0T
Nsp∑
k=1
Yk
Wk
(2.18)
where p is the pressure, T is the temperature, R0 is the universal gas constant (R0 = 8.315
kJ/kmol K) and Wk is the molar mass of species k.
Fluid Flow Equations Summary
In Table 2.1, the equations presented above with the appropriate simplifications are sum-
marised.
Table 2.1: Fluid Flow Equations
Description Equation
Mass ∂ρ
∂t +
∂(ρui)
∂xi
= 0
Momentum ∂(ρui)
∂t +
∂(ρuiuj)
∂xj
= − ∂p∂xi + ∂∂xj
[
µ
(
∂uj
∂xi
+ ∂ui∂xj − 23 ∂uk∂xk δij
)]
+ ρgi
Energy ∂ρh∂t +
∂ρujh
∂xj
= ∂∂xj
[
µ
Sc
∂h
∂xj
]
+ q˙
Species ∂(ρYk)∂t +
∂(ρuiYk)
∂xi
= ∂∂xi
(
ρD∂Yk∂xi
)
+ ω˙k
State p = ρR0T
∑N
k=1
Yk
Wk
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2.2 Turbulence
Fundamental fluid mechanics focus on laminar flows in which the fluid moves in ordered layers,
typically driven by normal forces (pressure gradients) and deformed by shear stresses. However,
in most industrial applications, fluid motion is turbulent instead. This section describes some
fundamental characteristics of turbulence and summarises the basic concepts of Kolmogorov′s
work concerning turbulent scales and the turbulent energy cascade.
2.2.1 Turbulence Introduction
The Navier-Stokes equations described above are universally accepted for the description of
fluid flows in a wide range of regimes. In the early descriptions of turbulent flows, the difficulty
in acquiring an analytical solution of these equations led to basic experimental observations.
A non-dimensional parameter was defined as the ratio between inertial and viscous forces (de-
stabilizing and stabilizing forces respectively) and is used to describe the transition from the
laminar to the turbulent regime. This parameter is called the Reynolds Number and is written
as:
Re =
UL
ν
=
ρUL
µ
(2.19)
where U is the characteristic velocity of the flow and L is the characteristic length scale.
To classify turbulence, a critical Reynolds number (Recrit ≈ 10000 for flow in a pipe for example)
is often used. If Re < Recrit, the flow is characterised as laminar and the viscous effects are
dominant, damping any disturbance of the flow. If Re > Recrit, the flow is characterised as
turbulent and its properties exhibit a chaotic behaviour. At Reynolds numbers close to Recrit,
the ratio between inertial and viscous forces approaches unity. Locally, the de-stabilizing forces
are higher and transition from laminar to turbulent flow occurs.
In most engineering applications the properties of the flow (e.g. velocity, density, pressure etc.)
vary irregularly as a function of time and space. Because of the ”apparent” randomness in
the nature of these properties, a statistical description of those properties is chosen. There-
fore, average quantities are used to describe the mean flow of the fluid. Any property of a
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turbulent velocity field for example, can be decomposed in two components using the Reynolds
decomposition:
ui(x, t) = U i(x) + u
′
i(x, t) (2.20)
where the instantaneous turbulent velocity is described by a mean contribution U i(x) and a
fluctuating component u′i(x, t).
2.2.2 Turbulent Scales
Turbulent flows have a large number of degrees of freedom, as they are characterised by motions
encompassing a wide range of length and time scales [66]. The largest scale is determined by
the size of the flow domain L (e.g. the diameter of a pipe). The characteristic mean velocity U
is used as the characteristic velocity of the flow and therefore, a “large-eddy” time scale may
be defined: tc = L/U . If a complete solution is sought, then the entire spectrum of fluctuating
scales has to be represented.
In turbulent flows, the energy contained in the large scales is transferred to the smaller scales
via a vortex stretching phenomenon where it is dissipated into thermal energy by the viscocity
[66]. The turbulent energy spectrum can be used to describe the energy cascade in a turbulent
flow field.
Figure 2.1 represents a sketch of a typical energy spectrum. It is a log-log representation of
the turbulent kinetic energy E versus the wavenumber k. In this figure three ranges of length
scales can be distinguished:
• The energy containing region of the largest scales.
• The dissipation range where energy is dissipated by small eddies.
• The inertial range in between, where mid-sized eddies transfer energy from the large scales
to the small scales.
Most of the turbulent kinetic energy exists in the large scales structures. The integral scales
cover a very narrow range of wave numbers and they can be associated with a single wavenumber
2.2. Turbulence 21
Figure 2.1: Sketch of a turbulent spectrum [48].
kI , corresponding to the maximum value of turbulent kinetic energy. The dissipation rate
characterises the rate at which energy is transferred from the large-eddy motion to the smaller
scales. The local rate of production of turbulent kinetic energy is equal to the local rate of
dissipation [66].
If the flow has a sufficiently large Reynolds number, the smallest turbulent scales are locally
isotropic, with statistical properties independent of the orientation of the co-ordinate system
or spatial position. The statistical properties of the small scale motions are unaffected by the
external conditions that characterise the large anisotropic motions of the flow field and are
uniquely determined by the viscosity and dissipation rate. Motions with the smallest turbulent
scales dissipate the turbulent kinetic energy and their physical properties are determined only
by the rate of dissipation  and the kinematic viscosity ν [66]. Dimensional analysis leads to
the following dissipation length and time scales [51]:
η ≡
(
ν3

) 1
4
(2.21)
tη ≡
(ν

) 1
2
(2.22)
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The dissipation length and time scales in equations (2.21) and (2.22) are also called Kolmogorov
scales and they represent the smallest scales in a turbulent flow.
If the information contained in the smallest scales (Kolmogorov scales) is of no interest to us,
the conservation equations are written for the average quantities U . This leads to the concept of
Reynolds Averaged Navier Stokes (RANS) modelling of turbulent flows, which is the industry
standard for fluid flow simulations. If on the other hand even the smallest scales of the flow are
captured, then the concept of Direct Numerical Simulation (DNS) is applied. A compromise
between these two methods is the Large Eddy Simulation (LES), which is the main topic of
this thesis and will be discussed in detail in Chapter 3.
2.3 Combustion
This section provides the fundamentals of combustion theory. It starts by describing the fun-
damentals of reaction kinetics and continues discussing the modes of combustion (premixed,
non-premixed and partially premixed combustion). It closes with some simplifying descriptions
of idealised combustion systems.
2.3.1 Reaction Kinetics
Combustion is a high-temperature exothermic chemical reaction between a fuel and an oxidant,
usually atmospheric oxygen, that produces oxidized, often gaseous products, in a mixture called
“smoke”. In combustion, the heat produced (originating from the energy contained in the
chemical bonds of the fuel molecules) can make combustion self-sustaining. A common example
is the combustion of methane (CH4) with oxygen (O2), which can be written as follows:
CH4 + 2O2 → CO2 + 2H2O (2.23)
Combustion is often a complex sequence of elementary radical reactions and the above formula
is the global reaction formula that describes the conversion of methane and oxygen into carbon
dioxide and water. It also gives information about the proportion of fuel and oxidizer molecules
required to yield a certain product mixture.
2.3. Combustion 23
However, in reality such global reactions do not occur. Instead, the global chemical reaction is
a result of series of elementary reactions, which can be categorized in four types [90]:
• chain initiating (generating radicals from stable species)
• chain propagating (maintaining the number of radicals)
• chain branching (increasing the number of radicals)
• chain terminating (converting radicals into stable species)
A typical detailed reaction mechanism for combustion process involves a large number of species
and elementary reactions. For example, methane combustion requires more than 1000 elemen-
tary reactions [48] for a full description. As the number of carbon atoms of the fuel molecule
increases, so does the number of intermediate species and elementary reactions. However, in
most cases the timescales associated with the intermediate species are very short and therefore,
not of high importance. As a result, several reduction techniques have been developed. These
techniques reduce the number of variables defining the chemical reaction mechanism to a few
species and reactions which are basically the sum of several reactions of the original chemistry
mechanism. They are usually based on the assumption that some of the species are in a quasi
steady state condition (the Quasi Steady State Approximation - QSSA).
In general, for the detailed description of combustion of a fuel, a series of chemical equations are
constructed, forming a chemical mechanism. This chemical mechanism describes the processes
of a system of Nsp species reacting through NR reactions and can be summarised in the following
manner:
Nsp∑
k=1
S ′k,jMk =
Nsp∑
k=1
S ′′k,jMk (2.24)
where:
• Mk is the symbol for species k
• S ′k,j and S ′′k,j are the matrices containing the stoichiometric coefficients for species k on
the reactant and the product side of the jth reaction.
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The chemical source term ω˙k, which represents the net production rate of species k due to the
chemical reaction, couples the N species transport equations and can be written as:
ω˙k = Wk
K∑
j=1
(S ′′k,j − S ′k,j)
[
k′j
N∏
k=1
(
ρYk
Wk
)S′k,j
− k′′j
N∏
k=1
(
ρYk
Wk
)S′′k,j]
(2.25)
The rate coefficients for the jth reaction can be written using the modified Arrhenius expression:
kj = AjT
b,j exp
(
− Ej
R0T
)
(2.26)
The reaction rates depend strongly on temperature, owing to the exponential factor and even
a 10 K increase of the temperature may lead to a two-fold increase of the reaction rate [66].
They also show a relatively weaker dependence on the thermodynamic pressure, depending on
the type of the chemical reaction.
2.3.2 Modes of Combustion
For the analysis of combustion it is suitable to consider the following characteristic combustion
modes:
• Non-Premixed Combustion: Fuel and oxidiser enter the combustion chamber separately,
where they are mixed and burnt inside the reaction zone. Non-premixed combustion is
governed by the mixing process between fuel and oxidiser. Chemical reactions take place
in the regions that are within the flammability limits around stoichiometry. This means
that the rate of the mixing controls the reaction rate. One characteristic of non-premixed
flames is that they do not exhibit propagation speeds and cannot flashback or autoignite
in undesired locations. Therefore non-premixed combustion is relatively easy to control
and is used in the majority of technical applications. However, it is less efficient and may
produce more pollutants than premixed combustion.
• Premixed Combustion: Fuel and oxidiser are fully mixed prior to ignition. Premixed
flames may travel against the fluid velocity at a flame speed (or burning velocity) which
is determined by the chemical composition of the reactant mixture, the thermodynamical
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state (pressure and temperature) and the flow conditions (turbulence). Due to the well-
defined mixture, premixed flames offer the potential of cleaner combustion in compact,
efficient combustion devices. However, premixed combustion also comprises a safety haz-
ard, as it may result in combustion instabilities, flashback and, in some extreme cases,
possibly explosions.
• Partially Premixed Combustion: In reality the combustion process is typically neither
fully premixed nor non-premixed. Instead, some regions of the combustion chamber will
feature quasi-homogenous mixtures subject to autoignition and flame propagation, while
other parts will be governed by mixing processes and behave like non-premixed flames.
Examples of partially premixed flames are lifted flames, where the flame is not attached
to the burner rim, but rather stabilizes at a certain lift-off height. The stabilization can
occur either through auto-ignition or premixed flame propagation [90]. The propagation
speed of the flame changes as the mixture changes locally from premixed to non-premixed.
In this work, all three regimes will be considered and a discussion of the essentials of these
combustion modes follows.
Non-Premixed Combustion
Turbulent non-premixed flames are encountered in a large number of industrial systems (gas
turbines, aero-engines, etc.) and are characterised by some specific processes. First, reacting
species have to reach, by molecular diffusion, the flame front before reaction. Hence, non-
premixed flames are also called diffusion flames. As the reacting species move from the core
of the fuel jet towards the flame front, they are exposed to turbulence and their diffusion
speeds may be strongly modified by turbulent motions. Therefore, the overall reaction rate
is often limited by the species molecular diffusion towards the flame front. This means that
the chemical time scales involved are much faster than the diffusion timescales and as a first
approximation, the chemical reaction is assumed to be fast, or infinitely fast, compared to
transport processes. In other words, the controlling mechanism of non-premixed combustion is
the molecular diffusion of reacting species towards the flame front, rather than the chemistry
interactions happening at the flame front when the species have arrived there. Turbulent mixing
increases the scalar variance, but it is the molecular diffusion that mainly forms a mixture that
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enables chemical reactions to occur. Another characteristic of non-premixed flames is that they
do not propagate: they are located where fuel and oxidizer meet. This property is useful for
safety purposes but it also has consequences on the chemistry/turbulence interaction.
Classical Non-Premixed Combustion Assumptions
Classical models for turbulent non-premixed flames usually adopt the mixture fraction approach
for reactive cases [113, 48] and are usually derived under the following common assumptions
(Classical non-premixed combustion assumptions):
• The thermodynamic pressure is constant.
• Species heat capacities are equal and constant: Cpk = Cp
• Molecular diffusion follows Fick’s law and molecular diffusivities Dk are equal for all
species (Dk = D).
• The Lewis Number (ratio heat/mass diffusion) is unity: Le = λ/(ρDcp) = 1.
• Fuel and oxidizer streams are separately introduced into the combustion chamber with
reference state (T 0F , Y
0
F ) for fuel and (T
0
O, Y
0
O) for oxidizer.
The above assumptions reduce the applicability of the combustion model to restricted cases.
Equal and constant heat capacities and unity Lewis numbers may not be entirely accurate
assumptions and they can be relaxed using more complex formulations [86]. But based on
the classical non-premixed assumptions, the equations for species and enthalpy are no longer
independent. The system of equations collapses to a single equation, which usually is the one
for the mixture fraction transport.
∂(ρf)
∂t
+
∂(ρuif)
∂xi
=
∂
∂xi
(
ρDf
∂f
∂xi
)
(2.27)
The most common case in non-premixed combustion is a fuel stream (F) being mixed with an
oxidizer (O). In this case (two species mixing), the above mentioned mixture fraction approach
can be adopted. If we define s = (YF/YO)st as the mass stoichiometric ratio, then the mixture
fraction is:
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f =
sYF − YO + Y 0O
sY 0F + Y
0
O
=
1
φ+ 1
(
φ
YF
Y 0F
− YO
Y 0O
+ 1
)
(2.28)
where φ = s(Y 0F /Y
0
O) is the equivalence ratio.
For a more general case of global reaction of an arbitrary hydrocarbon fuel CmHn with air
(Nitrogen is assumed to be inert):
ν ′FCmHn + ν
′
O2
O2 → ν ′′CO2CO2 + ν ′′H2OH2O (2.29)
the following mixture fraction definition is used:
f =
zC
mWC
+ zH
mWH
+ 2
YO2,2−zO
ν′O2WO2
zC,1
mWC
+
zH,1
mWH
+ 2
YO2,2
ν′O2WO2
(2.30)
This definition (Bilger’s definition) is based on element mass fraction zβ = Nβ/NA [48, 113]
and is often used within the chemistry models to compare experimental to numerical data [48].
Premixed Combustion
Premixed combustion occurs when a mixture of fuel and oxidiser within its flammability limits
is ignited by a heat source. A flame is generated in a thin reaction zone due to this exothermic
reaction. In a turbulent premixed flame, the flame front interacts with turbulent eddies. This
interaction may lead to a strong increase of the mass consumption rate and of the overall
apparent flame thickness [86]. A tubular duct containing both the unburnt mixture and the
reaction products as sketched in figure 2.2 may serve as an example.
Upon ignition, a flame propagation wave starts to travel from the ignition site towards the
unburnt mixture. In case of an open tube, combustion will occur at quasi-constant pressure
and the speed of the deflagration wave depends on the balance of thermal energy released by
the chemical reaction and diffusion acting to transport heat away from the reaction zone.
Laminar Burning Velocity
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Figure 2.2: Idealisation of a turbulent premixed flame in duct. Figure from [102].
The most important quantity for laminar premixed flames is the laminar burning velocity
sL which is used to describe the speed of premixed flame propagation with respect to the
unburnt mixture. In the absence of turbulence, the burning velocity depends on the unburnt
gas mixture, the temperature and the pressure inside the combustion vessel. The unburnt gas
mixture is characterised by the equivalence ratio φ which relates the fuel-to-air ratio of the
mixture YF,u/YO2,u to the same ratio at stoichiometric conditions. In zones of mixing the local
equivalence ratio can be expressed in terms of the mixture fraction f as:
φ =
f
1− f
1− fst
fst
(2.31)
where fst denotes the mixture fraction at stoichiometry. The burning velocity can be quanti-
fied using either experimental or numerical approaches. Experimentally, the burning velocity
can be measured using bunsen burners, explosion vessels and other experimental facilities [86],
however these experimental procedures are not easy. The burning velocity can also be de-
termined numerically with simulations for planar flames. Several numerical approaches have
been proposed in the literature for analytical calculations (the ZKF approach, the Williams
formulation, the Van Kalmthout formulation, etc.[80, 86]). These approaches assume that the
structure of stationary premixed flames depends only on one parameter (a non-dimensionalized
quantity called the “flame parameter”) that contains information on heat or species diffusion
λ and rate constants. These two mechanisms control the flame speed: increasing the heat
diffusivity or increasing rate constants increases the flame speed in the same proportion. The
above mentioned numerical approaches attempt to calculate this parameter and therefore the
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burning velocity. In practice, the laminar burning velocity is similar for all hydrocarbon fuels
at ambient conditions (0.2 m/s < sL < 0.5 m/s) [86], with a typical value for stoichiometric
methane/air combustion sL ≈ 0.4 m/s.
Laminar Flame Thickness
Another important parameter for laminar premixed combustion is the spatial structure of the
premixed flame, which may be characterised by the flame thickness and the corresponding one-
dimensional temperature profile, perpendicular to the flame. Defining and estimating a flame
thickness before computation is important because this thickness is in most applications the
smallest scale of the flow. In most combustion approaches the flame structure must be resolved
and enough points must be localized within the flame thickness. There are various definitions
of premixed flame thicknesses in the literature, for a discussion see Poinsot and Veynante [86].
Using scaling arguments, a flame thickness can be introduced [86, 50]:
δsc =
Dth,u
sL
=
λu
ρucpsL
(2.32)
where all quantities are evaluated in the fresh (or unburnt) gas (subscript u).
The thickness δsc may be evaluated easily before any computation as soon as the flame speed is
known. In practice, this thickness may be too approximate to be used for mesh determination
(usually too small by a factor of 5 [86]). A more representative scale is obtained by using the
temperature profile and obtaining the thermal thickness :
δ0L =
Tb − Tu
(dT/dx)max
(2.33)
where Tb and Tu refer to the temperature of the burnt gases and the unburnt mixture, respec-
tively, and (dT/dx)max denotes the largest temperature gradient throughout the flame profile.
The thermal thickness for a typical hydrocarbon/air flame in ambient conditions is of the order
of 0.1 mm.
Using the progress variable to describe premixed combustion mathematically through its trans-
port equation is a widely used approach. The symbol c, which denotes the reduced temperature
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or the progress of the reactions, is a normalized quantity ranging from zero in the unburnt gas
to one in the burnt gas and can be defined as:
c =
T − Tu
Tb − Tu (2.34)
where the subscripts b and u denote the unburnt and burnt gas respectively.
Based on the above definition, another thickness called total thickness (δtL) may be constructed
by defining the distance over which the reduced temperature c changed from 0.01 to 0.99, as
shown in figure 2.3. The total thickness δtL is always larger than the thermal thickness δ
0
L and is
not very useful for computations, as in real flames slow reactions taking place in the burnt gases
usually create a long temperature “tail” leading to large values for (δtL) and can over-estimate
the mesh size if all scales are to be solved (the mesh has to be smaller than the flame thickness).
Therefore, for the estimation of the mesh size, (δ0L) is the most appropriate thickness since it
measures temperature gradients.
Figure 2.3: Premixed Flame Thickness.
The thickness (δ0L) requires a-priori computation. Being able to evaluate it before computation
is useful to determine mesh constraints. This can be achieved with correlations. Following
Poinsot and Veynante [86], the flame thickness (δbL) can be estimated by:
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δbL
δsc
= 2
(
λ
Cp
)
b(
λ
Cp
)
u
(2.35)
If a Sutherland law is used for the heat diffusion coefficient (λ ∼ T n, assuming a constant Pr
and Cp) then the above relation can be simplified as follows [86]:
δbL
δsc
= 2
(
Tb
Tu
)0.7
⇔ δbL = 2
Dth
sL
(
Tb
Tu
)0.7
(2.36)
The thickness δbL given by the above equation does not require a flame computation and it is
a fairly good estimation of the flame thickness δ0L as soon as the adiabatic (final) temperature
Tb is known. The adiabatic flame temperature can be easily obtained assuming average Cp or
using any equilibrium code.
Laminar Flame Structure
The structure of a premixed flame can be subdivided into three zones (or layers) in which
different physicochemical processes occur. Figure 2.4 shows a representation of the three layers
of the flame structure. In the first layer, the preheat zone, the unburnt gas is heated up by
thermal diffusion from the reaction zone and no chemical reactions occur. The second zone is
a thin layer called fuel consumption layer or inner layer in which the fuel is consumed and
chain-breaking reactions deplete the combustion radicals. In the third zone, the oxidation layer,
the most exothermic reactions take place and radicals are recombined to form the final product
species. While both the preheat zone and the oxidation layer are of the order of the flame
thickness δsc, the inner layer is substantially thinner (the inner layer thickness lδ is typically of
the order 0.1δsc). In turbulent premixed flames the interaction of the inner layer with turbulent
eddies allows to distinguish the different regimes of turbulent premixed combustion.
Turbulence-Chemistry Interactions
The most important effect of turbulence on premixed combustion is flame wrinkling : The flame
surface is increased due to the turbulent flow field and takes an arbitrary shape, as sketched in
figure 2.2. According to Damko¨hler [18], turbulence, characterised by the turbulence intensity
u′, increases the active flame surface area from A to AT :
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Figure 2.4: Premixed Flame Structure.
AT ∼ A u
′
sL
(2.37)
As a result, the speed of the reaction is enhanced, which is expressed by the increase of the
burning velocity from sL (laminar) to sT (turbulent). Several empirical relations have been
proposed in the literature to relate the laminar and turbulent burning velocities. Most of them
follow that for small turbulence [86]:
sT
sL
≈ 1 + u
′
sL
(2.38)
where u′ is the root mean square of the velocity fluctuations. This approximate expression shows
that premixed combustion is enhanced by turbulent motions. For large values of the velocity
fluctuations, the turbulent flame speed sT becomes roughly independent of the laminar flame
speed sL (sT ≈ u′). By applying this in equation (2.37), we get:
sT
sL
=
AT
A
(2.39)
However, at very high levels of u′, the flame may eventually extinguish. The functional depen-
dence of sT on sL is not always linear, and a sharp drop is observed in high levels of u
′ due
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to flame extinction. There is a considerable scatter between even carefully selected parameters
and the turbulent burning velocity does not only depend on a single turbulent intensity u′ [102].
Equation (2.39) shows that the increase of the turbulent flame speed sT compared to the
laminar flame speed sL is due to the increase of the total flame surface AT , allowing a higher
consumption rate for the same cross section A. The ratio AT/A is a flame wrinkling factor
and corresponds to the ratio of the available flame surface area divided by its projection in the
propagated direction. As the ratio AT/A increases with Reynolds number, the turbulent flame
speed also increases with Re.
The feedback of combustion on turbulence is not simple. On one hand, combustion suppresses
turbulence, due to the decrease in density and the increase of kinematic viscosity in the hot
gases. As a result of this, the Reynolds number may drop significantly over the flame front,
which may lead to re-laminarisation of the flow. On the other hand, the rapid acceleration of
the gas along the flame normal direction may instead increase turbulence levels. Which of the
two effects dominates depends on the flame under investigation, as well as the local conditions
in the near flame region.
Premixed Combustion Regimes
The above basic analysis of the turbulent burning velocity sT , equations (2.37) and (2.39),
is attributed to Damko¨hler [18]. Damko¨hler also postulated the occurrence of two different
regimes of premixed turbulent combustion: large scale and small scale turbulence. This view
has recently been extended and has led to the development of premixed combustion diagrams,
often attributed to Borghi [9]. Premixed diagrams exist in various different versions and the
reader is referred to Poinsot and Veynante [86] for a discussion and further references.
For the discussion of the regime diagram it is useful to define the following quantities based
on the assumption of equal diffusivity and unity Schmidt number (Sc = ν/D = 1). The flame
may be characterised by a typical flame thickness δsc and chemical (flame) time tF as:
δsc =
D
sL
(2.40)
tF =
δsc
sL
=
D
s2L
(2.41)
34 Chapter 2. Physics of Turbulent Reacting Flows
For a turbulent field characterised by the integral scale lI and the turbulence intensity u
′, a
turbulent Reynolds number (assuming Sc = 1) can be defined as:
ReT =
u′l
ν
=
u′l
sLδsc
(2.42)
where the expression already relates turbulence to flame quantities. The relative importance
of flame scales to turbulent scales can further be expressed by the following non-dimensional
quantities. The Damko¨hler number Da represents the ratio of turbulent time tT to chemical
(flame) time tF and reads:
Da =
tT
tF
=
l/u′
δsc/sL
(2.43)
Two Karlovitz numbers can be defined, which express the ratio of flame scales to the Kol-
mogorov scales:
Ka1 =
tF
tη
=
(
δsc
η
)2
=
(
υ
sL
)2
(2.44)
Ka2 =
(
lδ
η
)2
= δ2Ka1 ≈ 0.01Ka1 (2.45)
where δ is the ratio of the inner layer thickness to the flame thickness δ = lδ/δsc ≈ 0.1 and υ is
the Kolmogorov scale velocity. The equality between the ratio of the timescales and the square
ratio of the length scales in equations (2.44) is derived using equations (2.41), (2.21), (2.22)
and the assumption of unity Schmidt number (ν = D) as follows:
tF
tη
=
δsc/sL(
ν

) 1
2
=
δsc/sL
ν
1
2 −
1
2
=
δsc/sL
ν
3
2
ν
−
1
2
=
δsc/sL
1
ν
(
ν3

) 1
2
=
δsc
η2
ν
sL
=
δsc
η2
D
sL
=
(
δsc
η
)2
(2.46)
The premixed combustion diagram, as described by Peters [80], is shown in figure 2.5 and, based
on the comparison of typical length (l/δsc , abscissa) and velocity (u
′/sL, ordinate) scales, allows
to categorise premixed combustion into a number of different regimes of turbulence-chemistry
interaction.
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Figure 2.5: Regime diagram of turbulent combustion. This plot is the typical combustion
regimes diagram according to Peters [80].
• Laminar regime: The laminar regime of premixed combustion is situated in the lower
LHS corner of the diagram and is characterised by a turbulent Reynolds number ReT
of less than unity. Although laminar flames are mostly stable, Lewis number effects
may trigger thermodiffusive instabilities when mass diffusion becomes stronger than heat
diffusion (Le < 1), for example in hydrogen flames [86]. Other instability modes may
exist, but since laminar premixed flames are not in the focus of this work, the reader is
referred to [113] for details.
• Flamelet regime: The regime of wrinkled flamelets is limited by the horizontal line
u′/sL = 1. In this regime, the turbulence intensity is lower than the laminar burning
velocity and turbulence can only wrinkle the flame front slightly while flame propagation
remains dominated by the laminar burning velocity sL. At higher turbulence intensities
u′/sL > 1 the regime of corrugated flamelets can be found. The upper limit of this regime
is the Klimov-Williams criterion Ka1 < 1 [86] and flames in this regime may be strongly
wrinkled by turbulence, which increases the active flame area and enhances the progress
of the chemical reaction. Concurrently, turbulence is not able to enter the flame structure,
which remains locally laminar.
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• Thin reaction zones regime: The thin reaction zones regime is limited by ReT >
1, Ka1 > 1 and Ka2 < 1. In this regime small eddies are able to enter the preheat
zone, but cannot enter the inner flame layer. As a result, mass transport in the preheat
zone is no longer only governed by diffusion, but affected by turbulence as well.
• Broken reaction zones regime: The broken reaction zones regime lies beyond the line
Ka2 = 1. In this regime, turbulent eddies enter the inner flame layer. This interaction
increases the distribution of heat from the inner layer into the preheat zone, which affects
the production of radical species. As a consequence, combustion may no longer be stable
and flame extinction occurs.
Partially-Premixed Combustion
Partially premixed combustion, where both premixed and diffusion flames can be observed, is
found in many industrial combustion devices, e.g., internal combustion engines and gas turbines,
and many other engineering applications. In this regime, parts of the flow field are governed by
finite-rate effects (ignition or extinction) or premixed flame propagation and other parts will
display mixing controlled reactions which are features of diffusion flames.
A typical example of partially premixed flame is the lifted diffusion jet flame as shown on figure
2.6. The stabilization of the flame is ensured by premixed flame propagation while the trailing
edge of the flame is of diffusion type with all merging at the triple point (rich and lean premixed
flames and diffusion trailing edge).
Due to the flammability limits (from rich to lean flammability limits), the premixed flames are
not very large and they consume only a small portion of the fuel. Most of the fuel will bypass
the fuel rich side of the premixed flame and diffuse directly to the reaction zone of the diffusion
flame (along the stoichiometric mixture isoline, fst) to react with the oxidizer there. Therefore,
the length of the diffusion flame is much larger than the length of the premixed flame. In
the analysis of the flame structures, the triple leading flame is often neglected. However, for
the analysis of the lift-off height or the flame stabilization mechanism at the burner rim, it is
necessary to consider the triple flame structure at the leading edge of the flame.
In this chapter the basic principles of fluid mechanics, turbulence and combustion are discussed.
The next chapter focuses on the models employed to solve numerically the governing equations
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Figure 2.6: A schematic of a lifted diffusion flame stabilized by a triple flame [7].
of the reacting flows.
Chapter 3
Modelling of Turbulent Reacting Flows
The physics of turbulent motion can be described exactly by the governing equations discussed
in Chapter 2. However, due to the high non-linearity of these coupled partial differential
equations (pdes), an analytical solution is only possible for simplified cases. A complete solution
of the equations of motion can be achieved by numerical methods. The common approaches
used today can be classified into the following three main categories:
• Direct Numerical Simulation (DNS).
• Reynolds Averaged Navier Stokes Equations (RANS).
• Large Eddy Simulation (LES).
In the first two sections an overview of DNS and RANS will be briefly presented. LES will be
discussed afterwards in detail. Finally, the chapter closes with a summary of the most common
models used to simulate turbulent reactive flows under the LES framework.
3.1 Direct Numerical Simulation (DNS)
In DNS, the governing equations are solved directly, without any modelling effort involved.
This approach is the most accurate of the above-mentioned methods, since the Navier-Stokes
equations represent exactly the turbulent flows. The smallest turbulence scales that need to
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be solved though in the DNS context, correspond to the Kolmogorov scales in equations (2.21)
and (2.22) and lead to a demand for a very high grid resolution and small time steps.
An estimation of the number of grid nodes required for a DNS simulation can be obtained by
the inertial and Kolmogorov length scales (lI and η):
NDNS ∼
(
lI
η
)3
=
l3t ε
3/4
ν9/4
= Re9/4 (3.1)
where Re is the turbulent Reynolds Number which can be assumed to be proportional to the
mean flow Reynolds Number [90, 66], see equation (2.19). When confined flows are investigated,
the wall boundary layer needs to be resolved. A much finer mesh size is required close to the
solid boundaries to capture the steep gradients and laminar sub-layer and this increases the
computational cost of DNS calculations.
Apart from the spatial requirements, the temporal resolution is also of significant importance.
The integration time interval needs to be long enough in order to ensure that the initial condition
effects 1 are removed and accurate statistics are obtained. The minimum time required for the
start-up effects to be removed follows [90]:
∆τini ∼ O
(
lI
U
)
(3.2)
At the same time, the time step must be small enough to resolve the smallest temporal scales.
A characteristic number which relates the time step to the local flow field velocity and length
scales is the Courant Number, which is defined as:
CFL =
uI∆t
∆x
(3.3)
With regard to linear stability analysis, for explicit schemes the Courant Number usually has
to be limited. According to the Courant-Friedrich-Levy (CFL) condition, the Courant Num-
ber must not exceed unity. This stability condition defines the required time step to resolve
1For a turbulence of a finite turbulent Mach number, there is a finite rate of compressibility, corresponding
to finite non-zero density and temperature fluctuations. These fluctuations are, to lowest order, specified by the
incompressible field. The initial condition effects correspond to thermodynamic quantities employed in DNS of
compressible turbulence that are started using incompressible fluctuating velocity fields.[86, 90]
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convection-dominated problems. Since the mesh size is of the same order of magnitude as the
Kolmogorov scale (∆x ∼ η) and ∆t is the temporal discretization, the number of time steps
required to advance the solution over an interval of the simulation ∆τ is [66]:
Nsteps =
∆τ
∆t
∼
lI
uI
∆x
uI
∼ Re3/4 ⇒ CPUtime = NstepsNDNS ∼ Re3 (3.4)
Moreover, a DNS of a reacting flow must deal with the scales of structure in a reaction zone
which are normally smaller than the turbulent scales. The accurate description of the flow
provided through DNS makes it an invaluable research tool for fundamental studies and model
development.
However, since todays computational power is not adequate enough to fulfil the computational
requirements for realistic configurations (Re > 10000), DNS is limited to low Reynolds numbers
and is mostly used as a research tool, whereas its use in industrial applications and flows with
high Reynolds numbers is restricted due to the increased CPU requirements. DNS on reactive
flows has been performed on a limited number of academic problems due to the associated
prohibitive costs. Some examples are the temporally evolving non-premixed plane jet flames
and turbulent non-premixed CO/H2 flames [91]. Therefore, a computationally cheaper solution
method with acceptable results is needed.
3.2 Reynolds Averaged Navier Stokes (RANS)
RANS is the oldest technique and makes use of the statistical properties of turbulence. RANS
approaches have been extensively used to simulate flows in industrial devices. In RANS models,
equations are solved only for the mean fields, the turbulent motions are not captured directly.
The instantaneous value of every variable may be decomposed into a mean and a fluctuating
component. The temporal average value of a variable f is defined as:
f(xi) = lim
T→∞
1
T
∫ T
0
f(xi, t)dt (3.5)
The fluctuation f ′ is obtained by subtracting the mean of the scalar f from its instantaneous
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value f . Concurrently, the mean value of the fluctuation is null.
f ′(xi, t) = f(xi, t)− f(xi) (3.6)
If the Reynolds Averaging is applied to the governing equations for mass, momentum and
mixture fraction, the equations in Table 3.1 appear [48]:
Table 3.1: Reynolds Averaged Fluid Flow Equations
Description Equation
Continuity ∂ρ
∂t +
∂(ρui)
∂xi
= 0
Navier Stokes ∂ρui
∂t +
∂(ρuiuj)
∂xj
=
∂τij
∂xj
+ ρgi
Mixture Fraction ∂(ρf)
∂t +
∂(ρujf)
∂xi
= ∂∂xi
(
ρDf
∂f
∂xi
)
Reynolds averaged equations include unknown averages of products of fluctuating quantities,
e.g. the Reynolds stresses (u′iu
′
j) and therefore correlations of density, velocity and mixture
fraction which emerge from the non-linear convection terms need to be modelled. A transport
equation for these correlations can be formulated but the new equations feature further unknown
terms (any transport equation for an unclosed term leads to further unclosed terms and a vicious
circle known as the Closure Problem of Turbulence). For the closure of this system of equations
the following main approaches have been proposed [66]:
• Algebraic Closure Models.
• One-Equation Closure Models.
• Two-Equation Closure Models.
• Reynolds Stress Models.
If algebraic models are used , no additional balance equation is required and algebraic expres-
sions are proposed in order to link the unknown quantities, such as the Prandtls mixing length
model [66]:
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µt = ρL
2
m
∣∣∣∣∂u∂y
∣∣∣∣ (3.7)
The Prandtl mixing length relates the eddy viscosity µt to the local mean velocity gradient
through the mixing length Lm. The mixing length represents the length that a fluid parcel will
travel while conserving its properties before mixing with the surrounding fluid.
In One-Equation models, a balance equation for the turbulent kinetic energy (kt) is incorpo-
rated. When Two-Equation models are employed, transport equations for the turbulent kinetic
energy kt and its dissipation rate ε are often solved. The k − ε model of Jones and Launder
[39] is probably the most widely used turbulence model in industrial applications. Despite its
age and the known limitations (performs poorly for complex flows involving severe pressure
gradients), it is still widely used as it is easy to implement and is computationally cheap. Fi-
nally, in order to provide a more detailed description of turbulence, Reynolds stress models have
been proposed [90, 50], in which transport equations for each component of the Reynolds stress
tensor (u′iu
′
j) are solved. The additional equations for the Reynolds stress involve new closure
problems that increase the complexity of the methodology and the computational requirements
[54]. These models are able to represent anisotropic turbulence and they have been successfully
used for swirled flows. However, their convergence properties are not as good as those of most
two equation models [48].
Since RANS aims to solve equations only for the mean fields and uses simple models for tur-
bulence, relatively coarse computational grids can be afforded and computationally cheap cal-
culations of turbulence with well-established models can be achieved. However, in RANS
simulations, strong parameter dependencies are observed [102, 66] and only experienced users
can prepare the simulations and interpret the results. Additionally, RANS simulations can not
always provide accurate enough results and they face limitations when applied in unsteady
flows. In the context of reacting flows, several RANS approaches have been proposed, like the
RANS-EBU or the RANS-BML model. However, all of them face the restrictions of the RANS
approach discussed above. Therefore, a more accurate but not as CPU demanding as the DNS
procedure must be proposed.
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3.3 Large Eddy Simulation (LES)
The resolution of all length and time scales with DNS is very costly and increases as the
Reynolds number gets higher, as shown in equation (3.4). On the other hand, RANS only
provides information about the averaged quantities. A compromise between those two methods
is the Large Eddy Simulation (LES) method. In LES, the influence of the small scale motions is
removed from the equations of motion by a filtering operation and models are used to account
for the influence of these motions. In other words, LES involves the direct three-dimensional,
time dependent computation of the large scale turbulent motions responsible for large-scale
turbulent transport, while those with scales smaller than the filter width, are represented by
a sub-grid scale model. Since turbulence is (almost) isotropic within the small scales, even
simple models work well here [48]. As a result, the model is advantageous in the majority
of practical industrial applications involving turbulent combustion. In inert high Reynolds
number turbulent flows away from walls, the fine scale motions are not rate controlling (their
main role is to dissipate energy) and as a result LES is likely to be relatively insensitive to
modelling assumptions compared to conventional RANS type methods [66]. The sub-grid scale
model to represent turbulent transport arising from sub-grid turbulent motions (eddies) can
thus be much simpler. Simple gradient-type models (which assume isotropy of the small scales)
are usually sufficient to represent the sub-grid stresses and the sub-grid fluxes.
3.3.1 Filtering
Filtering is defined as the convolution of an arbitrary function f(x, t) with a spatial filter
function G (x− x′; ∆(x)). In LES a spatial filter (∆ denotes the filter width) is applied to the
Navier Stokes equations, resulting to a distinction between the large (greater than the filter size)
and small high frequency scales. By applying the low pass filter over the equations described
in the previous chapter, all the finer fluctuations are removed, so that the governing equations
only describe the space-averaged fields. The filtering operation over a domain Ω is defined as:
f(x, t) =
∫
Ω
G (x− x′; ∆(x)) f(x′, t)dx′ (3.8)
In most (but not all) LES, ∆ = h where h is the mesh resolution. This type of filtering is called
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implicit filtering. Alternatively, in explicit filtering the filter width is independent of the mesh
and results can be compared more accurately between different mesh spacings. However, it is
usually more computationally expensive compared to implicit filtering and not cost-effective.
In this work, implicit filtering is used for all LES applications. The filter function has a
characteristic width ∆ (the filter width), which may in general vary with position (∆ = ∆(x))
and is commonly taken as:
∆ = (∆x∆y∆z)
1/3 (3.9)
where ∆x, ∆y and ∆z are the mesh spacings in the three coordinate directions. The filtering
operation (3.8) commutes with spatial differentiation if the filter width varies smoothly with
position [23]. While various distributions have been proposed in the literature as filter functions,
in the present work a box or “top-hat” filter is applied, fitting naturally into the formalism of the
finite volume method (FVM) used to discretize the governing equations. This filter is defined
by the following equation [48]:
G (x− x′; ∆(x)) =

∏3
j=1
1
∆j
, if
∣∣x− x′j∣∣ ≤ ∆j2 ,
0, if
∣∣x− x′j∣∣ ≥ ∆j2 . (3.10)
where
∏3
j=1
1
∆j
corresponds to the inverse volume of the CFD cell. This filter corresponds to
volume averaging of the cell. Based on the above, as the filter width tends to zero, the LES
solutions approaches the DNS limit (unlike explicit filtering).
Similarly to the Reynolds decomposition approach, the instantaneous value of the flow variable
can be written as:
f = f + f ′ ↔ f ′ = f − f (3.11)
where f is the spatially filtered value and f ′ is the sub-grid contribution. However, unlike
RANS, this decomposition is not particularly useful, as for example, ff ′ 6= 0
Favre Filtering
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In density varying flows, it is common to use Favre filtering. Favre filtering of a scalar f results
in f˜ as follows:
f˜ =
ρf
ρ
⇔ ρf = ρf˜ (3.12)
Since conventional filter commutes with spatial derivatives and if density fluctuations are small,
then the Favre filter also commutes [66, 102].
∂˜f
∂xi
=
∂f˜
∂xi
(3.13)
3.3.2 Filtered Navier Stokes Equations
To obtain the LES equations, the governing equations presented in Chapter 2 must be filtered.
The following sections describe the derivation of the filtered Navier Stokes Equations.
Filtered Continuity Equation
Filtering the continuity equation (2.1) and applying the Favre filtering relation (3.12) leads to:
∂ρ
∂t
+
∂(ρuj)
∂xj
= 0⇔ ∂ρ
∂t
+
∂(ρu˜j)
∂xj
= 0 (3.14)
Inspection of equation (3.14) and comparison with the unfiltered equation (2.1) shows that
filtering does not introduce any extra terms to the continuity equation, but only replaces the
unfiltered quantities by their filtered equivalents.
Filtered Momentum Equation
Following a similar procedure for equation (2.4), the filtered momentum equation is written as:
∂(ρui)
∂t
+
∂(ρuiuj)
∂xj
= − ∂p
∂xj
+
∂
∂xj
[
µ
(
∂uj
∂xi
+
∂ui
∂xj
− 2
3
∂uk
∂xk
δij
)]
+ ρgi (3.15)
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Using the Favre-filter relation and assuming that the sub-grid fluctuations of the molecular
viscosity are negligible, we obtain:
∂(ρu˜i)
∂t
+
∂(ρu˜iuj)
∂xj
= − ∂p
∂xi
+
∂
∂xj
[
µ
(
∂uj
∂xi
+
∂ui
∂xj
− 2
3
∂uk
∂xk
δij
)]
+ ρgi (3.16)
Inspection of equation (3.16) and comparison to the unfiltered equation (2.4) reveals that all
terms can be rewritten as a function of filtered quantities, the exception being the non-linear
convection term. Similar to temporal averaging in RANS modelling, LES filtering results in an
unknown contribution, the so-called sub-grid stress tensor τ sgsij :
ρu˜iuj = ρu˜iu˜j + τ
sgs
ij (3.17)
Substitution of the sub-grid stress tensor equation to the Favre filtered LES momentum equation
yields 2:
∂(ρu˜i)
∂t
+
∂(ρu˜iu˜j)
∂xj
= − ∂p
∂xi
+
∂
∂xj
[
µ
(
∂u˜j
∂xi
+
∂u˜i
∂xj
− 2
3
∂u˜k
∂xk
δij
)
− τ sgsij
]
+ ρgi (3.18)
Filtered Passive Scalar Equation
Following a similar procedure, the filtered equation for a passive scalar (mixture fraction used
as an example) is:
∂(ρf)
∂t
+
∂(ρuif)
∂xi
=
∂
∂xi
(
ρDf
∂f
∂xi
)
(3.19)
where Df denotes the molecular diffusivity. It should be noted that the above is valid for any
scalar. Using Favre Filtering, we get:
∂(ρf˜)
∂t
+
∂(ρu˜if)
∂xi
=
∂
∂xi
(
ρ
˜
Df
∂f
∂xi
)
(3.20)
2Favre filtered quantities appear since µ∇φ = ρν∇φ
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Since the diffusivity Df can be re-written by means of a contstant Schmidt number as Df =
ν/Sc, (see equation (2.15)), and the molecular viscosity ν is negligible in high Reynolds numbers
flow, the filtered diffusion term may be approximated by the product of the Favre-filtered
quantities:
ρDf
∂f
∂xj
≈ ρD˜f ∂f˜
∂xj
≈ ρDf ∂f˜
∂xj
(3.21)
This approximation is further justified by the fact that the molecular viscosity only varies
moderately in reacting flows.
Again, the unknown term u˜if is decomposed as follows:
u˜if = u˜if˜ + J
sgs (3.22)
where the fine structure contribution Jsgs denotes the flux due to unresolved turbulent motion.
Using the above equations, the filtered mixture fraction equation becomes:
∂(ρf˜)
∂t
+
∂(ρu˜if˜)
∂xi
=
∂
∂xi
(
ρDf
∂f˜
∂xi
− ρJsgs
)
(3.23)
Table 3.2: Favre Filtered Conservation LES Equations
Description Equation
Continuity ∂ρ
∂t
+
∂(ρu˜j)
∂xj
= 0
Navier Stokes ∂(ρu˜i)
∂t
+
∂(ρu˜iu˜j)
∂xj
= − ∂p
∂xi
+ ∂
∂xj
[
µ
(
∂uj
∂xi
+ ∂ui
∂xj
− 2
3
∂uk
∂xk
δij
)
− τ sgsij
]
+ ρgi
Mixture Fraction ∂(ρf˜)
∂t
+ ∂(ρu˜if˜)
∂xi
= ∂
∂xi
(
ρDf
∂f˜
∂xi
− ρJsgs
)
Table 3.2 summarises the filtered governing equations for mass, momentum and mixture frac-
tion. They represent a set of coupled differential equations that describe the large scale features
of turbulent reacting flows. Apart from the additional sub-grid terms (Jsgs and τ sgsij ) these equa-
tions resemble the equations for the unfiltered quantities. The filtered equations may be solved
by the same procedure as the original equations with two additional sub-grid terms added.
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3.3.3 Sub-Grid Stress Modelling
The Navier Stokes LES filtered equations are unclosed and modelling is required for the un-
known sub-grid stress tensor τ sgsij . Unline RANS, the sub-grid stresses in LES are expected
to be small, if the filter width is chosen in such a manner that most of the energy containing
spectrum is resolved [90].
Model Overview
Several approaches to model the sub-grid stresses have been proposed in the literature, see for
example [98, 6, 14, 22, 56, 119]. The focus of this work is not on developing sub-grid models
and only the most common models/methods are listed.
A common approach to achieve closure for τ sgsij is based on the so-called Boussinesq approxima-
tion or eddy viscosity model. The basic concept of LES relies on the assumption of universal,
isotropic structures at the smallest scales of turbulence. At these scales, turbulent energy is
dissipated by viscous stresses. Eddy viscosity approaches represent sub-grid effects by a viscous
action and model the sub-grid stress tensor as an additional turbulent (or eddy) viscosity. Eddy
viscosity models are widely used due to their simplicity and stabilising numerical properties.
However, they may be over-dissipative and since they only remove energy from the grid scales,
they are not able to describe a possible reverse energy transfer from the sub-grid to the resolved
scales (backscatter)[102].
The Smagorinsky Model
The most common approaches are based on that of Smagorinsky [57, 86], and are similar
to the Eddy-Viscosity Models [39] used in RANS simulations. The Smagorinsky model used
in the present work is based on the eddy viscosity approach, which represents the sub-grid
contribution by adding a sub-grid scale or turbulent viscosity µsgs to the molecular viscosity µ.
This corresponds to closing τ sgsij using the following model:
τ sgsij −
1
3
τkkδij = µsgs
(
∂u˜i
∂xj
+
∂u˜j
∂xi
− 2
3
∂u˜k
∂xk
δij
)
(3.24)
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Substituting the above equation in the Navier Stokes Favre filtered equation, we get:
∂(ρu˜i)
∂t
+
∂(ρu˜iuj)
∂xj
= −∂P
∂xi
+
∂
∂xj
[
(µ+ µsgs)
(
∂u˜j
∂xi
+
∂u˜i
∂xj
)]
+ ρgi (3.25)
where (for low Mach number flows) the unknown trace of the sub-grid tensor was associated
with the filtered pressure p by introducing the pressure parameter P :
P = p− 1
3
ρτ sgskk (3.26)
For the sub-grid scale viscosity, the Smagorinsky model gives:
µsgs = ρ(Cs∆
2)||S˜ij|| (3.27)
where:
• ||S˜ij|| =
√
2S˜ijS˜ij is the Frobenius norm of the filtered strain tensor.
• S˜ij = 0.5
(
∂u˜i
∂xj
+
∂u˜j
∂xi
)
is the filtered strain tensor.
• Cs is the Smagorinsky constant that needs to be specified.
Several researchers have proposed different values for the Smagorinsky constant [66, 21, 16, 82,
57, 48]. The constant typically varies between 0.05 and 0.2, but higher values have also been
reported [102].
Since the constant is depending on the location in the flow, a global constant may not reproduce
the correct sub-grid contribution at all locations correctly. To overcome the selection of a single
Smagorinsky constant, dynamic models have been proposed in the past. These dynamic models
for the Smagorinsky constant have been developed by Lilly [57] and Piomelli and Liu [81].
Dynamic Sub-Grid Modelling
The dynamic modelling approach addresses a disadvantage inherent in eddy viscosity modelling:
Most eddy viscosity models include at least one parameter to control the amount of energy to be
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removed from the resolved scales. This parameter is strongly problem-dependent and requires
adjustment for every simulated configuration, as well as for each location within a single flow
problem.
The dynamic or Germano procedure uses the scale similarity hypothesis to extract information
from the smallest resolved scales by test-filtering, which is then used to calculate the model
parameter. The main idea behind dynamic sub-grid modelling is to assume scale invariance of
the parameter Cs. A test filter can then be applied to the residual stress. The test filter is
larger than the filter width (∆ˆ > ∆) and can be taken as a volume average of the neighbouring
cells for example. Applying a test filter on the residual stresses τ sgsij and defining a test filtered
stress tensor tsgsij , the following expressions are obtained:
τ sgsij −
1
3
τ sgskk δij = −2(Cs∆2)
(
∂u˜i
∂xj
+
∂u˜j
∂xi
− 1
3
∂u˜k
∂xk
δij
) ∣∣∣∣∣∣∣∣∂u˜i∂xj + ∂u˜j∂xi
∣∣∣∣∣∣∣∣ = −C2sβij (3.28)
tsgsij −
1
3
tsgskk δij = −2(Cs∆ˆ2)
(
̂∂u˜i
∂xj
+
∂u˜j
∂xi
− 1
3
∂̂u˜k
∂xk
δij
)∣∣∣∣∣
∣∣∣∣∣ ̂∂u˜i∂xj + ∂u˜j∂xi
∣∣∣∣∣
∣∣∣∣∣ = −C2sαij (3.29)
A residual Leonard stress tensor Lαij = Lαij − δij3 Lkk = tsgsij − τ sgsij can be defined as:
Lαij −
δij
3
Lkk = Ĉ2sβij − C2sαij (3.30)
where Lαij is the deviatoric part of the Leonard Stress tensor. Piomelli and Liu [81] minimize
the sum of the squares of the residual locally with the following contraction:
C2s (x, t) = −
(
Lαij − Ĉ2∗s βij
)
αij
αmnαmn
(3.31)
Here C2∗s is a value taken from the previous timestep of the calculation. The parameters αij
and βij only depend on supra-grid scales and can be evaluated directly.
The major advantage of the dynamic modelling approach is the disappearance of any adjustable
model constants for the sub-grid momentum flux. Unfortunately, the procedure may lead to
numerical instabilities, which stem from very large or even negative numbers for the abovemen-
3.3. Large Eddy Simulation (LES) 51
tioned parameter. In order to avoid these under and over-shoots, the constant can be limited
to a lower value of zero and an upper value:
C2s = max
(
min(C2s , 0.15), 0
)
(3.32)
3.3.4 Passive Scalar Fluxes
For the LES of turbulent combustion at least one transport equation for a scalar quantity needs
to be solved. The present section describes the filtering process of the scalar equation for the
example of the mixture fraction f .
In the filtered mixture fraction equation (3.23), the unknown term Jsgs must be modelled.
Assuming that turbulence contributes to mixing like additional diffusion, Jsgs is approximated
with an eddy diffusivity approach. With this approach, the structure of the transport equation
for the mixture fraction remains similar to the non-filtered form. As a result, Jsgs is modelled
by applying the “turbulent diffusivity” Dsgs combined with the gradient of the filtered mixture
fraction ∂f˜/∂xj:
Jsgs = −Dsgs ∂f˜
∂xj
(3.33)
Therefore, the right hand of the mixture fracture equation (3.23) reads:
∂
∂xi
(
ρ
(
D˜f +Dsgs
) ∂f˜
∂xi
)
(3.34)
The diffusion coefficients D˜f and Df,sgs are proportional to the viscosities ν˜ and νsgs (molecular
viscosity and turbulent viscosity respectively) and are only scaled by the Schmidt number.
Sc =
ν
Df
≈ ν˜
D˜f
and Scsgs =
νsgs
Dsgs
(3.35)
Therefore, the final form of the filtered mixture fraction equation is obtained:
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∂ρf˜
∂t
+
∂ρu˜if˜
∂xi
=
∂
∂xi
(
ρ
(
ν˜
Sc
+
νsgs
Scsgs
)
∂f˜
∂xi
)
(3.36)
A wide range of turbulent Schmidt numbers have been reported for the turbulent case. Pitsch
and Steiner [85] have determined a value of approximately 0.45, while Forkel [30] suggests
using a value of approximately 0.7. Kempf [48] uses values up to 1.0. In this work, the
turbulent Schmidt number is assigned the value 0.7, according to several studies with similar
configurations [43, 45].
3.4 LES Turbulent Combustion Models
In this section, closure methods for the filtered scalar equations are explained and basic concepts
to describe the flame structure in the context of LES are given. Since the presented models differ
in their generality, an attempt is made to sort them into typical premixed and non-premixed
models, as well as models suitable for the general case of partially-premixed combustion. It is,
however, pointed out that the presented classification of combustion models is equivocal, since
some of the models may in theory be suitable for various combustion modes, but have mostly
been applied to one special case in practice. For a more detailed description and a complete
analysis of all the discussed methods, the reader is referred to [83, 86]. A summary of the
discussed models with the advantages and disadvantages of each one is given in table 3.3.
3.4.1 LES of Turbulent Non-Premixed Flames
Introduction
In non-premixed combustion, chemical reactions occur due to the diffusive molecular mixing
between them. In most cases, the chemistry is fast enough and a reaction layer is formed
at approximately stoichiometric conditions. In this thin reaction layer, fuel and oxygen are
consumed and the products of reaction are formed. In most industrial applications, combustion
is typically controlled by the rate of molecular and turbulent mixing. In some cases, chemical
time scale is comparable to the timescale of turbulence. Then, the chemistry becomes important
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and local flame extinction might occur. Also, the chemistry of pollutant formation is often
governed by slow chemical reactions.
In RANS modeling, it has long been realized that the direct closure of the mean chemical source
term in the averaged species transport equations can hardly be accomplished, and conserved
scalar methods have been used in many applications. The rate of mixing of fuel and oxidizer can
be described by a nonreactive scalar, the mixture fraction. The mixture fraction is a conserved
scalar, independent of the chemistry, and represents a measure of the local equivalence ratio.
This leads to the so-called conserved scalar approach, which forms the basis for most of the
combustion models for non-premixed turbulent combustion. For example, in infinitely fast
chemistry, all species mass fractions and the temperature are a function of mixture fraction
only.
Despite the fact that non-premixed combustion models differ conceptually, most of them need
a model for the scalar dissipation rate. The dissipation rate of the mixture fraction is a fun-
damental parameter in non-premixed combustion and determines the filtered reaction rates, if
combustion is mixing controlled. The Non-Premixed LES combustion models essentially pro-
vide state relationships for the reactive scalar as functions of the scalar dissipation rate. High
rates of dissipation can also lead to local or global flame extinction. In LES models, it is as-
sumed that the scalar variance production appearing in the subfilter variance equation equals
the dissipation rate, leading to an algebraic model for the turbulent dissipation rate χ˜:
χ˜ = 2(Cs∆
2)||S˜ij||(∇f˜)2 (3.37)
where an eddy diffusivity model was used for the subfilter scalar flux in the production term
[83].
Steady and Unsteady Flamelet Models
The basic assumption of the flamelet models for non-premixed combustion is that the chemical
time-scales are short enough and reactions occur in a thin layer around stoichiometric mixture
on a scale smaller than the smallest turbulent scales. The consequences of this assumption is
that the reaction zone remains laminar and that the diffusive transport occurs essentially in the
direction normal to the stoichiometric mixture. Therefore, the scalar transport equation can
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be transformed to a system where the mixture fraction is an independent coordinate, leading
to the flamelet equation[48, 83]:
∂Yk
∂t
= ρ
χ
2
∂2Yk
∂f 2
+ ω˙k (3.38)
If the structure is assumed to be in steady state, the time derivative in equation (3.38) can be
neglected and the solution becomes a function of the scalar dissipation rate and the boundary
conditions and can be precomputed and tabulated in terms of these quantities. This steady
flamelet model approach is often used in LES because of its simplicity and improvements
over fast chemistry assumptions. However, the steady state assumption does not hold if slow
chemical of physical processes have to be considered. Therefore, if the structure is not assumed
to be in steady state, then the time derivative of equation (3.38) cannot be neglected. Pitsch
[83] has a detailed description for the Unsteady Flamelet model which lies beyond the scope of
this work. He concludes that the results are promising, but the model is difficult to apply in
simulations of complex flow fields.
Flamelet/Progress Variable (FPV) Models
The Flamelet/Progress variable (FPV) model for LES uses a steady-state flamelet library [83].
But instead of using the scalar dissipation rate as a parameter in the flamelet library, the
reaction progress variable is used instead. A transport equation is solved for the filtered reaction
progress variable, see equation (2.34). The filtered chemical source term in this transport
equation is closed using the abovementioned flamelet library and a presumed joint PDF of the
mixture fraction and the selected progress variable.
This different way of parameterizing the flamelet library has the advantage that it can poten-
tially give a better description of local extinction, re-ignition and flame lift-off phenomena. The
biggest challenge of using the reaction progress variable is that in order to close the model, the
joint PDF of mixture fraction and the selected progress variable needs to be provided. This
was identified as an important parameter for the accuracy of the results [83].
Conditional Moment Closure (CMC) Model
In the Conditional Moment Closure (CMC) model [33, 100], originally proposed in the RANS
context, transport equations are derived for mixture fraction-conditioned averages of the reac-
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tive scalars. The conditional averages depend on time, spatial dimensions and mixture fraction.
The mixture fraction conditioning greatly simplifies the modelling of the average chemical source
term, but makes it difficult to solve these equations in the LES context.
The basic idea of the CMC modelling is to derive, close and solve exact balance equations
for conditional species mass fractions Q = ˜Yk|f = η, corresponding to the mean value of mass
fraction Yk for a given value of the mixture fraction f = η [33, 5]. The filtered species mass
fraction are then given by:
ρY˜k =
∫ 1
0
〈˜Yk|f = η〉P (η)dη (3.39)
This formalism requires:
• balance equations for all conditional mass fractions Q. These equations also contain sec-
ond order derivatives in the f -space and, accordingly, require a sufficiently large number
of conditioning values η to be estimated with sufficient precision.
• a description of the filtered probability density function, P (η), generally in the form of
the β-PDF.
This approach is generally attractive, however, in the case of large extinction or premixed flames,
the number of conditional variables has to be increased, leading to very high computational
costs.
Linear Eddy Model (LEM)
The Linear Eddy Model (LEM) is based on a one-dimensional stochastic description of turbu-
lence stirring and diffusion. In an LES framework, it is used to represent unresolved mixing
occuring at the sub-grid scale level and composed of two stages: turbulent stirring mechanisms
and molecular diffusion and chemical processes [14].
The advantage of the model is that it provides a direct estimation of filtered mass fraction
and temperature without transport equations for these quantities. Nevertheless, mass fractions
and temperature transports between adjacent cells have to be explicitly described. Addition-
ally, one-dimensional calculation is required in each computational cell, leading to a heavy
computational load [86].
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LEM was successful to simulate turbulent mixing and non-premixed combustion. There have
also been some attempts to apply the model to turbulent premixed combustion, but specific
difficulties arise. For example, viscous dissipation and flame front curvatures play an important
role in flame–turbulence interactions, properties which are not accounted for in LEM formula-
tion [86].
3.4.2 LES of Turbulent Premixed Flames
Introduction
Premixed turbulent combustion in industrial applications often occurs in thin flame fronts, see
figure 2.5. The propagation of these fronts, and hence also the heat release, is governed by the
interaction of transport and chemistry within the front. In large eddy simulations of premixed
flames, the thickness δ0L of a premixed flame is generally much smaller than the LES mesh size
∆ as plotted in figure 3.1 and the progress variable, c, cannot be resolved in the computation.
The most important contribution to the reaction rate occurs at the subgrid scale level.
Figure 3.1: Comparison between premixed flame thickness δ0L and LES mesh size ∆x. The
flame front separates fresh gases (progress variable c = 0) from burnt gases (c = 1). [86].
To overcome this difficulty, the following main approaches have been proposed: artificially
thickened flame [52, 86], use of a flame front tracking technique (G-equation) [84, 34], the
application of Flame Surface Density (FSD) models [86, 58, 73, 34], the application of the
Flamelet Generated Manifold (FGM) method [110, 52] and the Presumed Conditional Moment-
FPI method [36].
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Flame Surface Density (FSD) Models
In premixed turbulent combustion, the reaction progress variable is often used as a representa-
tive reactive scalar. A filtered form of the transport equation of the reaction progress variable
can be derived easily. This equation contains three unclosed terms: the subfilter scalar flux
term, the filtered molecular transport, and the filtered chemical source term.
The idea of the Flame-Surface Density (FSD) model is that the volumetric consumption rate of
the unburned gases is essentially given by the product of the flame surface, hereafter Σ, and the
flame propagation speed [34]. Therefore, the filtered molecular transport and chemical source
terms are jointly modelled as a propagation term proportional to the subfilter flame surface
density (FSD), which expresses the flame surface per unit volume (w ∝ Σ).
The subfilter scalar flux is often modelled using gradient transport models. However, for pre-
mixed turbulent combustion, in many experiments and DNS results, especially for weak tur-
bulence, the heat release causes so-called counter-gradient diffusion. Therefore, the typical
gradient transport models are generally not applicable [83]. In the LES context, subfilter scalar
flux models for the reaction progress variable that address this issue have been proposed [34].
G-Equation Model
In this model, the flame-front position is represented with a constant value of the function G.
The value of G˜ away from the front is arbitrary within some limits, but is typically chosen to
be a signed distance function (or a level-set) so that G = 0 at the flame front, G˜ < 0 in the
unburned mixture, and G˜ > 0 in the burned gases. The surface represented by the level set
function can be chosen to be a surface of constant temperature, reaction progress variable, or
other similar quantity. In this way, the flame front is described as a propagating surface and the
resolved G˜ does not need to follow the progress variable gradients. The G-equation is written
as:
∂ρG˜
∂t
+
∂ρu˜iG˜
∂xi
= ρ0sT |∇G| (3.40)
The above equation has two unclosed terms, a flame front conditioned filtered velocity (second
term of LHS) and a flame front propagation term (RHS). The methods followed for the closure
of these terms lie outside the scope of this work and the reader is referred to [83]. One modelling
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difficulty of the G Equation model is that the flame is only represented by a surface. Even in
the thin reaction zones regime, the flame is broadened by turbulence. This becomes somehow
less important though if the flame is entirely on the subfilter scale [83].
Artificially Thickened Flame (ATF) Model
The Artificially Thickened Flames Model aims to propagate a premixed flame on a coarse grid
[17, 52, 111]. The basic concept of the flame thickening is to “thicken” the flame by a factor F
so that it is resolvable on an LES grid while keeping the laminar flame speed unchanged. This
is achieved by increasing the molecular and thermal diffusivity by F and decreasing the mean
reaction rate by the same amount.
According to Colin et al. [17], this method has the advantage that from a numerical point
of view, the chemical reaction is described as in a direct numerical simulation on the LES
computational grid. The actual flame is just replaced by a thicker laminar flame without
filtering. But even though the thickened flame allows the propagation of the flame on a coarse
grid, it also reduces the flame response to the smaller turbulent structures and the flow field
wrinkling of the flame. Therefore, an ad-hoc efficiency coefficient factor (efficiency function) is
added to include flame wrinkling.
Another drawback of this method is that the increased thermal and molecular diffusivities can
severely affect the mixing process in the whole domain. To avoid this, a flame sensor is added
to limit the thickening close to the flame.
Flamelet Generated Manifold (FGM) Model
The Flamelet Generated Manifold (FGM)[110, 83] is an extension of Intrinsic Low-Dimensional
Manifold (ILDM) method, which is based on a timescale analysis of the chemical reaction rates
[110]. The chemical processes, corresponding to the fastest timescales are assumed to be in
steady-state and the chemical composition of the mixture is restricted to a lower dimensional
part of the complete composition space, the manifold. In the FGM approach, those steady
state assumptions are not only based on chemical assumptions but also on transport processes.
Since the major part of the convection and diffusion processes are included in the FGM, the
method is more accurate in the low temperature region of a premixed flame than methods
based on the local chemical equilibrium. However, this comes at the expense of generality,
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as the FGM method is developed for premixed flames only, whereas ILDM can be applied to
non-premixed flames as well.
The Presumed Conditional Moment -FPI (PCM-FPI) Model
The presumed conditional moment-FPI (PCM-FPI) combines presumed PDF and chemistry
tabulated from prototype combustion problems [36, 55]. When turbulent premixed combustion
is considered, look-up tables of filtered terms associated with chemistry are built from laminar
premixed flamelets.
The objective of the FPI tabulation technique is to reduce the cost of reactive flow computations
with large chemical kinetic mechanisms by building databases of relevant quantities based on
detailed simulations of simple flames. All relevant chemical parameters such as species mass
fractions or reaction rates are then related to a single variable (the progress variable).
Regimes in Premixed Combustion LES
Regime diagrams are commonly used to characterize turbulence/flame interactions in premixed
turbulent combustion. The typical premixed combustion diagram (see Figure 2.5) was proposed
by Peters [80]. Based on this diagram, a categorization of premixed combustion into a number
of different regimes of turbulence-chemistry interaction is possible, based on the comparison of
typical length (l/δsc , abscissa) and velocity (u
′/sL, ordinate) scales.
The above mentioned parameters are physical quantities, independent of the turbulence and
combustion models used. A similar diagram could be constructed for LES using the filter
size ∆ as the length scale and the subfilter velocity fluctuation as the velocity scale. Such a
representation introduces both physical and modeling parameters into the diagram. A change in
the filter size, however, also leads to a change in the subfilter velocity fluctuation. This implies
that the effect of the filter size, which is a numerical or model parameter, cannot be studied
independently. In response to this issue, an LES regime diagram for characterizing subfilter
turbulence/flame interactions in premixed turbulent combustion was proposed by Pitsch [83].
This diagram is shown in 3.2.
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Figure 3.2: Revised Regime diagram of turbulent combustion, according to Peters [80], Poinsot
and Veynante [86], Pitsch [83].
3.4.3 Summary of Turbulent Reacting Flow Models
Table 3.3 shows a summary of the methods discussed above for LES modelling of turbulent
reacting flows. It is not an extensive review of the models and for more information the reader
is referred to [86, 83]. The first four models of the table are more suitable for non-premixed
turbulent combustion, whereas the remaining models are used in premixed flames. A significant
disadvantage of all the models described in this section is that they are relatively simple models,
targeted for a specific type of flame (either premixed or non-premixed). However, some of the
models may in theory be suitable for various combustion modes, but have mostly been applied
to one special case in practice. This disadvantage is addressed by the LES-PDF model, which
in this work is applied to all combustion regimes without any special treatment for each case.
The specifics of the LES-PDF model are discussed in detail in Chapter 4.
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Table 3.3: Summary of LES combustion models
Model Advantage Disadvantage
Flamelet
Models
Simple model, improvement over fast
chemistry assumptions.
The steady state assumption does not
hold if slow chemical or physical pro-
cesses are considered.
FPV
Model
Potentially gives a better description of
local extinction, re-ignition and flame
list-off phenomena.
In order to close the model, the joint
PDF of mixture fraction and the se-
lected progress variable needs to be
provided.
CMC
Model
Gives a less constrictive closure for
the chemical source terms compared to
flamelet models as it does not rely on
the flame being thin.
The balance equations have to be
closed for conditional quantities and
a large number of conditioning values
should be retained.
LEM
Model
Gives a direct estimation of filtered
mass fractions and temperature with-
out balance transport equations. Un-
der certain conditions can be applied
to both premixed and non-premixed
flames.
A one dimensional calculation is re-
quired for each cell, making it compu-
tationally expensive.
FSD
Model
The filtered molecular transport and
chemical source term are jointly mod-
eled as a propagation term.
Restricted to premixed turbulent com-
bustion, especially for weak turbu-
lence, the heat release causes counter-
gradient diffusion.
G-
Equation
The flame front is described as a propa-
gating surface and the resolved G˜ does
not need to follow the progress variable
gradients.
Since the flame is only represented by
a surface, the flame structure is not re-
solved and has to be completely mod-
eled.
ATF
Model
The chemical reaction is described as
in a direct numerical simulation on the
LES computational grid. The actual
flame is just replaced by a thicker lam-
inar flame without filtering.
It reduces the flame response to the
smaller turbulent structures and the
flow field wrinkling of the flame.
FGM
Model
It is more accurate in the low tempera-
ture region of a premixed flame than
methods based on the local chemical
equilibria.
The accuracy comes at the expense of
applicability compared to IDLM as it is
only applicable to premixed flames.
PCM-FPI
Model
Reduced cost of performing reactive
flow computations through a tabulated
approach.
Relatively sensitive to the shape of the
PDF of progress variable, especially for
minor species.
Chapter 4
Probabilistic Flow Modelling and
Chemical Explosive Mode Analysis
The fundamental concept of turbulent combustion modeling is that it should not be necessary
to resolve all levels of detail to predict key global quantities of interest, such as the overall rate
of energy conversion and the net rate of formation of pollutant species. In practice, it is both
necessary and desirable to limit the dynamic range of length and time scales in the problem,
either by using probabilistic approaches or by filtering.
Various LES-combustion models have been discussed in the previous chapter. This chapter
focuses on the description and application of Probability Density Function (PDF) in LES
simulations. Afterwards, the application of the Chemical Explosive Mode Analysis on turbulent
reactive flows is discussed, to study of the structure of the flames.
4.1 Probabilistic Modelling of Reactive Flows
4.1.1 Introduction to Probabilities and the Sub-Grid PDF
Before introducing the transported PDF approach, an appropriate introduction to the prob-
ability distribution and a definition of the subgrid PDFs, which represents the instantaneous
distribution of the scalars within the filter volume in LES, will be given.
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The distribution function FΦ(Φ) of a scalar φ (or cumulative probability of a stochastic variable
φ) is the probability P or finding a value of φ < Φ.
FΦ(Φ) = P(φ < Φ) (4.1)
The probability of finding φ in the range (Φ1,Φ2) is:
P(Φ1 < φ < Φ2) = FΦ(Φ2)− FΦ(Φ1) (4.2)
The cumulative probability is a monotonic function of Φ which tends to 0 as Φ→ −∞ and 1 as
Φ → +∞. The probability density function (PDF) P (Φ) is to be interpreted as a generalised
function and describes the relative likelihood that the random variable Φ will take a given value
[64] and has the property that P (Φ)dΦ is the probability of φ being in the range (Φ,Φ + dΦ).
Therefore:
∫
P (Φ)dΦ = 1 (4.3)
If we integrate over all possible values of φ, then Φ is the sample space of of the scalar variable
φ. The probability density function depends “a–priori” on space and time, but for clarity
of notation the space and time dependence is dropped (P (Φ;x, t) ≡ P (Φ)). The one-point
marginal (or fine-grained) density function Pk of scalar φk is defined as:
Pk = δ(ψk − φk) (4.4)
where ψk represents the sample or composition space of the scalar φk. The symbol δ represents
the Dirac function and has the following properties for the variables ψ = [ψ1, ψ2, ..., ψNs ] and
φ = [φ1, φ2, ..., φNs ]:
∫ ∞
−∞
δ(ψ)dψ = 1 (4.5)
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∫ ∞
−∞
f(ψ)δ(ψ − φ)dψ = f(φ) (4.6)
where δ(ψ − φ) = ∏Nsk=1 δ(ψk − φk) and dψ = ∏Nsk=1 dψk. Equation (4.6) is referred to as the
sifting property of the Dirac function (time-delayed Dirac delta).
Since in combusting flows many scalars are involved, the joint PDF F of the entire set of scalars
φk is relevant, which is simply the product of the marginal (conditional) probabilities Pk of each
scalar k (a total of Nsp scalars for all the species considered plus the enthalpy):
F =
Ns∏
k=1
δ (ψk − φk(x′, t)) (4.7)
For additional information about probabilities and the PDF function, as well as a detailed
analysis of the PDF methodology, the reader is referred to Appendix B.
4.1.2 PDF Methods for Turbulent Reactive Flows
The turbulent combustion process can be fully described with the knowledge of a joint PDF
of the velocities and the reactive scalars [88, 25]. PDF methods have been extensively used
in modelling turbulent combustion and a comprehensive review can be found on [35]. The
PDF can either assume a particular shape, e.g. a β-function based on the observation that the
mixing process gives a β-PDF distribution of the scalar (presumed PDF methods studied by
several researchers [48, 86]) or obtain the PDF from the solution of the transport equation of
the PDF which can happen in both RANS and LES context [32, 38, 75]. One of the advantages
of PDF methods is that they do not require the combustion regime to be determined a-priori
but rather can be applied to all (premixed, non-premixed and partially-premixed) combustion
modes encountered in turbulent reacting systems.
In transported PDF methods used in this work, the method followed is the modelling and
solution of the equation that governs the evolution of the one-point, one time PDF for the
set of Ns variables that determine the local thermochemical state of the reacting system. The
main advantage of the PDF approach for turbulent reacting flows is that the non-linear chemical
source terms that appear in the instantaneous governing equations are closed. However, the
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lack of any universal shape and the high dimensionality of the PDF transport equation stand
as the main disadvantage of the approach [66]. If the transport equation for the joint PDF is
solved by conventional difference schemes, the computational cost increases exponentially as the
number of scalars is increased [90]. Therefore, Monte-Carlo simulation techniques are applied
since their memory and CPU time requirements increase only linearly with the dimension of
the joint PDF.
Two Monte Carlo methods for solving the PDF transport equation can be found in the lit-
erature. In the first method, the PDF transport equation is solved following the Lagrangian
Stochastic Particle Method [35], where, an ensemble of particles is used to represent the PDF.
This method was first proposed by Dopazo and O’ Brien [25] and then applied by Pope [88]
among others in RANS. An alternative solution method for the PDF transport equation using
an Eulerian framework was proposed [109, 75]. This method is based on stochastic Eulerian
Fields, which evolve according to stochastic partial differential equations equivalent to the joint
PDF transport equation.
In the following paragraph, the application of the Filtered Probability Density Function on
LES equations that describe turbulent reacting flows is going to be discussed in detail.
4.1.3 Filtered Probability Density Function
Using the filtering operation stated in equation (3.12), a density weighted sub-grid (or filtered)
PDF 1 for the Ns scalar quantities needed can be defined as follows:
ρP˜ (ψ) =
∫
V
ρ
Ns∏
k=1
δ (ψk − φk(x′, t))G(x− x′; ∆)dV ′ (4.8)
An exact evolution equation for the filtered PDF can be derived from the appropriate conser-
vation equations (see Appendix B), leading to:
1The Filtered Density Function - FDF- Method is the extension of PDF-based methods to subfilter scale
modelling in Large Eddy Simulations.
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∂(ρP˜sgs)
∂t
+
∂(ρu˜jP˜sgs)
∂xj
− ∂
∂xj
(
ρDe
∂P˜sgs
∂xj
)
= −
Ns∑
k=1
∂
∂ψk
(
ρω˙kP˜sgs
)
−
Ns∑
k=1
Ns∑
l=1
∂2
∂ψkψl
[(
µ
Sc
∂φk
∂xi
∂φl
∂xi
|φ = ψ
)
P˜sgs
]
(4.9)
where scalar dependencies in the PDF have been dropped for compactness. A gradient diffu-
sion type approximation has been applied to model the PDF transport by subgrid turbulent
fluctuations. The combined molecular diffusion and turbulent transport coefficient is given by
De where:
De = D +Dsgs =
ν
Sc
+
νsgs
Scsgs
(4.10)
The final term of equation (4.9) is called micro-mixing or subgrid scale mixing and represents
the effect of molecular diffusion on P˜sgs. The accurate modelling of this term is challenging as
it is not possible to obtain a mixing closure with single point correlations. In this work, the
Linear Mean Square Estimation closure (LMSE) or Interaction by Exchange with the Mean is
adopted [75, 66]. Following this approach, the final term can be replaced by:
ρ
Tsgs
Ns∑
k=1
∂
∂ψk
[
(ψk − φ˜k(x, t))P˜sgs
]
(4.11)
where the subgrid mixing time scale Tsgs is assumed to be proportional to the velocity time
scale:
1
Tsgs
= Cφ
ν + νsgs
∆2
(4.12)
The above term (which comes from the mixing of a passive scalar) decreases the variance of
the subgrid PDF and in the limit of infinite micro-mixing the subgrid PDF relaxes towards a
delta Dirac. The above model would only recover the Dirac delta in the DNS limiting case of
∆→ 0 [43]. The above timescale includes a molecular time scale, proportional to the diffusion
coefficient (through µ), this fact combined with the molecular diffusion present in De makes
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LES-PDF suitable for premix calculations.
In RANS applications to inert flows, a constant of Cφ = 2 yields the correct scalar dissipation
rate for a passive scalar in equilibrium flows [90, 35]. However, this constant is not universal
and experimental studies of the temperature decay in grid-generated turbulence by Warhaft
and Lumley [112] showed variations of Cφ between 0.67 and 2.38. Nevertheless, in LES the
energetic motions are resolved and the subgrid scale mixing provided by the LMSE model may
be adequate for many practical situations. The LMSE model is also known to perform well
for continuous PDFs and to be consistent with the Gaussian PDFs that often arise in passive
scalar mixing problems [90]. There are several alternative methods proposed [31, 35] that would
prohibitively increase the computational cost without guaranteeing improved predictions. For
example some models such as the Euclidean Minimum Spanning Tree (EMST) introduce a
jump term which is not in accordance with the requirement that the fields are continuous and
differentiable in space. In order to prevent the existence of subgrid variance in the laminar
regions of the flow, a scaling of the micromixing time scale has been adopted [90, 43]. The
micromixing constant is redefined as:
Cφ = C
0
φ
(
1 + µsgs
µ
)
µsgs
µ
(4.13)
where µsgs
µ
∝ Re. According to the above equation Cφ quickly decays to the constant value C0φ
when the subgrid viscosity µsgs 6= 0. The micromixing constant C0φ is again taken equal to 2.
The effect of micro-mixing will be examined in Chapter 5.
Predictions based on LMSE produce good agreement when compared with measurements for
passive scalars, though this may not be the case for reactive scalars [42]. However, there is no
evidence that any alternative proposals would perform better in LES and the computational
cost would be substantially larger. All of the moments arising from the solution of the closed
form of equation (4.9) are smooth.
4.1.4 LES Eulerian Stochastic Field Formulation
The Eulerian stochastic field method solution is based on a system of stochastic partial differ-
ential equations (spdes) equivalent to the closed form of the PDF equation (4.9). The density
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weighted subgrid PDF is represented by an ensemble N of stochastic fields ξnk (x, t) such that:
P˜sgs(ψ;x, t) =
1
N
N∑
n=1
Ns∏
k=1
δ [ψk − ξnk (x, t)] (4.14)
The mean (filtered) values of scalars are simply obtained by averaging:
φ˜k =
1
N
N∑
n=1
ξnk ≡ 〈ξnk 〉 (4.15)
and the second order moments as follows:
φ˜2k =
1
N
N∑
n=1
(ξnk )
2 − (φ˜k)2 (4.16)
In general, two approaches can be adopted to derive the stochastic partial differential equation
for the stochastic fields [66]:
• The Ito Interpretation of the stochastic integral (used by V alin˜o [109]) under which a
change of variable is used to obtain a Fokker-Plank equation and its equivalent spde, the
solutions of which are smooth at the filter level [42].
• The Stratonovich interpretation of the stochastic integral (used by Sabel’nikov [97]).
Following the Ito Interpratation, the associated spdes evolve according to the following equa-
tion:
ρ
dξnk
dt
+ ρu˜j
∂(ξnk )
∂xj
=
∂
∂xj
(
ρDe
∂ξnk
∂xj
)
− ρ
Tsgs
(ξnk − φ˜k) + ρω˙k(ξnk ) + ρ
√
2De
∂ξnk
∂xj
dW kj
dt
(4.17)
The last term of the above equation (which represents the stochastic contribution) includes
dW kj which represents increments of a Wiener process with zero mean and dt variance. The
Wiener term is different for each stochastic field and independent of the spatial location. The
stochastic fields are therefore not any particular realisation of the real field but rather an
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equivalent stochastic system [42, 90]; both sets have the same one-point PDF given by equation
(4.9). The fields are smooth on the scale of the filter width, continuous and differentiable in
space and continuous but not differentiable in time.
Equation (4.17) preserves the boundedness of the scalar and as the fields go to extrema the
scalar gradients go to 0, the stochastic contribution tends to zero. Each stochastic field satisfies
the mass conservation and bound properties of the modelled scalar. This means that the species
mass fractions based on the stochastic fields will be positive and sum up to unity if the filter
is positive definite. For a large number of stochastic fields (N → ∞), the filtered value of the
stochastic term vanishes as:
〈
ρ
√
2De
∂ξnk
∂xj
dW kj
dt
〉
→ 0 (4.18)
Following the Stratonovich Interpratation, the formulation is given by:
ρ
dξnk
dt
+ ρ(u˜j + u
g
j + u
d
j )
∂ξnk
∂xj
= ρω˙k(ξ
n)− ρ
Tsgs
(ξnk − φ˜k) (4.19)
where the stochastic fields are convected with a total velocity uTj = u˜j + u
g
j + u
d
j where u
g
j is a
stochastic velocity defined as:
ugj =
√
2De ◦
dW nj
dt
(4.20)
and ◦ denotes the Stratonovich interpretation of the stochastic integral [42]. The stochastic
velocity does not necessarily average to zero or satisfy the continuity constraint. Under the
Stratonovich formulation, the filtering of the stochastic contribution is non-zero and corresponds
to a diffusion term:
ρ
〈√
2De
∂ξnk
∂xj
◦ dW
n
j
dt
〉
= −ρDe∂
2φ˜k
∂x2j
(4.21)
The drift velocity udj accounts for space variations in the diffusion coefficient:
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udj =
1
2
∂De
∂xj
− 1
ρ
∂ρDe
∂xj
(4.22)
Unlike the Ito calculus, the Stratonovich calculus preserves the rules of the classic integral. Due
to the semi-implicit formulation, the Stratonovich stochastic differential equation is not subject
to any limitations regarding time discretisation schemes. By using the Ito transformation
between Ito and Stratonovich spdes, it can be shown that formulations (4.17) and (4.19) are
mathematically equivalent. In both interpretations, the filtering of equations (4.17) and (4.19)
both yield equation (3.23) with all the terms closed.
4.1.5 Stochastic Field Method Implementation
In the Ito implementation followed in this work, the spatial gradient appearing in the stochastic
term is approximated using second order central differences with the scalar clipped to remove
oscillations that can cause instability (due to truncation errors). The increment of the Wiener
process is approximated by time-step increments ηni
√
dt where ηni is a {−1, 1} dichotomic ran-
dom vector [42, 41, 35]. This procedure ensures that the random term is bounded and reduces
the error from random number generators where few samples are used.
The statistical error in Monte-Carlo methods is given through the central limit theorem [66] as
follows:
ε ∼ σsgs√
N
(4.23)
where σsgs is the standard deviation that corresponds to the square root of the subgrid variance
(or subgrid scalar). This can be estimated by:
σsgs ∼ ∇φ˜2∆2 (4.24)
In LES, the sub-grid scalar variance is small as most of the subgrid scalar energy is contained
within the resolved large scales and decays with the number of fields. When time averaged
quantities are evaluated, the number of samples is proportional to the number of time steps
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and the filtered error is significantly smaller (inversely proportional to
√
NNsteps). As a result,
smaller errors than RANS can be expected with fewer samples in time-average quantities. The
Ito interpretation with N = 1 corresponds to the no-model solution without any subgrid effects
on combustion.
Finally, the coupling between the LES code and the pdf is mainly through the filtered density
ρ, given by:
1
ρ
=
1
N
N∑
n=1
1
ρn
(4.25)
where the density of each field is obtained using the equation of state for an ideal gas, ρn =
f(p, ξnk )
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4.2 Chemical Explosion Mode Analysis (CEMA)
The Chemical Explosive Mode Analysis (CEMA) is a computational flame diagnostic tool
which is used to extract important information from simulated flames, particularly when de-
tailed chemical kinetic mechanisms are involved. It is used as diagnostic tool to systematically
detect flame and ignition structures, stabilization regions, locations of localised extinction and
re-ignition, etc by resolving the complex couplings between flame and flow. Based on this
analysis, the parameters that play critical roles in affecting explosive chemical processes and
in separating the pre- and post-ignition mixtures in flames can be identified. There are some
recent applications of this method in the literature. The first study was performed on a DNS
turbulent lifted hydrogen jet flame in a heated co-flow [63]. The method has also been applied in
flame propagation and counterflow non-premixed ignition of mixtures of methane and ethylene
[61], non-premixed ignition, laminar flame propagation and mechanism reduction of n-butanol,
iso-butanol and methyl butanoate [61], analysis of n-heptane flames [89, 101, 118], ignition
and extinction studies in perfectly stirred reactors [101] and stabilization mechanism studies
of a turbulent lifted ethylene jet [117]. It has been successfully applied in DNS simulations
[63, 65, 101, 118] and in this work it is applied for first time under the LES context.
The Chemical Explosive Mode Analysis is a method based on eigen-analysis of the Jacobian
for the chemical source term in the governing equations. CEMA is relatively simple to perform
while it was found to be advantageous in limit phenomena detection compared with other
methods based on temperature or species concentrations which frequently require an empirical
or arbitrary selection of threshold values and isolines, for example Shan and Lu [101], Yiousseffi
[116].
4.2.1 Derivation of Chemical Explosive Modes
For a general chemically reacting system, the conservation equations can be expressed in the
following form:
dYk
dt
= ω˙k(Yk) + Sk(Yk) (4.26)
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where Sk is the generic mixing source term; including molecular and turbulent diffusion and
micro-mixing (if present). The Jacobian of the right hand side of (4.26) has two contributions,
arising from the chemical source term and the mixing term respectively [101]:
Jijg = J
ij
ω + J
ij
s (4.27)
where the chemical and mixing Jacobians are:
Jijω =
∂ω˙i
∂φj
JijS =
∂Si
∂φj
(4.28)
The full Jacobian Jg contains information of the system and could be used in analysis studies
of the system dynamics like flame stability. In a similar way, the chemical Jacobian Jω contains
chemical information of the local mixture which is useful to determine the chemical properties
of the mixtures. In CEMA, the only information used is the chemical Jacobian to systematically
detect critical flame features that are associated with drastic spatial and/or temporal changes
in chemical properties. The analysis of the chemical Jacobian can be performed independently
on the position with the size of each Jacobian being (Nsp + 1) by (Nsp + 1) where Nsp is the
number of species and the additional entry representing the temperature.
The calculation of the Jacobian matrix can be performed in two ways. In most cases, the
Jacobian matrix is evaluated through numerical perturbation of the variables and re-evaluation
of the functions involved. Such numerical perturbation approach often induces errors in the
Jacobian that render the numerically evaluated Jacobian unreliable in computing the small
eigenvalues. To overcome this difficulty, analytic Jacobian can be used instead. Analytic
Jacobian for detailed chemistry can be obtained by the analytical differentiation of all reaction
rates with respect to temperature and species concentrations and are therefore composed by
analytical expressions. However, when reduced chemical mechanisms are used, this approach
is difficult to implement.
For each one of the cells under study, the eigenvalues of the Chemical Jacobian matrix (either
Analytical or Numerical) are calculated. For a detailed description about the calculation, the
reader is referred to Appendix C. The real parts of the eigenvalues are assumed to be sorted
in descending order without loss of generality. It is then defined that λe is the first eigenvalue
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and λi is the i− th remaining eigenvalue. The eigenmode associated with with λe is defined a
chemical explosive mode (CEM) if
Re(λe) > 0
λe = beJωae
(4.29)
where be and ae are the left and right eigenvectors, respectively, associated with λe. The
existence of a CEM indicates the propensity of a mixture to auto-ignite if put in an isolated
environment (adiabatic, constant volume). Lu [117] found that the transition of a CEM from
explosive, i.e. Re(λe) > 0 to non-explosive, i.e. Re(λe) < 0 is strongly correlated to critical
flame features such as ignition, extinction and premixed flame front locations [65]. The above
observation can be used to identify critical flame features or stabilization modes.
Based on this analysis, it is evident that errors induced by the numerical perturbation approach
in the calculation of the numerical Jacobian render the numerically evaluated Jacobian unre-
liable in computing the small eigenvalues. This is particularly important in CEMA because
the CEMs are typically much slower than the fast modes induced by the fast reacting radicals.
On the other hand, the analytical differentiation approach of all reaction reaction rates in the
Analytical Jacobian ensures that the maximal number of significant digits is retained in the
Jacobian. Nevertheless, this is a chemistry-specific procedure for reduced chemistry mecha-
nisms, meaning that based on the chemistry model used, the formulas for the calculation of the
analytical Jacobian will vary. On the other hand, the numerical calculation is a more generic
approach, and can be easily coupled with any chemistry model.
More detailed information about the explosive modes can be obtained by the Explosive Index
(EI) and Participation Index (PI) as follows:
EI(i) =
|ae,ibe,i|∑Nsp
α=1 (|ae,αbe,α|)
(4.30)
PI(i) =
|∑Nspα=1 be,iS(i, α)ki|∑Nreact
β=1
(
|∑Nspα=1 be,βS(β, α)kβ|) (4.31)
4.2. Chemical Explosion Mode Analysis (CEMA) 75
where S(i, j) is the stoichiometric coefficient for species j in reaction i and ki is the net rate for
reaction i. EI(i) is the explosion index of species i that indicates its normalized contribution
to the CEM (against all species contributions) and PI(i) is the participation index of reaction
i that indicates its normalized contribution to the CEM.
4.2.2 CEMA and Turbulence on Multiple Stochastic Fields
As CEMA is based on single-point thermo-chemistry information, it can be applied to the
sample space ψ of the PDF formulation and sub-grid information can be obtained. From the
n−th stochastic field, an explosive mode λne can be obtained. The filtered explosive mode
(function of space and time) is obtained by
λ˜e =
1
N
N∑
n=1
λne (4.32)
According to (4.16), a measure of the subgrid fluctuations of the explosive mode λe,sgs can be
obtained by
λe,sgs =
√√√√∣∣∣∣∣ 1N
N∑
n=1
(λne )
2 − (λ˜e)2
∣∣∣∣∣ (4.33)
The explosive mode sub-grid fluctuations λe,sgs, are an indication of the different chemistry
behaviour at sub-grid scales. A small value of λe,sgs would indicate that the chemistry behaves
very similar at the smallest scales. High values of λe,sgs on the other hand, suggest that sub-grid
effects may be stronger. Due to the low number of samples, this can only be qualitative.
The CEMA method can prove to be very valuable in exploring turbulence-Chemistry interac-
tion, which is characterised by the Damko¨hler number that relates chemical and flow time-scales.
The chemical time-scale relevant to extinction in CEMA is 1/λe. For the n-th stochastic field,
a Damko¨hler number can be defined as [63, 65, 118]:
Dan = λne · χ−1 =
λne
2D|∇fn|2 (4.34)
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where χ represent the scalar dissipation rate.
In a similar way to the sub-grid CEM equation (4.33), a sub-grid Damko¨hler number is defined
as
Dasgs =
√√√√∣∣∣∣∣ 1N
N∑
n=1
(Dan)2 − (D˜a)2
∣∣∣∣∣ (4.35)
where the filtered Damko¨hler number, D˜a, is obtained from the filtered explosive mode and
filtered scalar dissipation. D˜a ∼ 1, indicates that flow and time scales are comparable and large
scale (greater than filter size) extinction occurs. Due to the low number of statistical samples
and the shapes of the sub-grid PDFs, Dasgs may not be sufficient to fully characterised sub-grid
extinction. However, Dasgs ∼ D˜a would suggest that sub-grid extinction may be present.
Chapter 5
Premixed Turbulent Flames
5.1 Introduction
In this chapter, a comprehensive study of the application of the LES-PDF method to three
different premixed piloted turbulent methane flames at different Reynolds Numbers is presented.
The chapter is organized as follows: First, the test case of the three turbulent premixed flames
is described (experimental set-up as well as numerical implementation). The simulation results
for all three flames follow, with a discussion about their accuracy, and afterwards, a parametric
study of several simulation parameters is performed. The selection of those parameters is wide
and ranges from modelling parameters (namely the grid resolution (“coarse” and “fine”), the
number of fields (from N=1 to N=16) and the micro-mixing constants) to parameters regarding
the influence of the thermo-chemical conditions such as the pilot composition, the chemical
kinetics and molecular transport. The base flame is the F2 flame, although studies were carried
out for all three flames.
5.2 Experimental and Numerical Set-Up
5.2.1 Burner Set-Up
The three piloted turbulent premixed Bunsen flames studied by Chen et al. [15] are investigated.
The most stretched flame, denoted F1, is located at the borderline to the well stirred reactor
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regime while the less stretched F3 flame is located in the thin reaction zone regime, close to
the borderline of the flamelet regime [15]. This set of flames has been widely studied in the
literature, and RANS simulations of all F1-F3 flames have been reported [103, 59, 37, 99, 104,
50, 100], however only three LES simulations have been reported [84, 115, 111] and mostly on
the lower Reynolds number flame F3.
Table 5.1: Global operating characteristics of the three flames [15].
Flame F1 F2 F3
Uj (m/s) 65 50 30
Re 52500 40300 24200
k0(m
2/s2) 12.7 10.8 3.82
The three flames are generated with the same burner. Table 5.1 presents the mean nozzle exit
velocities, the corresponding Reynolds numbers, and the centreline turbulent kinetic energy
values defined in equation (5.1), as provided by experimental measurements [15].
k =
(u′2x + u
′2
y + u
′2
z )
2
2
(5.1)
The burner design is shown schematically in figure 5.1. It consists of a nozzle with diameter
D = 12 mm for the main stream (jet stream) which is surrounded by a large pilot stream to
stabilize the turbulent main jet flame. The laminar pilot stream is generated by an array (1165
holes of diameter 1 mm) of small jets issued through a cooled perforated plate [15]. In this
study, the pilot velocity is estimated as Upilot = 1.32 m/s, following the RANS-PDF simulations
[103]. Both streams consist of a stoichiometric methane-air mixture (the jet stream consists
of un-burnt methane and air while the pilot is composed by the products of stoichiometric
combustion of the methane-air mixture). Compositions are given in Table 5.2.
The burner is surrounded by air in the form of an external co-flow at Uair = 0.22 m/s with
Tair = 298 K. The experimental database includes radial profiles of the mean velocity, the
turbulent kinetic energy, mean and variance of the temperature, and the mean mass fractions
of CH4 , CO2 , CO, O2 , OH and H2O obtained following the 2-D Rayleich Thermometry and
the one-dimensional combined Raman, Rayleigh and lased induced predissociation fluorence
techniques. The reported error in the measurements of the mean velocity is estimated to be
less than 1%, and the error of the mean temperature is expected to be less than 10%. The
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Figure 5.1: The premixed flame burner configuration [15].
Table 5.2: Jet and pilot stream mass fraction composition [103]
Species Jet Pilot
YCH4 0.0552 -
YO2 0.2201 5.00E-4
YH2O - 0.1236
YCO2 - 0.15
YCO - 7.80E-4
YH2 - 3.00E-5
YOH - 1.20E-4
YN2 0.7247 0.72497
error in the measurements in CH4, CO2 and CO, is between 8% and 15%, and the error
regarding the O2, OH and H2O is within 20% to 25% [15]. Additionally, strong heat losses to
the cooled burner surfaces were reported [43, 103]. Therefore, a modified pilot temperature Tp
different from the adiabatic flame temperature Tad = 2248 K is introduced to account for these
heat losses and to match the experimental measurements at the first station. Calculations on
the same configurations have been reported with different pilot temperatures of 1936 K [37],
2005K [60] and 1785 K [103, 60, 43], which corresponds to losses up to 20%. The temperature
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uncertainty in the pilot is important and is possibly the largest source of error [60]. Pitsch
and De Legeneste [84] modified the enthalpy in the inflow streams in order to match the
experimental temperature at the first experimental station at x/D = 0.25. In the present work,
the pilot inflow temperature is taken to be 1785 K, following [103, 60, 43]. Nevertheless, the
temperature will be compared to experimental data in the form of a non-dimensional progress
variable, according to equation (2.34).
Table 5.3 shows an estimate of the time and length scales for the investigated flames at the
centre of the nozzle exit [15]. This helps to locate their behaviour in the premixed combustion
diagram. The chemical (or flame) time scale τF = δ
0
L/s
0
L is based on the laminar burning
velocity s0L = 0.4m/s and the laminar flame thickness δ
0
L = 0.175 mm as τc = 0.44 ms [15].
The Kolmogorov time scale (see equation (2.22)) is calculated using a kinematic viscosity of
the burnt products ν = 7 · 10−5m2/s. Finally, the Kolmogorov length scale was estimated from
equation (2.21) and the quench scale (which represents the size of an eddy that will quench the
reaction zone and mix the scalar field) is defined by lq = (ε · τ 3c )1/2 [15].
Table 5.3: Experimental estimate of time and length scales of the flames under study [15] at
the centre of the nozzle exit.
Flame U0(m/s) u
′(m/s) τF (ms) τI(ms) ε(m2/s2) τη(ms) δ0L(mm) η(mm) lq(mm) lI(mm)
F1 65 8.45 0.44 0.51 4.50E+4 0.04 0.175 0.05 1.9 2.4
F2 50 6.50 0.44 0.65 2.00E+4 0.06 0.175 0.06 1.3 2.4
F3 30 3.90 0.44 1.10 4.00E+3 0.13 0.175 0.10 0.6 2.4
Based on the above order of magnitude estimates, all flames are in the thin reaction zone
regime since Da = τt/τF > 1 and Ka = τF/τη > 1 with Damko¨hler numbers between 1.2
(F1) and 2.5 (F3). The position is approximate though, and Kolla [50] reported them closer
to the corrugated regime. The F1 flame is at the borderline of the distributed reaction zones
and the F3 flame is closer to the flamelet regime. It should be noted that all these estimates
are approximate. Figure 5.2 shows the location of the three flames under study (based on the
values given in Table 5.3) in the modified premixed turbulent combustion diagram regime [80].
As discussed in section 3.4.2, Pitsch and De Legeneste [84] proposed a new regime diagram
for LES studies of premixed combustion (see Figure 5.2 right). For the x-axis, they used the
Karlovitz number instead of lt/δ, which, for these flames, varies between 3.4 and 11 [99].
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Figure 5.2: The location of the three premixed flames under study in the classical combustion
diagram (left) and in the new combustion diagram depending on the mesh refinement (right)
.
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5.2.2 Numerical Set-Up
The solution domain in cylindrical coordinates extends 15 jet diameters in the downstream
direction (0.18 m) and 5 diameters in the radial direction (0.06 m). Two LES grids were used,
hereafter named as “fine” and “coarse”. In the “fine” grid, 164 × 74 × 42 cells were used
in the longitudinal, radial and azimuthal direction respectively, while in the “coarse” mesh,
112×56×36 grid points were used. In order to ensure that the selected “fine” grid is adequate
for simulations, a non-reactive simulation of the F2 and F3 flames was run, concentrating on
the velocity and turbulent kinetic energy values. Grid stretching in the radial directions was
applied to resolve the strong gradients that arise near the inlet and in the shear layer of the
flame. The minimum mesh size in radial direction occurs at the shear layer and flame position
where ∆ = 0.71 mm for the coarse grid and ∆ = 0.46 mm for the fine grid. For the fine grid,
comparing the mesh size with the length scales given in Table 5.3, we observe that ∆/δ ≈ 2.6
and ∆/η ≈ 4.6 − 9.2 (for the F3 and F1 flames respectively). For the coarse grid, comparing
the mesh size with the length scales given in Table 5.3, it is derived that ∆/δ ≈ 4.1 and
∆/η ≈ 7.1 − 14.2. In all the simulations in the present work, δ < ∆ << lq < lt, suggesting
that the fine grid resolution is enough to capture all the relevant thermo-physical phenomena.
Since the mesh size is smaller than the quench length, the model will be able to capture the
eddy that will quench the reaction zone and “break” the flame.
Regarding the boundaries, free stream conditions have been employed for all lateral boundaries
and a convective outflow condition has been applied at the outflow plane [85, 2]. Azimuthal
perturbations were superimposed to the mean inflow profiles to mimic inflow turbulence [19].
The associated mean velocity fluctuations were taken from turbulent kinetic energy measure-
ments at the inlet of the flow. The method has proven to be successful in reproducing turbulent
characteristics of jet flames [85, 76]. To compute the chemical source term, a 19-species (H2,
H, O2, OH, H2O, HO2, H2O2, CH3, CH4, CO, CO2, CH2O, C2H2, C2H4, C2H6, NH3, NO,
HCN and N2) 15-step reduced mechanism is used [105], derived from the complete GRI 3.0
skeletal mechanism using quasi-steady assumptions. The mechanism has been extensively val-
idated and the laminar flame speed obtained with the chemical kinetics agrees very well with
experimental data for the stoichiometric mixtures in this work. The 15-step mechanism solution
will be compared against the 4-step global reaction scheme [40], which includes 7 species: H2,
O2, H2O, CH4, CO, CO2 and N2. Both methods are able to reproduce accurately the laminar
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burning velocity at stoichiometric conditions. For reference, the original GRI 3.0 is also used.
5.3 Results
5.3.1 Non-Reactive Flow
In order to validate the inflow conditions, a simulation with non-reactive conditions, with
Tp = Tair and Up = Uair was first performed without combustion modelling. The results are
shown in figure 5.3, where the resolved turbulent kinetic energy for the F2 and F3 cases is
compared to experimental values. The figure shows good agreement with experimental data of
both cases in the first three axial stations (x/D = 2.5, 4.5, 6.5) and a slight under-prediction at
the fourth axial station (x/D = 8.5). This under-prediction can be attributed to the fact that
as the jet expands, the cell size is slightly increased. Nevertheless, the above analysis shows
that the fine grid is able to capture the turbulent kinetic energy of the cold case accurately and
therefore is adequate enough for accurate turbulent predictions.
Figure 5.3: Radial distribution of turbulent kinetic energy k/k0, for the non-reactive cases of
F2 and F3. Circles represent the experimental data whereas dashed lines denote simulation
results.
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5.3.2 Flame Structure
In this section, the flame structure of all the three flames is discussed. The influence of several
parameters on the results will be examined in the next section. Figure 5.4 shows instantaneous
snapshots of temperature for the three flames. They are taken from the 16 field, 15-step
chemistry mechanism in the fine grid simulation.
Figure 5.4: Temperature snapshots of F1 (left), F2 (middle) and F3 (right) flames. The F1
flame exhibits thin and interrupted high temperature contours while the F3 flame exhibits an
uninterrupted high temperature structure.
The differences in the flame structure among the three flames are apparent. Contrary to the
low Reynolds flame (F3), the F1 flame exhibits thin and interrupted high temperature contours
on the axial slice. The F3 flame on the other hand exhibits thick and uninterrupted high
temperature structure in the axial slice. The above observation suggests the proximity of the F1
flame to the distributed reaction zones regime (see Figure 5.2). In Figure 5.5, two temperature
iso-surfaces for the F1 flame are shown. These surfaces are coloured with instantaneous OH
values (left image) and mean CO2 values (right image). The “holes” in the flame surface of the
two images are apparent (blue regime on the CO2 plot and green regime in the OH plot). The
interruption of the reaction is probably due to large scale mixing, suggesting that the F1 flame
is closer to the broken reaction regimes than the conventional distributed reaction regime (as
observed for example in [1, 4]) where intense burning is still present.
Figure 5.6 shows the curve-fitted mean flame-front position for the three flames. Based on
experimental measurements [15], tabulated data of the temperature limits for the flame front
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Figure 5.5: Temperature iso-surface (T = 1500 K) with instantaneous OH (right) and CO2
values (left) coloured on the surface of the F1 flame.
at different axial positions are obtained. In all three flames, in the radial station (close to the
nozzle exit), the flames extend radially to the edge of the outer nozzle (6 mm in the radial
direction). Further downstream, the flames burn inward and the nozzle exit velocity affects the
radial position of the flame. At a given axial distance from the nozzle, the radial distance of the
flame is larger in the F1 flame, which has the highest nozzle exit velocity. The figure shows a
very good agreement between the LES-PDF simulated flame front and the experimental data,
especially in the first radial stations of flames F1 and F2.
The stochastic fields method allows to easily extract the instantaneous sub-grid PDF. In figure
5.7, the CO2 mass fraction marginal PDFs are shown for the three flames at the flame front
region at two axial locations. The histograms were obtained as follows: A specific location
at the shear layer where the maximum temperature gradients were observed was selected. A
total of 10 cells in this region was selected and for each one of the cells, the data from each
stochastic field was extracted. All the instantaneous field values that were extracted were
“binned” and the histgrams were created. Despite the fact that this is only an instantaneous
plot of a modelled PDF, it can give a qualitative indication of the flame regime. At the first axial
86 Chapter 5. Premixed Turbulent Flames
Figure 5.6: Curve fitted mean flame front position (c = 0.5) of the three premixed flames. The
dots denote experimental values [15]. The flame front is defined as the iso-line of the mean
temperature of the temperature limits at each axial position [15].
position, in the F1 flame, most of the values are clustered around 0.04, indicating that the flame
has large probability of burning away from equilibrium (equilibrium CO2 mass fraction is 0.15
at stoichiometric conditions). The exact regime of the flame cannot be directly extracted from
the PDF, as all sub-grid scales are modelled and the extracted regime will only be a “modelled”
one. However such distribution suggests that locally and instantaneously, the flame belongs to
the distributed or broken reaction zones regime. The F2 flame shows approximately the same
image in the first axial position, suggesting that even though the flame globally is not close to
the distributed or broken reaction zone regime it can be so locally. Finally, the F3 flame in the
first axial position shows a more uniform distribution. Regarding the second axial position, it
is observed that as we move from the F1 flame towards the F3 flame, the variance diminished
and PDF becomes narrower, with the F2 and F3 flames in the burn side of the flame.
Figure 5.8 shows the scatter plot of the OH mass fractions as a function of the temperature,
using an analysis similar to Duwig and Fuchs [26]. The results show that the data follow an
exponential distribution with very low values of OH mass fraction at low temperatures and
a rapid increase around 1650 K. As we move further downstream from the nozzle exit, the
data points are highly scattered, indicating the effect of turbulence and entrainment of cold
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Figure 5.7: Instantaneous sub-grid PDF CO2 mass fraction expressed as a probability distri-
bution histogram in the mean flame front location (location of steep temperature gradients) at
two axial positions for the F1–F3 flames.
gases upon the reacting layer. Similar conclusions were presented in [53], where LES simulation
results of a piloted lean premixed jet flame were compared to experimental measurements. At
the same axial station, the scattering is broader in the F1 flame (with higher OH mass fraction
values) with large deviations from the 1D laminar flame structure, suggesting the F1 flame is
strongly affected by large scale turbulence and close to a broken reactions zone.
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Figure 5.8: Scatter plot of OH mass fraction as a function of temperature at three axial
positions. The solid line is a 1D Stoichiometric premix flame, the dotted line is the rich branch
of a diffusion flame at a strain rate of 40s−1.
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5.3.3 Sensitivity Analysis
This section focuses on a sensitivity analysis of several parameters in order to examine their
effect on the simulation results. More particularly, the effects of grid resolution, additional
stochastic fields, chemistry mechanism, micro-mixing model, pilot composition and differential
diffusion are studied.
Sensititivity Analysis: Grid Resolution
Figures 5.9 and 5.10 show the effects of the grid resolution on the velocity and progress variable
with N = 1 (no sub-grid model). Unsurprisingly, the axial velocity is better captured with
the fine grid in all the flames. In general, the F3 flame seems to be much more sensitive
than the other two flames in grid refinement, especially in the shear layer area. In general,
coarse meshes underestimate the turbulent flame speed and since the velocities of the F3 flame
are lower than the other two flames, the relative error attributed to grid refinement must be
proportionally larger than the other two flames. The levels of the turbulent kinetic energy and
the progress variable are much better predicted in the “fine” grid, as would be expected. The
progress variable has a different behaviour (see figure 5.10) and the benefits of grid refinement
without model can mostly be seen only in flame F1. A measure of the error is introduced
by calculating the difference between the LES and experimental data at r/D = 0.5 (where
experimental/numerical discrepancies are largest) and averaging over the three stations:
E =
∑Nstations
k=1 [ΦLES,k − ΦExp,k]r/D=0.5
Nstations
(5.2)
The fine grid reduces the error in the progress variable from 11% to 3.7% in the F1 flame, while
it increases it in the F3 flame (from 4 to 24%).
The same conclusion can be drawn for most of the species mass fractions with the only exception
of CO (shown in figure 5.11). In both cases (both grids) for all the three flames, the CO mass
fraction seems to be over-predicted, which agrees with previous findings [103, 59] and is unlikely
that further refinement will lead to improvement in predictions.
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Figure 5.9: Normalized axial velocity, U/U0, radial distribution for the fine and coarse grids.
Figure 5.10: Progress variable radial, c, distribution for the fine and coarse grids (Symbols as
figure 5.9).
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Figure 5.11: CO mass fraction radial distribution for the fine and coarse grids (Symbols as
figure 5.9).
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Sensititivity Analysis: Sub-grid Statistical Convergence
In this section, the F1-F3 flames are investigated with 1, 4 and 16 fields. All these cases are
run using the “fine” grid and the 15-step chemistry mechanism. It should be noted that the 1
field solution is a special case, as it indicates that the sub-grid PDF is a Dirac delta and in fact
there is no sub-grid model. Numerically, the accuracy of the temporal integration scheme also
changes from N = 1, to N > 1. With N = 1, the scheme revert to first order Euler scheme
O(∆t), while the actual solution of Equation (4.17) with N > 1 uses the Euler-Maramayama
scheme [49] with accuracy O(
√
∆t). Nevertheless as the CFL number has been kept small
(approximately 0.1), spatial accuracy is expected to be dominant. The stochastic error on the
mean can be estimated as the variance of the predicted scalar divided by the square root of
the number of fields, see equation (4.23). Therefore, in order to halve the sampling/statistical
errors, the number of fields has to be quadrupled.
The effect of heat release on the flame structure is captured through the axial velocity distri-
bution (see Figure 5.12). The increased number of fields improves the predictions in all three
flames in a similar way as the grid refinement did in Figure 5.9. The largest improvements can
be seen in the F2 and F3 flames, in particular at x/D > 6.5, suggesting that the sub-grid scale
effects do indeed play some role in the calculations.
The sub-grid Damkho¨ler numbers [84] for the fine mesh can be estimated using the sub-grid
viscosity method [27] as 0.6 for flame F1, 0.8 for the F2 flame and 1.35 for the F3 flame. The
F3 flame is not well resolved and there are large interactions between sub-grid scales and the
flame and therefore sub-grid effects should be more accurately described. Flame F1 is better
resolved (Dasgs < 1) and sub-grid modelling effects are limited [27].
The conclusions on Figure 5.13 are different. Overall there is relatively good agreement shown
with N = 16 (except at x/D = 10.5 in flame F2). Using Equation (5.2) as the error measure,
the increase of fields affects the error differently for each flame. In the flame F1 the error in
fact increases (from 12% with N = 4 fields to 16% with N = 16) and underperforms the results
with N = 1(3.7%). In flames F2 and F3, the sub-grid model have a large effect in the error,
reducing it from 35%(N = 1) to 7.4%(N = 16) in the F2 flame and from 22% (N = 1) to 7.8%
(N = 16), values that are well below the experimental uncertainties discussed in paragraph
5.2.1. The increase in the number of fields reduces the error but less than 0.5% (from 7.9% to
7.4%) in flame F2.
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Figure 5.12: Normalized axial velocity U/U0, radial distribution with N = 1, 4 and 16.
Figure 5.13: Progress variable,c, radial distribution with N = 1, 4 and 16. Symbols as figure
5.12.
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It seems that as the number of fields is increased, the flame “thickens” and the flame speed
prediction is improved in a similar way as the TFM model [17], similar interlinks between TFM
and transport models where shown in [27]. In the TFM model, the modification of the reaction
rate to capture the flame has to be compensated by adjustments in the diffusion terms. But as
the number of fields is increased, this is achieved indirectly as the turbulent motion increases the
diffusion of the flame. It has to be reminded that in stabilized flames such as the present burner,
the flame movement is limited and the time averaging of the results may disguise instantaneous
inaccuracies in the flame position.
Species mass fractions have a different response to increase in the number of fields (see Figures
5.14- 5.19). The O, OH and H2O predictions show slight improvement with increased N . The
agreement between simulations and experiments is relatively good downstream, except under-
estimation of the OH at locations closer to the inflow. CH4 is generally predicted accurately
in all three flames, the number of fields does not significantly alter the results except maybe at
the F3 (Figure 5.18) at x/D > 6.5 is predicted more accurately for the F3 flame (in accordance
with RANS method) while for the F1 and F2 flames, an over-prediction can be observed close
to the nozzle exit. CO2 present a more erratic behaviour with good results in flame F3 but
under-prediction at F1 and F2. CO is over-predicted (Figures 5.14, 5.16 and 5.18) in all three
flames and is difficult to establish a trend with increased N. It has been suggested [103] that the
over-prediction of CO can explain the under-prediction of CO2 suggesting a slower oxidation
rate in the CO to CO2 reaction. However, different researchers [103, 59] reported the same
discrepancies with experimental data (much larger than 10− 25% experimental uncertainties)
using different chemical mechanisms.
In order to examine the under-prediction of the CO mass fraction, a new progress variable was
defined as follows:
c∗ =
YCO + YCO2
(YCO + YCO2)pilot
(5.3)
The results are shown in Figure 5.20, the newly defined progress variable shows much better
performance compared to experimental data (even in the stations close to the nozzle exit where
a flaw in the pilot temperature can be observed). For example, in the station x/D = 8.5,
the simulation with N = 16 was under-predicting CO and over-predicting CO2 (Figure 5.16).
5.3. Results 95
Figure 5.14: CH4, CO2 and CO radial distribution with N = 1, 4 and 16 for Flame F1. Symbols
as Figure 5.12.
Figure 5.15: O2, OH and H2O radial distribution with N = 1, 4 and 16. Flame F1. Symbols
as Figure 5.12.
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Figure 5.16: CH4, CO2 and CO radial distribution with N = 1, 4 and 16 for Flame F2. Symbols
as Figure 5.12.
Figure 5.17: O2, OH and H2O radial distribution with N = 1, 4 and 16. Flame F2. Symbols
as Figure 5.12.
5.3. Results 97
Figure 5.18: CH4, CO2 and CO radial distribution with N = 1, 4 and 16 for Flame F3. Symbols
as Figure 5.12.
The results obtained with this new progress variable c∗ show better agreement than c based on
temperature (Figure 5.20 vs. Figure 5.13).
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Figure 5.19: O2, OH and H2O radial distribution with N = 1, 4 and 16. Flame F3. Symbols
as Figure 5.12.
Figure 5.20: New progress variable, c∗, radial distribution with N = 1, 4 and 16. Symbols as
Figure 5.12.
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Sensititivity Analysis: Chemical Kinetics
In this section, several methane combustion chemical mechanisms were implemented in the F2
flame with N = 1 (Figure 5.16). The 15-step and GRI3.0 mechanisms did not show major
differences in the major species. Figure 5.21 shows the F2 results at the axial station with
largest differences.
Figure 5.21: Different chemical mechanisms predictions in the F2 flame at x/D = 8.5.
The 15-step mechanism is a significant improvement over the 4-step mechanism. However, the
differences between the 15 step and the GRI3.0 mechanisms are smaller and this justifies the use
of the much faster reduced mechanism. It should be noted that in the case of the F2 flame, with
exactly the same settings (number of nodes, size of the domain, etc.), the 15-step mechanism
required about five days to obtain converged statistics in a 4-core Intel Pentium Q6600 while the
GRI3.0 required about three weeks on the same machine. The 4-step mechanism, despite being
the fastest, has large errors, in the prediction of the progress variable c, indicating that the
flame speed is not accurately predicted, even though it is able to capture correctly the laminar
flame speed. CO errors with the 4-step mechanism have been reported in the literature [40]
whereas the GRI3.0 mechanism reduces CO, but not enough to attribute CO discrepancies
with experimental data to the chemical mechanism. The larger differences occur at r/D > 0.7
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in the outer shear layer, where the air/pilot shear layer interacts with the flame front (See
Figure 5.3) and the flame shows a partially premixed regime.
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Sensititivity Analysis: Micromixing
As often reported in the literature [35, 90, 35, 44], the micromixing constant has a strong
effect on RANS-PDF predictions, however it may not be so in LES due to considerably greater
localization and reduced sub-grid scalar variances. In this section the micro-mixing effects
are investigated in the F2 flame with N = 4 stochastic fields. Three values CΦ = 2, 25 and
80 were selected (the first one being the typical RANS value, the second one derived from
the equilibrium of sub-grid scale production and the third one being an unrealistically large
value), without the scaling in Equation (4.13). This range of values is much wider than similar
studies done in RANS-PDF. The results show (see Figure 5.22) that the value of CΦ does not
significantly affect the flame structure. The temperature prediction is slightly improved with
CΦ = 25 and the same applies to the axial velocity results. CO results are largely unaffected.
Figure 5.22: Axial velocity U/U0, progress variable c and CO mass fraction distribution for the
F2 flame with different Cφ.
From RANS-type analysis [90, 87] it is expected that the CΦ = 2 yields the most accurate
results but large sensitivity is usually observed [79, 96]. However, RANS-PDF results on the
same set of flames [104] revealed that the results depend significantly on its value. Similarly,
Lindstedt and Vaos [59] applied the transported PDF model to the same flames using the
coalescence dispersion model. In the F1 flame, by adopting a value of CΦ > 4, a stable burning
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F1 flame was obtained. However, flame extinction occurred when CΦ = 2 was selected (unlike
the F2 and F3 flames). Figure 5.22 shows that, in LES-PDF it does not play a major role in the
present conditions and its relative importance is expected to be less than in RANS simulations.
In Figure 5.23 a comparison is made between N = 1 and the results obtained with N = 4 and
CΦ = 80. The Figure shows that sub-grid effects do not disappear even at CΦ = 80 and the
mixing is improved (see axial velocity and CH4 distribution). The CO mass fraction prediction
(which always shows the largest differences in these flames) still suggests that sub-grid scalar
fluctuations play a part in CO production. Nevertheless, the above analysis (Figures 5.22
and 5.23) shows the LES-PDF approach is weakly dependent of CΦ in this test case unlike
RANS-PDF counterparts.
Figure 5.23: Comparison between 1 stochastic field and large Cphi values at x/D = 8.5 for the
F2 flame.
Such weak dependence suggests that the scaling in equation (4.13) to collapse the PDF to a
δ-Dirac will not play a major role (Figure 5.24). Figure 5.24 shows the velocity and the progress
variable with the F2 flame using both scaled and non-scaled values of the micromixing constant.
It can be concluded that even when using the non-scaled value of the micromixing coefficient,
acceptable results can be obtained in a premixed flame (especially closer to the nozzle exit).
Therefore, the value of the micro-mixing constant does not significantly affect the results, as
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inaccuracies in instantaneous values probably do not affect time-averaged values and its effects
are limited to laminar regions.
Figure 5.24: Axial velocity and progress distribution for the F2 flame using equation 4.13.
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Sensititivity Analysis: Pilot Composition
In the grid and chemistry sensitivity analysis sections, the common observation is that the CO
mass fraction is systematically over-predicted, nearly independently of the value of the selected
parameter under study. It should be noted that some values yield improved results over other
values, but the general trend is that CO species mass fraction is always overpredicted.
The uncertainties in the pilot composition motivated this section; three pilot compositions
are examined in the F2 flame. In the original case, the pilot composition was taken as the
composition of the products of combustion of a methane-air mixture at equivalence ratio φ = 1.
Two additional cases were selected, the one with pilot composition corresponding to a lean
mixture φ = 0.75 and with a rich one φ = 1.25. These values are obviously extreme and
outside experimental error but they are a good indication of how pilot composition affects
species prediction.
Figure 5.25 shows that no significant difference is observed in the prediction between the differ-
ent pilot compositions at all axial stations apart from an increase of CO for rich pilots. Progress
variable and axial velocity were largely unaffected (not shown).
Figure 5.25: Different chemical mechanisms predictions in the F2 flame at x/D = 8.5.
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Sensititivity Analysis: Differential Diffusion
In LES, molecular diffusion has a much more predominant role than in RANS and must be
modelled accurately. In premixed flames, even at relatively large Reynolds number, differential
diffusion may play a significant role [13]. In this section the effects of non-unity Lewis num-
bers are investigated on the F2 flame. Full PDF solutions including differential diffusion are
rare [68] and no formulation has been presented yet in the stochastic fields context (although
modification in the mixing model could be directly applied [94]); therefore results with N=1
are presented. In Figure 5.26 mass fraction predictions for CH4, CO2 and CO are presented.
The most important observation is the improvement in the prediction of CO and CH4 mass
fraction at nearly all stations. Differential diffusion seems to affect CO predictions strongly
by improving the shape of the average flame front. CO improves by about 20%, especially at
axial locations further away from the nozzle exit. Further improvement might be obtained if a
detailed mechanism and increased N were to be used.
Figure 5.26: CH4, CO2 and CO mass fraction distribution for the F2 flame with and without
differential diffusion with N=1.
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F1-F3 CEMA Analysis
The Chemical Explosive Mode Analysis is applied to all three flame at approximately 8 flow-
through times after the start of the simulation. Figure 5.27 shows snapshots of sign(λ˜e) ×
log
[
max(1, |λ˜e|)
]
, where positive eigenvalues are observed at the core of the flame whereas
negative eigenvalues are observed at the periphery of the flame.
Figure 5.27: Snapshots of sign(λ˜e)× log
[
max(1, |λ˜e|)
]
for the three studied flames.
Figure 5.28: Snapshots of Dasgs for the three studied flames.
Positive eigenvalues (coloured in red), indicate the propensity of the mixture to ignite, whereas
negative eigenvalues indicate a stable condition, relaxing towards equilibrium. The positive
areas are shorter and wider for the F1 flame, compared to the F3 flame, which explains the
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flame structure. The F1 flame exhibits thin and interrupted high temperature regions (see figure
5.4), indicating higher levels of extinction, so the positive eigenvalues explain the fact that the
flame is not quenching. The F3 flame on the other hand exhibits a thick and uninterrupted
temperature structure (figure 5.4), so there is no flame quenching. Therefore, the positive
eigenvalues are observed only in the shear layer between the fuel stream and the burning
surrounding region.
Figure 5.28 shows snapshots of Dasgs for all three flames, according to equation (4.35), where
instead of the mixture fraction gradient, the progress variable gradient has been used instead.
The results are in line with the observation made in the sub-grid statistical convergence sen-
sitivity analysis. Dasgs seems to increase as we move from flame F1 and F3, suggesting that
the F3 flame is not well resolved. This could mean that sub-grid effects are important and
they should be more accurately described. In the F1 flame on the other hand, the situation is
different. Dasgs acquires lower values, indicating that sub-grid modelling effects are limited.
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5.3.4 Flame Quenching
One of the advantages of the present LES-PDF methodology is that it can predict unsteady
phenomena such as flame quenching. The solution with N=1 of the F1 flame was used as an
initial condition for a N=4 field simulation in order to predict flame extinction of a hypothetical
F0 flame. The axial velocity was increased gradually from 65 m/s to 150 m/s (in steps of 5
m/s). According to experimental data [15] the stoichiometric Bunsen flames start quenching at
stretch rate of Se = 6150s
−1 where S = U0/D is defined as a global stretch parameter based on
the exit diameter of the jet flow. From the critical stretch, the quenching velocity is estimated
to be 73.8 m/s. In the simulations, quenching was observed in the region of 80± 5 m/s.
Figure 5.29 shows the gradual decrease of the flame temperature at 0.5 ms intervals, while
Figure 5.30 shows the OH mass fraction at the same time. The hypothetical F0 flame, pro-
gressively increase its Karlovitz number moving towards the right of the diagram in Figure
5.2 towards the distributed or broken reaction zones regime and then complete quenching. As
the simulation comes close to extinction, there is not a defined flame structure but large scale
broken reaction zones. This could possibly lead to the decrease of the influence of sub-grid mod-
elling. Qualitatively the images look remarkably similar to the extinction of a non-premixed
flame [44, 33].
Figure 5.29: Snapshots of temperature for the F0 flame at 0.5 ms intervals
5.4 Summary
This chapter presents one of the first applications of LES-PDF to premixed flames using the
stochastic fields method. The same closure models used in non-premixed flames have been used
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Figure 5.30: Snapshots of OH mass fractions for the F0 flame at 0.5 ms intervals
and the results are comparable (if not better) to the other proposed methods over the flames
studied. The LES-PDF approach is shown to work accurately with a relatively low number
of fields, 16, at a range of Reynolds, 24000-52000 and Karlovitz numbers 3.4-11. The results
show little sensitivity to modeling parameters, such as the micro-mixing constant in contrast to
RANS-PDF approaches in premix flames. The model is able to capture large scale quenching at
qualitatively the correct extinction speed. Even in the coarse grid, the velocities, temperatures
and mass fractions are captured reasonably well.
The largest Reynolds number flame, F1, is better predicted than the lower Reynolds flame, F3;
where the latter is more sensitive to number of fields and sub-grid effects. The acceptable results
without model (N = 1) suggest that the sub-grid effects are limited and not so important at
large Karlovitz numbers. This is in agreement with previous simulations [27] where neglecting
sub-grid combustion modelling (ILES approach) provide good agreement with experimental
data on a high Karlovitz ∼ 1000 premix flame. However at low Karlovitz numbers, in the thin
reaction regime, sub-grid combustion modelling plays a larger role.
Nevertheless, the calculations show large CO over-predictions at all flames, which cannot be
explained by the chemical mechanisms or the pilot composition. Similar discrepancies are
reported in the literature [103, 59, 37, 99]. A progress variable based on CO and CO2 shows good
agreement with experimental data, suggesting that the error may be in the CO concentration
in the pilot.
Finally, the inclusion of differential diffusion effects generally leads to small improvements of
mass fractions predictions, albeit larger than switching to more detailed chemistry, probably
owing to the fact that in the present simulations, molecular diffusion has a predominant role
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which can not be seen under the unity Lewis number assumption. Unfortunately no simple
formulation exists for differential diffusion for the stochastic fields method and the full benefit
of including it is not clear.
Chapter 6
The Cambridge-Sandia Stratified
Flames
In this chapter, the LES-PDF methodology is applied in a new series of turbulent methane/air
flames that exhibit varying degrees of both swirl and stratification. This series of flames was
experimentally studied at Cambridge University and is called the Cambridge-Sandia Stratified
Flames.
6.1 Introduction
The combustion research community has recently focused on investigating the effects of strat-
ification as a measure to provide flame stability while maintaining an overall lean combustion
process and a summary of the recent findings was compiled by Sweeney et al. [106]. But there
is still an incomplete understanding on how stratified flames behave compared to premixed
flames.
The present chapter uses as a test case a series of methane/air flames in a new turbulent swirl
burner that allows for high flexibility in operating conditions. The design incorporates a central
bluff-body and variable swirl to emulate partially the flow complexity and flame stabilization
mechanisms observed in gas turbines. These design decisions were also made to provide test
cases progressively more complex through the inclusion of a bluff-body induced recirculation
zone and variable swirl levels. The burner was designed to have an open flame, facilitating high
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fidelity scalar measurements. Table 6.1 gives an overview of the flame series and the respective
conditions.
Table 6.1: Operating conditions for the Cambridge Stratified Swirl Burner. In all cases, Ui =
8.31 m/s (Re = 5960), Uo = 18.7 m/s (Re = 11500) and Uco−flow = 0.4 m/s. SFR stands for
Swirl Flow Ratio and SR stands for Stratification Ratio. Sg is the Geometric Swirl Number
(ratio of the tangential velocity to axial velocity at the center of the outer annulus). Equivalence
ratios of the inner and outer annuli are denoted by φi and φo respectively [28, 107, 108].
Flame SFR Sg SR φi φo
SwB1 0.00 0.00 1.0 0.75 0.75
SwB2 0.25 0.45 1.0 0.75 0.75
SwB3 0.33 0.79 1.0 0.75 0.75
SwB5 0.00 0.00 2.0 1.00 0.50
SwB6 0.25 0.45 2.0 1.00 0.50
SwB7 0.33 0.79 2.0 1.00 0.50
SwB9 0.00 0.00 3.0 1.125 0.375
SwB10 0.25 0.45 3.0 1.125 0.375
SwB11 0.33 0.79 3.0 1.125 0.375
SwB13 0.00 0.00 1.0 1.00 1.00
SwB14 0.25 0.45 1.0 1.00 1.00
SwB15 0.33 0.79 1.0 1.00 1.00
Given that this series of flames is relatively new, very few simulation attempts are reported
in the literature, all of them under the LES context [93, 10, 72]. In all these works, the
simulation results show good overall performance but with some discrepancies in the bluff-
body downstream region, even though the methodologies followed are not the same.
Proch and Kempf [93] investigated three selected flames from the abovementioned series using
the Artificially Thickened Flame Model (TFM) approach [17], combined with a Precomputed
Flamelet Generated Manifold (PGFM) tabulation of precomputed premixed flames [52]. More
particularly, the SwB1, SwB5 and SwB9 cases were tested in their work, encompassing a wide
range of stratification but no swirl effects. Their results show an overall good agreement
with experimental data, with some deviations occuring within the bluff body region. After
analyzing atomic mass fractions and species profiles, they concluded that these deviations
could be assigned most likely to the effects of preferential diffusion in the case of SwB1 and
heat transfer in the cases of SwB5 and SwB9.
In a similar approach to the one followed in this chapter, Bruner et al. [10] in their work
used the subgrid scale PDF method with the Eulerian Stochastic Field solution in a block-
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structured finite volume LES code. Their aim was to investigate the influence of mixture
stratification on turbulent swirling flames and further validate the stochastic field method in
the context of premixed stratified combustion. The flames studied were SwB1, SwB3, SwB5 and
SwB7, covering a wide range of swirl ratios up to moderate stratification levels. Their results
show good overall agreement with experimental data, with some discrepancies evident in the
downstream region. According to experiments, increase of swirl tends to shorten the flame,
whereas stratification increases the flame angle relative to the centerline. Their simulations
were able to accurately capture both. Finally, their conclusion was that the inclusion of a more
realistic non-adiabatic boundary conditions at the bluff body could further improve the results.
Finally, Mercier et al. [72] examined the LES sensitivity to the submodelling strategies, using
SwB1 and SwB5 as their reference cases (both non-swirling flames). Different heat losses and
sub-grid flame wrinkling models are presented in the context of the Filtered TAbulated Chem-
istry for LES (F-TACLES) formulation [29] and applied in this complex configuration where
both flame brush and flow dynamics are influenced by flame consumption speed submodels.
Their first conclusion was that taking into account heat losses, impacts the prediction of both
velocity and temperature of the inner recirculation zone. The second conclusion was that the
model constants in the sub-grid wrinkling submodels have a great impact on the mean flame
brush position. They found that the non-adiabatic formulation combined with a dynamic esti-
mation of the sub-grid wrinkling model constant gives a very good prediction of both the mean
flame location and the inner recirculation zone flow dynamics.
In this chapter four different flames are examined: SwB1 is the first one with no swirl and no
stratification, used as a reference case to validate the grid. Afterwards, the SwB5 is studied,
with the introduction of moderate stratification. The next one (SwB6) introduces a moderate
swirl. The last flame studied is the SwB11 flame that exhibits the highest levels of both swirl
and stratification and hasn’t been simulated before.
114 Chapter 6. The Cambridge-Sandia Stratified Flames
6.2 Experimental and Numerical Set-Up
6.2.1 The Cambridge Stratified Burner Setup
The swirl burner is shown in figure 6.1. It consists of two annular channels through which
fuel/oxidizer mixtures can flow, and a large (382 mm diameter) co-flow of filtered air to prevent
the entrainment of ambient air. Air flow in the co-flow is conditioned in the following way. First,
it is passed through three perforated disks (denoted M in the figure), the first of which has 3
mm diameter holes with 40% open area, while the subsequent pair has 1.5 mm diameter holes
with 25% open area. The flow is then straightened by passing it through a 38.1 mm deep
honeycomb section L with 3 mm holes and 75% open area. Finally any clustered particles are
filtered using two mesh gauzes K, the first of which has 1.2 mm square holes and 70% open
area, while the second has 1 mm square holes with 40% open area.
The annuli are formed by three concentric tubes EG. The exit geometry is shown in the right
part of figure 6.1. The innermost tube G is terminated in a ceramic cap J. This acts as a central
bluff body which aids flame stabilization. The use of ceramic material ensures that heat losses
to the bluff body are minimized, and the conditions are assumed to be as close as possible to
adiabatic (something that will be studied in the parametric analysis later on this Chapter).
Furthermore, the ceramic used is essentially an inert material in comparison to alternatives
such as stainless steel, resulting in minimizing radical absorption and surface reactions.
Flow to the inner annulus is supplied via a plenum A at the base of the burner, while mixing
of fuel and oxidizer gases has taken place in feed lines far upstream of the burner. Though the
primary purpose of the plenum is to channel flow from the supply lines to the inner annulus,
it also breaks up the flow structures in the lines on entrance to the burner. The outer annulus
is fed by the middle and upper plenums B, C in the burner. If the middle plenum B is used
in isolation, then the resulting outer annulus flow is axial. A variable degree of swirl can be
introduced to the outer flow by passing a percentage of the overall outer annulus flow through
upper plenum C. Gas from the upper plenum joins the outer annulus through a swirl collar
I, via a radially symmetric pattern of inlets angled at 30o to the annulus and at 30o to the
horizontal. These angled jets induce a tangential component to the axial flow from the middle
plenum, generating a swirling flow at the burner mouth.
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Figure 6.1: Cambridge-Sandia Burner Geometry [28, 107, 108]. The left image shows a cross
section of the burner, whereas the rights image shows the exit geometry of the burner.
Table 6.1 shows a matrix of the operating conditions possible with this specific burner. Bulk
velocities were chosen to maximize the Reynolds numbers in the flows given the physical con-
straints imposed by the mass flow controllers available and the maximum throughput of the
laboratory air supply. The total power load P varies from 25.8 kW in the premixed cases (split
approximately 1:3 between the inner and outer flows), through 21.5 kW in the moderately
stratified cases (5:8), to 19.3 kW in the highly stratified cases (11:10) [28].
The bulk velocity in the outer annulus, Uo = 18.7 m/s, was set at more than twice the value
of the velocity in the inner annulus, Ui = 8.31 m/s, in order to generate substantial levels of
shear between the two flows. Co-flow air was supplied around the outer annulus with a bulk
velocity Uco−flow = 0.4 m/s to prevent the entrainment of ambient air. The Reynolds numbers
derived from the bulk velocities and the exit geometry are Rei = 5960 for the inner annulus
and Reo = 11500 for the outer annulus.
The stratification ratio, SR, defined as the ratio of the nominal equivalence ratio in the inner
annulus to that in the outer, was varied from 1 for premixed cases to 3 for the most stratified
cases. The swirl flow ratio, SFR, defined as the ratio of outer annulus flow through the swirl
plenum to that through the axial plenum, was varied between 0 for non-swirling flow to 0.3
for very highly swirling flow. It should be pointed that the skipped numbers (SwB4, SwB8,
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SwB12 and SwB16) correspond to a highly stratified swirl flow ratio 0.4, but in these cases the
flame did not stabilize sufficiently; the high strain at the flame base made the flame liable to
detaching and blow off. Additionally, the geometric swirl number can be calculated as the ratio
of mean tangential velocity to axial velocity, Sg = Ws/Uo, at the center of the outer annulus.
6.2.2 Numerical Set-Up
In this work, four different flames from the Cambridge-Sandia Flame series were simulated,
each one of them with its specific characteristics and inflow conditions. Therefore, a different
type of grid was used in each case. Table 6.2 summarises the simulation settings for each case.
Table 6.2: Computational grid details for each one of the selected Cambridge Flames.
Flame Grid Dimensions(m) Grid Points
SwB1 Cylindrical 0.1(x) × 0.075 (r) 132 × 132 × 64
SwB5 Cylindrical 0.1(x) × 0.075 (r) 132 × 132 × 64
SwB6 Cartesian 0.13(x) × 0.1 (y) x 0.1(z) 160 × 204 × 204
SwB11 Cartesian 0.13(x) × 0.1 (y) x 0.1(z) 160 × 204 × 204
For the first two flames (SwB1 and SwB5), the solution domain (cylindrical grid to match the
axi-symmetric nature of the Cambridge-Sandia Burner) has a length of 0.10 m and radius 0.075
m. Grid stretching in the radial direction was applied to resolve the gradients that arise near
the inlet and in the shear layer of the flame. The minimum mesh size in radial direction occurs
at the shear layer and flame position where ∆ ≈ 0.25 mm.
The above mentioned flames do not exhibit any swirling flow, therefore the cylindrical grid
was suitable for performing the simulations. On the other hand, both SwB6 and SwB11 flames
exhibit medium to high levels of swirl. The problem when using a cylindrical grid in this type of
flames is that close to the centerline, the edges of the cells collapse to a single point. Therefore,
the cells close to the centerline have a very small size in the azimuthal direction and due to the
high swirling (azimuthal) velocities, the time step has to be decreased drastically to comply
with the CFL limit. In order to overcome this difficulty, the cartesian grid was selected instead.
In the selected cartesian grid, a mesh size of ∆ ≈ 0.75 mm was used throughout the inflow
plane.
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6.3 Results
6.3.1 The SwB1 Flame - No Swirl/Stratification
The SwB1 flame is the simplest case, without swirl and stratification and therefore, this case
is used as reference and validation case.
Figure 6.2: SwB1 Flame snapshots of axial velocity and temperature. The upper row shows
the axial velocity (instantaneous to the left, mean to the right) and the lower row shows the
temperature.
Figure 6.2 shows instantaneous and mean values of the filtered axial velocity and temperature
distribution while Figure 6.3 shows two major species (CH4, OH). Downstream of the burner
exit, mixing occurs only between the co-flow and the outer stream and the mixing rate is
increased by additional turbulent motion developing in the shear layers between these two
streams.
A direct comparison between numerical and experimental results is shown in Figures 6.4 and 6.5.
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Figure 6.3: SwB1 Flame plots of two major species. The upper row shows the CH4 distribution
(instantaneous to the left, mean to the right) and the lower row shows the OH distribution.
Figure 6.4 shows the axial velocity distribution at several locations downstream of the nozzle
exit. In general, a good agreement is observed between experimental results and numerical
results up to x = 50 mm. At x = 70 mm, there is a deviation at locations close to the
centerline, however this deviation is somehow corrected after the introduction of the additional
stochastic fields.
The figure also shows the equivalence ratio plots, derived from an atomic balance as follows
[107, 108]:
φ =
XCO2 + 2XCH4 +XCO + 0.5(XH2O +XH2)
XCO2 +XO2 + 0.5(XCO +XH2O)
(6.1)
The equivalence ratio detailed in equation (6.1) is the ratio of the demand for oxygen, based on
the local mass fractions of hydrogen and carbon to the locally available oxygen. This definition
of equivalence ratio yields values that are close to those calculated using the scaled Bilger
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Figure 6.4: SwB1 plots of axial velocity and equivalence ratio at several axial stations from the
nozzle exit. The green line indicates the solution with N = 1 and the blue line indicates the
solution with N = 8.
mixture fraction f , by:
φB =
f
1− f
1− fst
fst
≈ φ (6.2)
where the subscripts B and st refer to the Bilger definition and the stoichiometric value respec-
tively.
A direct comparison between the experimental values and the ones calculated by the simulation
shows that there is a very good agreement both with 1 and 8 stochastic fields with a very slight
improvement at the stations further away from the nozzle exit as more stochastic fields are
introduced.
Figure 6.5 shows the comparison between the experimental values for temperature and mass
fractions and the respective values derived from the LES-PDF simulations. The observations
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Figure 6.5: SwB1 plots of temperature, major species and the relationship between them at
several axial stations from the nozzle exit. Symbols same as in figure 6.4.
from the qualitative analysis above are confirmed here, especially in the CO2 mass fraction
plots. The introduction of the stochastic fields improves the results after x = 50 mm.
Finally, the final column shows the relationship between the temperature and some major
species mass fractions, that is CO2 and CO. The sum of these species is compared against
temperature, representing in a way a progress variable similar to the one defined in equation
(5.3) for the F1-F3 flames. This is used to verify that the combustion is complete and the
conversion of fuel to combustion products is according to the experiment. The graph shows an
almost coincidental curve between the 1 and 8 stochastic field solutions, indicating that there
is a difference in the conversion from CO to CO2 between the two LES solutions, something
that can be attributed to turbulence - chemistry interactions.
SwB1 CEMA Analysis
The Chemical Explosive Mode Analysis is applied to the Cambridge-Sandia SwB1 flame at
approximately 64 ms after the start of the simulation. The upper left plot of figure 6.6 shows
that in general, negative eigenvalues are observed throughout the flame, with a thin positive
eigenvalue region at the periphery of the flame. As we move further away from the nozzle exit,
the flow expands and becomes more disturbed; therefore the surface of these positive areas
is increased, sustaining combustion in these regions as well. Additionally, some areas away
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from the centerline with purely positive eigenvalues can be observed, corresponding to regions
with relatively lower temperature and therefore an explosive mixture. It should be noted that
the margins shown on on figure 6.6 are smaller than the actual domain limits and that the
observed recirculation zones depicted do not affect the simulation results where experimental
data is available).
Figure 6.6: CEMA of the SwB1 Cambridge Sandia flame. The upper row shows snapshots of
sign(λ˜e)× log
[
max(1, |λ˜e|)
]
(left) and λe,sgs (right) of the Cambridge-Sandia SwB1 flame. The
lower row shows the respective snapshots of sign(λ˜e) × log
[
max(1, |D˜a|)
]
and the Dasgs/D˜a
ratio.
The upper row of figure 6.6 shows that within the non-reacting zones in the core of the flame,
the explosive mode sub-grid fluctuation λ˜e,sgs is practically zero, indicating that the mixture
has relaxed towards an equilibrium state and chemistry is not a significant factor. Contrary
to that, at the interface between the co-flow and the flame (flame front), larger values are
122 Chapter 6. The Cambridge-Sandia Stratified Flames
observed, indicating that sub-grid effects are important at the locations of the steep gradients,
and therefore this explains the improvement in the shifting of those gradients to their correct
position as the additional fields are introduced.
The lower row of figure 6.6 shows the main Damko¨hler number (left) and the ratio Dasgs/D˜a
(right). It can be seen that there are only very few places within the flame which correspond
to possible large chemical - turbulence interaction (D˜a ∼ 1), mainly in locations far away from
the nozzle exit, where the flame front is wrinkled and there is frequent transition from burning
to non-burning state. Finally, regarding the ratio Dasgs/D˜a, it is clear that the largest values
are observed at the edge of the flame whereas the ratio is practically zero at the central core.
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6.3.2 The SwB5 Flame - No Swirl / Moderate Stratification
The SwB5 flame is a relatively more complex case, compared to SwB1. Even though there
is still no swirl, moderate stratification is introduced by the composition difference in the two
inflow streams.
Figure 6.7: SwB5 Flame plots of axial velocity and temperature. The upper row shows the axial
velocity (instantaneous to the left, mean to the right) and the lower row shows the temperature.
The plots in figure 6.7 show instantaneous and mean values of the filtered axial velocity and
temperature distribution. Figure 6.8 shows instantaneous scalar fields of two major species
(CH4, CO2). In this case, mixing occurs downstream of the nozzle exit between the co-flow
and the outer stream but also between the two inlet streams. The mixing rate is increased by
additional turbulent motion developing in the shear layers between the three above-mentioned
inlet streams. Additionally, a recirculation zone is captured in the wake of the bluff-body, but
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Figure 6.8: SwB5 Flame plots of two major species. The upper row shows the CH4 distribution
(instantaneous to the left, mean to the right) and the lower row shows the CO2 distribution.
in this case it does not extent so much far away from the nozzle exit as in the SwB1 flame.
Figure 6.9 shows the axial velocity distribution at several locations downstream of the nozzle
exit. In general, a very good agreement is observed between experimental results and N =
1 results up to x = 50 mm. At this axial location, and to a greater extent at x = 70 mm,
1 stochastic field is not able to accurately reproduce the flow field. Similarly to the SwB1
flame, the introduction of the additional fields, significantly improves the flow field prediction
far away from the nozzle exit. Regarding the equivalence ratio, the LES results with both 1
and 8 stochastic fields are very accurate when compared to experimental values, indicating that
the introduction of the stochastic fields affects to a lesser extent the prediction of the major
species.
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Figure 6.9: SwB5 plots of axial velocity and equivalence ratio at several axial stations from the
nozzle exit. Symbols same as in figure 6.4.
Figure 6.10: SwB5 plots of temperature, major species and the relationship between them at
several axial stations from the nozzle exit. Symbols same as in figure 6.4.
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Figure 6.10 shows the comparison between the experimental values for temperature and mass
fractions and the respective values derived from the LES-PDF simulations. The most important
observation, confirmed also by the equivalence ratio plot is the fact that the introduction of
the additional stochastic fields does not affect the temperature and mixture fractions. The
only scalar that is slightly affected is CO, but the change is so small that the progress variable
shown in the last column of the same figure is practically the same as in the 1 field solution.
SwB5 CEMA Analysis
Figure 6.11 shows the CEMA analysis results on the N=8 solution of the SwB5 flame.
The upper left plot of figure 6.11 shows that, like the SwB1 flame, negative eigenvalues are
observed throughout the flame, with a thin positive eigenvalue region at the periphery of
the flame. The additional stratification compared to the SwB1 increases the V-angle of the
eigenvalue plot (angle of the core of the flame). Additionally, positive eigenvalue regions far
away from the nozzle exit are reduced compared to the SwB1 flame.
The explosive mode subgrid fluctuation λ˜e,sgs shows that at the interface between the co-flow
and the flame (flame front), larger values are observed compared to the SwB1 flame, suggesting
that in this flame, subgrid effects are even stronger in the flame front region. The reduced
wrinkling of the flame at locations far away from the nozzle exit is also evident in the low
values of λ˜e,sgs.
Extinction is observed in a slightly higher extent compared to the SwB1 flame. Regions within
the flame which correspond to D˜a ∼ 1 are observed, mainly in locations far away from the
nozzle exit, indicating strong flow–chemistry interactions. At these locations, the large scale
wrinkling of the flame is reduced, but as can be seen by the instantaneous temperature plot of
figure 6.7, there are some low temperature regions between high temperature regions, possibly
because of the moving behavior of the flame (see instantaneous temperature subplot of Figure
6.7, between 80 and 100 mm from the nozzle exit). Similarly to SwB1, it is clear that the
largest values of the ratio Dasgs/D˜a are observed at the edge of the flame whereas the ratio is
practically zero at the central core.
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Figure 6.11: Chemical Explosive Mode Analysis performed on the 8 stochastic field solu-
tion of the SwB5 Cambridge Sandia flame. The upper row shows snapshots of sign(λ˜e) ×
log
[
max(1, |λ˜e|)
]
(left) and λe,sgs (right) of the Cambridge-Sandia SwB5 flame. The lower row
shows the respective snapshots of sign(λ˜e)× log
[
max(1, |D˜a|)
]
and the Dasgs/D˜a ratio.
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6.3.3 The SwB6 Flame - Moderate Swirl / Moderate Stratification
The SwB6 flame studied in this section is a more complex flame compared to the previous two,
as both moderate swirl and stratification are present.
Figure 6.12: SwB6 Flame plots of axial velocity and temperature. The upper row shows
the axial velocity (instantaneous to the left, mean to the right) and the lower row shows the
temperature.
In this flame, apart from the additional mixing due to the stratification of the inlet streams,
there is also a circumferential velocity, affecting the flow field and therefore changing the shape
of the core of the flame, making it wider and shorter, compared to the SwB5 flame (see figures
6.12 and 6.13).
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Figure 6.13: SwB6 Flame plots of two major species. The upper row shows the CH4 distribution
(instantaneous to the left, mean to the right) and the lower row shows the CO2 distribution.
In this flame, the increased complexity of the flow field results in discrepancies between the
experimental and predicted values (see Figures 6.14 and 6.15). The axial velocity is in general
predicted well, with a small overshoot at the third axial station (x = 30 mm) and also a
relatively large deviation close to the centerline at the last axial station, indicating a stagnation
point at the centerline. The equivalence ratio is accurately predicted at all stations, regardless
of the number of stochastic fields.
In general, in this flame the introduction of the additional stochastic fields does not improve
the results. Based on figure 6.15, it is evident that all three intermediate stations are accurately
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Figure 6.14: SwB6 plots of axial velocity and equivalence ratio at several axial stations from
the nozzle exit. Symbols same as in figure 6.4.
Figure 6.15: SwB6 plots of temperature, major species and the relationship between them at
several axial stations from the nozzle exit. Symbols same as in figure 6.4.
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predicted by the model (temperature and species). At the first axial station, however, there
is still some oxygen close to the centerline. This is confirmed by the relatively lower values of
both CO2 and CO, compared to experimental values. As a result, the temperature is also lower
compared to experimental values. Additionally, the location of the flame front is slightly shifted
compared to the experimental values, indicating that the discretization may not be sufficient
enough to capture the phenomena that are taking place in the shear layer. Finally, regarding
the last axial station, it is evident from the graph that the magnitudes of the temperature and
axial species are accurately captured, but slightly shifted towards the outer part of the flame.
This, in combination with the observation about the axial velocity means that the model is not
able to accurately capture the shape of the flame and is predicting a more “open” flame at the
last axial station.
SwB6 CEMA Analysis
The CEM distribution shows the same pattern as in SwB1 and SwB5, with negative eigenvalues
throughout the flame surrounded by a thin positive eigenvalue region at the periphery of the
flame. The combined effect of stratification and swirl increases the V-angle.
The explosive mode subgrid fluctuation λ˜e,sgs shows that, similarly to SwB1 and SwB5, the
interface between the co-flow and the flame (flame front), is the region with the highest values.
But another important observation has to be pointed out in this flame. There seems to be
an additional region adjacent to the flame front and on the inside of the flame, spanning
between x = 20 mm and x = 90 mm, where λ˜e,sgs acquires relatively high values. Contrary
to the previously studied flames, the temperature profile is now different, indicating that the
increased temperature gradients could play an important role in the explosive mode subgrid
fluctuations.
Regarding the Damko¨hler number, it is apparent that it is negative at the interior of the flame,
whereas it acquires positive values at the periphery of the flame (at the location of the flame
front). Some relatively large Damko¨hler numbers can be seen at the locations very far away
from the nozzle exit and also far away from the centerline, indicating that small quenching
regions can be observed between those areas and the main part of the flame. Similarly to the
two previous flames, it is clear that the largest values of the ratio Dasgs/D˜a are observed at the
edge of the flame whereas the ratio is practically zero at the central core.
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Figure 6.16: CEMA on SwB6 with N=8. The upper row shows snapshots of sign(λ˜e) ×
log
[
max(1, |λ˜e|)
]
(left) and λe,sgs (right) of the Cambridge-Sandia SwB6 flame. The lower row
shows the respective snapshots of sign(λ˜e)× log
[
max(1, |D˜a|)
]
and the Dasgs/D˜a ratio.
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6.3.4 The SwB11 Flame - High Swirl / High Stratification
The SwB11 flame exhibits the highest levels of both swirl and stratification. Similarly to the
SwB6 flame, a cartesian grid is selected, comprised of approximately 6.75 million grid points
(see table 6.2). Since this is the most complex flame, a sensitivity analysis was carried out, in
order to analyze some of the parameters that affect the simulation results and examine their
effects on flame prediction.
Figure 6.17: SwB11 Flame plots of axial velocity and temperature. The upper row shows
the axial velocity (instantaneous to the left, mean to the right) and the lower row shows the
temperature.
In this flame (see figures 6.17 and 6.18), both the stratification of the inlet streams and the
circumferential velocity acquire the largest values of all SwB flames, affecting the mixing of the
streams and the flow field simultaneously and therefore changing the shape of the core of the
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Figure 6.18: SwB11 Flame plots of two major species. The upper row shows the CH4 dis-
tribution (instantaneous to the left, mean to the right) and the lower row shows the CO2
distribution.
flame, making it more wider and compact.
Despite the increased complexity of the flow field, the axial velocity is captured accurately at all
stations. The only discrepancy is observed at the last axial station (x = 50 mm), far away from
the nozzle exit where the simulation seems to underestimate the velocity profile at r = 10− 20
mm from the centerline.
Figure 6.20 shows that there is a relatively good agreement with all species up to x = 40 mm.
However, the simulation results at the last axial station (x = 50 mm) are not good, and a
significant underprediction of all quantities is apparent up to r = 20 − 25 mm. Additionally,
at the first axial plots, a small shift of the location of the steep gradients is apparent on the
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Figure 6.19: SwB11 plots of axial velocity at several axial stations from the nozzle exit. Simu-
lation results obtained with one stochastic field.
Figure 6.20: SwB11 plots of temperature, major species and the relationship between them
at several axial stations from the nozzle exit. Simulation results obtained with one stochastic
field.
temperature and species plots, indicating that the grid resolution is most probably not adequate
enough for this complex flow field.
Parametric Analysis
The complexity of the flame due to the combined effect of high swirl and stratification ratios,
makes it an ideal case for a parametric analysis. The most important simulation parameters
are examined in this section:
• Number of Stochastic Fields.
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• Grid Resolution.
• Differential Diffusion.
• Heat Losses towards the inlet wall (fixed wall temparature).
For each one of those cases and for four selected variables (axial velocity, temperature, CH4
and CO2), the respective figures are plotted. Figure 6.21 shows the axial velocity profile at all
stations for all the above mentioned cases. Figures 6.22 - 6.24 show the parametric analysis
results for temperature, CH4 and CO2, following the same notation as in figure 6.21.
Figure 6.21: SwB11 axial velocity plots. The first column shows the effect of the additional
stochastic fields (green, which is the reference case, is with N=1, blue is with N=8 and purple
is with N=32). The second column shows the effect of the grid resolution (green is on a 6.7
million cell domain and blue is on a 18 million cell domain). The third column shows the effect
of differential diffusion (green is without and blue is with differential diffusion with N=1). The
fourth column shows the effect of heat losses (green is without and blue is with heat losses
taken into account by fixing the ceramic cap temperature at 500 K).
Based on figures 6.21 to 6.24, the first conclusion is that the introduction of the additional
stochastic fields only marginally improves the results. Regarding the flow field, the simulation
results are identical at the first three axial stations, with some slight deviations at the last
station far away from the nozzle exit. The CH4 distribution is also identical on all axial
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Figure 6.22: SwB11 temperature plots. Notation the same as in figure 6.21.
stations for all three cases. On the other hand, some significant differences are observed in the
temperature and CO2 profiles, close to the nozzle exit. At the first three axial stations, the
predicted temperature profile is higher than the experimental data with N = 32, this is somehow
unexpected. Since the fuel (CH4) mass fraction is accurately predicted at these axial stations,
the elevated temperatures and the corresponding high levels of CO2 mass fraction indicate that
the swirling motion of the flow is bringing hot burnt gases in this region. But as we move
further away from the nozzle exit, this effect is toned down. Based on the above, it can be
concluded that the introduction of the stochastic fields does not improve the simulations results
and to some extent it may not be worth the extra computational effort due to the increased
relative cost of adding more stochastic fields.
Regarding the effect of the grid resolution, it is apparent in all four plots (second column) that
the increase of the grid resolution is beneficial and significantly improves the simulation results.
It should be noted that the discretization scheme in the finest mesh was set to 200× 300× 300,
meaning that the new discretized lenght of each cell was ∆ = 0.43mm (three to four times
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Figure 6.23: SwB11 CH4 plots. Notation the same as in figure 6.21.
larger than the typical laminar flame thickness) instead of the original 0.75mm in the 6.7 million
grid point domain. Compared to the F1-F3 flame grid resolution analysis in Chapter 5, the
improvement obtained in the SwB11 flame is similar to the improvement in the F2 flame for the
same order of magnitude decrease in the mesh size. This improvement comes at a computational
cost, which is however much lower compared to the additional stochastic fields cases presented
previously (introduction of the 32 stochastic fields would increase the computational cost by
approximately 32 times, however the mesh refinement is increasing the computational cost
approximately by 1.55 ≈ 5 times). The conclusion is that this flame exhibits a complex flow
field, and therefore a very fine grid is needed to accurately capture all the phenomena taking
place. Therefore, the 6.7 million cartesian domain seems to be marginally sufficient, but still
gives good results at reasonable simulation times.
Regarding the effect of differential diffusion, it can be seen that the largest differences between
the two cases are observed in the temperature and CO2 plots whereas the axial velocity and
CH4 plots are largely unaffected. It is noticeable that up to x = 20 mm, the introduction of
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Figure 6.24: SwB11 CO2 plots. Notation the same as in figure 6.21.
differential diffusion leads to overshoots of the predicted temperature, especially in the inner
recirculation zone, close to the centerline. However, as we move further away, the differential
diffusion tends to slightly improve the results.
Finally, regarding the heat losses towards the ceramic cap, it has been suggested in the liter-
ature [10] that this could have some potential to improve the simulation results. Therefore,
this parameter was studied, with a fixed ceramic cap temperature at 500 K. The presented re-
sults show the exact opposite: The temperature profiles show a significant reduction compared
against the adiabatic wall results, which is pronounced as we move further away from the nozzle
exit. This also has a negative effect on the axial velocity, especially at the last stations (the
first two stations seem to be unaffacted), indicating that the flow field is disturbed, shifting the
CH4 and CO2 mass fraction profiles towards the outer region of the domain, making the flame
wider than it is. Therefore, the introduction of heat losses, at least in the current implemen-
tation seems to worsen the results instead of improving them. A potential improvement could
be identified if the ceramic wall temperature was set to a higher temperature (instead of 500
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K). However there are no experimental measurements on which value to apply.
Given the contradictory results obtained from differential diffusion and heat losses analysis,
the combined effect of both parameters was examined and the results are shown in figure 6.25.
The results obtained in this way lie in between of the two curves for temperature, O2, CO and
CO2 for each variable tested separately, giving a clear improvement over the previous results.
The improvement is more noticeable up to x = 30 mm, especially close to the centerline,
but as we move further away, the results approach the ones obtained only with heat losses,
indicating that the effect of differential diffusion is relatively small in the regions far away from
the inflow plane. Mercier et al. [72] have performed a similar analysis on the SwB1 and SwB5
flames by estimating the temperature variations due to heat losses and differential diffusion.
They concluded that for the SwB5 flame, neglecting differential diffusion across iso-equivalence
ratio will not lead to significant deviations of the predicted temperature. Contrary to that, in
the lean SwB1 flame, neglecting complex transport effects cannot capture accurately the inner
recirculation zone area. This deviation can be attributed to the equivalence ratio which is much
different between the SwB1 (φ ∼ 0.75) and SwB5 (φ ∼ 1) flames.
Figure 6.25: Combined effect of Heat Losses and Differential Diffusion. Green line is with heat
losses, blue line is with differential diffusion and purple line is the combination of both.
SwB11 CEMA Analysis
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The upper left plot of figure 6.16 shows the same pattern as in all previous flames, with
negative eigenvalues throughout the flame surrounded by a thin positive eigenvalue region at the
periphery of the flame. The combined effect of high stratification and high swirl levels increases
even further the V-angle of the eigenvalue plot (angle of the core of the flame) compared to
the SwB6 flame which exhibits moderate levels of both swirl and stratification. The explosive
mode subgrid fluctuation λ˜e,sgs shows that in this flame as well, the interface between the co-
flow and the flame (flame front), is the region with the highest values, indicating that these are
the regions where the subgrid effects play the most important role. The absolute values at the
flame front are larger compared to the SwB6 flame, suggesting that sub-grid effects are even
more important in this complex flame. Similarly to previous flames, the Damko¨hler number
acquires mostly negative values throughout the solution domain and the largest values of the
ratio Dasgs/D˜a are observed at the periphery of the flame.
Figure 6.26: Chemical Explosive Mode Analysis performed on the 8 stochastic field solu-
tion of the SwB11 Cambridge Sandia flame. The upper row shows snapshots of sign(λ˜e) ×
log
[
max(1, |λ˜e|)
]
(left) and λe,sgs (right) of the Cambridge-Sandia SwB11 flame. The lower
row shows the respective snapshots of sign(λ˜e)× log
[
max(1, |D˜a|)
]
and the Dasgs/D˜a ratio.
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6.3.5 Cambridge Flame Scatter Plots
The mean behavior of various species mass fractions can be tracked as a function of local
temperature, representative of the extent of reaction, to identify the influence of stratification
on the flame structure.
Figure 6.27 provides scatter plots of the instantaneous values of the four major species (CH4,
CO2, CO and O2) as a function of local temperature. In general, the distribution and the
scattering of the data points seems consistent with the respective scatter plots derived from
experimental data [107, 108]. As the stratification of the flame increases from SwB1 to SwB11,
the scatter distribution of CH4 and CO2 is decreased, whereas the scatter distribution of O2
is slightly increased. However, stratification demonstrates minimal effect on the behavior of
the mass fractions of all species on the mean normalized value as a function of temperature,
something that is consistent with experimental data [107, 108].
6.4 Summary
The work presented in this chapter applies the LES-PDF method and CEMA approach to
stratified flames. The test cases cover a wide range of operating conditions, starting from the
simple, no swirl/no stratification SwB1 flame up to the complex, high swirl/high stratification
SwB11. The introduction of swirl in SwB6 and SwB11 means that the cylindrical grid is not
suitable for performing these simulations, so a cartesian grid is deemed necessary. It is clear
that the stochastic fields play a much more important role in the simplest flame (SwB1) which
gradually decreases in the SwB11 flame. The change of the solution domain, could possibly
explain this observation if the resolution in the shear layer of the swirl cases is higher, compared
to the non-swirl cases.
Figure 6.28 shows a Dasgs and sign(λ˜e) × log
[
max(1, |D˜a|)
]
for the four studied flames in
this chapter. It is clear that the Dasgs contribution increases as the flame gets more complex,
indicating that sub-grid effects become more important for the SwB11 flame. However, this
contradicts the prior observation that the introduction of the stochastic fields is more important
for the SwB1 flame and not the SwB11 flame. This enhances the assumption that a direct
comparison cannot be made due to the different mesh type and size. The SwB1 flame simulation
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Figure 6.27: Scatter plots of key combustion species in temperature space for SwB1, SwB5 and
SwB11 datasets. The x-axis represents the normalized temperature and the y-axis represents
the species mass fraction. The color represents the mixture fraction.
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was performed on a cylindrical grid with stretching, whereas the SwB11 flame was simulated
on a cartesian grid without stretching. Therefore, effects that exist on the sub-grid level with
one of the grids may be on the supra-grid level with the other grid, so no direct comparison can
be performed. The same conclusion can be drawn by the sign(λ˜e)× log
[
max(1, |D˜a|)
]
subplot.
Figure 6.28: Dasgs and sign(λ˜e) × log
[
max(1, |D˜a|)
]
plots for the four studied flames in an
axial slice 50 mm away from the nozzle exit.
The parametric analysis performed on the SwB11 flame gives valuable information about the
LES-PDF model parameters. The introduction of the stochastic fields does not significantly
affect the results and may not be worthy the additional computational cost. Grid refinement
6.4. Summary 145
on the other hand is clearly beneficial. It comes at a computational cost, but relatively smaller
than the additional stochastic fields. The introduction of the differential diffusion and heat
losses seem to have counteracting effects, with differential diffusion leading to overshoots in
temperature results whereas introduction of heat losses towards the ceramic cap tends to un-
derestimate the temperature profile. However, the combined effect of these two parameters
seems to correct the results towards the right direction but the exact wall temperature is not
known.
Chapter 7
The SM1 and SM2 Sydney Swirl
Flames
This chapter focuses on the LES of the Sydney swirl flame series [47, 3]. These flames are
stabilised on a hybrid bluff-body/swirl burner. The flame behaviour is governed by the complex
interaction of several recirculation zones. All flames feature an upstream recirculation zone due
to the bluff-body, which represents an obstacle in the axial flow. Additionally, a secondary
recirculation zone may form further downstream as a result of vortex breakdown.
7.1 Introduction
Swirl-stabilised turbulent flames are widely used in a range of practical combustion applications
such as gas turbines, furnaces, power station combustors and boilers. They represent the next
level of computational complexity beyond bluff-body and pilot stabilized flames and are close
to the flow field observed in gas turbines. Compared to the SwB flame family examined in
Chapter 6, the Sydney flames have higher levels of swirl, indicating an even more complex flow
field which increases the simulation difficulty.
In general, the swirling nature of the flow promotes flame stability by means of improved mix-
ing. The effects of swirl on pollutant formation depend on the configuration being considered.
Above a threshold swirl number at which a recirculating vortex is established, swirl does not
significantly affect total NOx levels[3]. Yet, despite the widespread use of swirl burners in
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industrial applications, the calculation of swirling flames continues to represent a challenge [3].
This was summarized by Al-Abdeli and Masri [3] as follows:
• complex recirculating flow patterns induced by vortex breakdown,
• asymmetries, either in the generation of swirl or as a consequence of fuel nozzle used,
• unsteady or time dependent phenomena,
• vaguely defined, intricate or non-homogenous boundary conditions, such as these asso-
ciated with divergent swirling nozzles, used to increase the strength of the recirculating
vortex.
Depending on the strength of swirl, a number of recirculation zones and central vortex break-
down regions can be seen in many swirl-stabilised flames. Recirculation zones in swirl-stabilised
flames provide a source of well-mixed combustion products and acts as storage of heat and
chemically active species to sustain combustion and provide flame stabilization. At high swirl
flows, a coherent structure referred to as a precessing vortex core (PVC) is observed. This is
an asymmetric three-dimensional time dependent flow structure. In general swirl flows and
flames exhibit highly three-dimensional, large-scale turbulent structures with complex turbu-
lent shear flow regions. Figure 7.1 shows an instantaneous snapshot of the SM1 flame with the
abovementioned structures indicated in the plot.
Even though a number of theoretical and experimental studies have been carried out in the last
four decades (some of them summarised in [67]), a full theoretical or experimental description
of the physical mechanism of recirculation and vortex breakdown has not been achieved due
to the complex asymmetric and transient behaviour of these flames. Numerous researchers
have applied different modelling approaches to predict swirling reacting and non-reacting flows
in practical applications as well as in laboratory scale experiments. The majority of the at-
tempts have used Reynolds Averaged Navier-Stokes (RANS) equations accompanying different
turbulence models to predict swirl flows.
Malalasekera et al. [67] presented a summary of several RANS and LES simulation of swirling
flows and concluded that in the computation of complex combusting flows the unsteady three-
dimensional nature of LES has many advantages for turbulence modelling over classical Reynolds
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Figure 7.1: Instantaneous snapshot of the axial velocity component of SM1. The white line
indicates the mean position of u = 0 m/s. Figure from Olbricht et al. [78].
Averaged Navier-Stokes (RANS) approach, with the necessary extension of the combustion
models to capture chemical reactions within the subgrid scale.
Out of the whole “Sydney Swirl Flames” family [67, 47, 3, 20, 78] which use different fu-
els (methane, methane/air, methane/hydrogen), this work focuses on the investigation of the
non-reacting N29 and the reacting SM1 and SM2 flames [47]. In both flames, a secondary
recirculation zone was identified on the flame further downstream of the primary recirculation
zone. A highly rotating collar-like flow feature is present between the primary and secondary
recirculation zones and these regions are characterised by high tangential shear stress. Local
extinction was observed in both flames, but more frequently in the SM2 flame as it has the
highest jet velocity.
Some of the Sydney Flames have been studied in the past [47, 20, 78], especially the low
extinction SM1 flame, but no simulation research has been conducted on the SM2 Sydney
flame. This flame exhibits a high swirl number that results in a complex flow field and high
levels of extinction. The present work is the first study on the SM2 flame using an LES-PDF
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approach.
7.2 Experimental and Numerical Set-Up
7.2.1 Burner Set-up
Figure 7.2 shows the side view of the burner head studied. The burner has a 60 mm diameter
annulus for a primary swirling air stream surrounding the circular bluff-body of diameter D =
50 mm. The central fuel jet is 3.6 mm in diameter. The burner is housed in a secondary co-flow
wind tunnel with a square cross section of 130 mm sides. Swirl is introduced aerodynamically
into the primary annulus air stream at a distance of 300 mm upstream of the burner exit plane
and inclined 15 degrees upward to the horizontal plane. Swirl number can be varied by changing
the relative magnitude of tangential and axial flow rates.
The flow behavior and flow characteristics are determined by four main parameters:
• the bulk axial velocity of the fuel jet Uj
• the bulk axial velocity of primary air annulus Us
• the bulk tangential velocity of primary air annulus Ws
• the coflow velocity Ue of the wind tunnel
The swirl number is defined as the ratio between the axial flux of the swirl momentum to the
axial flux of the axial momentum. According to [67], a quantitative representation of the swirl
intensity has been introduced by using the geometric swirl number Sg, which is expressed as
the ratio of the integrated (bulk) tangential to primary axial velocities Sg = Ws/Us.
7.2.2 Investigated Configurations
In the Sydney swirl burner configuration a number of non-reacting cases at relatively high
Reynolds numbers have been investigated experimentally and the flows have been found to
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Figure 7.2: Side view of the burner head (dimensions in mm) [78].
exhibit various recirculation and flow field regimes. For the purposes of this work, the low swirl
flame N29S054 is studied and used as a reference for the initial simulation set-up. In this case,
the two main parameters are set equal to Uj = 66 m/s and Sg = 0.54.
For both SM1 and SM2 flames, all parameters except Uj are kept constant with Sg = 0.5,
Ws = 19.1 m/s, Us = 38.2 m/s and Ue = 20 m/s. Under these conditions, and for low fuel jet
velocities in the range between 25 and 40 m/s, the flame is only Lf ∼ 120 mm long, is stable
and has an hourglass shape. Increasing Uj above 40 m/s, the flame becomes slightly longer
(Lf ∼ 180) and noisier and starts to intermittently disconnect from the base of the bluff body
[47]. Global flame blowoff occurs at Uj = 166 m/s. Selected properties of the two reacting
cases SM1 and SM2 are shown in table 7.1.
Table 7.1: Sydney Flame and Flow Conditions [3].
Flame Fuel Us (m/s) Ws (m/s) Uj(m/s) Res Rejet Sg UBO(m/s) Lf (m) W˙ (kW)
SM1 CNG 38.2 19.1 32.7 75900 7200 0.5 166 0.12 11.1
SM2 CNG 38.2 19.1 88.4 75900 19500 0.5 166 0.18 30.0
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7.2.3 Numerical Set-up
The solution domain has a length of 0.20 m and radius 0.06 m. The selected LES grid used is
composed of 264×162×128 cells in the longitudinal, radial and azimuthal direction respectively.
The final selection of the 128 grid points in the azimuthal direction was due to the poor results
when 64 or even 92 points were selected. Grid stretching in the radial direction was applied to
resolve the gradients that arise near the inlet and in the shear layer of the flame and 15 cells
in total are located in the fuel jet stream. The minimum mesh size in radial direction occurs
at the shear layer and flame position where ∆ ≈ 0.1 mm. All other simulation parameters
(boundary conditions, inflow profile, reduced chemistry mechanism and Schmidt and Prandlt
numbers) were kept identical as in the simulations discussed in the previous Chapters.
7.3 Results
As discussed previously, in this work three different cases were investigated, one non-reacting
flow and two reacting flames. Therefore, this section is structured accordingly, containing the
results of the respective flames.
7.3.1 Isothermal Swirling Flow N29S054
This section discusses the isothermal case N29S054 (hereafter N29) with a central jet velocity
of 66m/s and a geometric swirl number of Sg = 0.54.
Figure 7.3 shows instantaneous and averaged results of the two main velocity components in the
axial and azimuthal directions. The images show that the N29 flame has a primary (upstream)
recirculation zone attributed to the bluff-body and a secondary (downstream) recirculation
zone due to vortex break-down. These two recirculation zones are separated axially by a collar-
like flow feature of highly rotating fluid parcels. The upstream recirculation zone stagnates
at approximately x = 25 mm. Additionally, the vortex break-down and downstream recircu-
lation features are captured in the LES simulation, with a downstream recirculation between
approximately 50 and 110 mm and a maximum width of approximately 15 mm.
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Figure 7.3: Axial and azimuthal velocity plots for non-reacting flow N29S054. The upper row
shows the axial velocity (instantaneous to the left and mean to the right) and the lower row
shows the azimuthal velocity of the flow field.
Figures 7.4 and 7.5 present comparisons of experimental data and the present LES simulations.
The LES statistical data presented here are the averaged results of approximately 40 ms after
an initial transient phase of approximately 30 ms, which corresponds to three flow-through
times.
The LES accurately predicts the break-up of the central jet, as can be seen from the velocity
profile close to the centerline for the first four axial stations. Additionally, the comparison
of axial velocity fluctuations (Urms) shows a reasonable resolution of the outer shear layers,
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Figure 7.4: Mean Flow Field of the N29 Isothermal Flow (x = 6− 30 mm).
identied by the twin-humps at the first four axial stations and only minor discrepancies in the
vicinity of the central axis.
Regarding the radial velocities, the computed and measured profiles agree well with the exper-
imental data with the exception of the last three stations. It has to be noted that the radial
velocity has a much lower magnitude compared to the other two main velocities and this has
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Figure 7.5: Mean Flow Field of the N29 Isothermal Flow (x = 40− 125 mm).
to be taken into account. The LES results shown here are in agreement with LES simulations
in the literature [102, 114] and seem to be more realistic than the experimental data, since
the mean radial velocity of an axisymmetric set-up is expected to reduce to zero at the axis
of symmetry. The profiles of the radial velocity fluctuations show a good accordance between
experiment and simulation, and the small deviations close to the centerline can be attributed
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to the cylindrical coordinate system.
Finally, regarding the mean circumferential velocity, the plots show an excellent agreement
between experimental and LES results. It is interesting to observe that the circumferential
momentum, solely introduced to the annulus of the nozzle exit, has a significant impact on
the whole flow field and results in a plateau of substantial mean circumferential velocity in the
recirculation zone above the bluff-body. Finally, the tangential velocity fluctuations and the
location of the outer shear layers are accurately captured.
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7.3.2 Swirling Methane Flame SM1
The methane flame SM1 has a jet velocity of 32.7 m/s and a geometrical swirl number of
0.5. The velocity field of SM1 exhibits features similar to N29S054, two recirculation zones
and a “collar-like” structure. It is therefore an LES reference test to predict such features in
the presence of combustion. The LES results shown here are taken from statistics after three
flow-through times and comprise a number of samples similar to the statistics of N29S054 (40
ms time averaged results, corresponding to approximately 8 flow-through times).
Figure 7.6: SM1 Flame velocity plots. The upper part shows the instantaneous and mean axial
velocity and the lower part shows the instantaneous and mean azimuthal velocity.
Figure 7.6 shows the formation of the upstream and central recirculation zones at the locations
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Figure 7.7: SM1 Flame plots of temperature and mixture fraction. The upper part shows
instantaneous and mean temperature on the lower part the instantaneous and mean mixture
fraction.
where the axial velocity becomes negative and the dynamics of fuel jet break-up in the upstream
recirculation zone can also be seen. A series of instantaneous velocity plots (not shown here)
indicate oscillations and a flapping behaviour of the flame. A large positive axial velocity
pocket can be identified in the instantaneous plot, whereas this does not exist in the mean flow
field but is replaced by the recirculation zone where the velocity is negative. This recirculation
zone and vortex breakdown bubble can be clearly identified. The vortex breakdown bubble is
between 0.06 and 0.14 m away from the nozzle exit. The stagnation location for the upstream
recirculation zone, which was identified experimentally to be around 43 mm away from the
nozzle exit was captured with LES around 45 mm (equivalent to 12.5 jet diameters).
158 Chapter 7. The SM1 and SM2 Sydney Swirl Flames
The instantaneous and mean swirling velocity can also be seen with non-zero values at the
periphery of the jet and zero values close to the centerline. This indicates the swirling/rotating
nature of the flow and as can be seen, as we move further downstream from the nozzle exit,
this recirculation zone decreases in diameter as it approaches close to the center line.
Figure 7.8: SM1 Flame major species plots (CH4, CO2). Both the instantaneous and mean
fields are shown.
Approximately 30 mm downstream from the nozzle exit, the fuel jet breaks up, as combustion
occurs and the temperature increases (see figure 7.7). The combustion products inside the
recirculation zone continuously provide an ignition source and therefore stabilize the flame.
The instantaneous plots show high temperature pockets that are automatically consumed along
the axial direction, producing the oscillating behaviour of the flame. It should be noted that
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the slight asymmetry of the flame, especially in the CH4 and mixture fraction plots, can be
probably attributed to insufficient averaging duration, showing the time-dependant nature of
the flame.
Figures 7.8 and 7.9 show instantaneous scalar fields of some major species (CH4, CO2, NO,OH).
From the instantaneous OH plot, several pockets of localised extinction can be seen. The OH
distribution is not uniform across the flame, it acquires locally high values, with extinction
pockets in between, which are later connected again due to the oscillating behaviour of the
flame.
Figure 7.9: SM1 Flame major species plots (NO,OH). Both the instantaneous and mean fields
are shown.
Figure 7.10 shows the comparison between the mean values of the axial velocity, the swirling
160 Chapter 7. The SM1 and SM2 Sydney Swirl Flames
velocity, the temperature and the mixture fraction with the respective experimental data. The
experimental data shows that there is a relatively short bluff body stabilized upstream recircula-
tion zone towards the axial direction from the burner exit plane. A second central recirculation
zone can be shown due to the vortex breakdown at x = 60−100 mm. The negative values of the
mean axial at x = 40− 60 mm and x = 70− 125 mm indicate the flow reversal, which generate
the upstream bluff body stabilized recirculation zone and the central vortex breakdown zone,
respectively.
Figure 7.10: SM1 Flame Mean axial and azimuthal velocity, temperature and mixture fractions
graphs.The green lines indicate the 1 stochastic field results and the blue lines indicate the 8
stochastic field results.
LES predictions closely match the experimental data and the model correctly predicts the
upstream and central recirculation zones. These features can be seen in the mean axial velocity
field of Figure 7.10, where the bubble-shaped vortex breakdown zone is reproduced by the LES
calculations. The downstream recirculation zone coincides with the highly rotating “collar-like”
flow as shown in the same figure at approximately x = 40−60 mm. The LES-PDF simulations
have reproduced all peaks of the mean axial velocity well. Overall, the mean axial velocity
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shows very good agreement with the experimental data with the exception of the last stations
where the simulation predicts a more flattened profile. The same discrepancy has been observed
by other researchers [67, 102]. The introduction of additional fields seems to have little effect
on the predicted results, as can be seen in figure 7.10.
The comparison of the mean swirling velocity is also shown in the same figure. Direct compari-
son between the LES-PDF simulation results and experimental measurements are very good at
most of the axial locations and the model has accurately captured the swirling velocity peaks
appearing on the inner and outer shear layer of the upstream recirculation zone. However,
in the region of the vortex breakdown bubble, the profile is not perfectly captured, especially
closer to the centerline, which can be attributed to the complex flow in this region. However,
the results presented here constitute an improvement over results in the literature, especially
at the first two axial stations [67]. Similarly to the mean axial velocity, the introduction of
stochastic fields does not affect the predicted values.
Regarding the mixture fraction, it is evident that at the first two axial stations, there is a
slight underprediction between 4 and 7.5 mm, also observed in [67, 102]. However, the present
simulation predicted accurately the mixture fraction at all other positions, compared to the
overshoots observed by the same researchers, indicating that LES captures the correct mixture
fraction distribution in this highly dynamic region. The introduction of fields improves the
situation close to the nozzle. Given the complexity of the flow field, the agreement of the
temperature field with experimental data is reasonable for most of the axial locations. The
slight underprediction of the mixture fraction at the first two axial stations leads to higher
temperatures inside the bluff body stabilized recirculation zone. Finally, although the mixture
fraction has been accurately captured, it seems that the temperature is overestimated, especially
between 60 and 70 mm from the nozzle exit, just outside of the vortex breakdown region.
Finally, figure 7.11 shows major product concentration distrubutions (CO2, CO,H2O,OH). As
expected, H2O follows the temperature profiles. It can be seen that at x = 40 mm and x = 55
mm, there is a similar outwards shift of the predicted peaks. Regarding CO2, there is an
excellent prediction at the first stations but then, there is a similar mis-match at the same axial
stations. CO on the other hand is accurately predicted at the first four axial stations. After
that, there are some notable differences with the experimental values. It is noteworthy that at
x = 75 mm, the solution with 1 stochastic field yields better results, whereas at x = 150 mm,
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Figure 7.11: CO2, CO, H2O and OH graphs for SM1 Flame. Green shows results with 1
stochastic field results and blue shows results with 8 stochastic field results.
the solution with 8 stochastic fields is more accurate. The reasons are not well known, but it
can probably be attributed to insufficient time to get the mean values, given the oscillating
behaviour of the flame. Finally, regarding OH, this is a minor species and therefore difficult to
predict accurately, but it can be seen that the introduction of the additional stochastic fields
has a positive effect at locations far away from the nozzle exit.
SM1 CEMA Analysis
The Chemical Explosive Mode Analysis is applied to the Sydney SM1 flame at approximately
42 ms after the start of the simulation, when all the initial transients have been phased out and
the flame has reached a semi- steady state condition. The analysis shown here is performed
with the analytical Jacobian on the 8 stochastic field solution in order to acquire subgrid scale
information as well.
Figure 7.12 shows the time scales of CEM. Figure 7.12 (a) shows that in general, negative
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eigenvalues are observed throughout the flame with some pockets of positive eigenvalues between
40 and 120 mm downstream of the nozzle exit, at the periphery of the flame. This corresponds
to the periphery of the vortex break-down bubble and is indicative of the flapping behaviour of
the flame. It should also be noted that from approximately 80 mm downstream of the nozzle
exit, at the centre of the flame λ˜e acquires large negative values, indicating a near equilibrium
mixture. This corresponds to the high temperature area as shown in figure 7.7. Finally, the
bluff-body stabilized recirculation zone acquires small negative values, indicating a post-ignition
mixture with hot burnt gases being recirculated and suggesting that chemistry does not play
an important role.
Figure 7.12: (a) Snapshot of sign(λ˜e) × log
[
max(1, |λ˜e|)
]
of the Sydney SM1 flame. Pre-
ignition (explosive) mixtures with λ˜e > 0 are shown in red and post-ignition (near equilibrium)
mixtures with λ˜e < 0 are shown in blue. (b) Snapshot of λe,sgs of the Sydney SM1 flame.
Figure 7.12, shows that within the bluff-body stabilized recirculation zones, the explosive mode
subgrid fluctuation λe,sgs is practically zero, indicating that small scale turbulence-chemistry
interactions are practically negligible with minimal subgrid scale fluctuations of chemistry.
Relatively large values can be seen at the flame front at the periphery of the vortex break-down
bubble, indicating that sub-grid effects may be stronger there. As we move further away, their
effect is toned down.
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Figure 7.13: (a) Snapshot of sign(λ˜e) × log
[
max(1, |D˜a|)
]
of the Sydney SM1 flame. (b)
Snapshot of the Dasgs/D˜a ratio of the Sydney SM1 flame.
Turbulence-Chemistry interaction is characterised by the Damko¨hler number, which relates
chemical and flow time-scales. The chemical time-scale relevant to extinction in CEMA is λe,
see equations (4.34) and (4.35) respectively.
In figure 7.13, D˜a and Dasgs/D˜a ratio are shown. Extinction shown in the instantaneous
temperature plot of figure 7.7 at the periphery of the recirculation zones is confirmed by the
low D˜a numbers and the exchange of positive and negative values. The small high temperature
pockets in lower temperature surroundings at the periphery of the flame between 30 and 80
mm can be associated with the continuous crosses of the D˜a values, which are always small.
Figure 7.13 (b) shows the ratio Dasgs/D˜a. The largest values are observed at the periphery of
the flame and the ratio is practically zero at the central core downstream of the vortex break-
down bubble. Contrary to that, the elevated values at the periphery indicate that subgrid
effects significantly contribute towards the localised extinction.
Figure 7.14 shows the results of the explosion index analysis, see equation (4.30). The explosion
index analysis indicates that the species with largest average contribution to CEM are C2H2,
O2, OH, H, H2, C2H4, CH3OH and O. Each one of them plays an important role to a different
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Figure 7.14: Explosion Index (EI) plots of the eight species with the most important contri-
bution in the Sydney SM1 flame. First row, from left to right: C2H2, O2, OH and H. Second
row, from left to right: H2, C2H4, CH3OH and O.
extent and at a different location of the flame. In general, C2H2 is the species with the largest
contribution throughout the flame, but especially at the flame fronts.
Apart from C2H2, only H2 acquires consistent values throughout the flame, although to a
much lower extent. All other species are dominant in one region only. O2 and C2H4 are mainly
dominant in the region of the vortex break-down bubble whereas OH, H and O are dominant
in the downstream region of the large negative λe values. Additionally, H and O play an
important role at the periphery of the vortex break-down bubble. Finally, CH3OH seems to
play an important role at the periphery of the flame and at locations far away from the inflow
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plane, possibly contributing towards the small, random λe values observed in this region, like
the ones seen at x=160 and 180 mm of figure 7.12.
7.3. Results 167
7.3.3 Swirling Methane Flame SM2
The methane flame SM2 has a jet velocity of 88.4 m/s and a swirl number of 0.5. The velocity
field of SM2 also exhibits two recirculation zones and a collar-like structure. The LES results
are taken from statistics well away from initial transients. However, the high jet velocity and
the swirl nature of the flow field made accurate predictions more difficult compared to SM1.
A qualitative description of the flow field can be seen in figure 7.15. In the mean axial velocity
contour plot, recirculation zones can be clearly identified. Also, at the centreline of the jet, just
after 50 mm from the nozzle exit, a breakdown bubble can be identified from the transition from
positive to negative mean axial velocities. In this case, LES reproduces all the flow features
seen in the experiments [47]. Two main stagnation features are identified: the first one at
approximately x = 40 mm indicates the end of the recirculation zone. The second one, starting
at about x = 55 mm indicates the start of the vortex breakdown bubble. In the mean axial
velocity plot, the collar-like shape of the flame can be identified, owning to the high swirl of
the flame.
A large quenching region between approximately 25 mm and 75 mm in the axial direction
is apparent. The temperature is high in the recirculation torus just downstream of the nozzle
exit, with values exceeding 2000 K. Further downstream, a sharp decrease in temperature values
is observed, to 900–1400 K. After that, the temperature steadily increases, with combustion
occuring well beyond the x = 75 mm axial slice. The same trend is also depicted in the averaged
values. The combustion products inside the recirculation zone continuously provide an ignition
source, allowing for a stable flame.
An instantaneous plot of the mixing field is shown in the upper right plot of figure 7.15b. The
non-premixed fuel jet is evident again, flowing out from the burner and remains more or less
intact for 30 mm before mixing with the surrounding co-flows.
Figure 7.16 shows a three dimensional snapshot of the flame. The first plot shows the iso-
countour of T = 1600 K, coloured with the OH mass fraction values. The plot clearly shows
the big quenching region between x = 25 mm and x = 75 mm. OH mass fraction assumes high
values at the two main combustion zones, that is the recirculation torus close to the nozzle
exit and the main combustion region starting at 75 mm downstream of the nozzle exit. The
second plot shows the instantaneous temperature contour on the iso-surface of the stoichiometric
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Figure 7.15: Instantaneous (upper row) and time averaged (lower row) images of axial velocity,
temperature and mixture fraction. The iso-contour of the instantaneous (upper plot) and mean
(lower plot) stoichiometric mixture fraction (fst = 0.055) are also represented by the thick black
line.
mixture fraction. The figure suggests that the reaction mainly occurs downstream and the flame
surface is distorted by swirling flow. Upstream, the low temperature region covers the bluff-
body induced reverse zone. There are some high temperature spots that suggest that reaction
occurs at the outer layers.
Figures 7.17-7.18 show the radial profiles of the axial and azimuthal velocities, the temperature,
the mixture fraction and some indicative reaction species. In general the axial velocity field is
accurately captured close to the nozzle exit, and the introduction of the stochastic fields slightly
improves the prediction. As we move further away from the nozzle exit, both cases yield a more
flat mean axial velocity curve when compared to experimental values. This is consistent with
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Figure 7.16: Instantaneous iso-surface of T = 1600 K coloured with OH Mass Fractions (left)
and instantaneous iso-surface of fst coloured with temperature (right).
previous simulation to similar flames [67], giving the same flatter profile further downstream of
the nozzle exit.
Regarding the temperature profile, the introduction of additional fields improves the prediction
results at locations further away from the nozzle exit, mainly in the region of the break-down
vortex. But close to the nozzle exit, both cases cannot accurately capture the temperature.
Especially at x = 10 mm, the results significantly over-predict the temperature. The additional
fields improve the results only marginally. The same can be observed at the next axial slice,
in which the additional fields give somewhat worse predictions. But from that point onward,
temperature is accurately predicted. Additionally, the species plots shown in figure 7.18 indicate
that the introduction of additional fields improves the scalar prediction, especially at locations
far away from the nozzle exit.
SM2 CEMA Analysis
CEMA is applied to LES of the SM2 Sydney flame at t = 32.8 ms. The analysis shown here
is performed with the analytical Jacobian on the 8 stochastic field solution in order to acquire
subgrid scale information as well.
Following the same color scheme as in the SM1 flame, figure 7.19 shows the time scales of CEM.
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Figure 7.17: SM2 Flame Mean axial and azimuthal velocity, temperature and mixture fractions
graphs. The green lines correspond to N=1 and the blue lines correspond to N=8.
Figure 7.18: CO2, CO, H2O and OH graphs for SM2 flame. The green lines correspond to
N=1 and the blue lines correspond to N=8.
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Figure 7.12 (a) shows that the flow can be split in three clearly defined sections. The first one
is close to the nozzle exit, with negative λe at the recirculation zones (showing that in this
area, the mixture is already burnt and is approaching equilibrium) and positive λe just at their
edge. This is followed by the second section, where positive λe values prevail. This explains
the fact that even though there is a large extinction pocket, the mixture has a propensity to
ignite, sustaining the flame downstream. In this region, the non-uniform distribution of λ would
indicate that the mixture will ignite there. Finally, downstream of this zone, we have the third
zone with negative λe values at the centre of the flame and positive values at the flame front.
Figure 7.19: (a) Snapshot of sign(λ˜e) × log
[
max(1, |λ˜e|)
]
of the Sydney SM2 flame. (b)
Snapshot of λe,sgs of the Sydney SM2 flame.
The plot shows that between 30 and 70 mm from the outflow plane, the subgrid scale fluctua-
tions are practically non-existent. In the other two regions of the flame, relatively large values
can be observed only at the edges of the flame, indicating that sub-grid effects may be stronger
there. At the main core of the flow from 90 mm and downstream, the λ˜e,sgs values remain low.
In figure 7.20 (a), in the region between 30 and 70 mm, it is clear that the filtered Damko¨ler
number approaches unity, meaning that flow and chemical time scales are comparable. In
this case, we would expect strong interaction between chemistry and turbulence, which is also
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verified by the large amount of extinction (of the order of the bluff body diameter) in figure
7.15.
Figure 7.20: (a) Snapshot of sign(λ˜e) × log
[
max(1, |D˜a|)
]
of the Sydney SM2 flame. (b)
Snapshot of the Dasgs/D˜a ratio of the Sydney SM2 flame.
Figure 7.20 (b) shows the ratio Dasgs/D˜a. It is clear that in general this ratio is kept at
relatively low levels, especially in the second region of the flow between 30 and 80 mm from
the inflow plane, indicating the extinction seen there most probably cannot be attributed to
subgrid effects. On the contrary, it reaches relatively large values at the location of the flame
front at x = 80 mm and further downstream, suggesting that subgrid scale effects may play an
important role there.
Finally, figure 7.21 shows the results of the explosion index analysis, as obtained from equation
(4.30). The explosion index analysis indicates that the species with largest average contribu-
tion to CEM are C2H2, CH2CO, OH, HO2, O2, CH3OH, H and O. The majority of the
abovementioned species are also identified in the SM1 flame as the species with the largest
contribution. Each one of them plays an important role to a different extent and at a different
location of the flame.
Two species acquire the largest Explosion Index values and therefore contribute the most in
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the SM2 flame: C2H2 and CH2CO. From those two, C2H2 is the species with the largest
contribution at the third distinct part of the flame, beyond 80 mm downstream of the nozzle
exit. It should also be noted that in the SM1 flame as well, C2H2 is the species with the largest
contribution to the Explosion Index throughout the flame. However, in the SM2 flame, CH2CO
seems to play the most important role between 30 and 90 from the nozzle exit, at the large
extinction zone and the periphery of the flame. Therefore, the contribution of C2H2 is reduced
in this region.
Apart from those two species, the remaining ones shown in figure 7.21 contribute towards the
explosion index in different locations of the flame. O2 seems to be important in the extinction
region (largest values close to the centerline in the SM1 flame for comparison purposes), whereas
H and O acquire their largest values far away from the nozzle exit (similarly to the SM1 flame).
HO2 seems to be important at the periphery of the extinction region whereas OH and CH3OH
contribute the most at the flame front region beyond 80 mm from the inflow plane.
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Figure 7.21: Explosion Index (EI) plots of the eight species with the most important contribu-
tion in the Sydney SM2 flame. First row, from left to right: C2H2, CH2CO, OH and HO2.
Second row, from left to right: O2, CH3OH, H and O.
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7.4 Summary
The work presented in this chapter is a successful application of the LES-PDF method and
CEMA approach on Sydney Flames N29, SM1 and SM2.
Initially, the method was applied on the N29 non-reacting flow. Overall, a good quantitative
agreement between experiments and LES has been found for the isothermal case. The results of
this isothermal study confirm the ability of LES to predict vortex break-down and recirculation
zones and are taken as a sound basis for the LES of the SM1 and SM2 flames. The LES-PDF
model was then applied in the SM1 flame, yielding results comparable to the ones found in
the literature using other combustion methods. The same model was also applied in the SM2
flame, being the first study on this complex flame with a large extinction region.
The LES model was able to accurately capture the flow field, the mixture fraction and the
temperature as well as the species distribution for all three cases. The introduction of the
additional stochastic fields further improves the results, especially as we move further down-
stream from the nozzle exit for both SM1 and SM2 flames, suggesting that sub-grid processes
are important in this flame. Additionally, applying the Chemical Explosive Mode Analysis on
these high swirl flames gives further insight in the flame structure.
Figure 7.22 shows a comparison of the eigenvalues λe between the the two studied plots. The
SM1 flame exhibits mainly negative λe values with an exception of some positive λe pockets
at the periphery of the flame between 30 and 100 mm from the outflow plane. These pockets,
coincide with the extinction found in the same region, indicating the mixture’s propensity
to ignite there. But still, the temperatures in this region are relatively high and the flame is
sustained. As the inflow velocity increases from 32.7 m/s (SM1 flame) to 88.4 m/s (SM2 flame),
the structure of the flame changes. A large scale extinction region spans between 30 and 70
mm from the nozzle exit. The LES-PDF method was able to accurately capture that extinction
region and the CEMA methodology was applied to get a further insight into the structure of
this flame. The SM2 flame can be divided in three main regions. Of these three, the second one
(the one in the middle spanning between 25 mm and 75 mm downstream of the nozzle exit) is
the most interesting one. Positive λe eigenvalues prevail, indicating the mixture’s propensity
to ignite. Therefore, even though there is a large extinction pocket in this region, the flame
does not quench and continues burning further downstream. From this, we can infer that the
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Figure 7.22: Sydney Flames SM1 (left) and SM2 (right) eigenvalue comparison.
creation of the recircular zone using the swirl in this region is the stabilization mechanism,
allowing the flame to stabilize on its own burnt gases. This observation is consistent with
Poinsot and Veynante [86], who explains that for large inlet speeds (like in the SM2 flame), the
stabilization method can be the swirling nature of the flow. This observation is enhanced by
the fact that the Damko¨ler Number approaches unity in the same region, indicating that flow
and chemical time scales are comparable.
Chapter 8
The Delft III Non-Premixed Turbulent
Flame
8.1 Introduction
The last flame studied on this thesis is the piloted, natural gas, non-premixed Delft III Flame.
Despite its relatively low Reynolds number, the Delft Flame has strong extinction and re-
ignition characteristics and significant finite rate chemistry effects. It has only been investigated
before by Merci et al. [69, 70] using RANS-PDF and by Ayache and Mastorakos [5] using a LES-
CMC method and it represents an excellent test case to capture practically-important combus-
tion phenomena since a very detailed data-set of experimental data is available. In the Delft
III flame, turbulence-chemistry interaction effects are strong and modelling the turbulence-
chemistry interaction is a challenge.
The chapter is organized as follows. First, the qualitative behaviour of the flame is presented;
where instantaneous and time-averaged results are shown. Then a qualitative picture of ex-
tinction will be introduced by investigating a sequence of filtered results and three-dimensional
plots. Additionally, a quantitative comparison with experimental measurements with and with-
out model will be presented and the effects of the turbulence-combustion model are investigated.
Finally, the CEMA will be presented based on analysis of instantaneous species data.
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8.2 Experimental and Numerical Set-Up
8.2.1 Burner Set-Up
The flame is composed of a central fuel jet, surrounded by two concentric co-flows of air.
The central fuel jet has a bulk exit velocity of 21.9 m/s, corresponding to a Reynolds number
Re = 9700 based on the jet diameter. The primary (inner) airflow velocity is 4.4 m/s and the
secondary (outer) air flow velocity is 0.3 m/s. The fuel jet diameter is Djet = 6 mm. The
primary air annulus has an inner diameter of 15 mm and an outer diameter of 45 mm. The
main fuel jet is separated from the primary air stream by a rim of outer diameter 15 mm. The
pilot flames are located on this rim and consist of 0.5 mm diameter holes located on a circle of
7 mm diameter in order to prevent flame lift-off [69]. The fuel used was commercially available
Dutch natural gas (see composition in Table 8.1) with an adiabatic temperature Tad = 2216 K
and a stoichiometric mixture fraction fst = 0.071 [77].
Table 8.1: Fuel Composition (Mass Fractions) of the Delft III flame.
Species Jet
CH4 70.13%
C2H2 0.07%
C2H4 0.29%
C2H6 4.87%
C3H8 1.12%
CO2 2.10%
N2 21.54%
8.2.2 Numerical Set-Up
The present work focuses on the area close to the nozzle exit and the solution domain therefore
extends 27 jet diameters in the downstream direction and 8 diameters in the radial direction.
The selected LES grid used is composed of 192 × 88 × 42 cells in the longitudinal, radial and
azimuthal direction respectively. Grid stretching in the radial directions was applied to resolve
the gradients that arise near the inlet and in the shear layer of the flame and 20 grid points in
the radial directions are located within the fuel jet stream. The minimum mesh size in radial
direction occurs at the shear layer and flame position where ∆ ≈ 0.14 mm, which is slightly
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finer compared to the most recent studies (∆ ≈ 0.18 mm according to [5]) and comparable to
the typical laminar flame thickness value (see chapter 5) which is approximately 0.1 mm.
In the experiment, the surrounding pilot flames are fed with a premixed acetylene/hydrogen/air
mixture with an equivalence ratio φ of 1.4 and a C/H ratio equal to that of the natural gas
[77]. The pilot mass flow rate and momentum are small compared to the fuel’s or air’s inlet
and therefore the flow is not going to be largely disturbed by it [24, 5, 74]. Additionally, the
pilot flame thermal power is small (approximately 1% of the total thermal power), therefore
neglecting the pilot flames is a realistic approximation. Several approaches have been proposed
in the literature to represent the pilot in the Delft III flame. Merci et al. [69, 70, 71] and
Roekaerts et al. [95] modelled the pilot flames by the local addition of a heat source term,
neglecting their mass flow rate and momentum. Ayache and Mastorakos [5] represented the
pilot as an annular ring of 1 mm thickness around the fuel jet and this approach has been
followed in the present work. The pilot composition was taken as the fully burnt stoichiometric
mixture of the jet fuel and air, with the same mass flow rate as in the experiment. The inlet
temperature was taken as 2087 K to match the temperature profiles in the first station.
8.3 Results
The qualitative behaviour of the flame can be observed in the instantaneous snapshots and time-
averaged distributions in Figure 8.1. Between the fuel jet and the primary co-flow, the 3.5 mm
thick rim creates a very small recirculation zone, which provides an additional mechanism to
stabilise the flame, in addition to the pilot stream. Figure 8.1−(2a) shows the instantaneous
temperature distribution. The pockets of extinction are apparent throughout the flame, but
especially close to the nozzle exit. The OH distribution is indicative of the instantaneous flame
position [5]. The figure shows that the reaction zone is narrow compared to other piloted flames,
such as Sandia Flame F, due to the absence of premixing in the fuel jet [5].
The reaction zone distribution is not strongly convoluted close to the burner. This can be
attributed to the low stoichiometric mixture fraction which places the reaction zone in the lean
side of the shear layer where the shear stresses are relatively low. As turbulence develops further
downstream, the reaction zone is distorted significantly. The above mentioned observations are
qualitatively consistent with the experiments and other numerical simulations [5]. Figure 8.2
180 Chapter 8. The Delft III Non-Premixed Turbulent Flame
Figure 8.1: Instantaneous and mean images of axial velocity (upper left), temperature (upper
right), CH4 (lower left) and OH mass fraction (lower right).
shows sequential instantaneous plots of temperature and OH concentrations close to the nozzle
exit where large extinction events are observed. A large extinction pocket (about 5 mm in size)
is observed at 26 ms, the flame is then reconnected (indicated by the red circle in figure 8.2)
after 4 ms. These extinction-reconnection events are happening continuously in the flame.
The size of the extinction pockets can be seen through the three-dimensional snapshots in figure
8.3. The first plot shows the stoichiometric iso-surface, coloured with temperature. The high
range of temperatures on the surface is apparent. The extinction pockets are of the size of the
jet diameter. Figure 8.3 (b) shows the instantaneous T=1500 K iso-surface, coloured with OH
mass fraction. The non-continuous flame surface is a clear indication of the large pockets of
extinction; in particular in the 60 to 120 mm range.
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Figure 8.2: Three zoomed-in snapshots of Figure 8.1, taken at 2 ms intervals of Temperature
(upper row) and OH mass fraction (lower row). The reconnection event is indicated by the red
circles.
Figures 8.4-8.6 show the radial profiles of the axial velocity, the temperature, the mixture frac-
tion and the major reaction species. The inclusion of sub-grid effects improves the predictions,
especially in the temperature close to the nozzle (the first axial station at 25 mm) is apparent.
Improvements in the prediction of the mixture fraction and the CH4 mass fraction close to the
nozzle are also apparent. CO and OH is also much better predicted, indicating the accurate
prediction of the location of the flame front. Finally, as it would be expected, NO is signif-
icantly over-predicted downstream of the second axial station. This over-prediction has also
been observed with GRI3.0-derived mechanism in similar flames [12].
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Figure 8.3: (a): Instantaneous snapshot of the stoichiometric mixture fraction (fst = 0.0715)
coloured with temperature values. (b): Instantaneous snapshot of the T = 1500 K iso-surface,
coloured with OH mass fraction contours.
Figure 8.4: Mean axial velocity, temperature and mixture fraction radial distributions. The
green line indicate results with N = 1 (no sub-grid model) and the blue results with N = 8.
The symbols represent experimental data.
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Figure 8.5: Mean CH4, CO2 and CO mass fraction radial distributions. Symbols as figure 8.4
Figure 8.6: Mean O2, OH and NO mass fraction radial distributions. Symbols as figure 8.4
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CEMA Analysis
The Chemical Explosive Mode Analysis is applied to the Delft III flame at approximately 28
ms after the start of the simulation (approximately 5 flow-through times), when the initial
transients have been phased out.
Figure 8.7: (a) Snapshot of sign(λ˜e)× log
[
max(1, |λ˜e|)
]
. (b) Snapshot of λe,sgs
Figure 8.7 shows the time scales of CEM. Similar to previous colour scheme in Chapters 5–
7, pre-ignition mixtures (highly explosive) with λ˜e > 0 are shown in red and post-ignition
mixtures (near equilibrium mixtures), λ˜e < 0, in blue. Figure 8.7 (a) shows that in general,
negative λ˜e values are observed throughout the flame. The extinction regions are seen through
regions of positive λ˜e (shown in red), that are predominant close to the nozzle, although they
are larger in size further downstream.
Although there are definitely sub-grid fluctuations in the reaction zone, the intensity decreases
downstream in the flame. The sub-grid scale effects seem to have a limited effect, in agreement
with the temperature profiles shown in figure 8.4.
Figure 8.8 shows the CEM obtained by the evaluation of the Jacobian using a numerical ap-
proximation and an analytical approach. To compare both approaches, analytic Jacobians from
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Figure 8.8: Snapshot of sign(λ˜e) × log
[
max(1, |λ˜e|)
]
. Results obtained with Numerical Jaco-
bians (a) and Analytical (b). Contours as Fig. 8.7(a)
a CSP-reduced mechanism obtained from GRI3.0 [62] were also derived. It has to be noted
that the similarity of the two chemical mechanisms (ARM and CSP) with only three minor
species different, allowed to easily convert from the ARM field to CSP field. Afterwards, the
simulation was continued with the CSP mechanism to phase out all the transients because of
the chemistry change and therefore the CSP analytical jacobian analysis was performed on the
species field based solely on the CSP chemistry mechanism.
Due to the nature of the flame, no large qualitative discrepancies are observed between the
two λe plots, suggesting that the overall flame structure is captured correctly. However, the
magnitude of the ignition spots may not be so accurately captured in the numerical Jacobian
solution, as can be seen by comparing the red spots in both subplots of the same figure. Finally,
the numerical Jacobian is predicting much less extinction, compared to the analytical Jacobian
solution.
In Figure 8.9, D˜a and Dasgs are shown. Extinction observed in Figure 8.2 is characterized by
low D˜a, see Figure 8.9(a). The comparison of the absolute maximum Damko¨ler values ∼ 300)
and the sub-grid scale Dasgs ∼ 10 − 25 (see Figure 8.9(b)), suggest Damko¨ler fluctuations are
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Figure 8.9: (a) Snapshot of sign(λ˜e)× log
[
max(1, |D˜a|)
]
. (b) Snapshot of Dasgs
of the order of 10%, and extinction cannot be attributed to sub-grid scale effects. Figure 8.10
shows that the ratio Dasgs/D˜a is small everywhere (ranging between 10− 20%, which is much
smaller compared to SwB flames where it can easily reach 100% or even exceed that) and only
close to the nozzle Dasgs ∼ D˜a. In general, extinction observed in this flame is on the large
(super-grid) scale and sub-grid scale effects do not contribute to extinction, except close to the
nozzle. Additional sub-grid modelling effort will not be a-priori beneficial.
The area close to the nozzle exit shows low Damko¨ler numbers close to unity (strong turbulence–
chemistry interactions) and the sub-grid scale Dasgs is relatively low. In the same region,
there can be observed positive λe in figure 8.7, indicating the mixture’s propensity to ignite,
explaining why the flame does not quench. Additionally, another instantaneous extinction
pocket is selected, approximately 12 mm downstream of the nozzle exit and the results are
shown in figure 8.11. In this figure, two consecutive extinction pockets are observed, far away
from the nozzle exit. Both of them have large Dasgs fluctuation at the tips of the extinction
pockets and positive λ˜e values inside the extinction pockets, indicating again that the flame
will not quench but will be supported further downstream. These phenomena are observed
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Figure 8.10: Snapshot of the Dasgs/D˜a ratio in the Delft III flame.
constantly on an instantaneous basis throughout the flame.
Figure 8.11: Detailed CEMA view of an extinction pocket, 12 mm downstream of the nozzle
exit, at 28.4 ms (a) Dasgs (b) sign(λ˜e)× log
[
max(1, |λ˜e|)
]
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To further determine the structure of the Delft III flame, Figures 8.12 and 8.13 show the
explosion and participation index; identified with EI given from equation (4.30) and PI given
from equation (4.31).
Figure 8.12: Explosion Index (EI) plots of the four species with the most important contribution
for the Delft III flame. From left to right: C2H2, H2, C2H4 and H.
The explosion index analysis (Figure 8.12) indicates that the species with largest average con-
tribution to CEM are C2H2, H2, C2H4 and H. The explosive index of C2H2 and H acquire
large values at the reaction zone. The associated index of hydrogen and ethylene are largest in
the inner part of the flame; where CEM is smallest (see figure 8.7)
The Participation Index (PI) analysis indicates that the reactions with largest contributions to
the CEM are the following reactions in the skeletal mechanism:
• Reaction No. 33: H +O2 +H2O ↔ HO2 +H2O
• Reaction No. 35: H +O2 ↔ O +OH
• Reaction No. 40: H +OH +M ↔ H2O +M
• Reaction No. 49: H + CH3 ↔ CH4
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• Reaction No. 94: OH + CO ↔ H + CO2
• Reaction No. 111: HO2 + CH3 ↔ OH + CH3O
Figure 8.13: Participation Index (PI) plots of the six reactions with the most significant con-
tribution (Reaction Numbers 11, 13, 14, 15) in the Delft III flame.
The contributions of each reaction to the CEM depends locally on the flame structure. In
190 Chapter 8. The Delft III Non-Premixed Turbulent Flame
the flame region, the exothermic oxidation of CO to CO2 is the dominating mechanism. The
extinction pocket observed in Figure 8.9 corresponds to low PI of reactions No. 33, 40 and
94. These reactions control the re-ignition mechanism that prevent the flame from quenching.
Close to the nozzle, flame extinction cannot be attributed to these reactions and is probably
more related to other reactions with lower global PI.
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8.4 Summary
The studied test case, the Delft III flame, shows quenching with large extinction pockets despite
the moderately low Reynolds number. The major flame characteristics (flow field, temperature
and species concentrations) were accurately captured by the simulation. The introduction of
stochastic fields, to account for sub-grid fluctuations, improves the predictions close to the
nozzle exit, however its effects are minor further downstream. As will be discussed in Chapter
9 where all test cases of this work will be compared, the importance of the sub-grid model can
be related to the Reynolds Number of the flow. Therefore, the relatively low importance of the
sub-grid model in the Delft III flame can be attributed to the low Reynolds Number.
The CEM analysis clearly identifies the regions with extinction, which are marked by a positive
explosive mode. The distribution of Dasgs suggest that sub-grid effects in the studied flame
do not contribute to extinction. Two type of extinction pockets are detected: close to the
nozzle exit, where quenching regions are relatively uniform and sub-grid fluctuations may have
a contribution, and downstream, where large extinction regions are observed (∼ Djet) and
sub-grid effects are not that important. In both regions mean D˜a is close to unity. Sub-grid
Damko¨hler fluctuations are largest at the edge of the extinction pocket. The explosive mode,
λe, is positive in the extinction pocket, which indicates that re-ignition is the stabilisation
mechanism. This is supported by the Explosion Index and Participation Index analysis; where
species such as C2H2, H2, C2H4 and H have uninterrupted EI through the flame.
Chapter 9
Conclusions
This thesis aimed to explore the capabilities of the LES-PDF Eulerian stochastic field method.
More particularly, the goal was to explore the capabilities of LES-PDF in a wide range of flames
with complex behaviour. To help with the analysis, a new application of CEMA was developed
to analyze the structure of the flames under study and to examine the importance of sub-grid
contributions.
Table 9.1: Overview of the flames studied in this thesis.
Flame Reynolds Nr. Re Swirl Ratio Sg Stratification SR Extinction
F1 52500 N/A No High
F1 40300 N/A No No
F3 24200 N/A No No
SwB1 5960 0.00 No No
SwB5 5960 0.00 Medium No
SwB6 5960 0.45 Medium No
SwB11 5960 0.79 High Minimal
SM1 7200 0.5 No Low
SM2 19500 0.5 No High
Delft III 9700 N/A No High
Four completely different test case families have been studied (with the respective flames shown
in table 9.1), each one with different combustion physics. They have been carefully selected
so as to cover a wide range of flame types (premixed, non-premixed), geometry complexity
(piloted flames, single fuel stream, double fuel stream, stratified, bluff-body) and flow field
complexity (simple, swirl inlet). In this way, it was ensured that the flames are located in
different combustion regimes and cover a wide range of Re numbers, something necessary to
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evaluate the ability of the model to capture all possible cases. The LES-PDF model was applied
to all those flames with success and in some cases, the application of the LES-PDF method
was the first reported in the literature. The modelling approach followed across the flames was
universal, meaning that the model parameters, the closure method and the grid size did not
significantly vary from case to case, relative to the particular scales of each flame. Additionally,
for some interesting test cases, a parametric analysis was performed to evaluate the effect of
some parameters (number of stochastic fields, grid point density, chemistry model, differential
diffusion, heat losses to the walls, etc.) to the final results.
The first test case of this work was the F1-F3 piloted turbulent premixed Bunsen flame se-
ries. The most stretched flame, denoted F1, is located at the borderline to the distributed
reaction zone, while the less stretched F3 flame is located in the thin reaction zone regime,
close to the borderline of the flamelet regime. A cold simulation of the F2 and F3 flames was
run, concentrating on the velocity and turbulent kinetic energy values to ensure that the grid
was adequate for the reactive simulations. Additionally, the F2 flame was used for a further
parametric analysis. The grid resolution, the number of stochastic fields, the chemistry mech-
anism, the micro-mixing model, the pilot composition and the effects of differential diffusion
were studied, along with the ability of the model to accurately predict flame quenching at ex-
treme inlet stream velocity conditions. This work presents one of the first applications of the
LES-PDF method to a series of premixed flames using the stochastic fields method, using the
same closure models used in non-premixed flames. This approach is shown to work accurately
with a relatively low number of stochastic fields, with the results showing little sensitivity to
modelling parameters, such as the micro-mixing constant. The model is able to accurately
capture large scale quenching and gives better simulation results for the high Reynolds number
flame F1, whereas the low Reynolds number (and also low Karlovitz number) flame F3 is more
sensitive to the number of stochastic fields and subgrid effects.
The second test case of this work is the Cambridge-Sandia series of flames. These flames exhibit
varying degrees of swirl and stratification ratios and the complexity of their flow fields make
them suitable for the application of the LES-PDF method. The burner consists of two annular
channels through which fuel/oxidizer mixtures can flow and a ceramic cap at the center to
stabilize the flame. The flow emerging from the innner stream is purely axial, whereas the flow
emerging from the outer stream exhibits varying degrees of tangential velocity. Additionally,
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the inlet stream compositions vary, leading to varying stratification ratios. In this work, four
representative flames have been selected: the SwB1 flame, which does not exhibit neither swirl
nor stratification, the SwB5 flame which exhibits moderate levels of stratification only, the
SwB6 flame which exhibits moderate levels of both swirl and stratification and finally, the
SwB11 flame, a complex flame with high levels of both swirl and stratification. In general, the
LES-PDF method was able to predict the flow field, the temperatures and the species mass
fractions very satisfactorily in the first two flames. The simulation results slightly deteriorated
in the last axial station further away from the nozzle exit, with the additional stochastic fields
marginally affecting the results. The SwB6 flame exhibits a similar behaviour, with the last axial
station being the most difficult to accurately capture. Again, in this flame, the introduction
of the additional stochastic fields marginally affects the results. Finally, a parametric analysis
was performed on the SwB11 flame. More particularly, the number of stochastic fields, the
grid resolution, the heat losses and the differential diffusion effects were studied. A relatively
high number of stochastic fields was tested in this flame (32 fields) and it was shown that
in this case again, the simulation results do not justify the increased CPU requirements for
the calculations in the additional stochastic fields. On the other hand, the grid refinement
significantly improves the results in almost every aspect. The analysis of the results with
differential diffusion is inconclusive, as in some cases the results are improved but in some cases
deteriorated. Finally, the introduction of the heat losses worsens the results significantly, as
can be seen by the dramatic drop of the temperature in all axial locations, but its combination
with differential diffusion leads to noticeable improvements. Finally, the Chemical Explosive
Mode Analysis was also performed on these flames, showing a thin positive eigenvalue region at
the periphery of the flame where combustion takes place with large negative eigenvalue regions
in the center of the flame where all the burnt products have accumulated.
The third test case of this work is the Sydney Swirl flame series. This series features relatively
complex laboratory flames stabilised on a hybrid bluff-body/swirl burner. The flame behavior
is governed by complex interaction between several recirculation zones. All flames exhibit an
upstream recirculation zone due to the bluff body and a secondary recirculation zone further
downstream as a result of a vortex break-down (the break-up of a stably rotating vortex,
resulting in flow reversal at the axis of rotation). The SM1 flame has been studied in the past,
however, extensive research has not been conducted on the SM2 flame, a flame with large bulk
Reynolds and swirl numbers, resulting in a complex flow field and high levels of extinction. Both
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flames have a fixed co-flow axial and tangential velocity and the only parameter changing is the
main fuel jet velocity. The LES-PDF method was successfully applied to both of these flames
and it was able to accurately capture the flow field, the mixture fraction and the temperature
as well as the species distribution for both flames. Additionally, the flame exhibits a flapping
behaviour, with the edges of those three zones constantly moving in the axial direction. In
general, the introduction of the additional stochastic fields seem to further improve the results,
especially in the regions far away from the nozzle exit for both flames. Finally, the simulation
results were also coupled with CEM analysis in order to analyze the flame structure. For
the SM1 flame, some positive eigenvalue pockets are observed at the periphery of the flame,
coinciding with the extinction found in the same region, indicating the mixture’s propensity to
ignite. In the SM2 flame, the large scale extinction pocket in the middle of the flame is shown
with positive eigenvalues in the CEM analysis, indicating that the mixture there, despite its
low temperature would tend to ignite.
Finally, the fourth test case of this work was the piloted, natural gas Delft III non-premixed
flame with large extinction. Despite its moderate Reynolds number, the flame exhibits strong
extinction and significant finite rate chemistry effects. Large extinction-reconnection events are
happening continuously throughout the flame, despite the moderately low Reynolds number.
Moreover, the introduction of the stochastic fields, to account for subgrid fluctuations, improves
the predictions close to the nozzle exit, however its effects are minor further downstream,
something that can be probably attributed to the relatively low Reynolds number of the flame.
The CEM analysis clearly identifies the regions with extinction, marked by a positive explosive
mode. Additionally, the Dasgs distribution suggests that the subgrid effects do not contribute
significantly to the extinction. Two type of extinction pockets are detected and in both of them
the Da is close to unity. The first one is observed close to the nozzle exit where quenching
regions are relatively uniform and sub-grid effects may make a contribution, and downstream
where large extinction pockets are observed and sub-grid effects are not that important.
The overall performance of the model across all the flames is shown in Figure 9.1, all of them
performed with same chemical mechanism and similar fuels. The figure shows the mean offsets
between the experimental and simulation values for all test cases of this work against the inlet
stream Reynolds number for a selected scalar (CO2 in this case). For this qualitative plot, the
data were acquired as follows:
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• For each one of the flames studied, the available experimental data for every axial slice
was considered to be the reference data set.
• For the same axial locations, the numerical simulation results, either with 1 or 4/8/16
stochastic fields were acquired.
• The absolute value of all the offsets between experimental and numerical data plots was
calculated for each axial location.
• The average value of all the above offsets is the one shown on the y-axis of the plot and
was calculated as ∆(CO2) = (CO
LES
2 − COexp2 )/COexp2 .
Therefore, it should be noted that the data shown in the plot below represent an averaged
value of all available data points. Nevertheless, it provides a good indication of how accurate
the prediction is compared to the experimental data.
Figure 9.1: Cross-Flame Analysis Plot for CO2. Blue points indicate the mean absolute offset
between the 1 field solution results and the experimental data. Red points indicate the same
offsets between the 4/8/16 stochastic field results and the experimental value. The magenta
dots indicate the same offsets for the Sandia Flames [90].
Based on figure 9.1, the following observations can be made:
• There is an exponential relationship between the calculated offset and the inlet stream
Reynolds number. For low Reynolds number flames (Cambridge-Sandia flames, Delft III
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flame, SM1 Sydney Flame with Re <= 10000), the CO2 mass fraction offset is approxi-
mately 7%. For medium Reynolds Number flames (Sydney SM2 flame with Re ≈ 20000),
the offset increases slightly. But as we move towards high Reynolds number flames (F1-F3
flames with Re > 25000) the same offset increases to approximately 14%. However, it
should be noted that this calculated error is similar to the upper band of the experimental
error in the F1-F3 flames, as discussed in Chapter 5 [15].
• For each one of the flames, two data points are provided, either with one or with multiple
(4/8/16) stochastic fields based on the respective simulation. For each one of the data
sets created, the respective regression curve was calculated (not shown here for clarity
purposes). The regression curve follows an exponential trend and the introduction of ad-
ditional stochastic fields leads to generally improved results compared to the 1 stochastic
field solution. This improvement gets better for higher Reynolds numbers.
• For comparison purposes, the data from the piloted Sandia flames D/E/F (Reynolds
Number between 20000 and 50000) are shown in the same plot. Those data are taken
from the simulation results of the LES-PDF method in Prasad [90] and they fit relatively
well to the dataset and confirm the observed trend.
Figure 9.2: Cross-Flame Analysis Plot for CO. Notation is the same as in figure 9.1.
Figure 9.2 shows the same analysis for CO. For the one field solution, the trend is similar to
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the one observed in figure 9.1. The mass fraction difference between the experimental and the
numerical values is approximately 8% at low Reynolds Numbers and increases almost linearly
as the Reynolds Number gets higher reaching approximately 16% for the F1 flame (slightly
higher than the experimental data errors provided by Chen et al. [15]).
The overall performance of the model can also be studied as a function of the mesh size. Figure
9.3 is similar to the ones shown above, but the Re∆ is used on the x-axis instead. The calculation
of Re∆ takes into account the minimum mesh size for each grid as the reference length and it
can be seen that as Re∆ is increased, so does the relative error for CO2.
Figure 9.3: Cross-Flame Analysis Plot for CO2 as a function of Re∆. Notation is the same as
in figure 9.1.
The introduction of the additional stochastic fields however does not follow a similar trend.
According to figure 9.2, the trend line for the dataset with the additional stochastic fields (not
shown in the figure for clarity purposes) has a local maximum in the mid-Reynolds number
range, approximately at Re ≈ 40000. This means that the maximum deviation is limited
to approximately 18%. This observation is also confirmed by plotting on the same graph the
respective data for the Sandia series and shows that the introduction of the additional stochastic
fields is not beneficial for this particular scalar in the mid-Reynolds number.
In addition to the above analysis which gives an overview of the accuracy of the model over
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a wide range of Reynolds numbers, the CEMA method is a useful tool to study the structure
of the flame and focus on particular regions. Figure 9.4 shows a comparison of the sign(λ˜e)×
log
[
max(1, |λ˜e|)
]
between the two most complex flames studied in this work, the SM2 flame
(on the left) and the SwB11 flame (on the right).
Figure 9.4: CEMA sign(λ˜e)× log
[
max(1, |λ˜e|)
]
comparison of the SwB11 and the SM2 flames.
As can be seen in Figure 9.4, the two flames have a completely different structure. CEMA
analysis indicates that for the SM2 flame, a very large section with positive λe is located in
the middle of the flame, right in the region of the localized extinction, indicating the mixture’s
propensity to ignite and revealing the stabilization mechanism of the flame, which is swirl. The
sub-grid scale fluctuations are practically non-existent in this region and the D˜a analysis shows
that the flow and chemical time scales are comparable in the extinction region, indicating strong
interaction between chemistry and turbulence. For the SwB11 flame, negative eigenvalues are
mainly observed throughout the flame. The subgrid effects play an important role only in the
interface between the co-flow and the flame (flame-front) and the D˜a number, which acquires
mostly negative values, indicates that limited interaction between chemistry and turbulence.
The above observation indicates that sub-grid phenomena are not so important, and the in-
troduction of the additional fields would not be so beneficial, as it can be confirmed in Figure
200 Chapter 9. Conclusions
9.1.
In summary, the stochastic field method proved to be a very promising tool to capture flames
in all regimes of combustion with virtually the same set-up of parameters. The Eulerian for-
mulation of the method allows it to be conveniently implemented into any existing CFD code.
It is a relatively cheap computational tool that can be applied in all types of flames and it
has already started being applied in practical gas turbine applications [11]. This work focused
on the application of this methodology on several types of flames, proving its applicability
over a wide range of combustion regimes. The work revealed that sub-grid modelling gener-
ally becomes more important as the Reynolds Number increases. Regarding the flames met in
practical applications, the sub-grid modelling is also important as the Swirl Ratio is increased.
For a more detailed analysis of the flame structure of these complex flames, the combination
with a posteriori Chemical Explosive Mode Analysis was performed. The analysis enhances
the understanding of the flame structure by giving information about the chemical conditions
that take place throughout the flame and can provide indications about the importance of the
sub-grid models and the complex flow–chemistry interactions. A more detailed look at complex
flames (like SwB11), reveals that in some cases, additional parameters have to be taken into
account (e.g. the combination of heat losses with differential diffusion). Nevertheless, this work
proves that the LES-PDF method can be successfully applied in all kinds of flames, without
any special treatment depending on the combustion regime.
The next challenging task would be the simulation of more realistic combustion chamber geome-
tries, as utilized by gas turbines and diesel engine manufacturers. Additionally, the extension
to compressible flows with the associated combustion instability issues would be a perfect test
for the improvement of the Eulerian Stochastic Field methodology. The computational cost
still remains the most challenging obstacle, as the coupling of the chemistry calculations take
up a significant portion of the simulation time. Finally, another challenging task would be to
implement the CEMA analysis within the LES-PDF method. Therefore, a Chemical Explosive
Mode Analysis could be performed every few iterations of the simulation, so that the flame
structure is evaluated and the number of required fields is adapted accordingly.
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Appendix A
Thermodynamics Fundamentals
A.1 Basic Thermodynamic Relations
In combusting flows, a great number of reacting species is involved. Therefore, it is useful to
introduce some basic relations in order to better describe the phenomena: The dimensionless
mass fraction Yk for each species k is defined as:
Yk =
mk
mtot
= nkWk (A.1)
Another useful dimensionless quantity is the molar fraction, defined as:
Xk =
nk∑Nsp
k=1 nk
(A.2)
It is common practice to consider all the components of a mixture as a mixture of ideal gases.
For the temperatures and pressures considered in this work, the equation of state for ideal gas
is sufficient enough to describe the thermodynamical state:
p =
ρR0T
W
(A.3)
The mean molar mass of the mixture W can be obtained by the individual molar masses of the
components that constitute the mixture, using the following equation:
W =
∑
XkWk (A.4)
In low Mach number flows (Ma 1), the density can be considered virtually independent of
pressure fluctuations [90].
The energetic state of a mixture can be expressed in terms of enthalpy, which is the sum of
sensible enthalpy and enthalpy of formation:
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h =
∫ T
T0
Cp dT︸ ︷︷ ︸
Sensible Term
+
Nsp∑
k=1
∆h0kYk︸ ︷︷ ︸
Chemical Term
(A.5)
The first term in the above equation represents the sensible term and the second part represents
the chemical term. ∆h0k is the formation enthalpy of species k at the reference temperature
T0 and Cp is the mean heat capacity at constant pressure, obtained from the individual heat
capacities Cpk of the species k in a multi-component system, using the following equation:
Cp =
Nsp∑
k=1
CpkYk (A.6)
Appendix B
PDF Theory
B.1 Probability Density Function Introduction
Stochastic methods use distribution functions to describe the fluctuating scalars in a turbulent
field. In our case, the distribution functions are used to model the properties of the flow in the
sub–grid scales. The distribution function FΦ(Φ) of a scalar φ (or cumulative probability of a
stochastic variable φ) is the probability P or finding a value of φ < Φ.
FΦ(Φ) = P(φ < Φ) (B.1)
The probability of finding φ in the range (Φ1,Φ2) is:
P(Φ1 < φ < Φ2) = FΦ(Φ2)− FΦ(Φ1) (B.2)
The cumulative probability is a monotonic function of Φ which tends to 0 as Φ → −∞ and 1
as Φ → +∞. The probability density function (PDF) is the derivative of the corresponding
cumulative probability as follows:
P (Φ) =
dFΦ(Φ)
dΦ
(B.3)
where P (Φ)dΦ is the probability of φ being in the range (Φ,Φ + dΦ). Therefore:
∫
P (Φ)dΦ = 1 (B.4)
If we integrate over all possible values of φ, then Φ is the sample space of the scalar variable
φ. The probability density function depends ’a–priori’ on space and time, but for clarity of
notation the space and time dependence is dropped:
P (Φ;x, t) ≡ P (Φ) (B.5)
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From the PDF of a variable, one can define its n–th moment as follows:
φ
n
=
∫
φnP (Φ)dΦ (B.6)
For n = 1, the moment is called the ’mean’, defined as follows:
φ =
∫
φP (Φ)dΦ (B.7)
Similarly, the mean of a function can be obtained as follows:
f =
∫
f(φ)P (Φ)dΦ (B.8)
The second central moment is called ’variance’:
φ′2 =
∫
(φ− φ)2P (Φ)dΦ (B.9)
In the case of two variables, a joint–PDF of φ and ψ (with Φ and Ψ being the phase space for
the two variables respectively) is defined as follows (again the spatial and temporal dependence
is dropped for compactness):
P (Φ,Ψ;x, t) ≡ P (Φ,Ψ) (B.10)
The marginal PDF’s are obtained by integration over the sample space of one variable, as
follows:
P (Φ) =
∫
P (Φ,Ψ)dΨ (B.11)
For two variables, the variance is given by the following equation:
φ′ψ′ =
∫
(φ− φ)(ψ − ψ)P (Φ,Ψ)dΦdΨ (B.12)
The above term often appears in turbulent flows in the averaged Navier–Stokes equations with
u, υ and is unclosed. Using Bayes’ theorem, a joint–PDF can be expressed as:
P (Φ,Ψ) = P (Φ|Ψ)P (Ψ) (B.13)
where P (Φ|Ψ) is the conditional PDF (defined later). The conditional average of a scalar can
be expressed as a function of the conditional PDF:
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〈φ|Ψ〉 =
∫
φP (Φ|Ψ)dΦ (B.14)
and the mean value of the scalar can be expressed as:
φ =
∫
〈φ|Ψ〉P (Ψ)dΨ (B.15)
given that the two scalars are correlated. If they are not correlated, they are statistically
independent and their joint–PDF can be expressed as a product of their marginal PDF’s:
P (Φ,Ψ) = P (Φ)P (Ψ) (B.16)
Finally, a joint–PDF of N scalars (φ1, φ2, φ3...φN) is defined as:
P (ψ;x, t) ≡ P (ψ) (B.17)
where ψ = (ψ1, ψ2, ψ3...ψN) is the sample space of the array φ.
B.2 PDF Equations
The Dirac delta function, or δ function, is (informally) a generalized function on the real number
line that is zero everywhere except at zero, with an integral of one over the entire real line.
The delta function is sometimes thought of as an infinitely high, infinitely thin spike at the
origin, with total area one under the spike, and physically represents an idealized point mass or
point charge. It was introduced by theoretical physicist Paul Dirac. Its discrete analog is the
Kronecker delta function which is usually defined on a finite domain and takes values 0 and 1.
From a purely mathematical viewpoint, the Dirac delta is not strictly a function, because any
extended-real function that is equal to zero everywhere but a single point must have total
integral zero. The delta function only makes sense as a mathematical object when it appears
inside an integral. While from this perspective the Dirac delta can usually be manipulated as
though it were a function, formally it must be defined as a distribution that is also a measure.
The Dirac delta function is defined as follows:
δ =
{
+∞ if x = 0
0 if x 6= 0. (B.18)
The Dirac delta function is also constrained to satisfy the following equation:
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+∞∫
−∞
δ(x)dx = 1 (B.19)
The Dirac delta is not a function in the traditional sense and can be rigorously defined either
as a distribution or as a measure.
In addition to the above, the sifting property (integral of time delayed Dirac delta function) is
defined as follows:
+∞∫
−∞
f(η)δ(η − φ)dφ = f(φ) (B.20)
The Heaviside step function, or the unit step function, usually denoted by H, is a discontinuous
function whose value is zero for negative argument and one for positive argument. It seldom
matters what value is used for H(0), since H is mostly used as a distribution. It was named
after the English polymath Oliver Heaviside.
The Heaviside function is the integral of the Dirac delta function: H ′ = δ. This is sometimes
written as follows:
H(x) =
x∫
−∞
δ(t)dt (B.21)
The fine grained density function ψ(Φ;x, t) is defined in a general case conditioning in Ns
variables as follows:
ψ(Φ;x, t) =
Ns∏
k=1
δ (η − ξ(x, t)) (B.22)
where δ stands for the Dirac delta function which is infinity when η = ξ and 0 otherwise. In
the above equation, η is the phase space for scalar ξ. This function is a generalised function
whose properties are defined from convolution with a ’good’ function.
A good function F (η) is smooth enough, has enough derivatives, and when η → ±∞ then
F (η)→ 0. We consider functions or generalised functions for which normal derivatives do not
exist. If the derivative of function f exists, then we can write for any ’good’ function F :
+∞∫
−∞
F (η)f ′(η)dη = [F (η)f(η)]+∞−∞ −
+∞∫
−∞
F ′(η)f(η)dη =
+∞∫
−∞
F ′(η)f(η)dη (B.23)
which is proved by integration by parts and applying the definition of good functions. If the
derivative f ′ does not exist as a normal ’non-generalised’ derivative, the above equation becomes
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the definition of the generalised derivative. This derivative is a generalised function which has
properties specified by equation (B.23). For example, if f is the Heaviside Function, by using
the definition of this equation and the sifting property of the Dirac delta function, equation
(B.23) takes the following form:
+∞∫
−∞
F (η)H ′(η)dη =
+∞∫
−∞
F (η)δ(η)dη =
+∞∫
−∞
F (η)δ(η − 0)dη = F (0) (B.24)
This equation also coincides with the definition of the Dirac delta function. The derivative of
the delta function is also a generalised function and using equation (B.23) we get:
+∞∫
−∞
F (η)δ′(η)dη = −
+∞∫
−∞
F ′(η)δ(η)dη = −F ′(0) (B.25)
It should be noted that if f ′(η) is a generalised function, then equation (B.23) may look like
a mere integration by parts, but it actually represents the definition of f ′(η). If f ′(η) is an
ordinary function, then equation (B.23) is still valid and represents a simple integration by
parts.
The above gives a simple rule for checking any equation which may involve generalised differ-
entiation: Multiplication of this equation with a good function and integration by parts will
lead to the exclusion of generalised derivatives. With the help of equation (B.23) and the above
mentioned statement, then following relationship can be proven:
∂ψ
∂t
= − ∂
∂η
(
ψ
∂ξ
∂t
)
(B.26)
where ψ represents the fine grained density function, ξ the scalar and η the respective phase
space.
Starting from the above equation and multiplying with a good function F (η) and integrating
over η we get:
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∂ψ
∂t
= − ∂
∂η
(
ψ
∂ξ
∂t
)
⇔
∂
∂t
δ (η − ξ(x, t)) = − ∂
∂η
(
δ (η − ξ(x, t)) ∂ξ
∂t
)
multiply withF (η)⇐=========⇒
F (η)
∂
∂t
δ (η − ξ(x, t)) = −F (η) ∂
∂η
(
δ (η − ξ(x, t)) ∂ξ
∂t
)
integrate⇐===⇒∫ +∞
−∞
F (η)
∂
∂t
δ (η − ξ(x, t)) = −
∫ +∞
−∞
F (η)
∂
∂η
(
δ (η − ξ(x, t)) ∂ξ
∂t
)
⇔
∂
∂t
∫ +∞
−∞
F (η)δ (η − ξ(x, t)) =
[
F (η)δ (η − ξ(x, t)) ∂ξ
∂t
]+∞
−∞
+
+
∫ +∞
−∞
F ′(η)
(
δ (η − ξ(x, t)) ∂ξ
∂t
)
dη
Dirac Definition⇐=======⇒
∂
∂t
[F (ξ(x, t))] =
∂ξ
∂t
F ′ (ξ(x, t))⇔
∂ξ
∂t
F ′ (ξ(x, t)) =
∂ξ
∂t
F ′ (ξ(x, t))
(B.27)
Since the abovementioned procedure yields equality of the two sides, the same applies for the
initial equation. The same applies when the spatial derivative is used (proving this exactly the
same as the above procedure):
∇ψ = − ∂
∂η
(ψ∇ξ) (B.28)
Regarding the second order spatial derivative spatial derivative, the following procedure is
followed:
∇2ψ = ∇(∇ψ)⇔
∇2ψ = ∇(− ∂
∂η
(ψ∇ξ))⇔
∇2ψ = −∇( ∂
∂η
(ψ∇ξ))⇔
∇2ψ = − ∂
∂η
(∇ψ∇ξ + ψ∇2ξ)⇔
∇2ψ = −∂∇ψ∇ξ
∂η
− ∂ψ∇
2ξ
∂η
⇔
∇2ψ = −∂ψ∇
2ξ
∂η
+
∂
∂η
(
∂
∂η
(ψ∇ξ)∇ξ
)
⇔
∇2ψ = ∂
2
∂η2
(ψ∇ξ∇ξ)− ∂
∂η
(ψ∇2ξ)
(B.29)
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∇(ρD∇ψ) = ∇ ((ρD)(∇ψ))⇔
∇(ρD∇ψ) = ∇(ρD)∇ψ + ρD∇(∇ψ) eq.(B.28)(B.29)⇐=======⇒
∇(ρD∇ψ) = ∇(ρD)
(
− ∂
∂η
(ψ∇ξ)
)
+ ρD
(
∂2
∂η2
(ψ∇ξ∇ξ)− ∂
∂η
(ψ∇2ξ)
)
⇔
∇(ρD∇ψ) = ρD ∂
2
∂η2
(ψ∇ξ∇ξ)− ∂
∂η
ψ
(∇(ρD)∇ξ + ρD∇2ξ)⇔
∇(ρD∇ψ) = ∂
2
∂η2
(ψρD∇ξ∇ξ)− ∂
∂η
(ψ∇(ρD∇ξ))
(B.30)
∇(ψρD∇ξ) = ∇ ((ψ)(ρD∇ξ))⇔
∇(ψρD∇ξ) = ρD∇ξ∇ψ + ψ∇(ρD∇ξ) eq.(B.28)⇐===⇒
∇(ψρD∇ξ) = ρD∇ξ
(
− ∂
∂η
(ψ∇ξ)
)
+ ψ∇(ρD∇ξ)⇔
∇(ψρD∇ξ) = ψ∇(ρD∇ξ)− ∂
∂η
(ψρD∇ξ∇ξ)
(B.31)
For analogy, conditioning in Ns variables (summation procedure over repeated indices is applied
here), the following relations (temporal and spatial derivative) are proven (Yk denotes the
reactive scalars and Φk their respective sample space):
∂ψ
∂t
= −
NS∑
k=1
∂
∂Φk
(
ψ
∂Yk
∂t
)
(B.32)
∇ψ = −
Ns∑
k=1
∂
∂Φk
(ψ∇Yk) (B.33)
Rewriting equation (B.31) and using (B.33) we obtain:
∇(ψρDk∇Yk) = ∇ ((ψ)(ρDk∇Yk))⇔
∇(ψρDk∇Yk) = ψ∇(ρDk∇Yk) + ρDk∇Yk∇(ψ) eq.(B.33)⇐===⇒
∇(ψρDk∇Yk) = ψ∇(ρDk∇Yk) + ρDk∇Yk
(
−
Ns∑
k=1
∂
∂Φk
(ψ∇Yk)
)
⇔
∇(ψρDk∇Yk) = ψ∇(ρDk∇Yk)− ρDk∇Yk
Ns∑
k=1
∂
∂Φk
(ψ∇Yk)
(B.34)
Based on equation (B.34), we get:
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ψ∇(ρDk∇Yk) = ∇(ψρDk∇Yk) + ρDk∇Yk
Ns∑
k=1
∂
∂Φk
(ψ∇Yk)⇔
ψ∇(ρDk∇Yk) = ∇(ψρDk∇Yk) +
Ns∑
k=1
∂
∂Φk
(ψρDk∇Yk∇Yj)
(B.35)
Another useful relation can be proven using fundamental properties of the derivatives:
Ns∑
k=1
∂
∂Φk
[∇(ψρDk∇Yk)] = ∇
[
Ns∑
k=1
∂
∂Φk
(ψρDk∇Yk)
]
= ∇ρ
[
Ns∑
k=1
Dk
∂
∂Φk
(ψ∇Yk)
]
(B.36)
Spatial and phase derivatives can be exchanged and using relation (B.33) and if all diffusivities
are the same Dk = D, then, starting from equation (B.31), we get:
Ns∑
k=1
∂
∂Φk
[∇(ψρDk∇Yk)] = ∇ρ
[
Ns∑
k=1
Dk
∂
∂Φk
(ψ∇Yk)
]
⇔
Ns∑
k=1
∂
∂Φk
[∇(ψρDk∇Yk)] = ∇
[
Ns∑
k=1
ρDk
∂
∂Φk
(ψ∇Yk)
]
eq.(B.33)⇐===⇒
Ns∑
k=1
∂
∂Φk
[∇(ψρDk∇Yk)] = −∇(ρD∇ψ)
(B.37)
B.3 Fine-grained Probability Density Function
If we denote by Yk the reactive scalar, then its transport equation is:
∂(ρYk)
∂t
+
∂(ρujYk)
∂xj
=
∂
∂xj
(
ρDk
∂Yk
∂xj
)
+ ρω˙k (B.38)
where ω˙k = ω˙k(Y ) is the chemical source term. The continuity equation (mass conservation
equation) is also satisfied by ρ and uj as follows:
∂ρ
∂t
+
∂(ρuj)
∂xj
= 0 (B.39)
Multiplying by ψ (the fine grained probability density function), the continuity equation and
using relationships discussed in the previous section, we can get:
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∂ρ
∂t
+
∂(ρuj)
∂xj
= 0⇔
ψ
∂ρ
∂t
+ ψ
∂(ρuj)
∂xj
= 0
Chain Rule⇐====⇒(
∂(ρψ)
∂t
− ρ∂ψ
∂t
)
+
(
∂(ρujψ)
∂xj
− ρuj ∂ψ
∂xj
)
= 0⇔
∂(ρψ)
∂t
+
∂(ρujψ)
∂xj
= ρ
∂ψ
∂t
+ ρuj
∂ψ
∂xj
(B.40)
But using equations (B.32) and (B.33), and given that ρ, uj do not depend on Φ, we get:
∂(ρψ)
∂t
+
∂(ρujψ)
∂xj
= ρ
∂ψ
∂t
+ ρuj
∂ψ
∂xj
= −ρ
NS∑
k=1
∂
∂Φk
(
ψ
∂Yk
∂t
)
− ρuj
Ns∑
k=1
∂
∂Φk
(ψ∇Yk)⇔
ρ
∂ψ
∂t
+ ρuj
∂ψ
∂xj
= −
Ns∑
k=1
∂
∂Φk
ψ
[
ρ
∂Yk
∂t
+ ρuj∇Yk
] (B.41)
By integrating the transport equation (B.38) in the above equation (B.41), then we get:
ρ
∂ψ
∂t
+ ρuj
∂ψ
∂xj
= −
Ns∑
k=1
∂
∂Φk
ψ
[
∂
∂xj
(
ρDk
∂Yk
∂xj
)
+ ρω˙k
]
(B.42)
Starting from the above equation and using equation (B.35), we can simplify the Right Hand
Side (RHS) of the above equation as follows:
ρ
∂ψ
∂t
+ ρuj
∂ψ
∂xj
= −
Ns∑
k=1
∂
∂Φk
(ψρω˙k)−
Ns∑
k=1
Ns∑
k=1
∂2
∂ΦkΦl
[
ψρDk
∂Yk
∂xj
∂Yl
∂xj
]
−
−
Ns∑
k=1
∂
∂Φk
[
∂
∂xj
(
ψρDk
∂Yk
∂xj
)] (B.43)
In the case of Lewis unity numbers (Dk = D) and using equation (B.37), the last term of the
Right Hand Side (RHS) of the above equation can be re-arranged to a molecular diffusion term
as follows:
ρ
∂ψ
∂t
+ ρuj
∂ψ
∂xj
= −
Ns∑
k=1
∂
∂Φk
(ψρω˙k)−
Ns∑
k=1
Ns∑
k=1
∂2
∂ΦkΦl
[
ψρD
∂Yk
∂xj
∂Yl
∂xj
]
+
∂
∂xj
(
ρD
∂ψ
∂xj
)
(B.44)
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The fine grained PDF diffuses in spatial space with the same molecular diffusion coefficient as
all the species in the case of unity Lewis number. The transport equation also includes a term
regarding diffusion in phase space by gradients of scalars. In case of non-unity Lewis numbers,
D is defined the thermal diffusivity (denoted as Dk for each species k). The fine grained PDF
is modified in a way to include differential diffusion effects as follows:
ρ
∂ψ
∂t
+ ρuj
∂ψ
∂xj
=
∂
∂xj
(
ρD
∂ψ
∂xj
)
−
Ns∑
k=1
∂
∂Φk
(ψρω˙k)−
−
Ns∑
k=1
Ns∑
k=1
∂2
∂ΦkΦl
[
ψρDk
∂Yk
∂xj
∂Yl
∂xj
]
−
Ns∑
k=1
∂
∂Φk
[
∂
∂xj
(
ψρ(Dk −D)∂Yk
∂xj
)] (B.45)
B.4 Filtering Operation and Properties
A conventional or unconditional filtering operation is defined as:
Φ¯ =
∫
V
ΦG(x− x′; ∆)dV ′ (B.46)
where G is a space filter with width ∆. It is assumed that filtering can commute both in space
and time. In reactive flows, it is common to use density weighting (Favre Averaging) as follows:
Φ˜ =
ρΦ
ρ
⇔ ρΦ = ρΦ˜ (B.47)
Using the filtering operation with a ’top-hat’ filtering box filter and assuming that the filter
width is constant, we get:
∂Φ
∂t
=
∂Φ
∂t
(B.48)
∂Φ
∂xj
=
∂Φ
∂xj
(B.49)
However, for Favre average, the spatial derivative does not commute (starting with equation
(B.47) and using derivative properties):
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ρ
∂˜Φ
∂xj
= ρ
∂Φ
∂xj
Der. Properties⇐=======⇒
ρ
∂˜Φ
∂xj
=
∂ρΦ
∂xj
− Φ ∂ρ
∂xj
eq.(B.49)⇐===⇒
ρ
∂˜Φ
∂xj
=
∂ρΦ˜
∂xj
− Φ ∂ρ
∂xj
Der. Properties⇐=======⇒
ρ
∂˜Φ
∂xj
= ρ
∂Φ˜
∂xj
+ Φ˜
∂ρ
∂xj
− Φ ∂ρ
∂xj
(B.50)
If we neglect fluctuations of density compared to the variable Φ (since density does not change
rapidly in space and subgrid fluctuations can be ignored), the last two terms of equation (B.50)
which involved subgrid transport by subgrid density fluctuations vanish and assuming that
conventional filtering commutes, Favre Filtering commutes too:
Φ˜
∂ρ
∂xj
− Φ ∂ρ
∂xj
≈ 0 eq.(B.50)⇐===⇒
ρ
∂˜Φ
∂xj
= ρ
∂Φ˜
∂xj
⇔
∂˜Φ
∂xj
=
∂Φ˜
∂xj
(B.51)
A subgrid probability density function P (η), also known as filtered density function (FDF) is
the distribution of the scalar ξ at subgrid scales. The probability of observing values between η
and dη within the filter volume is P (η)dη. The subgrid probability density function is defined
as follows:
P (η) =
∫
V
δ (η − ξ(x′, t))G(x− x′; ∆)dV ′ (B.52)
where δ is the dirac function and G is a positive defined filter function with filter width ∆.
The joint subgrid Probability Function of Ns scalars is:
P (ψ) =
∫
V
Ns∏
j=1
δ (ψj − φj(x′, t))G(x− x′; ∆)dV ′ (B.53)
where ψ = (ψ1, ψ2, ψ3, ...ψN) is the sample space of the array φ = (φ1, φ2, φ3, ...φN).
A density weighted (Favre filtered) FDF can be obtained as follows:
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ρP˜ (η) =
∫
V
ρδ (η − ξ(x′, t))G(x− x′; ∆)dV ′ (B.54)
and in the same manner for the joint FDF:
ρP˜ (ψ) =
∫
V
ρ
Ns∏
k=1
δ (ψj − φj(x′, t))G(x− x′; ∆)dV ′ (B.55)
A conditional filtering operation of a variable Φ is defined as:
Φ|η =
∫
Φδ (η − ξ(x′, t))G(x− x′; ∆)dV ′
P (η)
(B.56)
where G is a positive defined space filter with filter width ∆, ψn is a fine-grained probability
density function defined as ψn = δ (η − ξ(x′, t)) and η is the sample space of the passive scalar
ξ. In variable density flows, the conditional density weighted (Favre) filter is used instead.
Using the density weighted FDF, the conditionally density weighted (Favre Averaged) filtered
operation is defined as:
ρΦ˜|η ≡
∫
V
ρΦδ (η − ξ(x′, t))G(x− x′; ∆)dV ′
P˜ (η)
(B.57)
It is worth noting that Favre and normal FDF’s are related through unconditional and condi-
tionally filtered densities. Their relation can be proven using equation (B.56) and applying it
for Φ = ρ:
ρ|η ≡
∫
V
ρδ (η − ξ(x′, t))G(x− x′; ∆)dV ′
P (η)
⇔
ρ|ηP (η) =
∫
V
ρδ (η − ξ(x′, t))G(x− x′; ∆)dV ′ eq.(B.54)⇐===⇒
ρ|ηP (η) = ρP˜ (η)
(B.58)
It can be easily demonstrated that:
ρψ = ρδ (η − ξ(x, t)) eq.(B.46)⇐===⇒
ρψ =
∫
V
ρδ (η − ξ(x, t))G(x− x′; ∆)dV ′ eq.(B.54)⇐===⇒
ρψ = ρP˜ (η)
(B.59)
Another useful relation can be proven as follows (starting from equation (B.57)):
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ρΦ˜|η ≡
∫
V
ρΦδ (η − ξ(x′, t))G(x− x′; ∆)dV ′
P˜ (η)
⇔
ρΦ˜|ηP˜ (η) =
∫
V
ρΦδ (η − ξ(x′, t))G(x− x′; ∆)dV ′
(B.60)
But using the definition of filtering operation (equation (B.46)):
ρΦψn =
∫
V
ρΦψnG(x− x′; ∆)dV ′ eq.(B.22)⇐===⇒
ρΦψn =
∫
V
ρΦδ (η − ξ(x′, t))G(x− x′; ∆)dV ′
(B.61)
By comparing the Right Hand Sides of Equations (B.60) and (B.61), we get that:
ρΦ˜|ηP˜ (η) = ρΦψn (B.62)
A subgrid term can be expressed as:
ρujψn = ρu˜jψn = ρu˜jP˜ (η) + τ
sgs
ij (B.63)
where (starting from the above equation):
τ sgsij = ρujψn − ρu˜jP˜ (η)
eq.(B.62)⇐===⇒
τ sgsij = ρu˜j|ηP˜ (η)− ρu˜jP˜ (η)⇔
τ sgsij = ρP˜ (η)(u˜j|η − u˜j)
(B.64)
We define the conditional velocity fluctuation:
u′′j (η) = u˜j|η − u˜j (B.65)
Equation (B.64) is then transformed (using equation (B.65)) to:
τ sgsij = ρP˜ (η)u
′′
j (η) (B.66)
Conditional and unconditional density weighted (Favre averaged) variables can be related as
follows:
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Φ˜|η = Φ˜ + Φsgs(η) (B.67)
By definition, Φsgs(η) = Φ
′′(η) which is a conditional subgrid fluctuation. Starting from the
above definition and using equation (B.67) we get:
Φsgs(η) ≡ Φ′′(η) eq.(B.67)⇐===⇒
Φsgs(η) = Φ˜|η − Φ˜ eq.(B.62)⇐===⇒
Φsgs(η) =
ρΦψn
ρP˜ (η)
− Φ˜⇔
Φsgs(η) =
ρΦψn
ρ
1
P˜ (η)
− Φ˜ P˜ (η)
P˜ (η)
eq.(B.47)⇐===⇒
Φsgs(η) = Φ˜ψn
1
P˜ (η)
− Φ˜ P˜ (η)
P˜ (η)
⇔
Φsgs(η) = Φ
′′(η) =
Φ˜ψn − Φ˜P˜ (η)
P˜ (η)
(B.68)
In the case of velocities, a gradient model approach is often used in PDF models [75]:
u′′j (η) = −Dt
∂P˜ (η)
∂xj
(B.69)
Following equation (B.8), another important relation that relates the unconditional and condi-
tional values without any modelling is the following:
Φ˜ =
∫ 1
0
Φ˜|ηP˜ (η)dη (B.70)
Using the above equation and the fact that:
∫
P˜ (η)dη = 1 (B.71)
we get:
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∫
Φ′′(η)P˜ (η)dη =
∫
Φ˜ψn − Φ˜P˜ (η)
P˜ (η)
P˜ (η)dη ⇔∫
Φ′′(η)P˜ (η)dη =
∫ (
Φ˜ψn − Φ˜P˜ (η)
)
dη
eq.(B.47)⇐===⇒∫
Φ′′(η)P˜ (η)dη =
∫ (
ρφψn
ρ
− Φ˜P˜ (η)
)
dη
eq.(B.62)⇐===⇒∫
Φ′′(η)P˜ (η)dη =
∫ (
ρΦ˜|ηP˜ (η)
ρ
− Φ˜P˜ (η)
)
dη ⇔∫
Φ′′(η)P˜ (η)dη =
∫ (
Φ˜|ηP˜ (η)− Φ˜P˜ (η)
)
dη
eq.(B.70)⇐===⇒∫
Φ′′(η)P˜ (η)dη = Φ˜−
∫
Φ˜P˜ (η)dη
eq.(B.71)⇐===⇒∫
Φ′′(η)P˜ (η)dη = 0
(B.72)
Using this relation and starting from equation (B.58) we get:
ρ|ηP (η) = ρP˜ (η)⇔
P (η)
ρ
=
P˜ (η)
ρ|η
integrating⇐====⇒∫
P (η)
ρ
dη =
∫
P˜ (η)
ρ|η dη ⇔∫
1
ρ
P (η)dη =
∫
1
ρ|η P˜ (η)dη
eq.(B.71)⇐===⇒
1
ρ
=
∫
1
ρ|η P˜ (η)dη = 1
(B.73)
Another useful relation for PDF derivation, if a term T is in the form:
T =
∂
∂η
(ρg(ξ)ψ) (B.74)
with g being a usually non-linear function of ξ, is to calculate the filtered term T as follows:
T = − ∂
∂η
(
ρg(η)P˜ (η)
)
(B.75)
It should be noted that in the above equation, no subgrid terms are needed and therefore the
closure is exact, independently of the the function g.
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B.5 PDF Transport Equation
Starting from equation (B.48) and applying the filtering properties (using equations (B.59)
and (B.62)), the following equation can be derived (The dependence P˜ (Φ) = P˜ is dropped for
compactness):
∂(ρψ)
∂t
+
∂(ρujψ)
∂xj
=
∂(ρψ)
∂t
+
∂(ρujψ)
∂xj
eq.(B.59)(B.62)⇐=======⇒
∂(ρψ)
∂t
+
∂(ρujψ)
∂xj
=
∂(ρP˜ )
∂t
+
∂(ρu˜j|ΦP˜ )
∂xj
(B.76)
By applying the filtering operation (equation (B.46)) to the transport equation (equation
(B.43)) and using equation (B.76), the following equation is derived:
∂ρψ
∂t
+
∂ρujψ
∂xj
= −
Ns∑
k=1
∂
∂Φk
(ψρω˙k(Φ))−
Ns∑
k=1
Ns∑
k=1
∂2
∂ΦkΦl
[
ψρDk
∂Yk
∂xj
∂Yl
∂xj
]
−
−
Ns∑
k=1
∂
∂Φk
[
∂
∂xj
(
ψρDk
∂Yk
∂xj
)]
⇔
∂ρψ
∂t
+
∂ρujψ
∂xj
= −
Ns∑
k=1
∂
∂Φk
(ψρω˙k(Φ))−
Ns∑
k=1
Ns∑
k=1
∂2
∂ΦkΦl
[
ψρDk
∂Yk
∂xj
∂Yl
∂xj
]
−
−
Ns∑
k=1
∂
∂Φk
[
∂
∂xj
(
ψρDk
∂Yk
∂xj
)]
eq.(B.59)(B.62)(B.76)⇐==========⇒
∂(ρP˜ )
∂t
+
∂(ρu˜j|ΦP˜ )
∂xj
= −
Ns∑
k=1
∂
∂Φk
(
ρω˙k(Φ)P˜
)
−
Ns∑
k=1
Ns∑
k=1
∂2
∂ΦkΦl
[
ρ˜〈Dk
˜∂Yk
∂xj
∂Yl
∂xj
|Φ〉
]
P˜−
−
Ns∑
k=1
∂
∂Φk
[
∂
∂xj
(
ρ〈Dk ∂˜Yk
∂xj
〉|Φ
)
P˜
]
(B.77)
If constant diffusion coefficients Dk = D are assumed, then the filtering operation can be
applied to equation (B.44). The usual PDF transport equation then appears (after applying
equation (B.65)):
∂(ρP˜ )
∂t
+
∂(ρu˜jP˜ )
∂xj
− ∂
∂xj
(
ρD
∂P˜
∂xj
)
=
−
Ns∑
k=1
∂
∂Φk
(
ρω˙k(Φ)P˜
)
−
Ns∑
k=1
Ns∑
k=1
∂2
∂ΦkΦl
[
ρ〈Dk
˜∂Yk
∂xj
∂Yl
∂xj
|Φ〉
]
P˜ +
∂(ρu′′j (Φ)P˜ )
∂xj
(B.78)
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In the above equation, the last two terms on the Right Hand Side are unknown and must be
modelled. The last term represents the subgrid transport of the PDF and is usually modelled
using a different gradient assumption of the form of equation (B.69). Large fluctuations of
density have been neglected to commute spatial derivatives of the Favre Average Filtering for
the molecular diffusion term, as discussed in section B.4 and using equations (B.50) and (B.51)
(and after applying the gradient model approach of equation (B.69) in the last term of the RHS
of the equation), we get:
∂(ρP˜ )
∂t
+
∂(ρu˜jP˜ )
∂xj
− ∂
∂xj
(
ρDe
∂P˜
∂xj
)
=
−
Ns∑
k=1
∂
∂Φk
(
ρω˙k(Φ)P˜
)
−
Ns∑
k=1
Ns∑
k=1
∂2
∂ΦkΦl
[
ρ〈D
˜∂Yk
∂xj
∂Yl
∂xj
|Φ〉
]
P˜
(B.79)
where De = Dt+D =
ν
Sc
+ νsgs
Scsgs
. At high Reynolds numbers approximation (RANS approach), it
can be assumed that De ≈ Dt and equation (B.79) is the RANS–PDF PDF transport equation
found in textbooks.
In case of differential diffusion, the the above procedure (filtering) is applied to equation (B.45)
and the following equation is derived:
∂(ρP˜ )
∂t
+
∂(ρu˜jP˜ )
∂xj
− ∂
∂xj
(
ρDe
∂P˜
∂xj
)
=
−
Ns∑
k=1
∂
∂Φk
(
ρω˙k(Φ)P˜
)
−
Ns∑
k=1
Ns∑
k=1
∂2
∂ΦkΦl
[
ρ〈D
˜∂Yk
∂xj
∂Yl
∂xj
|Φ〉
]
P˜−
−
Ns∑
k=1
∂
∂Φk
(
∂
∂xj
(
ρ〈
˜
(Dk −D)∂Yk
∂xj
|Φ〉P˜
)) (B.80)
B.6 Stochastic Relations
The general diffusion process is represented by the following Stochastic Differential Equation:
dXi = Dj(X , t)dt+ Ei(X , t)dWi(t) (B.81)
where D represents the Ito¯ drift coefficient and E represents the diffusion coefficient. Wi denotes
the Wiener process, which is a continuous-time stochastic process named in honour of Norbert
Wiener. It is often called standard Brownian motion, after Robert Brown. It is one of the best
known Le´vy processes and occurs frequently in pure and applied mathematics, economics and
physics.
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The Wiener process has applications throughout the mathematical sciences. In physics it is
used to study Brownian motion, the diffusion of minute particles suspended in fluid, and other
types of diffusion via the FokkerPlanck and Langevin equations.
The equivalent Fokker-Planck equation with PDF P (X ) is:
∂P
∂t
= −
N∑
i=1
∂
∂Xi
(Dj(X , t)P ) + 1
2
N∑
i=1
N∑
j=1
∂2
∂XiXj
(E2i (X , t)P ) (B.82)
Equations (B.81) and (B.82) are equivalent. The Fokker-Planck equation (B.82) describes the
time evolution of the probability density function of the velocity of a particle, and can be
generalized to other observables as well. It is named after Adriaan Fokker and Max Planck and
is also known as the Kolmogorov forward equation (diffusion), named after Andrey Kolmogorov,
who first introduced it in 1931. When applied to particle position distributions, it is better
known as the Smoluchowski equation.
If a PDF transport equation is of the form (starting from the general transport equation and
neglecting any source terms):
∂ρP
∂t
+
∂ρujP
∂xj
=
∂
∂xj
(
ρD
∂P
∂xj
)
(B.83)
By expanding the Right Hand Side of the equation as follows:
∂ρP
∂t
+
∂ρujP
∂xj
=
∂2(ρDP )
∂x2j
− ∂
∂xj
(
P
∂ρD
∂xj
)
(B.84)
Now, the following two cases can be examined:
Case A: Constant Density
If the density is constant, equation (B.84) can be written in the following Fokker-Planck form):
∂P
∂t
= − ∂
∂xj
[(
uj +
∂D
∂xj
)
P
]
+
∂2
∂x2j
(DP ) (B.85)
Comparing with equation (B.82), the drift coefficient is:
Dj = uj + ∂D
∂xj
(B.86)
and the diffusion coefficient is:
Ei =
√
2D (B.87)
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Case B: Variable Density
If the density is variable, then equation (B.84) can be written using a new density PDF equation
P ′ = ρP and the Fokker-Planck equation obtains the following form:
∂P ′
∂t
=
∂
∂xj
[(
uj +
1
ρ
∂ρD
∂xj
)
P ′
]
+
∂2
∂x2j
(DP ′) (B.88)
In the above Fokker-Planck equation and comparing with (B.82), the drift coefficient is:
Dj = uj + 1
ρ
∂ρD
∂xj
(B.89)
and the diffusion coefficient is:
Ei =
√
2D (B.90)
B.7 Stochastic Fields
The idea of the stochastic fields is to represent the PDF by an ensemble of N stochastic fields
ξn(x, t). The one-scalar PDF is then:
P (x, t; η) =
1
N
N∑
k=1
δ
[
η − ξk(x, t)] ≡ 〈δ [η − ξk(x, t)]〉 = 〈ψ〉 (B.91)
where ψ is generalised function and therefore the definition of Appendix B.2 can be used.
The definition of the one scalar PDF presented in equation (B.91) must be convoluted with
a filter (as defined in the filtering procedure) G(x − x′; ∆) in order to give the sub-grid PDF
(for the sake of clarity, a ’top-hat’ filter will be assumed, which averages over values inside the
characteristic length ∆):
P (x, t; η) =
∫
V ′
1
N
N∑
k=1
δ
(
η − ξk(x, t))G(x− x′; ∆)dV ′ (B.92)
As explained earlier, the product P (η)dη is the probability of ξ being in the range (η, η + dη)
within the volume ∆. This Probability Density Function is the Filtered Density Function
(FDF) for N stochastic fields.
The average procedure 〈·〉 for a function Φ(ξ) is defined as follows:
〈Φ(ξ)〉 =
∫
V ′
1
N
N∑
k=1
Φ(ξk)G(x− x′; ∆)dV ′ = 1
N
N∑
k=1
Φ(ξk) (B.93)
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If Φ does not depend on ξ, then the above equation gives the conventional filtering operation
and thus starting from the definition (equation (B.93)), we get:
〈Φ〉 =
∫
V ′
1
N
N∑
k=1
Φ(ξk)G(x− x′; ∆)dV ′ =∫
V ′
[Φ(ξ1) + Φ(ξ2) + ...+ Φ(ξN)]G(x− x′; ∆)
N
dV ′ = φ
(B.94)
Regarding equation (B.93), it should be noted that the only assumption implied here is that
the stochastic fields have no subgrid scales, or that in other words ξk(x, t) = const within the
filter width. From this condition it can be inferred that:
〈ξi〉 = ξi (B.95)
〈ξiξj〉 = 〈ξi〉〈ξj〉 (B.96)
The conditional filter (or average) is introduced:
〈Φψ〉 = 〈Φδ(η − ξ)〉 eq.(B.93)⇐===⇒
〈Φψ〉 =
∫
V ′
1
N
N∑
k=1
Φδ(η − ξk)G(x− x′; ∆)dV ′ sum properties⇐======⇒
〈Φψ〉 = 1
N
∫
V ′
N∑
k=1
Φδ(η − ξk)G(x− x′; ∆)dV ′ eq.(B.56)⇐===⇒
〈Φψ〉 = 1
N
N∑
k=1
(
Φ|η · P (η)
)
⇐⇒
〈Φψ〉 = P · 1
N
N∑
k=1
(Φ|η) eq.(B.93)⇐===⇒
〈Φψ〉 = 〈Φ|η〉P
(B.97)
Since η is the sample space of ξ and therefore ξ (and ξk) are independent of η, it can be shown
with the aid of equation (B.91) that:
〈ξk|η〉 = ξk (B.98)
and that:
〈ξ|η〉 = ξ (B.99)
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Starting from equation (B.97), we get:
〈∂ξ
k
∂xj
|η〉P (η) = 〈∂ξ
k
∂xj
ψ〉 eq.(B.93)⇐===⇒
〈∂ξ
k
∂xj
|η〉P (η) =
∫
V ′
1
N
N∑
k=1
∂ξk
∂xj
ψG(x− x′; ∆)dV ′ eq.(B.22)⇐===⇒
〈∂ξ
k
∂xj
|η〉P (η) =
∫
V ′
1
N
N∑
k=1
∂ξk
∂xj
δ
(
η − ξk(x, t))G(x− x′; ∆)dV ′ ⇐⇒
〈∂ξ
k
∂xj
|η〉P (η) =
N∑
k=1
∂ξk
∂xj
∫
V ′
1
N
N∑
k=1
δ
(
η − ξk(x, t))G(x− x′; ∆)dV ′ eq.(B.91)⇐===⇒
〈∂ξ
k
∂xj
|η〉P (η) =
N∑
k=1
[
∂ξk
∂xj
P (η)
]
(B.100)
Using the assumption of large N (
∑
aibi =
∑
ai
∑
bi) and following a similar procedure, the
following equation can be derived too:
〈∂
2ξk
∂x2j
|η〉P (η) =
N∑
k=1
[
∂2ξk
∂x2j
P (η)
]
(B.101)
In the following three sections, several forms of PDF transport equations will be examined: In
the first part the convective contribution will be examined, in the second part the convective
and diffusive contribution with constant density will be examined and in the third part the
convective and diffusive contribution with variable density will be examined.
Case A: Convection
Isolating the convective contribution of the PDF transportation equation (B.83) we get:
∂P
∂t
+
∂ujP
∂xj
= 0 (B.102)
With uj constant over a filter width, the above equation yields:
∂P
∂t
+ uj
∂P
∂xj
= 0 (B.103)
Starting from equation (B.28) and then summing for the N stochastic fields and using summa-
tion and derivative properties, we get:
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∂ψ
∂xj
= − ∂
∂η
(
ψ
∂ξ
∂xj
)
⇐⇒
∂
∂xj
(δ (η − ξ(x, t))) = − ∂
∂η
(
δ (η − ξ(x, t)) ∂ξ
∂xj
)
⇐⇒
∂
∂xj
[
1
N
N∑
k=1
δ
(
η − ξk(x, t))] = − ∂
∂η
[
1
N
N∑
k=1
δ
(
η − ξk(x, t)) ∂ξk
∂xj
]
eq.(B.92),(B.100)⇐========⇒
∂P
∂xj
=
∂
∂η
(
〈 ∂ξ
∂xj
|η〉P
)
eq.(B.97)⇐===⇒
∂P
∂xj
=
∂
∂η
〈ψn ∂ξ
∂xj
〉
(B.104)
Therefore, (B.103) takes the form of a Fokker-Planck equation (using equation (B.104)) in
terms of the stochastic fields:
∂P
∂t
− uj ∂
∂η
[
P 〈 ∂ξ
∂xj
|η〉
]
= 0⇐⇒
∂P
∂t
=
∂
∂η
[
uj〈 ∂ξ
∂xj
|η〉P
]
eq.(B.100)⇐====⇒
∂P
∂t
=
∂
∂η
[
uj
N∑
k=1
∂ξk
∂xj
P
]
⇐⇒
∂P
∂t
=
N∑
k=1
∂
∂η
[
uj
∂ξk
∂xj
P
]
(B.105)
In the above equation, the PDF P (x, t; ξ = η) ≡ P (x, t; ξ = Φ) with Φ = (Φ1,Φ2, ...ΦN)
being the phase space of the stochastic fields ξ = (ξ1, ξ2, ...ξN). It is evident that both phase
spaces must be the same and therefore dη = dΦ. This can be expressed in another way as
follows: The probability of finding ξ ∈ (η, η + dη) must be the same as the probability of
finding ξk ∈ (Φk,Φk + dΦk). If both probabilities are the same, then Pdη = PdΦk and the
PDF is also the same, then ∂
∂η
= ∂
∂Φk
and therefore (B.105) can be expressed in the following
manner:
N∑
k=1
∂
∂η
[
uj
∂ξk
∂xj
P
]
=
N∑
k=1
∂
∂Φk
[
uj
∂ξk
∂xj
P
]
⇐⇒
∂P
∂t
=
N∑
k=1
∂
∂Φk
[
uj
∂ξk
∂xj
P
] (B.106)
Using the above form of the Fokker-Planck equation (equation (B.106)) and comparing the
respective terms between the general Fokker-Planck equation (equation (B.82)) and the SDE
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(equation (B.81)), and given that the derivatives of the stochastic fields are ’sufficiently smooth’,
we get:
dξk = −uj ∂ξ
k
∂xj
dt (B.107)
Case B: Convection and Diffusion with Constant Density
Re-using the PDF transport equation (B.83), and assuming that density is constant, the fol-
lowing form of the Fokker-Planck equation can be derived:
∂ρP
∂t
+
∂ρujP
∂xj
=
∂
∂xj
(
ρD
∂P
∂xj
)
⇐⇒
ρ
∂P
∂t
+ ρ
∂ujP
∂xj
= ρ
∂
∂xj
(
D
∂P
∂xj
)
⇐⇒
∂P
∂t
+
∂ujP
∂xj
=
∂
∂xj
(
D
∂P
∂xj
)
⇐⇒
∂P
∂t
+
∂ujP
∂xj
=
∂D
∂xj
∂P
∂xj
+
∂2P
∂x2j
(B.108)
Using equation (B.104), we get:
∂D
∂xj
∂P
∂xj
=
∂D
∂xj
(
− ∂
∂η
P 〈 ∂ξ
∂xj
|η〉
)
⇐⇒
∂D
∂xj
∂P
∂xj
= − ∂
∂η
[
∂
∂xj
(
DP 〈 ∂ξ
∂xj
|η〉
)] (B.109)
Starting from equation (B.29) and averaging the second term of the Right Hand Side of equation
(B.108) (and using summation properties), we get:
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∆2ψ =
∂2
∂η2
(ψ∆ξ∆ξ)− ∂
∂η
(ψ∆2ξ)
eq.(B.93)⇐===⇒
〈∆2ψ〉 = ∂
2
∂η2
〈ψ∆ξ∆ξ〉 − ∂
∂η
〈ψ∆2ξ〉 eq.(B.97)⇐===⇒
〈∆2ψ〉 = ∂
2
∂η2
(〈∆ξ∆ξ|η〉P )− ∂
∂η
(〈∆2ξ|η〉P ) eq.(B.91)⇐===⇒
∂2P
∂x2j
=
∂2
∂η2
(〈∆ξ∆ξ|η〉P )− ∂
∂η
(〈∆2ξ|η〉P )⇐⇒
D
∂2P
∂x2j
=
∂2
∂η2
(D〈∆ξ∆ξ|η〉P )− ∂
∂η
(D〈∆2ξ|η〉P )⇐⇒
D
∂2P
∂x2j
=
∂2
∂η2
(
D〈 ∂ξ
∂xj
∂ξ
∂xj
|η〉P
)
− ∂
∂η
(
D〈∂
2ξ
∂x2j
|η〉P
)
(B.110)
Re-writing the convection-diffusion Fokker Planck equation (equation (B.108)) and utilizing
equation (B.110), (B.109) and (B.104), we get:
∂P
∂t
+
∂ujP
∂xj
=
∂D
∂xj
∂P
∂xj
+
∂2P
∂x2j
⇐⇒
∂P
∂t
=
∂
∂η
(
uj〈 ∂ξ
∂xj
|η〉P
)
− ∂
∂η
(
∂
∂xj
(
D〈 ∂ξ
∂xj
|η〉P
))
− ∂
∂η
(
D〈∂
2ξ
∂x2j
|η〉P
)
+
∂2
∂η2
(
D〈 ∂ξ
∂xj
∂ξ
∂xj
|η〉P
)
⇐⇒
∂P
∂t
=
∂
∂η
[(
uj〈 ∂ξ
∂xj
|η〉 − ∂
∂xj
(
D〈 ∂ξ
∂xj
|η〉
)
−D〈∂
2ξ
∂x2j
〉
)
P
]
+
1
2
∂2
∂η2
(
2D〈 ∂ξ
∂xj
∂ξ
∂xj
|η〉P
)
(B.111)
Comparing equation (B.111) with the Fokker-Planck equation (equation (B.82)), we get the
drift and the diffusion terms as follows:
D = −uj〈 ∂ξ
∂xj
|η〉+ ∂
∂xj
(
D〈 ∂ξ
∂xj
|η〉
)
+D〈∂
2ξ
∂x2j
〉 eq.(B.100)⇐====⇒
D = −uj
N∑
k=1
∂ξk
∂xj
+
∂
∂xj
(
D
N∑
k=1
∂ξk
∂xj
) (B.112)
E =
√
2D
(
∂ξk
∂xj
)
(B.113)
By applying the above coefficients in the SDE (B.81), the following equation is derived:
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dξk =
[
−uj
N∑
k=1
∂ξk
∂xj
+
∂
∂xj
(
D
N∑
k=1
∂ξk
∂xj
)]
dt+
√
2D
(
∂ξk
∂xj
)
dW kj (B.114)
which can be organised in the form of Stochastic Partial Differential Equation as follows:
dξk
dt
=
[
−uj
N∑
k=1
∂ξk
∂xj
+
∂
∂xj
(
D
N∑
k=1
∂ξk
∂xj
)]
+
√
2D
(
∂ξk
∂xj
)
dW kj
dt
(B.115)
where the stochastic velocity can be defined as follows:
us =
√
2D
dW kj
dt
(B.116)
Case C: Convection and Diffusion with Variable Density
Reusing the PDF transport equation ((B.83)) the following form of the Fokker-Planck equation
can be derived:
∂ρP
∂t
+
∂ρujP
∂xj
=
∂
∂xj
(
ρD
∂P
∂xj
)
⇐⇒
∂ρP
∂t
+
∂ρujP
∂xj
=
∂ρD
∂xj
∂P
∂xj
+ ρD
(
∂2P
∂x2j
) (B.117)
Using P ′ = ρP and following the same procedure as in the constant density case, we get:
∂P ′
∂t
=
∂
∂η
[(
uj〈 ∂ξ
∂xj
|η〉 − 1
ρ
∂ρD
∂xj
〈 ∂ξ
∂xj
|η〉 −D〈∂
2ξ
∂x2j
|η〉
)
P ′
]
+
1
2
∂2
∂η2
(
2D〈 ∂ξ
∂xj
∂ξ
∂xj
|η〉P ′
)
(B.118)
In this case, the drift and diffusion coefficients are as follows:
D = −uj ∂ξ
k
∂xj
+
1
ρ
∂ρD
∂xj
∂ξk
∂xj
+D
∂2ξk
∂x2j
(B.119)
E =
√
2D
(
∂ξk
∂xj
)
(B.120)
By applying the above coefficients in the SDE (B.81) and comparing the respective terms with
the Fokker Planck Equation, the following equation is derived:
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dξk =
[
−uj ∂ξ
k
∂xj
+
∂
∂xj
(
D
∂ξk
∂xj
)]
dt+
√
2D
(
∂ξk
∂xj
)
dW kj ⇐⇒
ρdξk =
[
−ρuj ∂ξ
k
∂xj
+
∂
∂xj
(
ρD
∂ξk
∂xj
)]
dt+ ρ
√
2D
(
∂ξk
∂xj
)
dW kj
(B.121)
Which can be organised in the form of a Stochastic Partial Differential Equation as follows:
∂ρξk
∂t
+
∂ρujξ
k
∂xj
=
∂
∂xj
(
ρD
∂ξk
∂xj
)
+ ρ
√
2D
(
∂ξk
∂xj
)
dW kj
dt
(B.122)
where the stochastic velocity is defined as in equation (B.116).
B.8 Solution of the LES-PDF Equations
The closure of the conditional subgrid diffusion (the micromixing) is based on the Linear Mean
Square Estimation (LMSE) which closes as following:
N∑
k=1
N∑
k=1
∂2
∂ΦkΦl
[
ρ〈Dk
˜∂Yk
∂xj
∂Yl
∂xj
|Φ〉
]
P˜ = −
N∑
l=1
∂
∂Φk
[
ρ
Tsgs
(Φk − Yk)]P˜ (B.123)
where Tsgs is the sub-grid mixing time scale and is not known in advance. There are two
methods followed to solve the PDF equation: the Langragian method (stochastic particles
method) and the Eulerian method (stochastic fields method).
Lagrangian Method (Stochastic Particles)
Applying equation (B.123) to equation (B.79) and assuming unity Lewis Number, the following
Fokker-Planck equation can be derived:
∂(ρP˜ )
∂t
+
∂(ρu˜jP˜ )
∂xj
− ∂
∂xj
(
ρDe
∂P˜
∂xj
)
= −
N∑
k=1
∂
∂Φk
(
ρω˙k(Φ)P˜
)
+
N∑
l=1
∂
∂Φk
[ρΩm(Φk − Yk)]P˜ ⇐⇒
∂(ρP˜ )
∂t
+
∂(ρu˜jP˜ )
∂xj
− ∂
∂xj
(
ρDe
∂P˜
∂xj
)
=
N∑
k=1
∂
∂Φ
ρ (Ωm(Φk − Yk)− ω˙(Φ)) P˜ ⇐⇒
∂(ρP˜ )
∂t
+
∂(ρu˜jP˜ )
∂xj
− ∂
∂xj
(
ρDe
∂P˜
∂xj
)
= −
N∑
k=1
∂
∂Φ
ρ (−Ωm(Φk − Yk) + ω˙(Φ)) P˜
(B.124)
Based on the above:
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D = −Ωm(Φnk − Yk) + ω˙(Φ) (B.125)
E = 0 (B.126)
where Φnk = Yk(x
n(t), t).
Based on the above equations (B.125) and (B.126), the Fokker-Planck equation (B.82) and the
diffusion and drift terms (B.89) and (B.90) we get the final Stochastic Differential Equation for
the Lagrangian Position Vector and the compositional makeup of particles respectively:
dxnj = u˜jdt+
1
ρ
∂ρDe
∂xj
dt+
√
2DedWj (B.127)
dΦnk = −Ωm(Φnk − Yk)dt+ ω˙(Φ)dt (B.128)
Numerically, the PDF is represented by an ensemble of N Monte Carlo particles, each with
a set of scalars Φn. The randomness term (which contains the Wiener function) affects only
the position of the particles and is controlled by the molecular diffusion and the turbulent
fluctuations De. The filtered values can be obtained by interpolation of the particles per cell
at a given time.
If differential diffusion is taken into account, the treatment requires the additional modelling
of the last term in the Right Hand Side of equation (B.80) which is written as follows:
−
Ns∑
k=1
∂
∂Φk
(
∂
∂xj
(
ρ〈
˜
(Dk −D)∂Yk
∂xj
Φ〉P˜
))
=
N∑
k=1
∂
∂Φk
(
∂
∂xj
(ρJkj P˜ )
)
(B.129)
where:
D′′k = D −Dk (B.130)
Jkj = D
′′
k
∂˜Yk
∂xj
|Φ (B.131)
This term influences both the position of the particles as they diffuse differently now, affected
by the composition and the compositional space. Effectively, this appears as a stochastic Ross
term (space composition) in the Fokker-Planck equation
∂(ρP˜ )
∂t
+
∂(ρu˜jP˜ )
∂xj
− ∂
∂xj
(
ρDe
∂P˜
∂xj
)
=
N∑
k=1
∂
∂Φ
ρ (Ωm(Φk − Yk)− ω˙(Φ)) P˜ + 1
2
N∑
i=1
N∑
j=1
∂
∂Φk
(
∂
∂xj
(2ρJkj P˜ )
) (B.132)
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Therefore, additional terms are added in both the Lagrangian position vectors and the compo-
sitional makeup particles as follows:
dxnj = −uDj dt (B.133)
where uDj is the diffusion velocity as follows:
uDj =
√
2
N∑
j=1
D′′k
∂Φnk
∂xj
dWj (B.134)
dΦnk = −Ωm(Φnk − Yk)dt+ ω˙k(Φ)dt+
√
2D′′k
∂Φnk
∂xj
dWj (B.135)
Eulerian Method (Stochastic Fields)
The idea is to represent P˜ by an ensemble of N stochastic fields ξnk (x, t) as follows:
P˜ =
1
N
N∑
n=1
N∏
k=1
δ[Φk − ξnk (x, t)] (B.136)
The stochastic fields constitute a stochastic system equivalent with the same PDF transport
equation and with the only condition on the stochastic fields that they are smooth enough to
be discreditable at the grid level. Using equation (B.122), the following equation is derived:
∂ρξnk
∂t
+
∂ρu˜jξ
n
k
∂xj
=
∂
∂xj
(
ρDe
∂ξnk
∂xj
)
+ ρ
√
2De
∂ξnk
∂xj
dW kj
dt
− ρΩm(ξnk − Y˜k) + ρnω˙k(ξnk ) (B.137)
The mean (filtered) quantities are obtained as follows:
Y˜k =
1
N
N∑
k=1
ξnk (B.138)
1
ρ
=
1
N
N∑
k=1
1
ρn
(B.139)
Appendix C
Eigenvalue Analysis of Chemical
Reaction Systems
The following simple reaction sequence is considered:
S1
k12−−→ S2 k23−−→ S3 (C.1)
or in vector notation:
dY1/dtdY2/dt
dY3/dt
 =
−k12 0 0k12 −k23 0
0 k23 0
Y1Y2
Y3
 (C.2)
or equivalently:
Y′ = JY (C.3)
Now, the eigenvalues and the eigenvectors of the matrix J can be calculated. They have to
fulfill the eigenvalue equation:
Jui = uiλi or JV = VΛ (C.4)
where λi is the eigenvalue and ui is the corresponding eigenvector. Since J is a 3×3 matrix, there
are three eigenvalues and three corresponding eigenvectors based on linear algebra analysis:
λ1 = 0 λ2 = −k23 λ3 = −k12 (C.5)
and
242
243
u1 =
00
1
 u2 =
 01
−1
 u3 =
k12 − k23−k12
k23
 (C.6)
Therefore, the eigenvector and eigenvalue matrices are formed:
V =
0 0 k12 − k230 1 −k12
1 −1 k23
 and Λ =
λ1 0 00 λ2 0
0 0 λ3
 =
0 0 00 −k23 0
0 0 −k12
 (C.7)
which satisfies (C.4). Multiplication of the eigenvalue equations from the right with the inverse
V−1 of the eigenvector matrix leads to a method for the decomposition of the matrix J:
J = VΛV−1 (C.8)
where
V−1 =
 1 1 1k12
k12−k23 1 0
1
k12−k23 0 0
 (C.9)
Substitution of the above into the differential equation system (C.3) and after multiplying from
the left with the inverse V−1, we get:
V−1Y′ = ΛV−1Y (C.10)
The rows of the matrix V−1 are the eigenvectors u−1i where the superscript ” − 1” is used to
denote left eigenvectors. Therefore, the following equations system is derived:
d
dt
(Y1 + Y2 + Y3) = 0
d
dt
(
k12
k12 − k23Y1 + Y2
)
= −k23
(
k12
k12 − k23Y1 + Y 2
)
d
dt
(
1
k12 − k23Y1
)
= −k12
(
1
k12 − k23Y1
) (C.11)
which shall be considered now in detail. It can be seen at once that this equation system
is completely decoupled and all three differential equations can be solved separately. All the
equations have the form:
dy
dt
= const · y (C.12)
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with the solution:
y = y0 · exp(const · t) (C.13)
Therefore, the analytical solutions of the differential equation system can be obtained as follows:
Y1 + Y2 + Y3 = (Y10 + Y20 + Y30) · exp(0) (C.14)
(
k12
k12 − k23Y1 + Y2
)
=
(
k12
k12 − k23Y10 + Y20
)
· exp(−k23 · t) (C.15)
Y1 = Y10 · exp(−k12 · t) (C.16)
According to this, the chemical reaction system can be grouped into three different processes
with three different timescales:
The first process (corresponding to the eigenvalue λ1 = 0) has an infinite timescale and therefore
describes a value which is constant. Such values which are constant in time are called conserved
quantities. Here, it is the sum of the mass concentrations in (C.14) which, in this case, reflects
the fact that mass is conserved in chemical reactions.
The second process proceeds (according to the eigenvalue λ2 = −k23) with the timescale τ23 =
k−123 . It describes the temporal change of a quantity and the corresponding eigenvector u2 is
given by:
u2 =
 01
−1
 (C.17)
and it can be seen that this vector reflects the stoichiometric coefficients of the reaction S2 → S3
according to the formula 0S1 + 1S2 − 1S3 − 0.
The third process proceeds (according to the eigenvalue λ3 = −k12) with the timescale τ12 =
k−112 . The corresponding eigenvector u3 corresponds to a linear combination of the eigenvectors
of the reactions 12 and 23.
Now the case shall be treated where one reaction is much faster than the other. The situation
k12  k23 will be considered first. In this case, the third process with the timescale τ12 = k−112 is
much faster than the second process. After a short time, Y1 is almost zero. In chemical terms,
this means that species 1 reacts very rapidly to species 2, which then reacts to species 3 by a
relatively slow subsequent reaction.
More interesting is the case k23  k12. Here, the exponential term tends to zero very rapidly.
Thus, after a short time one can assume that:
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(
k12
k12 − k23Y10 + Y20
)
· exp(−k23 · t) ≈ 0 (C.18)
The above equation corresponds to the quasi steady-state approximation for k23  k12. The
negative eigenvalue λi which is largest in magnitude describes the rate at which partial equi-
librium or steady-state is achieved. The quasi-steady-state condition or the partial equilibrium
condition is obtained by assuming that the scalar product of the left eigenvector u−1i and the
rates of formation (right hand side of (C.2)) vanishes.
Of course, the differential equation systems are usually nonlinear and in their general form
given by
dYi
dt
= fi(Y1, Y2, Y3, ..., YNsp)
dY
dt
= F (Y ) (C.19)
Local eigenvalue analyses for specific conditions Y0 can be performed by approximating the
function F in the neighborhood of Y0 by a Taylor series:
fi(Y10 + dY10 , Y20 + dY20 , ..., YNsp0 + dYNsp0) = fi(Y10 , Y20 , ..., Y30) +
Nsp∑
j=1
(
∂fi
∂Yj
)
dYj + ... (C.20)
or
F (Y0 + dY ) = F (Y0) + JdY + ... (C.21)
where
J =

∂f1
∂Y1
∂f1
∂Y2
· · · ∂f1
∂YNsp
∂f2
∂Y1
∂f2
∂Y2
· · · ∂f2
∂YNsp
...
...
. . .
...
∂fNsp
∂Y1
∂fNsp
∂Y2
· · · ∂fNsp
∂YNsp
 (C.22)
is called the Jacobian Matrix of the system under consideration. This linearization leads to the
linear differential equation system
dY
dt
= F (Y0) + J(Y − Y0) (C.23)
and a comparison with (C.3) yields that the eigenvalues and eigenvectors of the Jacobian reveal
information about the time scales of the chemical reaction and about species in steady state or
reactions in partial equilibrium.
Appendix D
BOFFIN Numerical Treatment
This section briefly describes the basic concepts used to discretize and solve numerically the
fluid flow equations in BOFFIN [46]. Both discretization in space and time are discussed.
D.1 Discretization in Space
The fluid flow governing equations provided in Chapter 2 are partial differential equations
which, apart from modelling assumptions, are accurate in the whole flow field. However, it is
neither possible nor necessary to compute a continuous solution for the whole area of interest.
Instead of that, the domain under study is divided into a finite number of elements, for which
the abovementioned partial differential equations are solved in their algebraic form. In order
to solve these equations, BOFFIN uses the Finite Volume Method for spatial discretization.
D.1.1 Finite Volume Method
In this method, the entire region under study is discretized by finite volumes. In each one
of these volumes, the governing equations are integrated. The terms in these equations are
simplified so that a set of algebraic equations that describe the flow is derived. For the sake of
generality, the description of the discretization of the general non-filtered transport equation
will be discussed. This provides the general method for applying the Finite Volume Procedure
in flow simulations. The application of the method in the other equations is done in a similar
way.
The general non-filtered transport equation has the following form:
∂Φ
∂t︸︷︷︸
Accumulation Term
+
∂(Φui)
∂xi︸ ︷︷ ︸
Convective Term
=
∂Dj(Φ)
∂xi︸ ︷︷ ︸
Diffusive Term
+ ω˙Φ︸︷︷︸
Source Term
(D.1)
If it is integrated over a volume ∆V of arbitrary shape, the following form is derived:
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∫
∆V
∂Φ
∂t
+
∫
∆V
∂(Φui)
∂xi
=
∫
∆V
∂Dj(Φ)
∂xi
+
∫
∆V
ω˙Φ (D.2)
In the above equation, the convection and diffusion terms can be transformed into fluxes over
the surface ∂∆V by using a Gauss integration formula:
∫
∆V
∂
∂
φdV =
∫
∆A
φnidA (D.3)
where dA represents a surface element and ni denotes the outward unit vector normal to the
surface. The time derivative in the integrated general transport equation can be written outside
of the integral and the following form for the scalar Φ is obtained:
∂
∂t
∫
∆V
ΦdV +
∫
∆A
(Φui)nidA =
∫
∆A
Dj(Φ)nidA+
∫
∆V
ω˙ΦdV (D.4)
The above integral equation, although it is still exact and may be solved analytically for sim-
plified cases, is applied within finite volumes of known shape, leading to the loss of information
compared to applying it to an infinite number of points. Nevertheless, the example of a 2−D
sketch of a domain that has been partitioned into finite volumes is represented in figure D.1.
Figure D.1: A 2−D domain, divided into finite volumes (areas). Each cell under study (denoted
C) is surrounded by its Northern (N), Southern (S), Eastern (E) and Western (W) neighbouring
cells [48].
In Figure D.1, the central cell under study (denoted C) is surrounded by its Northern, Southern,
Western and Eastern neighbouring cells. They are denoted as N,S,W and E respectively. If
the domain under study is a 3-D domain, then two more additional cells are neighbouring the
central C cell. They are the upper (U) and lower (L) neighbours. The surfaces separating
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the neighbouring cells from the central cell are denoted as AN , AS, AW , AE, AU , AL and the
associated fluxes are FN , FS, FW , FE, FU , FL.
Finally, the mean terms Φ∆V and ω˙∆V of Φ and the source term ω˙ over the volume ∆V are
introduced. Using these terms in the above equation for one cell of volume ∆V , we get the
following equation:
∂
∂t
(Φ∆V δV ) +
∑
f=n,e,..
Ff,C =
∑
f=n,e,..
Ff,D + ω˙
∆V
Φ δV (D.5)
where Ff,C and Ff,D represent the convective and diffusive fluxes across the face f respectively.
D.1.2 The computational Grid and the discretization of the inte-
grals
As explained earlier, the computational grid is broken down (discretized) into finite volumes.
In each one of these finite volumes, the governing equations of fluid flow are integrated and
applied. In this work, cylindrical grids were used, as this is the primary and natural choice for
axi-symmetric geometries. Only when the cylindrical grid choice did not yield the necessary
accuracy, the cartesian grid was selected instead. Figure D.2 represents a sketch of a 3 − D
cylindrical grid with its reference system.
Figure D.2: A sketch of a 3−D cylindrical grid and the coordinate system applied [48].
There is one main axis (x-axis) and each point is represented by three coordinates (x in x-
axis direction, r which represents the vertical distance from the x-axis and φ which represents
the angle between the imaginary line connecting the point to the x-axis and a reference line).
Cylindrical grids in (x, r, φ) coordinates have the same topology as normal Cartesian grids, and
therefore the numerical treatment is simplified. Even at the x-axis, no special treatment is
required since the inner surface of these control volumes is zero. Therefore, all fluxes vanish
there.
The next step is to calculate the volume and surface integrals for the implementation in the
governing integrated equations. This is done in the following way:
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The volume integral is approximated by the value in the centre of the cell (ΦC). Therefore,
ΦC is identified with the mean Φ
∆V of the whole cell. Although there are more sophisticated
approximations, the discretization given by the following equation is sufficient for a global
scheme of 2nd order [48]:
∫
∆V
ΦdV = Φ∆V ∆V ≈ Φc∆V (D.6)
The surface integral is calculated by applying a similar discretization in two dimensions. In
order to determine the mean value ΦAf of a scalar Φ on the surface Af , the mean Φ
Af is
approximated by the value Φf at the centre of the surface f (f ∈ {n, e, s, w, u, l}). With the
surface area ∆Af of face f , the following equation is obtained:
∫
∆Af
ΦdA = Φ∆Af∆Af ≈ Φf∆Af (D.7)
In the finite volume approach, it seems obvious to store all quantities at the centre of a cell.
However, this results in severe problems which can easily be overcome by storing the velocity
components at their normal cell surface. Staggered grids have the advantage of simplifying
the computation of the convective fluxes, which are computed from the surface-normal mean
velocity of each cell-face (as shown in Figure D.3).
Figure D.3: A cylindrical grid finite volume cell. Scalars are stored in the centre of the cell
(shown in the left) and velocities in their normal cell surface (shown in the right) [48].
For a more detailed analysis on the discretization of diffusive and convective fluxes, the reader
is referred to [48].
D.2 Discretization in Time
D.2.1 Time Discretization Schemes
As discussed earlier, the general transport equation for a scalar Φ can be written in the following
form:
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∂Φ
∂t
+
∂(Φui)
∂xi
=
∂Dj(Φ)
∂xi
+ ω˙Φ (D.8)
The above equation can be rearranged to the following form:
∂Φ
∂t
= −∂(Φui)
∂xi
+
∂Dj(Φ)
∂xi
+ ω˙Φ (D.9)
For convenience, we substitute the above equations Right Hand Side with RHS which represents
the joint effects of diffusion, convection and sources/sinks, and we get the more convenient form:
∂Φ
∂t
= RHS(Φ) (D.10)
The time is discretized by splitting the time of interest into a finite number of sub-intervals
with time duration ∆tn which are called time-steps. If we use n to represent the value at the
old time-step (current time-step) and the n + 1 to represent the value at the next time step
(the one being calculated), then there are several methods to calculate the value of scalar Φ at
the new time step. Some of the most used methods are discussed in [48].
In general, there are two types of time integration methods [48, 8]. The characteristics and
advantages and disadvantages of each one of them are discussed below:
The Explicit Schemes
In these schemes, the value at the new time step is calculated based on the values of RHS from
the previous time step.
• The advantages of these schemes is that a direct computation is involved, without the
need to solve a system of equations and therefore a small number of operations per time
step are required.
• The disadvantage of these schemes is that strong conditions on the determination of the
time step are required for stability reasons.
The Implicit Schemes
In these schemes, the values at the new time step are calculated from the unknown values of
RHS at the same time step.
• The advantages of these schemes is that they are always stable and therefore larger time
steps are possible.
• The disadvantages of these schemes is that each time step requires a solution of an equa-
tion system and therefore more operations are required.
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D.2.2 Time Discretization Stability
Like discretization in space, the discretization in time also affects accuracy. Reduced time step
widths allow for a more accurate solution, but also increase the computational effort for the
same simulation duration. When explicit methods are used, the time step width must be further
limited to ensure that the CFL condition discussed earlier is satisfied. The CFL condition is
expressed in the following way:
CFL =
∆t|u|
∆x
< 1→ ∆t < ∆x|u| (D.11)
The above criterion simply requires that within one time step ’information’ may only travel to
the neighbouring cell but no further.
D.3 Boundary Conditions
As explained earlier, the computational domain is discretized in a finite number of volumes
and the governing equations are solved for each one of those cells. But in order to solve these
equations, boundary conditions must be set in the boundaries of the computational domain.
These boundary conditions for the simulation govern both the progress and the initialization of
the studied variables. Depending on the test case investigated, the boundary conditions must
facilitate both computational feasibility and accurate representation of the flows physics. In
such numerical simulations, either Dirichlet or Neumann boundary conditions are applied.
In the Dirichlet condition for a scalar field Φ, the value at the boundary finite volume or surface
is imposed externally by the user:
Φ = Φboundary (D.12)
In the Neumann condition for a scalar field Φ, the value of the gradient in surface direction nj
is imposed by the user:
∂Φ
∂xi
nj = cboundary (D.13)
This work focuses on unconfined flame configurations, which all require similar types of bound-
ary conditions. Figure D.4 shows the computational domain under study and the boundaries
in which the user imposes the boundary conditions.
To describe the flow properties at the inlet plane, a Dirichlet condition is used according to the
following equation:
Φ(xi, t) = Φin(xi, t) (D.14)
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Figure D.4: Cylindrical Computational Domain for the studied flames.
The above equation prescribes the values of the transported and derived quantities at the
inlet of the simulation. However, in turbulent flows the inflow fields experience fluctuations
in their magnitude. These fluctuations must comply with the statistical characteristics of the
particular case under consideration. In this code, azimuthal perturbations were superimposed to
the main inflow profiles to mimic inflow turbulence. The associated mean velocity fluctuations
were taken from kinetic energy measurements at the inlet of the flow. A complete description
of the operation of the inflow-turbulence generation exceeds the scope of this work.
Finally, free stream conditions have been employed for all lateral boundaries and a convective
outflow condition has been applied at the outflow plane.
