Abstract. Strong branching is an important component of most variable selection rules in branch-and-bound based mixed-integer linear programming solvers. It predicts the dual bounds of potential child nodes by solving auxiliary LPs and thereby helps to keep the branch-and-bound tree small. In this paper, we describe how these dual bound predictions can be improved by including domain propagation into strong branching. Computational experiments on standard MIP instances indicate that this is beneficial in three aspects: It helps to reduce the average number of LP iterations per strong branching call, the number of branch-and-bound nodes, and the overall solving time.
Introduction
Since the invention of the linear programming (LP) based branch-and-bound method for solving mixed-integer linear programs (MIPs) in the 1960s [1, 2] , branching rules have been an important field of research in that context, being one of the core parts of the method (for surveys, see [3, 4, 5] ). Their task is to split the current node's problem into two or more disjoint subproblems if the solution to the current LP relaxation does not fulfill the integrality restrictions, thereby excluding the LP solution from all subproblems while keeping at least one optimal solution.
The most common way to split the problem is to branch on trivial inequalities, which split the domain of a single variable into two parts (called variable branching). Alternatively, branching can be performed on general linear constraints (see [6, 7, 8, 9, 10] ) or can create more than two subproblems, cf. [11, 12] . In case of variable branching, the variable to actually branch on is typically chosen with the goal of improving the local dual bound of both created child nodes. This helps to tighten the global dual bound and prune nodes early (for recent research on alternative criteria, see, e.g., [13, 14, 15, 16] ). A very popular branching rule called pseudo-cost branching [17] uses history information about the change of the dual bound caused by previous branchings. More accurate, but also more expensive, is strong branching [18, 19, 4] , which explicitly computes dual bounds of potential child nodes by solving an auxiliary LP with the branching bound change temporarily added. The full strong branching rule does this at every node for each integer variable with fractional LP value which empirically leads to very small branch-and-bound trees [5] . Modern branching rules typically combine these two approaches and use strong branching in the case of uninitialized or unreliable pseudo cost values (see [5, 20] ).
In practice, one can often observe a difference between the dual bound that strong branching computes for a node and the actual dual bound obtained later during node processing. This restrains the effectiveness of strong branching, which should predict the actual dual bound of the node and not just compute some valid dual bound. There are various reasons for the difference, most prominently domain propagation and global domain changes found in the meantime. The task of domain propagation (or node preprocessing) is to tighten the local domains of variables by inspecting the constraints and current domains of other variables at the local subproblem. It is the integral part of each constraint programming solver [21] and has also proven to improve MIP solvers significantly by tightening the LP relaxation, resulting in better dual bounds and detecting infeasibilities earlier [22, 23, 24] .
While strong branching cannot do anything about the difference in the dual bounds caused by global domain changes, it should react upon the continuous improvement in domain propagation techniques. In this paper, we examine how strong branching can be improved by combining it with domain propagation in order to compute better dual bound predictions. This means that we perform the same domain propagation steps that are already performed at each node of the branch-and-bound tree also during strong branching, prior to solving the strong branching LP of a potential child node.
The general idea and an evaluation of the direct effects are presented in the next section. Based on that, we discuss additional improvements in Section 3 and provide benchmark results on a collection of MIPLIB [25, 26, 27] instances showing a reduction of both number of nodes and solving time when propagation is applied within a full strong branching rule.
Strong Branching with Domain Propagation
In the following, we regard mixed-integer linear programs of the form:
The basic implementation of strong branching with domain propagation (SBDP ) works as follows: Given the current problem P of form (1) and an integer variable x i , i ∈ I with fractional LP solution valuex i , it computes dual bounds of the two potential child nodes that would be created by branching on x i . Therefore, it creates two temporary subproblems P d (the down child ) and P u (the up child ) by adding to P the bound changes x i ≤ x i and x i ≥ x i , respectively. After that, the variable domains of P d are tightened by domain propagation. If propagation detects infeasibility, a dual bound of +∞ is returned for P d , otherwise the LP relaxation of P d is solved and its optimal value provides the strong branching dual bound. The dual bound of P u is computed analoguously.
