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Abstract
Gaussian processes, which are distributions over functions, are powerful non-
parametric tools for the two major machine learning tasks: regression and clas-
sification. Both tasks are concerned with learning input-output mappings from
example input-output pairs. In Gaussian process (GP) regression and classifica-
tion, such mappings are modeled by Gaussian processes. In GP regression, the
likelihood is Gaussian for continuous outputs, and hence closed-form solutions
for prediction and model selection can be obtained. In GP classification, the like-
lihood is non-Gaussian for discrete/categorical outputs, and hence closed-form
solutions are not available, and approximate inference methods must be resorted.
The main limitation of GP models is the high computational cost, which pre-
vents their applications to large-scale datasets. Existing approximation methods
to reduce the cost of GP models can be categorized into either global or local
approaches; both approaches have their own shortcomings. Global approxima-
tions, which summarize training data with inducing points, cannot account for
non-stationarity and locality in complex datasets. Local approximations, which
fit a GP for each sub-region of the input space, are prone to overfitting.
This thesis proposes scalable Gaussian process models for regression and clas-
sification that effectively combine the advantages and overcome the shortcomings
of both global and local GP approximations. The proposed models allow the uti-
lization of both global and local information from the dataset through a two-layer
hierarchical structure. The upper layer consists of a global sparse GP to coarsely
model the entire dataset. The lower layer is composed of a mixture of GP experts
which use local information to learn a fine-grained model. The key idea to avoid
overfitting and to enforce correlation among the experts is to incorporate global
information into their shared prior mean function. Model learning is performed
through a variational inference algorithm which maximizes a lower bound of the
log marginal likelihood. Our experiments on a wide range of benchmark datasets
show that the proposed model for regression outperforms many state-of-the-art
XI
Abstract
sparse GP regression methods, and that the model works well on large-scale
problems using stochastic optimization.
For the proposed model for classification, we explicitly represent the varia-
tional distributions of the inducing latent variables so that the model conditioned
on these variables factorizes in the observations, and thus, the computation related
to the log-likelihoods in the objective function involves only one-dimensional
integrals. They can be computed efficiently without a separate non-conjugate
approximation, which is often required for GP classification to deal with the non-
Gaussian likelihood. Experimental results on a wide range of benchmark datasets
demonstrate the advantages of the proposed model, as a stand-alone classifier or
as the top layer of a deep neural network, in terms of scalability and predictive
power.
The proposed GP classifier is applied to two practical machine learning prob-
lems: pedestrian lane detection and underwater mine sensing in sonar imagery. For the
pedestrian lane detection problem, the proposed GP binary classifier is combined
with a compact convolutional encoder-decoder network to segment scene images
into pedestrian lane and background regions. Evaluated on a pedestrian lane
detection dataset of 5000 images, the proposed method gives more accurate lane
detection compared to several existing methods. For the underwater mine sens-
ing in sonar imagery, the proposed GP multi-class classifier is placed on top of a
compact convolutional neural network to form a hybrid network, which can be
trained end-to-end to classify rectangular regions of a sonar image into three cate-
gories. Experimental results on real sonar images show that the proposed method
achieves a significantly higher overall classification rate than other state-of-the-art
techniques.
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Chapter contents
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1.1 Research objectives
Gaussian process (GP) models are powerful non-parametric tools for Bayesian
regression and pattern classification — the two tasks that are central to many
machine learning problems. We can identify the two most desirable properties
of GP models. First, due to its non-parametric nature, a GP has only a few
hyper-parameters that need to be learned; thus, overfitting in model selection
can be avoided. Second, GPs offer probabilistic prediction with well-calibrated
uncertainty - a parameter that is negatively correlated to the confidence with
which we can trust the predictive output.
In their standard form, GP models in general suffer from high computational
complexity, which prevents their applications to large-scale datasets. Existing
approximation methods to reduce the cost of GP models can be categorized into
either global or local approaches. Global approximation methods summarize the
entire dataset with a smaller set of inducing points [4, 5, 6, 7, 8, 9, 10, 11, 12]. These
methods cannot account for non-stationarity and locality in complex datasets.
Local approximation methods fit a GP model for each subset of data [13, 14,
15, 16, 17, 18, 19]. They overcome the above problem of global approximations,
however, they are prone to overfitting.
1
1.2. Research contributions
The overall objective of this research is to develop scalable Gaussian process
models for regression and classification that effectively combine the advantages
of both global and local GP approximations. The proposed models allow the uti-
lization of both global and local information from the dataset through hierarchical
structures.
The specific aims of this research project are to:
• Provide a review of Gaussian process models and their applications for
regression and classification.
• Develop a scalable hierarchical Gaussian process model for regression.
• Develop a scalable hierarchical Gaussian process model for classification.
• Apply the proposed GP models into two practical machine learning prob-
lems, pedestrian lane detection and underwater mine sensing in sonar im-
agery.
1.2 Research contributions
The principal contributions of this thesis are listed as follows:
• A literature review on GP regression and classification is presented with the
following key components: an overview of Gaussian processes and their
theoretical background, the GP models for regression, and the GP models
for classification together with the Gaussian approximation methods to deal
with the non-conjugate likelihoods in GP classification.
• A novel scalable hierarchical Gaussian process model is proposed for re-
gression. The proposed method exploits both the global and local informa-
tion from the training data through a hierarchical structure in a variational
framework. It can be trained with stochastic optimization for large-scale
problems.
• A scalable hierarchical Gaussian process model is proposed for pattern clas-
sification. We first develop the model for multi-class classification, and
subsequently present the model for binary classification as a special case of
multi-class classification.
• The proposed GP model for binary classification is applied to the problem
of pedestrian lane detection. A hybrid deep learning-GP network, which
combines a convolutional encoder-decoder network with the proposed GP
2
1.3. Publications
binary classifier, is developed to classify each pixel of a scene image into one
of two classes: pedestrian lane or background. The network can be trained
in an end-to-end manner.
• The proposed GP model for multi-class classification is applied to the prob-
lem of underwater mine sensing in sonar imagery. The GP classifier is
paired with a compact convolutional neural network to form a hybrid net-
work, which can be trained end-to-end to classify rectangular regions of a
sonar image into three categories: mine-like object, other significant object,
and background.
1.3 Publications
Following is the list of publications arising from this PhD research project:
• T. N. A. Nguyen, A. Bouzerdoum, and S. L. Phung, “Stochastic variational
hierarchical mixture of sparse Gaussian processes for regression,” Machine
Learning, vol. 107, no. 12, pp. 1947–1986, 2018.
• T. N. A. Nguyen, A. Bouzerdoum, and S. L. Phung, “Scalable hierarchical
mixture of Gaussian processes for pattern classification,” IEEE International
Conference on Acoustics, Speech and Signal Processing, pp. 2466–2470, 2018.
• T. N. A. Nguyen, A. Bouzerdoum, and S. L. Phung, “Variational inference
for infinite mixtures of sparse Gaussian processes through KL-correction,”
IEEE International Conference on Acoustics, Speech and Signal Processing, pp.
2579–2583, 2016.
Following is the list of papers that arise from this research project and are
under review:
• T. N. A. Nguyen, A. Bouzerdoum, and S. L. Phung, “A scalable hierarchical
Gaussian process classifier,” under review at IEEE Transactions on Signal
Processing, 2019: minor revision required.
• T. N. A. Nguyen, A. Bouzerdoum, and S. L. Phung, “Hybrid Deep Learning-
Gaussian Process Architecture for Pedestrian Lane Detection in Unstruc-
tured Scenes,” under review at IEEE Transactions on Neural Networks and
Learning Systems, 2019.
• T. N. A. Nguyen, A. Bouzerdoum, and S. L. Phung, “Underwater mine sens-
ing in sonar imagery with a compact deep learning architecture for scarce
data,” under review at IEEE International Conference on Image Processing, 2019.
3
1.4. Thesis structure
1.4 Thesis structure
The thesis is structured as follows:
• Chapter 1 introduces the research project, its objectives, and a summary of
the related publications.
• Chapter 2 reviews the literature on Gaussian process models and their ap-
plications for regression and classification.
• Chapter 3 presents the proposed scalable hierarchical Gaussian process
models for regression.
• Chapter 4 describes the proposed scalable hierarchical Gaussian process
models for classification. It first presents the proposed model for multi-
class classification, and then discuss the model for binary classification as a
special case of multi-class classification.
• Chapter 5 discusses the application of the proposed GP binary classification
model to the problem of pedestrian lane detection. A hybrid deep learning-
GP architecture, which combines a convolutional encoder-decoder network
with the proposed GP binary classifier, is developed for this application.
• Chapter 6 proposes a hybrid architecture, which combines the proposed
GP multi-class classifier with a compact convolutional neural network, for
underwater mine sensing in sonar imagery.
• Chapter 7 summarizes the research findings and provides concluding re-
marks and future directions.
4
Chapter 2
Reviews of Gaussian process
regression and classification
Chapter contents
2.1 Overview of Gaussian processes . . . . . . . . . . . . . . . . . . . 6
2.2 Gaussian process regression . . . . . . . . . . . . . . . . . . . . . 8
2.2.1 Probabilistic model for GP regression . . . . . . . . . . . . 8
2.2.2 Model selection . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2.3 Inference . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3 Gaussian process classification . . . . . . . . . . . . . . . . . . . . 11
2.3.1 GP binary classification . . . . . . . . . . . . . . . . . . . . 11
2.3.2 Model selection and inference . . . . . . . . . . . . . . . . . 12
2.3.3 Gaussian approximations . . . . . . . . . . . . . . . . . . . 13
2.3.4 GP multi-class classification . . . . . . . . . . . . . . . . . . 17
2.4 Chapter summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
In this research, we are concerned with supervised learning, which is the
machine learning task of learning input-output mappings from example input-
output pairs (the training dataset). Depending on the characteristics of the output,
supervised learning problems can be further grouped into either regression (for
continuous outputs) or classification (for discrete/categorical outputs).
Gaussian process models are powerful non-parametric tools with many de-
sirable properties for supervised learning. First, a GP model is non-parametric,
which means that the complexity of the model grows as more data samples are
seen. Also due to its non-parametric nature, a GP has only a few hyper-parameters
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that need to be learned; thus, overfitting in model selection can be avoided. Sec-
ond, being Bayesian probabilistic models, GPs offer full probabilistic predictions,
each of which is associated with an uncertainty - a parameter that is negatively
correlated to the confidence with which we can trust the predictive output. A
well-calibrated uncertainty is very useful in many areas such as Bayesian opti-
mization [20], reinforcement learning [21], and active learning [22]; it is especially
important if the prediction is used for making critical decisions. Despite many
attractive features, the main limitation of GP models is their high computational
complexity, which prevents their applications to large-scale datasets.
This chapter is structured as follows. Section 2.1 give an overview of Gaussian
processes. Section 2.2 introduces the application of GP models for regression.
Section 2.3 reviews the application of GP models for classification.
2.1 Overview of Gaussian processes
A GP is a stochastic process (an infinite collection of random variables indexed
by time or space), such that any finite number of those random variables have
consistent joint Gaussian distributions. A Gaussian process can be considered
as a generalization of a Gaussian probability distribution. While a probability
distribution is a distribution over finite-dimensional random variables which are
scalars or vectors, a stochastic process is a distribution over functions. Like a
Gaussian distribution which is fully specified by a mean and a covariancce, a
Gaussian process is fully specified by a mean function and a covariance function.
We can think of a Gaussian process as an infinite set of random variables f (x) of real
values, indexed by a continuous variable x from the subspaceX ⊂ RD. This Gaus-
sian process describes the distribution over functions of the form: f (x) : X 7−→ R.
We can write the Gaussian process as
f (x) ∼ GP(m(x), κ(x, x′)), (2.1)
where m(x) and κ(x, x′) are the mean and covariance functions of the GP, respec-
tively. These mean and covariance functions are defined as
m(x) = E[ f (x)], (2.2)
κ(x, x′) = E[
(
f (x) −m(x)
) (
f (x′) −m(x′)
)
]. (2.3)
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The covariance function k(x, x’) is typically represented by a squared exponential
(SE) kernel:
κ(x, x′) = β exp
(
−
1
2
(x − x′)TM(x − x′)
)
, (2.4)
where β is the signal variance, and M = diag([φ1, ..., φD]) with φd = [`d]−2 and
`d being the variation length-scale for input dimension d, for d = 1, ...,D. The
hyperparameters β and M govern properties of sample functions. All the hy-
perparameters of a covariance function are collectively represented by the vector
θ. The covariance function given by Eq. (2.4) is also known as the squared
exponential kernel with automatic relevance determination (SE-ARD) since the
length-scales of different input dimensions are allowed to take different values,
which determine the relevance of the input dimensions to the variation of func-
tion variables. The SE covariance is a stationary function — a function of (x − x’),
which is invariant to translations.
Suppose that we choose a finite subset of those function variables (random
variables) f =
{
f1, f2, ..., fN
}
, indexed by the corresponding subset of inputs
X = {x1, x2, ..., xN}, where fi ≡ f (xi). According to the definition of GPs, any of
such subset of random function variables has a joint multivariate Gaussian distri-
bution:
p(f|X) = N(mX,KXX), (2.5)
where mX denotes the vector formed by evaluating the function m(x) at all the
input points x in X, and KXX denotes the covariance matrix formed by evaluating
κ(x, x′) at all pairs of input points in X. The entry of the covariance matrix at the
(i, j) position — Ki j is the covariance of the two random function variables fi and
f j, and it is calculated as
Ki j = κ(xi, x j). (2.6)
Gaussian processes are conditional probabilistic models; it only models the
conditional of the outputs given the inputs p(f|X), the distribution of the inputs
themselves p(x) is not specific. Throughout the thesis, for simplicity, we will
neglect the explicit notational conditioning on the inputs, while understanding
that the appropriate inputs are always conditioned on: p(f) ≡ p(f|X).
A requirement in the definition of Gaussian process is that these Gaussian
distributions expressed in Eq. (2.5) are consistent, i.e., the usual rules of probability
apply to the collection of random function variables. For example, the following
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marginalization rule applies:
p
(
fi
)
=
∫
p
(
fi, f j
)
d f j. (2.7)
This means that if the GP specifies p( fi, f j) = N(m,K), then it also implies p( fi) =
N(mi,Kii), where Kii is the relevant submatrix of K. Notice that since the entries
of the covariance matrix are specified by the covariance function as in Eq. (2.6),
the above consistency requirement is automatically fulfilled.
2.2 Gaussian process regression
In this section, we discuss the application of GP models for regression; this is the
simplest form of Gaussian process models for supervised learning.
Consider a typical regression problem where a training set D has N pairs of
D-dimensional inputs xn and one-dimensional outputs yn, i.e.,D =
{
(xn, yn)
}N
n=1
with xn ∈ X ⊂ RD and yn ∈ R. Let X and y collectively represent the training
inputs and outputs, respectively: X = {x1, ..., xN} and y= (y1, ..., yN)T. Our task is to
compute the outputs y∗ at new test locations X∗, given the training data X and y.
2.2.1 Probabilistic model for GP regression
In GP regression, we assume that there is an underlying latent function f (x) :
X 7−→ Rwhich is priorly distributed according to a GP with mean and covariance
functions m(x) and κ(x, x′): f (x) ∼ GP(m(x), κ(x, x′)). Let fn denote f (xn), and f
denote the vector of latent function variables at the training inputs: f = [ f1, ..., fN]T.
The GP places a Gaussian prior on f:
p(f) = N(f|mX,KXX). (2.8)
The observed output yn is then related to the latent variables fn by
yn = f (xn) + εn, (2.9)
where εn is a zero-mean independent and identically distributed Gaussian noise
with variance σ2, i.e. εn ∼ N(0, σ2). The above relationship between yn and fn can
also be expressed in the form of a normal distribution as
p(yn| fn) = N( fn, σ2). (2.10)
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The likelihood p(y|f) is then a factorized Gaussian:
p(y|f) =
N∏
n=1
p(yn| fn) = N(f, σ2I). (2.11)
The two important aspects of GP regression are model selection, which is
concerned with the selection of the model hyperparameters such as the hyperpa-
rameters of the mean and covariance functions, and inference, which deals with
making prediction. These two aspects are discussed in Sections 2.2.2 and 2.2.3.
2.2.2 Model selection
Before the GP regression model can be used for prediction, the model hyper-
parameters must be learned from the data. These hyperparameters include the
hyperparameters of the mean function m(x) and covariance function κ(x, x′) as
well as the noise variance σ2. For that, the marginal likelihood (or the evidence)
p(y) =
∫
p(y|f) p(f)df. (2.12)
is maximized with respect to (w.r.t.) these hyperparameters. Since both the prior
distribution p(f) (given in Eq. (2.8)) and the likelihood p(y|f) (given in Eq. (2.11))
are Gaussian distributions, the marginal likelihood p(y) is also Gaussian. Using
the general properties of Gaussian distributions given in Eq. (8.5), p(y) can be
calculated in closed-form as:
p(y) = N(mX,KXX + σ2I). (2.13)
2.2.3 Inference
Inference deals with making predictions at new test points. Let look at a set of
test points X∗, and their corresponding latent function variables f∗ and outputs y∗.
Let KAB denote a covariance matrix formed by evaluating the function κ(x, x′) at
all pairs of points (x, x′) with x in A and x′ in B. The property of GP gives the
following joint prior distribution for f and f∗: ff∗
 ∼ N  mXmX∗
 ,  KXX KXX∗KX∗X KX∗X∗
 (2.14)
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Using the Gaussian identities presented in Appendix 8.1.1, the predictive distri-
bution for f∗ given the noise-free observations f can be computed as:
p(f∗|f) = N
(
KX∗XK−1XX(f −mX) + mX∗ , KX∗X∗ −KX∗XK
−1
XXKXX∗
)
(2.15)
In realistic situations, we do not have access to the function values f but the noisy
observation y. To make prediction for f∗ using y, we first derive the joint prior
distribution for y and f∗. This can be done by replacing the term corresponding
to p(f) in Eq. (2.14) with that of p(y): yf∗
 ∼ N  mXmX∗
 ,  KXX + σ2I KXX∗KX∗X KX∗X∗
 (2.16)
Finally, the predictive distribution for the test latent variables (noise-free outputs)
f∗ given y can be computed as:
p(f∗|y) =N
(
KX∗X[KXX+σ2I]−1(y −mX) + mX∗ ,
KX∗X∗ −KX∗X[KXX+σ2I]−1KXX∗
)
(2.17)
The predictive distribution for noisy test data y∗ is calculated by marginalizing
out the test latent variables f∗:
p(y∗|y) =
∫
p(y∗|f∗)p(f∗|y)df∗. (2.18)
This is equivalent to simply adding the noise variance σ2 to the predictive variance
of f∗ as follows:
p(y∗|y) =N
(
KX∗X[KXX+σ2I]−1(y −mX) + mX∗ ,
KX∗X∗ −KX∗X[KXX+σ2I]−1KXX∗ + σ2I
)
(2.19)
Note that by subtracting offset and simple trends from the data before model-
ing, we can assume, without loss of generality, that the prior mean function m(x)
is equal to 0. For notational simplicity, we will take the mean function to be zero
hereinafter, unless otherwise stated.
The dominant cost in GP inference is the inversion of the covariance matrix
[KXX +σ2I] in Eqs. (2.13) and (2.17), which requires a computational time of O(N3).
In addition, the storage of the covariance matrix requires a memory complexity
of O(N2). These computational costs are prohibitive for large datasets. We will
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discuss the approximation methods to reduce the computational cost for GP
regression in Chapter 3.
2.3 Gaussian process classification
In this section, we review the application of Gaussian process models for classifi-
cation problems, in which we wish to assign an input pattern to one of C classes.
Even though, we can view both classification and regression as function approx-
imation problems, the solution for the GP classification is more demanding than
that for the GP regression considered in Section 2.2. This is because for regression,
a Gaussian likelihood function is assumed; it is combined with a Gaussian process
prior to give rise to a Gaussian posterior distribution over function variables, and
everything remains analytically tractable. For classification, where the outputs
are discrete class labels, the Gaussian likelihood is inappropriate. Therefore, exact
inference is not feasible, and approximate inference must be resorted.
We first focus our discussion on Gaussian process models for binary classifi-
cation, in which samples are classified into one of the two classes. We then extend
the discussion to Gaussian process models for multi-class classification, in which
there are more than two classes.
2.3.1 GP binary classification
Consider a typical binary classification problem, and letD =
{
(xn, yn)
}N
n=1 denote a
training set of N pairs of input points xn ∈ X ⊂ RD and class labels yn ∈ {−1, 1}.
Let X and y collectively represent the training inputs and outputs, respectively:
X = [x1, ..., xN]T and y = [y1, ..., yN]T. The classification task is to compute the
output y∗ at new test locations x∗, given X and y.
Similar to the case of GP regression, in GP classification, we also assume that
there is an underlying latent function f (x) : X 7−→ R, which follows a GP prior,
i.e., f (x) ∼ GP(0, κ(x, x′)). Let fn denote f (xn), and f denote the vector of latent
function variables at the training inputs: f = [ f1, ..., fN]T. The GP places a Gaussian
prior on f as follows:
p(f) = N(f|0,KXX). (2.20)
The latent function variable f is then related to the observed outputs according to a
predefined likelihood distribution p(yn| fn). In particular, the latent function is first
mapped into the unit interval through a sigmoidal inverse-link function sig( f ) :
R 7−→ [0, 1], such that the class probability p(yn = +1| fn) can be written as sig( fn).
If the sigmoid function satisfies the point symmetry condition sig(t) = 1− sig(−t),
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then the likelihood that relates the observed outputs and the transformed latent
function values can be compactly written as
p(yn| fn) = sig(yn fn). (2.21)
Equation (2.21) implies that the class membership probability can be calculated
as p(yn = 1| fn) = sig( fn) and p(yn = −1| fn) = sig(− fn) = 1 − sig( fn). The two
most commonly used sigmoidal inverse-link functions are the logistic function
sig(z) = λ(z) = 1/(1 + exp(−z)), and the probit function sig(z) = φ(z) =
∫ z
−∞
N(x|0, 1)dx.
The class labels are independently distributed given the latent function f , and
hence, the likelihood p(y|f) is factorized as
p(y|f) =
N∏
n=1
p(yn| fn) =
N∏
n=1
sig(yn fn). (2.22)
2.3.2 Model selection and inference
Like in the case of GP regression, the two most important aspects for GP classi-
fication are inference and model selection, which require the computation of the
posterior distribution of the latent function variables and the marginal likelihood,
respectively. However, due to the non-Gaussian likelihood, these calculations
are not analytically tractable, and approximations are often resorted. In this sub-
section, we first introduce the formulation of the exact terms required for model
selection and inference, before discussing the different methods for their approx-
imations in Subsection 2.3.3.
Model selection: Model selection in GP classification involves finding the model
hyperparameters such as the parameters of mean and covariance functions. For
that, the marginal likelihood (or evidence)
p(y) =
∫
p(y|f) p(f) df (2.23)
is maximized with respect to (w.r.t.) the model hyperparameters.
Inference: Inference deals with making prediction given the training data.
Prediction at test input x∗ can be calculated as
p(y∗|y) =
∫
p(y∗| f ∗)p( f ∗|y)d f ∗ =
∫
p(y∗| f ∗)
[∫
p( f ∗|f)p(f|y)df
]
d f ∗. (2.24)
The term p( f ∗|f) for GP classication can be derived in the similar way as that for
GP regression, which are previously given in Eq. (2.15):
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p( f ∗|f) = N(Kx∗XK−1XXf, Kx∗x∗ −Kx∗XK
−1
XXKXx∗). (2.25)
The main object of interest for the inference in (2.24) is the posterior over latent
function values p(f|y), which is given by
p(f|y) = p(y|f) p(f)/p(y). (2.26)
2.3.3 Gaussian approximations
Since the likelihood p(y|f) is non-Gaussian, the Gaussian process prior p(f) is non-
conjugate to the likelihood. Therefore, the marginal likelihood given in (2.23)
and the posterior given in (2.26) are not analytically tractable. To obtain exact
answers, we can use Markov chain Monte Carlo (MCMC) sampling algorithms,
which are very costly. However, if the sigmoid function sig is concave in the log-
arithmic domain, the posterior can be shown to be unimodal, and thus Gaussian
approximations to the posterior can be employed as alternatives to MCMC.
Let’s assume that such a Gaussian approximation to the posterior has been
found with mean m and covariance V, i.e. p(f|y) ≈ q(f) = N(f|m,V). As
a result, the latent distribution at the test point x∗ becomes tractable p( f ∗|y) =∫
p( f ∗|f)p(f|y)df = N( f ∗|m∗, v∗) with
m∗ = Kx∗XK−1XXm, (2.27)
v∗ = Kx∗x∗ −Kx∗X(K−1XX −K
−1
XXVK
−1
XX)KXx∗ . (2.28)
Note that the general properties of the Gaussian distributions presented in
Appendix 8.1.2 is used to derive the above formulation of p( f ∗|y). The last
step for making prediction is to calculate the one dimensional integral p(y∗|y) =∫
p(y∗| f ∗)p( f ∗|y)d f ∗. For the probit likelihood, this integral can be computed analyt-
ically. For the logistic likelihood, sampling methods or analytical approximations
are required to compute this one-dimensional integral.
Next, we discuss three most popular methods to approximate the posterior
p(f|y): Laplace approximation, expectation propagation, and KL-divergence mini-
mization (also known as variational inference). These methods can also be referred
to as non-conjugate approximations.
2.3.3.1 Laplace approximation (LA)
Posterior: In Laplace approximation method, a second order Taylor expansion
of the log posterior ln p(f|y) around the maximum of the posterior (the posterior
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mode) is used to construct the following Gaussian approximation:
p(f|y) ≈ q(f) = N(f|m,A−1) ∝ exp
(
−
1
2
(f −m)TA(f −m)
)
, (2.29)
where m = argmaxf p(f|y) is the posterior mode, and A = −∇∇ ln p(f|y)|f=m is the
Hessian of the negative log posterior at that point.
Since the term p(y) in the posterior p(f|y) = p(y|f)p(f)/p(y) is independent of f,
we only need to maximize the unnormalized posterior p(y|f)p(f) or its logarithm
Ψ(f) = ln p(y|f)p(f) with respect to f. As shown in Chapter 3 of [23]
Ψ(f) = ln p(y|f) −
1
2
fTK−1XXf −
1
2
|KXX| −
N
2
ln(2π), (2.30)
the mode m can be found using Newton’s method, and Hessian matrix A is
A = K−1XX + W, (2.31)
where
W = −
∂2 ln p(y|f)
∂f∂fT
∣∣∣∣∣∣
f=m
. (2.32)
Due to the factorial structure of the likelihood, matrix W turns out to be diagonal
with its i-th diagonal element given by
Wii = −
∂2 ln p(yi| fi)
∂ f 2i
∣∣∣∣∣∣
fi=mi
. (2.33)
Log marginal likelihood: Let h denote the log value of the unnormalized posterior
p(y|f)p(f) at its mode m: h = Ψ(m). A Taylor expansion of Ψ(f) is then given by
Ψ(f) ≈ h− 12 (f−m)
T(K−1XX+W)(f−m). Consequently, substituting this approximation
of Ψ(f) into Eq. (2.23) gives an approximation of the log marginal likelihood
ln p(y) = ln
∫
exp(Ψ(f))df (2.34)
≈ ln p(y|f)|f=m −
1
2
mTK−1XXm +
1
2
ln |I + KXXW| (2.35)
The problem with LA is that the Hessian (evaluated at the mode) may give very
poor approximation to the true shape of the posterior. The peak of the posterior
could be much broader or narrower than the Hessian indicates. In addition, it
could be a skew peak, while LA assumes that the posterior has elliptical contours
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around the peak.
2.3.3.2 Expectation propagation (EP)
Expectation propagation [24] is an iterative method to find approximation based
on approximate marginal moments. To apply EP to GP classification, each indi-
vidual likelihood term is replaced by a site function ti( fi), which is a unnormalized
Gaussian
p(yi| fi) ≈ ti( fi, µi, σ2i ,Zi) , ZiN( fi|µi, σ
2
i ) (2.36)
such that the moments of the approximate marginal q( fi),
∫
p(f)
∏N
j=1Z jN( f j|µ j, σ2j )dj
agree with those of the approximate marginal q̂( fi),
∫
p(f)p(yi| fi)
∏
j,i Z jN( f j|µ j, σ2j )dj,
in which the exact likelihood term p(yi| fi) is used. The details on EP approximation
for GP classification can be found in Chapter 3 of [23].
Posterior: Based on the local approximations, the approximate posterior can
be given by
p(f|y) ≈ N(f|m,V) = N
(
f|m, (K−1XX + W)
−1
)
, (2.37)
where
W = [σ−2i ]ii, (2.38)
m = VWµ, (2.39)
µ = (µ1, ..., µN)T. (2.40)
Log marginal likelihood: The approximate log marginal likelihood is given by
ln p(y) = ln
∫
p(y|f)p(f)df
≈ ln
∫ N∏
i=1
ti( fi, µi, σ2i ,Zi)p(f)df
=
N∑
i=1
ln Zi −
1
2
µT(KXX + W−1)−1µ −
1
2
ln |KXX + W−1| −
N
2
ln(2π). (2.41)
The convergence of EP is not generally guaranteed, but for the case of log-
concave likelihood functions in GP classification, Nickisch and Rasmussen always
observe its convergence through their experiments in [25]. The experimental
findings in [25] also suggest that the approximate log marginal likelihood given
by EP is in general close to the true log marginal likelihood.
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2.3.3.3 KL-divergence minimization (KL)
This KL-divergence minimization method is also known as variational inference
(VI). This method aims to minimize the following reverse KL-divergence between
the approximate posterior q(f) = N(f|m,V) and the exact posterior p(f|y) w.r.t. m
and V:
KL(q(f)||p(f|y)) =
∫
N(f|m,V) ln
N(f|m,V)
p(f|y)
=: KL(m,V). (2.42)
It has been shown in [25] that
KL(m,V) = −
N∑
i=1
∫
N( fi|mi, vii) ln sig(yi fi)d fi
−
1
2
ln |V| +
1
2
mTK−1XXm +
1
2
Tr(K−1XXV), (2.43)
after dropping the constant terms w.r.t. m and V. Let a(m,V) denote the first term
of KL(m,V). At the optimum, the derivatives of KL(m,V) w.r.t. m and V are
equal to zero:
∂KL
∂m
= −
∂a
∂m
+ K−1XXm = 0 =>m = KXX
∂a
∂m
= KXXα, (2.44)
∂KL
∂V
= −
∂a
∂V
−
1
2
V−1 +
1
2
K−1XX = 0 =>V =
(
K−1XX − 2
[
∂a
∂vii
]
ii
)−1
=
(
K−1XX − 2Λ
)−1
. (2.45)
Two new parameters α and Λ are defined in the above equations. Plugging the
expressions (2.44) and (2.45) into Eq. (2.43) gives the expression for KL-divergence
in terms of α and Λ: KL(α,Λ). From there, α and Λ can be estimated using
Newton’s method.
Note that if we directly mimimize KL(m,V) w.r.t. m and V, then there
are in principle O(N2) parameters to be optimized. Re-parameterizing the KL-
divergence in terms of α and Λ, we are optimizing only 2N free parameters since
Λ is a diagonal matrix.
Posterior: The posterior p(f|y) is approximated by q(f) = N(f|m,V), where m
and V are given in Eqs. (2.44) and (2.45) based on the estimation of α and Λ.
Log marginal likelihood: The log marginal likelihood can be written as
ln p(y) =
∫
q(f) ln
{
p(y|f)p(f)
q(f)
}
df +KL(q(f)||p(f|y)) = L +KL(q(f)||p(f|y)), (2.46)
which definesL. Since the KL-divergence is non-negative, L is a lower-bound of
the log marginal likelihood. Minimizing the KL-divergence w.r.t. q(f) is equivalent
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to maximizing the boundL, resulting in a tight lower-bound for the log marginal
likelihood. It is used as the approximation to the log marginal likelihood for model
selection. However, this lower boundL is known to be below the approximation
for the log marginal likelihood obtained by EP ([26], page 2183).
2.3.4 GP multi-class classification
Consider a multi-class classification problem, where an input pattern are clas-
sified into one of C classes, i.e., the outputs receive integer values from 1 to
C. To apply GP to that classification problem, we use C latent functions (one
for each class). The latent function associated with class c is denoted as f (c)(x);
it is priorly distributed according to a GP with covariance function κ(c)(x, x′):
f (x) ∼ GP(0, κ(c)(x, x′)). In the following, we use the superscript (c) to denote class
c.
Each class observation is now dependent on the latent variables from all the
C latent functions. Let fn denote the vector of the latent variables at input xn,
i.e., fn = ( f
(c)
n )Cc=1 where f
(c)
n ≡ f (c)(xn). The observed output yn is then related to
the corresponding latent function variables fn through the following likelihood
function:
p(yn|fn) = Cat(S(fn)).
Here, Cat is a categorical distribution, and S is a mapping fromRC to the relevant
probability simplex. For each input vector fn, the mapping S generates a vector
of C elements (π(c)n )Cc=1 such that
∑C
c=1 π
(c)
n = 1, and 0 ≤ π
(c)
n ≤ 1 for c = 1, ...,C. The
resulting π(c)n is the class membership probability for class c.
The most popular mapping S for GP multi-class classification is the softmax
function, which is defined as
π(c)n = S(fn)c =
exp ( f (c)n )∑C
c′=1 exp ( f
(c′)
n )
. (2.47)
The class labels conditioned on the latent function variables are independently
distributed, i.e., the overall likelihood p(y|f) is factorized as
p(y|f) =
N∏
n=1
p(yn|fn). (2.48)
Like in GP binary classification, since the likelihood in GP multi-class classification
is non-Gaussian, the posterior of latent variables and the marginal likelihood are
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not analytically tractable. Therefore, Gaussian approximation methods such as
Laplace approximation, expectation propagation, and KL-divergence minimiza-
tion can be resorted to approximate the posterior and marginal likelihood in GP
multi-class classification, in the similar ways to those used in GP binary classifi-
cation. The interested reader is referred to [23] for more details on GP multi-class
classification.
2.4 Chapter summary
This chapter presented a literature review on Gaussian process models and their
applications for regression and classification. After giving an overview of Gaus-
sian processes, we described the GP models for regression, and the GP models
for classification together with the Gaussian approximation methods to deal with
the non-conjugate likelihoods in GP classification.
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Gaussian process models have become the dominant approach to nonparamet-
ric Bayesian regression, but their limitation is the high computational cost. Exist-
ing approximation methods to reduce the cost of GP regression can be categorized
into either global or local approaches. Global approximations, which summarize
training data with inducing points, cannot account for non-stationarity and local-
ity in complex datasets. Local approximations, which fit a GP for each sub-region
of the input space, are prone to overfitting. In this chapter, we propose a scalable
Gaussian process regression method that combines the advantages of both global
and local GP approximations through a two-layer hierarchical model using a vari-
ational inference framework. The upper layer consists of a global sparse GP to
coarsely model the entire dataset, whereas the lower layer comprises a mixture of
sparse GP experts which exploit local information to learn a fine-grained model.
A two-step variational inference algorithm is developed to learn the global GP,
the GP experts and the gating network simultaneously. Stochastic optimization
can be employed to allow the application of the model to large-scale problems.
Experiments on a wide range of benchmark datasets demonstrate the flexibility,
scalability and predictive power of the proposed method.
3.1 Introduction
Gaussian process models have become the dominant approach to nonparametric
Bayesian regression [27, 28, 29, 30, 31, 32]. However, GP models in general suffer
from high computational complexity, which is O(N3) in training time and and
O(N2) in memory for N training data points. These computation costs arise
mainly from the inversion and storage of the covariance matrix. The unfavorable
complexity prevents the application of GP regression to large-scale datasets.
There has been much interest in sparse approximation methods for GPs to
overcome the limitation of high computational cost [4, 5, 6, 7, 8, 9, 10]. A com-
prehensive review of many popular sparse approximation methods can be found
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in [33]. In these methods, the entire training set is approximated using a small
set of inducing points. The covariance matrix among all data points is thereby
approximated by a low-rank one. In this way, a lower complexity of O(NM2)
in training time and O(NM) in memory is achieved, where M is the number of
inducing points. However, even these reduced storage methods are prohibitive
for big data that contain millions or billions of samples.
There are generally two approaches to scale up sparse GP models to be able
to handle big data. One approach is to spread computation across many nodes
in a distributed system [34, 35]. This approach often requires abundant com-
putational resources (processors and memory) though. Another approach is to
learn sparse GP models in stochastic fashion, where a mini-batch of data is used
at each optimization iteration. Examples for this approach are [36] and [37], in
which stochastic variational inference [38] is employed for model learning. This
approach allows the application of sparse GP regression to large-scale problems
even with limited available resources.
The sparse GPs normally work well for simple datasets. However, in complex
datasets, the dependencies among the observations cannot be well-captured by
a small number of inducing points. In addition, a single GP accompanied by a
small set of global inducing points cannot account for the non-stationarity and
locality in such datasets, as argued in [13]. Mixture of Gaussian processes is
another approach to reduce the computational complexity of GPs as presented in
[13, 14, 15, 16, 17, 18, 19]. In the mixture of GPs approach, a gating network divides
the input space into regions within which a specific GP expert is responsible for
making predictions. In this way, the computational complexity is reduced since
the storage and inversion of a large covariance matrix are replaced by those of
multiple smaller matrices. The non-stationarity and locality in the data can also
be naturally addressed.
Mixtures of GPs have two main limitations. The first limitation is the com-
plexity of the inference problem, which usually involves simultaneous learning
of both the experts and the gating network. Therefore, approximation techniques
are often required for the inference. Many existing mixtures of GPs, such as those
in [13, 15, 16, 17], resort to the intensive Markov chain Monte Carlo (MCMC)
sampling methods, which can be very slow, especially for large-scale datasets. As
a result, the limited scalability prohibits their application to even moderate-sized
problems. Recently, several variational mixtures of GP experts have been pro-
posed for GP regression using variational inference, which is a more flexible and
faster alternative to MCMC sampling [18, 19, 39]. However, there is still no clear
way to apply stochastic optimization to variational mixtures of GPs to enable their
21
3.1. Introduction
application to big data. To the best of our knowledge, the largest experiments
using the existing variational GP mixtures have been performed in [19] and [40]
with 100,000 data points. The second limitation of mixtures of GPs is that each
expert is independently trained using only the local data assigned to it, without
taking into account the global information, i.e. the correlations between clusters.
The trained experts are therefore likely to overfit to the local training data.
In this chapter, we propose a GP approximation method for regression that
combines the advantages of sparse approximation and mixture of GPs in a varia-
tional inference framework to exploit both the global and local information from
the training data. Our model has a two-layer hierarchical structure. The upper
layer uses a sparse GP accompanied by a set of global inducing points to coarsely
model the entire dataset. The lower layer comprises a mixture of GP experts, each
of which is also a sparse GP. These experts make use of the local information from
the corresponding data points assigned to them for fine-grained modeling. The
experts share a common prior mean function which is the latent function modeled
by the upper layer in order to enforce correlation among themselves. This way,
overfitting is avoided. For inference, we develop a two-step variational inference
algorithm for simultaneous learning of the global sparse GP, the experts and the
gating network. We also derive an objective function that appears in a factorized
form necessary for stochastic optimization, thereby enabling the application of
the model to large-scale datasets.
For the experiments and validation, we consider three sets of experiments with
datasets of varying size to investigate different aspects of the proposed model.
In the first set of experiments, we visually investigate the model on two small-
size datasets with input-dependent noise. The result shows that the proposed
method is able to both detect the common trend and handle the non-stationarity
in the datasets at the same time. In the second set of experiments, we evaluate
the predictive performance of the proposed model and compare it with those of
four other baseline models, using five medium-sized benchmark datasets. These
baselines include [10], [36], [19] and [41]. The proposed model outperforms with
statistical significance all the other baselines in 4 out of 5 datasets. Finally, we
compare the proposed method to the GP with stochastic variational inference
(SVI) [36] on large-scale datasets with up to 2 million samples when stochastic
optimization is enabled. The proposed method is shown to outperform SVI in
terms of the accuracy-time trade-off.
The rest of the chapter is organized as follows. Section 3.2 gives a review
of the related work on sparse approximation for Gaussian process regression.
Section 3.3 presents our proposed model: a variational hierarchical mixture of GP
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experts for regression. Section 3.4 describes the inference approach for the model.
Section 3.5 presents the experimental results and their analysis. Finally, Section
3.6 concludes the chapter.
3.2 Related work on approximation for Gaussian pro-
cess regression
In this section, we give a review on various state-of-the-art GP approximation
methods. These methods either inspire or relate to our proposed model. Subsec-
tion 3.2.1 provides an overview on sparse GP approximation while focusing on
the approximation framework proposed by Quiñonero-Candela and Rasmussen
in [33], on which many popular sparse GP approximation methods can be con-
structed. Subsection 3.2.2 discusses the two alternative sparse approximations
based on variational inference proposed by Titsias in [42] and by Hensman et al.
in [36], which provide the theoretical framework for inference in the proposed
model. Subsection 3.2.3 reviews the local approximation methods for GP regres-
sion. Subsection 3.2.4 introduces the two previous attempts in combining local
and global information, and highlights the advantages of the proposed method
with respect to these two attempts.
Throughout this section, we use the mathematical notations for the GP re-
gression model which are previously presented in Section 2.2. In particular, we
consider a GP regression model on a training set D that has N pairs of inputs
xn ∈ X ⊂ RD and outputs yn ∈ R: D =
{
(xn, yn)
}N
n=1. The underlying latent function
f (x) : X 7−→ R is priorly distributed according to a GP: f (x) ∼ GP(0, κ(x, x′)). Let
X, y, and f collectively represent the training inputs, outputs, and latent variables,
respectively: X = [x1, ..., xN]T, y= [y1, ..., yN]T, and f= [ f1, ..., fN]T, where fn ≡ f (xn).
3.2.1 Overview of sparse GP approximation
Sparse GP approximation methods aim to reduce the computation cost by repre-
senting all the training data using a small set of M inducing points. Each inducing
point consists of an inducing input um ∈ X and the corresponding inducing vari-
able 1m, which is the latent function value evaluated at um, i.e. 1m = f (um).
Let U = [u1, ...,uM]T and g = [11, ..., 1M]T. Given the inducing inputs U and the
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posterior p(g|y), predictions can be made in O(M3) time complexity:
p(f∗|y) =
∫
p(f∗|g)p(g|y)dg
=
∫
N
(
KX∗UK−1UUg, KX∗X∗ −KX∗UK
−1
UUKUX∗
)
p(g|y)dg.
Learning the posterior p(g|y) efficiently requires an additional assumption
about the relationship between the training data and the inducing points. The
approximation framework presented in [33] focuses on representing this rela-
tionship by the conditional distribution p(f|g), which can be calculated exactly
as:
p(f|g) = N(KXUK−1UUg,KXX −QXX), (3.1)
where QXX = KXUK
−1
UUKUX. [33] shows that by imposing different approximation
assumptions on p(f|g), various sparse approximation methods proposed in the
literature can be derived. We take the popular approximation methods FITC [10]
and PIC [41] for examples. FITC is based on the assumption that the training
latent variables f are independent given g so that the conditional distribution
p(f|g) is approximated by q(f|g) =
∏N
n=1 p( fn|g), i.e.,
p(f|g) ≈ q(f|g) = N(KXUK−1UUg,diag[KXX −QXX]).
The PIC method [41] first partitions the dataset into several clusters. It is then
based on the assumption that the latent variables from different partitions are
independent given g, resulting in a block diagonal covariance in the approximate
conditional:
p(f|g) ≈ q(f|g) = N(KXUK−1UUg, blockdiag[KXX −QXX]).
The above approximation, combined with the exact GP prior for the inducing
point p(g) = N(0,KUU), is equivalents to approximating the GP prior for training
latent values p(f) = N(0,KXX) by a new distribution q(f), where
q(f) =
∫
q(f|g)p(g)dg = N(0,QXX + diag[KXX −QXX]) (3.2)
for FITC, and
q(f) =
∫
q(f|g)p(g)dg = N(0,QXX + blockdiag[KXX −QXX]). (3.3)
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for PIC. See [33] for a proof of Eqs. (3.2) and (3.3). It can be seen from Eqs. (3.2) and
(3.3) that the covariance matrix KXX in the original GP prior p(f) is approximated
by a low-rank covariance matrix in q(f), effectively reducing the cost of matrix
conversion, and hence the overall computational complexity, to O(NM2).
In the above sparse approximation methods, model selection, including se-
lection of the inducing inputs U, is done through maximizing the approximated
marginal likelihood p(y) ≈ q(y) =
∫
p(y|f)q(f)df. In this way, the inducing inputs
become additional kernel hyperparameters. Optimizing with respect to all un-
known hyperparameters may lead to over-fitting. In addition, the solution is not
guaranteed to be close to the original model since the prior has been modified
in response to training data. Next, we discuss two alternative GP approximation
methods based on variational inference that overcome the above limitation by
treating inducing inputs as variational parameters.
3.2.2 Sparse GP approximation based on variational inference
The variational method proposed by [42] selects the inducing inputs and the
hyperparameters by maximizing a lower bound of the exact marginal likelihood.
In particular, the bound is derived as follows. First, the following inequality is
used to obtain a lower bound on p(y|g):
ln p(y|g) ≥ Ep(f|g)[ln p(y|f)]. (3.4)
This bound is substituted into the equation p(y) =
∫
p(y|g)p(g)dg and the induc-
ing latent variables g are then marginalized out to give a tractable lower bound
on the marginal likelihood. As this bound is maximized, the Kullback-Leibler
(KL) divergence between the variational distribution and the exact GP posterior
distribution over the latent function value is minimized. The inducing inputs
are defined as the variational parameters which are tuned to minimize this di-
vergence. This way, overfitting is avoided, and the solution provided by the
sparse model is indeed an approximation to the exact one since their distance is
minimized.
The above varitional method has computational complexity of O(NM2), which
is still prohibitive for large datasets. Stochastic variational inference [38], where
optimization can be carried out using mini-batches of data, is one possible way
to scale down variational inference framework. However, it can only be applied
to probabilistic models that have a set of global variables and that factorize in the
observations and latent variables. [36] proposes to employ stochastic variational
inference for GP regression by introducing additional variational parameters into
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the bound derived in [42] to act as global variables. In particular, instead of
marginalizing the latent variables g out as in [42], they explicitly approximate the
posterior distribution for g by a variational normal distribution q(g) = N(g|m,S),
and use the variational parameters m and S as global variables. The following
standard variational inequality is applied on the log marginal likelihood:
ln p(y) ≥ Eq(g)[ln p(y|g)] − KL[q(g)||p(g)]. (3.5)
Here KL(q||p) denotes the Kullback-Leibler (KL) divergence between distributions
p and q. Substituting (3.4) into (3.5) results in a further bound on the marginal
likelihood
ln p(y) ≥ Eq(g)[Ep(f|g)[ln p(y|f)]] − KL[q(g)||p(g)]. (3.6)
Since the likelihood p(y|f) is a factorized Gaussian, the bound given in (3.6) can
be calculated as:
ln p(y) ≥
N∑
n=1
{
lnN(yn|KxnUK
−1
UUm, σ
2I) −
1
2σ2
KxnUK
−1
UUSK
−1
UUKUxn
−
1
2σ2
(Kxnxn −KxnUK
−1
UUKUxn)
}
− KL[q(g)||p(g)]. (3.7)
The above bound has a unique optimum in terms of m and S, at which point it
becomes equal to the original bound derived by [42]. In addition, since the first
part of this bound can be written as sum of N terms, each corresponds to a training
data point, optimization can then be performed using mini-batches of data. This
results in a complexity of O(BM2), where B is the batch size.
3.2.3 Local approximations
The most popular scheme for local GP approximations is mixture of GP experts
(MoGPE) in which a gating network divides the input space into regions within
which a specific GP expert is responsible for making predictions. Many MoGPEs
have been proposed for regression [13, 14, 15, 17, 18, 19, 43, 44], in which inference
involves simultaneous learning of the GP experts and the gating network. The
joint distributions of all possible assignments of experts to data must be specified.
Inference can get very complex due to the intractability of the posterior of the
expert assignments, and hence approximation techniques are often sought. Earlier
MoGPEs resort to the intensive MCMC sampling for inference [13, 14, 15, 17, 43].
More recently, variational inference has been used as a more flexible and faster
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alternative to MCMC sampling [18, 19, 39]. However, there is no clear way to adapt
these variational MoGPEs to stochastic optimization to enable their application
to big data.
In most of these MoGPEs, each GP expert is effectively an exact GP, and the
model computational complexity depends on the number of data points assigned
to each experts. To achieve a specific complexity, as the number of training data
increases, the number of experts must increases. In this way, aspects of model
selection such as selecting the number of experts and assigning data points to
experts will conflict with the purpose of computational reduction of an approx-
imation method. This also puts a limit on the size of datasets that these models
can handle. It is only recently that the GP experts have been allowed to be sparse
[19], making model selection more flexible. Also in [19], a simple but effective
expert allocation mechanism is proposed. In particular, data points closer to the
inducing points of an expert are given a higher probability to be assigned to that
expert since they are more likely to be precisely predicted by that expert. This
allocation mechanism enables a fast variational inference algorithm for model
learning.
3.2.4 Combine local and global GP approximations
Next, we briefly highlight the advantages of the proposed model with respect
to the two previous attempts in combining local and global information for GP
approximation presented in [41] and [45]. In both of the above models, the input
space is first partitioned into several clusters. The dataset is then approximated
based on this clustered structure. In the partially independent conditional (PIC)
method [41], the covariances within a cluster are calculated exactly, while covari-
ances between points belonging to different clusters are approximated using a set
of inducing points. Since PIC uses this approximate covariance matrix to train
a single GP, it has limited capability to model the non-stationarity in large com-
plex datasets. [45] models each cluster by a local GP. However, the relationships
among these local GPs are only loosely presented using the prototype variables
(one for each cluster), which are placed at the cluster centers and share a joint
GP prior. A common drawback of the two above models is that the partitioning
and inference are completely separated. Hence, they must rely on independent
clustering methods such as k-means for local GP allocation, as well as for placing
the prototype variables in the case of [45]. These methods might not provide the
optimal partitioning for the inference of the GPs. For example, the generated par-
titions might not reflect different noise levels or different length-scale across the
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dataset. In the proposed model, inference and the gating network are learned si-
multaneously in a common variational framework so that the gating network can
generate good partitions for the inference. Another drawback of the two model
discussed above is that the complexity of these models depends on the size of the
clusters. Therefore, it places a limit on the maximum size of the clusters given the
time and memory limitations of the test computer. In contrast, the complexity of
the proposed model is independent of the size of the clusters because the local
GPs are also sparse.
3.3 Variational hierarchical mixture of Gaussian pro-
cess experts
This section presents a variational hierarchical mixture of Gaussian process ex-
perts for regression. The proposed model has a two-layer hierarchical structure.
In the upper layer, a sparse GP, hereafter referred to as the global GP, is used to
coarsely model the entire dataset. In the lower layer, a gating network divides the
input space into regions within which a specific local GP expert is used for finer
modeling. The graphical representation of the proposed hierarchical mixture of
Gaussian process experts model is shown in Figure 3.1.
Figure 3.1: Graphical representation of the hierarchical mixture of Gaussian pro-
cess experts model.
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To simplify inference, let y0 and y denote the training outputs of the upper
and lower layers, respectively: y0 is a duplicate of y. We now have a new training
set: D′ = {X,y,y0}.
The upper layer is associated with a latent function f0(x). The function is
modeled with a global sparse GP which has a zero mean function and a co-
variance function κ0(x, x′), parameterized with the hyperparameter set θ0. The
global sparse GP is augmented with a set of inducing inputs {u(0)1 , ...,u
(0)
P } ⊂ X,
which are collectively represented by U0. The latent function values at the train-
ing inputs and inducing inputs are denoted by f0 = ( f0(x1), ..., f0(xN))T and g0 =
( f0(u
(0)
1 ), ..., f0(u
(0)
P ))
T, respectively. The latent function values f0 and the observed
outputs y0 are related by a Gaussian distributed likelihood p(y0|f0) = N(f0, σ
2
0I).
Let K(0) denote the covariance matrix evaluated using the function κ0(x, x′). The
following distributions, defined by their pdfs, can be obtained using standard
Gaussian process methodologies:
p(g0)=N(g0|0,K
(0)
U0U0
), (3.8)
p(f0|g0)=N
(
f0|K
(0)
XU0
[K(0)U0U0]
−1g0,K
(0)
XX−K
(0)
XU0
[K(0)U0U0]
−1K(0)U0X
)
. (3.9)
There are T GP experts in the lower layer. The k-th expert is associated with
a latent function fk(x); fk(x) is modeled using a local GP which has a covariance
function κk(x, x′), parameterized with a hyperparameter set θk. For more flexible
model selection as discussed in Sec. 3.2.3, each local GP is also designed as a
sparse GP. The k-th local sparse GP is augmented with a set of M inducing inputs
{u(k)1 , ...,u
(k)
M }, collectively represented by Uk. To enforce correlation among the local
experts, all the local sparse GPs share a prior mean function m(x), which encodes
global information from the upper layer:
m(x) = K(0)xU0[K
(0)
U0U0
]−1g0. (3.10)
Eq. (3.10) implies that the mean function value at a point x is calculated as
the mean of the global latent variable f0(x) conditioned on the global inducing
variables g0.
Let fk and gk denote the vectors of latent function variables of the k-th local
expert at training and inducing points, respectively. The properties of GP result
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in the following distributions
p(gk|g0) = N(gk|ḡk,K
(k)
UkUk
), (3.11)
p(fk|gk,g0) = N
(
fk|K
(k)
XUk
[K(k)UkUk]
−1(gk − ḡk) + f̄,
K(k)XX −K
(k)
XUk
[K(k)UkUk]
−1K(k)UkX
)
, (3.12)
where K(k) denotes the covariance matrix evaluated using the local kernel function
κk(x, x′), and f̄ and ḡk denote the prior mean values at the training data and
at the inducing inputs Uk, respectively, i.e., f̄ = m(X) = K
(0)
XU0
[K(0)U0U0]
−1g0 and
ḡk = m(Uk) = K
(0)
UkU0
[K(0)U0U0]
−1g0. For simplicity, we introduce new latent variables
hk = gk − ḡk to substitute for gk at the inducing inputs. The prior and conditional
distributions given in Eq. (3.11) and Eq. (3.12) become:
p(hk) = N(hk|0,K
(k)
UkUk
), (3.13)
p(fk|hk,g0) = N
(
fk|K
(k)
XUk
[K(k)UkUk]
−1hk + K
(0)
XU0
[K(0)U0U0]
−1g0,
K(k)XX −K
(k)
XUk
[K(k)UkUk]
−1K(k)UkX
)
. (3.14)
For each observation (xn, yn), we have a corresponding latent variable zn indi-
cating the expert it belongs to. Subsequently, the observed outputs y of the lower
layer have the following likelihood:
p(yn| f1(xn), ..., fT(xn)) =
T∏
k=1
p(yn| fk(xn))[zn==k]
= p(yn| fzn(xn))
= N( fzn(xn), σ
2
zn),
where σk denotes the noise variance hyperparameter for expert k.
Expert indicators are specified by a gating network based on the inputs. Since
the target here is large-scale problems, the simple gating network suggested in
[19] is employed to facilitate fast expert allocation. For this gating network, data
points closer to the underlying inducing points of an expert are given higher
probabilities to be assigned to that expert. The prior over the expert indicator
variable zn is defined as
p(zn = k|xn) =
N(xn|mk,V)∑T
j=1N(xn|m j,V)
, (3.15)
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where each mean mk and the covariance V = diag(v1, ..., vD) are given by
mk =
1
M
M∑
m=1
u(k)m , (3.16)
vd =
1
T(M − 1)
T∑
k=1
M∑
m=1
(u(k)md −mkd)
2. (3.17)
Eq. (3.15) can be interpreted as a probabilistic assignment of data point xn to one
of the T experts. This prior is based on the observation that the closer a data point
to mk, the more similar it is to the inducing inputs of expert k and the better its
output can be predicted by that expert. The rationale behind the choice of this
expert allocation mechanism is twofold. First, the formulation of the prior over
expert indicators as proportional to a Gaussian distribution makes learning of their
approximate posterior analytically tractable via variational inference. Second, this
expert allocation prior gives rise to further approximation on the expert indicator
variables to reduce the overall computational complexity of the model as will be
seen in Section 3.4.3.
3.4 Inference
Learning of the model is realized through a two-step variational inference algo-
rithm which optimizes an evidence lower bound of the log marginal likelihood.
The derivation of this bound is presented in Subsection 3.4.1. The two-step vari-
ational inference algorithm is given Subsection 3.4.2. The computational cost of
the algorithm can be reduced using the cost reduction approximation and the
application of stochastic optimization, which are presented in Subsections 3.4.3
and 3.4.4, respectively. Finally, the formulation of the predictive distribution is
given in Subsection 3.4.5.
3.4.1 The evidence lower bound
For the sake of brevity, we introduce the variables f, h, U, θ and z to represent the
set of all variables fk, hk, Uk,θk and zn, respectively, with k = 1, ...,T and n = 1, ...,N.
The inference problem for our model involves estimating the posterior distri-
bution of the latent variables p(f, f0,h,g0, z|y,y0), and fixing the kernel hyperpa-
rameters and the inducing inputs. Our target is to use variational inference with
the possibility of applying stochastic optimization for very large datasets. For this
purpose, a set of global hidden variables is required so that the model conditioned
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on these variables factorizes in the observations and latent variables; see Figure
1 in [36] for an illustration of such models. The inducing latent variables g0 and
hk, for k = 1, ...,T, are well-suited to perform the role of global variables in our
model. However, marginalizing these variables as in the variational sparse GP
[42] eliminates the global parameters and re-introduces dependencies between
the observations. Hence, we choose to represent the variational distributions of
these variables explicitly as q(g0) and q(hk) for k = 1, ...,T. It can be seen later that
the variational distributions for f and f0 can be derived in terms of q(h) and q(g0).
We then approximate the joint posterior distribution of h, g0 and z by a factorized
tractable variational distribution,
p(z,h,g0|y,y0) ≈ q(z,h,g0) =
N∏
n=1
q(zn)q(g0)
T∏
k=1
q(hk). (3.18)
A lower bound on the log marginal likelihood is first derived by applying the
standard variational equation
ln p(y,y0) ≥Eq(z,h,g0)[ln p(y,y0|z,h,g0)] − KL(q(z,h,g0)||p(z,h,g0)). (3.19)
Substituting for q(z,h,g0) by its factorization given in (3.18) leads to the following
lower bound:
ln p(y,y0) ≥ Eq(z)q(g0)q(h)[ln p(y|z,h,g0)]
+ Eq(g0)[ln p(y0|g0)] − KL(q(h)||p(h))
− KL(q(g0)||p(g0)) − KL(q(z)||p(z)). (3.20)
Applying Jensen’s inequality to the conditional probabilities p(y|z,h,g0) and
p(y0|g0) yields
ln p(y|z,h,g0) ≥ Ep(f|h,g0)[ln p(y|f, z)], (3.21)
and
ln p(y0|g0) ≥ Ep(f0|g0)[ln p(y0|f0)]. (3.22)
Substituting Eqs. (3.21) and (3.22) into (3.20) results in a further lower bound on
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the log marginal likelihood:
ln p(y,y0) ≥ L =Eq(z)[Eq(f)[ln p(y|f, z)]] + Eq(f0)[ln p(y0|f0)]
− KL(q(h)||p(h)) − KL(q(g0)||p(g0)) − KL(q(z)||p(z)), (3.23)
where q(f0) and q(f) are defined as
q(f0) ,
∫
p(f0|g0)q(g0)dg0, (3.24)
q(f) ,
∫
p(f|h,g0)q(h)q(g0)dhdg0. (3.25)
Note that the difference between the left hand side and the right hand side of
Eq. (3.22) is given by the KL divergence KL(p(f0|g0)||p(f0|g0,y0)). This KL diver-
gence is minimized when g0 gives sufficient statistics for f0. In practice, this
assumption of g0 being a sufficient statistic is unlikely to hold since the number
of inducing points is less than the number of data points. However, the bound
can be maximized with respect to (w.r.t.) U0. This minimizes the KL divergence
keeping Jensen’s bound tight and ensuring that U0 are well distributed among
the training input X. Similarly, the difference between the two sides of Eq. (3.21)
is given by the KL divergence KL(p(f|h,g0)||p(f0|h,g0, z,y0)), which is minimized
when the combination of h and g0 gives sufficient statistics for f. This bound can
be maximized w.r.t. z and Uk for k = 0, ...,T.
It has been shown by [42] and [36] that the implicit optimal variational distri-
bution q(g0) to maximize the right hand side of Eq. (3.22) is Gaussian (see Eq. (10)
in [42] and Eq. (3) in [36]). Similarly, the optimal variational distribution q(h,g0)
to maximize the right hand side of Eq. (3.21), and hence the optimal q(hk), are also
Gaussian. We parametrize them as follows:
q(g0) , N(g0|m0,S0) (3.26)
and
q(hk) , N(hk|mk,Sk). (3.27)
Eq. (3.25) shows the joint variational distribution of the local latent variables
f1, ..., fT of the experts. It is computationally expensive to calculate this joint dis-
tribution. However, we will see that only their marginal distributions are needed.
In particular, because the likelihoods factorize as p(y0|f0) =
∏N
n=1 p(yn| f0(xn)) and
p(y|f) =
∏N
n=1
∏T
k=1 p(yn| fk(xn))[zn==k], and q(z) is assumed to factorize as in (3.18),
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the bound (3.23) becomes
L =
N∑
n=1
T∑
k=1
q(zn = k)Eq( fk(xn))[ln p(yn| fk(xn))]
+
N∑
n=1
Eq( f0(xn))[ln p(yn| f0(xn))] − KL(q(h)||p(h))
− KL(q(g0)||p(g0)) − KL(q(z)||p(z)). (3.28)
It can be seen from the equation above that only the marginals of q(f) and q(f0), i.e.
q( fk(xn)) for k = 0, ...,T and n = 1, ...,N, are needed to compute the expectations
in (3.28). Using the assumed distributions for q(g0) and q(hk) in Eq. (3.26) and
Eq. (3.27) and the conditionals in Eq. (3.9) and Eq. (3.14), the following functional
forms of the marginal distributions are obtained
q( f0(xn)) =N
(
f0(xn)|[a0n]Tm0, κ0(xn, xn) + [a0n]T(S0 −K
(0)
U0U0
)a0n
)
, (3.29)
and
q( fk(xn)) =N
(
fk(xn)|[akn]Tmk + [a0n]Tm0,
κk(xn, xn) + [akn]T(Sk −K
(k)
UkUk
)akn + [a0n]TS0a0n
)
, (3.30)
for k = 1, ...,T. Here akn is a vector of the n-th column of the matrix [K
(k)
UkUk
]−1K(k)UkX
for k = 0, ...,T. The detailed derivation of Eq. (3.29) and Eq. (3.30) are given in
Appendix 8.2. Subsequently, the expected likelihood terms from the bound (3.28)
can be calculated as follows (see appendix 8.2):
Eq( f0(xn))[ln p(yn| f0(xn))] = lnN(yn|[a0n]
Tm0, σ20)
−
1
2σ20
Tr(S0a0n[a0n]T) −
1
2σ20
l(0)nn (3.31)
and
Eq( fk(xn))[ln p(yn| fk(xn))] = lnN(yn|[akn]
Tmk + [a0n]Tm0, σ2k)
−
1
2σ2k
Tr(Skakn[akn]T)
−
1
2σ2k
Tr(S0a0n[a0n]T) −
1
2σ2k
l(k)nn (3.32)
for k = 1, ...,T. Here l(k)nn is the nth diagonal element of K
(k)
XX −K
(k)
XUk
[K(k)UkUk]
−1K(k)UkX for
k = 0, ...,T.
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3.4.2 The variational inference algorithm
Inference in our model is performed by maximizing the lower bound (3.28) on
the log marginal likelihood w.r.t. the variational distributions q(z), q(h), q(g0), the
inducing inputs, the noise variance and the kernel hyperparameters. Notice that
maximizing the lower bound w.r.t. the noise variance and the kernel hyperpa-
rameters does not necessarily make it closer to the log marginal likelihood since
the latter depends on them. In fact, only the maximization of the lower bound
w.r.t. the variational distributions q(z), q(h), q(g0) and the inducing inputs brings it
closer to the log marginal likelihood. Subsequently, maximizing the lower bound
w.r.t. the noise variance and the kernel hyperparameters elevates the log marginal
likelihood.
If we assume that the variational distribution q(zn) is a multinomial distribu-
tion, then the Kullback-Leibler divergence KL(q(z)||p(z)) is analytically tractable
and the bound can be maximized w.r.t. all the variational parameters and hyper-
parameters using gradient based optimization. However, there are two limita-
tions of this method. First, due to the complex dependence between the expert
indicators z and the inducing inputs U, it is numerically difficult to optimize z
and U at the same time. Second, this method will result in a time complexity of
O(NM2T). In particular, computing the bound in Eq. (3.28) requires the compu-
tation of NT terms Eq( fk(xn))[ln p(yn| fk(xn))] for k = 1, ...,T and n = 1, ...,N, where
the computation of each term as given in Eq. (3.32) has the time complexity of
O(M2). The resulting linear time scaling in T is undesirable. In fact, a well-known
problem with the sparse method using inducing points is that each inducing point
only sculpts out the approximate posterior in a small region of the input space
around it [46]. Consequently, when the range of the inputs is large compared
to this supported range, many inducing points are required to maintain the ac-
curacy of the approximation. This means that, in many applications such as in
time-series settings or in spatial datasets, the number of inducing points must
grow with the number of data points, i.e. M must be scaled with N; and hence
these inducing-point schemes do not reduce the computational complexity. The
mixture-of-experts structures like our model provides a solution for this problem
by dividing the whole input space into small regions each of which belongs to the
responsibility of an expert. In this way, the M inducing points of each expert will
only need to provide support for a smaller region. On the other hand, this means
that instead of scaling the number of inducing points M with the number of data
points N, we need to increase the number of experts T as N grows. So the linear
scaling of the time complexity in T is undesirable for our model.
Here we present a more scalable inference algorithm for which the cost is
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independent of the number of experts T. The key for this cost reduction is to
apply an approximation to the variational distribution q(z) in order to bring some
of the terms q(zn = k) in Eq. (3.28) to zero, and thereby, reducing the total number
of terms Eq( fk(xn))[ln p(yn| fk(xn))] to be computed. To facilitate the integration of
this cost reduction approximation (which will be described in detail in section
3.4.3) and to alleviate the difficulty of optimizing z and U at the same time, we
propose a variational expectation-maximization (EM) algorithm which optimizes
the bound L through repeatedly alternating between the two following steps:
1. E-step: Fix q(h), q(g0), the inducing inputs, the noise variance and the kernel
hyperparameters, and maximize the bound w.r.t. q(z).
2. M-step: Fix q(z) and maximize the lower bound w.r.t. the parameters of
q(h), q(g0), the inducing inputs, the noise variance and the kernel hyperpa-
rameters, using gradient based optimization.
We will now discuss each of the two steps in details. In M-step, the following
equation contains the relevant terms of the bound to be maximized:
L1(D,γ) =
N∑
n=1
T∑
k=1
q(zn = k)Eq( fk(xn))[ln p(yn| fk(xn))]
+
N∑
n=1
Eq( f0(xn))[ln p(yn| f0(xn))] − KL(q(h)||p(h))
− KL(q(g0)||p(g0)). (3.33)
Here γ denotes the vector containing the inducing inputs, the noise variance, the
kernel hyperparameters, and the parameters of q(h) and q(g0). During optimiza-
tion, to maintain positive-definiteness of the covariances Sk for k = 0, ...,T, we
represent them using a lower triangular form Sk = LkLTk , as suggested in [12], and
perform unconstrained optimization of the bound w.r.t. Lk. All the terms in L1
are tractable, and their derivatives w.r.t. mk, Lk, Uk, σk and θk (for k = 0, ...,T) can
be calculated by applying straight-forward algebra (see appendix 8.3).
In the E-step, the lower bound on the log marginal likelihood is maximized
w.r.t. q(z). Because q(h) and q(g0) are fixed, and so are q(f) and q(f0), the objective
becomes
L2(D, q(z)) =Eq(z)
{
Eq(f)[ln p(y|f, z)]
}
− KL(q(z)||p(z)) + const
=Eq(z)
{
Eq(f)[ln
(
p(y|f, z)p(z)
)
]
}
− Eq(z)[ln q(z)] + const
=Eq(z)[ln p̃(y, z)] − Eq(z)[ln q(z)] + const, (3.34)
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where p̃(y, z)) is a new distribution defined by the relation
ln p̃(y, z)) = Eq(f)[ln
(
p(y|f, z)p(z)
)
] + const
= Eq(f)[ln
(
p(y, z|f)
)
] + const.
It can be recognized that (3.34) is the negative Kullback-Leibler divergence be-
tween q(z) and p̃(y, z). Thus maximizing (3.34) is equivalent to minimizing the
Kullback-Leibler divergence, which occurs when q(z) = p̃(y, z), i.e.,
ln q(z) = Eq(f)[ln(p(y|f, z)] + ln p(z), (3.35)
or
N∑
n=1
ln q(zn) =
N∑
n=1
T∑
k=1
Eq( fk(xn))[ln p(yn| fk(xn))
[zn==k]]
+
N∑
n=1
T∑
k=1
ln p(zn = k)[zn==k].
Using the prior over zn given in Eq. (3.15), it can be seen that zn follows a
multinomial posterior distribution, i.e., q(zn=k)=rnk, where rnk =ρnk/
∑T
i=1ρni is the
responsibility of expert k for xn, and ρnk is given by
lnρnk = lnN(xn|mk,V) + Eq( fk(xn))[ln p(yn| fk(xn))] + const. (3.36)
3.4.3 Computational complexity and cost reduction approxima-
tion
We now look into the computational cost of the algorithm and describe approxi-
mation techniques to reduce it.
3.4.3.1 Computational complexity
Assuming that the global GP and each of the local experts have the same number
of inducing points, i.e. M = P, the cost of computing the KL divergences and
their derivatives in (3.33) is O(M3T). Since the number of required inducing
points M is expected to be much smaller than the number of training samples
N, most of the cost will arise from computing the expected likelihood terms
Eq( fk(xn))[ln p(yn| fk(xn))] for k = 0, ...,T and n = 1, ...,N, and their derivatives. This
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computation is required for both steps and has the overall time complexity of
O(NM2T).
3.4.3.2 Cost reduction approximation
We now look at how to reduce the computational cost for each of the two steps.
Hard expert assignment: Here, we present the approximation to reduce the
cost for the M-step through hard expert assignment. In particular, the experts are
assumed to be responsible for disjoint subsets of the inputs, i.e., each data point
is explained by only one expert. This is done by assigning each point to only the
expert of highest responsibility:
zn = argmax
k
rnk = argmax
k
ρnk. (3.37)
The responsibilities are then reassigned as follows:
q(zn = k) = rnk =
1, iff zn = k,0, otherwise. (3.38)
It can be observed that, for the computation of the boundL1 (given by Eq. (3.33))
in the M-step, the term q( fk(xn)) is only needed when q(zn = k) is non-zero, i.e. rnk
is non-zero. With the new MAP expert assignment, this only happens when the
point xn is assigned to expert k. As a result, the time complexity for the M-step is
reduced to O(NM2).
Note that as we assign each data point to only one expert according to (3.37)
and (3.38), the standard EM algorithm presented in Section 3.4.2 is transformed
into a hard EM algorithm. While the standard EM produces a distribution of z in
the E-step, the hard EM is thought of as producing a single output for z given by
z∗ = argmax
z
p̃(y, z). (3.39)
The interested reader is referred to [47] for more details on the hard EM algorithms.
It has been noted in [47, 48, 49, 50] that the E-step of the hard EM maximizes the
following objective function w.r.t. q(z):
Ĺ2 = Eq(z)[ln p̃(y, z)]. (3.40)
We notice that the entropy term −Eq(z)[ln q(z)], which is previously included in
the objective function L2, is no longer presented in Ĺ2. As a result, the overall
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objective function for the hard EM algorithm (including both the E and the M
steps) is given by
Ĺ =
N∑
n=1
T∑
k=1
q(zn = k)Eq( fk(xn))[ln p(yn| fk(xn))]
+
N∑
n=1
Eq( f0(xn))[ln p(yn| f0(xn))] − KL(q(h)||p(h))
− KL(q(g0)||p(g0)) + Eq(z)[ln p(z)]. (3.41)
Since the entropy term −Eq(z)[ln q(z)] is non-negative, we have Ĺ2 ≤ L2 and
Ĺ ≤ L ≤ ln p(y,y0). Therefore, Ĺ is also a lower bound of the log marginal
likelihood, but this new lower bound is not as tight as the original boundL. Since
both the E and the M steps of the hard EM algorithm only increase the value of
the bound Ĺ, which is upper-bounded by the maximum value of the log marginal
likelihood, the hard EM algorithm will eventually converge to a (local or global)
maximum, similar to the standard EM algorithm.
Fast expert assignment: Next, we discuss the approximation to reduce the
computational cost for the E-step through fast expert assignment. The current
computational complexity of the E-step is O(NM2T), which arises from the com-
putation of ρnk according to Eq. (3.36). We can observe that the right hand side of
Eq. (3.36) comprises two terms similar to those in [19]. The first term increases
as the distance between xn and the expert center mk decreases. The second term,
measuring the quality of prediction by expert k, increases when xn is similar to
the inducing inputs of the expert. This is more likely when xn is closer to mk, i.e.,
when the first term increases. This observation allows us to bypass the expensive
computation of the second term in Eq. (3.36), and replace the expert assignment
given in Eq. (3.37) with a simplified expert assignment:
zn = argmax
k
N(xn|mk,V). (3.42)
As a result, the overall time complexity of the proposed algorithm is reduced to
O(NM2).
3.4.4 Stochastic optimization
Since the objective function (3.28) is given as the sum over N data points, we can
optimize it in a distributed fashion by parallelizing the computation over the data
points, or in a stochastic fashion by selecting a mini-batch of the data at random
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for each iteration. Here we discuss how to use stochastic optimization for our
model in more details. First, we rewrite the objective L1 in Eq. (3.33) as follows
L1(D,γ) =
N∑
n=1
λn − KL(q(h)||p(h)) − KL(q(g0)||p(g0)).
where
λn =
T∑
k=1
q(zn = k)Eq( fk(xn))[ln p(yn| fk(xn))] + Eq( f0(xn))[ln yn| f0(xn)]
In each iteration t, we randomly sample a set of B examples from the data. We
denote the set by S(t). The objective L1 is then approximated by
L̃1(S(t),γ) =
N
B
∑
xi∈S(t)
λi − KL(q(h)||p(h)) − KL(q(g0)||p(g0)),
as though S(t) is replicated N/B times to form the dataset. The full algorithm with
stochastic optimization is presented in Algorithm 1. The algorithm has the time
complexity of max(O(BM2),O(M3)) and the memory cost of max(O(BM),O(M2)).
As previously mentioned in Section 3.4.1, in order to enable the decompos-
ability of the lower bound L1 and hence stochastic optimization, the variational
distributions of the inducing variables are represented explicitly using the pa-
rameters mk and Lk for k = 0, ...,T. The drawback is that (T + 1)M(M + 3)/2 extra
parameters are to be optimized, and the joint search space of these parameters is
huge for a large number of experts T. However, as we will see in the experiments
presented in Section 3.5, especially in the experiments with varying number of
experts (up to 100 experts) presented in Subsection 3.5.3, the proposed method
has no problem handling a moderately large number of experts.
3.4.5 Prediction
The predictive distribution for an unseen data point x∗ is
p(y∗|x∗,y) =
T∑
k=1
p(z∗ = k|x∗,y)p(y∗|x∗,y, z∗ = k). (3.43)
That means the final prediction at x∗ is the weighted average of the predictions
from T experts with the weights given by p(z∗ = k|x∗,y). In practice, we find that
the prediction by the expert with highest possibility p(z∗ = k|x∗,y) is better than the
weighted prediction. This may be due to the fact that each data point is assigned
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Algorithm 1 Model inference with stochastic optimization
1: Initialize the inducing inputs, the noise variance, the kernel hyperparameters,
q(h), q(10) and q(z).
2: Set the learning rate α and the batch size B.
3: repeat
4: Sample a set S(t) of B examples randomly.
5: Update zn and q(zn) according to Eq. (3.42) and Eq. (3.38), ∀xn ∈ S(t).
6: Calculate the gradient ∇γL̃1(S(t),γ).
7: Update the current estimate of γ,
γ(t) = γ(t−1) − α∇γL̃1(S(t),γ)
8: until convergence.
to only one expert during training and therefore, the experts has been learned to
specialize in disjoint subsets of the inputs. The predictive distribution at x∗ by an
expert k can be estimated as
p(y∗|x∗,y, z∗ = k)=
∫
p(y∗| f ∗)p( f ∗|x∗,y, z∗ = k)d f ∗, (3.44)
where
p( f ∗|x∗,y, z∗=k)=
∫
p( f ∗|fk,hk,g0)p(fk,hk,g0|y)dfkdhkdg0
≈
∫
p( f ∗|fk,hk,g0)p(fk|hk,g0)q(hk)q(g0)dfkdhkdg0
=
∫
p( f ∗|hk,g0)q(hk)q(g0)dhkdg0. (3.45)
The last integral in Eq. (3.45) results in a normal distribution similar to that in
Eq. (3.30). The predictive distribution at x∗ given in Eq. (3.44) can be computed
by simply adding the noise variance σ2k to the variance of the above normal
distribution.
3.5 Experiments
In this section, we present experiments with datasets of varying size to investigate
different aspects of the proposed model. The section is organized as follows.
Subsection 3.5.1 discusses the experimental methods including the experimental
setup and the performance measures. Subsection 3.5.2 analyzes the effects of the
number of global and local inducing points on the performance of the proposed
model. Subsection 3.5.3 tests the model using the varying number of experts.
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Subsection 3.5.4 evaluates the ability of the model to handle non-stationarity
using two toy datasets. Subsection 3.5.5 presents the experiments to compare the
performances of various relevant and representative GP regression methods for a
number of medium-sized benchmark datasets. Finally, Subsection 3.5.6 evaluates
the performances of the proposed method on large-scale datasets using stochastic
optimization.
3.5.1 Experimental methods
3.5.1.1 Experimental setup
Each experiment is carried out on a system with Intel R© CoreTM i7-4770 CPU
at 3.40GHz with 8GB RAM. We use the squared exponential (SE) kernel with
automatic relevance determination (ARD) for all the tested GP regression methods
in all experiments.
Besides the proposed model - the variational hierarchical mixture of GP expert
(HMGP), the following GP regression methods are repeatedly studied in our ex-
periments: the GP with stochastic variational inference (SVI) [36], the fully independent
training conditional (FITC) method [10], the partially independent conditional (PIC)
method [41] and the fast allocated mixture of GP experts (FGP) [19]. The information
regarding the implementation of these methods are as follows. FITC, PIC and
FGP are implemented in MATLAB, where optimization is carried out using the
LBFGS-B optimizer [51] from GPML package [52] . SVI and the proposed model
HMGP are implemented in Python using ADADELTA optimizer [53] from climin
package [54] for learning hyper-parameters and inducing inputs. ADADELTA is
chosen for supporting stochastic optimization. We use the implementations of
FITC and PIC from GPML package, SVI from GPy package [55] and FGP from
the its Github repository 1. In addition to these methods, a number of other GP
regression methods are evaluated and discussed in Subsection 3.5.6.
We note that HMGP refers to the proposed model with the cost reduction
approximation presented in Section 3.4.3. For each experiment with HMGP,
the number of global inducing points is set to be the same as the number of
local inducing points per expert, except for the experiments in section 3.5.2. The
prediction by HMGP for each test points x∗ is based on the prediction of the expert
k which has the highest possibility p(z∗ = k|x∗).
1https://github.com/trungngv/fgp
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3.5.1.2 Performance measures
We use the Root-Mean Square Error (RMSE), the Standardized Mean Squared
Error (SMSE) and the Mean Standardized Log Loss (MSLL) to measure the quality
of the predictions on the test sets. The RMSE is defined as
RMSE =
√〈
(y∗ − µ∗)2
〉
, (3.46)
where 〈.〉 averages over the test data, y∗ and µ∗ are the real target value and the
predicted mean value at test sample x∗, respectively. The SMSE is given as the
mean squared error of the tested predictor normalized by the variance of the
targets of the test cases:
SMSE =
〈
(y∗ − µ∗)2
〉
/
〈
(y∗ − ȳ)2
〉
, (3.47)
where ȳ is the mean value of the test targets. While RMSE has values approxi-
mately between 0 and the standard variation of the sampled targets, SMSE is the
standardized measure with values approximately between 0 and 1.
The MSLL is obtained by averaging − log p(y∗|D, x∗) (which is the negative log
probability of the real test target value against the predictive distribution) over
the test set and then subtracting the same score of a trivial model (which predicts
using a Gaussian with the mean and variance of the training data). MSLL takes
into account the predictive variances while RMSE and SMSE do not. The lower
are these measurements, the better is the predictor. In general, MSLL and SMSE
are more widely used to measure the performance of Gaussian process regression
algorithms than RMSE since they are less sensitive to the overall scale and mean
value of the target values [57].
3.5.2 Experiments with varying number of inducing points
First, we analyze the effects of the number of global and local inducing points on
the performance of the proposed HMGP method. In the experiments, HMGP is
tested on three datasets kin40k (8 dimensions, 10000 training, 30000 test)2, pole-
telecom (26 dimensions, 10000 training, 5000 test)4, and sarcos (21 dimensions,
44484 training, 4449 test)3 using varying numbers of global and local inducing
points: 50, 100 and 200. The number of local experts is fixed to 3. The performance
in terms of SMSE and MSLL is reported in Table 3.1.
2Available from http://www.cs.toronto.edu/˜delve/data/datasets.html
3Available from http://homepages.inf.ed.ac.uk/ckiw/code/gpr_approx.html
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Table 3.1: Performance of HMGP in terms of SMSE and MSLL using different
numbers of global and local inducing points.
(a) kin40k dataset
SMSE MSLL
Local
Global
50 100 200 50 100 200
50 0.0706 0.0555 0.0364 -1.456 -1.568 -1.823
100 0.0706 0.0555 0.0364 -1.497 -1.624 -1.836
200 0.0548 0.0500 0.0362 -1.645 -1.682 -1.838
(b) pole-telecom dataset
SMSE MSLL
Local
Global
50 100 200 50 100 200
50 0.0134 0.0094 0.0077 -2.234 -2.294 -2.351
100 0.0121 0.0094 0.0076 -2.365 -2.369 -2.416
200 0.0115 0.0093 0.0075 -2.448 -2.450 -2.452
(c) sarcos dataset
SMSE MSLL
Local
Global
50 100 200 50 100 200
50 0.0210 0.0195 0.0193 -2.162 -2.193 -2.203
100 0.0168 0.0164 0.0151 -2.249 -2.265 -2.303
200 0.0142 0.0127 0.0125 -2.320 -2.358 -2.373
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It can be observed that increasing the number of global or local inducing
points generally improves the performance of HMGP in terms of both SMSE and
MSLL. However, the impact of increasing the number of global or local inducing
points on the performance varies across different datasets. For the kin40k dataset,
a moderately simple dataset, increasing the number of global inducing points
improves the performance more significantly than increasing the number of local
inducing points. The opposite trend is observed for the sarcos dataset, a highly
complex nonlinear one. In this dataset, an increase of local inducing points has
more impact on the performance than an increase of global inducing points.
The pole-telecom dataset is somewhere in between kin40k and sarcos in complex-
ity. The experimental results for this dataset in Table 3.1 exhibit that increasing the
number of global inducing points gives a higher improvement in terms of SMSE
and a lower improvement in terms of MSLL than those achieved by increasing
the same number of local inducing points. In such a dataset, choosing a balanced
number of global and local inducing points is generally a good choice.
3.5.3 Experiments with varying number of experts
Here we test the proposed HMGP model with and without the cost reduction
approximation (presented in Section 3.4.3) using the varying number of experts
T on a spatial dataset. As previously mentioned, when the range of the inputs is
large compared to the supporting range of an inducing point such as in time-series
or spatial datasets, the number of experts T needs to increase as the number of
data points grows. So the linear scaling of the time complexity in T is undesirable
for HMGP. The cost reduction approximation was introduced in order to reduce
the time complexity of HMGP from O(NM2T) to O(NM2). This experiment aims
to evaluate the effectiveness of this cost reduction approximation.
We use the monthly price paid data 4 in England and Wales for the period of
February to October 2016, and filter for apartments resulting in a dataset with
76,919 entries. Each entry contains a postcode of the apartment for which we
cross-reference against a postcode database to get the geographical coordinates:
the latitude and longitude. The normalized logarithmic apartment prices are then
regressed on the geographical coordinates. We randomly select 10,000 data points
as a test set and use the remaining for training. This dataset is similar to that used
in [36], where the data was for year 2012.
We compare the models before and after applying the cost reduction approx-
imation, which are denoted as HMGP-b and HMGP, respectively. We also use
4The data are available from http://data.gov.uk/dataset/
land-registry-monthly-price-paid-data/ (accessed 02-Octorber-2017).
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SVI [36] as baseline for comparison. SVI can be considered as a special case of
HMGP where the lower layer comprising local experts is removed. Different num-
bers of local experts T are used for HMGP and HMGP-b. For each method and
each T value, the number of inducing points is varied to trace-out speed-accuracy
frontiers. The resulted SMSE and MSLL measurements are plotted against the
training time in Figure 3.2. Note that for HMGP and HMGP-b, the number of
global inducing points is set to be equal to the number of local inducing points
per expert, i.e., P = M. Learning proceeds until convergence or until 1,000 itera-
tions are reached. As seen in Figure 3.2, HMGP-b and HMGP achieve the similar
SMSE and MSLL measurements given the same number of experts and inducing
points. However, the training time of HMGP-b is much longer. This is due to the
time complexity of O(NM2T) and O(NM2) for HMGP-b and HMGP, respectively.
The prohibitive training time prevents us from testing HMGP-b for T > 10. For
HMGP, using 2 experts it has similar speed-accuracy performance as SVI. As the
number of experts increases from 2 to up to 100, the speed-accuracy performance
of HMGP keeps improving; it achieves lower SMSE and MSLL with only slightly
increased training time given the same number of inducing points. Thanks to the
cost reduction approximation technique.
3.5.4 Experiments on small-sized datasets
Next, we evaluate the ability of the model to deal with non-stationarity using a
small-sized dataset where regression result can be easily visualized. Here we use
the motorcycle dataset [56], which contains 133 data points with input-dependent
noise as shown in Figure 3.3. Four other GP regression methods are used in this
experiments: FGP [19], FITC [10], PIC [41] and the full GP. FGP is a mixture
of GP experts in which each expert uses only local information. All the tested
approximation methods except PIC have the time and memory complexity of
O(NM2) and O(NM), respectively, where M is the total number of inducing points
for FITC, and the number of inducing points per experts for FGP and HMGP. PIC
has the time and memory complexity of O(NP2) and O(NP), where P = max(M,C):
M is the number of inducing points and C is the size of clusters, assuming that
all the clusters have the same size. In this experiment, we use 2 experts and 20
inducing points per expert in FGP and HMGP (M = 20). In PIC, a similar setting is
used: 20 inducing points (M = 20) and 2 clusters which are formed using k-mean
algorithm (C > 20 though). FITC is tested with two different settings: M = 20
and M = 40. We train each method 5 times and select the trained model with the
smallest objective value at convergence.
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Figure 3.2: SMSE and MSLL as functions of training time for the apartment price
dataset for different GP approximation methods and different T values. Points
on each line are annotated with the number of inducing points. Faster and more
accurate approximation methods are located towards the bottom left corner of the
plots.
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Figure 3.3: Test results for motorcycle data using HMGP, FGP, FITC, PIC and full
GP. Training data are marked with red crosses. Green dots are samples drawn
from the predictive distribution evaluated at evenly spaced points (100 samples
per point). Solid black line represents the predictive mean. In the top two figures,
the predictive means by the two experts represented by red dashed and blue
dotted lines are overlaid by the final combined predictive means (solid black
line). See electronic color image.
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Figure 3.4: Test results for motorcycle + sine data using HMGP, FGP, FITC, PIC
and full GP. Training data are marked with red crosses. Green dots are samples
drawn from the predictive distribution evaluated at evenly spaced points (100
samples per point). Solid black line represents the predictive mean. In the top
two figures, the predictive means by the two experts represented by red dashed
and blue dotted lines are overlaid by the final combined predictive means (solid
black line). See electronic color image.
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Figure 3.3 presents the results obtained by the six predictors. For HMGP, the
first expert models the beginning part of the data where the noise level is low, and
the second expert depicts the remaining part where high noise level is presented.
This result shows the ability of the proposed method to handle non-stationarity in
the data. In this respect, FGP obtains similar result. However, since the proposed
method uses both global information and local data, it gives a smoother transition
between the two experts while FPG generates a big gap at the boundary. Finally,
FITC, PIC and the full GP are not able to model the varying noise level across the
dataset, which results in a poor predictive distribution (notice the high predictive
variances at the beginning part of the data).
Next we consider a more realistic situation in practical regression problems,
where a common trend is observed across the entire dataset. To simulate this
situation, we modify the motorcycle dataset by adding a sine function to its outputs:
y = x + 30 sin(x). This yields a highly non-linear dataset. The results of the six
tested methods are shown in Figure 3.4. For FPG, the first expert depicts the
first part of the data pretty well. However, the second expert is confused by
the high noise level in the later part of data, and hence it is not able to model
the non-linearity in the data. FITC using 20 inducing points detects common
trend of the data but cannot account for such high non-linearity with a small
number of global inducing points. FITC with an increased number of inducing
points (M = 40) results in better predictive means but it still over-estimates the
predictive variances at the beginning part of the data. PIC and the full GP give
good predictive mean, but they cannot model the different noise levels in the
dataset for a good predictive distribution. In contrast, the proposed method
using both global and local information with separate hyper-parameter sets for
the experts performs well on this dataset. In addition, in PIC, k-mean algorithm
does not take into account the varying noise levels in finding a suitable cluster
boundary for the inference, which results in a big gap between two clusters (at
around data point 32). In our method, the inference and gating network learning
are done simultaneously giving a smoother transition at the expert boundaries.
3.5.5 Experiments on medium-sized datasets
In this section, we evaluate the predictive performance of our model on 5 medium-
sized benchmark datasets: kin40k (8 dimensions, 10000 training, 30000 test)5,
pumadyn32nm (32 dimensions, 7168 training, 1024 test)7, pole-telecom (26 dimen-
sions, 10000 training, 5000 test)7, chem (15 dimensions, 31535 training, 31536 test)6,
5Available from http://www.cs.toronto.edu/˜delve/data/datasets.html
6Available from http://homepages.inf.ed.ac.uk/ckiw/code/gpr_approx.html
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and sarcos (21 dimensions, 44484 training, 4449 test)8. We use the same training/test
splits as in [19, 57, 58].
We compare the performance of the proposed method (HMGP) to a number of
the state-of-the-art GP regression methods: FITC [10], PIC [41], FGP [19], SVI [36],
and the local mixture of GP experts (LMGP). LMGP is actually a special case of our
proposed method when the global sparse GP in the upper layer is removed. In this
special case, the predictor is left with a set of local GP experts, and therefore makes
use of only local information. FITC and SVI use only global information where
the entire dataset is summarized by a set of inducing points, while FGP makes
use of only local information. Finally, PIC uses both global and local information.
The experiment thus allows us to examine whether combining global and local
information in our method provides any performance improvement over using
either one alone.
No stochastic optimization is used in this experiment, i.e., all the training
data points are used in each iteration. All the tested methods have the time and
memory complexity of O(NM2) and O(NM), respectively, where M is the total
number of inducing points for FITC and SVI, the number of inducing points per
experts for FGP, LMGP and HMGP, and the size of clusters in PIC (assuming that
all the clusters have the same size). We choose M = 500 for all the methods. In
PIC, since we cannot guarantee that all the clusters have the same size, we choose
the number of clusters such that the average cluster size is 500, and use k-means
algorithm for clustering. We also fix the number of clusters in FPG, LMGP and
in the lower-layer of HMGP to 3 in all of the experiments. Each method is run
5 times, and each run is started with different random seeds. The performance
is evaluated in terms of the standardized mean squared error (SMSE) and mean
standardized log loss (MSLL), which measure the accuracy and confidence of the
prediction, respectively.
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Figure 3.5: SMSE and MSLL as functions of training time for the kin40k dataset.
51
3.5. Experiments
102 103 104
Time (s)
0.030
0.035
0.040
0.045
0.050
0.055
0.060
0.065
0.070
S
M
S
E
HMGP
FPG
FITC
SVI
LMGP
102 103 104
Time (s)
−1.8
−1.7
−1.6
−1.5
−1.4
−1.3
−1.2
−1.1
−1.0
M
S
LL
HMGP
FPG
FITC
SVI
LMGP
Figure 3.6: SMSE and MSLL as functions of training time for the pumadyn32nm
dataset. Since the performance of PIC is very poor on this dataset, it has been
removed from the plots to increase their resolutions.
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Figure 3.7: SMSE and MSLL as functions of training time for the pole-telecom
dataset.
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Figure 3.8: SMSE and MSLL as functions of training time for the chem dataset.
The optimization process of all the methods is run until convergence or until
1, 000 iterations are reached, whichever is the earlier. Figs. 3.5 to 3.9 illustrate
the SMSE and MSLL as functions of training time for all the tested methods.
In addition, the average performance measures and training times of the tested
methods over 5 runs together with their standard deviations are reported in Table
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Figure 3.9: SMSE and MSLL as functions of training time for the sarcos dataset.
Table 3.2: Test results, which include SMSE and MSLL, and training time (along
with their respective standard deviations in brackets), for five different benchmark
datasets: kin40k, pumadyn32nm, pole-telecom, chem and sarcos. Results are the
averages over 5 trials, along with the standard deviation. The best performances
are given in bold.
kin40k pumadyn32nm pole-telecom chem sarcos
SM
SE
HMGP .022 (± .000) .044 (± .001) .006 (± .000) .021 (± .004) .009 (± .001)
SVI .039 (± .000) .045 (± .001) .010 (± .000) .056 (± .002) .018 (± .005)
LMGP .055 (± .000) .052 (± .001) .019 (± .000) .128 (± .001) .017 (± .003)
FITC .053 (± .001) .044 (± .001) .039 (± .001) .113(± .009) .017 (± .001)
FGP .053 (± .003) .053 (± .002) .020 (± .001) .135 (± .052) .013 (± .001)
PIC .034 (± .002) 1.200 (± .053) .015 (± .000) .050(± .002) .012 (± .002)
M
SL
L
HMGP -2.069 (± .061) -1.559 (± .024) -2.507 (± .115) -2.251 (± .052) -2.484 (± .065)
SVI -1.785 (± .083) -1.557 (± .023) -2.228 (± .016) -1.571 (± .006) -2.093 (± .119)
LMGP -1.737 (± .031) -1.389 (± .015) -2.427 (± .101) -1.680 (± .020) -2.164 (± .064)
FITC -1.992 (± .025) -1.559 (± .036) -2.847 (± .012) -2.091 (± .041) -2.279 (± .025)
FGP -2.031 (± .023) -1.402 (± .021) -3.294 (± .176) -2.209(± .245) -2.427 (± .045)
PIC -1.851 (± 0.017) 0.712 (± 0.047) -2.431 (± .024) -2.163 (± .250) -0.817 (± .045)
Tr
ai
ni
ng
ti
m
e
(s
) HMGP 4147 (± 74) 4109(± 154) 6059 (± 226) 14603 (± 317) 20679 (± 1782)
SVI 2576 (± 52) 2514 (± 112) 3304 ± 203) 9217 (± 212) 13778 (± 1088)
LMGP 2262 (± 101) 1686 (± 247) 2544 ± 350) 5793 (± 363) 7449 (± 542)
FITC 8128 (± 235) 7519 (± 738) 13844(± 1325) 17334 (± 312) 32832 (± 1842)
FGP 3124 (± 137) 6402 (± 349) 6588 (± 146) 17804 (± 1069) 23715 (± 362)
PIC 3251 (± 295) 2835 (± 272) 23412 (± 5770) 36472 (± 1328) 33671 (± 2174)
3.2. First, from Table 3.2, we observe that HMGP requires a longer training time
than SVI and LMGP. In fact, the training time of HMGP is approximately equal
to the sum of training times of SVI and LMGP. However, it can be seen from
Figs. 3.5 to 3.9 that of all the tested models, HMGP is the most efficient one in
terms of the time-accuracy trade-off, except for the time-MSLL trade-off in the
pole-telecom dataset. Second, the results in Table 3.2 show that HMGP also gives
the best performance in terms of both accuracy (SMSE) and prediction confidence
53
3.5. Experiments
(MSLL). This applies to all datasets, except for the pole-telecom dataset, where FGP
has a lower MSLL, but a much higher SMSE. HMGP provides significant gains in
terms of SMSE compared to the second best predictor in 4 out of 5 datasets (35.3%
in kin40k, 40% in pole-telecom, 58% in chem and 25% in sarcos).
Note that the results for HMGP, SVI and LMGP on the kin40k, pole-telecom,
and sarcos datasets in Table 3.2 are consistent with the analysis in section 3.5.2.
In particular, whenever SVI performs better than LMGP, then an increase in the
number of global inducing points will improve the performance more significantly
than an increase in the number of local inducing points. The opposite is also true.
3.5.6 Experiments on large datasets
In this section, we evaluate the performance of the proposed method using
stochastic optimization on two large-scale datasets: the Million Song dataset [59]
and the US flight dataset [36]. Here we briefly discuss about the GP regression
methods that are used for comparison in this section, before giving details regard-
ing the experiments on each of the two aforementioned datasets.
3.5.6.1 GP regression methods for comparison
The following relevant and representative GP regression methods are studied in
this section:
• HGMP with and without stochastic optimization (denoted as HMGP-S and
HMGP, respectively)
• SVI with and without stochastic optimization (denoted as SVI-S and SVI,
respectively) [36]
• FGP [19]
• Local-FITC [19]
• Variational sparse spectrum approximation to GP (VSSGP) [60]
• Variational PIC [37]
• Distributed low-rank-cum-Markov approximation (Distributed LMA) [34]
• Subset of data points (SOD) [33]
In Local FITC, the training data is randomly divided into small clusters and a
FITC model is separately trained on each cluster. In SOD, a subset of data points
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from the training set is used for training a full GP. In VSSGP, the GP’s stationary
covariance function is decomposed into an infinite Fourier series, which is then
approximated by a finite one. In variational PIC, [37] apply a reverse variational
inference procedure to derive a stochastic natural gradient ascent method that
can achieve asymptotic convergence to the predictive distribution of PIC. Both
VSSGP and variational PIC are amendable to stochastic optimization. In LMA
[61], the low-rank approximation of a GP, which is based on inducing points and
block structure of input space, is complemented with a Markov approximation of
the resulting residual process. Distributed LMA is a distributed implementation
of LMA. It allows the observation noise variance to vary across the input space
by representing it as a finite realization of a Gaussian Markov random process.
Table 3.3 gives the time and memory complexity of the methods evaluated in this
section. It is unclear how much memory is required for distributed LMA from
[34], hence, this information is not given in Table 3.3.
The implementation of FGP, HMGP(-S) and SVI(-S) have been discussed in the
experimental setup (Section 3.5.1.1). Local FITC and SOD are implemented based
on GPML package which is written in MATLAB. They use the LBFGS-B algorithm
for optimization. For VSSGP, we use its Github source code 7, which is written in
Python. Like for HMGP(-S) and SVI(-S), ADADELTA optimizer is used for VSSGP
to support stochastic optimization. The implementations for variational PIC and
distributed LMA are also from their Github repositories 8 9. Both variational
PIC and distributed LMA are written in C++. Their authors implement their
own optimizers. We leave this intact since it is non-trivial to implement and
integrate LBFGS-B or ADADELTA optimizer to their C++ code base. In addition,
incorporating LBFGS-B does not seem to improve the performance (Quang Minh
Hoang, personal communication, Oct 12, 2017). To make sure that the optimizers
that come with variational PIC and distributed LMA are used efficiently, for each
experiment on these methods, we try different configurations for the optimizers
(i.e., different learning rates and decay parameters), and report the best results
across those configurations. K-mean algorithm is used to partition training sets
into blocks for variational PIC and distributed LMA.
3.5.6.2 Experiments on the Million Song dataset
First, we use the Million Song dataset [59]. We use the exact split as in [19], in
which 100, 000 and 51, 630 songs are used for training and testing, respectively.
7Code for VSSGP is available from https://github.com/yaringal/VSSGP
8Code for variational PIC is available from https://github.com/qminh93/RVGP
9Code for distributed LMA is available from https://github.com/qminh93/dSGP_ICML16
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Each song has 90 acoustic features based on which its year of release is to be
predicted.
We test the proposed method with and without stochastic optimization (HMGP-
S and HMGP), and compare it with 8 other GP predictors: SVI, SVI-S, FGP, Local-
FITC, VSSGP, variational PIC, distributed LMA and SOD. As suggested in [19],
when using a single machine to train such a large dataset, the choice regarding
the sparsity and complexity of the predictors should be directed by the memory
limit of the computer. In this experiment, subject to the memory limit of the
computer which is 8 GB, we set M = 300 for FGP, local-FITC, SVI, HMGP and
distributed LMA. For SVI-S, HMGP-S, VSSGP and variational PIC, the use of
stochastic optimization allows more inducing points to be used given the same
time and memory complexity. For these methods, we set B = M = 2000, which
results in a similar time complexity as the other compared methods and a lower
memory complexity. In SOD, 2000 data points is randomly sampled for training
and the rest is discarded. We use 3 experts (or clusters) for HMGP, FGP and local-
FITC. Optimization is run until convergence or until 1,000 iterations is reached,
whichever is earlier.
The performances in terms of SMSE and MSLL of all the methods are given
in Table 3.4. The results are averaged over 5 runs. The training time of VSSGP
is not available since its Github code runs on GPU. The MSLL measure for the
distributed LMA is also not available since predictive variances are not generated
from its source code. It can be seen from Table 3.4 that HMGP and HMGP-S
give the best performances among the compared methods. With stochastic opti-
mization, HMGP-S requires a shorter training time while achieving a comparable
predictive performance to HMGP.
We notice that variational PIC and distributed LMA perform poorly on this
dataset. One factor that might contribute to these poor performances is that even
though the partitioning of the input space into blocks and especially the selection
of inducing inputs have a great impact on the performance of these methods, they
are carried out in advance and are independent of the inference of the models. In
particular, the partitioning of the input space into blocks is done using an external
clustering algorithm (k-mean algorithm in this case). The inducing inputs are then
calculated for each block as the weighted averages of the randomly selected data
points from the block and the block center. On high-dimensional datasets like
this, the partitioning result from such an external clustering algorithm is noisy,
unreliable and non-optimal for the inference of the GP approximation methods.
In HMGP, the clustering and the inference including the learning of inducing
inputs are done simutaneously, the results from the inference can improve the
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clustering and vice versa, hence it does not have the same pitfall as the above
methods.
Table 3.3: The time and memory complexity of several GP regression methods
studied in Section 3.5.6. The second column indicates where the method is amend-
able to stochastic optimization. N is the size of the training set. B is the batch size
when using stochastic optimization.
Method S? Time Memory Notes
HMGP-S
√
max(O(BM2),O(M3)) max(O(BM),O(M2)) M: the number of inducing points per expert
HMGP O(NM2) O(NM) M: the number of inducing points per expert
SVI-S
√
max(O(BM2),O(M3)) max(O(BM),O(M2)) M: the number of inducing points
SVI O(NM2) O(NM) M: the number of inducing points
FGP O(NM2) O(NM) M: the number of inducing points per expert
Local-FITC O(NM2) O(NM) M: the number of inducing points per clusters
SOD O(M3) O(M2) M: the size of the subset
VSSGP
√
max(O(BM2),O(M3)) max(O(BM),O(M2)) M: the number of inducing frequencies
Variational PIC
√
max(O(BM2),O(M3)) max(O(BM),O(M2)) M: the larger between the number of inducing
points and the cluster size
Distributed LMA O(NM2) - M: the larger between the number of inducing
points and the block size
Assume that a single-core machine is used.
Table 3.4: Performance (the average SMSE, MSLL and training time) of different
methods, on the Million Song dataset; the best performance is indicated in bold
typeface. The numbers in brackets indicate the standard deviation over 5 runs.
Method SMSE MSLL Training time (hours)
HMGP-S 0.690 (± 0.003) -0.217 (± 0.015) 6.5
HMGP 0.678 (± 0.002) -0.216 (± 0.014) 18.8
SVI-S 0.705 (± 0.003) -0.177 (± 0.011) 3.1
SVI 0.701 (± 0.005) -0.185 (± 0.008) 11.8
FGP 0.712 (± 0.004) -0.214 (± 0.017) 16.2
Local-FITC 0.732 (± 0.007) -0.207 (± 0.024) 15.4
SOD 0.787 (± 0.013) -0.114 (± 0.024) 3.7
VSSGP 0.700 (± 0.004) -0.098 (± 0.011) -
Variational PIC 0.981 (± 0.001) 6.730 (± 0.024) 18.8
Distributed LMA 0.969 (± 0.001) - 46.9
3.5.6.3 Experiments on the US flight dataset
The second large-scale dataset we consider is the US flight dataset [36]. This dataset
contains information about all commercial flights in the USA from January 2008
to April 2008. The aim is to predict the delay in reaching the destination based on
8 attributes: age of the aircraft, distance to be covered, airtime, departure time,
arrival time, day of the week, day of the month and month. The dataset consists of
more than 2 million points after removing instances with missing values. For this
experiment, we use two different setups for sampling the training/test sets from
the US flight dataset. The first setup is similar to that used in [36] in which the
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first 800K points from the dataset are selected and then split randomly into 700K
and 100K points for training and testing. In the second setup, 100K points are
randomly picked from the entire original dataset for testing; and the remaining
points are used for training. Hereinafter, we refer to these two setups as the
Flight-700K and Flight-All splits. To perform GP regression on such a large-scale
dataset as in the second setup using a single computer, stochastic optimization
is required. To be compatible with the experiments in [36], RMSE is used as the
performance measure for this dataset.
Compare in terms of the performance-time trade-off: We first compare
HMGP-S and SVI-S in terms of the performance-time trade-off using the two
aforementioned training/test splits. This is done by plotting the accuracy mea-
surement RMSE as functions of training time. The result is shown in Fig. 3.10.
Each of the two models HMGP-S and SVI-S is tested with two different numbers
of inducing points of 100 and 200, and the same batch size of 5000. HMGP-S is
tested with 3 and 30 experts. All the methods are run until convergence or until
10,000 optimization iterations are reached, whichever is earlier. Even though SVI-
S takes less time than HMGP-S to complete one optimization iteration, it can be
observed from the plot that HMGP-S using either 3 or 30 clusters is more efficient
than SVI-S in terms of the accuracy-time trade-off.
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Figure 3.10: RMSE as a function of training time for the US flight dataset using
the Flight-700K and Flight-All splits for HMGP and SVI. Faster and more accurate
approximation methods are located towards the bottom left corner of the plots.
Compare in terms of the final RMSE at convergence: Finally, it is interesting
to compare the performance of HMGP-S in the US flight dataset to those of VSSGP
and variational PIC, which have been reported to give very good performances
in this dataset. Since VSSGP code runs on GPU, and variational PIC uses its own
optimizers, it is infeasible to compare their performance-time trade-offs as we
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previously did with HMGP-S and SVI-S. Therefore, we compare the performances
of HMGP-S, SVI-S, VSSGP and variational PIC in the US flight dataset in terms of
the final RMSE achieved when their optimization processes arrive at convergence
or when a maximum number of optimization iterations is reached, whichever is
earlier.
The settings for the above methods are as follows. Stochastic optimization is
used in all the four methods. We set the batch size to 5000, the number of inducing
points/frequencies to 200, and the maximum number of optimization iterations to
10,000. The number of experts for HMGP-S is fixed to 30 in both the Flight-700K
and Flight-All splits. To set the number of blocks for variational PIC, we test it
with different numbers of blocks within the available memory and report the best
result. This corresponds to 3500 blocks in the Flight-700K split and 2000 blocks in
the Flight-All split.
Table 3.5 summarizes the performances of HMGP-S, SVI-S, VSSGP and vari-
ational PIC on the US flight dataset. Again the training time of VSSGP is not
available since its Github code runs on GPU. HMGP gives the best performances
among the four tested methods in both the Flight-700K and Flight-All splits in
terms of RMSE.
Table 3.5: Performances in terms of RMSE of different methods, on the US flight
dataset; the best performances are indicated in bold typeface. The numbers in
brackets indicate the standard deviation over 5 runs. Training time for each
method includes time spent on clustering and model initialization.
Flight-700K Flight-All
RMSE Training time (hours) RMSE Training time (hours)
HMGP-S 31.69 (± 0.01) 3.1 34.61 (± 0.01) 3.4
SVI-S 32.59 (± 0.01) 0.6 35.46 (± 0.02) 0.6
VSSGP 31.88 (± 0.08) - 34.81 (± 0.04) -
Variational PIC 32.59 (± 0.09) 3.8 35.06 (± 0.04) 5.2
Note that since distributed LMA is not amendable to stochastic optimization,
both the Flight-700K and Flight-All splits are too big for it to fit in the memory of
the test computer. However, distributed LMA has been reported in [34] to give an
impressively low RMSE of 16.5 in a similar setup to the Flight-700K split. In that
experiment, a distributed system with 32 computing cores and 96 GB memory is
used. It is clearly that the targets of distributed LMA and the proposed HMGP
method are different. Distributed LMA is designed to handle big data when
abundant computational resources (processors and memory) are available. On
the other hand, HMGP aims to do GP regression on big datasets using limited
computational resources by applying stochastic optimization.
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3.6 Chapter summary
In this chapter, a scalable GP regression method was presented. The proposed
method exploits both global and local information from the training data through
a two-layer hierarchical model with a sparse global GP in the upper layer and
a mixture of sparse GPs in the lower layer. A two-step iterative algorithm was
proposed to minimize a variational lower bound of the log marginal likelihood
leading to rapid learning of all the hyperparameters of the local and global GPs,
the inducing points, and the gating network.
Experimental results were presented which demonstrate the ability of the
proposed model to handle non-stationarity and locality in the data as well as to
model common trends across the entire dataset. Experiments on a wide range
of benchmark datasets showed that the proposed model outperformed many
state-of-the-art sparse GP regression methods. The method also worked well on
large-scale problems using stochastic optimization.
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Gaussian process models are powerful tools for Bayesian classification. How-
ever, like in regression, standard GP models for classification have high computa-
tional complexity for training and inference. This chapter presents a scalable GP
classification method that uses a hierarchical sparse GP model to reduce the com-
putational cost for training and inference, while effectively exploiting both global
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and local information from the training data. Variational inference is used to
derive a lower bound of the log marginal likelihood, which can be maximized for
simultaneous learning of the global GP, the experts, and the gating network. We
explicitly represent the variational distributions of the inducing latent variables
so that the model conditioned on these variables factorizes in the observations,
and thus, the derived lower bound involves only one-dimensional integrals of
the log-likelihoods. This way, it can be computed efficiently without a separate
non-conjugate approximation, which is often required in GP classification to deal
with the non-Gaussian likelihood. Experiments on a wide range of benchmark
datasets demonstrate the advantages of the proposed model, as a stand-alone
classifier or as the top layer of a deep neural network, in terms of scalability and
predictive power.
4.1 Introduction
Gaussian process models are powerful non-parametric tools for Bayesian clas-
sification [25, 62, 63, 64, 65], with two most desirable properties. First, due
to its non-parametric nature, a GP has only a few hyper-parameters that need
to be learned; thus, overfitting in model selection can be avoided. Second,
GPs offer probabilistic prediction with well-calibrated uncertainty - a parame-
ter that is negatively correlated to the confidence with which we can trust their
predictive output. Estimating the prediction uncertainty is important in many
situations. First, if the prediction is used for important decision-making, the
uncertainty should be accounted for to make ‘cautious’ decisions. For exam-
ple, in medical diagnosis, a high prediction uncertainty should lead to rejecting
the result, and requiring attentions from human experts. As another example,
in an autonomous vehicle system, the uncertainty of object segmentation result
can be used to calculate the likelihood of critical events, and results in different
behavioral decisions [3]. Second, the uncertainty can be used as inputs for other
machine learning tasks. For instance, the prediction uncertainty of speech recog-
nition helps improve the performance of a speech translation system [66]. In
addition, prediction uncertainty is also useful in areas such as Bayesian optimiza-
tion [20], reinforcement learning [21], and active learning [22]. Besides being
good stand-alone generic classifiers or regressors, GPs can also be combined with
a deep neural network to improve the performane of the network, and to enable
it to make probabilistic predictions [67, 68, 69, 70].
As discussed in Chapter 3, the main limitation of GP models is their high
computational complexity, which hinders the application of GP classification to
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large datasets. To overcome this limitation, several approximation methods for
GP classification have been proposed. Similar to those in regression setting, these
approximation methods can be classified into global and local approaches.
Global approximation approaches aim to reduce the computational complexity
of GP regression and classification by summarizing the entire training set with
a small set of inducing points. A review of global approximation methods for
GP regression can be found in Chapter 3. Recently, there has been much interest
in sparse GP approximation for classification. Most of the approaches focus
on extending existing sparse GP regression methods to classification [5, 11, 12].
The sparse GP approximation methods only work well for simple datasets; they
normally cannot account for the non-stationarity and locality in large and complex
datasets.
Local approaches address the non-stationarity and locality in the data by
employing a committee of GP experts. The most popular of which is the mixture
of Gaussian process experts (MoGPE), in which a gating network is used to
divide the input space into regions, and within each region a specific GP expert
is responsible for making predictions. This way, the computational complexity
of GP models is reduced since the storage and inversion of a large kernel matrix
are replaced by those of several smaller ones. MoGPEs in classification settings
suffer the same limitations mentioned in Chapter 3 for MoGPEs in regression
setting. First, since each GP expert in a MoGPEs is independently trained using
only the local data assigned to it, the trained experts are likely to overfit the local
training data. Second, learning in MoGPEs is highly complex since it requires
simultaneous learning of both the experts and the gating network; exact inference
for MoGPEs is intractable, and approximation techniques must be resorted. The
intensive MCMC sampling has been used in MoGPEs for regression [13, 15, 17]
and classification [15], but it can be very slow. In regression setting, variational
inference offers a more flexible and faster alternative to MCMC sampling [18, 19,
39]. However, the inference of MoGPEs for classification is more complicated due
to the non-Gaussian likelihood. Therefore, despite much interest in variational
inference for MoGPEs in regression, extending this framework to classification
is non-trivial. To the best of our knowledge, we are not aware of any publicly
available results on variational MoGPEs for classification.
This chapter presents a GP approximation method for classification that com-
bines the advantages of sparse GP approximation and mixture of GPs to exploit
both the global and local information from the training data. It is essentially a
non-trivial extension from the GP approximation method for regression, which
is previously introduced in Chapter 3. The proposed model for classification has
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a similar two-layer hierarchical structure to the regression model. The upper
layer consists of a sparse GP, which is accompanied by a set of global inducing
points, for coarsely modeling the entire dataset. The lower layer is composed of
multiple GP experts, each of which uses the local information within its input
space for fine-grained modeling. These GP experts share a common prior mean
function modeled by the upper layer to avoid overfitting. A variational inference
algorithm is developed for simultaneous learning of the global sparse GP, the
GP experts and the gating network through maximizing a lower bound of the
log marginal likelihood. The beauty of this method is that the variational lower
bound is formulated in such a way that serves two purposes:
• It can be computed efficiently without a separate non-conjudate approxima-
tion to deal with the non-conjugacy of the likelihood, which is often required
for GP classification.
• It can be optimized in stochastic fashion to allow mini-batch training in
large-scale dataset.
Also in this method, a strategy for automatic inference of the number of experts
is introduced. An extensive experimental study is carried out to demonstrate the
advantages of the model, as a stand-alone classifier or as the top layer of a deep
neural network, in terms of scalability and predictive power.
The rest of the chapter is organized as follows. Section 4.2 reviews the related
work on scalable approximation for GP classification. Section 4.3 presents the pro-
posed method: a hierarchical mixture of GP experts for classification. Section 4.4
presents the experiments and analysis. Finally, Section 4.5 concludes the chapter.
4.2 Related work on scalable approximation for GP
classification
The dominant cost in GP inference is the inversion of the covariance matrix KXX,
which requires a computational time of O(N3), see Equation (2.25). Therefore,
apart from the non-conjugacy approximation for the non-Gaussian likelihood in
GP classification, further approximation is required to reduce the computational
complexity. This also applies for GP regression, where the likelihood is Gaus-
sian, and marginal likelihood and posterior can be computed in closed-form.
The relevant and representative existing scalable approximation methods for GP
classification are listed in Table 4.1. As previously mentioned, scalable GP approx-
imation methods can be classified into global approaches where all the training
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data is summarized by a single set of inducing points, or local approaches where
many local experts are used with each accounting for their own part of data.
Table 4.1: Representative scalable approximation methods for GP classification.
The mark ’-’ means that the non-conjugate approximation is combined with sparse
approximation in a single variational inference framework.
Category Reference Year Short name Scalable approximation Non-conjugate approximation Stochastic
Global
Lawrence et al. [5] 2003 IVM Heuristic selection of inducing points Assumed density filtering 7
Naish-Guzman & Holden [11] 2007 Generalized FITC FITC EP 7
Chai [71] 2012 Multinomial Logit GP Variational - 7
Hensman et al. [12] 2015 SVGP Variational - 3
Hensman et al. [72] 2015 MCMC-SVGP Variational + MCMC - 3
Local Shi et al. [15] 2003 Mixture of GPs Mixture of GP experts + MCMC MCMC 7
Local approximations: The most popular scheme for local GP approximations
is MoGPE in which a gating network divides the input space into regions within
which a specific GP expert is responsible for making predictions. Due to the in-
tractability of the posterior of the expert assignments in MoGPEs, approximation
techniques are often sought. In regression setting, there has been much interest
in variational inference as the approximation technique for MoGPEs [18, 19, 39].
However, extending these variational MoGPEs to classification is non-trivial. To
the best of our knowledge, the only MoGPE for classification has been reported in
[15], which uses the slow MCMC sampling for inference. All of the MoGPEs for
both regression and classification are not amendable to stochastic optimization,
and hence they cannot be easily applied to large-scale problems.
Global approximations: In global (or sparse) approximations, the latent variables
f are summarized by a set of inducing points, which consist of inducing inputs
Z and their corresponding latent variables g. The inducing inputs Z are points
in the input space X, and the inducing variables g are points on the same latent
function as f.
Since most of the sparse approximation schemes for GP classification have
been adapted from those for GP regression, we first look at the sparse approxi-
mation methods for GP regression before discussing their classification counter-
parts. In these methods, the selection of inducing inputs plays an important role
in the approximation efficiency. In early sparse approximation methods, such as
in the projected latent variables [4] and the informative vector machine (IVM)
[5], these points are often picked from the training inputs by selection heuris-
tics. The fully independent training conditional (FITC) method [10] relaxes this
restriction by allowing inducing points from arbitrary locations, which can be
found by minimizing an approximation to the marginal likelihood. Here, the
inducing inputs act like additional model hyperparameters. As they are opti-
mized, the model prior changes in response to training data, leading to over-
fitting. Hence, this selection scheme for the inducing points does not guar-
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antee an optimal solution. In [42], Titsias proposed a variational approach
to sparse GP approximation in which inducing points are found by minimiz-
ing a lower bound of the marginal likelihood. This way, the inducing points are
variational parameters rather than model parameters, and hence, they are not
prone to overfitting. This method has been shown to produce better placement of
inducing points than FITC. In the GP regression method for big data (GPRB)[36],
Hensman et al. reformulated the objective function in [42] with additional param-
eters to enable stochastic optimization, thereby allowing the application of GP to
large scale problems, with millions of training samples.
Applying sparse approximation for GP classification is not straight-forward
because it needs additional approximation for the non-conjugate likelihood. As
pointed out in [12], simply applying a low-rank approximation to the covari-
ance followed by a non-conjugate approximation is not necessarily an effective
method. One of the first approaches in sparse GP classification is the IVM [5].
In IVM, the inducing points are greedily and iteratively picked from the training
data using the differential entropy as the score, and the assumed density filter-
ing is used for non-conjugate approximation. The limitation is that the inducing
points are restricted to be a subset of the data. The generalized FITC [11], an
extension of FITC for GP classification, removes this restriction and proposes an
improvement over the assumed density filtering by using expectation propaga-
tion (EP) for non-conjugate inference. In particular, the generalized FITC employs
the low-rank approximation prior derived in FITC, and combines this prior with
a Bernoulli likelihood. EP is then used to approximate the posterior. The gener-
alized FITC can find solutions which are as good as or better than those found
by IVM. However, like FITC, it has been shown to lead to suboptimal placement
of the inducing points. In addition, there is no clear way to apply distributed
computation or stochastic optimization in the generalized FITC to further reduce
the computational cost. In [71], Chai proposes a variational sparse GP method
for multi-class classification. This method combines a variational approximation
for the multinomial logistic likelihood with the variational sparse approxima-
tion, which has been introduced for regression in [42]. This results in a single
variational lower bound on the marginal likelihood, which can be used to guide
the learning of the model hyperparamters and the optimal positions of inducing
points. However, this method is still not amendable to stochastic optimization.
Recently, stochastic optimization has been successfully adopted for GP classi-
fication to cater for large-scale problems [12, 72]. In [12], Hensman et al. propose
a scalable variational sparse GP classifier (SVGP) by extending the idea of GPRB
[36], which is originally designed for GP regression. This approach inherits the
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two desirable properties of GPRB, which are the ability to place inducing points
optimally and the feasibility of applying stochastic optimization. Later in [72],
a hybrid approximation method, in which MCMC is incorporated into the vari-
ational framework, is proposed. Its aim is to relax the assumption of Gaussian
posteriors in the previous variational inducing point methods [12, 36, 42, 71]. Non-
Gaussian posteriors are permitted through MCMC sampling with the trade-off of
slower learning time.
4.3 Hierarchical GP classifier
This section presents the proposed scalable hierarchical GP classifier (HGP) for
binary and multi-class classification. The probabilistic model and the learning
algorithm for multi-class classification are presented in Subsection 4.3.1 and Sub-
section 4.3.2, respectively. The model for binary classification as a special case of
multi-class classification is discussed in Subsection 4.3.3.
4.3.1 Probabilistic model of HGP
In this subsection, we propose a GP classification model that makes use of both
global and local information in the dataset through a two-layer hierarchical struc-
ture. Consider the problem of classifying data points into C different classes, i.e.,
the outputs receive integer values from 1 to C. In the upper layer of the proposed
model, a global GP unit consiting of C sparse GPs (one for each class) is used to
coarsely model the entire dataset. In the lower layer, a gating network divides
the input space into regions, and within each region a specific local expert (or local
GP unit) is used for fine-grained modeling. Each local expert also comprises C
sparse GPs (one for each class). For more flexible model selection, each local GP
is sparsely represented with a set of inducing points (see the discussion in 3.2.3).
Let T be the number of local GP experts. Herein, we adopt the convention that the
subscript 0 is reserved for mathematical notations associated with the global GP,
the subscript k denotes the k-th local GP expert for k = 1, ...,T, and the superscript
(c) denotes the class for c=1, ...,C. Fig. 4.1 shows the graphical representation of
the hierarchical model.
4.3.1.1 Model overview and notation
The c-th GP (corresponding to class c) in the global unit is associated with a
latent function f (c)0 (x), a zero mean function and a covariance function κ
(c)
0 (x, x
′):
f (c)0 (x) ∼ GP(0, κ
(c)
0 (x, x
′)). The c-th GP in the k-th local unit is associated with a
latent function f (c)k (x), a mean function m
(c)(x) and a covariance function κ(c)k (x, x
′):
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Figure 4.1: Schematic representation of the HGP model. Variable y0 denotes the
vector of training outputs of the upper layer. zn is the expect indicator for the
observation (xn, yn). Ul collectively denotes the inducing inputs of the l-th GP
unit. For the c-th GP of the l-th GP unit, f(c)l , g
(c)
l , and θ
(c)
l denote the training latent
variables, the inducing latent variables, and the hyper-parameters of covariance
function, respectively. For the c-th GP of the k-th local GP unit, h(c)k denotes the
adjusted inducing latent variables.
f (c)k (x) ∼ GP(m
(c)(x), κ(c)k (x, x
′)), for c = 1, ...,C and k = 1, ...,T. Each global or local
GP in the model is sparsely represented with a set of M inducing points. For
simplicity, we assume that all the C GPs in a (global or local) GP unit share a same
set of inducing inputs; let Ul collectively represent the M inducing inputs from
the l-th GP unit for l = 0, ...,T.
Let X and y collectively represent the training inputs and outputs, respectively:
X = [x1, ..., xN]T and y = [y1, ..., yN]T. In addition, we introduce the following
notations for the c-th GP of the l-th GP unit (c = 1, ...,C and l = 0, ...,T): f(c)l is the
vector of training latent variables, g(c)l is the vector of inducing variables, θ
(c)
l is
the set of hyper-parameters of the covariance function, and K(lc)AB is the covariance
matrix formed by evaluating the function κ(c)l (x, x
′) at all pairs of points (x, x′),
where x is in A and x′ is in B.
4.3.1.2 The global GP
According to the definition of GPs, each global GP places a joint prior distribution
on its latent variables:
p
 g(c)0f(c)0
 = N 0,  K(0c)U0U0 K(0c)U0XK(0c)XU0 K(0c)XX
 . (4.1)
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Applying the Gaussian identities presented in Section A.2 of [23], the marginal
p(g0) and conditional p(f0|g0) are given by
p(g(c)0 ) = N(0,K
(0c)
U0U0
), (4.2)
p(f(c)0 |g
(c)
0 ) = N
(
K(0c)XU0[K
(0c)
U0U0
]−1g(c)0 ,
K(0c)XX −K
(0c)
XU0
[K(0c)U0U0]
−1K(0c)U0X
)
. (4.3)
4.3.1.3 The local experts
To enforce correlation among the local experts, all the c-th GPs from the local units
share a prior mean function m(c)(x), which encodes global information from the
upper layer. We set m(c)(x) to be the mean of the global latent variable f (c)0 (x) given
the global inducing variable g(c)0 , i.e., the mean of the conditional distribution
p( f (c)0 (x)|g
(c)
0 ). According to Equation (4.3), m
(c)(x) = K(0c)xU0[K
(0c)
U0U0
]−1g(c)0 . This choice
of prior mean function for the experts allows information of the entire dataset,
which is sparsely represented with the global inducing points, to be passed from
the upper layer to the lower layer of the model. Conditioning on g(c)0 for the mean
function, the c-th GP of each local unit places a joint distribution on its latent
variables:
p
 g(c)kf(c)k

∣∣∣∣∣∣∣ g(c)0
 = N  m(c)(Uk)m(c)(X)
 ,  K(kc)UkUk K(kc)UkXK(kc)XUk K(kc)XX
 .
The above equation imposes a complex dependence between gk and g0, making
it difficult for model inference. To remove this dependence, we introduce new
latent variables h(c)k = g
(c)
k −m
(c)(Uk). Then applying the aforementioned Gaussian
identities (Section A.2 of [23]) again gives
p(h(c)k ) = N(0,K
(kc)
UkUk
), (4.4)
p(f(c)k |h
(c)
k ,g
(c)
0 ) = N
(
K(kc)XUk[K
(kc)
UkUk
]−1h(c)k + K
(0c)
XU0
[K(0c)U0U0]
−1g(c)0 ,
K(kc)XX −K
(kc)
XUk
[K(kc)UkUk]
−1K(kc)UkX
)
. (4.5)
4.3.1.4 Likelihoods and the gating network
The two layers of HGP model share a common training setD =
{
X,y
}
. If we use a
single variable y to represent the output of both layers, then y is dependent on the
latent variables of both layers, yielding more complicated dependence between
the two layers. This is unnecessary since the common prior mean functions
m(c)(x) for the local GPs as discussed previously have served the purpose of
information sharing between the two layers. Therefore, to simplify the inference,
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we introduce an additional variable y0 to represent the vector of training outputs
of the upper layer, and let y denote the vector of outputs of the lower layers. y0 is
actually a duplicate of y. Each observed output is probabilistically related to the
corresponding latent variables from all C classes through the likelihood function.
Let fkn denote the vector of the latent variables at input xn, i.e., fkn = ( f
(c)
kn )
C
c=1 where
f (c)kn ≡ f
(c)
k (xn). In the upper layer, the likelihood is
p(yn|f0n) = Cat(S(f0n)).
Here, Cat is a categorical distribution, and S is a mapping fromRC to the relevant
probability simplex. In the lower layer, for each observation (xn, yn), we have a
corresponding latent variable zn indicating the expert to which the observation
belongs. The observed output yn is then related to the corresponding latent
variable of that expert fznn by the following likelihood:
p(yn|f1n, ..., fTn) =
T∏
k=1
p(yn|fkn)[zn==k]
= p(yn|fznn) = Cat(S(fznn)).
Expert indicators are specified by a gating network based on the inputs. For
fast expert allocation, we use the similar simple gating network to the one used
for the hierarchial GP regression model in Chapter 3. In this gating network,
data points closer to the underlying inducing points of an expert are given higher
probabilities to be assigned to that expert. The prior over the expert indicator zn
is defined as
p(zn = k) =
N(xn|mk,V)∑T
j=1N(xn|m j,V)
, (4.6)
where each mean mk and the covariance V are given by mk = 1M
∑M
m=1 u
(k)
m and
V = diag(v1, ..., vD) with vd = 1T(M−1)
∑T
k=1
∑M
m=1(u
(k)
md−mkd)
2; u(k)m denotes an inducing
inputs in the k-th local expert. Here, mk represents the centroid of the k-th expert.
4.3.2 Learning algorithm for HGP
A variational inference algorithm is proposed for model learning through opti-
mizing an evidence lower bound of the log marginal likelihood. The derivation of
the bound is presented in Subsection 4.3.2.1. The variational inference algorithm
is described in Subsection 4.3.2.2. The cost reduction approximation is presented
in Subsection 4.3.2.3. The adaptation of the learning algorithm for stochastic
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optimization is introduced in Subsection 4.3.2.4. The predictive distribution is
discussed in Subsection 4.3.2.5.
4.3.2.1 Evidence lower bound
Due to the non-Gaussian likelihood and the complex dependence between the
latent variables and the gating network variables of the proposed model, the
posterior and marginal likelihood are intractable. Here we derive a variational
lower bound of the log marginal likelihood, which can be computed efficiently
without requiring a separate non-conjugate approximation to deal with the non-
Gaussian likelihood. Let f0, f, g0, h, U, θ and z represent the set of all variables
f(c)0 , f
(c)
k , g
(c)
0 , h
(c)
k , Ul, θ
(c)
l and zn, respectively, with c = 1, ...,C, k = 1, ...,T, l = 0, ...,T,
and n = 1, ...,N.
Learning in our model involves estimating the posterior distribution of the
latent variables p(f, f0,h,g0, z|y,y0), and fixing the kernel hyperparameters and
the inducing inputs. Assuming that the inducing variables h and g0 give sufficient
statistics for f and f0, we have
p(f, f0,h,g0, z|y,y0) = p(f, f0|h,g0, z,y,y0)p(h,g0, z|y,y0)
= p(f, f0|h,g0, z)p(h,g0, z|y,y0).
Since p(f, f0|h,g0, z) is tractable, our object of interest is the joint posterior p(h,g0, z|y,y0),
which is intractable. Therefore, to make the posterior more tractable, we use the
mean field variational inference approach similar to the one presented in Chapter
3, in which the posterior is approximated with a factorized variational distribu-
tion:
p(z,h,g0|y,y0) ≈ q(z,h,g0)=
N∏
n=1
q(zn)
C∏
c=1
q(g(c)0 )
C∏
c=1
T∏
k=1
q(h(c)k ), (4.7)
where
q(g(c)0 ) = N(g
(c)
0 |m
(c)
0 ,S
(c)
0 ), and (4.8)
q(h(c)k ) = N(h
(c)
k |m
(c)
k ,S
(c)
k ). (4.9)
We first apply the standard variational equation to derive a lower bound on
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the log marginal likelihood:
ln p(y,y0)
≥ Eq(z,h,g0)[ln p(yy0|z,h,g0)] −KL(q(z,h,g0)||p(z,h,g0))
= Eq(z)q(g0)q(h)[ln p(y|z,h,g0)] + Eq(g0)[ln p(y0|g0)]
−KL(q(h)||p(h))−KL(q(g0)||p(g0))−KL(q(z)||p(z)), (4.10)
where KL denotes the Kullback-Leibler divergence. Using Jensen’s inequality,
we have
ln p(y|z,h,g0) ≥ Ep(f|h,g0)[ln p(y|f, z)], and (4.11)
ln p(y0|g0) ≥ Ep(f0|g0)[ln p(y0|f0)]. (4.12)
The expressions in (4.11) and (4.12) are intractable for the non-conjugate like-
lihood. However, let proceed by substituting (4.11) and (4.12) into (4.10); this
results in a further lower bound L on the log marginal likelihood:
L = Eq(z)[Eq(f)[ln p(y|f, z)]] + Eq(f0)[ln p(y0|f0)]
−KL(q(h)||p(h)) −KL(q(g0)||p(g0)) −KL(q(z)||p(z)), (4.13)
where q(f0) and q(f) are defined by
q(f0) ,
∫
p(f0|g0)q(g0)dg0, and
q(f) ,
∫
p(f|h,g0)q(h)q(g0)dhdg0.
Because the likelihoods factorize as p(y|f) =
∏N
n=1
∏T
k=1 p(yn|fkn)[zn==k] and
p(y0|f0) =
∏N
n=1 p(yn|f0n), and q(z) is assumed to factorize as in (4.7), the bound
(4.13) becomes
L =
N∑
n=1
T∑
k=1
q(zn = k)Eq(fkn)[ln p(yn|fkn)]
+
N∑
n=1
Eq(f0n)[ln p(yn|f0n)] −
K∑
k=1
C∑
c=1
KL[q(h(c)k )||p(h
(c)
k )]
−
C∑
c=1
KL[q(g(c)0 )||p(g
(c)
0 )] −KL(q(z)||p(z)). (4.14)
Since all theKL-divergence terms in the above bound are divergences between
two normal distributions, they are analytically tractable. We refer readers to
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Eqs. (8.14) and (8.15) in Appendix 8.4.1 for the formulation of these terms. The
challenge for evaluating the bound (4.14) is to compute the multi-dimensional
integrals of the log likelihoods Eq(fln)[ln p(yn|fln)] for l = 0, ...,T and n = 1, ...,N.
In [71], Chai uses a complex set of local variational bounds to approximate the
integral with S being a softmax function. Here, we take an algorithmically much
simpler approach that has been adopted in [72, 73, 74, 75]: using a robust-max
function for S. For this, the probability that the target takes the value c is
S(fln)c =
1 − ε, if c = arg max(fln),ε
C−1 , otherwise.
(4.15)
Parameter ε normally takes a small value (it is fixed to 0.001 in this work). A
non-zero value for ε gives a degree of robustness to outliers. As discussed in
[73], this is equivalent to adding white noise to the latent function resulting in
the probit-like behaviour. The advantage of using the robust-max function is that
each expected log likelihood in the bound (4.14) can be expressed in terms of
the standard normal cumulative density function and a one-dimensional integral,
which can be efficiently calculated. In particular, we have
Eq(fln)[ln p(yn|fln)] = Eq(fln)[lnS(fln)yn]
= Pln ln(1 − ε) + (1 − Pln) ln(
ε
C − 1
), (4.16)
where Pln is the probability that the latent variable corresponding to the class yn
is the largest among all the elements of the vector fln. The probability Pln is given
as
Pln = Eq( f (yn)ln )
∏
c,yn
φ
 f (yn)ln − µ(c)lnσ(c)ln

 , (4.17)
whereφdenotes the standard normal cumulative density function, andµ(c)ln andσ
(c)
ln
denote the mean and the standard deviation of the Gaussian marginal distribution
q( f (c)ln ), respectively, i.e., q( f
(c)
ln ) = N(µ
(c)
ln , σ
2(c)
ln ). The detailed derivation of (4.17) is
given in Appendix 8.5. The one-dimensional integral in the above equation can
be evaluated using numerical methods, such as Gauss-Hermite quadrature.
It can be seen that only the marginals of q(f) and q(f0), i.e. q( f
(c)
ln ) = N(µ
(c)
ln , σ
2(c)
ln )
for c = 1, ...,C, l = 0, ...,T and n = 1, ...,N, are needed to compute the expectation
terms in the bound (4.14). The mean µ(c)ln and the variation σ
2(c)
ln can be formulated
in terms of m(c)l and S
(c)
l (and m
(c)
0 and S
(c)
0 if l , 0) as follows (see Appendix 8.2 for
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the derivation of the similar terms in the regression case):
µ(c)0n = [a
(c)
0n]
Tm(c)0 ,
σ2(c)0n = κ
(c)
0 (xn, xn) + [a
(c)
0n]
T(S(c)0 −K
(0c)
U0U0
)a(c)0n,
(4.18)
and
µ(c)kn = [a
(c)
kn]
Tm(c)k + [a
(c)
0n]
Tm(c)0 ,
σ2(c)kn =κ
(c)
k (xn, xn)+[a
(c)
kn]
T(S(c)k −K
(kc)
UkUk
)a(c)kn+[a
(c)
0n]
TS(c)0 a
(c)
0n,
(4.19)
for k = 1, ...,T. Here a(c)ln is the n-th column vector from the matrix [K
(lc)
UlUl
]−1K(lc)UlX
for l = 0, ...,T.
4.3.2.2 Variational inference algorithm
Learning is performed by maximizing the bound L in (4.14) w.r.t. the variational
distributions q(z), q(h) and q(g0), the inducing inputs U, and the kernel hyper-
parameters θ. Due to the complex dependence between the expert indicators z
and the inducing inputs U, it is not easy to optimize z and U at the same time.
Therefore, we propose a variational expectation-maximization algorithm which
optimizes the boundL through repeatedly alternating between the two following
steps:
1. E-step: Fix U, θ, q(h) and q(g0), and maximize Lw.r.t. q(z).
2. M-step: Fix q(z), and maximizeLw.r.t. U, θ, and the parameters of q(h) and
q(g0) using gradient based optimization.
In the M-step, the following objective function L1 contains the relevant terms
of the bound to be maximized:
L1(γ) =
N∑
n=1
T∑
k=1
q(zn = k)Eq(fkn)[ln p(yn|fkn)]
+
N∑
n=1
Eq(f0n)[ln p(yn|f0n)] −
K∑
k=1
C∑
c=1
KL[q(h(c)k )||p(h
(c)
k )]
−
C∑
c=1
KL[q(g(c)0 )||p(g
(c)
0 )]. (4.20)
where γ denote the vector containing the variables to be optimized in the first
optimization step. During optimization, to maintain positive-definiteness of the
covariances S(c)l , we represent them as S
(c)
l =L
(c)
l [L
(c)
l ]
T, and perform unconstrained
optimization w.r.t. L(c)l . The difficult part for optimization is to find the deriva-
tives of the intractable terms Eq(fln)[ln p(yn|fln)] for l = 0, ...,T. Let Eln denote
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Eq(fln)[ln p(yn|fln)] , and let r represent a variable to be optimized. Using the for-
mula for Eln in (4.16), the derivative of Eln w.r.t. r is given as:
∂Eln
∂r
=
[
ln(1 − ε) − ln(
ε
C − 1
)
]
∂Pln
∂r
. (4.21)
Following the chain rule for multivariate functions, we have:
∂Pln
∂r
=
∂Pln
∂µ(c)ln
∂µ(c)ln
∂r
+
∂Pln
∂σ2(c)ln
∂σ2(c)ln
∂r
(4.22)
for l = 0, ...,T and c = 1, ...,C. For any class c̃ , yn, the derivatives of Pln w.r.t. µ
(c̃)
ln
and σ2(c̃)ln are
∂Pln
∂µ(c̃)ln
= Eq( f (yn)ln )

∏
c<{yn,c̃}
φ
 f (yn)ln − µ(c)lnσ(c)ln
 ∂φ
(
f (yn)ln −µ
(c̃)
ln
σ(c̃)ln
)
∂µ(c̃)ln
 , (4.23)
∂Pln
∂σ2(c̃)ln
= Eq( f (yn)ln )

∏
c<{yn,c̃}
φ
 f (yn)ln − µ(c)lnσ(c)ln
 ∂φ
(
f (yn)ln −µ
(c̃)
ln
σ(c̃)ln
)
∂σ2(c̃)ln
 . (4.24)
To find the derivatives of Pln w.r.t. µ
(yn)
ln and σ
2(yn)
ln , we use the following Gaussian
identities presented in [76]:
∂
∂µ
EN(x|µ,σ2)[ f (x)] = EN(x|µ,σ2)[
∂
∂x
f (x)]
∂
∂σ2
EN(x|µ,σ2)[ f (x)] =
1
2
EN(x|µ,σ2)[
∂2
∂x2
f (x)]
(4.25)
Substituting f , µ and σ2 in (4.25) with
∏
c,yn φ
(
f (yn)ln −µ
(c)
ln
σ(c)ln
)
, µ(yn)ln and σ
2(yn)
ln , we have
∂Pln
∂µ(yn)ln
= E
N( f (yn)ln |µ
(yn)
ln ,σ
2(yn)
ln )
 ∂∂ f (yn)ln
∏
c,yn
φ
 f (yn)ln − µ(c)lnσ(c)ln

, (4.26)
∂Pln
∂σ2(yn)ln
=
1
2
E
N( f (yn)ln |µ
(yn)
ln ,σ
2(yn)
ln )
 ∂∂[ f (yn)ln ]2
∏
c,yn
φ
 f (yn)ln − µ(c)lnσ(c)ln

. (4.27)
The one-dimensional integrals in the right hand side of (4.23), (4.24), (4.26) and
(4.27) can then be computed by quadrature methods. Hence, to compute ∂Eln∂r , we
are left with computing
∂µ(c)ln
∂r and
∂σ2(c)ln
∂r . Overall, to find the derivative of the bound
L1, the following partial derivatives are needed:
∂µ(c)ln
∂r ,
∂σ2(c)ln
∂r ,
∂KL(q(h(c)k )||p(h
(c)
k ))
∂r and
∂KL(q(g(c)0 )||p(g
(c)
0 ))
∂r for n = 1, ...,N, c = 1, ...,C, l = 0, ...,T, and k = 1, ...,T. These deriva-
tives can be calculated by applying straight-forward algebra (see Appendix 8.4.2
for the computation of these derivatives).
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In the E-step, the relevant terms to be maximized are
L2 =Eq(z)
{
Eq(f)[ln p(y|f, z)]
}
− KL(q(z)||p(z)) + const
=Eq(z)[ln p̃(y, z)] − Eq(z)[ln q(z)] + const, (4.28)
where p̃(y, z)) is a distribution defined by the relation
ln p̃(y, z)) = Eq(f)[ln
(
p(y|f, z)p(z)
)
] + const.
L2 is actually the negative KL divergence between q(z) and p̃(y, z), which is
maximized when q(z) = p̃(y, z), i.e.,
N∑
n=1
ln q(zn) =
N∑
n=1
T∑
k=1
Eq(fkn)[ln p(yn|fkn)
[zn==k]]
+
N∑
n=1
T∑
k=1
ln p(zn = k)[zn==k].
With p(zn = k) given in (4.6), q(zn) is then a multinomial distribution, i.e., q(zn = k) = rnk,
where rnk = ρnk/
∑T
i=1 ρni is the responsibility of expert k for xn, and ρnk is given by:
lnρnk =Eq(fkn)[ln p(yn|fkn)] + lnN(xn|mk,V). (4.29)
The first term in (4.29) can be computed with quadrature methods.
4.3.2.3 Computational complexity and cost reduction approximation
Suppose that all the GPs have the same number of inducing points M. Most
of the computational cost for both optimization steps arises from computing the
expected likelihood terms Eq(fkn)[ln p(yn|fkn)], which in turn requires the computa-
tion of q( f (c)kn ) for c = 1, ...,C, k = 1, ...,T and n = 1, ...,N. This computation has the
overall time complexity of O(NM2CT). Here, we follow the same strategy which
is previously implemented for the hierarchical GP regression model (Chapter 3)
to reduce the computational cost. In particular, the E-step in the variational EM
algorithm can be approximated as follows:
q(zn = k) =
1, iff argmaxiN(xn|mi,V) = k,0, otherwise. (4.30)
With this approximation, each data point is assigned to only one expert, which
is the one with highest posterior q(zn = k). As a result, the term q( f
(c)
kn ) in (4.20)
is only needed when q(zn = k) is non-zero, i.e., the point xn is assigned to expert
k. The resulting algorithm has the time complexity of O(NM2C), and the memory
complexity of O(NM).
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Since the computational complexity is now independent of the number experts
T, we have a greater flexibility for selecting T. In our implementation, we first
initialize T = T0; T0 is generally small (less than 10) for simple datasets and can be
larger for more complex datasets. During iteration, if an expert k does not have
any training sample assigned to it (q(zn = k) = 1), this expert will be removed.
4.3.2.4 Stochastic optimization
Since the bound (4.14) is given as the sum over N data points, we can maximize
it using stochastic optimization in which only a randomly selected mini-batch of
the data is used for each iteration. In particular, in each iteration t, we randomly
select a subset S(t) of B samples from the training set; the objective L1 (Eq. (4.20))
can then be approximated by
L̃1(S(t),γ)=
N
B
∑
xn∈S(t)
λn−KL(q(h)||p(h))−KL(q(g0)||p(g0)), (4.31)
where
λn =
T∑
k=1
q(zn =k)Eq(fkn)[ln p(yn|fkn)] + Eq(f0n)[ln yn|f0n].
In Eq. (4.31), S(t) is replicated N/B times to approximate the dataset. The learning
algorithm using stochastic optimization is presented in Algorithm 2. The algo-
rithm has the complexity of max(O(BM2C),O(M3C)) in time, and max(O(BM),O(M2))
in memory.
4.3.2.5 Prediction
The predictive distribution for an unseen data point x∗ can be approximated as
p(y∗|x∗,y) =
T∑
k=1
p(z∗ = k|x∗,y) p(y∗|x∗,y, z∗ = k)
≈
T∑
k=1
q(z∗ = k) p(y∗|x∗,y, z∗ = k). (4.32)
The final prediction at x∗ is the weighted average of the predictions from T experts
with the weights given by q(z∗ = k). The probability q(z∗ = k) can be estimated by
using either one of the two following equations, in which x∗ is substituted for xn:
(i) Eq. (4.29), or (ii) Eq. (4.30). The second option above is equivalent to using only
the prediction by the expert with highest possibility q(z∗ = k). We empirically find
that this option is better than the weighted prediction; this approach is chosen for
our implementation.
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Algorithm 2 Model inference with stochastic optimization
1: Initialize the inducing inputs, the kernel hyperparameters, q(h), q(10) and q(z).
2: Set the learning rate α and the batch size B.
3: repeat
4: Sample a set S(t) of B examples randomly.
5: Update q(zn) according to (4.30), for all xn ∈ S(t).
6: Calculate the gradient ∇γL̃1(S(t),γ) with the following steps:
• Calculate ∂Pln
∂µ(c̃)ln
and ∂Pln
∂σ2(c̃)ln
, for all xn in S(t) and c̃ = 1, ...,C, using Eqs. (4.23)
and (4.24) if c̃ , yn, and Eqs. (4.26) and (4.27) if c̃ = yn.
• Calculate the partial derivatives
∂µ(c)ln
∂r ,
∂σ2(c)ln
∂r ,
∂KL(q(h(c)k )||p(h
(c)
k ))
∂r and
∂KL(q(g(c)0 )||p(g
(c)
0 ))
∂r , for r ∈ γ, xn ∈ S
(t), c = 1, ...,C, l = 0, ...,T and k = 1, ...,T,
using the formula given in Appendix 8.4.2.1 and Appendix 8.4.2.2.
• Calculate ∂Eln∂r using Eqs. (4.22) and (4.21) for r ∈ γ and xn ∈ S
(t).
• Calculate ∂L̃1(S
(t),γ)
∂r , for each r ∈ γ.
7: Update the current estimate of γ:
γ(t) = γ(t−1) − α∇γ L̃1(S(t),γ)
8: until convergence.
The predictive distribution at x∗ by expert k is computed as
p(y∗|x∗,y, z∗ = k) =
∫
p(y∗|f∗k)p(f
∗
k|y) df
∗
k, (4.33)
where f∗k ≡
(
f ∗(c)k
)C
c=1
and f ∗(c)k ≡ f
(c)
k (x
∗). The probability p( f ∗k |y) in the above equation
can be approximated as follows:
p(f∗k|y) =
∫
p(f∗k|fk,hk,g0)p(fk,hk,g0|y)dfkdhkdg0
≈
∫
p(f∗k|fk,hk,g0)p(fk|hk,g0)q(hk)q(g0)dfkdhkdg0
=
∫
p(f∗k|hk,g0)q(hk)q(g0)dhkdg0 =q(f
∗
k). (4.34)
The prediction at x∗ by expert k is then given by
p(y∗|x∗,y, z∗ = k) =
∫
p(y∗|f∗k)q(f
∗
k) df
∗
k
= Eq(f∗k)[ln p(yn|f
∗
k)] (4.35)
which can be evaluated by substituting x∗ for xn in (4.16). The steps for making
prediction are summarized in Algorithm 3.
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Algorithm 3 Prediction at a test point x∗
1: Compute q(z∗ = i), for i = 1, ...,T, using (4.30) in which x∗ is substituted for xn.
2: Find the expert k that is responsible for the prediction:
k = argmax
i
q(z∗ = i).
3: Compute q( f ∗(c)k ) for c = 1, ...,C using the formulas in (4.19) with x
∗ being
substituted for xn.
4: Compute Eq(f∗k)[ln p(yn|f
∗
k)] using (4.16), where x
∗ is substituted for xn.
5: Estimate the prediction by the expert k, which is also the final prediction,
according to (4.35).
4.3.3 Binary classification with HGP
In this subsection, we discuss the HGP model for binary classification. Unlike
the HGP model for multi-class classification where we have to use C GPs for each
(global or local) GP unit if there are C different classes, in the model for binary
classification we only need one GP for each GP unit. Therefore, when applying
the HGP model given in Section 4.3.1 and Fig. 4.1 to the binary classification, C is
set to 1 and the superscript (c) is dropped from the notations.
Another modification needed for adapting the HGP model for binary classi-
fication is that the probit likelihood is used instead of the robust-max likelihood.
In the upper layer, the latent variables f0 and the observed outputs y0 are related
by
p(yn| f0n) = φ(yn f0n),
whereφ(t) is the standard normal cumulative density function: φ(t) =
∫ t
−∞
N(x|0, 1)dx.
In the lower layer, the likelihood is
p(yn| f1(xn), ..., fT(xn)) =
T∏
k=1
p(yn| fkn)[zn==k]
= p(yn| fzn(xn)) = φ(yn fzn(xn)).
Learning algorithm: Assuming that the variational posteriors factorize among
classes, we can follow a similar derivation as in Section 4.3.2.1 to obtain a lower
bound on the marginal likelihood:
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ln p(y,y0) ≥
N∑
n=1
T∑
k=1
q(zn = k)Eq( fkn)[ln p(yn| fkn)]
+
N∑
n=1
Eq( f0n)[ln p(yn| f0n)] −
T∑
k=1
KL(q(hk)||p(hk))
−KL(q(g0)||p(g0)) −KL(q(z)||p(z)). (4.36)
TheKL-divergence terms are analytically tractable just as before. To compute the
expectation terms in the bound (4.36), it can be seen that only the one-dimensional
marginals of q(f) and q(f0) are needed. They are the Gaussian distributions q( fln) =
N(µln, σ2ln) for l = 0, ...,T and n = 1, ...,N; µln and σ
2
ln can be formulated in terms of
ml and Sl (and m0 and S0 if l , 0) as follows:
µ0n = [a0n]Tm0,
σ20n = κ0(xn, xn) + [a0n]
T(S0 −K
(0)
U0U0
)a0n,
(4.37)
and
µkn = [akn]Tmk + [a0n]Tm0,
σ2kn =κk(xn, xn)+[akn]
T(Sk−K
(k)
UkUk
)akn+[a0n]TS0a0n,
(4.38)
for k = 1, ...,T. Here K(l)AB denotes the covariance matrix formed by evaluating the
function κl(x, x′) at all pairs of points (x, x′), where x is in A and x′ is in B; aln is the
n-th column vector from the matrix [K(l)UlUl]
−1K(l)UlX for l = 0, ...,T. Since the expected
log likelihood terms in (4.36) only involve one-dimensional integrals of the log-
likelihoods, they can be computed easily using the Gauss-Hermite quadrature.
Learning of the model is then performed by maximizing the bound (4.36) using a
similar variational EM algorithm to that of the multi-class classification model.
Learning can also be performed in a stochastic fashion using an algorithm
similar to Algorithm 2, in which only a subset S(t) of B training samples is used at
each iteration t, and the objective function L̃1(S(t),γ) in Eq. (4.31) is replaced by
L̃1(S(t),γ)=
N
B
∑
xn∈S(t)
λn−KL(q(h)||p(h))−KL(q(g0)||p(g0)), (4.39)
where
λn =
T∑
k=1
q(zn =k)Eq( fkn)[ln p(yn| fkn)] + Eq( f0n)[ln yn| f0n].
Prediction: Prediction for an unseen data point x∗ is given as the prediction
made by the expert with the highest possibility q(z∗ = k):
p(y∗|x∗,y, z∗ = k) = Eq( f ∗k )[ln p(yn| f
∗
k )]. (4.40)
q( f ∗k ) in the above equation is an one-dimensional Gaussian distribution:
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q( f ∗k ) = N(µ
∗
k, σ
∗2
k ). We can adapt the formulas in (4.38) to compute µ
∗
k and σ
∗2
k
by substituting x∗ for xn:
µ∗k = [a
∗
k]
Tmk + [a∗0]
Tm0,
σ∗2k =κk(xn, xn)+[a
∗
k]
T(Sk−K
(k)
UkUk
)a∗k+[a
∗
0]
TS0a∗0,
(4.41)
with a∗k = [K
(k)
UkUk
]−1K(k)Ukx∗. The one-dimensional integral in Eq. (4.40) can then be
computed using the Gauss-Hermite quadrature method.
4.4 Experiments and Analysis
In this section, the proposed model is applied to a number of benchmark clas-
sification problems, and its performance is compared to those of state-of-the-art
GP classifiers and generic classifiers (e.g. SVM and decision trees). Note that
HGP can also serve as the classifier layer in deep neural networks. Hence, we
also investigate the performance of HPG combined with a deep convolutional
neural network. Subsection 4.4.1 describes the experimental methods including
the experimental setup and the performance measures used to compare the var-
ious classification methods. Subsection 4.4.2 evaluates HGP on a wide range of
two-class classification datasets of varying sizes in terms of the classification accu-
racy, the time-performance trade-off, and the ability to use stochastic optimization
for large-scale datasets. Subsection 4.4.3 evaluates the performance of HGP for
multi-class classification using two benchmark datasets.
4.4.1 Experimental methods
Experimental setup: In all experiments, the GP classifiers use the squared expo-
nential kernel with automatic relevance determination. The generalized FITC [11]
and the full GP classifier with EP used in our experiments are the MATLAB imple-
mentations from the GPML library [52]. The remaining GP classifiers including
the proposed model are implemented in Python using the GPy library [55]; the
exceptions are those used in the last experiment with the CIFAR-10 dataset. Al-
though GPML and GPy are implemented in different languages (MATLAB and
Python), they both make use of fast numerical linear algebra libraries. In addition,
in each experiment, wherever is applicable, we use the same optimizer with the
same settings for all the tested GP classifiers for fair comparison. Training of all
GP classifiers is run for a maximum of 1000 iterations, unless otherwise stated.
More details on the optimizer used and the settings of the compared methods
in each individual experiment are discussed in the corresponding subsection. In
each experiment, all the compared methods are run on an identical computer: a
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3.47GHz CPU with 8GB of RAM. In the last experiment in Subsection 4.4.3.2, all
the compared methods are run on a GTX1080TI GPU with 11GB memory since
they all require training of deep neural networks on GPU.
Performance measures: The error rate is used to measure the accuracy of
the predictions on the test sets. The error rate is calculated as the percentage
of mislabeled samples over the entire test set. In addition, the mean negative
log predictive density (NLP) is also used as a performance measure for binary
classification problems. It is obtained by averaging the negative log probability
of the real test target value against the predictive distribution − ln p(y∗|x∗,y), see
(4.32), over the test set. Note that NLP takes into account the predictive variances
which measure how confident the model is about its predictions.
4.4.2 Experiments on binary classification
In this subsection, we first analyze the effects of the number inducing points
and the number of experts on the performance of HGP. We then compare HGP
to various relevant and representative GP classifiers in terms of the classifica-
tion accuracy and the time-performance trade-off using a wide range of small to
medium sized datasets. Finally, we evaluate the performance of HGP when using
stochastic optimization on a large-scale dataset of more than 2 million samples.
4.4.2.1 Impact of the number of inducing points
In this experiment, HGP with varying numbers of global and local inducing
points is evaluated on three datasets from the UCI repository1: cardiotocography
(CTG) with 23 input dimensions and 975 samples, wall-following robot navigation
(WFRN) with 24 input dimensions and 5456 samples, and phishing with 68 input
dimensions and 11055 samples. Extra steps are taken to prepare the WFRN
dataset, which is originally a multi-class dataset. We converted it into a two-class
dataset by organizing its samples into the right turns and all other turns. Ten-fold
cross-validation is used for all the datasets. The number of global inducing points
(M) and the number of local inducing points (P) are varied to be 1%, 2%, and 4%
of the number of training samples. For each combination of M and P, the test is
repeated 5 times. The number of experts is fixed to 3. Optimization is carried out
using the L-BFGS-B algorithm [51].
The performance of HGP in terms of the error rate and NLP (averaged among
the 5 runs and 10 folds) is reported in Table 4.2. In general, increasing the
numbers of global and/or local inducing points improves the performance of HGP.
1https://archive.ics.uci.edu/ml/datasets.html
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However, the impact of increasing these numbers on the performance of HGP
varies across different datasets. For the WFRN dataset, increasing the number
of local inducing points P improves the performance more significantly than
increasing the number of global inducing points M. For the phishing dataset,
increasing M gives a higher improvement in performance of HGP than those
achieved by increasing P. For the CTG dataset, while M and P have similar
impacts on the performance of HGP in terms of the error rate, the number of
local inducing points P has more impact on its performance in terms of NLP than
the number of global inducing points M. Given the training time complexity
of max(O(NM2),O(NP2)) and the memory complexity of max(O(NM),O(NP)) for
HGP, choosing a balanced number of global and local inducing points is generally
a good choice.
Table 4.2: Performance (error rate and NLP) of HGP using different numbers of
global and local inducing points. M and P denote the number of global and local
inducing points in the percentages of the number of training samples, respectively.
(a) CTG dataset
Error rate NLP
M
P
1% 2% 4% 1% 2% 4%
1% 8.0 7.6 7.4 0.203 0.199 0.192
2% 7.6 7.8 7.2 0.202 0.200 0.191
4% 7.4 7.4 7.2 0.202 0.199 0.190
(b) WFRN dataset
Error rate NLP
M
P
1% 2% 4% 1% 2% 4%
1% 3.4 3.0 2.6 0.101 0.092 0.083
2% 3.4 2.9 2.6 0.101 0.083 0.080
4% 2.9 2.7 2.4 0.098 0.083 0.081
(c) phishing dataset
Error rate NLP
M
P
1% 2% 4% 1% 2% 4%
1% 4.3 4.2 4.2 0.098 0.096 0.096
2% 3.7 3.7 3.5 0.088 0.088 0.088
4% 3.4 3.4 3.3 0.086 0.085 0.085
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Figure 4.2: Error rate and NLP as functions of training time on the WFRN dataset
for SVGP and HGP with different initial number of experts T0. Faster and more
accurate models are located towards the bottom left corner of the plots.
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4.4.2.2 Impact of the number of experts
As previously discussed in Subsection 4.3.2.3, for selecting T, we first initialize
T = T0, then during iteration, if an expert k does not have any training sample
assigned to it, this expert will be removed. Here, we evaluate the impact of
T0 on the performance of HGP. The WFRN dataset is used for this experiment.
Different values for T0 are tested: 0 (corresponding to SVGP), 3, 6, 9, 12, and
15. We use the same value for the numbers of global and local inducing points:
2.5% of the number of training samples. Learning proceeds using the L-BFGS-B
optimizer until convergence, or until 1,000 iterations for HGP (2,000 iterations for
SVGP) are reached. This experiment is conducted on only one fold of the WFRN
dataset, out of the ten folds which were previously generated for the experiment
in Subsection 4.4.2.1, since T at convergence is slightly different for different folds.
For each setting of T0, the results are averaged over 5 repeated runs.
Error rate and NLP as functions of training time on the WFRN dataset are
plotted in Fig. 4.2. For T0 equal to 3, 6, or 9, the number of experts T remains
unchanged throughout the optimization. For T0 equal to 12 or 15, T converges
to 11. Therefore, the result for HGP with T0 = 11 is also plotted in Fig. 4.2. We
observe that as T0 increases from 0 to 11, the performance at convergence of HGP
improves in terms of both the error rate and NLP. As T0 increases above 11 (T0 = 12
and T0 = 15), the error rate and NLP at convergence are similar to those achieved
when T0 = 11. However, when T0 = 12 and T0 = 15, it takes longer time for HGP
to arrive at these error rate and NLP values than when T0 = 11, since it takes time
to converge to 11 experts in those cases. In practice, we often select the value of
T0 to be larger than the anticipated number of experts, but not too large that the
convergence is slow.
4.4.2.3 Comparison on classification accuracy
In this subsection, we compare the classification accuracy of HGP to a number of
representative and relevant GP classifiers including the state-of-the-art generalized
FITC (EP-FITC) [11], SVGP [12], the variational mixture of GP classifiers (VMGP)
and the full GP classifier with EP (EP-GP) [74]. EP-FITC and SVGP use only
global information, where the entire dataset is summarized by a set of inducing
points. VMGP is actually a special case of HGP, when the global sparse GP in
the upper layer is removed. The classifier is left with a set of local GP experts,
and hence makes use of only local information. This experiment thus allows
us to examine whether combining global and local information provides any
performance improvement over using either one alone. EP-GP uses the entire
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dataset for training, and EP for approximating the posterior for the non-conjugate
likelihood. The C-Support vector machine with radial basis function kernel (SVM-
RBF) [77] is used as the baseline classifier for comparison on classification rate.
Since SVM-RBF does not generate the predictive variance, its NLP measure is not
available.
Nine benchmark classification datasets of varying size from the UCI repos-
itory2 are used in this experiment: splice, biodegradation, german, CTG, WFRN,
mushroom, pen digit, phishing, and electroencephalographic eye state (EEG). The pen
digit dataset is originally a multi-class dataset; we converted it into a two-class
dataset by dividing its samples into the odd digits and even digits. The number
of samples and the input dimension of each dataset are given under its name in
Table 4.3. Ten-fold cross-validation is used for all the datasets.
Methods that are affected by random factors are run five times, with each run
starting with a different random seeds. Since the four methods HMGP, VMGP,
VSGP and EP-FITC have the same computational complexity of O(NM2) in time
and O(NM) in memory, it is fair comparing them when the same number of
inducing points M is used; M is set to 2.5% of the training size for these methods.
The number of clusters in VMGP and in the lower-layer of HGP is fixed at 3 in all
experiments. EP-GP requires significantly longer training time and more memory
compared to the sparse GP methods; it has the time complexity of O(N3) and the
memory complexity of O(N2). Therefore, it cannot be tested on datasets with
significantly more than a thousand samples, such as the WFRN, mushroom, pen
digit, phishing and EEG dataset. The penalty parameter C of SVM-RBF is selected
from a grid of 100 numbers spaced evenly on a log scale in the range [10−6, 106] to
maximize the three-fold cross-validation score. For all the tested GP classifiers in
this experiment, we use the L-BFGS-B optimizer for fair comparison among these
methods.
The average error rates and the average NLPs of the methods across different
runs and folds together with their standard variations are reported in Table 4.3.
The average training times are also reported. When a classifier gives one or more
wrong predictions with very high confidence, the resulting NLP will have a very
large value; such NLP is indicated by “Large” in the table. The results show that
HGP provides the best performance in terms of both accuracy (error rate) and
prediction confidence (NLP) in all the tested datasets. HGP provides big gains
in error rates over the second best GP classifier in 5 out of 9 datasets (26.3% in
splice, 48.2% in WFRN, 33.3% in pen digit, 15.6% in phishing, and 29.8% in EEG).
Interestingly, HGP even performs better than EP-GP which requires much longer
2https://archive.ics.uci.edu/ml/datasets.html
86
4.4. Experiments and Analysis
Table 4.3: Test results of HGP, SVGP, VMGP, EP-FITC, EP-GP, and SVM-RBF on
nine different benchmark datasets. The best performances are shown in bold.
The size and input dimension of each dataset are given under its name: (N\D).
Datasets splice biodegradation german CTG WFRN mushroom pen digit phishing EEG
(N\D) (1000\60) (1055\41) (1000\24) (975\23) (5456\24) (8124\112) (10992\16) (11055\68) (14980\15)
Er
ro
r
ra
te
(%
) HGP 5.6 (± 1.5) 12.3 (± 0.9) 22.4 (± 5.3) 7.7 (± 2.4) 2.9 (± 0.5) 0.0 (± 0.0) 0.2 (± 0.1) 3.8 (± 0.6) 3.3 (± 0.1)
SVGP 7.6 (± 1.3) 12.9 (± 1.3) 23.2 (± 4.3) 8.2 (± 2.3) 5.6 (± 1.0) 0.0 (± 0.0) 0.3 (± 0.1) 4.7 (± 0.4) 4.7 (± 0.2)
VMGP 15.6 (± 3.1) 16.4 (± 3.1) 24.6(± 4.2) 28.6(± 18.5) 12.1 (± 0.6) 0.1 (± 0.1) 20.4 (± 1.1) 7.8 (± 0.6) 31.7 (± 0.5)
EP-FITC 18.0 (± 14.7) 12.5 (± 1.1) 25.4 (± 4.7) 9.2 (± 5.1) 6.6 (± 1.9) 0.2 (± 0.1) 49.6 (± 0.5) 4.5 (± 0.3) 44.9 (± 0.9)
EP-GP 9.9 (± 5.0) 13.3 (± 1.5) 22.5 (± 5.9) 7.8 (± 2.2) - (-) - (-) - (-) - (-) - (-)
SVM-RBF 10.4 (± 2.8) 15.2 (± 2.4) 22.8 (± 3.7) 12.6 (± 2.4) 6.8 (± 0.3) 0.0 (± 0.0) 48.3 (± 0.7) 3.8 (± 0.6) 44.9 (± 0.8)
N
LP
HGP .161 (± .039) .333 (± .025) .499 (± .075) .196 (± .050) .081 (± .011) 16e-5 (± 3e-5) .011 (± .004) .088 (± .007) .099 (± .002)
SVGP .191 (± .030) .333 (± .026) .503 (± .066) .211 (± .054) .131 (± .012) 21e-5 (± 7e-5) .013 (± .004) .109 (± .006) .128 (± .003)
VMGP .408 (± .032) .445 (± .033) .505 (± .054) .676 (± .007) .301 (± .009) .024 (± .002) .691 (± .000) .290 (± .014) .692 (± .000)
EP-FITC .360 (± .183) .333 (± .039) .513 (± .065) .209 (± .102) Large .007 (± .006) .693 (± .000) .105 (± .008) .688 (± .002)
EP-GP .270 (± .108) .337 (± .018) .499 (± .080) .207 (± .077) - (-) - (-) - (-) - (-) - (-)
Tr
ai
ni
ng
ti
m
e HGP 53 37 40 47 382 3555 1946 3246 2592
SVGP 38 25 26 34 232 2083 1218 2063 1862
VMGP 39 28 25 39 263 1068 850 2391 1726
EP-FITC 752 220 628 264 2964 8483 848 8840 2666
EP-GP 8876 34149 6735 29567 - - - - -
training time and much more memory. It is worth noting that given the small
numbers of inducing points used in this experiment, both EP-FITC and VMGP
give very high error rates for the pen digit and EEG datasets; in particular, the
error rate of EP-FITC is not significantly better than a random pick (49.6% on the
pen-digit and 44.9% on the EEG dataset). By contrast, HGP achieves significantly
lower error rates (0.2% on the pen-digit and 3.3% on the EEG dataset) using the
same number of inducing points.
4.4.2.4 Comparison on time-performance trade-off
There is a trade-off between the amount of time spent on optimization for training
and the classification accuracy achieved by all GP classifiers. The trade-off curve
of a given classifier can be used to characterize its efficiency. In this section,
we perform the timing experiments for the four GP classifiers, namely HGP,
SVGP, VMGP and EP-FITC, on the two datasets USPS digits and Spambase. The
USPS digits dataset is a widely used benchmark dataset to test GP classification
methods [11, 12]. It contains 4649 training cases and 4649 test cases with 256-
dimensional input, representing the pixel intensities of a 16× 16 gray-scale image
of a hand-written digit. The task in this experiment is to classify the digits as
even or odd. This dataset is available for download from GPML website3. The
Spambase dataset, available from the UCI website4, contains 4601 samples with
57-dimensional input. It is used to classify email as spam or non-spam. We
3http://www.gaussianprocess.org/gpml/data/
4https://archive.ics.uci.edu/ml/datasets.html
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randomly divide the dataset into 3601 samples for training and 1000 samples for
testing.
Training for all the tested methods is carried out using the L-BFGS-B optimizer.
The trade-off curves are obtained by recording the time spent and the classification
performance (error rate and NLP) after every 10 function calls. The reported
training time, error rate and NLP for each method are the averages over five
runs, with each run starting with a different random seed. For each classifier,
two different numbers of inducing points are used: 50 and 200 points. The initial
number of experts T0 in VMPG and HGP is set to 10.
The trade-off curves for the USPS digits and Spambase datasets are shown in
Fig. 4.3 and Fig. 4.4, respectively. The most efficient algorithm is the one that
achieves the lowest error rate or the lowest NLP at any given time. At the early
state of training (when the training time is small), SVGP and VMGP can be more
efficient compared to EP-FITC and HGP due to shorter time required for each
function call. However, when the training time increases, HGP becomes the most
efficient method among all the tested classifiers in terms of both time-accuracy and
time-NLP trade-offs for the two tested datasets. At convergence, HGP provides
the lowest error rate and lowest NLP for both datasets.
4.4.2.5 Stochastic training with a large dataset
To investigate whether HGP can be optimized effectively in a stochastic fashion,
we use the US flight dataset. This is a large-scale dataset with more than 2 million
samples. It is originally used in [36] for regression task to predict the flight
delay based on 8 attributes. Here, we consider the two-class classification task
to predict whether or not a flight was delayed (its delay time is more than 15
minutes). We randomly select 1 million points for training and 100K points for
testing. Such a large dataset is prohibitive for normal sparse GP classifiers such
as EP-FITC, but can be handled by HGP and SVGP with stochastic optimization.
Each of these two methods is tested with 1000 inducing points and two different
batch sizes of 2500 and 5000 samples. T0 is set to 30 in HGP. As baseline classifiers,
we use logistic regression, random forest with depth 2 and 100 estimators, decision
tree with a maximum depth of 2, linear SVM [78], and AdaBoost using decision
tree as the base estimator and a maximum of 1000 estimators.
Training of HGP and SVGP is carried out using the ADADELTA optimizer
[53] from the climin package [54] with a step-rate of 0.1 and a momentum of 0.9; it
proceeds until convergence, or until 5,000 iterations are reached. Training of the
baseline classifiers (the logistic regression, the random forest, the decision tree, the
linear SVM, and AdaBoost) is realized using their own learning algorithms. Train-
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Figure 4.3: Time-performance trade-off curves of HGP, SVGP, VMGP and EP-FITC
on the USPS digits dataset.
ing of the AdaBoost classifier begins by fitting a base estimator on the dataset and
then fits additional base estimators on the same dataset using adjusted weights
for the incorrectly classified instances such that subsequent estimators focus more
on difficult cases. The AdaBoost training proceeds until the perfect fit is achieved
or until the maximum number of estimators is reached, whichever is earlier. We
find that the error rate of AdaBoost in this experiment does not improve beyond
1000 estimators.
The test error rates as functions of training time are shown in Fig. 4.5. Each
plotted curve for HGP and SVGP is obtained by recording the time spent and
the error rate after every 10 function calls. The curve for Adaboost presented
in Fig. 4.5 is obtained by recording the time spent and the error rate after every
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Figure 4.4: Time-performance trade-off curves of HGP, SVGP and EP-FITC on the
Spambase dataset. Performance of VMGP is too poor on this data, and hence, it is
not included in the plots.
5 added estimators. Training of the four methods - the logistic regression, the
random forest, the decision tree, and the linear SVM converges so quickly that
their training time is negligible compared to those of HGP and SVGP; therefore
their error curves are plotted as horizontal lines. Both SVGP and HGP exceed
the accuracy of all the baseline methods in a just few minutes. HGP outperforms
all the other methods in terms of performance-time trade-offs. It also gives the
lowest error rate at convergence.
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Figure 4.5: Error rates vs. training time on the US flight dataset.
4.4.3 Experiments on multi-class classification
Here, we investigate the performance of HGP on two multi-class classification
datasets: ucf101 and CIFAR-10. The first dataset, ucf101, is an action recognition
video dataset, for which HGP is used as a stand-alone classifier. For CIFAR-10
image classification dataset, HPG is used as the top layer of a deep neural network.
The aim here is to demonstrate that HGP can be used to classify features extracted
using deep learning.
4.4.3.1 The ucf101 dataset
This is a benchmark action recognition video dataset [79]. It has 13,320 videos
of 101 human action categories. We use the three training/test splits provided
with this dataset. Two sets of features are used in the experiment: Res3D and
Res3D+iDT. Res3D features are extracted from res5b layer of Res3D net which
is trained on Sports-1M dataset and fine-tuned on ucf101 [80]. Res3D+iDT are
generated by concatenating the Res3D features with Fisher vector representation
of the improved dense trajectories (iDT) [81].
The classification performance of HGP is compared against those of SVGP,
linear SVM and nonlinear SVM with RBF kernel. Since ucf101 is too large for
RBF-SVM, we also use a subset of the dataset that contains the first 20 classes
(denoted as ucf20). For multi-class classification on HGP and SVGP, we use the
robust-max likelihood. The number of inducing points and the batch size are 200
and 50, respectively. The number of experts in HGP is initially set to 10.
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The classification accuracy of the different classifiers are given in Table 4.4.
HGP gives the best results among the tested classifiers. Note that the state-of-the-
art accuracy on ucf101 using only features extracted by a deep network from RGB
input is 85.8% reported in [80]. Our HGP model gives 86.4% accuracy using the
same features (Res3D). Higher accuracy can be achieved when combining with
iDT or optical flow inputs as in [82]. HGP achieves an accuracy of 91.2% with
Res3D plus iDT feature.
Table 4.4: Classification accuracy (in %) on ucf20 and ucf101 datasets, using Res3D
and Res3D+iDT features.
Classifiers ucf20 ucf101
Res3D Res3D+iDT Res3D Res3D+iDT
Linear SVM 92.6 94.5 85.7 89.6
RBF-SVM 91.8 93.9 - -
SVGP 92.8 94.4 85.6 89.9
HGP 93.9 95.7 86.4 91.2
4.4.3.2 The CIFAR-10 dataset
The CIFAR-10 dataset consists of 60000 32 × 32 coloured natural images of 10
classes. There are 50000 training images and 10000 test images.
In this experiment, we assess the performance of HGP on the CIFAR-10 dataset
when it is placed at the top layer of a deep neural network, particularly the
DenseNet with 40 layers [83]. We will refer to this neural network as the base
CNN. We input images to the base CNN and extract the top-level features of
the network. These features are either fed straight into a linear classifier (a fully
connected layer with 10 units followed by a softmax layer) as in the original
DenseNet, or into a GP classifier to get a hybrid CNN-GP network. In this
experiment, we use either SVGP and HGP as the GP classifier in the hybrid CNN-
GP networks. The resulting networks are referred to as DenseNet-SVGP and
DenseNet-HGP.
We use a Tensorflow implementation of DenseNet for this experiment. The
hybrid networks DenseNet-SVGP and DenseNet-HGP are also written using Ten-
sorFlow; the GP parts are implemented using the GPflow library. This library is
able to back-propagate through all of the GP parts, allowing us to train the net-
works in an end-to-end manner. The original DenseNet is trained for up to 500
epochs; we also record its result after 300 epochs. We train the hybrid networks
with 2 steps. First, train the original DenseNet for 300 epochs. After that, switch
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to the GP top and continue training for another 200 epochs. The batch size of 64 is
used for all the models as in [83]. For SVGP and HGP, we use 80 inducing points.
The initial number of experts T0 in HGP is set to 10. The growth rate of DenseNet
is set to 12.
The error rate of DenseNet, DenseNet-SVGP and DenseNets-HGP on the
CIFAR-10 dataset is given in Table 4.5. The error rate of DenseNet after 300
epochs on the CIFAR-10 dataset is 7.00%, which is similar to that reported in [83]
(note that no data augmentation is performed here). The error rates of DenseNet
(after 500 epochs), DenseNet-SVGP, and DenseNet-HGP are 7.12%, 6.67%, and
6.51%, respectively. Using the HGP classifiers at the top layer of DenseNet gives
the best performance in this experiment.
Table 4.5: Results (error rates) of different networks on the CIFAR-10 dataset
Classifier DenseNet DenseNet DenseNet-SVGP DenseNets-HGP
(300 epochs) (500 epochs)
Error rate (%) 7.00 7.12 6.67 6.51
4.5 Chapter summary
In this chapter, we proposed a scalable GP model for both binary and multi-class
classification. The proposed model uses a hierarchical structure of sparse GPs
to reduce the computational cost for training and inference, while effectively ex-
ploiting both global and local information from the training data. The model is
learned using a variational inference algorithm which maximizes a lower bound
of the log marginal likelihood. We explicitly represent the variational distribu-
tions of the inducing latent variables so that the model conditioned on these
variables factorizes in the observations, and thus, the computation related to the
log-likelihoods in the objective function involves only one-dimensional integrals.
They can be computed effciently without a separate non-conjugate approximation
to deal with the non-Gaussian likelihood. We presented experiments on a wide
range of benchmark datasets to demonstrate the capability of the proposed model
to work well as a stand-alone classifier or as the top layer of a deep neural net-
work. Experimental results also showed that the proposed model outperformed
many state-of-the-art GP and generic classifiers.
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Chapter 5 has been submitted to IEEE Transactions on Neural Networks and
Learning Systems.
In this chapter, the HGP model for binary classification proposed in the pre-
vious chapter is applied to the problem of pedestrian lane detection. Pedestrian
lane detection is an important task in many assistive and autonomous navigation
systems. This chapter presents a new approach for pedestrian lane detection in
94
5.1. Introduction
unstructured environments, where the pedestrian lanes can have arbitrary sur-
faces with no painted markers. In this approach, a deep learning architecture
is proposed to segment a scene image into lane and background regions. The
network combines a compact convolutional encoder-decoder network with the
powerful non-parametric HGP classifier. The resulting network with a smaller
number of trainable parameters helps mitigate the overfitting problem, while
maintaining the modeling power. Besides the segmentation output for each test
image, the network also generates a map of well-calibrated uncertainty — a mea-
sure that is negatively correlated to the confidence level with which we can trust
the segmentation. This measure is important for pedestrian lane detection appli-
cation since its prediction affects the safety of its users. We also introduce a new
dataset of 5000 images for training and evaluating pedestrian lane detection algo-
rithms. This dataset is expected to facilitate research in pedestrian lane detection,
especially the application of deep learning in this area. Evaluated on this dataset,
the proposed network shows significant performance improvements compared
to several existing methods.
5.1 Introduction
Automatic detection of the pedestrian lane in a scene is a key component in many
assistive and autonomous navigation systems. It assists vision-impaired persons
in finding the walkable path and maintaining their balance while walking; this
is a challenging task that is currently performed mostly using a white cane or a
guided dog [84]. It also allows a smart wheelchair, with little guidance from its
disabled user, to traverse a pedestrian lane [85]. It is also useful for autonomous
vehicles to detect pedestrians or off-limit regions in a scene [86]. In addition,
it complements other features of electronic navigation devices such as obstacle
detection [87, 88] and GPS-based guidance [89].
Most existing methods proposed for pedestrian lane detection are designed for
detecting pedestrian lanes painted with white markers [90, 91, 92, 93]. This chapter
addresses this gap by focusing on the camera-based detection of pedestrian lanes
in unstructured environments, where the pedestrian lanes can have arbitrary
surfaces with no painted markers. The scenes containing the pedestrian lane is
under varying lighting conditions and could be indoor or outdoor.
Existing algorithms for unmarked lane detection mostly rely on hand-engineered
features. These methods either use color and texture-based features of lane sur-
faces to differentiate the lane pixels from the background [94, 95, 96, 97], or use
edge features to locate the lane boundaries among the edges that point to the
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vanishing point of the image [1, 98, 99]. In general, these methods are sensitive to
scene variations, which cannot be easily captured by such model-based systems.
Recently, a few lane detection methods which use deep neural networks for
automatic feature-learning have been proposed [100, 101, 102]. Most of these
methods are based on the convolutional encoder-decoder network architecture:
the encoder maps raw pixels of the input image to a collection of feature vectors,
and the decoder takes these features to produce a segmentation map of the same
size as the input image. These methods yielded promising performances in terms
of accuracy and processing time. However, most of these methods were designed
for road lane detection. To the best of our knowledge, there are still few publicly
available methods based on deep neural networks for unmarked pedestrian lane
detection. Unmarked pedestrian lane detection is generally a more challenging
problem than road lane detection since in practice the appearances, surfaces and
shapes of pedestrian lanes often vary more significantly compared to road lanes.
We can list two major technical challenges in adopting deep neural network
methods for pedestrian lane detection. First, training a typical deep neural net-
work often requires a large volume of data (especially for complex problems);
however, the datasets of labelled images for training perdestrian lane detection
system are generally small compared to the training sets in other computer vision
tasks. The largest publicly available dataset for pedestrian lane detection was
introduced in [1] with only 2000 images. Since typical deep networks normally
have a huge amount of parameters to model complex problems. With a small
amount of data, the deep networks are easily prone to overfitting. Second, for
the safety of the users (vision-impaired persons for example), the pedestrian lane
detection system must generate not only an accurate segmentation of the lane but
also a confidence measure with which we can trust its predictive output. Ideally,
the system should give a full resolution confidence map, so that the user can
decide which parts of the scene to be avoided (the parts with low confidence lev-
els). A typical deep neural network does not naturally produce such a confidence
measurement for its prediction.
To address the above challenges, this chapter presents a new approach for
pedestrian lane detection using a hybrid deep learning-GP architecture. In this
approach, we cast the pedestrian lane detection in unstructured environments as
a segmentation problem where a scene image is segmented into pedestrian lane
and background regions. The contributions of the chapter can be highlighted as
follows.
• First, we propose a hybrid deep learning-GP architecture for pedestrian lane
detection that combines a compact convolutional encoder-decoder network
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and the hierarchical Gaussian process classifier — HGP. Unlike the exist-
ing lane detection approaches that use very deep convolutional networks,
the proposed architecture pairs a compact network consisting of a smaller
number of parameters with the powerful non-parametric HGP classifier.
This strategy helps mitigate the overfitting problem, while maintaining the
modeling power. The proposed architecture can be trained in an end-to-end
manner. An additional benefit of using GP classifier in our architecture
is that besides the segmentation output for each test image, the classifier
also generates a map of well-calibrated uncertainty — a parameter that is
negatively correlated to the confidence with which we can trust the segmen-
tation.
• Second, we create a new dataset with manually annotated ground-truth for
objective evaluation of algorithms for pedestrian lane detection. This dataset
consists of 5000 images collected from realistic indoor and outdoor scenes,
with various shapes, textures, and surface colors. This dataset is the largest
dataset for pedestrian lane detection in the literature; it is extended from
the dataset of 2000 images, which has been previously introduced in [1].
It is expected to facilitate research in pedestrian lane detection, especially
the application of deep learning in this area. The dataset is available at
www.uow.edu.au/˜phung/plvp2_dataset.html.
The rest of the chapter is organized as follows. Section 5.2 reviews the related
work for unmarked lane detection. Section 5.3 presents the proposed hybrid deep
learning-GP architecture for pedestrian lane detection. Section 5.4 presents the
experiments and analysis. Finally, Section 5.5 concludes the chapter.
5.2 Related work
In this section, we review the related work for unmarked lane detection including
the traditional methods and the deep learning based methods.
5.2.1 Traditional methods for unmarked lane detection
Traditional methods based on hand-engineered feature for detecting pedestrian
lanes in unstructured scenes can be divided into two categories: (i) lane segmen-
tation, and (ii) lane-border detection. In the lane segmentation approach, color
models, which are built through off-line training, are used to differentiate the lane
pixels from the background [94, 95, 103, 104]. These methods use different color
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spaces and classifiers. Crisman and Thorpe represent the on-road and off-road
classes with Gaussian color models in the red-green-blue (RGB) color space[94].
Tan et al. models the road and background classes with color histograms in the
RGB space: a single color histogram is used for the background, and multiple
histograms are used for the road surface to capture the variability [95]. Ramstrom
and Christensen, instead of using the RGB space, construct Gaussian mixture
models from the UV, normalized red and green, and luminance components for
the road-surface and background classes [104]. Sotelo et al. employ the hue-
saturation-intensity (HSI) color space, and classify pixels into road or backround
by thresholding their chromatic distance to the color models [103]. In general, the
above methods using off-line trained models do not cope well with the variations
in lane appearance, lane surfaces, and illumination conditions.
To address this problem, several methods choose to build the lane model
directly from sample regions in the input image [105, 106, 107, 108]. There have
been different ways to obtain the sample lane regions. In [108, 109], small random
areas are selected at the bottom and in the middle of the input image. In [107],
the sample lane region is initialized as a trapezoid at the bottom and center of the
image, and then refined using the vanishing point. In [105], the candidate lane
boundaries are detected using the vanishing point and the assumption about the
lane width, and then the sample lane region is formed from these boundaries. The
performance of the above methods highly depends on the quality of the sample
lane regions, which in turn relies on prior knowledge about the lane.
In the lane-border detection approach, the lane borders are detected using the
vanishing point [98, 99] or the templates of the lane boundaries [110]. In [98],
the two lane borders are found among the edges pointing to the vanishing point
using an objective function that measures the color and texture differences be-
tween lane and background regions. This method requires that the color and
texture of the lane region are homogeneous and differ significantly from those
of the background regions. In [99], the lane borders are also found from the
edges directed towards the vanishing point; the edges are ranked using texture
orientation and color features. In another method, the lane boundaries are found
from the edges of homogeneous color regions by matching with lane templates
[110]. The above methods for lane-border detection are sensitive to background
edges. To overcome this problem, Chang et al. propose combining lane-border
detection and lane segmentation [111]. In this method, lane borders are detected
using the vanishing point in a similar way to [99], and the lane region is seg-
mented using the color model learned from a homogeneous region at the middle
bottom of the input image. In [1], the sample lane region is identified by finding
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the two lane borders among the rays that point to the vanishing point, using the
score calculated from the color and orientation features of both lane borders and
lane regions. The lane region is then segmented using the objective function that
combines the matching scores between the edges of homogeneous color regions
with lane templates, and between the colors of these regions and the color model
learned from the sample lane region.
5.2.2 Deep learning based methods for unmarked lane detection
CNNs are orginally proposed for whole-image classification, but they are mak-
ing progression in structured prediction problems such as object detection and
semantic segmentation. Inspired by such progression of CNNs in semantic seg-
mentation, a few road lane detection methods using convolutional neural net-
works for automatic feature-learning have been proposed recently [2, 101, 102].
Mendes et al. design and train a CNN for image patch classification, and then
convert it into a final network for road lane segmentation [102]. During training,
each image is divided into 4 × 4 regions, and a patch is extracted for each of
these regions; i.e. patches are extracted with a 4 × 4 stride. Only the patches
whose 4 × 4 regions are of a single class are included into the training set for the
CNN. The CNN is trained to classify the patches into road or non-road classes
that are attributed to the 4 × 4 region in the center of the patch. For inference,
the CNN is converted into a fully convolutional network (FCN) by converting
the fully connected layers into convolutional layers; each fully connected layer is
viewed as convolution with kernels that cover the entire input to that layer. In
this way, instead of inputting only a patch, the network can receive the whole
image as input, and it would output the classes for every image region. However,
subsampling is used in the classification net to reduce the amount of features and
the computational complexity. This will also coarsen the segmentation output in
the final network and reduce its size compared to that of the input image.
To address this problem, newer deep learning methods for semantic seg-
mentation learn to decode low-resolution image representations to pixel-wise
predictions [2, 112, 113]. These methods typically employ the encoder-decoder
architecture which comprises two parts: encoder and decoder networks. The
encoder network acts as a feature extractor that transforms an input image into a
low-resolution feature representation. The encoder network typically resembles
the VGG16 classification network [114] which has 13 convolutional layers and
3 fully connected layers. The encoder in [2] only includes the 13 convolutional
layers of VGG16 but not its last 3 fully connected layers. The decoder network is
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responsible for decoding or mapping the low-resolution feature representation to
a probability map of the same size as the input image.
Different decoder networks have been used. But a decoder network is typi-
cally comprised of several decoders, each of which increases the size of its input
feature map by a factor of 2. In the Fully Convolutional Network [112], each
decoder learns to upsample its input feature map through deconvolution with
a 2 × 2 stride. The upsampled feature map is then combined with the corre-
sponding encoder feature map to produce the input to the next decoder. In the
Deconvolutional Network [112], each decoder performs two main operations:
unpooling and deconvolution. Unpooling performs non-linear upsampling — a
reverse operation of pooling operation which is previously performed to subsam-
ple a feature map in the encoder network. It uses the locations of the maximum
activations selected during pooling to place each activation back to its original
pooled locations. Deconvolution with a 1 × 1 stride is then used to densify the
sparse feature map obtained by unpooling. In the SegNet [2], a similar decoder
network is used where a convolution layer is used in place of the deconvolution
layer in each decoder. In the Bayesian SegNet [3], Kendall et al. extends the Seg-
Net architecture in [2] to a Bayesian network which can produce a probabilistic
segmentation output. This is done by adding dropout layers to the network at both
training and testing phases. The dropout layer randomly removes units within a
network. It is commonly used during training in convolutional neural networks
as a regularizer to prevent overfitting; it is typically removed from the networks
during testing [115]. In Bayesian SegNet, dropout is used even at test time to
sample the network with randomly dropped out units, and thereby obtain the
samples of the posterior distribution of softmax class probabilities for each test
image. The mean of these samples is used for segmentation prediction and the
variance is used as model uncertainty for each class. This procedure approximates
Monte Carlo sampling from the posterior distribution over models. Even though
this method gives an uncertainty measure for its prediction, it requires that each
test image is fed through the network many times, which can be very slow.
There have been attempts to apply the above deep convolutional encoder-
decoder architectures to road lane segmentation and a related problem — road
scene segmentation. For example, in [101], Nugroho and Riasetiawan adapt the
Deconvolutional Network for road lane segmentation without using the fully
connected layers. In [2] and [3], SegNet and Bayesian SegNet are used for road
scene segmentation on the CamVID road scenes dataset [116]. These methods
yield promising results for road lane segmentation and road scene segmentation
problems, however, we are not aware of any publicly available methods based on
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deep neural networks for unmarked pedestrian lane detection.
5.3 Proposed Hybrid Deep Learning-GP Architecture
We propose a hybrid deep learning-GP architecture that consists of a convolutional
encoder-decoder network for generating multi-dimensional features for each pixel
in the input image and a hierarchical Gaussian process module for pixel-wise
classification. The block diagram of the proposed architecture is shown in Fig.5.1.
Figure 5.1: Structure of the hybrid deep learning-GP architecture for pedestrian
lane detection.
5.3.1 Convolutional encoder-decoder network
The convolutional encoder-decoder network comprises two parts: encoder and
decoder networks. The encoder network transforms an input image into a low-
resolution feature representation. The decoder network maps the low-resolution
feature representation to a stack of feature maps, each of which has the same
resolution to input image.
5.3.1.1 Encoder Architecture
The encoder network extracts 2-D image features at increasing dyadic scales by
alternating convolutional (Conv) layers and max-pooling (Pool) layers. Here, we
organize these layers into a series of encoder units. Each encoder unit comprises
of two convolutional layers, followed by a max-pooling layer. The structure of
an encoder network with 3 encoder units is shown in the upper part of Fig. 5.2.
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Each layer in the network has several channels, each of which consists of neurons
arranged in a 2-D array. The output of a channel is called a feature map. The two
convolutional layers within an encoder unit have the same number of channels,
which is 64 channels for the first encoder unit. The spatial size of feature maps
is halved after each encoder unit. The number of channels is doubled at the
second and third encoder units compared to their immediately previous unit.
For the later encoder units, the number of channels remains unchanged to keep
the network compact, i.e., the number of channels at each layer stops increasing
after it reaches 256. Each convolutional layer is immediately followed by a batch
normalization layer and a nonlinear activation layer (ReLU layer); these layers
have been omitted in Fig. 5.2 for conciseness.
Figure 5.2: An encoder-decoder network with 3 encoder/decoder units. The
convolutional layers are denoted as “Conv 〈kernel size〉-〈number of channels〉”.
Max-pooling layers are denoted as “Pool 〈kernel size〉”. Upsampling layers are
denoted as “Up 〈kernel size〉”. Each Conv layer has a stride of 1 pixel, and is
immediately followed by a batch normalization layer and a ReLU layer.
Convolutional layer: Convolutional layer extracts features from local regions
of its input feature maps by convolving these maps with its 2-D kernels, whose
weights will be learned through training. For convolutional layer l, let Wlm,n be
the 2-D convolution kernel for the connection from feature map m in the previous
layer (layer l−1) to feature map n in layer l, and bln be the bias term associated with
feature map n. Let pl−1 denote the number of feature maps of layer l − 1, and ol−1m
denote the feature map m of layer l − 1. The output feature map n of convolution
layer l is defined as
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oln =
pl−1∑
m=1
ol−1m ⊗W
l
m,n + b
l
n , (5.1)
where ⊗ denotes the 2-D convolution. The convolution stride is 1 pixel. The
spatial padding is selected such that the resolution of feature maps is unchanged
after convolution, i.e. the padding is 2 pixels for the kernel size 5 × 5.
Batch normalization layer: During training of a neural network, the distri-
bution of inputs to each layer changes as the parameters of the previous layers
change. When the network is deep, small changes in the parameters in early
layers lead to great changes in the distributions of inputs of the higher layers.
This presents a problem because the layers need to continuously adapt to the new
distribution of their inputs. This makes the training more complicated, requiring
lower learning rates and careful parameter initialization. Batch normalization
is used to address this problem. Particularly, at each training step, in which a
mini-batch of data is used, each element of the input feature maps is normalized
by its mean and variance.
Consider a mini-batch of size B. Let x(k) be the k-th element of the input feature
maps of a batch normalization layer, and we have B values of this element in the
mini-batch: B(k) = {x(k)i }
B
i=1. Let µB(k) and σ
2
B(k)
be the mean and variance of x(k) over
the mini-batch B(k). The corresponding element y(k)i of the output feature maps is
given by
x̂(k)i ←
x(k)i − µB(k)√
σ2
B(k)
+ ε
, (5.2)
y(k)i ← γ
(k)x̂(k)i + β
(k), (5.3)
for i = 1, ...,B. Here, γ(k) and β(k) are the parameters of the batch normalization
layer that are learned during training. Equation (5.2) normalizes the element x(k)
over the mini-batch. However, simply normalizing each input of a layer may
change what the layer can represent. The scale and shift in (5.3) ensure that
the transformation implemented by the batch normalization layer can represent
the identity transform. At the end of training, the unbiased estimations of the
population mean and variance of x(k) can be calculated as follows:
E[x(k)]← EB[µB(k)], (5.4)
Var[x(k)]←
B
B − 1
EB[σ2B(k)], (5.5)
where EB denotes the average over multiple training mini-batches. At inference
phase, the output element of the layer is also calculated using (5.2) and (5.3) except
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that the mean µB(k) and variance σ2B(k) in (5.2) is replaced by E[x
(k)] and Var[x(k)],
respectively.
ReLU layer: The purpose of ReLU layer is to introduce nonlinearity to the
network. It applies the element-wise activation function max(0, x) to its input
feature maps. This leaves the size and the number of feature maps unchanged.
Max-pooling layer: This layer applies a filter of size 2 × 2 to each of its input
feature maps using the stride of 2 pixels, and outputs the maximum value in ev-
ery sub-region that the filter captures. A pooling layer effectively reduces the size
of its input feature maps by half while still retaining the important information.
This layer has two main purposes. First, it increases invariance against small
spatial shifts. Second, it reduces the amount of parameters and computation
in the network, and thereby controls overfitting. However, spatial information
within a pooling window is lost during pooling. This is not beneficial for semantic
segmentation where precise boundary delineation is required. Therefore, it is nec-
essary to store boundary information from the feature maps before sub-sampling.
Storing all the encoder feature maps is a possible solution, but it requires a huge
amount of memory. Here, employing the solution proposed in [2], we store only
the max-pooling indices, i.e., the locations of the maximum value in each pooling
window. These stored indices will be used by the decoder network to upsample
the feature maps.
Note that in the proposed network, each encoder unit consists of two convo-
lutional layers before pooling layer. Our design choice is explained as follows.
Since pooling leads to information loss, we could only have a few pooling layers
before losing too much information. For example, for a 256 × 256 input image,
typically the maximum number of pooling layers (and hence the maximum num-
ber of encoder units) is 5. As a result, having multiple convolutional layers before
a pooling layer allows us to build up better representations of the data with-
out quickly losing spatial information. However, our goal is to build a compact
network, the number of convolutional layers should be kept small. From our
experiments, we find that using 2 convolutional layers per encoder unit gives
comparable performance to other designs that use more convolutional layers per
encoder unit, while it keeps the number of trained parameters small.
5.3.1.2 Decoder Architecture
The decoder network maps the low-resolution feature maps generated by the
encoder network to higher-resolution feature maps at increasing dyadic scales
until the output feature maps have the same spatial size with the input image.
This is done by using upsampling (Up) layers and convolutional layers. An
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example decoder network is shown in the lower part of Fig. 5.2. We organize
the layers of the decoder network into a series of decoder units, each of which
comprises of an upsampling layer followed by two convolutional layers. The
structure of the decoder network is a reflection of that of the encoder network.
The number of decoder units is equal to the number of encoder units in the
network. The first decoder unit corresponds to the last encoder unit, and so on.
The number and the spatial size of the output feature maps of each decoder
unit (except for the last decoder unit) are equal to those of the input feature maps
of the corresponding encoder unit. For the last decoder unit, the spatial size of its
output feature maps is equal to that of the input image, which is also the input
to the first encoder unit. However, the number of its output feature maps is not
equal to the number of channels of the input image, which is 3. The number of
output feature maps of this decoder unit is kept unchanged from that of its input
feature maps, which is 64. This is because the output of the final decoder unit will
be fed to the GP classifier for segmentation, a large number of features at each
spatial location is required for good classification performance.
Upsampling layer: The upsampling layer performs the reverse operation of
pooling: upsampling its input feature maps and thereby doubling their spatial
size. During pooling, the max-pooling indices, i.e. the locations of the maximum
value in each pooling window, are stored. An upsampling layer uses the mem-
orized max-pooling indices from the corresponding max-pooling layer to place
each element of the input feature maps back to its original location in the upsam-
pled output feature maps. The upsampling technique is illustrated in Fig. 5.3.
Note that the number of feature maps does not change after each upsampling
layer.
Figure 5.3: Illustration of the operation of an upsampling layer.
Convolutional layer: An upsampling layer produces enlarged but sparse fea-
ture maps. These maps will be fed to the two subsequent convolutional layers
with learnable filters to get densified. In each of the second and third decoder
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units, the number of feature maps is kept unchanged after its first convolutional
layer but is halved after its second convolutional layer. In the remaining decoder
units, the number of feature maps is kept unchanged after each of their convolu-
tional layers. In the last decoder unit, both convolutional layers have 64 channels,
generating 64 feature maps, each of which has the same spatial size as the input
image.
5.3.2 Hierarchical GP classifier
GP models are powerful tools for Bayesian classification, as we have known. In
the proposed hybrid architecture, we place a GP classifier on top of the encoder-
decoder network to classify each pixel of the image into either lane or background
pixel. For this, the training set for the classifier is huge since it is composed of all the
pixels from all the training images. This training set is prohibitive for the standard
GP models due to their high computational cost, and thus GP approximation
models must be resorted. Moreover, it is infeasible to feed the whole training
image dataset into the hybrid network at the same time for training, and mini-
batch training is required. Therefore, the GP classifier in the proposed network
should be amendable to stochastic optimization.
The scalable hierarchical GP classifier, which is proposed in Chapter 4, satisfies
all the above requirements. It uses a hierarchical structure to utilize both global
and local information from the dataset, and has been shown to improve the
predictive performance over the GP approximation methods that only use either
global or local information. Therefore, it is selected as the classifier in the proposed
hybrid deep learning-GP network, which is hereafter referred to as the DL-HGP
network. The structure of the HGP classifier, and its inputs and outputs in the
network are given in Fig. 5.4.
Figure 5.4: The hierarchical GP classification model for pixel-wise lane segmen-
tation.
For each input image, the encoder-decoder network extracts 64 full-resolution
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feature maps. These feature maps are then rearranged into an array of feature
vectors; each vector consisting of 64 features corresponds to an image pixel.
The GP classifier takes a feature vector as input and classifies the corresponding
pixel into either lane or background. To integrate HGP into the proposed hybrid
network, the mathematical notations introduced in Chapter 4 regarding the inputs
and outputs of the classifier are assigned as follows:
• Input x denotes an extracted feature vector for a pixel by the encoder-decoder
network, and output y denotes the corresponding class label: y = 1 for lane
pixel and y = −1 for background.
• N denotes the total number of pixels from all the training images.
• X = [x1, ..., xN]T and y = [y1, ..., yN]T denote the collection of all the feature
vectors and the corresponding labels of all the N training pixels.
The HGP classifier uses a two-layer hierarchical structure to efficiently combine
global and local information from the dataset. In the upper layer, a global sparse
GP is used to coarsely model the entire dataset. In the lower layer, a gating
network divides the input space, i.e. the space of the feature vectors, into T
regions; and within each region, a specific local GP expert, is used for finer
modeling. All the local GP have a common mean function m(x), which encodes
information from the global GP. This way, information is shared between the two
layers as well as among the local experts to avoid overfitting.
5.3.3 Training and testing for the DL-HGP network
The end-to-end training procedure for the DL-HGP network is presented in
Algorithm 4. The steps for producing lane segmentation result for a new test
image using the DL-HGP network are summarized in Algorithm 5.
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Algorithm 4 End-to-end training algorithm for the DL-HGP network.
1: Initialize all the parameters (denoted as δ) of the encoder-decoder network.
2: Initialize all the parameters of the GP classifier, i.e., γ and q(z).
3: repeat
4: Sample a mini-batch of BI images randomly from the training set.
5: Pass the image mini-batch through the encoder-decoder network to
generate a set of 64 full-resolution feature maps for each image in the
mini-batch.
6: Rearrange the feature maps to form a set of feature vectors, which is
denoted as S(t). Each vector in S(t) consists of 64 features corresponding to
a pixel in the mini-batch.
7: Update q(zn) according to Eq. (4.30) for each feature vector xn in S(t).
8: Calculate the partial derivatives of L̃1(S(t),γ) (Eq. (4.39)) w.r.t. all the GP
variables in γ and all the parameters δ of the encoder-decoder network
using back-propagation.
9: Update the current estimate of γ and δ using the calculated partial
derivatives.
10: until convergence.
Algorithm 5 Lane segmenation algorithm for a test image I
1: Pass the image through the encoder-decoder network to generate 64 full-
resolution feature maps.
2: Rearrange the feature maps to form a set of feature vectors S∗. Each vector in
S∗ consists of 64 features corresponding to a pixel in the image.
3: for each x∗ ∈ S∗ do
4: Find the GP expert k that is responsible for the prediction at x∗:
k = argmax
i
N(x∗|mi,V).
5: Compute µ∗k and σ
∗2
k using the formulas in (4.41).
6: Estimate the prediction at x∗ by the expert k according to (4.40) using the
Gauss-Hermite quadrature, which gives the lane probability and the
classification uncertainty for the corresponding pixel.
7: The lane probability ρ produced in the previous step is compared to 0.5 to
give the pixel label:
label =
{
1, iff ρ > 0.5,
0, otherwise.
(5.6)
8: end for
9: The set of labels for all the pixels in the test image is rearranged into a 2D
segmentation mask, which has the same size as input image, as shown in
Fig. 5.4. Similarly, the set of classification uncertainties for all the image pixels
is rearranged into a 2D uncertainty map.
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5.4 Experiments and Analysis
In this section, we first describe the image dataset, performance measures and
experimental setup (Section 5.4.1). We then present the configuration search for
the proposed network (Section 5.4.2), and the comparative experimental results
of different methods for pedestrian lane detection (Section 5.4.3).
5.4.1 Image dataset and experimental methods
5.4.1.1 Image dataset
We created an image dataset for pedestrian lane detection. The dataset consists
of 5000 images with their corresponding ground-truth lane segmentation masks.
Each ground-truth mask is a manually segmented binary image where each pixel
is labeled as lane or background. Annotated vanishing points are also included for
each image; this information can be used to evaluate the lane detection methods
based on vanishing point detection. This dataset is extended from the dataset for
pedestrian lane detection and vanishing point estimation (PLVP) of 2000 images,
which has been previously introduced in [1]. This new dataset, named PLVP2, is
the largest dataset for pedestrian lane detection in the literature. The images were
taken from realistic indoor and outdoor scenes, at different times of day, and in
different weather conditions. The images contain unmarked pedestrian lanes with
various shapes, color, texture and surface structures (pavement, brick, concrete,
or soil). In many images, lane regions are exposed to extreme lighting conditions
(e.g. very low or high illumination, or strong shadow). Fig. 5.5 shows some
example images and the correponsing ground-truths from the dataset. Statistics
regarding the lane surfaces and the lighting conditions are given in Table 5.1.
Table 5.1: Statistics of the PLVP2 dataset.
Description Number of images Percentage (%)
Brick surfaces 1558 31.16
Concrete surfaces 2335 46.70
Pavement surfaces 431 8.62
Indoor surfaces 432 8.64
Other surfaces 244 4.88
Normal lighting 3485 69.70
Shadows, extreme lighting 1515 30.30
5.4.1.2 Performance measures
To evaluate pedestrian lane detection for each test image, the predicted pedestrian
lane segmentation mask and the ground-truth mask are compared pixel-wise to
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Figure 5.5: Examples from the PLVP2 dataset. The first and third rows: Pedestrian
lane images. The second and forth rows: The ground-truth masks for pedestrian
lane segmentation.
compute four evaluation measures: accuracy, recall, precision and F-measure.
Each of these four measures for individual images are then averaged over the
whole test set to get the overall evaluation measures. Accuracy is the percentage
of the image pixels that are correctly classified. Recall, Precision and F-measure
were proposed in [117] for evaluating lane detection algorithms, and they have
been widely used since then. Recall is the percentage of the ground-truth lane
pixels that are detected correctly. Precision is the percentage of the machine-
detected lane pixels that are considered to be correct. F-measure is the harmonic
mean of precision and recall:
F-measure = 2 ×
Recall × Precision
Recall + Precision
. (5.7)
5.4.1.3 Experimental setup
To compare the evaluation measures among different lane detection methods on
the PLVP2 dataset, 5-fold cross-validation is used. In this dataset, images collected
from multiple sources are given randomized image numbers. The dataset is then
divided into five partitions of equal sizes. For each fold, four partitions are used
for training and the remaining partition is used for testing. Different folds use
different test partitions (the first fold uses the first 1000 images, the second fold
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uses the next 1000 images, and so on). The evaluation measures are averaged
over the five folds.
Images in the dataset are captured in both landscape (2113 images) and portrait
orientations (the remaining images). The image width and height range from 1224
to 1632 pixels. To reduce computational cost, the images are resized to 306 × 306
pixels.
The proposed hybrid network is implemented entirely in Python using Ten-
sorflow, plus the GPFlow library for the GP modules. The GPFlow library [118]
is able to back-propagate through all of the GP components, allowing us to train
the network in an end-to-end manner. For training, the Adam optimizer is used
with the learning rate of 0.001, and the exponential decay rates β1 and β2 of 0.9
and 0.999. Batch training is used with batch size of BI = 3 images. The maximum
number of training iterations is 30000.
Each experiment is performed on a system which has Intel Core i7-7700 CPU
at 3.60GHz, 64GB of RAM, and a GTX1080TI GPU with 11GB memory. We note
that our GP classifier treats the inducing inputs as variational parameters, which
are tuned to minimize the divergence between the variational distribution and the
exact GP posterior distribution of the latent variables. The more inducing points
are used by the model, the better it is at approximating the exact non-parametric
GP model, as pointed out in [42]. Therefore, we can safely increase the number
of inducing inputs M and optimize them without concerning about overfitting.
However, since the training time for the GP classifier is directly proportional to
the square of M, we prefer to use a small M. In all of our experiments, M is fixed
to 50.
5.4.2 Configuration search
In this section, we test different variations of the proposed DL-HGP network to
find the best configuration in terms of the number of encoder/decoder units, the
filter size, and the number of GP experts. To select these hyperparameters for
the proposed network in this experiment, we randomly divide the training set
of the first fold, which is described in Sec. 5.4.1.3, into a sub-training set and a
validation set using the ratio of 3 : 1. We then train each network variation using
the sub-training set, and analyze its performance on the validation set.
We first fix the number of GP experts to 9 and search for the number of
encoder/decoder units and the filter size. The number of encoder/decoder units
is selected from 2, 3, 4, 5, and 6, and the filter size varies among 3 × 3, 5 × 5, and
7 × 7. The performance of the different encoder-decoder network configurations
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on the validation set is listed in Table 5.2. We observe that the network achieves
the higher accuracy and F-measure by using more encoder/decoder units, up
to four to five units. The performance drops when the sixth encoder/decoder
unit is added. This dropping in performance can be explained by the fact that
too much spatial information has been lost after 6 pooling layers of the encoder
network that it cannot be effectively recovered by the decoder network. The
configurations C4K5 and C5K5, which have the filter size of 5 × 5 and use four
and five encoder/decoder units respectively, achieve the best performances in
terms of both accuracy and F-measure. The configuration C4K5 is chosen for our
network since it has fewer trainable parameters, and therefore, it is less prone to
overfitting.
Next, we fix the configuration C4K5 for the encoder-decoder network, and vary
the initial number of GP experts T0 among 3, 6, 9, and 12. The performance of
the network using different values for T0 on the PLVP2 validation set is presented
in Table 5.3. The network achieves the best performance at T0 = 9, where the
number of experts T at convergence is 9. When T0 increases to 12 or 15, the
network also converges at T = 9, and achieves the performance that is very close
to when T0 = 9. This result shows that the proposed auto-selection mechanism
for T is effective as long as the initial number of experts T0 is larger than or equal
to the expected T. For the remaining experiments, we fix T0 = 9.
Table 5.2: Performance of different encoder-decoder network configurations for
lane detection on the preliminary PLVP2 validation set. The listed number of
parameters counts all the parameters of the encoder-decoder network and the GP
classifier.
Configurations No. encoder/decoder units Kernel size No. parameters Accuracy (%) F-measure (%) Inference time (seconds)
C2K3 2 3 × 3 575160 92.87 92.93 0.104
C2K5 2 5 × 5 1561272 94.50 94.56 0.116
C2K7 2 7 × 7 3040440 94.54 94.61 0.168
C3K3 3 3 × 3 2347320 95.71 93.51 0.137
C3K5 3 5 × 5 6479160 96.80 95.75 0.156
C3K7 3 7 × 7 12676920 96.61 95.24 0.196
C4K3 4 3 × 3 4709688 96.28 94.78 0.149
C4K5 4 5 × 5 13035832 97.22 96.23 0.182
C4K7 4 7 × 7 25525048 97.07 95.48 0.212
C5K3 5 3 × 3 7072056 96.91 96.03 0.155
C5K5 5 5 × 5 19592504 97.24 96.19 0.198
C5K7 5 7 × 7 38373176 97.01 95.88 0.227
C6K3 6 3 × 3 9434424 95.97 94.52 0.158
C6K5 6 5 × 5 26149176 96.58 95.64 0.206
C6K7 6 7 × 7 51221304 96.12 95.35 0.231
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Table 5.3: Performance of the DL-HGP network using different values for the
initial number of GP experts T0 on the preliminary PLVP2 validation set. The
configuration C4K5 is used for the encoder-decoder network.
T0 T at convergence Accuracy F-measure
3 3 96.85 95.79
6 6 97.06 96.08
9 9 97.22 96.23
12 9 97.17 96.16
15 9 97.15 96.13
5.4.3 Comparison with other lane detection methods
5.4.3.1 Quantitative comparison
We use 5-fold cross-validation to compare the performances of different lane
detection methods on the PLVP2 dataset. The proposed DL-HGP network is
compared with the traditional methods that use hand-engineered features and the
deep learning based methods for unmarked lane detection. Two representative
and relavant traditional methods are included in this experiments:
• Edge-based method [99]: This method detects the lane boundaries from edges
pointing to the vanishing points. We use the MATLAB code provided by
the authors of [99].
• Border-detection+segmentation [1]: This method combines lane-border detec-
tion and lane segmentation to overcome the problem of edge-based methods
being sensitive to background edges. We use the MATLAB code provided
by the authors of [1].
Two state-of-the-art deep learning based methods for road scene segmentation
are evaluated in this experiment:
• SegNet [2]: In this method, the encoder-decoder network is followed by a
linear classifier (a fully-connected layer and a Softmax layer), which gen-
erates class label for each image pixel. The encoder network of SegNet
resembles the first part of the VGG16 classification network [114] with 13
convolutional layers.
• Bayesian SegNet [3]: Bayesian SegNet has similar architecture as SegNet,
however, dropout layers are added to the network at both training and
testing phases to produce a probabilistic segmentation output.
We also experiment with variants of SegNet, Bayesian SegNet and the proposed
network (C4K5+HGP):
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• SegNet-Basic [2]: This is a smaller version of SegNet, in which each of the
encoder and decoder networks has 4 convolutional layers with filter size 7×7.
Each of these convolutional layers is followed by a pooling or upsampling
layer.
• Bayesian SegNet-Basic [3]: This network has similar architecture as SegNet-
Basic with dropout layers added to produce a probabilistic segmentation
output.
• SegNet+HGP, Bayesian SegNet+HGP, SegNet-Basic+HGP, and Bayesian SegNet-
Basic+HGP: These are respectively the variants of SegNet, Bayesian SegNet,
SegNet-Basic, and Bayesian SegNet-Basic, where the linear classifier is re-
placed by the HGP classifier.
• C4K5+Linear-classifier: This is the variant of the proposed network where
the HGP classifier is replaced by a linear classifier.
All the deep learning based methods in our experiments are implemented in
Python using Tensorflow. For Bayesian SegNet and its variants, each test image
is passed through the network 30 times to obtain 30 samples of the posterior
distribution of the segmentation output.
Table 5.4: Performance of different lane detection methods on the PLVP2 dataset
using 5-fold cross-validation. The deep learning based methods are placed into
two different groups: those that use linear classifier, and those that use HGP
classifier.
Methods Accuracy F-measure Recall Precision Inference time (seconds)
Edge-based method [99] 60.46 65.53 68.31 62.97 3.016
Border-detection+segmentation [1] 91.68 91.50 92.77 90.26 2.774
SegNet-Basic [2] 93.80 93.17 92.54 93.81 0.016
SegNet [2] 96.03 94.62 93.40 95.87 0.033
Bayesian SegNet-Basic [3] 93.98 91.97 94.74 89.34 0.486
Bayesian SegNet [3] 96.41 94.99 93.73 96.31 0.995
C4K5+Linear-classifier 96.02 94.51 93.36 95.70 0.037
SegNet-Basic+HGP [2] 96.09 94.67 94.40 94.95 0.157
SegNet+HGP [2] 97.11 96.03 95.81 96.26 0.174
Bayesian SegNet-Basic+HGP [3] 96.01 94.50 93.75 95.27 4.74
Bayesian SegNet+HGP [3] 96.71 95.41 94.22 96.64 5.22
C4K5+HGP (Proposed network) 97.23 96.18 96.25 96.13 0.182
The performance of different methods on the PLVP2 dataset using 5-fold cross-
validation is presented in Table 5.4. Here, the deep learning based methods are
placed into two different groups: the ones that use a linear classifier, and the ones
that use the HGP classifier. The following can be observed from the results in
Table 5.4:
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• The deep learning based methods outperform the traditional methods that
use hand-engineered features for unmarked lane detection, and in gen-
eral, they take much shorter time for inference. SegNet-Basic, which has
the lowest accuracy among the deep learning based methods, outperforms
Border-detection+segmentation, which is the one with the higher accuracy
between the two evaluated traditional methods, by 2.12% in terms of accu-
racy and 1.67% in terms of F-measure, while being approximately 173 times
faster then Border-detection+segmentation for inference.
• For each of the encoder-decoder architectures of the tested deep learning
based methods, replacing the linear classifier in the first group by the HGP
classifier in the second group gives improved performance. Especially, we
find that combining HGP classifier with a compact encoder-decoder network
like SegNet-Basic and C4K5 provides more significant performance boost
in terms of accuracy (2.29% and 1.21% improvement) and F-measure (1.50%
and 1.67% improvement). This result shows that using a powerful GP
classifier can help mitigate the need for a complex encoder-decoder network
in pedestrian lane detection.
• The compact encoder-decoder network C4K5 has fewer than half the number
of trained parameters of the encoder-decoder network of SegNet: 13,017,472
versus 29,480,064 parameters. However, the proposed network combining
C4K5 with HGP classifier is more accurate SegNet+HGP. It also gives the
best performance among the tested methods. It outperforms the state-of-
the-art methods SegNet and Bayesian SegNet by 1.21% and 0.82% in terms
of accuracy, and 1.56% and 1.19% in terms of F-measure. This is due to
the fact that pairing the proposed compact encoder-decoder network C4K5
with the powerful HGP classifier gives a similar modeling power to the
larger networks while mitigating the overfitting problem, especially for
small dataset. We can also expect that the proposed network can perform
better than the above larger networks for new test samples that are quite
different from those seen in the PLVP2 dataset.
• In Bayesian SegNet-Basic and Bayesian SegNet, adding dropout layers for
probabilistic segmentation has a positive side-effect: It results in a slightly
improved accuracy of these two networks over SegNet-Basic and SegNet.
This improvement comes at the cost of much slower inference: Inference
in Bayesian SegNet-Basic and Bayesian SegNet requires 0.484 and 0.995
seconds per test image, respectively. On the other hand, combining the
dropout layers into the networks that use HGP classifier does not seems to
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improve the performance of these networks: Bayesian SegNet-Basic+HGP
classifier versus SegNet-Basic+HGP classifier, and Bayesian SegNet+HGP
classifier versus SegNet+HGP classifier.
5.4.3.2 Visual comparison on lane detection results
Fig. 5.6 shows the visual comparative results of different methods for pedestrian
lane detection. The compared methods include the Border-detection+segmentation
method [1], SegNet [2], Bayesian SegNet [3], and the proposed DL-HGP net-
work. The Border-detection+segmentation method [1] is susceptible to back-
ground edges (as seen in image 1, 4, 5, 7, and 8). As a result, its performance is
poor for indoor scenes in which there exist many strong structured edges (image
7 and 8). It also does not perform well in a scene with extreme lighting condition
such as strong shadow (as seen in image 2), or when the colors of lane and back-
ground region are similar (as seen in image 3 and 6). The three remaining (deep
learning based) methods are less susceptible to the above problems. Especially,
they give much better results for indoor scenes (image 7 and 8). Among these
methods, the DL-HGP network seems to be the one that is most robust to back-
ground edges (as seen in image 1 and 5), and to extreme lighting conditions (as
seen in image 2, 3, and 5).
5.4.3.3 Visual comparison on uncertainty maps
Fig. 5.6 shows the visual comparative results for the uncertainty maps generated
by Bayesian SegNet and by the proposed DL-HGP network. It can be seen from the
figure that the DL-HGP network is generally more certain about its prediction than
Bayesian SegNet. The areas of high uncertainty generated by DL-HGP mostly
located near the lane boundaries. On the other hand, the areas of high uncertainty
produced by Bayesian SegNet appear more at random locations, which can be
seen clearly in image 1, 2, 3, 4, and 8. The uncertainty maps by DL-HGP can be
more useful for this pedestrian lane detection application since they can be used
to locate the lane boundaries, and to warn the blind users about the areas of high
uncertainty near the lane boundary to keep them within the safe pedestrian lane
areas.
116
5.4. Experiments and Analysis
(1)
Input Border+
segmentation [1]
SegNet
[2]
Bayesian SegNet
[3]
DL-HGP
(2)
(3)
(4)
(5)
(6)
(7)
(8)
Figure 5.6: Visual comparative results of different methods for pedestrian lane detection.
Column 1: input images. Column 2: output of the Border-detection+segmentation method
[1]. Column 3: output of SegNet [2]. Column 4: output of Bayesian SegNet [3]. Column 5:
output of the proposed DL-HGP network. See the electronic color image. 117
5.4. Experiments and Analysis
(1)
Input Baysian SegNet
lane output
Baysian SegNet
uncertainty map
DL-HGP
lane output
DL-HGP
uncertainty map
(2)
(3)
(4)
(5)
(6)
(7)
(8)
Figure 5.7: Visual comparison of the pedestrian lane detection results (the detected lanes and
the uncertainty maps) of Bayesian SegNet and the proposed DL-HGP network. Column 1: input
images. Column 2 and 3: the detected lanes and the uncertainty maps by Bayesian SegNet. Column
4 and 5: the detected lanes and the uncertainty maps by the DL-HGP network. A brighter intensity
in the uncertainty maps presents a higher uncertain levels. See the electronic color image. 118
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5.5 Chapter summary
This chapter presents a method for pedestrian lane detection in unstructured
environments using a hybrid deep learning-GP architecture to segment scene im-
ages into pedestrian lane and background regions. The proposed hybrid network,
which can be trained in an end-to-end manner, combines a compact convolutional
encoder-decoder network with the powerful non-parametric HGP classifier to
mitigate the overfitting problem, while maintaining its modeling power. Besides
the segmentation output for each test image, the network also generates a map
of well-calibrated uncertainty. Last but not least, a new dataset of 5000 images
for training and evaluating pedestrian lane detection algorithms is introduced.
It is expected to facilitate research in pedestrian lane detection, especially the
application of deep learning in this area.
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In this chapter, the proposed HGP model for multi-class classification is ap-
plied to the problem of mine-like object sensing in sonar imagery. Detection of
underwater mines is important for ensuring the safety of maritime routes. This
chapter presents a new approach for mine-like object sensing in sonar imagery.
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We propose a deep learning architecture that combines a convolution neural net-
work and a hierarchical Gaussian process classifier. The proposed architecture is
designed to improve the classification accuracy of the conventional convolutional
neural network and to provide a well-calibrated measure of classification uncer-
tainty. It can be trained in an end-to-end manner with labeled examples, or sonar
snapshots, of underwater objects. Trained on a training set of 199 sonar snapshots
and evaluated on a test set of 198 snapshots, the proposed method achieves an
overall classification rate of 80.28%, which is significantly higher than the existing
methods.
6.1 Introduction
The availability of high-resolution imaging sonars and autonomous underwater
vehicles has led to a growing interest in using these technologies to develop an
automatic detection system for underwater mines [119]. Such a system is needed
to determine safe shipping lanes and to assist the disposal of naval mines. Towards
creating this system, this chapter addresses a key processing step, which is the
classification of rectangular regions, also known as snapshots, in a sonar image
into three categories: mine-like object (MLO), other significant object (OSO), and
background (BGD). An MLO is an object with characteristics of an underwater
mine as judged by human analysts. An OSO is a non-mine object (e.g. a rock, a
fish, or a man-made object) that differs significantly its seabed surround. A BGD
is a background region of the seabed that is not an MLO or OSO, see Fig.6.1.
(a) MLO (b) OSO (c) BGD
Figure 6.1: Examples of sonar snapshots in the three categories.
Over the past two decades, there have been significant attempts on automatic
classification of underwater mines using side-scan sonar images. In [120], a
partitioning scheme was presented using symbolic pattern analysis to enable
robust feature extraction. From the feature vectors constructed by a finite state
Markov machine, a threshold-based classification rule was formulated to identify
the objects from the partitioned dataset. In [121], an entropy-based method was
proposed which consists of two stages: (i) MLO detection with intrackability map
121
6.1. Introduction
and (ii) MLO recognition based on an improved Bag-of-Words (BOW) algorithm
combined with a Support Vector Machine. Several geometrical models following
these two stages have been explored based on the edges of suspected segments.
In [122, 123, 124], active contours have been employed for coarse detection of
MLOs. Subsequently, the segmented contours of highlight and shadow areas
of the candidate objects are used for classification. In [122], a standard naive
Bayes classifier was applied on the super-ellipse parameters computed from the
segmentation results. In [123], the shadows and highlights connectivity map
constructed from the unique geometrical features was exploited for classification
by a Neyman-Pearson test. In [124], a K-means based thresholding step and a
Kolmogorov-Smirnov test were utilized to remove false alarms and optimize the
overall performance.
A few studies have been conducted for MLO sensing in sonar imagery. In
[125], multiple convolutional neural networks (CNNs) were presented for syn-
thetic aperture sonar imagery, and the merit of CNN ensemble averaging was
highlighted. Although the trained CNNs worked well with data from sonars op-
erating in different frequency bands, the deep networks required a large dataset
for training. To overcome this problem, data augmentation has been considered.
In [126], a pipeline consisting of four main stages was designed, where synthetic
images were first generated to form training set. The potential image regions for
mines were localized then by a deep auto-encoder, before being classified by a
standard CNN.
There are two current challenges in the classification of sonar snapshots for
underwater mine detection. First, the classifier must generate not only an ac-
curate classification label but also the confidence level with which we can trust
its predictive output. It is important to know when the prediction certainty is
low so that a human expert can intervene. Second, the amount of labelled data
samples for underwater mine detection is much smaller compared to other image
classification tasks, because of the cost and time in acquiring mine data samples.
To address the above challenges, this chapter presents a new approach for
sonar snapshot classification. In particular, we propose a new deep learning
architecture that combines a convolution neural network (CNN) and a hierarchical
Gaussian process classifier. The proposed architecture can be trained in an end-
to-end manner. It also achieves a higher classification rate than the conventional
CNN, and provides a well-calibrated measure of classification uncertainty.
The chapter is structured as follows. Section 6.2 describes the proposed deep
learning architecture for classifying sonar image patches. Section 6.3 presents the
experimental evaluations. Section 6.4 summarizes the chapter.
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6.2 Proposed Deep Learning Architecture
We propose a deep learning architecture that consists of a convolutional neural
network for feature extraction and a hierarchical Gaussian process module for
feature classification. The block diagram of the proposed architecture is shown in
Fig.6.2.
Figure 6.2: Structure of the proposed CNN-HGP architecture.
6.2.1 Convolutional feature extractor
The convolutional feature extractor comprises of a convolutional unit of alternat-
ing convolutional (Conv) layers and pooling layers, followed by several fully-
connected (FC) layers. For each input image, the output of the feature extractor
is a vector of D features, which will be processed by a classifier. We find that
the popular deep CNN architectures (e.g. AlexNet, GoogLeNet, VGG, ResNet,
and SqueezeNet) with millions of parameters are not directly applicable to tasks
with limited training data due to overfitting. For example, their classification rate
varies from 61% to 69% on our sonar imaging dataset. Therefore, to alleviate the
overfitting problem, while maintaining the modeling power, we propose to design
a compact CNN feature extractor and combine with a powerful non-parametric
GP classifier in a hybrid architecture.
For the convolutional feature extractor, we consider two to six convolutional
layers with the filter size of 3 × 3 or 5 × 5 pixels, two to three max-pooling
layers, and one to two FC layers. Each convolutional layer is accompanied by a
batch normalization layer and a rectifier linear unit (ReLu) layer. We find that
adding dropout layers does not improve the classification performance. Among
the considered configurations, the one with a reasonable performance is shown
in Fig. 6.3.
6.2.2 Hierarchical GP classifier
The hierarchical GP classifier — HGP, that is proposed in Chapter 4, is placed on
top of the convolutional feature extractor to classify the sonar snapshots. Here,
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Figure 6.3: The proposed compact feature extractor.
we use the HGP model designed for multi-class classification, which is previously
discussed in Section 4.3.1. It uses a two-layer hierarchical structure to efficiently
combine global and local information from the dataset. Suppose that there are
C classes, C = 3 in our case. In the upper layer, a global GP unit consiting
of C sparse GPs (one for each class) is used to coarsely model the dataset. In
the lower layer, a gating network divides the input space, i.e. the space of the
feature vectors generated by the feature extractor, into T regions; and within each
region, a specific local expert (or local GP unit), is used for finer modeling. Each
local expert also comprises C sparse GPs (one for each class). Let superscript (c)
denotes the class, c=1, ...,C. All the c-th GPs from the local units have a common
mean function m(c)(x), which encodes information from the c-th global GP. This
way, information is shared between the two layers as well as among the local
experts.
Each GP in the model is a sparse GP in which the training latent variables are
summarized by a set of M inducing points. Each inducing point is comprised of
an inducing input, which is a point from the input space, and its corresponding
latent variable. For simplicity, we assume that all the C GPs in a (global or local)
GP unit share a same set of inducing inputs, and each GP unit has its own set of
M inducing inputs.
6.2.3 Learning and prediction for the hybrid architecture
The end-to-end training procedure for the hybrid CNN-HGP architecture is pre-
sented in Algorithm 6.
For prediction at a test image I∗, the feature vector x∗ is first generated by the
feature extractor, and the final prediction is then computed according to Algorithm
3.
6.3 Experiments and analysis
6.3.1 Image data and experimental method
The data acquisition was conducted by Defence Science & Technology (DST) in
a naval mine-shape recovery mission in Jervis Bay, Australia [132]. A Marine
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Algorithm 6 Training for the hybrid CNN-HGP architecture
1: Initialize all the CNN parameters.
2: Initialize all the GP parameters, i.e., those in γ and q(z).
3: repeat
4: Sample a set S(t) of B images randomly.
5: Generate feature vector xn for each image in S(t), and update q(zn) according
to Eq. (4.30)
6: Calculate the partial derivatives of L̃1(S(t),γ) (Eq. (4.31)) w.r.t. all the GP
variables in γ and all the CNN parameters using back-propagation.
7: Update the current estimate of γ and the CNN parameters using the cal-
culated partial derivatives.
8: until convergence.
Sonic Technology side-scan sonar with a carrier frequency of 900 kHz was used
to acquired data. The maximum range of sonar operation for both port-side and
starboard-side was set to 30 meters. To detect mine-like objects protruding from
the seabed, the sonar equipment was installed aboard an autonomous underwater
vehicle REMUS 100 AUV. All snapshots were manually labeled by a mine analyst.
Table 6.1: The number of sonar snapshots for experiments.
Class Train Test
BGD 42 41
MLO 108 108
OSO 49 49
The collected snapshots were partitioned randomly into a training set and a
test set of approximately equal size, see Table 6.1. We adopted the 50/50 split to
maintain a sufficient number of test samples for stable performance measures.
All of the tested models were implemented using Tensorflow, plus the GPflow
library for the GP modules. For training, the Adam optimizer was used with the
learning rate of 0.001, and the exponential decay rates β1 and β2 of 0.9 and 0.999.
Batch training with batch size of 50 samples was used. The maximum number of
training iterations was 4000.
6.3.2 Snapshot size selection
We conducted an experiment to determine suitable snapshot sizes. To avoid the
effects of classifier fine-tuning, the nearest neighbor classifier was used directly
on a normalized vector of all pixels in a snapshot. The snapshot size was varied
from 5×5, 6×6 to 200×200 pixels. The classification rates shown in Fig. 6.4 indicate
that a suitable snapshot size is 32 × 32 pixels. Hence, this snapshot size was used
for the designs of CNN-HGP (Section 6.2) and for all the subsequent experiments.
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Figure 6.4: Classification rates as a function of snapshot size (width).
6.3.3 Comparison of hybrid CNN-GP versus stand-alone CNN
In this experiment, we compared the performance of the proposed hybrid CNN-
GP architecture and the stand-alone CNN architecture. For this, we combined
different feature extractors with different classifiers to create different models for
comparison. In particular, two feature extractors were tested: FE1 and FE2. The
structure of the feature extractor FE1 is presented in Fig. 6.3; FE2 is a deeper
feature extractor created by replacing each convolutional layers of FE1 with two
convolutional layers of the same filter size and the same number of channels.
Three different classifiers were used in this experiments: the linear classifier (LC)
for stand-alone CNNs, the scalable variational sparse GP classifier (SVGP) [12],
and the HGP classifier.
Table 6.2 shows the classification rates (CR) of the six models created by com-
bining one of the two features extractors (FE1 and FE2) and one of the three
classifiers (LC, SVGP, and HGP). Both SVGP and HGP used 50 inducing points.
HGP used 3 local experts. The proposed hybrid CNN-HGP models achieved im-
provements of over 23.73% and 9.09% in terms of the classification rate compared
to the stand-alone CNNs and the hybrid CNN-SVGPs, respectively.
The confusion matrices without and with normalization for the proposed hy-
brid model (Hybrid 1B) are plotted in Figure 6.5. They indicate that the OSO class
has the lowest classification rate (61%) and that the largest source of confusion is
due to the misclassification of the OSO snapshots as BGD. In our future work, we
will investigate the techniques which focus on improving the classification rate
for the OSO class.
126
6.3. Experiments and analysis
Table 6.2: Classification rates (%) for different network architectures.
Models CNN 1 (FE1 + LC) Hybrid 1A (FE1 + SVGP) Hybrid 1B (FE1 + HGP)
CR(%) 56.57 71.21 80.30
Models CNN 2 (FE2 + LC) Hybrid 2A (FE2 + SVGP) Hybrid 2B (FE2 + HGP)
CR(%) 54.55 70.20 79.80
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Figure 6.5: The confusion matrices without and with normalization for the pro-
posed hybrid model Hybrid 1B.
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6.4 Chapter summary
Underwater mine detection using high resolution side-scan sonar is an important
step in ensuring the safety of maritime routes for civilian and defense needs.
This chapter presents a new approach for mine-like object sensing based on an
integrated architecture of a CNN and a HGP classifier. Experimental results
on real sonar images demonstrate significant performance improvements of the
proposed method compared to other state-of-the-art techniques.
128
Chapter 7
Conclusion
Chapter contents
7.1 Research summary . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
7.2 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
7.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
Gaussian process (GP) models are powerful non-parametric tools for Bayesian
regression and pattern classification. In their standard form, GP models in general
suffer from high computational complexity, which prevents their applications to
large-scale datasets. Existing approximation methods to reduce the cost of GP
models can be categorized into either global or local approaches; both approaches
have their own shortcomings. Global approximations cannot account for non-
stationarity and locality in complex datasets. Local approximations are prone to
overfitting. In this thesis, we propose scalable Gaussian process models for re-
gression and classification that effectively combine the advantages and overcome
the shortcomings of both global and local GP approximations. The proposed
models allow the utilization of both global and local information from the dataset
through hierarchical structures.
This chapter is organized as follows: Section 7.1 summarizes the research
contributions of the thesis; Section 7.2 outlines the future work and research
directions; Section 7.3 draws conclusion for the thesis.
7.1 Research summary
The research activities have been documented in several chapters of the thesis.
They are summarized as follows.
• In Chapter 2, we provide a literature review on Gaussian process models
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and their applications for regression and classification. An overview of
Gaussian processes and their theoretical background are discussed. The GP
models for regression — the simplest forms of Gaussian process models for
supervised learning are studied. The GP models for classification together
with the Gaussian approximation methods to deal with the non-conjugate
likelihoods in GP classification are also reviewed.
• In Chapter 3, we propose a scalable GP model for regression. The proposed
model exploits both global and local information from the training data
through a two-layer hierarchical structure. The model hyperparameters,
the inducing points, and the gating network are learned by maximizing a
variational lower bound of the log marginal likelihood. Stochastic opti-
mization can be employed during learning to cater for large-scale problems.
We present experimental results to demonstrate the ability of the proposed
model to handle non-stationarity and locality in the data as well as to model
common trends across the entire data set. Our experiments on a wide range
of benchmark data sets show that the proposed model outperforms many
state-of-the-art sparse GP regression methods, and that the model works
well on large-scale problems using stochastic optimization.
• In Chapter 4, we propose a scalable GP model for classification. The pro-
posed model also uses a hierarchical structure of sparse GPs to reduce the
computational cost for training and inference, while effectively exploiting
both global and local information from the training data. Model is learned
using a variational inference algorithm which maximizes a lower bound of
the log marginal likelihood. We explicitly represent the variational distribu-
tions of the inducing latent variables so that the model conditioned on these
variables factorizes in the observations, and thus, the objective function
involves only one-dimensional integrals of the log-likelihoods. They can
be computed efficiently without a separate non-conjugate approximation,
which is often required for GP classification to deal with the non-Gaussian
likelihood. We present experimental results on a wide range of benchmark
datasets to demonstrate the advantages of the proposed model, as a stand-
alone classifier or as the top layer of a deep neural network, in terms of
scalability and predictive power.
• In Chapter 5, we apply the proposed HGP model for binary classification
to the problem of pedestrian lane detection. We propose a hybrid deep
learning-GP architecture to segment scene images into pedestrian lane and
background regions. The proposed hybrid network, which can be trained in
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an end-to-end manner, combines a compact convolutional encoder-decoder
network with the powerful non-parametric HGP classifier to mitigate the
overfitting problem, while maintaining its modeling power. Besides the
segmentation output for each test image, the network also generates a map
of well-calibrated uncertainty. We also introduce a new dataset of 5000
images for training and evaluating pedestrian lane detection algorithms. We
present experimental results on this dataset to compare the performances
of the proposed network and several existing methods for pedestrian lane
detection.
• In Chapter 6, we apply the proposed HGP model for multi-class classifi-
cation to the problem of underwater mine sensing in sonar imagery. We
combine the HGP classifier with a compact convolutional neural network to
form a hybrid network, which can be trained end-to-end to classify rectan-
gular regions of a sonar image into three categories: mine-like object, other
significant object, and background. We present experimental results on real
sonar images, which demonstrate significant performance improvements of
the proposed method compared to other state-of-the-art techniques.
7.2 Future work
Possible research directions can be summarized as follows:
• Extend the proposed hierarchical GP models for regression and classification
to allow an unlimited number of layers to be added into the hierarchy. A hi-
erarchical GP model with more than two layers may be beneficial to capture
a more sophisticated hierarchical structure of the data. For example, for the
problem of predicting the artist playing a song, the sampled songs can first
be grouped into different genres of the songs, and subsequently into differ-
ent nationalities of the bands. Although this seems like a natural extension
of this research, we leave the detailed implementation and exploration for
future studies.
• Develop a scalable GP model for multi-task learning. Multi-task learn-
ing models, which learn multiple related tasks together, have been shown
to improve performance of individual tasks by sharing information across
the tasks. Multi-task learning has been successfully adopted across many
machine learning applications, from natural language processing [133] and
speech recognition [134] to computer vision [135]. Recently, multi-task learn-
ing models using Gaussian processes have been developed and applied in
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various areas. It is worth to develop a scalable GP model for multi-task
learning to reduce the computational cost based on the hierachial structure
proposed in this thesis.
• Investigate a hierarchical GP architecture which models the input space
with stochastic Dirichlet process infinite mixture model. In our current
hierarchical GP model, we use a simple gating network for fast expert al-
location. However, it would be interesting to investigate a more complex
gating network based on Dirichlet process infinite mixture model. This gat-
ing network may be more flexible and will be beneficial for handling missing
inputs, which is a major problem encountered in a wide range of machine
learning applications as pointed out in [136].
7.3 Conclusion
This thesis presents scalable Gaussian process models for regression and clas-
sification that effectively combine the advantages of both global and local GP
approximations. The proposed models allow the utilization of both global and
local information from the dataset through hierarchical structures. The proposed
hierarchical GP model for regression is shown to outperform many state-of-the-
art sparse GP regression methods through our experiments on a wide range of
benchmark datasets. Our experimental results also show that the model can effi-
ciently handle non-stationarity and locality in the data, and can capture common
trends across the entire dataset. The model works well on large-scale problems
using stochastic optimization. The proposed hierarchical GP model for classifica-
tion is also shown to be more efficient and accurate than many state-of-the-art GP
and generic classifiers through our experiments on a wide range of benchmark
classification datasets, as a stand-alone classifier or as the top layer of a deep
neural network.
The proposed GP classifier is applied to two practical machine learning prob-
lems: pedestrian lane detection and underwater mine sensing in sonar imagery.
For the pedestrian lane detection problem, the proposed hierarchical GP binary
classifier is combined with a compact convolutional encoder-decoder network to
segment scene images into pedestrian lane and background regions. Evaluated
on a pedestrian lane detection dataset of 5000 images, the proposed method gives
more accurate lane detection compared to several existing methods. Our exper-
imental results also show that replacing the linear classifier in typical encoder-
decoder convolutional networks by the proposed HGP classifier improves the
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performance significantly. For underwater mine sensing in sonar imagery, the pro-
posed hierarchical GP multi-class classifier is placed on top of a compact convolu-
tional neural network to form a hybrid network, which can be trained end-to-end
to classify rectangular regions of a sonar image into three categories. Experimental
results on real sonar images show that the proposed method achieves a signifi-
cantly higher overall classification rate than other state-of-the-art techniques. The
results also show that when being placed on top of the same convolutional neural
network, the proposed HGP classifier outperforms the linear classifier and other
GP classifiers for the underwater mine sensing problem.
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8.1 Mathematical background
8.1.1 Gaussian Identities
Suppose that the two random vectors f1 and f2 jointly follow a Gaussian distribu-
tion:  f1f2
 ∼ N  m1m2
 ,  A CCT B
 , (8.1)
then the marginal distribution of f1 and f2, and the conditional distribution of f1
given f2 are
f1 ∼ N(m1,A), (8.2)
f2 ∼ N(m2,B), and (8.3)
f1|f2 ∼ N
(
m1 + CB−1(f2 −m2),A − CB−1CT
)
. (8.4)
8.1.2 Marginal and Conditional Gaussians
Given a marginal Gaussian distribution for x and a conditional Gaussian distri-
bution for y given x in the form
p(x) = N(x|µ,Λ−1)
p(y|x) = N(y|Ax + b,L1)
the marginal distribution of y is given by
p(y) =
∫
p(y|x)p(x)dx = N(y|Aµ + b,L1 + AΛ1AT). (8.5)
This property is presented in Equation 2.115 of [137]
8.2 The expected likelihood terms
Here we will present the derivation of the expected likelihood terms of the bound
(3.28) in detail. First, we derive the functional forms of the marginal distributions
q( fk(xn)) for k = 0, ...,T. For this, we apply the general properties of the Gaussian
distributions which are presented in Appendix 8.1.2.
With q(g0) and p(f0|g0) given by Eq. (3.26) and Eq. (3.9), we can derive the
formula for q(f0) ,
∫
p(f0|g0)q(g0)dg0 by applying the above property
q(f0) =N
(
f0|[A0]Tm0,K
(0)
XX + [A0]
T(S0 −K
(0)
U0U0
)A0
)
, (8.6)
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where A0 ≡ [K
(0)
U0U0
]−1K(0)U0X. As a result, we have
q( f0(xn)) =N
(
f0(xn)|[a0n]Tm0, κ0(xn, xn) + [a0n]T(S0 −K
(0)
U0U0
)a0n
)
,
=N
(
f0(xn)|[a0n]Tm0,Tr(S0a0n[a0n]T) + l
(0)
nn
)
, (8.7)
where a0n is a vector of the n-th column of the matrix A0 and l
(0)
nn is the nth diagonal
element of the matrix K(0)XX − K
(0)
XU0
[K(0)U0U0]
−1K(0)U0X. Similarly, we can derive q(fk) ,∫
p(fk|hk,g0)q(hk)q(g0)dhkdg0 for k = 1, ...,T, with q(g0), q(hk) and p(fk|hk,g0) given
by Eq. (3.26), Eq. (3.27) and Eq. (3.14) as follows.
q(fk) ,
∫
p(fk|hk,g0)q(hk)q(g0)dhkdg
=
∫ {∫
p(fk|hk,g0)q(hk)dhk
}
q(g0)dg
=
∫ {
N
(
fk|[Ak]Tmk + [A0]Tg0,K
(k)
XX + [Ak]
T(Sk −K
(k)
UkUk
)Ak
)}
q(g0)dg
= N
(
fk|[Ak]Tmk + [A0]Tm0,K
(k)
XX + [Ak]
T(Sk −K
(k)
UkUk
)Ak + [A0]TS0A0
)
,
where Ak ≡ [K
(k)
UkUk
]−1K(k)UkX. Its marginal is then given by
q( fk(xn)) = N
(
fk(xn)|[akn]Tmk + [a0n]Tm0, κk(xn, xn) + [akn]T(Sk −K
(k)
UkUk
)akn + [a0n]TS0a0n
)
= N
(
fk(xn)|[akn]Tmk + [a0n]Tm0,Tr(Skakn[akn]T) + Tr(S0a0n[a0n]T) + l
(k)
nn
)
(8.8)
where akn is a vector of the n-th column of the matrix Ak and l
(k)
nn is the nth diagonal
element of the matrix K(k)XX −K
(k)
XUk
[K(k)UkUk]
−1K(k)UkX.
Let µkn and vkn, respectively, denote the mean and variance of the marginal
distribution q( fk(xn)) given by Eq. (8.7) and Eq. (8.8). The expected likelihood
terms from the bound (3.28) can be calculated as follows
Eq( fk(xn))[ln p(yn| fk(xn))]
=Eq( fk(xn))
{
−
1
2
ln(2πσ2k) −
1
2σ2k
[
y2n − 2yn fk(xn) + f
2
k (xn)
]}
= −
1
2
ln(2πσ2k) −
1
2σ2k
{
y2n − 2ynEq( fk(xn))
[
fk(xn)
]
+ Eq( fk(xn))
[
f 2k (xn)
]}
= −
1
2
ln(2πσ2k) −
1
2σ2k
[
y2n − 2ynµkn + µ
2
kn + vkn
]
= lnN(yn|µkn, σ2k) −
1
2σ2k
vkn, (8.9)
for k = 0, ...,T. This results in the following formulations for the expected likeli-
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hood terms.
Eq( f0(xn))[ln p(yn| f0(xn))] = lnN(yn|[a0n]
Tm0, σ20)
−
1
2σ20
Tr(S0a0n[a0n]T) −
1
2σ20
l(0)nn
and
Eq( fk(xn))[ln p(yn| fk(xn))] = lnN(yn|[akn]
Tmk + [a0n]Tm0, σ2k)
−
1
2σ2k
Tr(Skakn[akn]T)
−
1
2σ2k
Tr(S0a0n[a0n]T) −
1
2σ2k
l(k)nn
for k = 1, ...,T.
8.3 Computation of the evidence lower-bound and its
derivatives for the proposed regression model
Here, we give the detailed computation of the evidence lower-bound (ELBO) L1
for the regression model proposed in Chapter 3 and its derivatives with respect to:
1) the noise variance αl ≡ σ2l , 2) the kernel hyper-parameters θl, 3) the parameters
ml and Ll of the variational distributions, and 4) the locations of the inducing
points Ul for l = 0, ...,T.
8.3.1 Computation of the evidence lower-bound
We first restate the boundL1 for the proposed regression model and then give the
detailed computation of its terms.
L1(D,γ) =
N∑
n=1
T∑
k=1
q(zn = k)Eq( fk(xn))[ln p(yn| fk(xn))]
+
N∑
n=1
Eq( f0(xn))[ln p(yn| f0(xn))] −
T∑
k=1
KL(q(hk)||p(hk))
− KL(q(g0)||p(g0)),
where Eq( fk(xn))[ln p(yn| fk(xn))] given in Eq. (8.9) for k = 0, ...,T,
KL(q(g0)||p(g0)) = 0.5
ln |K
(k0)
U0U0
|
|S0|
−M + Tr
(
[K(0)U0U0]
−1S0
)
+ mT0 [K
(0)
U0U0
]−1m0
 (8.10)
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and
KL(q(hk)||p(hk)) = 0.5
ln |K
(k)
UkUk
|
|Sk|
−M + Tr
(
[K(k)UkUk]
−1Sk
)
+ mTk [K
(k)
UkUk
]−1mk
 .
(8.11)
8.3.2 Partial derivatives of the ELBO with respect to noise vari-
ances
The partial derivatives w.r.t. noise variances are given by
∂L1(D,γ)
∂α0
=
N∑
n=1
∂Eq( f0(xn))[ln p(yn| f0(xn))]
∂α0
=
N∑
n=1
{
−
1
2α0
+
1
2α20
(y2n − 2ynµ0n + µ
2
0n + v0n)
}
and
∂L1(D,γ)
∂αk
=
N∑
n=1
T∑
k=1
q(zn = k)
∂Eq( fk(xn))[ln p(yn| fk(xn))]
∂αk
=
N∑
n=1
T∑
k=1
q(zn = k)
{
−
1
2αk
+
1
2α2k
(y2n − 2ynµkn + µ
2
kn + vkn)
}
8.3.3 Partial derivatives of the ELBO with respect to other vari-
ables
Let r represent a variable to be optimized. The derivative ofL1 w.r.t. r is given by
∂L1(D,γ)
∂r
=
N∑
n=1
T∑
k=1
q(zn = k)
∂Eq( fk(xn))[ln p(yn| fk(xn))]
∂r
+
N∑
n=1
∂Eq( f0(xn))[ln p(yn| f0(xn))]
∂r
−
T∑
k=1
∂KL(q(hk)||p(hk))
∂r
−
∂KL(q(g0)||p(g0))
∂r
. (8.12)
Following the chain rule for multivariate functions, we get:
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∂Eq( fk(xn))[ln p(yn| fk(xn))]
∂r
=
∂Eq( fk(xn))[ln p(yn| fk(xn))]
∂µkn
∂µkn
∂r
+
∂Eq( fk(xn))[ln p(yn| fk(xn))]
∂vkn
∂vkn
∂r
=
1
σ2k
(yn − µkn)
∂µkn
∂r
−
1
2σ2k
∂vkn
∂r
,
for k = 0, ...,T. Hence, to find the derivative in Eq. (8.12), we just need to find the
following partial derivatives: ∂µkn∂r ,
∂vkn
∂r ,
∂KL(q(hk)||p(hk))
∂r and
∂KL(q(g0)||p(g0))
∂r .
8.3.3.1 Partial derivatives with respect to parameters of the variational distri-
butions
First, we obtain the partial derivatives w.r.t. the variational means mk for k =
0, ...,T. We only present the terms that are non-zero.
The partial derivatives w.r.t. m0 are given by
∂µin
∂m0
= a0n, for i = 0, ...,T;
∂KL(q(g0)||p(g0))
∂m0
= [K(0)U0U0]
−1m0.
The partial derivatives w.r.t. mk, for k = 1, ...,T, are given by
∂µkn
∂mk
= akn;
∂KL(q(hk)||p(hk))
∂mk
= [K(k)UkUk]
−1mk.
Next, we obtain the partial derivatives w.r.t. the variational covariances Sk for
k = 0, ...,T, which are
∂vkn
∂Sk
= akn[akn]T;
∂KL(q(hk)||p(hk))
∂Sk
=
1
2
(
−S−1k + [K
(k)
UkUk
]−1
)
.
The partial derivatives w.r.t. Lk, for k = 0, ...,T, are then calculated as
∂L1(D,γ)
∂Lk
=
∂L1(D,γ)
∂Sk
∂Sk
∂Lk
= 2
∂L1(D,γ)
∂Sk
Lk.
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8.3.3.2 Partial derivatives with respect to the kernel hyper-parameters and
locations of the inducing points
The bound L1 depends on the kernel hyper-parameters θk and locations of the
inducing points Uk through the three covariance matrices/vectors K
(k)
UkUk
, K(k)UkX and
diag
[
K(k)XX
]
. We first need to find the partial derivatives ofL1 w.r.t. these matrices.
The partial derivatives w.r.t. entries of diag
[
K(k)XX
]
for k = 0, ...,T are
∂vkn
∂κk(xn, xn)
= 1.
The partial derivatives w.r.t. entries of K(0)U0X are
∂µin
∂K(0)U0xn
= [K(0)U0U0]
−1m0 for i = 0, ...,T;
∂v0n
∂K(0)U0xn
=
(
[K(0)U0U0]
−1S0 − I
)
[K(0)U0U0]
−1K(0)U0xn ;
∂vin
∂K(0)U0xn
= [K(0)U0U0]
−1S0[K
(0)
U0U0
]−1K(0)U0xn for i = 1, ...,T.
The partial derivatives w.r.t. entries of K(k)UkX for k = 1, ...,T are
∂µkn
∂K(k)Ukxn
= [K(k)UkUk]
−1mk;
∂vkn
∂K(k)Ukxn
=
(
[K(k)UkUk]
−1Sk − I
)
[K(k)UkUk]
−1K(k)Ukxn .
The partial derivatives w.r.t. entries of K(0)U0U0 are
∂µin
∂K(0)U0U0
= −[K(0)U0U0]
−1K(0)U0xnm
T
0 [K
(0)
U0U0
]−1 for i = 0, ...,T;
∂v0n
∂K(0)U0U0
= a0n[a0n]T −
(
a0n[a0n]TS0[K
(0)
U0U0
]−1 + [K(0)U0U0]
−1S0a0n[a0n]T
)
;
∂vin
∂K(0)U0U0
= −
(
a0n[a0n]TS0[K
(0)
U0U0
]−1 + [K(0)U0U0]
−1S0a0n[a0n]T
)
for i = 1, ...,T.
The partial derivatives w.r.t. entries of K(k)UkUk are
∂µkn
∂K(k)UkUk
= −[K(k)UkUk]
−1K(k)Ukxnm
T
k [K
(k)
UkUk
]−1;
∂vkn
∂K(k)UkUk
= akn[akn]T −
(
akn[akn]TSk[K
(k)
UkUk
]−1 + [K(k)UkUk]
−1Skakn[akn]T
)
.
Next, we assume that the squared exponential (SE) kernel with automatic
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relevance determination (ARD) is used, i.e., the kernel function κk(x, x′) is given
by
κk(x, x′) = βk exp
(
−
1
2
(x − x′)TMk(x − x′)
)
, (8.13)
where βk is the signal variance and Mk = diag([φ
(k)
1 , ..., φ
(k)
D ]) with φ
(k)
d = [`
(k)
d ]
−2
and `(k)d being the characteristic length-scale for input dimension d, for d = 1, ...,D.
The partial derivative w.r.t to any variable r among the kernel hyper-parameters
θk = (βk, φ
(k)
1 , ..., φ
(k)
D ) or locations of the inducing points Uk can then be calculated
as
∂L1(D,γ)
r
=
∂L1(D,γ)
K(k)UkUk
K(k)UkUk
r
+
∂L1(D,γ)
K(k)UkX
K(k)UkX
r
+
∂L1(D,γ)
diag
[
K(k)XX
] diag [K(k)XX]
r
,
for k = 0, ...,T. We now find the partial derivatives of the covariance matrices
K(k)UkUk , K
(k)
UkX
and diag
[
K(k)XX
]
w.r.t. the kernel hyper-parameters and locations of the
inducing points.
Since ∂κk(x,x
′)
∂βk
= κk(x,x
′)
βk
, the partial derivatives of any matrix K(k) w.r.t. the signal
variances βk is
∂K(k)
∂βk
=
K(k)
βk
.
The partial derivative of any matrix entry κk(x, x′) w.r.t. φ
(k)
d is
∂κk(x, x′)
∂φ(k)d
= κk(x, x′)(xd − x′d)
2.
Let U(k)i denote the i-th inducing input of Uk for k = 0, ...,T, and U
(k)
id denote its d-th
dimension. The partial derivative
∂KUkUk
∂U(k)id
is given by
∂KUkUk∂U(k)id

mm′
=
∂κ(U(k)m ,U
(k)
m′)
∂U(k)id
= (δmi − δm′i)κ(U
(k)
m ,U
(k)
m′)(−φ
(k)
d )(U
(k)
md −U
(k)
m′d)
The partial derivative
∂KUkX
∂U(k)id
is given by
∂KUkX∂U(k)id

mn
=
∂κ(U(k)m , xn)
∂U(k)id
= δmiκ(U
(k)
m , xn)(−φ
(k)
d )(U
(k)
md − xnd)
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8.4 Computation of the evidence lower-bound and its
derivatives for the proposed classification model
This section discusses the computation of the evidence lower-bound L1 for the
HGP classification model proposed in Chapter 4 and its derivatives with respect
to: 1) the kernel hyper-parameters θ(c)l , 2) the parameters m
(c)
l and L
(c)
l of the
variational distributions, and 3) the locations of the inducing points Ul, for l =
0, ...,T and c = 1, ...,C.
8.4.1 Computation of the evidence lower-bound
The bound L1 for the proposed HGP classification model is given as
L1 =
N∑
n=1
T∑
k=1
q(zn = k)Eq(fkn)[ln p(yn|fkn)]
+
N∑
n=1
Eq(f0n)[ln p(yn|f0n)] −
K∑
k=1
C∑
c=1
KL[q(h(c)k )||p(h
(c)
k )]
−
C∑
c=1
KL[q(g(c)0 )||p(g
(c)
0 )].
The computation of the expectation termsEq(fln)[ln p(yn|fln)] for l = 0, ...,T has been
discussed in Section 4.3.2.1. TheKL-divergence terms are computed as follows:
KL(q(g(c)0 )||p(g
(c)
0 )) =
1
2
ln |K
(0c)
U0U0
|
|S(c)0 |
−M + Tr
(
[K(0c)U0U0]
−1S(c)0
)
+ [m(c)0 ]
T[K(0c)U0U0]
−1m(c)0
 ,
(8.14)
and
KL(q(h(c)k )||p(h
(c)
k )) =
1
2
ln |K
(kc)
UkUk
|
|S(c)k |
−M + Tr
(
[K(kc)UkUk]
−1S(c)k
)
+ [m(c)k ]
T[K(kc)UkUk]
−1m(c)k
 .
(8.15)
8.4.2 Derivatives of the evidence lower-bound
Next, we present the detailed derivation of the partial derivaties of the bound
L1 w.r.t. all the parameters to be optimized. Let r represent a variable to be
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optimized. The derivative of L1 w.r.t. r is given by
∂L1
∂r
=
N∑
n=1
T∑
k=1
q(zn = k)
∂Eq(fkn)[ln p(yn|fkn)]
∂r
+
N∑
n=1
∂Eq(f0n)[ln p(yn|f0n)]
∂r
−
T∑
k=1
C∑
c=1
∂KL(q(h(c)k )||p(h
(c)
k ))
∂r
−
C∑
c=1
∂KL(q(g(c)0 )||p(g
(c)
0 ))
∂r
. (8.16)
Let Eln denote the expectation Eq(fln)[ln p(yn|fln)]. The following is obtained
using the formula for Eln in (4.16):
∂Eln
∂r
=
[
ln(1 − ε) − ln(
ε
C − 1
)
]
∂Pln
∂r
, (8.17)
where
Pln = Eq( f (yn)ln )
∏
c,yn
φ
 f (yn)ln − µ(c)lnσ(c)ln

 . (8.18)
Following the chain rule for multivariate functions, we have:
∂Pln
∂r
=
∂Pln
∂µ(c)ln
∂µ(c)ln
∂r
+
∂Pln
∂σ2(c)ln
∂σ2(c)ln
∂r
for l = 0, ...,T and c = 1, ...,C. For any class c̃ , yn, the derivatives of Pln w.r.t. µ
(c̃)
ln
and σ2(c̃)ln are
∂Pln
∂µ(c̃)ln
= Eq( f (yn)ln )

∏
c<{yn,c̃}
φ
 f (yn)ln − µ(c)lnσ(c)ln
 ∂φ
(
f (yn)ln −µ
(c̃)
ln
σ(c̃)ln
)
∂µ(c̃)ln
 , (8.19)
∂Pln
∂σ2(c̃)ln
= Eq( f (yn)ln )

∏
c<{yn,c̃}
φ
 f (yn)ln − µ(c)lnσ(c)ln
 ∂φ
(
f (yn)ln −µ
(c̃)
ln
σ(c̃)ln
)
∂σ2(c̃)ln
 . (8.20)
To find the derivatives of Pln w.r.t. µ
(yn)
ln and σ
2(yn)
ln , we use the following Gaussian
identities presented in [76]:
∂
∂µ
EN(x|µ,σ2)[ f (x)] = EN(x|µ,σ2)[
∂
∂x
f (x)]
∂
∂σ2
EN(x|µ,σ2)[ f (x)] =
1
2
EN(x|µ,σ2)[
∂2
∂x2
f (x)]
(8.21)
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Substituting f , µ and σ2 in (8.21) with
∏
c,yn φ
(
f (yn)ln −µ
(c)
ln
σ(c)ln
)
, µ(yn)ln and σ
2(yn)
ln , we have
∂Pln
∂µ(yn)ln
= E
N( f (yn)ln |µ
(yn)
ln ,σ
2(yn)
ln )
 ∂∂ f (yn)ln
∏
c,yn
φ
 f (yn)ln − µ(c)lnσ(c)ln

, (8.22)
∂Pln
∂σ2(yn)ln
=
1
2
E
N( f (yn)ln |µ
(yn)
ln ,σ
2(yn)
ln )
 ∂∂[ f (yn)ln ]2
∏
c,yn
φ
 f (yn)ln − µ(c)lnσ(c)ln

. (8.23)
The integrals in the right hand side of (8.19), (8.20), (8.22) and (8.23) can then
be computed by quadrature methods. Hence, to compute ∂Eln∂r , we are left with
computing
∂µ(c)ln
∂r and
∂σ2(c)ln
∂r . To find the derivative of the bound L1 as given in
(8.16), the following partial derivatives are needed:
∂µ(c)ln
∂r ,
∂σ2(c)ln
∂r ,
∂KL(q(h(c)k )||p(h
(c)
k ))
∂r and
∂KL(q(g(c)0 )||p(g
(c)
0 ))
∂r for n = 1, ...,N, c = 1, ...,C, l = 0, ...,T, and k = 1, ...,T.
8.4.2.1 Partial derivatives w.r.t. parameters of the variational distributions
First, we obtain the partial derivatives w.r.t. the variational means m(c)l for l =
0, ...,T. Only non-zero terms need to be presented.
The partial derivatives w.r.t. m(c)0 are given by
∂µ(c)in
∂m(c)0
= a(c)0n, for i = 0, ...,T;
∂KL(q(g(c)0 )||p(g
(c)
0 ))
∂m(c)0
= [K(0c)U0U0]
−1m(c)0 .
The partial derivatives w.r.t. m(c)k , for k = 1, ...,T, are given by
∂µ(c)kn
∂m(c)k
= a(c)kn ;
∂KL(q(h(c)k )||p(h
(c)
k ))
∂m(c)k
= [K(kc)UkUk]
−1m(c)k .
Next, we obtain the partial derivatives w.r.t. the variational covariances S(c)l for
l = 0, ...,T, which are
∂σ2(c)ln
∂S(c)l
= a(c)ln [a
(c)
ln ]
T;
∂KL(q(h(c)l )||p(h
(c)
l ))
∂S(c)l
=
1
2
(
−[S(c)l ]
−1 + [K(lc)UlUl]
−1
)
.
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The partial derivatives w.r.t. L(c)l , for l = 0, ...,T, are then calculated as
∂L1
∂L(c)l
=
∂L1
∂S(c)l
∂S(c)l
∂L(c)l
= 2
∂L1
∂S(c)l
L(c)l .
8.4.2.2 Partial derivatives w.r.t. the kernel hyper-parameters and locations of
the inducing points
The bound L1 depends on the kernel hyper-parameters θ
(c)
l and locations of the
inducing points Ul through the three covariance matrices/vectors K
(lc)
UlUl
, K(lc)UlX and
diag
[
K(lc)XX
]
. We first need to find the partial derivatives ofL1 w.r.t. these matrices.
The partial derivatives w.r.t. entries of diag
[
K(lc)XX
]
for l = 0, ...,T are
∂σ2(c)ln
∂κ(c)l (xn, xn)
= 1.
The partial derivatives w.r.t. entries of K(0c)U0X are
∂µ(c)in
∂K(0c)U0xn
= [K(0c)U0U0]
−1m(c)0 for i = 0, ...,T;
∂σ20n
∂K(0c)U0xn
=
(
[K(0c)U0U0]
−1S(c)0 − I
)
[K(0c)U0U0]
−1K(0c)U0xn ;
∂σ2(c)in
∂K(0c)U0xn
= [K(0c)U0U0]
−1S(c)0 [K
(0c)
U0U0
]−1K(0c)U0xn for i = 1, ...,T.
The partial derivatives w.r.t. entries of K(kc)UkX for k = 1, ...,T are
∂µ(c)kn
∂K(kc)Ukxn
= [K(kc)UkUk]
−1m(c)k ;
∂σ2(c)kn
∂K(kc)Ukxn
=
(
[K(kc)UkUk]
−1S(c)k − I
)
[K(kc)UkUk]
−1K(kc)Ukxn .
The partial derivatives w.r.t. entries of K(0c)U0U0 are
∂µ(c)in
∂K(0c)U0U0
= −[K(0c)U0U0]
−1K(0c)U0xn[m
(c)
0 ]
T[K(0c)U0U0]
−1 for i = 0, ...,T;
∂σ2(c)0n
∂K(0c)U0U0
= a(c)0n[a
(c)
0n]
T
−
(
a(c)0n[a
(c)
0n]
TS(c)0 [K
(0c)
U0U0
]−1 + [K(0c)U0U0]
−1S(c)0 a
(c)
0n[a
(c)
0n]
T
)
;
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and ∂σ
2(c)
in
∂K(0c)U0U0
= −
(
a(c)0n[a
(c)
0n]
TS(c)0 [K
(0c)
U0U0
]−1 + [K(0c)U0U0]
−1S(c)0 a
(c)
0n[a
(c)
0n]
T
)
for i = 1, ...,T.
The partial derivatives w.r.t. entries of K(kc)UkUk for k = 1, ...,T are
∂µ(c)kn
∂K(kc)UkUk
= −[K(kc)UkUk]
−1K(kc)Ukxn[m
(c)
k ]
T[K(kc)UkUk]
−1;
∂σ2(c)kn
∂K(kc)UkUk
= a(c)kn[a
(c)
kn]
T
−
(
a(c)kn[a
(c)
kn]
TS(c)k [K
(kc)
UkUk
]−1 + [K(kc)UkUk]
−1S(c)k a
(c)
kn[a
(c)
kn]
T
)
.
Next, we assume that the squared exponential kernel with automatic relevance
determination is used. For the c-th GP of the l-th GP unit, let β(c)l be the signal
variance, and `(lc)d be the characteristic length-scale for input dimension d, for
d = 1, ...,D. The kernel function κ(c)l (x, x
′) is given by
κ(c)l (x, x
′) = β(c)l exp
(
−
1
2
(x − x′)TM(c)l (x − x
′)
)
, (8.24)
where M(c)l = diag([φ
(lc)
1 , ..., φ
(lc)
D ]) with φ
(lc)
d = [`
(lc)
d ]
−2. The partial derivative w.r.t
to any variable r among the kernel hyper-parameters θ(c)l = (β
(c)
l , φ
(lc)
1 , ..., φ
(lc)
D ) or
locations of the inducing points Ul can then be calculated as
∂L1
r
=
∂L1
K(lc)UlUl
K(lc)UlUl
r
+
∂L1
K(lc)UlX
K(lc)UlX
r
+
∂L1
diag
[
K(lc)XX
] diag [K(lc)XX]
r
,
for l = 0, ...,T.
We now find the partial derivatives of the covariance matrices K(lc)UlUl , K
(lc)
UlX
and
diag
[
K(lc)XX
]
w.r.t. the kernel hyper-parameters and locations of the inducing points.
Since
∂κ(c)l (x,x
′)
∂β(c)l
=
κ(c)l (x,x
′)
β(c)l
, the partial derivatives of any matrix K(lc) w.r.t. the
signal variances β(c)l is
∂K(lc)
∂β(c)l
=
K(lc)
β(c)l
.
The partial derivative of any matrix entry κ(c)l (x, x
′) w.r.t. φ(lc)d is
∂κ(c)l (x, x
′)
∂φ(lc)d
= κ(c)l (x, x
′)(xd − x′d)
2.
Let U(l)i denote the i-th inducing input of Ul for l = 0, ...,T, and U
(l)
id denote its d-th
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dimension. The partial derivative
∂K(lc)UlUl
∂U(l)id
is given by
∂K(lc)UlUl∂U(l)id

mm′
=
∂κ(c)l (U
(l)
m ,U
(l)
m′)
∂U(l)id
= (δmi − δm′i)κ
(c)
l (U
(l)
m ,U
(l)
m′)(−φ
(lc)
d )(U
(l)
md −U
(l)
m′d)
The partial derivative
∂K(lc)UklX
∂U(l)id
is given by
∂K(lc)UlX∂U(l)id

mn
=
∂κ(c)l (U
(l)
m , xn)
∂U(l)id
= δmiκ
(c)
l (U
(l)
m , xn)(−φ
(lc)
d )(U
(l)
md − xnd)
8.5 Expected log likelihood for robust-max likelihood
function
This section gives the detailed computation of the expected log likelihood for the
robust-max likelihood function. Using the robust-max likelihood function given
in (4.15), the expected log likelihood can be expressed as
Eq(fln)[ln p(yn|fln)] = Eq(fln)[lnS(fln)yn]
= Pln ln(1 − ε) + (1 − Pln) ln(
ε
C − 1
).
Here, Pln is the probability that the latent variable corresponding to the class yn is
the largest among all the elements of the vector fln. Pln is given as
Pln = Eq(fln)
[
1
(
f (yn)ln > f
(c)
ln ∀c , yn
)]
= Eq(fln)
∏
c,yn
1
(
f (yn)ln > f
(c)
ln
)
= Eq( f (yn)ln )
∏
c,yn
Eq( f (c)ln )
{
1
(
f (yn)ln > f
(c)
ln
)}
= Eq( f (yn)ln )
∏
c,yn
φ
 f (yn)ln − µ(c)lnσ(c)ln

 ,
where φ denotes the standard normal cumulative density function, and µ(c)ln and
σ(c)ln denote the mean and the standard deviation, respectively, of the normal
distribution q( f (c)ln ). The one-dimensional integral in the above equation can be
evaluated using the Gauss-Hermite quadrature method.
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