We consider the eigenvalue problem for the following p-Laplacian-like equation:
Introduction. This paper is devoted to the study of the eigenvalue problem for the p-Laplacian-like equation
where λ > 0 is a real parameter, 1 < p < n, Ω is a bounded smooth domain in R n , and Du denotes the gradient of u, f ∈ C(Ω × R, R), a ∈ C(R + , R).
We call λ an eigenvalue of (1.1) provided (1.1), for this λ, has a nontrivial weak solution, say u λ , which is then called an eigenfunction corresponding to λ. Denote We look for nontrivial solutions of (1.1), and this question is reduced to show, for some λ ∈ R, the existence of critical points for the functional
In [5] , Pielichowski discussed the existence and nonnegativity of the first eigenvalue and eigenfunction, in a weak sense, of the p-Laplace equations with some kind of nonlinear terms below
where A(σ ), B(σ ) are constants, Garcia-Huidobro et al. [4] proved the existence of eigenvalues and eigenfunctions for the p-Laplacian-like equation in the radial form
They used the fixed-point theorem and continuation to techniques. Recently, Boccardo [2] showed the existence of positive eigenfunctions to a kind of pLaplace-like equations
(1.6)
We are especially interested in Ubilla's paper [7] , which studied the solvability of the boundary value problem for p-Laplacian-like equation in the radial form
Under the assumption that
a multiplicity result was obtained by using energy relations and the shooting method. The key of our trick is to change this assumption into that the mapping r A(|r | p ) defined in (1.2) is strictly convex, and then consider the eigenvalue problem (1.1). Also, the method we used, the mountain pass theorem and the minimax principle, is different from [7] and some other related papers (see [7] and the references therein). We got the existence of two eigenfunctions u λ ,v λ not necessarily radial ones. In addition, we found that the behaviors of these two eigenfunctions near λ = 0 are much different as lim λ→0+ u λ E = +∞, lim λ→0+ v λ E = 0. Our idea comes partially from [1] . 
(A4) there exist constants t 0 , θ such that 0 < θ < c 0 /pT where c 0 ,T are constants as in (A2), and
Then we have the main results.
Theorem 2.1. Under assumptions (A1) to (A5), there exists a number λ
, there exists an eigenfunction u λ of (1.1) satisfying
Theorem 2.2. Assume (A1) to (A5) and f (x,t) ≥ 0, then there is a number
λ * > 0 such that for each λ ∈ (0,λ * ), (1.1) has one eigenfunction u λ behaving lim λ→0+ u λ E = 0.
Proof of the main results

Lemma
Assume (A1) to (A4), then I λ defined in (1.3) belongs to C 1 (E, R).
Proof. Denote
We will then complete the proof by the following two claims.
that is,
Set, in the above inequality, 1 − λ = t, we then have
which is independent of t. Hence, we can apply the Lebesgue dominated convergence theorem to the equality 5) and letting t → 0, we then get
Next, we show that I A is continuous in u. In the following, the constant C may vary line by line.
where 
Noticing that
.
(3.13) We then get I A (u m ) − I A (u) → 0 as m → ∞. Therefore, I A is continuous at the point u, that is, I A ∈ C 1 (E, R).
Claim 2 (I F ∈ C 1 (E, R)). The proof is similar to Claim 1 and we then omit it.
This completes the proof of Lemma 3.1.
Lemma 3.2. Assume (A1) to (A4), then I λ satisfies (PS) condition.
Proof. From Lemma 3.1, we know that
Suppose that S = {u m } ⊂ E satisfies that for some M > 0, Suppose Ω ⊂ Ω, by (3.27) and (3.8). Using (A2) and Young's inequality, we get
(3.28)
Setting ε 1 = ε 2 = c 0 /4p in the above inequality yields
Let |Ω | be small enough so that for a given ε > 0 there holds 
≤ Cε as m is large enough.
(3.32)
This completes the proof of Lemma 3.2.
Proof of Theorem 2.1. We complete the proof by three steps.
Step 1. In fact, from (A3) we find
Condition (A2) and the Sobolev imbedding theorem yield where ρ λ = λ −α .
Step 2. Condition (A4) implies that 
