We investigate the impact of a local random unitary noise on multipartite quantum states of an arbitrary dimension. We follow the dynamical approach, in which the single-particle unitaries are generated by local random Hamiltonians. Assuming short evolution time we derive a lower bound on the fidelity between an initial and the final state transformed by this type of noise. This result is based on averaging the Tamm-Mandelstam bound and holds for a wide class of distributions of random Hamiltonians fulfilling specific symmetry conditions. It is showed how the sensitivity of a given pure quantum state to the discussed type of noise depends on the properties of single-particle and bipartite reduced states.
I. INTRODUCTION
Fiducial transmission of quantum particles is a crucial element of many quantum information protocols [1] . In this work we discuss the case of transmitting an arbitrary number n of d-level particles which undergo a local unitary noise. This kind of noise is typical for optical implementations of many quantum protocols [2] . We compare two scenarios. First, in which the particles are send in a single wave-packet (each particle undergoes the same noise), and the second one, in which they are send sequentially (each particle undergoes a noise sampled independently from the same distribution). We introduce a characterization of quantum states with respect to a sensitivity to such a noise by means of the so called Quantum Fisher Information (QFI).
Random unitary noise of the general form:
where V is some unitary matrix, can acquire different forms, with respect to two aspects: locality and the way of sampling the unitary operators. The locality aspect tells us whether the noise acts independently on the parties: V = U 1 ⊗ . . . ⊗ U n with U i ∈ SU(d), or it has the global character: V ∈ SU(d n ). When it comes to the second aspect, one can sample the unitary from the corresponding unitary group according to some convenient measure (so-called twirling), or one can adapt the dynamical approach and assume that a random unitary is generated by a random Hamiltonian: V = e −itH . In the latter case the quantum channel (1) is actually a continuous family of channels parametrized by the interaction time t. To sum up, we distinguish four main types of random unitary noise: (i) global twirling, (ii) local twirling, * marcin.1.markiewicz@uj.edu.pl (iii) global random Hamiltonian model and (iv) local random Hamiltonian model.
Global twirling channel is actually equivalent to completely depolarizing channel [3, 4] . Global noise generated by a random Hamiltonian, V = e −itH , gives rise to a partial depolarization of the n-partite state ρ(t) = p(t)ρ 0 + (1 − p(t))1 1, if one assumes that the distribution of eigenvectors of H is invariant under unitary conjugation [5] . This type of evolution was studied in the theory of open quantum systems in the context of a reduced random dynamics [6] [7] [8] . Local twirling [4] has been mainly considered in the case of identical local unitaries: V = U ⊗n . In this case the form of the output state can be derived from the multiplet structure of n composed spins-j, in which j = (d − 1)/2. This model describes a noise which appears due to the lack of a shared reference frame between sender and receiver in quantum communication [9] [10] [11] . The states which are invariant with respect to a local twirling are called isotropic states [12] [13] [14] .
Our paper is focused on the fourth possibility: local noise generated by a local random Hamiltonian, V = e −itH , where the Hamiltonian H has a direct sum structure. We develop an efficient method for describing the impact of this type of noise on quantum states. We describe the effect of the random noise using the fidelity between the initial state and the state at the final time t. Direct calculation of the fidelity can be intractable for a large number n of particles and higher number d of levels, especially in the case of mixed states. This difficulty can be overcome by bounding the fidelity with Quantum Fisher Information (QFI) for sufficiently small evolution time intervals, in which the fidelity is an invertible function of time. QFI, originally developed as a mean to describe the efficiency of a parameter estimation in quantum metrology [15] [16] [17] , was further applied to quantify performance of some information processing tasks, like imperfect quantum cloning [18, 19] , adjusting reference frames [20] and quantum search [21] . An analysis of QFI for random quantum pure states was recently presented in [22] .
In this work we apply QFI to the problem of bounding the fidelity of a multipartite quantum state undergoing random unitary noise. The key idea is that optimizing QFI over different directions corresponding to generators of a unitary group in the case of qubits is very simple. We generalize this idea to the case of arbitrary finitedimensional systems, and show, how this property of QFI allows one to assess the fidelity.
II. BASIC DEFINITIONS

A. Random local Hamiltonians
In this work we consider a system of n particles with d-levels each, undergoing two types of a random unitary noise generated by random local Hamiltonians. In the first case we assume that the Hamiltonian is collective, which means that each particle is affected by the same noise:
(we will use ordinary capital letters for single-particle operators, and mathcal letters for n-particle operators). The subscript k denotes some way of sampling the Hamiltonian, which will be specified later. The collective noise appears in different physical scenarios, for example in the case when an external interaction is localised in space and the particles are send in a single narrow wave-packet. Another example is the situation in which the particles are truly indistinguishable and therefore cannot be individually addressed. In the second case we assume that the Hamiltonian also has a direct sum structure, however it is sampled independently for each particle. This method of sampling physically corresponds to sending distinguishable particles one by one in a sequence. In this case each subsystem undergoes the noise by the same amount of time, but independently from the other ones:
In the above formula different subscripts k 1 , . . . , k n correspond to the fact that the generator of the noise is sampled independently for each particle, but from the same distribution. Let us assume that each local Hamiltonian H k belongs to an r-dimensional subspace of the space of Hermitian operators, and therefore can be expanded in some orthogonal set consisting of r ≤ d 2 local Hamiltonians
(for example Pauli matrices, Gell-Mann matrices, spin matrices):
for which we assume that T r(H
representing the Hamiltonian H k can be treated as a real r-dimensional vector. We assume that the distribution of the Hamiltonian is represented by a measure d k, invariant with respect to orthogonal transformations on its vectorized representation α k :
whereÔ is any element from the r-dimensional orthogonal group O(r). The above construction is a slight generalization of the typical random matrix ensambles, like Gaussian Unitary Ensamble (GUE) and Gaussian Orthogonal Ensamble (GOE). If we assume, that the vector α is a multivariate standard normal then we obtain the distribution of GUE restricted to a subspace spanned by H i , see discussion in Appendix A. If we additionally assume that the set of operators
consists of real symmetric matrices, then we obtain the distribution of GOE. Several distributions are discussed in details in section V B.
B. Collective and non-collective channels generated by random local Hamiltonians
The Hamiltonians (2) and (3) generate two families of quantum channels, parametrized by the time t,
Although channel (6) seems to be very similar to the twirling channel of the general form:
both maps have different properties. Firstly, the twirling channel is a projector:
and its direct form can be found from the multiplet structure of the n composed spins (d − 1)/2. For example in the case of d = 2 the twirling channel has a direct closed form [9] :
where D Mj is a depolarization channel on the so called gauge subspace, on which an irreducible representation of a unitary group SU(2) acts, N j is a multiplicity subspace on which the trivial representation of SU(2) acts, and P j is a projector onto an invariant subspace corresponding to spin-j. In contrast the operation (6) is neither a projector, nor it forms a dynamical semigroup. However, it respects the invariant subspace structure of the twirling channel (10) , and in some cases it gives rise to a periodic evolution. Let us discuss this aspect more thoroughly. As a pedagogical example we take the case of a five-qubit system, for which the six-dimensional fully symmetric subspace is spanned by two five-qubit GHZ-type states:
and by four Dicke states:
where |0 and |1 are the eigenstates of the local Pauli operator σ z corresponding to eigenvalues ±1. Here π denotes a permutation of e ones and (5 − e) zeros in the ket. Assume we take GHZ
as the initial state, and we sample the Hamiltonian from the uniform distribution on a two-dimensional sphere:
2 and σ i denote Pauli matrices. After the action of the transformation (6) the state GHZ is transformed into a mixture of all the basis vectors of the symmetric subspace:
in which all the probabilities ζ i (t) are periodic functions of time -see Appendix B. On the other hand, the twirling channel (8) transforms the GHZ state to a projector onto the fully symmetric subspace, which corresponds to all ζ i (t) = 1 6 in (13). As shown in Appendix B, the coefficients ζ i (t) in (13) are never equal, therefore the operation (6) does not reproduce the output of the twirling channel (8) for any time instant.
C. Fidelity and Quantum Fisher Information
As a measure of the quality of a state transfer through a channel parametrized by time, we take the Bures fidelity between input and output states [15, [23] [24] [25] :
In order to find analytically a tractable bound on fidelity for random unitary noise generated by random Hamiltonians we utilize the relation between fidelity and Quantum Fisher Information (QFI) [16, 26] . Indeed, let us assume that the state ρ 0 undergoes a unitary evolution U t = e −itH generated by a Hamiltonian H. The fidelity between the initial and evolved state can be expanded in a power series with respect to t [26] :
in which the coefficient in front of t 2 is given by the Quantum Fisher Information F Q . For a general input state ρ with the eigendecomposition ρ = i λ i |i i| the QFI takes the following form [15, 16] :
in which the sum runs over eigenvalues for which the denominator is non-zero. Note that the above formula implies that QFI is invariant with respect to shifting the unitary dynamics from the state to the Hamiltonian:
which resembles the equivalence between Schroedinger and Heisenberg pictures in quantum mechanics. It can be seen that the QFI describes the speed of divergence of quantum states ρ and ρ t under the unitary evolution,
Apart from (15) a direct bound on fidelity using the QFI can be found [27, 28] :
which holds for small time intervals [28] :
The above condition implies that the evolution time is sufficiently short to assure the uniqueness of the fidelity as a function of time -for longer evolution times the evolving state can return closer to the initial point. The bound (18) is known in the literature as the TammMandelstam bound, since it has been already proposed for pure states in the fourties [27] , a long time before the Quantum Fisher Information was defined. It is worth mentioning that the bound (18), when put into a bit different form:
is an example of a Quantum Speed Limit (QSL) [29] , and can be interpreted as a lower bound on the time in which a given initial state ρ can evolve to a final state ρ t under unitary evolution generated by a Hamiltonian H. A more general form of QSL has been recently introduced in [30] :
in which S(ρ, ρ t ) is a length of the path in the operator space followed by a state inbetween ρ and ρ t , calculated according to a specific metric tensor g µν (see eq. (21) in [30] ), whereas L(ρ, ρ t ) is a geodesic distance between ρ and ρ t corresponding to this metric. In the case of QSL in the form (20) the length S(ρ, ρ t ) is calculated according to a Fisher Information metric:
whereas the geodesic distance L(ρ, ρ t ) corresponds to the Bures angle [23, 25] :
In principle one can take any of the infinite family of speed limits (21) and try to translate it into a form analogous to (18) . However in two special cases the form of a geodesic distance L is known analytically: for the Bures angle (23), connected with Bures fidelity F B (14) , and for the Wigner-Yanase distance [31] :
The corresponding measure of distinguishability, analogous to Bures fidelity, is in the latter case given by the quantum affinity [32] :
It allows one to derive the following quantum speed limit [30] :
in which the quantity:
analogous to the Quantum Fisher Information, is known as the Quantum Skew Information [31] . The corresponding bound for the quantum affinity (25) reads:
and is more difficult to calculate than the TammMandelstam bound (18).
III. MAIN RESULTS
Our main result relies on providing an efficient method of averaging the Tamm-Mandelstam bound (18) . Namely we will show in section IV, that if instead of a unitary evolution generated by a single Hamiltonian H we take noisy channels (6) and (7), the bound (18) is still valid:
on condition that we also average the QFI:
The quantity Ω, which plays a role of a frequency of the evolution of quantum states under the action of (6) and (7), is determined by the mean QFI averaged over the space of Hamiltonians (4) according to a measure d k, which fulfills the symmetry conditions (5). The averaged bound (29) holds for small evolution times fulfilling t ≤ π/(2Ω) in full analogy to (19) . Therefore we translate the problem of bounding the fidelity of channels (6) and (7) into the problem of averaging the QFI. We show in sections IV A and IV B that the quantity (30) can be easily calculated for any finite dimensional quantum system and any method of sampling the Hamiltonian fulfilling the symmetry conditions (5). In the case of sampling the local Hamiltonian in a collective way (6), the mean QFI (30) is proportional to the arithmetic mean of the QFI with respect to a local Hermitian basis (details in Proposition 1):
On the other hand in the case of non-collective way of sampling local Hamiltonians (7), the mean (30) is proportional to the arithmetic mean of the QFI, however calculated in a different way (details in Proposition 2):
where:
for {i s } n s=1 = π(1, 0, . . . , 0). In the simplest case of two qubits, for which we take the Pauli matrices {σ x , σ y , σ z , 1 1} as the local basis, the mean (31) reads:
The second average in Eq. (32) reads:
The above properties of a Quantum Fisher Information were formerly proven only for the collective Hamiltonian in the case of many qubits [33, 34] . The equations (31) and (32) are analogous in spirit to quantum designs [35, 36] , in which averages over some continuous operator sets are expressed as finite sums. Moreover in section V A we show that in the case of pure states the mean QFI's (31) and (32) are determined by the local Bloch vectors and bipartite correlations only. Note that the properties (31) and (32) depend weakly on the way of sampling the Hamiltonians. If the distribution of the local Hamiltonians is symmetric in the sense of (5), the results for different ways of sampling differ only by multiplicative constants of proportionality in (31) and (32) , which is discussed in section V B.
Finally in section V C we discuss the robustness of several families of quantum states against the noise due to both channels (6) and (7). Hence one can optimize the way of transferring the particles. Depending on the state one of the two strategies: sending the parties sequentially or in a single packet brings more advantages.
IV. BOUND ON FIDELITY BASED ON QUANTUM FISHER INFORMATION
In order to derive a useful bound on the fidelity of the channels (6) and (7) we first use the concavity of the Bures fidelity [25] , which implies:
In the case of a pure input state, inequality (36) is saturated:
In the next step we utilize the Tamm-Mandelstam bound (18):
where in the second estimation we use the fact, that the function cos 2 ( t 2 F Q ) is a convex function of F Q for all t fulfilling the condition (19) . The last formula shows that for any evolution generated by a random Hamiltonian the fidelity of the evolved state decreases as cos 2 (Ωt), in which the square root of the mean QFI plays the role of the frequency of quantum evolution:
Below we calculate the quantity Ω for both Hamiltonians (2) and (3) and show that the result does not depend strongly on the way of sampling the Hamiltonian, as long as the symmetry conditions (5) hold.
A. Mean Quantum Fisher Information for collective random Hamiltonians of the form (2)
in which
in which, due to the orthonormality condition Tr(γ iγj ) = δ ij , the normalization coefficient is given by:
To calculate the integral F Q (ρ, H k ) d k, where H k is given by the formula (2), we use direct definition of the QFI (16):
. We expand the collective Hamiltonians in the formula (42) in the orthonormal basis (40):
After changing the order of summation and changing the notation of the new basis fromγ i to cγH i this expression reads:
The above formula can be presented in a compact form:
in which:
is the Fisher Information matrix, used in multiparameter estimation [17, 37] . It indicates how a quantum state is sensitive to a unitary evolution generated by Hamiltonians pointing in different directions in the Hilbert space. It remains to calculate the integral Tr(H kγ i )Tr(H kγ j ) d k. Firstly we express the collective operators in terms of single-particle ones:
in which the last equality follows from the linearity of trace and factorization property of trace with respect to a tensor product. The integral can be finally calculated using the following lemma, the proof of which we postpone to Appendix C: Lemma 1. Assume that the single-particle Hamiltonian is sampled from the subspace of Hermitian matrices of a real dimension r, and that the distribution of H fulfills the symmetry conditions (5). Then the integral (47) reads:
Using the above lemma we obtain:
Putting the above result into formula (45), we obtain the final form of the integral (42):
where in the last step we used the definition (41) of c γ and the fact, that the diagonal elements of the matrix (46) are directly equal to the values of the QFI in given directions, which finishes the proof of Propositon 1.
The formula (49) implies that given any finite dimensional system of a finite number of parties, and the collective Hamiltonian (2), the QFI averaged over any symmetric Hamiltonian distribution (5) is equal to the QFI averaged over the basis elements of the space from which the Hamiltonian is sampled rescaled by a factor that depends solely on the way of sampling the Hamiltonian. The above was previously known only for the system of many qubits with collective Hamiltonian sampled from the unit sphere [38] .
Remark 1. The integral (49) over the space of random Hamiltonians can be represented as an integral over their eigenvalues and eigenvectors. Due to the property (17)
it is equivalent to an integral over the orbit of isospectral states followed by integration over the spectrum D of the Hamiltonian:
Note that in our work we integrate over the set of random Hamiltonians H, i.e. we average over the eigenvalues and eigenvectors of H. In the approach of [22] the average is performed over local orbits, which corresponds to the average over the eigenvectors only for a given fixed spectrum of the Hamiltonian.
B. Mean Quantum Fisher Information for non-collective local random Hamiltonians of the form (3)
Proposition 2. For an arbitrary non-collective Hamiltonian H k1,..., kn of the form (3), in which local Hamiltonians H ki , given by (4), are sampled according to the measure d k i fulfilling the conditions (5), the mean F Q reads:
for {i s } n s=1 = π(1, 0, . . . , 0).
In this case we proceed in full analogy to the previous one, however, due to a weaker symmetry of the global Hamiltonian (3) some steps require more effort. The detailed technical proof is postponed to Appendix D. The final result is similar to the previous one (49) , but the average QFI is calculated in a different way. Instead of the average over collective Hamiltonians, in which all local Hamiltonians point in the same direction, we have the average over all possible single particle Hamiltonians extended trivially on the other parties.
V. CHARACTERIZATION OF STATES ACCORDING TO A SENSITIVITY TO LOCAL RANDOM UNITARY NOISE
A. Average QFI for pure states in terms of correlation tensors
In the case of pure states the analysis of a sensitivity of quantum states to random noise can be simplified if we express mean QFI from formulas (49) and (50) in terms of correlation tensors of the states. Let us fix some local Hermitian basis consisting of traceless operators
, extended by the identity, denoted conveniently by H 0 . Then any n-partite quantum state of d-level systems can be presented in a tensor form:
where the coefficients:
form the so called correlation tensor of a quantum state. Note that this definition of a correlation tensor differs slightly from the one conventionally used in the theory of entanglement [39] [40] [41] , where the tensor basis in (52) is normalized such that T i1i2...in ∈ [−1, 1] can be interpreted as a normalized correlation function. On the contrary, here the correlation tensor is always defined with respect to the same local bases, which are used to define the Hamiltonians (4) and (D2). Since in the case of pure input states the QFI equals to four times the variance of the Hamiltonian [16] :
we can easily express both averages of the QFI (49) and (50) in terms of the correlation tensor of an input state. 
Proof. See Appendix E. 
Proof. See Appendix F.
Remark 3. Note that in this case the mean QFI is constant for all states with vanishing local Bloch vectors, known as 1-uniform states [42] .
B. The role of sampling random Hamiltonians
Both bounds on the fidelity of a state transfer (49) and (50) depend on the method of sampling local random Hamiltonians via the mean value of a purity of a Hamiltonian Tr(H
). Here we consider some special cases of random Hamiltonians of size r: sampled uniformly from different spheres and sampled entrywise from a normal distribution (Gaussian matrix ensambles).
Firstly let us consider the Hamiltonian sampled uniformly from a 2-dimensional sphere S 2 , which can be interpreted as the angular momentum operator pointing into a random direction:
in which k ∈ S 2 is a normalized random vector, and the operators {J x , J y , J z } are the spin-j angular momentum operators for j = (d − 1)/2.
The above model can be generalized to the case r = 
in which k ∈ S d 2 −2 is a normalized vector sampled uniformly from (d 2 − 2)-dimensional sphere, and the operators {H i } are traceless Hermitian basis operators fulfilling Tr(H i H j ) = 2δ ij . We may imagine that the operators {H i } act in an artificial (d 2 − 1)−dimensional Euclidean space, and that the Hamiltonian (58) corresponds to the generator of the evolution in direction k.
The mean purity of Hamiltonians (57) and (58) can be easily found using the following Lemma:
in which d k denotes uniform measure on the sphere S r−1 .
Proof.
Tr(H
Tr(
Using the fact, that Tr(J
2 )j for i = 1, 2, 3, where j(j +1) is the eigenvalue of the operator
, we obtain the following results (57),
Further let us discuss the Gaussian ensambles. First we assume, that the Hamiltonian is given by a random Hermitian matrix H pertaining Gaussian Unitary Ensemble,
...
where ξ ij , η ij are independent identically distributed (i.i.d.) random normal variables, with mean equal to 0 and variance equal to 1. From the above form we see that the expected trace is given by
Since the random variables ξ and η have unit variance, we get
Similarly we can consider a random Hamiltonian H pertaining Gaussian Orthogonal Ensemble,
where ξ ij are i.i.d. normal random variables, with mean equal to 0 and variance equal to 1. Now we calculate the expected trace and get
Although Hamiltonians (57) and (58) look rather differently than (62), it turns out that they can be obtained as a normalized GUE distributions. Detailed discussion of this fact is postponed to Appendix A.
C. Sensitivity of several classes of states to the local unitary noise
The main bound (29) and both propositions 1 and 2 show that the fidelity of the state affected by the channels (6) and (7) depends on the Quantum Fisher Information averaged over the space of random Hamiltonians. Indeed, the lower the mean QFI, the more robust given state is against the unitary noise generated by a random local Hamiltonian.
In this section we discuss our results for a several genuinely entangled 4-qubit, 6-qubit, and 4-qutrit states, which frequently appear in quantum information. In particular we discuss Absolutely Maximally Entangled (AME) states of 2n parties, which are n-uniform, so any its reduction to n-partite state is maximally mixed [42, 44] . This property can be undestood in another way, namely AME states are genuinely entangled 2n-partite states, which do not have any correlations between less than n parties.
In our analysis we focus on the following particular examples of four-and six-partite states:
• n-qubit Greenberger-Horne-Zeilinger (GHZ) states [45] for n = 4, 6:
• n-qubit Dicke states [46] with e excitations, for n = 6, defined as:
in which k π k (·) denotes the sum over all possible permutations of zeros and ones in the ket.
• six-qubit Absolutely Maximally Entangled (AME) state [47] :
which is a superposition of all basis states with the following coefficients: • four-qutrit GHZ state:
• four-qutrit AME state [44, 48] :
• the family of 4-qutrit Dicke states [46] :
We choose a random local Hamiltonian to be sampled uniformly from a sphere (57). In the case of qubit states the Hamiltonian reads:
in which σ = {σ x , σ y , σ z } is a vector of Pauli matrices. In the case of qutrit states we consider two cases: sampling from a sphere S 2 : where J is a vector of spin-1 matrices {J x , J y , J z }, and sampling from a sphere S 7 :
where λ is a vector of eight Gell-Mann matrices. In Table I we present values of the mean QFI for the above states for both ways of sampling local Hamiltonians (6) and (7) . It can be seen that for almost all the above defined classes of states the collective noise is more destructive than the non-collective one. In the case of AME states the influence of both types of noise is the same, which is a consequence of the fact, that they have vanishing local Bloch vectors and bipartite correlations, therefore the mean QFI of these states depends only on the dimension-dependent constant terms.
The natural conjecture may arise that the collective noise is always worse or has the same influence on the quantum states. However, we verified numerically that this is not true. We checked, that for a random pure state of four qubits, sampled according to a Haar measure the situation is inverse -the non-collective noise is more destructive than the collective one (see Fig. 1 ). The interesting fact about AME states is that in the case of a collective noise they are always the most robust, which suggests that from among the above classes of pure states they mostly resemble singlet states (which are complete- ley invariant with respect to any local unitary evolution). On the other hand in the case of a non-collective noise their robustness is as bad as in the case of a GHZ states.
The quality of our approximation of the fidelity under local random noise for several classes of six-qubit and four-qutrit states is presented in Figures 2 and 3 .
More detailed numerical analysis in the case of collective evolution shows the following:
• the relative error of the bound (29) is no greater than 1% for at least 76.67% of the allowed time range t * (19) of the approximation in the case of AM E • taking into account the allowed time range t * (19), the approximation is getting better with increasing number of particles, but while comparing accuracy in a fixed moment of time it is opposite. 
VI. CONCLUSIONS
We showed that the influence of a local unitary noise generated by a random Hamiltonian can be characterized in terms of mean Quantum Fisher Information. Furthermore we showed that in the case of pure states the mean QFI is determined by lower order correlations (single particle and bipartite only). This fact leads us to the conclusion, that among states which are genuinely entangled, the more correlations are "stored" in the higher-order correlation sector, the more the state is insensitive to the local random noise.
Another interesting feature of the discussed class of states becomes clear if we compare collective and noncollective noise. States often used in the theory of quantum information can be considered as strongly nontypical. These states are more fragile with respect to the collective random noise, in contrast to generic random pure states, which suffer more under the action of a non-collective noise.
From the point of view of the problems of random dy-namics, our research demonstrates the difference between statical (uniform average over a symmetry group) and dynamical approach, in which we average over generators of evolution for a given evolution time treated as a parameter. Moreover we showed, that within the dynamical approach, the impact of the noisy random channel is actually identical for any distribution of the random Hamiltonians which fulfill very general symmetry conditions.
Apart from the scenario of transmitting quantum states through noisy channels, our results on averaging the Quantum Fisher Information may have an impact in the fields of quantum metrology and entanglement detection. In the first case, the mean QFI determines the lower bound on the precision of estimation of an unknown parameter t [15, 17] :
when a given quantum state ρ evolves according to a random evolution determined by the distribution of the Hamiltonian H [17] . In the second case, our result may stimulate the research on extending multiqubit entanglement criteria based on mean QFI [34, 38, 49] to the case of entanglement between higher dimensional systems.
which implies that:
Now let us introduce an orthonormalized local Hermitian basis γ i = c γ H i , where c γ = (Tr(H 2 1 ))
, such that Tr(γ i γ j ) = δ ij . Then we have:
where the last step follows from the invariance of the random Hamiltonian with respect to a permutation of coefficients. Therefore we have:
which after putting into (C2) proves the lemma.
the Lemma, we get: 
Introducing notation:
for {i s } n s=1 = π(1, 0, . . . , 0), we arrive at the desired equation (50):
Tr(H 0 ) Tr(H 2 1 )
Appendix E: Proof of Proposition 3
Tr(ρH 
