We construct a class of modules for extended affine Lie algebra gl l (C q ) by using the free fields. A necessary and sufficient condition is given for those modules being irreducible.
Introduction
The representation theory of affine Kac-Moody Lie algebras has remarkable applications in many areas of mathematics and mathematical physics. Extended affine Lie algebras are a higher dimensional generalization of affine Kac-Moody Lie algebras first introduced by [H-KT] under the name of quasisimple Lie algebras and systematically studied in [AABGP] . This family of newly developed Lie algebras includes toroidal Lie algebras and the central extensions of the matrix Lie algebras coordinated by quantum tori as examples. The study of representations for extended affine Lie algebras coordinated by quantum tori have drawn a lot of attentions recently via various module realizations. For instance, the representations via vertex operator construction was obtained in [BS] , [G1] , [G2] , [BGT] . Fermionic and bosonic realizations were constructed in [G3] and [L] . Unitary representations were studied in [JK] , [ER] , [GZ1] and [Z] . A deformed version was given in [VV] . The Wakimoto's free fields construction provides a remarkable way to realize affine Kac-Moody Lie algebras (see [W1] , [FF] and [W2] ). In [GZ] and [Z] , this approach has been successfully used to construct the representation of gl l (C q ), the extended affine Lie algebra of type A coordinated by a quantum torus, for l = 2, 3. Motivated by [Z] and [GZ2] , we shall construct in this paper a class of irreducible representations of the extended affine Lie algebra gl l (C q ) which contains l = 2 in [GZ] as its special case. We further give a necessary and sufficient condition for those modules being irreducible.
The paper is organized as follows. In Sect 2, we recall some notations and definitions. Our main theorem will appears in Sect 3 where we construct a class of modules for gl l (C q ) by using the free fields. Then we work out the condition of irreducibility for modules constructed in Sect 4.
Preliminary
Let q be a non-zero complex number. A quantum 2-torus associated to q is the unital associative C-algebra C q [s ±1 , t ±1 ] (or, simply C q ) with generators s ±1 , t ±1 and relations
Let gl l be the general linear algebra, which is one dimensional central extension of the simple Lie algebra sl l of type A l−1 . Denoteḣ the Cartan subalgebra of gl l which is the set of the diagonal matrices, andṖ ⊂ḣ * be the set of weight lattice. Its Borel subalgebra denoted asḃ is the set of all upper triangular matrices.
We form a natural central extension of gl l ⊗ C q as follows.
where E ij is the matrix whose (i, j)-entry is 1 and 0 elsewhere, and c s and c t are central elements of gl l (C q ).
The derivations d s and d t can be extended to derivations on gl l (C q ). Now we can define the semi-direct product of the Lie algebra gl l (C q ) and those derivations:
The Lie algebra gl l (C q ) is an extended affine Lie algebra of type A l−1 with nullity 2. ( See [AABGP] and [BGK] for definitions).
So the Cartan subalgebra
h of gl l (C q ) is h =ḣ ⊕ Cc s ⊕ Cc t ⊕ Cd s ⊕ Cd t , the Borel subalgebras b is b =ḃ ⊗ C q ⊕ Cc s ⊕ Cc t ⊕ Cd s ⊕ Cd t and denote n + = C {E ij ⊗ C q , j > i ≥ 1} the nilpotent radical of b.
The module
In this section, we will construct the modules of gl l (C q ) by using the free fields.
Let
be a polynomial ring with infinitely many variables x i (m, n), we define the following operators:
Though some operators are infinite sums, they are well-defined when acting on V (as only finite summands left). Here we give our first theorem:
Theorem 3.1. There is a Lie algebra homomorphism φ :
Hence V is a module of gl l (C q ).
Proof:
We only need to check that φ preserves the brackets. The following formidable calculation is to check them case by case. For neatness we simplify
or (m,n)∈Z 2 as .
[e i1 (m 1 , n 1 ), e 1i (m 2 , n 2 )]
[e 1i (m 1 , n 1 ), e 1i (m 2 , n 2 )]
as the first and the fourth canceled each other and the second one and the third are negative to each other; and the last two kill each other according to the calculation of the case [e 1i (m 1 , n 1 ), e 1i (m 2 , n 2 )].
[e 1i (m 1 , n 1 ), e ik (m 2 , n 2 )]
For i = k and k = j:
[e 1i (m 1 , n 1 ), e 11 (m 2 , n 2 )]
[e 11 (m 1 , n 1 ), e 11 (m 2 , n 2 )]
For the proof of brackets involving D i , we can refer to [Z] for details.
It is obvious that V is a module of gl l (C q ) generated by 1, and n + .1 = 0.
Hence V is the highest weight module of gl l (C q ), and its highest weight vector is 1, with the weight α, such that
Remark 3.1. The module given in [GZ1] is a special case of this module for l = 2. The one in [Z] is in a similar way of choosing different Borel subalgebra.
Irreducibility
Since the centers c s , c t act on V trivially, we can view V as a module of gl l ⊗ C q . It is a weight module with the Cartan subalgebraḣ, the highest weight is α|ḣ, we still denote it by α. We need to figure out the weight spaces of V . Before doing that, we introduce some notations which will be used later. Let N ) is a form with l − 1 lines, k i is the length of (i − 1)-line, length is 0 means this line is empty.
(M, N ) = (M ′ , N ′ ) if two forms are the same; we call (M, N ) and (M ′ , N ′ ) the same type if the length of every line in (M, N ) and (M ′ , N ′ ) are the same. We denote the monomial v (M,N ) as (M, N ) defined above as
Since
Hence the weight space is spanned by all those monomials v (M,N ) with (M, N ) the same type.
Theorem 4.1. V is irreducible module of gl l ⊗ C q if and only if µ = 0.
Proof: It is obvious that if µ = 0, V is reducible, with the largest submodule is the polynomials without constant term. On the other hand, since this module is a highest weight module, we only need to show that there is no other highest weight vector except 1 if
be a highest weight vector, here is a finite sum, and for all (M, N ) are the same type, (i.e v is in a weight space). Hence n + acts as 0 on v. At first we consider the case j > i ≥ 2:
here means that this term is omitted (the same for the following ). Suppose (M, N ) is not empty in some (j − 1)-th line, if we choose (m, n) big enough, then in (M ′ , N ′ ), the last one in the (i − 1)-th line is
, with c is a nonzero complex number, so a ′ (M ′ ,N ′ ) = 0, hence a (M,N ) = 0. Therefore for the highest weight vector, type of (M, N ) is empty in the lines other than the first one, so we simplify (M, N ) = ((m 1 , n 1 ), · · · , (m k , n k )) in the following.
Suppose that the highest weight vector is
where K is a set of some (M, N ) = ((m 1 , n 1 ), · · · , (m k , n k )) with the same types.
In the following, we consider the action of e 12 (a, b). It is easy to check that if e 12 (a, b)v (M,N ) and e 12 (a, b)v (M ′ ,N ′ ) are linearly dependent for all big enough a, b ∈ Z, then v (M,N ) and
So we can assume that
So we get a = 0.
where J is an index set. Now let I = {(m i , n i ) | i ∈ J}. By symmetries, we can assume m i ≤ m 2 for i ∈ J and if ( m 2 , n j ) ∈ I then n j ≤ n 2 . Now for a, b ∈ Z, we have 0 = e 12 (a, b)v = Ax 2 (m + a, n + b)
First of all, for b big enough and all a ∈ Z, we have
where J ′ ⊆ J such that
and J ′ = J ′′ otherwise; and where
If q is not a root of unity, then we have q (m−m i ) , i ∈ J ′ and q m i , i ∈ J ′′ are |J ′ | + |J ′′ | distinct nonzero complex numbers. Because of the nonvanishing of Vandermonde dterminant, we have that A m i = 0, i ∈ J ′ and B m i = 0, i ∈ J ′′ hold for all a ∈ Z. Now we have
If q is a primitive L−th root of unity, then for b big enough and all a ∈ Z, we have By above discussions, we have v ′ = 0. Continuing this process, we will have v = 0. Now, we must have k = 0. i.e., 1 is the only highest weight vector up to a scalar multiple.
Together with the actions of d s and d t on V , we can easily obtain that Corollary 4.1. V is an irreducible module of gl l (C q ) if and only if µ = 0.
If µ = 0, it is obvious that the module is reducible, with the maximal submodule W which consists of the polynomials without constant term. Here we can get a parallel result of Thm 2.4 [GZ2] .
