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Abstract
In this paper, we propose a new trust region method for unconstrained optimization problems. The new trust region method can
automatically adjust the trust region radius of related subproblems at each iteration and has strong global convergence under some
mild conditions.We also analyze the global linear convergence, local superlinear and quadratic convergence rate of the new method.
Numerical results show that the new trust region method is available and efﬁcient in practical computation.
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1. Introduction
Consider an unconstrained optimization problem
min f (x), x ∈ Rn, (1)
where Rn is an n-dimensional Euclidean space and f : Rn → R1 is a continuously differentiable function.
Most of the methods for solving (1) are iterative methods such as line search and trust region methods [1]. Letting
x0 be an initial point, we try to ﬁnd an efﬁcient algorithm to generate a sequence {xk} and hope that the sequence
{xk} will converge to a minimizer or a stationary point, say x∗ (for which ∇f (x∗) = 0). For convenience, we denote
g(x) = ∇f (x), fk = f (xk) and gk = g(xk), respectively.
Throughout the paper we denote ‖ · ‖ as the Euclidean norm and Bk as a symmetric matrix and an approximation to
Hk = ∇2f (xk) provided that ∇2f (xk) is available.
There are many existing methods for solving (1) which can be divided into two classes: line search and trust re-
gion methods. Line search methods need to carry out line search procedures at each iteration and trust region methods
need to solve trust region subproblems at each step. The basic idea of trust regionmethods is as follows.At each iterate xk
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(suppose that it is not a stationary point), a trial step is usually obtained by solving the following subproblem:
min
d∈Rn mk(d) = g
T
k d + 12dTBkd, s.t. ‖d‖k , (2)
where k is a trust region radius. A merit function is normally used to test whether the trial step is accepted or the
trust region radius needs to be adjusted. If a trial step is accepted at some iteration then we call the related iteration an
effective iteration, otherwise we call the iteration an ineffective iteration.
In comparison with quasi-Newton methods, trust region methods converge to a point which not only is a stationary
point, but also satisﬁes second-order necessary conditions. Because of their strong convergence and robustness, trust
region methods have been studied by many authors [3–6,9,17] and some convergence properties are given in the
literature [2,8,10,12,18]. A professional book on trust region methods was published, in which we see diverse trust
region methods and a lot of theoretical analysis, see [1] and references therein.
It is obvious that the trust region radius k in the abovementioned subproblem is independent of gk and Bk . We do
not know whether the radiusk is suitable to the whole algorithm. This situation would possibly increase the number of
solving subproblems and decrease the efﬁciency of these methods. In fact, we want to reduce the number of ineffective
iterations so that we can reduce the number of solving subproblems when reaching the same precision.
Sartenaer [11] presented a strategy which can automatically determine an initial trust region radius. The basic idea is
to determine a maximal initial radius through many repeated trials in the direction −gk in order to guarantee a sufﬁcient
agreement between the model and the objective function. Zhang et al. [21] presented another strategy of determining
the trust region radius. Their basic idea is originated from the following subproblem in an artiﬁcial neural network
research [19]:
min mk(d) = gTk d + 12dTBkd
s.t. − kdik, i = 1, 2, . . . , n,
where k = cp‖gk‖/k, 0<c< 1, k = min(‖Bk‖, 1), and p is a nonnegative integer. Therefore, instead of adjusting
k , one adjusts p at each iteration. Motivated by this technique, they solved the trust region subproblem (2) with
k = cp‖gk‖‖Bˆk−1‖, (3)
and gave a global convergent adaptive trust region method [20], where c ∈ (0, 1), p is a nonnegative integer and
Bˆk = Bk + iI is a positive deﬁnite matrix for some i.
However, their method needs to estimate ‖Bk‖ or ‖Bˆ−1k ‖ at each iteration, which leads to some additional cost of
computation.As a result, a simple adaptive trust region method was proposed [14], in which the trust region radius was
computed by the following equation:
k = cp‖gk‖3/gTk Bˆkgk , (4)
where c ∈ (0, 1), Bˆk is a positive deﬁnite matrix and p is a nonnegative integer. An analysis for general adaptive trust
region method was given in [13,15,16]. Of course, we should try to ﬁnd more effective and implementable trust region
methods so as to decrease the number of solving trust region subproblems at each iteration and improve the numerical
performance of related trust region methods.
In this paper, we present a new trust region method for unconstrained optimization problems and develop some
convergence properties under some mild conditions. At each iteration, the new method generates a suitable initial trust
region radius automatically based on the current iterative information. In comparison with other trust region methods,
the new trust region model is more consistent with the objective function at the current iterate. The global convergence
and local superlinear and quadratic convergence rate of the new method are proved under some mild conditions.
Numerical results also show that the new trust region method is available and efﬁcient in practical computation. We
can ﬁnd that the number of solving trust region subproblems is reduced substantially and the efﬁciency of trust region
method is greatly improved.
The rest of this paper is organized as follows. In the next section, we introduce the new trust region method and give
some simple properties. In Sections 3 and 4, the global convergence, linear convergence rate, local superlinear and
quadratic convergence rate are investigated. Numerical results are given in Section 5. Conclusions and future research
are summarized in Section 6.
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2. New trust region method
In this section we will describe a new trust region method and give some simple properties.
Given  ∈ (0, 1) and  ∈ (0, 1), let Bk be an approximation to Hk and let qk satisfy
− g
T
k qk
‖gk‖ · ‖qk‖, (5)
with  ∈ (0, 1].
Set
sk = − g
T
k qk
qTk Bˆkqk
, (6)
in which Bˆk is generated by the procedure: qTk Bˆkqk = qTk Bkqk + i‖qk‖2 and i is the smallest nonnegative integer such
that
qTk Bˆkqk = qTk Bkqk + i‖qk‖2 > 0.
The new trust region method at the current iterate xk needs to solve the subproblem
min
d∈Rn mk(d) = g
T
k d + 12dTBkd s.t. ‖d‖‖qk‖. (7)
Let k be the largest  in {sk, sk, 2sk, . . .} such that the solution dk to (7) satisﬁes
rk = −fk − f (xk + dk)
mk(dk)
. (8)
The following is the new trust region method.
Algorithm A. Step 0: Set 0< < 1, 0, 0< < 1, x0 ∈ Rn, and k := 0.
Step 1: If ‖gk‖ then stop else go to Step 2.
Step 2: Choose qk to satisfy (5) and set  = sk deﬁned in (6).
Step 3: Solve (7) to obtain dk and set x¯k+1 = xk + dk .
Step 4: If (8) holds then xk+1 = x¯k+1 and go to Step 5, else set  :=  and go to Step 3.
Step 5: Modify Bk as Bk+1, set k := k + 1 and goto Step 1.
We assume that
(H1) The objective function f (x) has a lower bound on Rn and g(x) = ∇f (x) is uniformly continuous on an open
convex set 	 that contains the level set L(x0) = {x ∈ Rn|f (x)f (x0)}, where x0 ∈ Rn is given.
(H2) {Bk} is uniformly bounded, i.e., there exists an M such that ‖Bk‖M for all k.
Remark 2.1. If f (x) is a twice continuously differentiable function and the level set L(x0) is bounded, then (H1)
implies that {∇2f (x)} is uniformly continuous and bounded on an open bounded convex set 	 that contains L(x0).
Hence, there exists an L such that ‖∇2f (x)‖L and by using the mean value theorem we have
‖g(x) − g(y)‖L‖x − y‖, ∀x, y ∈ 	.
Moreover, if g(x) is Lipschitz continuous on 	, then (H1) is sure to hold. Therefore, Assumption (H1) is weaker than
that of the literature [15,16,21,20].
Remark 2.2. (H2) implies that {Bˆk} is also uniformly bounded, which can be seen from the generating procedure of
Bˆk . In fact, if ‖Bk‖M for all k, then ‖Bˆk‖ = ‖Bk + iI‖2M + 1 because M <iM + 1 implies that qTk Bˆkqk =
qTk Bkqk + i‖qk‖2 > 0.
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Lemma 2.3. For all k we have
−mk(dk) − mk(qk) − 12gTk qk ,
where dk is an optimal solution of (7) with respect to sk .
Proof. It is obvious that d = qk is a feasible solution to (7). Then
−mk(dk) − mk(qk)
= − (gTk qk + 122qTk Bkqk)
 − (gTk qk + 122qTk Bˆkqk)
 − (gTk qk + 12skqTk Bˆkqk)
= − 12gTk qk. 
3. Global convergence
Theorem 3.1. If (H1) and (H2) hold and = 0, then AlgorithmA either stops at a stationary point of (1) or generates
an inﬁnite sequence {xk} such that
lim
k→∞
(
−g
T
k qk
‖qk‖
)
= 0. (9)
Proof. Suppose that Algorithm A generates an inﬁnite sequence {xk} and limk→∞(−gTk qk/‖qk‖) 	= 0. Then there
exist 0 > 0 and an inﬁnite subset K ⊆ {0, 1, 2, . . .} such that
−g
T
k qk
‖qk‖ 0, ∀k ∈ K . (10)
(H2) implies that there exists an M0 > 0 such that
‖Bˆk‖M0, ∀k. (11)
Thus
qTk BˆkqkM0‖qk‖2, ∀k. (12)
Let K1 = {k ∈ K|k = sk} and K2 = {k ∈ K|k < sk}. Although K1 ∪ K2 = K is an inﬁnite subset of {0, 1, 2, . . .},
we can prove that both K1 and K2 cannot be an inﬁnite subset and thus obtain a contradiction to (10).
Assume that K1 is an inﬁnite subset of K, by Lemma 2.3 and (12), we have
fk − f (xk + dk) − mk(dk) − 2kg
T
k qk
= − 
2
skg
T
k qk =

2
(
(gTk qk)
2
qTk Bˆkqk
)
 
2M0
(
gTk qk
‖qk‖
)2
, k ∈ K1.
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By (H1), (10) and the above inequality, we have
+∞>
+∞∑
k=0
(fk − fk+1)
∑
k∈K
(fk − fk+1)

∑
k∈K1
(fk − fk+1) 2M0
∑
k∈K1
(
gTk qk
‖qk‖
)2
 
2M0
∑
k∈K1
20.
This contradiction shows that K1 cannot be an inﬁnite subset of K.
In the case of k ∈ K2, Lemma 2.3 implies that
fk − fk+1 − 12kg
T
k qk = −
1
2
k‖qk‖ · g
T
k qk
‖qk‖ .
By (H1) and (10) we have
+∞>
∞∑
k=0
(fk − fk+1)
∑
k∈K2
(fk − fk+1)

∑
k∈K2
(
−1
2
k‖qk‖g
T
k qk
‖qk‖
)

∑
k∈K2
1
2
0k‖qk‖.
If K2 is an inﬁnite subset then
lim
k∈K2,k→∞
[k‖qk‖] = 0. (13)
Suppose that d˜k is an optimal solution of (7) with respect to ˜k = k/ (k ∈ K2). Then the following inequality holds:
fk − f (xk + d˜k)
−mk(d˜k)
< , k ∈ K2, (14)
and ‖d˜k‖ ˜k‖qk‖, k ∈ K2. By (13) we have
lim
k∈K2,k→∞
[˜k‖qk‖] = 0. (15)
By (H1), Lemma 2.3, (10) and (15), we have∣∣∣∣∣fk − f (xk + d˜k)−mk(d˜k) − 1
∣∣∣∣∣=
∣∣∣∣∣fk − f (xk + d˜k) + mk(d˜k)−mk(d˜k)
∣∣∣∣∣
= O(‖d˜k‖
2)
−mk(d˜k)
 O(˜
2
k‖qk‖2)
− 12 ˜kgTk qk
= O(˜k‖qk‖)− 12gTk qk/‖qk‖
 O(˜k‖qk‖)1
2 0
→ 0 (k ∈ K2, k → +∞),
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which contradicts (14) for sufﬁciently large k ∈ K2. This contradiction shows that there exists no such an inﬁnite subset
K of {0, 1, 2, . . .} such that (10) holds. Therefore, (9) holds. 
Corollary 3.2. If the conditions in Theorem 3.1 hold and qk satisﬁes (5), then
lim
k→∞ ‖gk‖ = 0.
Proof. Since qk satisﬁes (5), by Theorem 3.1 we have
‖gk‖ −g
T
k qk
‖gk‖ · ‖qk‖‖gk‖ = −
gTk qk
‖qk‖ → 0 (k → ∞).
This shows the conclusion. 
Theorem 3.3. Assume that the conditions in Corollary 3.2 hold and Algorithm A generates an inﬁnite sequence {xk}
such that xk → x∗(k → +∞), where g(x∗)= 0, H(x∗)= ∇2f (x∗) is a positive deﬁnite matrix, and H(x)= ∇2f (x)
is continuous on a neighborhood N(x∗, ) of x∗. Then {xk} converges to x∗ at least linearly.
Proof. Since H(x∗) is a positive deﬁnite matrix and H(x) is continuous on N(x∗, ), it follows from the mean value
theorem that there exist L∗ > 0 and 0 such that
‖g(x) − g(y)‖L∗‖x − y‖, ∀x, y ∈ N(x∗, 0).
Let K1 = {k|k = sk} and K2 = {k|k < sk}. If k ∈ K1 we can prove the following inequality similarly as in the proof
of Theorem 3.1.
fk − fk+1 2M0
(
gTk qk
‖qk‖
)2
, k ∈ K1. (16)
In the case of k ∈ K2, we can see that k/sk . Suppose that d˜k is an optimal solution of (7) with respect to
˜k = k/, k ∈ K2. Then (14) holds. Therefore,
f (xk + d˜k) − fk > mk(d˜k), k ∈ K2.
By using the mean value theorem on the left-hand side of the above inequality, there exists 
k ∈ (0, 1) such that
g(xk + 
kd˜k)Td˜k > [gTk d˜k + 12 d˜Tk Bkd˜k][gTk d˜k − 12 d˜Tk B˜kd˜k], k ∈ K2.
By (H2) we know that {B˜k} is uniformly bounded, say ‖B˜k‖M0, and thus,
g(xk + 
kd˜k)Td˜k > [gTk d˜k − 12M0‖d˜k‖2], k ∈ K2.
By combining the above inequality and Lemma 2.3, for k ∈ K2, we have
L∗˜2k‖qk‖2 + 12M0˜2k‖qk‖2L∗‖d˜k‖2 + 12M0‖d˜k‖2
‖g(xk + 
kd˜k) − gk‖ · ‖d˜k‖ + 12M0‖d˜k‖2
 − (1 − )gTk d˜k ,
= − (1 − )[gTk d˜k + 12 d˜Tk Bkd˜k] + 12 (1 − )d˜Tk Bkd˜k ,
 − (1 − )mk(d˜k) − 12 (1 − )d˜Tk B˜kd˜k ,
 − (1 − )mk(˜kqk) − 12 (1 − )M0˜2k‖qk‖2
 − 12 (1 − )˜kgTk qk − 12 (1 − )˜2kM0‖qk‖2.
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Thus
k −
1
2(1 − )
L∗ + 12M0
(
gTk qk
‖qk‖2
)
, k ∈ K2. (17)
By noting that
fk − fk+1
−mk(dk) ,
and by Lemma 2.3 and (17) we have
fk − fk+1 (1 − )4L∗ + 2M0
(
gTk qk
‖qk‖
)2
, k ∈ K2. (18)
By letting
′ = min
(

2M0
,
(1 − )
4L∗ + 2M0
)
,
and by (16), (18) and (5), for all k, we have
fk − fk+1′
(
gTk qk
‖qk‖
)2
= ′
(
gTk qk
‖gk‖ · ‖qk‖
)2
· ‖gk‖2
′2‖gk‖2.
By letting  = ′2, we have
fk − fk+1‖gk‖2. (19)
The rest of the proof is similar to the proof of Theorem 4.1 of [13] and is omitted here. 
4. Convergence rate
Theorem 4.1. Assume that the conditions in Corollary 3.2 hold and Algorithm A generates an inﬁnite sequence {xk}
such that xk → x∗(k → +∞). H(x) = ∇2f (x) is continuous on a neighborhood N(x∗, ) of x∗ and H(x∗) and Bk
are uniformly positive deﬁnite matrices such that
lim
k→∞
‖[Bk − H(x∗)]qk‖
‖qk‖ = 0, (20)
where qk = −B−1k gk . Then {xk} converges to x∗ superlinearly.
Proof. Because Bˆk =Bk for sufﬁciently large k, it is obvious that sk =1 and we assert that dˆk =qk is a feasible solution
to the subproblem
min
d∈Rn mk(d) = g
T
k d + 12dTBkd
s.t. ‖d‖‖qk‖.
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In the sequel, we will prove that
f (xk) − f (xk + dˆk)
−mk(dˆk)
,
for sufﬁciently large k. By (20) we have
gk + H(x∗)dˆk = o(‖dˆk‖),
i.e.,
dˆk = −H(x∗)−1gk + o(‖dˆk‖),
thus
‖dˆk‖‖H(x∗)−1‖ · ‖gk‖ + o(‖dˆk‖),
and so
‖gk‖
‖dˆk‖
 1‖(H(x∗))−1‖ +
o(‖dˆk‖)
‖dˆk‖
.
By Corollary 3.2 we have gk → 0 (k → +∞), therefore dˆk → 0 (k → +∞). By Lemma 2.3 and noting that
−gTk qk = qTk Bkqk we have
−mk(dˆk) (g
T
k qk)
2
2qTk Bˆkqk
= q
T
k Bkqk
2
. (21)
By (20) and noting that qk = −B−1k gk = dˆk we have
f (xk + dˆk) − f (xk) − mk(dˆk) = o(‖dˆk‖2). (22)
By (21), (22) and the uniformly positive deﬁniteness of Bk , we have∣∣∣∣∣f (xk) − f (xk + dˆk)−mk(dˆk) − 1
∣∣∣∣∣  o(‖dˆk‖
2)
qTk Bkqk
2
 o(‖dˆk‖
2)
‖qk‖2
 o(‖dˆk‖
2)
‖dˆk‖2
→ 0 (k → +∞),
which implies that
f (xk) − f (xk + dˆk)
−mk(dˆk)
> ,
for sufﬁciently large k. Therefore, xk+1 = xk + dˆk = xk + qk , for sufﬁciently large k and the new trust region method
reduces to a standard quasi-Newton method. By combining (20), we can complete the proof, or see [1,3,8]. 
Theorem 4.2. Assume that the conditions in Corollary 3.2 hold and Algorithm A generates an inﬁnite sequence {xk}
such that xk → x∗ (k → +∞). H(x) is Lipschitz continuous and uniformly positive deﬁnite on a neighborhood
N(x∗, ) of x∗, Bk = H(xk) and qk = −B−1k gk . Then {xk} converges to x∗ quadratically.
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Proof. Since Bk =H(xk) implies that all conditions of Theorem 4.1 hold, we have dˆk =qk → 0 (k → ∞). Therefore,
there exists a k′ such that
xk + tqk ∈ N(x∗, ), kk′, t ∈ [0, 1]. (23)
Because H(x) is Lipschitz continuous on the neighborhood N(x∗, ) of x∗, there must exist an L()> 0 such that
‖H(x) − H(y)‖L()‖x − y‖, ∀x, y ∈ N(x∗, ). (24)
By Theorem 4.1, we know that the new trust region method reduces to Newton method xk+1 = xk + qk = xk −
H(xk)
−1gk , for sufﬁciently large k. Thereby, {xk} converges to x∗ quadratically. The remainder proof can also be seen in
[1,3,8]. 
Theorem 4.3. Assume that (H1) and (H2) hold and Bk =Hk , AlgorithmA generates an inﬁnite sequence {xk}. If {xk}
converges to x∗, then H(x∗) is a semi-positive deﬁnite matrix, i.e., x∗ satisﬁes the second order necessary condition.
Proof. Denote 1k and 
∗ as the smallest eigenvalue of Hk and H(x∗), respectively. Let zk be a normalized eigenvector
(‖zk‖ = 1) of Hk corresponding to the eigenvalue 1k and zTk gk0, then Hkzk = 1kzk . Suppose that H(x∗) is not a
positive semi-deﬁnite matrix, then ∗ < 0 and thus 1k < 0 for sufﬁciently large k.
Because k‖qk‖ · ‖zk‖ = k‖qk‖, it follows that k‖qk‖zk is a feasible solution to (7). Therefore,
−mk(k‖qk‖zk) = − (k‖qk‖gTk zk + 122k‖qk‖2zTk Bkzk) − 122k‖qk‖2zTk Bkzk
= − 122k‖qk‖2zTk Hkzk = − 122k‖qk‖21k‖zk‖2 = − 122k‖qk‖21k . (25)
By (25) and (8) we have
fk − fk+1 − mk(dk) − mk(k‖qk‖zk) − 122k‖qk‖21k .
Since {f (xk)} is a monotone decreasing sequence and has a bound from below, we have
fk+1 − fk → 0 (k → +∞),
and thus 2k‖qk‖21k → 0 (k → +∞). Noting that 1k → ∗ (k → ∞), we have
lim
k→∞ k‖qk‖ = 0. (26)
From the deﬁnition of Algorithm A, we can observe that the solution d˜k to
min
d∈Rn mk(d) = g
T
k d + 12dTBkd
s.t. ‖d‖ ˆk‖qk‖,
with ˆk = k/ cannot be accepted by the algorithm, i.e., if we set x˜k+1 = xk + d˜k , then
f (xk) − f (x˜k+1)
−mk(d˜k)
< . (27)
On the other hand, noting that Bk = Hk , by Taylor expansion, we have
|f (xk) − f (x˜k+1) + mk(d˜k)| = o(‖d˜k‖2). (28)
By noting that −mk(d˜k) − mk(˜k‖qk‖zk) and by (25), (26), and (28), we can obtain∣∣∣∣f (xk) − f (x˜k+1)−mk(d˜k) − 1
∣∣∣∣  o(‖d˜k‖2)− 12 ˆ2k‖qk‖21k
 o(ˆ
2
k‖qk‖2)
− 12 ˆ2k‖qk‖21k
.
518 Z.-J. Shi, J.-H. Guo / Journal of Computational and Applied Mathematics 213 (2008) 509–520
Since 1k → ∗ < 0 (k → +∞), we get∣∣∣∣f (xk) − f (x˜k+1)−mk(d˜k) − 1
∣∣∣∣ → 0 (k → +∞),
and thus
f (xk) − f (x˜k+1)
−mk(d˜k)
> ,
for sufﬁciently large k, which contradicts (27) and then shows that ∗0 and thus H(x∗) is a positive semi-deﬁnite
matrix. 
5. Numerical results
In the new trust region method, qk has a wide scope which only needs to satisfy (5), and qk = −gk is certainly a
choice which produces the recently proposed adaptive trust region methods [14]. If we take qk =−Bˆ−1k gk then we can
obtain a new trust region method. The new trust region method with qk = −gk and qk = −Bˆ−1k gk are denoted by TRS
and TRN, respectively. The original trust region method with  = 100 and  = 0.01 is denoted by TRO [8, p. 68].
We chose the parameters c = 0.75,  = 0.75,  = 0.01 and  = 10−9, and {Bk} was modiﬁed by BFGS formula.
If we setBk ≡ I and qk =−gk we can also obtain another new trust region method denoted by TRI. Zhang’s adaptive
trust region method [21] is denoted by TRZ. We chose the 18 test problems and their initial points from the literature
[7], for example, P5 means the No. 5 problem in this literature and so on. The stop criteria is
‖gk‖10−9,
and numerical results are summarized in Table 1.
In Table 1, the three numbers mean that the ﬁrst number refers to the number of iterations, the second and third
numbers stand for the number of functional evaluations and gradient evaluations respectively. P refers to the test
problem, and T denotes the total CPU time for solving all the 18 test problems. As you can see, it is difﬁcult to
choose an adequate upper bound  for trust region radius in the original trust region method which may lead to a slow
Table 1
The number of iterations, function and gradient evaluations and CPU time
P n TRS TRN TRI TRZ TRO
1 2 25/62/25 17/36/17 28/62/28 26/59/29 36/56/56
2 2 21/42/21 16/34/16 27/58/27 32/32/32 42/57/52
3 2 15/43/15 12/23/12 16/52/16 22/33/22 20/78/60
4 2 15/55/16 15/15/15 17/68/17 34/64/34 28/75/68
5 2 26/46/26 21/26/21 26/62/26 37/87/37 32/78/72
6 2 18/49/18 15/15/15 23/63/23 35/38/35 28/85/78
7 3 43/46/43 36/36/36 52/65/52 61/72/61 48/67/67
8 3 48/62/48 35/35/35 53/58/53 64/68/64 83/75/72
9 3 46/56/46 37/37/37 63/68/63 66/74/66 85/85/81
10 3 28/34/28 23/23/23 25/50/25 56/61/56 65/72/64
11 3 46/62/46 38/38/38 53/57/53 59/78/59 72/83/78
12 3 46/68/46 37/37/37 65/75/65 69/72/69 83/88/83
13 4 56/58/56 45/45/45 68/74/68 81/89/81 91/95/91
14 4 38/45/38 29/29/29 43/48/43 68/78/68 86/92/86
15 4 76/76/76 59/59/59 85/88/85 97/99/97 94/98/94
16 4 29/36/29 18/18/18 43/63/43 78/84/78 93/98/93
17 5 93/98/93 79/79/79 98/98/98 85/96/85 92/123/93
18 6 38/46/38 26/26/26 38/64/38 54/59/54 63/82/78
CPU (s) – 118 59 155 124 195
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convergent method. While in the new trust region method, the problem is solved and the trust region radius is adjusted
automatically at each step.
It is shown from Table 1 that TRN seems to be the best trust region method because it uses the least amount of
total CPU time for solving all the 18 test problems. TRS is the second one that has good numerical performance. The
preliminary numerical experiments show that the new trust region method in the paper is a kind of promising method
for optimization problems.
Numerical results also show that the number of solving subproblems was decreased substantially when reaching the
same precision. The reason is that we chose an adequate initial trust region radius at each step.Actually, if we choose an
adequate trust region radius at each iteration then the number of solving subproblems will be reduced and the efﬁciency
of related trust region methods will be improved. In Algorithm A, a suitable initial trust region radius at each iteration
was chosen and adjusted automatically, this makes the new trust region method have a good numerical performance in
solving practical problems.
In particular, when qk = −B−1k gk the new trust region method will be reduced to quasi-Newton method and when
qk = −H(xk)−1gk the new trust region method will be reduced to Newton method. These also show that the new trust
region method is a promising method.
6. Conclusions and future research
In this paper, we presented a new class of adaptive trust region methods for unconstrained optimization problems
and investigated their global convergence. In these new methods, the trust region radius can be adjusted automatically
according to the current iterative information and is computed by a simple formula. As we have seen, different choices
of qk determine different adaptive trust region methods. If we take qk = −gk then the new method will reduce to the
recently proposed method [14]. If we take qk =−B−1k gk with B−1k being available, then we can obtain some interesting
convergence properties of these new methods, such as superlinear convergence rate and quadratic convergence rate,
etc. We can choose other qk to obtain many different adaptive trust region methods. Numerical results show that some
new trust region methods are available and efﬁcient in practical computation.
For future research, we should choose Bˆk and qk by using other approaches and conduct some numerical experiments
when qk is taken as other special directions that satisfy (5). Moreover, the main task in trust region methods is to solve
the quadratic subproblem. We should investigate how to solve the subproblems efﬁciently.
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