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Abstract
We present two new remarkably simple stochastic second-order methods for min-
imizing the average of a very large number of sufficiently smooth and strongly
convex functions. The first is a stochastic variant of Newton’s method (SN), and
the second is a stochastic variant of cubically regularized Newton’s method (SCN).
We establish local linear-quadratic convergence results. Unlike existing stochastic
variants of second order methods, which require the evaluation of a large num-
ber of gradients and/or Hessians in each iteration to guarantee convergence, our
methods do not have this shortcoming. For instance, the simplest variants of our
methods in each iteration need to compute the gradient and Hessian of a single
randomly selected function only. In contrast to most existing stochastic New-
ton and quasi-Newton methods, our approach guarantees local convergence faster
than with first-order oracle and adapts to the problem’s curvature. Interestingly,
our method is not unbiased, so our theory provides new intuition for designing
new stochastic methods.
1 Introduction
The problem of empirical risk minimization (ERM) is ubiquitous in machine learning and data
science. Advances of the last few years [39, 6, 15, 42] have shown that availability of finite-
sum structure and ability to use extra memory allow for methods that solve a wide range of
ERM problems [33, 34, 40, 1, 26, 19]. In particular, Majorization-Minimization [20] (MM) ap-
proach, also known as successive upper-bound minimization [36], gained a lot of attention in first-
order [24, 7, 4, 28, 35], second-order [27], proximal [21, 40] and other settings [16, 25].
The aforementioned finite-sum structure is given by the minimization formulation
min
x∈Rd
[
f(x)
def
=
1
n
n∑
i=1
fi(x)
]
, (1)
where each function fi : Rd → R is assumed to have Lipschitz Hessian.
Since in practical applications n is often very large, this problem is typically solved using stochastic
first order methods, such as Stochastic Gradient Descent (SGD) [37], which have cheap iterations
independent of n. However, constant-stepsize SGD provides fast convergence to a neighborhood
of the solution only [32, 13], whose radius is proportional to the variance of the stochastic gradient
at the optimum. So-called variance-reduced methods resolve this issue [39, 15, 10, 14], but their
iteration complexity relies significantly on the condition number of the problem, which is equal to
the ratio of the smoothness and strong convexity parameters.
Second-order methods, in contrast, adapt to the curvature of the problem and thereby decrease their
dependence on the condition number [30]. Among the most well-known second-order methods
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are Newton’s method (see e.g. [30, 17, 12]), a variant thereof with cubic regularization [31] and
BFGS [22, 2]. The vanilla deterministic Newton method uses simple gradient update preconditioned
via the inverse Hessian evaluated at the same iterate, i.e.,
xk+1 = xk − (∇2f(xk))−1∇f(xk).
This can be seen as approximating function f locally around xk as2
f(x) ≈ f(xk) + 〈∇f(xk), x− xk〉+ 1
2
∥∥x− xk∥∥2∇2f(xk) , (2)
and subsequently minimizing this approximation in x. However, this approximation is not necessar-
ily an upper bound on f , which makes it hard to establish global rates for the method. Indeed, unless
extra assumptions [17, 12] or regularizations [31, 9, 8] are employed, the method can diverge. How-
ever, second order methods are famous for their fast (superlinear or quadratic) local convergence
rates.
Unfortunately, the fast convergence rate of Newton and cubically regularized Newton methods does
not directly translate to the stochastic case. For instance, the quasi-Newton methods in [23, 29,
11] have complexity proportional to O(κM ) with some M  1 instead of O(κ) in [15], thus
giving a worse theoretical guarantee. Other theoretical gaps include inconsistent assumptions such
as bounded gradients together with strong convexity [3] .
Surprisingly, a lot of effort [18, 5, 46, 44, 43, 45] has been put into developing methods with mas-
sive (albeit sometimes still independent of n) batch sizes, typically proportional to O(−2), where
 is the target accuracy. This essentially removes all randomness from the analysis by making the
variance infinitesimal. In fact, these batch sizes are likely to exceed n, so one ends up using mere de-
terministic algorithms. Furthermore, to make all estimates unbiased, large batch sizes are combined
with preconditioning sampled gradients using the Hessians of some other functions. We naturally
expect that these techniques would not work in practice when only a single sample is used since the
Hessian of a randomly sampled function might be significantly different from the Hessians of other
samples.
Unlike all these methods, ours will work even with batch size equal one. Thus, it is a major con-
tribution of our work that we give up on taking unbiased estimates and show convergence despite
the biased nature of our methods. This is achieved by developing new Lyapunov functions that are
specific to second-order methods.
We are aware of two methods [38, 27] that do not suffer from the issues above. Nevertheless, their
update is cyclic rather than stochastic, which is known to be slower with the first-order oracle due to
possibly bad choice of the iteration order [41].
1.1 Basic definitions and notation
Convergence of our algorithms will be established under certain regularity assumptions on the
functions in (1). In particular, we will assume that all functions fi are twice differentiable, have
a Lipschitz Hessian, and are strongly convex. These concepts are defined next. Let 〈x, y〉 and
‖x‖ def= 〈x, x〉1/2 be the standard Euclidean inner product and norm in Rd, respectively.
Definition 1 (Strong convexity). A differentiable function φ : Rd → R is µ-strongly convex, where
µ > 0 is the strong convexity parameter, if for all x, y ∈ Rd
φ(x) ≥ φ(y) + 〈∇φ(y), x− y〉+ µ
2
‖x− y‖2 . (3)
For twice differentiable functions, strong convexity is equivalent to requiring the smallest eigenvalue
of the Hessian to be uniformly bonded above 0, i.e., ∇2φ(x)  µI , where I ∈ Rd×d is the identity
matrix, or equivalently λmin(∇2φ(x)) ≥ µ for all x ∈ Rd. Given a twice differentiable strongly
convex function φ : Rd → R, we let ‖x‖∇2φ(w) def= 〈∇2φ(w)x, x〉 12 be the norm induced by the
matrix ∇2φ(w)  0.
2For x ∈ Rd and an n× n positive definite matrix M , we let ‖x‖M
def
=
(
x>Mx
)1/2
.
2
Algorithm 1 Stochastic Newton (SN)
Initialize: Choose starting iterates w01, w02, . . . , w0n ∈ Rd and minibatch size τ ∈ {1, 2, . . . , n}
for k = 0, 1, 2, . . . do
xk+1 =
[
1
n
n∑
i=1
∇2fi(wki )
]−1 [
1
n
n∑
i=1
∇2fi(wki )wki −∇fi(wki )
]
Choose a subset Sk ⊆ {1, . . . , n} of size τ uniformly at random
wk+1i =
{
xk+1, i ∈ Sk
wki , i /∈ Sk
end for
Definition 2 (Lipschitz Hessian). Function φ : Rd → R hasH-Lipschitz Hessian if for all x, y ∈ Rd∥∥∇2φ(x)−∇2φ (y)∥∥ ≤ H‖x− y‖.
Recall (e.g., see Lemma 1 in [31]) that a function φ with H-Lipschitz Hessian admits for any x, y ∈
Rd the following estimates,∥∥∇φ(x)−∇φ(y)−∇2φ(y)(x− y)∥∥ ≤ H
2
‖x− y‖2, (4)
and ∣∣φ(x)− φ(y)− 〈∇φ(y), x− y〉 − 1
2
〈∇2φ(y)(x− y), x− y〉∣∣ ≤ H
6
‖x− y‖3 . (5)
Note that in the context of second order methods it is natural to work with functions with a Lipschitz
Hessian. Indeed, this assumption is standard even for deterministic Newton [30] and cubically
regularized Newton methods [31].
2 Stochastic Newton method
In the big data case, i.e., when n is very large, it is not efficient to evaluate the gradient, let alone
the Hessian, of f at each iteration. Instead, there is a desire to develop an incremental method
which in each step resorts to computing the gradient and Hessian of a single function fi only. The
challenge here is to design a scheme capable to use this stochastic first and second order information
to progressively throughout the iterations build more accurate approximations of the Newton step, so
as to ensure a global convergence rate. While establishing any meaningful global rate is challenging
enough, a fast linear rate would be desirable.
In this paper we propose to approximate the gradient and the Hessian using the latest information
available, i.e.,
∇2f(xk) ≈ Hk def= 1
n
n∑
i=1
∇2fi(wki ), ∇f(xk) ≈ gk =
1
n
n∑
i=1
∇fi(wki ),
where wki is the last vector for which the gradient ∇fi and Hessian ∇2fi was computed. We then
use these approximations to take a Newton-type step. Note, however, that Hk and gk serve as good
approximations only when used together, so that we precondition gradients with the Hessians at
the same iterates. Although the true gradient, ∇f(xk), gives precise information about the linear
approximation of f at xk, preconditioning it with approximation Hk would not make much sense.
Our method is summarized in Algorithm 1.
2.1 Local convergence analysis
We now state a simple local linear convergence rate for Algorithm 1. By Ek[·] def= E[· |
xk, wk1 , . . . , w
k
n] we denote the expectation conditioned on all information prior to iteration k + 1.
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Algorithm 2 Stochastic Cubic Newton (SCN)
Initialize: Choose starting iterates w01, w02, . . . , w0n ∈ Rd and minibatch size τ ∈ {1, 2, . . . , n}
for k = 0, 1, 2, . . . do
xk+1 = arg min
x∈Rd
1
n
∑n
i=1
[
φki (x) +
M
6
∥∥x− wki ∥∥3]
Choose a subset Sk ⊆ {1, . . . , n} of size τ uniformly at random
wk+1i =
{
xk+1, i ∈ Sk
wki , i /∈ Sk
end for
Theorem 1. Assume that every fi is µ-strongly convex and has H-Lipschitz Hessian and consider
the following Lyapunov function:
Wk def= 1
n
n∑
i=1
∥∥wki − x?∥∥2 . (6)
Then for the random iterates of Algorithm 1 we have the recursion
Ek
[Wk+1] ≤ (1− τ
n
+
τ
n
(H
2µ
)2
Wk
)
Wk. (7)
Furthermore, if ‖w0i − x?‖ ≤ µH for i = 1, . . . , n, then
Ek
[Wk+1] ≤ (1− 3τ
4n
)
Wk.
Clearly, when τ = n, we achieve the standard superlinear (quadratic) rate of Newton method. When
τ = 1, we obtain linear convergence rate that is independent of the conditioning, thus, the method
provably adapts to the curvature.
3 Stochastic Newton method with cubic regularization
Motivated by the desire to develop a new principled variant of Newton’s method that could enjoy
global convergence guarantees, Nesterov and Polyak [31] proposed the following “cubically regu-
larized” second-order approximation of f :
f(x) ≈ f(xk) + 〈∇f(xk), x− xk〉+ 1
2
∥∥x− xk∥∥2∇2f(xk) + M6 ∥∥x− xk∥∥3 .
In contrast to (2), the above is a global upper bound on f provided that M ≥ H . This fact is then
used to establish local rates.
3.1 New method
In this section we combine cubic regularization with the stochastic Newton technique developed in
previous section. Let us define the following second-order Taylor approximation of fi:
φki (x)
def
= fi(w
k
i ) +
〈∇fi(wki ), x− wki 〉+ 12 ∥∥x− wki ∥∥2∇2fi(wki ) .
Having introduced φki , we are now ready to present our Stochastic Cubic Newton method (Algo-
rithm 2).
3.2 Local convergence analysis
Our main theorem gives a bound on the expected improvement of a new Lyapunov function Vk.
Theorem 2. Let f be µ-strongly convex and assume every fi hasH-Lipschitz Hessian and consider
the following Lyapunov function:
Vk def= 1
n
n∑
i=1
(
f(wki )− f(x?)
) 3
2 . (8)
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Then for the random iterates of Algorithm 2 we have the recursion
Ek
[Vk+1] ≤ (1− τ
n
+
τ
n
( (M +H)√2
3µ
3
2
)3/2√
Vk
)
Vk.
Furthermore, if f(w0i )− f(x?) ≤ 2µ
3
(M+H)2 for i = 1, . . . , n, then
Ek
[Vk+1] ≤ (1− τ
2n
)
Vk.
Again, with τ = n we recover local superlinear convergence of cubic Newton. In addition, this rate
is locally independent of the problem conditioning, showing that we indeed benefit from second-
order information.
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Supplementary Material
A Proofs for Algorithm 1
A.1 Three lemmas
Lemma 1. Let fi be µ-strongly convex and have H-Lipschitz Hessian for all i = 1, . . . , n. Then
the iterates of Algorithm 1 satisfy ∥∥xk+1 − x?∥∥ ≤ H
2µ
· Wk. (9)
Proof. Letting Hk def= 1n
∑n
i=1∇2fi(wki ), one step of the method can be written in the form
xk+1 =
(
Hk
)−1 [ 1
n
n∑
i=1
∇2fi(wki )wki −
1
n
n∑
i=1
∇fi(wki )
]
.
Subtracting x? =
(
Hk
)−1
Hkx? from both sides, and using the fact that
∑n
i=1∇fi(x?) = 0, this
further leads to
xk+1 − x? = (Hk)−1 1
n
n∑
i=1
[∇2fi(wki ) (wki − x?)− (∇fi(wki )−∇fi(x?))] . (10)
Next, note that since fi is µ strongly convex, we have ∇2fi(wki )  µI for all i. It implies that
Hk  µI , which in turns gives
‖ (Hk)−1 ‖ ≤ 1
µ
. (11)
The rest of the proof follows similar reasoning as in the standard convergence proof of Newton’s
method, with only small modifications:
∥∥xk+1 − x?∥∥ (10)≤ ∥∥∥(Hk)−1∥∥∥∥∥∥∥∥ 1n
n∑
i=1
[∇2fi(wki ) (wki − x?)− (∇fi(wki )−∇fi(x?))]
∥∥∥∥∥
(11)
≤ 1
µ
∥∥∥∥∥ 1n
n∑
i=1
[∇fi(x?)−∇fi(wki )−∇2fi(wki ) (x? − wki )]
∥∥∥∥∥
≤ 1
µn
n∑
i=1
∥∥∇fi(x?)−∇fi(wki )−∇2fi(wki ) (x? − wki )∥∥
(4)
≤ 1
µn
n∑
i=1
H
2
∥∥wki − x?∥∥2 .
Lemma 2. Assume that each fi is µ-strongly convex and has H-Lipschitz Hessian. If ‖w0i − x?‖ ≤
µ
H for i = 1, . . . , n, then for all k,
Wk ≤ µ
2
H2
. (12)
Proof. We claim that ∥∥wki − x?∥∥2 ≤ µ2H2 , ∀i ∈ {1, 2, . . . , n}. (13)
The upper bound onWk then follows immediately.
We will now prove the claim by induction in k. The statement (13) holds for k = 0 by our assump-
tion. Assume it holds for k and let us show that it holds for k + 1. If i 6∈ Sk, wki is not updated and
9
inequality (13) holds for wk+1i = w
k
i by induction assumption. On the other hand, for every i ∈ Sk,
we have∥∥wk+1i − x?∥∥ = ∥∥xk − x?∥∥ (9)≤ H2µ · 1n
n∑
j=1
∥∥wkj − x?∥∥2 ≤ H2µ 1n
n∑
j=1
µ2
H2
<
µ
H
.
Thus, again, inequality (13) holds for wk+1i .
Lemma 3. The random iterates of Algorithms 1 and 2 satisfy the identity
Ek
[Wk+1] = τ
n
Ek
[∥∥xk+1 − x?∥∥2]+ (1− τ
n
)
Wk. (14)
Proof. For each i, wk+1i is equal to x
k+1 with probability τn and to w
k
i with probability 1− τn , hence
the result.
A.2 Proof of Theorem 1
Proof. Using Lemma 1 and Lemma 3, we obtain
Ek
[Wk+1] (14)= τ
n
∥∥xk+1 − x?∥∥2 + (1− τ
n
)
Wk
(9)
≤ τ
n
(
H
2µ
)2 (Wk)2 + (1− τ
n
)
Wk
=
(
1− τ
n
+
τ
n
(
H
2µ
)2
Wk
)
Wk
(12)
≤
(
1− 3τ
4n
)
Wk,
where in the last step we have also used the assumption on ‖w0i − x?‖ for i = 1, . . . , n.
B Proofs for Algorithm 2
B.1 Four lemmas
Lemma 4. Let each fi have H-Lipschitz Hessian and choose M ≥ H . Then,
f(xk+1) ≤ min
x∈Rd
[
f(x) +
M +H
6
· 1
n
n∑
i=1
∥∥x− wki ∥∥3
]
. (15)
Proof. We begin by establishing an upper bound for f :
f(x)
(1)
=
1
n
n∑
i=1
fi(x)
(5)
≤ 1
n
n∑
i=1
[
φki (x) +
H
6
∥∥x− wki ∥∥3] ≤ 1n
n∑
i=1
[
φki (x) +
M
6
∥∥x− wki ∥∥3] .
Evaluating both sides at xk+1 readily gives
f(xk+1) ≤ 1
n
n∑
i=1
[
φki (x
k+1) +
M
6
∥∥xk+1 − wki ∥∥3]
= min
x∈Rd
1
n
n∑
i=1
[
φki (x) +
M
6
∥∥x− wki ∥∥3] , (16)
10
where the last equation follows from the definition of xk+1. We can further upper bound every φki
using (5) to obtain
1
n
n∑
i=1
[
φki (x) +
M
6
∥∥x− wki ∥∥3] (5)≤ 1n
n∑
i=1
[
fi(x) +
M +H
6
∥∥x− wki ∥∥3]
= f(x) +
M +H
6
· 1
n
n∑
i=1
∥∥x− wki ∥∥3 . (17)
Finally, by combining (16) and (17), we get
f(xk+1) ≤ min
x∈Rd
[
f(x) +
M +H
6
1
n
n∑
i=1
∥∥x− wki ∥∥3
]
.
Lemma 5. Let f be µ-strongly convex, fi haveH-Lipschitz Hessian for every i and chooseM ≥ H .
Then
f(xk+1)− f(x?) ≤
√
2 (M +H)
3µ
3
2
Vk. (18)
Proof. The result readily follows from combining Lemma 4 and strong convexity of f . Indeed, we
have
f(xk+1)
(15)
≤ min
x∈Rd
[
f(x) +
M +H
6n
n∑
i=1
∥∥x− wki ∥∥3
]
≤ f(x?) + M +H
6n
n∑
i=1
∥∥x? − wki ∥∥3
(3)
≤ f(x?) + M +H
6n
n∑
i=1
[
2
µ
(
f(wki )− f(x?)
)] 32
= f(x?) +
(M +H)
√
2
3µ
3
2
· 1
n
n∑
i=1
(
f(wki )− f(x?)
) 3
2 .
Lemma 6. Let f be µ-strongly convex, fi have H-Lipschitz Hessian for every i. If M ≥ H and
f(w0i )− f(x?) ≤ 2µ
3
(M+H)2 for i = 1, . . . , n, then
Vk ≤ 27µ
9
2
8
√
2(M +H)3
(19)
holds with probability 1.
Proof. Denote for convenience C def=
√
2(M+H)
3µ3/2
. The lemma’s claim follows as a corollary of a
stronger statement, that for any i and k we have with probability 1
(f(wki )− f(x?))
3
2 ≤ 1
4C3
.
Let us show it by induction in k, where for k = 0 it is satisfied by our assumptions. If i 6∈ Sk,
wk+1i = w
k
i and the induction assumption gives the step. Let i ∈ Sk and, then
f(wk+1i )− f(x?) = f(xk+1)− f(x?)
(18)
≤ C
n
·
n∑
i=1
(
f(wki )− f(x?)
) 3
2
≤ C
n
n∑
i=1
1
4C3
=
1
4C2
<
1
42/3C2
,
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so (f(wk+1i )− f(x?))3/2 ≤ 14C3 .
Lemma 7. The following equality holds for all k
Ek
[Vk+1] = (1− τ
n
)
Vk + τ
n
Ek
[(
f(xk+1)− f(x?)) 32 ] . (20)
Proof. The result follows immediately from the definition (8) of Vk and the fact that wk+1i = xk+1
with probability τn and w
k+1
i = w
k
i with probability 1− τn .
B.2 Proof of Theorem 2
Proof. Denote C def=
√
2(M+H)
3µ3/2
. By combining the results from our lemmas, we can show
Ek
[Vk+1] (20)= (1− τ
n
)
Vk + τ
n
(
f(xk+1)− f?) 32
(18)
≤
(
1− τ
n
)
Vk + τ
n
(
CVk) 32
=
[
1− τ
n
+
τ
n
C3/2
√
Vk
]
Vk
(19)
≤
(
1− τ
2n
)
Vk,
where in the last step we also used the assumption on f(w0i )− f(x?) for i = 1, . . . , n.
C Efficient implementation for generalized linear models
Algorithm 3 Stochastic Newton (SN) for generalized linear models with τ = 1
Initialize: Choose starting iterates w01, w02, . . . , w0n ∈ Rd, compute α0i = φ′i(a>i w0i ), β0i =
φ′′i (a
>
i w
0
i ), γ
0
i = a
>
i w
0
i for i = 1, . . . , n, B
0 = (λI + 1n
∑n
i=1 β
0
i aia
>
i )
−1, g0 = 1n
∑n
i=1 α
0
i ai
h0 = 1n
∑n
i=1 β
0
i γ
0
i ai
for k = 0, 1, 2, . . . do
xk+1 = Bk(hk − gk)
Choose i = ik ∈ {1, . . . , n} uniformly at random
αk+1i = φ
′
i(a
>
i x
k+1)
βk+1i = φ
′′
i (a
>
i x
k+1)
γk+1i = a
>
i x
k+1
gk+1 = gk + (αk+1i − αki )ai
hk+1 = hk + (βk+1i γ
k+1
i − βki γki )ai
Bk+1 = Bk − βk+1i −βki
n+(βk+1i −βki )a>i Bkai
Bkaia
>
i B
k
end for
In this section, we consider fitting a generalized linear model (GLM) with `2 regularization, i.e.
solving
min
x∈Rd
1
n
n∑
i=1
(
φi(a
>
i x) +
λ
2
‖x‖2︸ ︷︷ ︸
fi(x)
)
,
where λ > 0, a1, . . . , an ∈ Rd are given and φ1, . . . , φn are some convex and smooth function.
For any x, we therefore have fi(x) = φi(a>i x) +
λ
2 ‖x‖2 and ∇2fi(x) = φ′′i (a>i x)aia>i + λI for
i = 1, . . . , n.
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Let us define for convenience
Hk
def
= λI +
1
n
n∑
i=1
φ′′i (a
>
i w
k
i )aia
>
i , B
k def=
(
Hk
)−1
,
gk
def
=
1
n
n∑
i=1
φ′(a>i w
k
i )ai, h
k def=
1
n
n∑
i=1
φ′′i (a
>
i w
k
i )aia
>
i w
k
i .
Then we can shorten the update rule for xk+1 to xk+1 = Bk(hk+λxk−(gk+λxk)) = Bk(hk−gk).
Our key observation is that updates of Bk, gk and hk are very cheap both in terms of memory and
compute.
First, it is evident that to update gk it is sufficient to maintain in memory onlyαki
def
= φ′i(a
>
i w
k
i ). Sim-
ilarly, for hk we do not need to store the Hessians explicitly and can use instead βki
def
= φ′′i (a
>
i w
k
i )
and γki
def
= a>i w
k
i . Then
Hk+1 = Hk +
1
n
∑
i∈Sk
(∇2fi(xk+1)−∇2fi(wki )) = Hk +
1
n
∑
i∈Sk
(βk+1i − βki )aia>i .
The update above is low-rank and there exist efficient ways of computing the inverse of Hk+1 using
the inverse of Hk. For instance, the following proposition is at the core of efficient implementation
of quasi-Newton methods and it turns out to be quite useful for Algorithm 1 too.
Proposition 1 (Sherman-Morrison formula). Let H ∈ Rd×d be an invertible matrix and u, v ∈ Rd
be arbitrary two vectors such that 1 + u>H−1v 6= 0, then we have
(H + uv>)−1 = H−1 − 1
1 + u>H−1v
H−1uv>H−1.
Consider for simplicity τ = |Sk| = 1, then Hk+1 = Hk + βk+1i −βkin aia>i and by Proposition 1
Bk+1 = Bk − β
k+1
i − βki
n+ (βk+1i − βki )a>i Bkai
Bkaia
>
i B
k.
Thus, the complexity of each update of Algorithm 3 is O(d2), which is much faster than solving
linear system from the update of Newton method.
D Efficient implementations of Algorithm 2
The subproblem that we need to efficiently solve when running Algorithm 2 can be reduced to
min
x∈Rd
g>x+
1
2
x>Hx+
M
6n
n∑
i=1
‖x− wi‖3, (21)
where g ∈ Rd, H ∈ Rd×d and w1, . . . , wn ∈ Rd are some given vectors. One way to solve it
is to run gradient descent or a stochastic variance reduced algorithm. For instance, if fi(x) =
φ(a>i x) +
λ
2 ‖x‖2, then H is the sum of n functions, whose individual gradients can be computed in
O(d), while the gradient of 12x>Hx requires O(d2) flops.
A special care is required for the sum of cubic terms. Despite its simplicity, every cubic function
‖x−wi‖3 is not globally smooth, so we can not rely on gradients to minimize it. In addition, it might
become the bottleneck of the solver since processing it requires accessing n vectors w1, . . . , wn,
making solver’s iterations too expensive. We propose two ways of resolving this issue.
First, one can use a stochastic method that is based on proximal operator. For instance, the method
from [26] can combine gradient descent or SVRG [15] with variance-reduced stochastic proximal
point. Note that for a single cubic term, the proximal operator of ‖x − w‖3 can be computed in
closed-form.
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Second, one can slightly change the assumption in equation (5) to use a different norm, ‖ ·‖3 instead
of ‖ · ‖2. Due to norm equivalence, this does not actually change our assumptions, although it might
affect the value of M . The advantage of using the new norm is that it allows us to simplify the sum
of cubic terms as given below,
1
n
n∑
i=1
‖x− wi‖33 = ‖x‖33 − 3
〈
x2,
1
n
n∑
i=1
wi
〉
+ 3
〈
x,
1
n
n∑
i=1
w2i
〉
− 1
n
n∑
i=1
‖wi‖33,
where by x2 and w2i we denoted the vectors whose entries are coordinate-wise squares of x and
wi correspondingly. Thus, to compute gradients and functional values of the cubic penalty we only
need to access 1n
∑n
i=1 wi and
1
n
∑n
i=1 w
2
i rather than every wi individually. Furthermore, one can
also compute proximal operator of this function in O(d) flops, making it possible to run proximal
gradient descent or its stochastic variant on the objective in (21).
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E Experiments
We run our experiments on `2-regularized logistic regression problem with two datasets from the
LIBSVM library: madelon and a8a. The objective is given by fi(x) = log(1 + exp(−bia>i x)) +
λ
2 ‖x‖2, where a1, . . . , an ∈ Rd, b1, . . . , bn ∈ R are given and the value of λ is either of 0, 110000n
and 1100n .
We compared to the standard (deterministic) Newton and incremental Newton from [38], all initial-
ized at x0 = 0 ∈ Rd. See Figure 1 for the results. Interestingly, we see that the incremental variant
outperforms the full-batch Newton only by a slight margin and the stochastic method is even worse.
All methods, however, solve the problem very fast even when it is ill-conditioned.
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Figure 1: Comparison of Newton methods when applied to logistic regression with `2-regularization
(x-axis is the number of full passes over the dataset and y-axis is the functional suboptimality).
We also did a comparison of the full batch cubic Newton with our stochastic version. Since with
initialization x0 = 0 ∈ Rd Newton algorithm itself is convergent, we chose an initialization much
further from the optimum, namely x0 = (0.5, . . . , 0.5)>. With this choice of x0, the value M = 0
leads to divergence. Therefore, we separately tuned the optimal value of M for both algorithms,
deterministic and stochastic, and discovered that Algorithm 2 converges under much smaller values
of M and its optimal value was typically close to the smallest under which it converges. This is
similar to the behaviour of first-order approximations [35], where the quadratic penalty works under
n times slower coefficient.
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Figure 2: Comparison of Newton methods with cubic regularization when applied to logistic regres-
sion with `2-regularization (x-axis is the number of full passes over the dataset and y-axis is the
functional suboptimality). The stochastic algorithm uses n = 10.
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To solve the cubic subproblem (21), we used the algorithm from [26]. To get a finite-sum problem,
we partitioned the a8a dataset into n = 10 parts of approximately the same size. The results are
presented in Figure 2.
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