A neural network classifier in experimental particle physics.
A classification problem in high energy physics has been solved on simulated data using a simple multilayer perceptron comprising binary units which was trained with the CHIR algorithm. The unstable training of such a network on a nonseparable set has been overcome by selecting those weight vectors with good performance while providing a flexible choice of the two types of classification errors. Specific features of the problem have been exploited in order to simplify and optimize the solution which has been compared to the popular backpropagation algorithm and found to perform on a similar level. Additional aspects of this work are the use of the CHIR algorithm on continuous input and incorporating the classic idea of a phi-machine in a multilayer perceptron.