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RESUMO
Este trabalho aborda o problema de autenticação passiva de áudio e objetiva propor um
método automático para detecção de edições fraudulentas produzidas através da replica-
ção de trechos curtos de sinal dentro de uma mesma evidência de áudio. O método pro-
posto é baseado em um esquema adaptativo de Audio Fingerprinting. Diversos sistemas
de Audio Fingerprinting existentes são analisados, e, conforme os requisitos estipulados
para a aplicação forense, de elevada robustez e usabilidade, uma abordagem de Audio
Fingerprinting binária baseada na distribuição do espectro de Fourier é escolhida. Um
sistema adaptativo é proposto, o qual é ajustado teoricamente e empiricamente para cada
evidência de áudio. As simulações mostram uma robustez do método contra distorções no
domínio do tempo e da frequência. A capacidade de discriminar áudios correspondentes
a um mesmo texto e diferenciá-los de réplicas também é analisada. Novas modiﬁcações
são propostas, como o emprego de um critério de dupla detecção, e o sistema ﬁnal obtido
demonstrou ser aplicável a áudios de longa duração e robusto contra mascaramentos por
inserção de ruído.
Palavras-chave: Autenticação passiva de áudio, Audio Fingerprinting, detecção de
réplicas curtas, análise forense de áudio.
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ABSTRACT
This work addresses the problem of passive audio authentication and aims to propose an
automatic method to detect forgeries produced by the replication of an audio signal within
the same audio evidence. The proposed method uses an adaptive Audio Fingerprinting
system. Several existing systems are analyzed, and, according to the deﬁned requirements
of usability and robustness against masking distortions, an adaptive binary Audio Finger-
printing scheme based on the Fourier spectrum distribution is chosen. An adaptive system
is proposed, which is theoretically and empirically adjusted for each audio evidence. Si-
mulations show that the designed system is robust against time and frequency-domain
distortions. The power to discriminate repeated text speech and distinguish it from audio
replicas is also analyzed. Further adjustments are suggested, such as the use of a double
detection criteria, and the ﬁnal scheme was able to detect short replicas, distorted by
noise insertion, even within long audio evidences.
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Absence of evidence is not evi-
dence of absence.
Carl Sagan
Information is the resolution of
uncertainty.
Claude Shannon
O presente trabalho apresenta uma ferramenta automática de análise de autenticidade
de áudio forense que permite a detecção de réplicas curtas em evidências de áudio. Apesar
de serem facilmente realizadas através de software, as edições em áudio diﬁcilmente são
identiﬁcadas pelo examinador com base em um único método de análise. Dessa forma,
este trabalho apresenta uma nova técnica automática para análise de autenticidade de
áudio, que pode subsidiar o perito forense com mais informação no seu exame, aumen-
tando sua eﬁcácia e reduzindo sua duração. Mesmo considerando o crescente interesse da
comunidade acadêmica de processamento de sinais em aplicações forenses como análise
de imagem e áudio, as análises e os desaﬁos enfrentados pelos peritos em áudio forense
são ainda pouco conhecidos do público externo a este meio. Dessa forma, fazemos no
Apêndice A uma breve introdução das áreas de fonética e acústica forense e apresentamos
um resumo dos trabalhos referentes à autenticação de áudio forense. Apesar dos avan-
ços, a maioria dos métodos de autenticação de áudio não é robusta a todos os tipos de
mascaramentos de edições, como compressão de áudio com perda, inserção de ruído ou
ﬁltragem em frequência. A descrição de alguns métodos pode ser vista no Apêndice A.
As evidências de áudio podem ser manipuladas de várias formas, como pela supressão,
inserção ou emenda por inversão de ordem de trechos, mas um tipo especíﬁco de edição
fraudulenta através da replicação de locuções curtas, como o advérbio de negação não,
pode inverter completamente o sentido original da sentença. A motivação e a proposta
deste trabalho são apresentadas na Seção 1.1. A organização da tese é descrita na Seção
1.2.
1.1 MOTIVAÇÃO
A veriﬁcação perceptual da presença de réplicas de trechos em uma evidência de
áudio é feita pela oitiva atenta do áudio, em conjunto com a análise visual de gráﬁcos
da forma de onda, da envoltória do sinal ou do espectrograma, pesquisando trechos de
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áudio semelhantes ou descontinuidades decorrentes das emendas. Em geral, para facilitar
a análise audiovisual, são empregados gráﬁcos deslizantes sincronizados com a reprodu-
ção do áudio. Emprega-se uma janela de visualização com alguns segundos de duração,
tipicamente de 5s, longa o suﬁciente para possibilitar o reconhecimento perceptual do
conteúdo, e curta o suﬁciente para que os detalhes da variação temporal da envoltória de
amplitude e das características do espectrograma sejam observados.
Para exempliﬁcar a diﬁculdade da análise visual, a Figura 1.1 ilustra a forma de
onda e o espectrograma de um trecho de 5s de sinal de voz com alta relação sinal/ruído,
onde o trecho inicial de 1s, destacado com fundo escuro, foi replicado para um trecho
na parte ﬁnal, também destacado. Pela análise visual, um examinador atento poderia
identiﬁcar tanto uma descontinuidade da distribuição espectral nos pontos de emenda,
com descasamento dos harmônicos da frequência fundamental, quanto a semelhança da
imagem do espectrograma e da envoltória de sinal entre o trecho original e o trecho
replicado. Cabe destacar que em um caso real de edição fraudulenta por replicação de
trechos de áudio, diﬁcilmente a defasagem entre um trecho original e o replicado seria
menor que os 5s da janela de visualização comumente empregada na análise perceptual.
Portanto, para uma janela de análise curta, de 5s, em geral, apenas as descontinuidades
nas emendas do trecho replicado podem ser identiﬁcadas pelo examinador. Por outro
lado, o emprego de janelas de visualização longas inviabilizaria a comparação visual de
detalhes do espectrograma de trechos tão curtos quanto 1s. Ademais, o áudio editado
pode ser mascarado, o que diﬁculta ainda mais a identiﬁcação visual dessas emendas.
Para réplicas com duração tão curtas quanto 100ms, que foi estimada como a duração
mínima de uma locução do advérbio de negação não para uma taxa rápida de elocução,
mesmo considerando que os trechos original e replicado estejam contidas dentro da janela
de visualização de 5s, a identiﬁcação visual da réplica é bem mais difícil. Essa diﬁculdade
é exempliﬁcada na Figura 1.2, que ilustra a forma de onda e o espectrograma de um sinal
de voz de 5s, com um trecho inicial de 100ms replicado para um trecho em uma posição
aleatória, ambos em destaque com fundo escuro.
Portanto, a pesquisa através da análise visual de trechos repetidos de 100ms em evi-
dências com alguns minutos de duração é muito difícil mesmo para um examinador atento.
Em verdade, o sucesso deste tipo de análise depende muito mais da percepção de sons
similares através da memória auditiva. Pela experiência do autor na realização de exa-
mes dessa natureza, observa-se que a análise de oitiva é bem mais eﬁciente em identiﬁcar
trechos de áudio repetidos, mesmo que defasados de alguns segundos. Curiosamente, esta
maior facilidade em reter a informação de padrões de áudio, comparada à persistência
da informação de padrões de imagens, é compartilhada por alguns cientistas renomados,
como Jacques Hadamard: Eu tenho uma pior memória de ﬁsionomias e sou mais exposto
a esquecimentos ou falsos reconhecimentos, ao contrário, sou muito sensível ao som das
palavras [...], eu sou menos sensível à semelhança de faces e mais sensível à semelhança
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Figura 1.1: Forma de onda e espectrograma de trecho de voz de 5s, com o trecho inicial
de 1s replicado para outro trecho em posição aleatória, ambos em destaque.
Figura 1.2: Forma de onda e espectrograma de trecho de voz de 5s, com o trecho inicial
de 100ms replicado para outro trecho em posição aleatória, ambos em destaque.
de vozes."[3]. Em [4] a persistência da memória de curto prazo de padrões de áudio é
analisada.
Para estimar a diﬁculdade de detecção de réplicas sem o emprego de um método au-
tomático, um experimento de análise perceptual foi realizado com um grupo de vinte e
seis Peritos Criminais Federais participantes de um treinamento de autenticação de áudio
no Instituto Nacional de Criminalística em 2016. Nos testes foi usado um áudio com
alta qualidade, com SNR (Signal-to-noise Ratio) estimada de 70dB, oriundo de coleta de
padrão de voz para exame de comparação de locutor, contendo a voz referente a texto
não-controlado de um único falante, e cujos trechos de silêncio com duração superior a
100ms foram suprimidos. Foram preparados áudios com durações de um minuto e de três
minutos. Cada áudio continha três réplicas de trecho de áudio referente a uma ou mais
palavras, com durações de 100ms, 300ms ou 1s, feitas manualmente para minimizar in-
consistências semânticas, mas sem nenhum mascaramento posterior. Aos participantes foi
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concedido um tempo para análise perceptual dez vezes maior que a duração do áudio, ou
seja, dez minutos para o áudio de um minuto, e trinta minutos para o áudio de três minu-
tos. Sejam o Verdadeiro Positivo (VP) a detecção de pares de intervalos correspondentes
às réplicas, o Falso Negativo (FN) a não detecção de pares de intervalos correspondentes
às réplicas, Verdadeiro Negativo (VN) a não detecção de intervalos distintos das posições
das réplicas, e Falso Positivo (FP) a detecção de pares de intervalos de áudios, nota-
damente intrasentença, não correspondentes às réplicas. A Taxa de Verdadeiro Positivo
(Recall=VP/(VP+FN)) e a Taxa de Falso Positivo(TFP=FP/(FP+VN)) são ilustrados
na Tabela 1.1.
Tabela 1.1: Detecção perceptual de réplicas em áudios de um ou três minutos de duração.
Duração do Áudio Recall Recall Recall TFP
Réplica 1s Réplica 300ms Réplica 100ms
1 minuto 38,4% 7,7% 0% 19,2%
3 minutos 19,2% 15,4% 0% 23,1%
Os resultados ilustram a diﬁculdade da análise perceptual, notadamente para detecção
de réplicas muito curtas, como as réplicas de 100ms que não foram detectadas por nenhum
participante. Mostram ainda que a diﬁculdade da análise aumenta com a duração da
evidência de áudio. Observou-se ao longo do experimento que a maioria dos participantes
usava apenas a oitiva atenta, que fornece em média uma melhor persistência que a memória
visual, para tentar identiﬁcar trechos semelhantes de áudio. As falsas detecções de réplica
revelam ainda que, mesmo para evidências de áudios não muito longas, pode ser difícil
para o examinador identiﬁcar perceptualmente se trechos de voz semelhantes consistem de
réplicas de áudio ou de locuções distintas, referentes a uma mesma sentença e produzidas
pelo mesmo locutor (voz intrasentença e intralocutor). Esta análise conﬁrma na prática
a relevância do emprego de métodos automáticos para detecção de réplicas curtas dentro
de evidências longas de áudio.
Para a veriﬁcação automática da existência de réplicas tão curtas quanto 100ms em
uma evidência de áudio, uma comparação sequencial de trechos do sinal usando a diferença
das amostras no domínio do tempo como medida de similaridade não conseguiria detectar
réplicas mascaradas por distorções. O emprego de técnicas de reconhecimento de voz,
seguidas de busca por texto repetido, também não teria um bom desempenho para áudios
com baixa relação sinal/ruído (SNR) e detectaria erroneamente áudios referentes a uma
mesma sentença (intrasentença) como sendo réplicas.
A detecção de máximos locais da autocorrelação do sinal de áudio para a detecção
de réplicas de áudio não seria aplicável a réplicas com duração muito mais curta que a
duração da evidência de áudio. Trechos curtos de réplicas de 100ms em áudios de 60s
não geram máximos locais detectáveis na autocorrelação. Na prática, evidências de áudio
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costumam ter duração bem superior a 60s. Em [5] é usada a segmentação dos quadros
antes da análise de autocorrelação. Portanto, uma abordagem intuitiva é representar o
áudio através da segmentação em quadros, seguida da extração de um conjunto reduzido
de atributos perceptuais robustos para representar cada intervalo de áudio, reduzindo
assim a dimensão dos dados usados para representar o áudio em relação ao número de
amostras do sinal de áudio. Na identiﬁcação de trechos semelhantes é feita uma busca,
com base numa métrica, por atributos próximos. Esta abordagem, denominada de Audio
Fingerprinting, descritor de áudio, detecção de áudio por conteúdo ou hashing robusto
de áudio, tem sido aplicada principalmente à identiﬁcação e à veriﬁcação de integridade
de música, onde trechos de áudio de alguns segundos são usados para representar uma
música [1, 2].
Alguns trabalhos abordam a identiﬁcação de cópias de áudio para aplicações comer-
ciais referentes a controle de direitos autorais. Em [6], cujo título sugere a detecção de
cópias de áudio, somente réplicas com duração superior a 10s são detectadas. Em [7] é
proposto um esquema para detecção de réplicas de eventos em áudios de longa duração,
para a aplicação de análise de áudio de longa duração, que registram o dia-a-dia de um
indivíduo. Uma dupla detecção é usada com uma janela de 2s, logo o método não seria
capaz de detectar trechos de 100ms. Ademais, o desempenho relatado é bom apenas para
eventos de áudio estruturado, com componentes espectrais bem deﬁnidos, como música
ou tons de discagem de telefonia. Para trechos de áudio com voz, o desempenho repor-
tado para o método foi muito baixo. Em [8], para identiﬁcação de trechos ou estruturas
repetidas dentro de uma música, é usada uma dupla detecção de quadros com mesma
defasagem na matriz de autossimilaridade. Em [9] são analisados diversos atributos para
detecção de estruturas repetidas em músicas, e ﬁltros morfológicos de erosão, dilação,
abertura e fechamento são aplicados à matriz de autossimilaridade. A detecção de tre-
chos iguais entre duas músicas também foi proposta, como em [10] onde o uso de AF
é proposto para alinhamento de versões de áudios com distorção em escala de tempo,
ou em [11, 12, 13, 14, 15] onde esquemas de AF são usados para sincronização de duas
mídias. Alguns desses métodos geram matrizes de autossimilaridade com elevado número
de falsos positivos de quadros. Dessa forma, alguns critérios de dupla detecção são aplica-
dos sobre a matriz de autossimilaridade, empregando estatísticas de coeﬁcientes de linha,
transformada de Hough ou ﬁltros morfológicos de imagem. Entretanto, todos os méto-
dos estudados empregam granularidades superiores a 1s, e, portanto, não são capazes de
detectar réplicas curtas.
Surpreendentemente, apesar dos métodos para detecção de réplicas em imagem te-
rem sido propostos há algum tempo [16, 17], nenhum trabalho acerca da identiﬁcação de
réplicas de áudio forense fora encontrado na literatura cientíﬁca até a primeira publica-
ção do trabalho desta tese em (TAVORA, 2014) [18]. Posteriormente, alguns trabalhos
abordaram o assunto. Em [19] um método proposto para identiﬁcação de réplicas cur-
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tas segmenta o áudio, calcula a similaridade entre os segmentos e aplica uma limiar de
detecção. Em [20], a detecção de réplicas em evidências utiliza a curva de pitch como
único atributo. O áudio é dividido em segmentos vozeados e as sequências são compa-
radas usando o coeﬁciente de correlação de Pearson. Os testes de robustez usam uma
base de áudios curtos de 30s e réplicas com duração a partir de 600ms. Curiosamente, o
desempenho é comparado com o uso do esquema de Audio Fingerprinting [2], sem citar
[18], que propusera essa abordagem para a aplicação forense. É reportado um melhor
desempenho para uso de pitch, mas não é informado sequer o nível de ruído inserido. A
metodologia usada na comparação não nivela o número de falsos positivos e não veriﬁca
se o número de falsos positivos para áudios mais longos é muito elevado, o que inviabi-
lizaria a análise perceptual dos resultados. Ademais, o pitch é escolhido pela robustez
conta inserção de ruído de mascaramento, muito embora o próprio áudio original seja
comumente severamente comprimido ou possua relação sinal ruído abaixo de 10dB, o que
diﬁculta a detecção correta do pitch e de trechos vozeados. Em [21], para a detecção de
duplicação de trechos de áudio ou de partes de imagens, é proposto o uso Momentos de
Chebichef após a segmentação. Apesar da aplicação forense não possuir um requisito de
uso em tempo real, o trabalho apresenta um algoritmo rápido de cálculo dos atributos.
O desempenho é medido, com 76% de detecção para uma taxa de falso positivo alta de
29% para áudios mascarados com SNR acima que 15dB, e com taxas de compressão MP3
não informadas. Entretanto, nem a duração dos áudios nem a duração das réplicas são
informadas.
Para a especiﬁcação de um esquema de Audio Fingerprinting (AF) adequado à apli-
cação de detecção de réplicas curtas dentro de uma evidência de áudio, alguns requisitos
principais são deﬁnidos:
• Boa localização temporal dos atributos de AF. O esquema de AF deve ser capaz
de detectar réplicas tão curtas quanto 100ms, que corresponde à duração mínima
estimada de uma locução do advérbio de negação não, para uma taxa de elocução
rápida.
• Boa precisão. Alguns esquemas de AF utilizam trechos longos, com vários quadros
de AF, para identiﬁcar um áudio. Neste casos, como vários quadros podem iden-
tiﬁcar o áudio, mesmo com uma baixa taxa de detecção de quadros é possível se
obter uma boa taxa de detecção de áudio. Na aplicação forense em tela, a taxa
de detecção de quadros de AF deve ser alta, uma vez que as réplicas podem ser
tão curtas quanto um único quadro segmentado do áudio. O método automático
de detecção de réplicas viabiliza a análise de áudios mais longos, mas não substitui
totalmente a análise perceptual do examinador, mesmo porque outros métodos au-
tomáticos podem ser empregados em paralelo, e a decisão ﬁnal acerca da hipótese
de adulteração deve se basear na composição dos resultados. Dessa forma, como
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a decisão depende de intervenção do perito, a usabilidade do método deve ser um
requisito importante. Neste sentido, o método deve apresentar uma baixa taxa de
falsa detecção de réplicas, já que cada um dos pares de trechos de áudio detectados
como possíveis réplicas deve ser analisado perceptualmente. Neste trabalho procu-
ramos ajustar os parâmetros do sistema proposto com base neste critério, limitando
em 10 o número esperado de falsas detecções de réplica por áudio analisado.
• Boa robustez. O método deve identiﬁcar também trechos distorcidos, uma vez que
as réplicas podem ser muito curtas e mascaradas por compressão de áudio, ﬁltragem
em frequência, conversão D/A, ceifamento de sinal, escala no domínio do tempo, ou
inserção de ruído.
Como as réplicas podem ser muito curtas e mascaradas, a aplicação de detecção de
réplicas curtas impõe requisitos de localização temporal, robustez e precisão mais fortes
que a aplicação de identiﬁcação de música por conteúdo. Com exceção de [22, 23], onde o
áudio é segmentado em quadros de 64ms, todos os esquemas estudados empregam quadros
mais longos que 1s e não detectam réplicas tão curtas quanto 100ms. Com relação à
precisão, observou-se que os métodos analisados em [1, 24, 25] utilizam esquemas de AF
com dimensão constante, uma vez que são projetados para analisar de maneira uniforme
um número indeﬁnido de músicas. Para a detecção de réplicas em um áudio, o número
total de quadros comparados é deﬁnido, logo a dimensão da AF, ao invés de constante,
pode ser ajustada para limitar o número de falsos positivos de réplicas e viabilizar a
análise perceptual dos resultados. Portanto, esta revisão evidenciou que os esquemas
de AF existentes não são ajustados adequadamente à aplicação de detecção de réplicas
curtas.
Dessa forma, o presente trabalho propõe um novo sistema adaptativo de Audio Finger-
printing com atributos binários, baseado na análise de sub-bandas do espectro de Fourier,
robusto contra mascaramentos e projetado para a detecção de réplicas curtas de áudio em
evidências longas de áudio. Para o ajuste dos parâmetros, através da otimização do de-
sempenho de detecção, também são propostos novos métodos de cálculo de probabilidade
de detecção baseada na integração binária com janela móvel.
Apesar de não abordar outras aplicações de esquemas de Audio Fingerprinting, uma
ampla revisão dos modelos, etapas e aplicações desses esquemas é feita no Capítulo 2.
Algumas dessas aplicações, como o uso de AF para melhoria de áudio pela sincronização
de ruído de fundo; a detecção de trechos repetidos em músicas; ou o uso de AF em
marca d'água digital de áudio, nas quais um único arquivo de áudio é analisado, possuem
potencial de emprego do método adaptativo proposto, pela possibilidade de ajuste dos
parâmetros de AF para cada áudio.
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1.2 ORGANIZAÇÃO DESTA TESE
Para subsidiar a escolha de um modelo de Audio Fingerprinting para a aplicação fo-
rense, no Capítulo 2 é feita uma ampla revisão da literatura cientíﬁca, onde são descritas
as etapas dos sistemas de extração e busca de Audio Fingerprinting. O modelo geral é
descrito, e diversas abordagens são citadas. Algumas aplicações de Audio Fingerprinting
são descritas. A leitura deste capítulo é recomendada, pois apresenta a terminologia em-
pregada no restante da tese. Como não é considerada uma leitura essencial à compreensão
deste trabalho, a descrição mais detalhada de alguns esquemas de Audio Fingerprinting
é feita no Apêndice B. De acordo com a análise comparativa de propriedades, como
robustez e desempenho de detecção, a abordagem proposta pela PHILIPS é escolhida
para emprego na aplicação forense. Portanto, o esquema binário baseado na análise de
sub-bandas do espectro de Fourier proposto por Hatisma em [2] é descrito, e um modelo
teórico proposto para este esquema é revisado.
Nos capítulos subsequentes, é apresentado passo a passo o desenvolvimento do sistema
de detecção de réplicas curtas para a aplicação forense, para manter a consistência com os
resultados apresentados para o método inicialmente proposto por (TAVORA,2015) [26].
No Capítulo 3, que detalha o trabalho apresentado em (TAVORA, 2015) [26], é pro-
posta a primeira versão do sistema, baseado na abordagem da PHILIPS, onde parâmetros
como a duração dos quadros e a dimensão são adaptados conforme os requisitos da apli-
cação de detecção de réplicas curtas de áudio. A dimensão é ajustada com base numa
análise teórica e empírica, onde o sistema é ajustado para limitar o número de falsas
detecções. Com o objetivo de melhorar a unicidade da representação, é proposta uma
divisão de sub-bandas adaptada para cada evidência de áudio. Simulações são realizadas,
usando inicialmente o corpus do Instituto Nacional de Criminalística, que contém amos-
tras de voz com alta relação sinal/ruído estimada em 65dB e com repetições de locuções
intrasentença. São feitos testes para veriﬁcar a capacidade de discriminação de locuções
intralocutor e intrasentença. A robustez do sistema para a detecção de réplicas mascara-
das com diversos tipos de distorções também é avaliada. O sistema apresentado é robusto
contra diversas distorções, entretanto, apresenta uma robustez regular contra inserção de
ruído.
No Capítulo 4, é proposta uma nova metodologia de testes e análise de unicidade,
precisão e robustez. Com o objetivo de melhorar a robustez do sistema inicialmente pro-
posto contra inserção de ruído, é proposta a adaptação para cada áudio do expoente dos
componentes espectrais nos somatórios das sub-bandas, além do ajuste dos limites da
banda de frequência utilizada. Em seguida, parâmetros, como duração de quadro, fator
de sobreposição e a distância dos deltas entre quadros ou sub-bandas, são otimizados para
maximizar a taxa de detecção de réplica. O sistema obtido é robusto contra inserção de
ruído, mas os testes mostram que o ajuste da dimensão não viabiliza a redução dos falsos
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positivos de réplica para áudios longos. As simulações foram feitas usando um corpus de
acesso livre, CHAINS (CHaracterizing INdividual Speakers) [27], contendo vozes de 36
falantes com alta qualidade, SNR estimada em 70dB, e contendo repetições de locuções
intrasentença. Para se construir um conjunto de teste com SNR baixa, foi inserido artiﬁci-
almente ruído obtido do corpus também de acesso livre DEMAND (Diverse Environments
Multichannel Acoustic Noise Database) [28].
No Capítulo 5, é feita a última modiﬁcação do método. Para reduzir o número de falsas
detecções de réplicas e permitir a análise de áudios longos, é proposto um novo critério
de decisão com base no integrador binário de janleas móveis para a detecção de réplica.
A probabilidade de detecção de réplicas é obtida indiretamente pela taxa de detecção de
quadros, através de um novo método aproximado de cálculo de probabilidade, proposto no
Apêndice C. Todos os parâmetros do sistema são ajustados para otimizar a probabilidade
de detecção de réplicas, para áudios curtos, de 60s de duração, e para áudios mais longos,
de 240s de duração.
No Capítulo 6, os resultados são resumidos e analisados, e algumas linhas de pesquisa,
além da aplicação forense, são sugeridas.
No Apêndice A, é feita uma breve introdução das áreas de fonética e acústica forense,
e é apresentado um resumo dos trabalhos referentes à autenticação de áudio forense.
No Apêndice B é feita uma revisão e análise de desempenho de alguns sistemas de
Audio Fingerprinting, para subsidiar a análise de adequabilidade à aplicação de detecção
de réplicas.
No Apêndice C são propostos métodos, um exato e outro aproximado, para o cálculo
da probabilidade de detecção pelo critério do integrador binário, que são empregados na
análise do Capítulo 4.
O Apêndice D apresenta uma lista das publicações do autor referentes a este trabalho.
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2- UMA REVISÃO DOS SISTEMAS DE AUDIO
FINGERPRINTING
May not music be described as
the mathematics of the sense,
mathematics as music of the
reason? The musician feels
mathematics, the mathematician
thinks music: music the dream,
mathematics the working life.
James Joseph Sylvester
Além da música poder ser descrita como a matemática do sentido, tanto música quanto
outros tipos de áudio podem ser descritos pela matemática, e de uma forma mais com-
pacta, para ﬁns de reconhecimento de padrões em diversas aplicações. Os sistemas de
Audio Fingerprinting(AF) extraem uma assinatura compacta a partir da informação acús-
tica perceptual mais relevante de um áudio não rotulado. O objetivo ﬁnal é obter uma
representação compacta por meio de um ou mais vetores obtidos a partir de atributos
acústicos. A representação com uma dimensão baixa deve caracterizar univocamente o
áudio, e ser robusta ao ponto de identiﬁcar até mesmo versões distorcidas do mesmo áudio
que possuam informação perceptual auditiva semelhante.
Uma revisão não muito recente dos sistemas de Audio Fingerprinting é fornecida em
[1, 29], onde muitas aplicações comerciais são descritas, como identiﬁcação e veriﬁcação
de integridade de música. Desde então, diversos novos sistemas e novas aplicações foram
propostos, conforme discutido na Seção 2.3.
Em [30] é feita uma revisão mais recente dos esquemas de Audio Fingerprinting, com
detalhamento sobre as abordagens de extração e de modelamento de atributos. Apesar
de ser recente, esta revisão não é tão abrangente.
Em [25] é feita uma revisão mais abrangente dos atributos acústicos empregados nas
aplicações de identiﬁcação de música, transcrição perceptual de música, classiﬁcação de
áudio ambiental, segmentação e reconhecimento de voz ou locutor. Apesar de mais am-
plo, devido ao maior número de aplicações pesquisadas, o levantamento não cobre todos
os atributos propostos na literatura para as aplicações de Audio Fingerprinting. Uma
interessante taxonomia, por níveis, dos atributos de áudio foi proposta nesse trabalho.
As propriedades básicas de um esquema de Audio Fingerprint são:
1. Dimensão compacta: O tamanho do vetor de AF, comumente denominado de di-
mensionalidade, deve ser compacto, o que reduz os requisitos de memória do sistema
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e facilita o processo de busca, reduzindo o problema da Maldição da Dimensiona-
lidade, descrito na Seção 3.1, que afeta o desempenho de métodos de busca em
intervalo.
2. Precisão de detecção: Um bom esquema deve fornecer uma alta taxa de detecção ver-
dadeira (TDV-recall) de réplicas não distorcidas, e deve garantir uma baixa taxa de
falsas detecções (TFD) de trechos de áudio com conteúdo perceptual distinto. Uma
baixa taxa de falsa detecção signiﬁca que a representação permite discriminar satis-
fatoriamente trechos de áudio distintos, uma propriedade comumente denominada
de unicidade. A representação vetorial obtida deve apresentar uma baixa correla-
ção entre seus componentes de forma que se obtenha uma representação compacta
com elevado poder de discriminação. Em resumo, as distribuições devem possuir
uma baixa variação intraclasse, para sons perceptualmente equivalentes, e uma alta
variância interclasse, para sons perceptualmente distintos.
3. Robustez: Sinais de áudio com conteúdo perceptual acústico similar devem ser ma-
peados em uma representação equivalente. Logo, a representação da AF deve garan-
tir uma certa invariância a manipulações comuns, como equalização ou conversão
D/A-A/D, ou compressão de áudio, que não modiﬁquem o seu conteúdo perceptual.
4. Baixa complexidade: O método deve evitar processos de extração de atributos com
um custo computacional muito elevado, sobretudo em aplicações que demandem
processamento em tempo real.
5. Granularidade: Equivale à duração mínima de sinal de áudio necessária para que o
esquema de Audio Fingerprint possa identiﬁcar o arquivo de áudio com uma alta
taxa de detecção correta. Este parâmetro depende tanto da robustez da represen-
tação, quanto do método de busca utilizado.
Existe, obviamente, uma solução de compromisso entre as propriedades acima listadas.
Como exemplo, a redução da dimensionalidade reduz a complexidade computacional, pode
melhorar a robustez, mas uma representação muito compacta pode reduzir a precisão da
detecção, com a elevação da taxa de detecções falsas.
Dessa forma, a escolha do modelo ou o ajuste destas propriedades deve ser feito de
acordo com a aplicação. Em [31, 32] os cenários de aplicação de reconhecimento de
áudio por conteúdo são classiﬁcados de acordo com a especiﬁcidade do áudio ou com
a granularidade. Por exemplo, a identiﬁcação de música por meio de assobios, como
feito pelo aplicativo SoundHound (TM) [33], ou performances distintas ou de diferentes
intérpretes, requer o emprego de esquemas de AF mais robustos. Para a identiﬁcação de
uma música inteira, uma alta granularidade é satisfatória, mas para a identiﬁcação de
trechos de áudio uma pequena granularidade é necessária.
11
Como dito anteriormente, os requisitos de um esquema de AF para a detecção de répli-
cas curtas em evidências de áudio são: uma baixa granularidade com uma boa localização
temporal dos atributos de áudio, além de uma precisão e uma robustez de detecção eleva-
das. Com o intuito de analisar os esquemas existentes para a escolha de uma abordagem
que atenda a estes requisitos, foi realizada uma revisão abrangente e atual dos esquemas
de AF.
O emprego de um esquema de AF divide-se, em geral, em dois processos: 1) Extração
da AF, para um áudio ou trecho de áudio; 2) Busca por AF, para veriﬁcar a existência
ou identiﬁcar um áudio ou trecho de áudio. Uma visão geral das etapas dos métodos de
extração de AF é apresentada a seguir.
2.1 EXTRAÇÃO DE AUDIO FINGERPRINT
Um esquema genérico para extração de AF pode ser dividido nas etapas de pré-
processamento, segmentação de quadros, extração de atributos, pós-processamento e mo-
delamento de atributos. Estas etapas são descritas em detalhe a seguir, onde diversas
abordagens são citadas.
2.1.1 Pré-processamento
Para a identiﬁcação de música através do conteúdo de áudio, a AF deve ser invariante
a diversos tipos de distorções que preservem a informação perceptual auditiva, tais como
distorções de canal e mudanças de formato que podem reduzir a largura efetiva de banda
de frequência do sinal. Portanto, a ﬁltragem passa-banda é comumente aplicada, como
por exemplo de 50Hz a 4kHz, para uniformizar os sinais analisados. Em esquemas que
empregam segmentação em quadros periódicos, a ﬁltragem passa-banda por ﬁltros LPC
(Linear Predictive Coding) pode ser usada para remover as dependências de curto termo
[5].
Quadros de áudio ao longo de trechos de silêncio podem ser mapeados para valores de
AF aleatórios, devido à presença de ruído. Logo, para reduzir a taxa de falsa detecção de
AF, um limiar de potência é em geral aplicado para identiﬁcar e remover os trechos de
silêncio.
A maior parte dos esquemas de AF é aplicada à música, que é comumente codiﬁcada
com modelos psicoacústicos de compressão que buscam remover a informação imper-
ceptível ao ouvido humano, em virtude de limiares de percepção ou de mascaramentos
temporais ou frequenciais. Portanto, o pré-processamento com modelos psicoacústicos de
representação do sinal é uma alternativa tanto para redução da dimensionalidade quanto
para o aumento da robustez contra transcodiﬁcação para codiﬁcadores perceptuais. A
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extração dos atributos a partir do sinal codiﬁcado pode ainda reduzir a complexidade
computacional do processo de extração de atributos. Um atributo denominado F1CC,
baseado no modelo psicoacústico do CODEC Vorbis, é proposto em [34], para modelar
melhor os efeitos de mascaramento do ouvido humano, aumentando, assim, a robustez
contra distorções decorrentes de codiﬁcações perceptuais. Em [35, 36] é aplicado um li-
miar de potência, que simula a percepção em dB do ouvido humano. Em [37], é feita uma
revisão de padrões de compressão usados na indexação de áudio.
2.1.2 Segmentação de quadros
Para representar a voz com uma boa resolução temporal capturando o seu comporta-
mento dinâmico, vários métodos de extração segmentam o áudio em quadros, e para cada
quadro é extraído um vetor compacto de atributos. Entretanto, para gerar uma repre-
sentação mais compacta do áudio, os esquemas de AF empregam em geral quadros mais
longos que quadros usados em codiﬁcadores de áudio, já que as aplicações dos esquemas
de AF não incluem a identiﬁcação de fala.
Os esquemas de AF usam segmentação do áudio em quadros de tamanho variável ou
de tamanho constante, o que é mais comum. Em [38] o áudio é segmentado em intervalos
disjuntos de tamanho variável, delimitados pela posição temporal de picos de energia em
sub-bandas espectrais. A posição de quadros de tamanho constante pode ser periódica
ou aperiódica. Para evitar o desalinhamento entre a AF questionada e a AF previamente
obtida do áudio rotulado, quadros aperiódicos podem ser sincronizados com a posição de
picos locais de potência ou de envoltória do sinal, deﬁnidos em descritores de baixo nível
descritos no padrão MPEG-7 (Moving Picture Expert Group-7), Potência de Áudio (Audio
Power - AP) e Forma de Áudio (Audio Waveform - AW). Os quadros também podem ser
sincronizados pelos pontos de ativação (onset), que correspondem aos inícios dos picos de
energia espectral [39, 10, 40]. Atributos robustos contra ruído, como o PS-ZCPA (Pitch
Syncronous Zero Crossing Peak Amplitudes) empregado em reconhecimento de voz [41],
também podem ser aplicados para a sincronização de quadros em esquemas de AF.
Quadros periódicos de tamanho constante são sobrepostos para reduzir o desalinha-
mento entre a AF questionada e a AF do áudio rotulado, durante o processo de busca
por AF, como proposto em [2]. Para se obter uma boa localização temporal do atributo
de AF, o tamanho do quadro deve ser menor que a menor duração do áudio que se queira
detectar. Entretanto, o uso de fatores de sobreposição elevados e quadros mais curtos au-
menta o número total de quadros e, consequentemente, o custo computacional do processo
de busca.
Em [25] os sistemas de identiﬁcação de áudio por conteúdo são classiﬁcados como
intraquadros, quando um vetor de atributos é extraído a partir da informação do sinal
em um único quadro como os coeﬁcientes MFCC(Mel Frequency Cepstral Coeﬃcients),
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ou interquadros, quando são extraídos de um conjunto maior de quadros, capturando a
variação dinâmica do sinal de longo termo, como em atributos que representam ritmo e
informação de modulação de frequência. Na prática, a representação interquadro é gerada
a partir de uma representação intraquadro. Ademais, também existem atributos globais,
extraídos pela análise de todo o sinal de áudio, como os descritores MPEG-7 de centróide
temporal e tempo de ataque do som.
Esquemas de AF que empregam uma transformação para domínio espectral aplicam
funções de janelas, tais como Hamming, Blackman ou Hann, para limitar o vazamento
espectral. Uma análise teórica é feita em [42] para otimizar o uso de janelas em sistemas
de AF.
2.1.3 Extração de atributos
Esquemas de identiﬁcação de áudio devem empregar atributos adequados à aplicação e
com alta variância para o tipo de áudio da aplicação. Atributos aplicáveis na identiﬁcação
de trechos de voz, como pitch, podem ser invariantes e com baixo poder de discriminação
quando aplicados à música instrumental. O intervalo dinâmico dos atributos empregados
deve cobrir toda a faixa de variação possível da propriedade acústica usada, para evitar
truncamentos de valores, o que elevaria a taxa de falsas detecções de AF.
Em [30] é feita uma revisão dos atributos de baixo nível empregados em esquemas de
AF. Em [25] é feito um amplo estudo dos atributos acústicos empregados em aplicações
de identiﬁcação, segmentação e classiﬁcação de áudio, com uma revisão da literatura
cientíﬁca com mais de setenta atributos acústicos heterogêneos, onde é proposta uma
taxonomia de atributos. É interessante citar que em [43] diversos atributos usados em
sistemas de AF e em recuperação de informação de música (MIR) foram implementados
em uma toolbox do Matlab (TM) disponibilizada gratuitamente para ﬁns de pesquisa
cientíﬁca. Em [44] outra toolbox do Matlab (TM), que implementa atributos perceptuais
de áudio, é apresentada.
Nesta revisão de esquemas de AF, empregamos a mesma taxonomia por níveis de clas-
siﬁcação de atributos de áudio usada em [25], onde os atributos são agrupados, conforme
ilustrado na Figura 2.1, de acordo com o domínio, as características perceptuais e com-
putacionais. Ressaltamos, entretanto, que não foram encontrados na literatura esquemas
de AF que empreguem alguns dos atributos citados em [25], usados em outras aplicações.
Dessa forma, algumas das categorias de atributos citadas na taxonomia proposta em [25]
foram suprimidas. A Tabela 2.1 fornece uma lista de referências de esquemas de Audio
















































































































































































































































































































































































































































































































































































































































































Figura 2.1: Taxonomia de atributos de áudio empregados em esquemas de Audio Finger-
printing.
2.1.3.1 Primeiro nível: Domínio de transformação
A classiﬁcação em [25] considera apenas o domínio ﬁnal, quando mais de uma transfor-
mação é aplicada ao sinal de áudio. Dessa forma, transformações aplicadas na decomposi-
ção em autovetores e valores singulares, tais como PCA (Principal Component Analysis)
e SVD (Singular Value Decomposition), são deﬁnidas como autodomínio. Ademais, ope-
rações como derivadas, normalização e quantização são consideradas complementares às
transformadas e deﬁnidas como ﬁltros em [25].
Nesta revisão, entretanto, optamos por considerar apenas a primeira transformação
usada para capturar uma propriedade acústica. Transformadas subsequentes, empregadas
em geral para descorrelacionar os dados, além de derivadas, normalizações ou quantiza-
ções, são consideradas operações de pós-processamento e discutidas da Subseção 2.1.4.
Os domínios considerados são, portanto:
1. Domínio temporal: A amplitude do sinal é representada em função do tempo. São
usados atributos com referência temporal, como máximos ou mínimos de energia,
ou de taxa de cruzamento de zeros (Zero Crossing Rate - ZCR) do sinal. Atributos
no domínio do tempo, tais como máximos locais signiﬁcantes, podem satisfatoria-
mente caracterizar o áudio. Descritores de baixo nível previstos no padrão MPEG-7,
referentes à potência ou forma de onda, como MPEG-7-AP (Audio Power) e MPEG-
7-AW (Audio Waveform), respectivamente, podem ser empregados.
Atributos de longo termo no domínio do tempo, referentes ao ritmo ou à potência
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de batidas (beats), que consistem de atributos de alto nível para caracterização de
música, são bastante robustos contra variações de escala temporal [49].
O Ritmo é um importante descritor de música ou de voz e caracteriza a mudança
de padrões de energia ou do timbre ao longo do tempo. O descritor de Ritmo é
associado a quatro componentes: timing (quando o evento ocorreu), tempo (qual
a frequência do evento), meter (qual a estrutura temporal do evento), e grouping
(como os eventos são agrupados).
2. Domínio frequencial: Usa a informação da amplitude e/ou da fase de componentes
espectrais. Algumas transformações em frequência são a Transformada Discreta de
Fourier (DFT-Discrete Fourier Transform) e a DCT (Discrete Cosine Transform).
Atributos baseados na transformada de Fourier são bastante aplicados. A DFT
é aplicada em [64], onde descritores MPEG-7 SFM (Spectral Flatness Measure) e
SCM (Spectral Crest Measure), referentes à relação entre componentes harmônicos
e o ruído do sinal, de 16 sub-bandas são usados como atributos. Os esquemas
propostos em [22, 23] usam picos dominantes do espectro de Fourier em cada quadro
para representar o áudio, obtendo uma representação robusta contra ruído aditivo
e contra mudanças de escala temporal. Em [38] picos dominantes do espectro de
Fourier são codiﬁcados de forma a permitir a detecção de sinais com variações na
escala temporal. A Transformada de Fourier de Tempo Curto (STFT-Short Time
Fourier Transform) é usada em [2, 95]. Em [52] a DFT é obtida, dividida em sub-
bandas, mas apenas as sub-bandas que contenham picos de energia espectral são
empregadas para representar o sinal. O algoritmo usado na aplicação Shazam [50]
processa a STFT como uma imagem 2D, detectando e representando os picos de
energia aos pares, para caracterizar o áudio. Os sistemas propostos em [40, 39]
aplicam duas DFT's em cascata para extrair os atributos de áudio. Cabe ressaltar
que em [25] as transformadas Wavelet, Transformada Q Constante (CQT- Constant
Q Transform) e a Transformada Modulada Complexa Sobreposta (MCLT-Modulated
Complex Lapped Transform) são também classiﬁcadas como domínio da frequência.
Em [53] são comparados os desempenhos da DFT, DCT, Transformada de Haar e da
Transformada Walsh/Hadamard na indexação de áudio. A Transformada Wavelet
Discreta (DWT-Discrete Wavelet Transform) é aplicada na extração de AF's nos
esquemas propostos em [72, 68, 74].
Decomposições adaptativas também são aplicadas para a classiﬁcação de áudio,
como em [71]. São empregados critérios de base de discriminação local (Local Dis-
criminant Bases- LDB) avaliando o maior poder de discriminação dos coeﬁcientes
para deﬁnir a melhor decomposição, usando a variância e a energia normalizada.
Os esquemas propostos em [35, 36] e [67] usam a MCLT. O sistema em [96] aplica a
MDCT(Modiﬁed Discrete Cosine Transform) para extrair os atributos de áudio. A
transformada Fourier-Mellin pode ser empregada [80] para obter atributos robustos
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contra distorções de escala no tempo. Em [78], a CQT é usada com uma divisão
logarítmica do espectro, então os atributos são obtidos a partir de diferenças de
tempo e de amplitude entre picos locais sucessivos para obter uma robustez contra
distorções de escala temporal.
3. Domínio Cepstral: Os Coeﬁcientes Mel-Ceptrais de Frequência (MFCC) são obti-
dos pela aplicação da DFT sobre o logaritmo da magnitude do espectro do sinal,
ponderados por ﬁltros triangulares espaçados de acordo com a escala Mel, seguido
da aplicação da DCT para descorrelacionar os dados. Os coeﬁcientes MFCC são
comumente usados para estimar a envoltória do espectro do sinal e podem capturar
a informação sobre o timbre do sinal. Os coeﬁcientes MFCC são usados no sistema
AudioDNA [88], e nos sistemas propostos em [57, 97, 98, 13]. Implementações do
MATLAB dos coeﬁcientes MFCC também são disponíveis em [99, 100].
4. Domínio da Modulação em Frequência: Representa a estrutura temporal do sinal em
termos de modulações de baixa frequência, e pode ser empregado para representar
o áudio, como em [93]. A informação das modulações temporais contidas no sinal
pode ser aplicada na análise de ritmo e na análise de voz robusta contra ruído, como
no esquema proposto em [101]. Esta representação permite uma grande redução de
dimensionalidade do sinal, sendo mais usada para representar música ou capturar
propriedades suprasegmentais da voz.
2.1.3.2 Segundo nível: Interpretação semântica referente à percepção humana.
Atributos perceptuais, como pitch, croma (chroma), sonoridade (loudness), timbre,
tonalidade e harmonicidade, são relacionados à percepção humana do som, e são mais
empregados na identiﬁcação de músicas.
A sonoridade é uma sensação subjetiva relacionada a variações da pressão acústica,
e emprega uma unidade denominada sone, mas também é inﬂuenciada pelo conteúdo
frequencial e pela duração do sinal. Sons mais curtos geram uma menor percepção de
sonoridade, e a percepção de sonoridade varia com a frequência do sinal, de acordo com
a curva de percepção do ouvinte.
O pitch espectral é deﬁnido como um atributo perceptual referente aos componentes
espectrais do sinal, que pode ser ordenado em uma escala mel. Nesta deﬁnição psicoa-
cústica, o pitch depende também da duração e da intensidade do sinal. Entretanto, o
conceito de pitch também é associado na literatura cientíﬁca à frequência fundamental
de vibração das cordas vocais. Cabe destacar que mesmo sem a presença da componente
da frequência fundamental, pode haver a percepção do pitch, com base nos harmônicos
dessa componente, o que é denominado de pitch virtual.
O croma é uma atributo associado ao pitch. O espectro é dividido em oitavas, e dentro
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de cada oitava 12 sub-bandas deﬁnem classes de pitch. As classes de pitch equivalentes,
mesmo de oitavas distintas, produzem uma sensação auditiva semelhante. Dessa forma,
o croma é útil na descrição perceptual de músicas. O cromagrama, representação a partir
das dimensões tempo-croma, representa variação temporal da energia espectral de cada
uma das classes de pitch, mapeando todo o espectro em uma única oitava. Em [6] o
cromagrama é usado na identiﬁcação de música e uma representação robusta contra dis-
torções escala de tempo é obtida pela detecção dos pontos de máximos locais. Em [84]
o croma é aplicado, obtendo uma robustez suﬁciente para identiﬁcação de músicas com
diferentes intérpretes. Em [14] o croma é usado na aplicação de sincronização de diferentes
performances de música clássica. Em [87] o cocleograma é usado para extrair os atributos
de áudio.
O timbre é um atributo perceptual complexo, que permite a identiﬁcação de instru-
mentos musicais, detectando semelhanças entre áudios com sonoridade, pitch e duração
distintas, bem como diferenças entre sons com sonoridade, pitch e duração equivalentes.
O timbre é um atributo multidimensional inﬂuenciado tanto por padrões estacionários
quanto não-estacionários, e depende da distribuição espectral do sinal nas bandas críti-
cas. O timbre pode possuir aspectos, como tonalidade, modulação frequencial ou largura.
O padrão MPEG-7 possui descritores de áudio referentes ao timbre: Centróide Espectral
Harmônico (HSC), Desvio Espectral Harmônico (HSD), Espalhamento Espectral Harmô-
nico (HSS) e Variação Espectral Harmônica (HSV).
A tonalidade está associada ao percentual de componentes senoidais no sinal. Sinais
ruidosos possuem baixa tonalidade, enquanto o áudio vozeado possui uma alta tonalidade.
Essa característica pode ser estimada através dos atributos SFM e SCM deﬁnidos no
padrão MPEG-7.
A harmonicidade está associada à presença ou não no sinal de componentes harmô-
nicos situados em múltiplos de uma frequência fundamental. O padrão MPEG-7 possui
descritores de áudio referentes à harmonicidade: Razão de Harmonicidade e Coeﬁciente
de Harmonicidade. Da mesma forma, sinais ruidosos possuem baixa harmonicidade, en-
quanto o áudio vozeado possui uma alta harmonicidade.
Uma descrição detalhada dos modelos matemáticos para a estimação destes atribu-
tos perceptuais foge ao escopo deste trabalho. Modelos matemáticos de alguns desses
atributos são descritos em [44], onde também é analisada a dependência entre eles.
Atributos físicos, como a distribuição do espectro do sinal obtido pela DFT, DWT,
MCLT, CQT, entre outras, descrevem características matemáticas e acústicas do som.
Outra classiﬁcação pode ser feita, entre esquemas psicoacústicos, que empregam ban-
cos de ﬁltros que simulam a resolução em frequência da audição humana, considerando
efeitos de mascaramento, contornos de percepção de volume e de pitch [102, 93], ou mo-
delos não-psicoacústicos. Em [103] uma pós-seleção dos picos espectrais locais é feita
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aplicando-se uma curva com limiar de detecção, baseado no mascaramento temporal,
semelhante àquela aplicada no sistema SHAZAM.
Os subgrupos de atributos podem ser divididos de diversas formas, como pela aplicação
de bancos de ﬁltros psicoacústicos, como escalas Mel, ERB e Bark, descritas em [104], que
buscam simular a resolução em frequência da membrana basilar no ouvido interno. Cabe
destacar que na escala ERB as sub-bandas mais baixas têm uma largura menor, quando
comparadas às escalas Mel e Bark.
2.1.3.3 Terceiro nível: Características computacionais
Neste nível, os atributos são agrupados conforme a semelhança das operações empre-
gadas no cálculo.
Os atributos obtidos pela representação escolhida podem ser agregados em subgrupos,
para redução da dimensionalidade, ou mapeados para valores escalares, pela aplicação
de operadores como soma linear, soma quadrática, média, variância, entropia, mínimo
ou máximo. Estas operações são denominadas agregadores em [25]. Em [55, 98], por
exemplo, além do emprego de coeﬁcientes MFCC, são calculadas a entropia de Shannon
e de Renyi sobre os coeﬁcientes DFT. No esquema de AF proposto em [95] são usados
momentos espectrais normalizados para cada sub-banda, que conforme se argumenta são
robustos contra equalização do áudio.
Atributos que fornecem uma referência temporal, mas não são aplicáveis apenas no
domínio do tempo, como máximos ou mínimos locais, picos de harmônicos e pontos de
cruzamento de zero, são denominados detectores em [25], e podem ser usados na deﬁnição
dos pontos de segmentação em quadros.
2.1.4 Pós-processamento
O pós-processamento é empregado para capturar o comportamento dinâmico do sinal
de áudio, descorrelacionar os coeﬁcientes reduzindo a dimensionalidade, ou para aumentar
a robustez contra distorções.
O método em [105] aplica a DCT para descorrelacionar os atributos obtidos a partir
do esquema proposto por Haitsma [2]. No esquema baseado no domínio Cesptral, em
[88, 106], a DCT é aplicada para descorrelacionar os dados.
Outras abordagens usam técnicas de decomposição multidimensional, como Fatoração
em Matriz Não-nula (Non-negative MAtrix Factorization - NMF), pra reduzir a dimensão
dos dados (dimensionalidade) e a redundância dos vetores de atributos, como em [107],
onde a NMF é aplicada à STFT para reduzir a dimensionalidade. Em [87], a NMF é
aplicada aos atributos obtidos pela aplicação do método SURF ao cocleograma do sinal.
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Em [35, 36], a ﬁltragem passa-baixa é aplicada aos coeﬁcientes do logaritmo espectral
da DCT. Uma rede neural multicamadas, baseada em PCA, é aplicada com janelas mais
longas nas camadas superiores, para reduzir a dimensionalidade. Em [5] a decomposição
SVD é empregada para descorrelacionar os coeﬁcientes MFCC. Em [73], a DWT é aplicada
a uma imagem 2D obtida do espectrograma gerado pelo método proposto em [2].
Apesar de ampliarem o percentual de ruído no sinal [108], operações delta (derivada) e
delta-delta (aceleração) de coeﬁcientes espectrais podem ser usadas para ﬁltrar distorções
produzidas por canais com variação lenta, como empregado nos coeﬁcientes MFCC [109].
Ademais, os deltas temporais (entre quadros) e espectrais (entre sub-bandas) podem re-
presentar melhor o comportamento dinâmico do sinal e descorrelacionar os atributos de
AF, conforme proposto por Haitsma [2].
Em [91] a Normalização em Média Cepstral (CMN-Cepstral mean normalization) é
usada para reduzir a distorção de canais com variação lenta. A normalização dos intervalos
de variações dos atributos também permite equalizar o peso relativo de cada componente
no cálculo da similaridade.
A quantização, mapeando os atributos para valores discretos, permite uma represen-
tação mais compacta dos dados, aumenta a robustez contra distorções e viabiliza o uso
de códigos corretores de erro em métodos eﬁcientes de busca [110, 111, 112, 38, 67].
2.1.5 Modelamento dos atributos
Os atributos acústicos podem ser modelados de diversas formas. Em [31] os sistemas
são classiﬁcados conforme três modelos:
1. Modelos de estados: Modelos Ocultos de Markov (Hidden Markov Models-HMM)
são obtidos através de um conjunto de atributos de treinamento. Os atributos
acústicos são mapeados para estados discretos [106, 88].
2. Modelos de conjunto de quadros (Bag-of-Frames): Uma única estatística ou re-
presentação, como Modelo de Misturas de Gaussianas (Gaussian Mixture Models -
GMM), é usado para representar os atributos de diversos quadros de áudio [55, 98].
Métodos de agrupamento por quantização vetorial usando regra de média-K também
são aplicados [63, 84].
3. Modelo de sequências (Audio Shingle): O áudio é representado pela concatenação
de atributos acústicos de um ou vários quadros de áudio adjacentes, como em [2].
21
2.2 BUSCA POR AF'S SEMELHANTES
Após a extração da AF, uma métrica de similaridade entre AF's é empregada e um
critério de detecção é aplicado em uma busca de AF em uma estrutura de dados. Para
facilitar a leitura, a terminologia utilizada para métodos de busca é descrita:
1. Busca Sequencial ou Busca Exaustiva: Processo de busca onde todos os registros ar-
mazenados são comparados com o registro questionado, o que garante um resultado
inequívoco. Entretanto, para estruturas de dados muito grandes e aplicações em
tempo real este método de busca pode ser proibitivo. O tempo de processamento é
linearmente proporcional ao tamanho do conjunto de dados e ao tempo de cálculo
de distância entre dois registros.
2. Busca Exata (Exact Match Search) [113]: Processo de busca onde apenas os registros
idênticos ao registro pesquisado, sem tolerância a erro, são retornados. O problema
é descrito como: Dado um conjunto de pontos P = {p1, p2, ..., pn}, de algum espaço
métrico, para uma busca de um ponto q, preprocesse P de forma a veriﬁcar a exis-
tência e encontrar de forma eﬁciente pontos em P tal que δ(q, pi) = 0 para uma dada
métrica de similaridade δ(., .). Logicamente, para se encontrar pontos idênticos, esse
processo se aplica apenas a dados deﬁnidos sobre um espaço discreto, como vetores
binários. Métodos eﬁcientes, como árvores de busca, otimizam o processo de busca,
reduzindo o percentual dos registros comparados a uma pequena parte da estrutura
de dados.
3. Busca com tolerância a erro: Quando a aplicação utiliza dados ruidosos, como nos
esquemas de AF, ou deﬁnidos em um domínio contínuo, a busca deve ser feita com
tolerância a erros entre os registros, para uma dada métrica de similaridade δ(., .).
Duas abordagens podem ser usadas. A busca por Intervalo (Range Search) [113]
encontra todos elementos (pi ∈ P |δ(q, p) ≤ τ), para um limiar de detecção τ . A
busca de vizinho mais próximo (Nearest Neighbors Search-NNS) encontra o elemento
pi ∈ P |δ(q, pi) < δ(q, pj)∀pj ∈ P, pj 6= pi. Os métodos eﬁcientes preprocessam P
e otimizam o processo de busca, minimizando o percentual dos pontos comparados
a uma pequena parte da estrutura de dados. Se o método de busca garante uma
busca perfeita [114], ou seja, com o mesmo resultado da busca sequencial, seja para a
busca por intervalo ou por vizinho mais próximo, o percentual da estrutura de dados
que deve ser comparada aumenta rapidamente com a dimensão de pi, tornando o
método mais demorado que a busca sequencial [113, 114, 115, 116] e inviabilizando
o seu emprego para bases de dados muito grandes. Este problema é referido como
Maldição da Dimensionalidade [117].
4. Busca Aproximada por Intervalo/Vizinho mais próximo: Nesta abordagem, o pro-
cesso de busca é projetado para não sofrer com o aumento da complexidade, es-
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pecialmente para registros com alta dimensionalidade, mas não garante o mesmo
resultado da busca sequencial [114, 113]. A Busca Aproximada por vizinho mais
próximo pode ser formulada como: para uma busca por q, encontre p ∈ P tal que
para qualquer p′ ∈ P , δ(q, p) ≤ (1 + )δ(p′, q) [117]. Os métodos de Busca Aproxi-
mada, também denominados algoritmos aproximados ou probabilísticos, se baseiam
em geral na propriedade da desigualdade triangular do espaço métrico. Uma pro-
jeção satisfatória para um espaço métrico visa encontrar um mapeamento com a
propriedade de preservação de proximidade, onde pares de registros com distân-
cia pequena, conforme a métrica do domínio original, são mapeados para pares de
registros também próximos, conforme a métrica do novo domínio.
Para a identiﬁcação de música, um intervalo de áudio questionado Aq, com duração
equivalente à granularidade do sistema de AF, é usado na identiﬁcação dentro de um
conjunto C com Aj, j = 1, 2...N áudios rotulados, o que pode ser formulado com base nas
N + 1 hipóteses
H0 : @Aj ∈ C|Aj ≈ Aq,
Hj, j = 1...N : Aj ≈ Aq,
(2.1)
onde ≈ denota uma equivalência de conteúdo perceptual entre áudios de mesma origem.
Um critério simples de identiﬁcação é associar o intervalo de áudio a um único AF, F (Aq),
e usar uma métrica δ(F (Aj), F (Aq)) para encontrar F (Aj) mais semelhante ao AF do
intervalo da música questionada. Considerando que os dados são ruidosos, pois a música
pode estar distorcida, trata-se de um problema de encontrar o vizinho mais próximo
dentro de uma estrutura de dados de AF D que representa o conjunto de músicas C. A




(δ(F (Ai), F (Aq))) = j|Hk, k 6= j,
FN : arg(min
i∈D
(δ(F (Ai), F (Aq))) 6= j|Hj.
(2.2)
Quanto maior é o número de AF's de músicas na estrutura de dados, maior é a pro-
babilidade de ocorrência de Falso Positivo. Para o uso de atributos discretos com critério
de similaridade de AF sem tolerância a erro, os Falsos Positivos são comumente denomi-
nados de colisões, e a probabilidade de colisão de AF cresce rapidamente com o número
de áudios N . Este comportamento é conhecido como Paradoxo do Aniversário. A pro-
babilidade de Falso Negativo de AF para áudios distorcidos depende da robustez da AF
contra transformações que preservem o conteúdo perceptual.
Como descrito na Seção 2.2.3, critérios compostos de decisão, como a dupla detecção,
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podem ser utilizados para reduzir os Falsos Positivos.
Na busca por AF ou na inserção de AF em uma estrutura de dados D, várias métricas
de similaridade δ(F (Aj), F (Aq)) podem ser empregadas, conforme descrito na Seção 2.2.1.
Os processos de busca são descritos na Seção 2.2.2. A usabilidade de um sistema de AF
depende da eﬁciência do processo de busca, especialmente para aplicações em tempo real.
Bons métodos de busca devem:
1. Ter rapidez na busca e no cálculo de similaridade;
2. Retornar o resultado correto com baixas taxas de Falso Negativo ou Falso Positivo;
3. Fazer um uso eﬁciente da memória;
4. Permitir atualização rápida, por inserção ou supressão de registros na estrutura de
dados.
Portanto, em um sistema de Audio Fingerprinting, a performance de detecção obtida
pode depender tanto dos atributos usados na extração de AF para representar o áudio,
quanto do desempenho do método de busca. Uma má escolha de atributos de áudio pode
gerar uma distribuição ruim, com alta variação intraclasse e baixa variação interclasse,
diﬁcultando a classiﬁcação. Por outro lado, o emprego de um método inadequado de
Busca por Intervalo Aproximada pode degradar ainda mais o desempenho de detecção,
elevando a taxa de Falso Negativo.
Para a comparação do desempenho de diferentes sistemas, o método de avaliação deve
ser padronizado. Em geral, as taxas de Falso Positivo e Falso Negativo podem ser mo-
diﬁcadas ajustando-se parâmetros do sistema de Audio Fingerprinting, como limiares de
detecção, o que permite construir uma Característica de Operação do Receptor (Receiver
Operating Characteristic- ROC), que mostra a variação da Taxa de Detecção Verdadeira
conforme a Taxa de Falsa Detecção (Falso Positivo). A partir da curva ROC, pode-se
obter uma taxa de Erro Equivalente (Equal Error Rate), que corresponde ao ponto em
que as taxas de Falso Positivo e Falso Negativo são iguais. Outra abordagem possível
para a comparação do desempenho dos diferentes sistemas é o ajuste teórico dos parâme-
tros dos sistemas para limitar a taxa de Falso Positivo a um valor tão baixo quanto se
queira, de acordo com a aplicação visada, seguido da análise comparativa das taxas de
Falso Negativo.
2.2.1 Medidas de similaridade de Audio Fingerprint
Para medir a similaridade entre AF's, uma métrica de distância deve ser usada na fase
de busca. A medida de similaridade depende do modelo da AF usada. Em sistemas onde
há quantização binária, emprega-se uma distância de Hamming. Em [67] é proposto o
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emprego de uma métrica denominada Pseudo Norma Exponencial (EPN), mais adequada
para diferenciar valores de AF próximos e distantes. Em [88], o algoritmo de Viterbi é
usado para calcular a passagem mais provável na base de dados, com base na representação
de estados de classes de som. Em [118] a autocorrelação dos coeﬁcientes MFCC é calculada
para estimar a similaridade dos trechos de áudio. Em [84], onde a música é representada
por histogramas com as frequências dos valores quantizados, pelo algoritmo Média-K,
dos vetores do cromagrama, foram testadas três medidas de similaridade aplicáveis a
distribuições: a similaridade por cosseno, a distância euclidiana, e a similaridade chi-
quadrado que obteve melhor desempenho.
A métrica também pode ser escolhida ou adaptada conforme a distribuição dos dados.
O desempenho de detecção pode ser melhorado pela escolha de uma distância de Hamming
ou de Mahalanobis, conforme a estatística de AF degradada [119]. Já em [120], é mostrado
que a distância de Hamming é sub-ótima e suscetível a correlações entre os bits de AF,
e nestes casos um detector de logaritmo de verossimilhança fornece um desempenho de
5-20% melhor com uma precisão mais estável para diferentes correlações entre bits. Uma
forma geral do algoritmo de aprendizado de métrica de distância de Mahalanobis (DML)
é usada em [121] para melhorar a robustez da AF contra alguns tipos de distorções.
2.2.2 Métodos de busca de Audio Fingerprint
A busca por trecho de áudio com mesmo conteúdo perceptual é em geral feita através
de uma Busca por Intervalo. Diversas abordagens usadas em Busca por Intervalo foram
propostas para a aplicação de identiﬁcação de música por conteúdo.
1. Métodos de cálculo prévio de distâncias: Para grandes conjuntos de AF, uma es-
tratégia é reduzir o número de cálculo de distâncias da busca sequencial. Para isso,
uma estrutura de dados pode ser criada, com a divisão em classes, com base no
cálculo prévio de distâncias entre as AF's. Se a medida de similaridade for uma
métrica, satisfazendo as propriedades de positividade, simetria, reﬂexividade e de-
sigualdade triangular [113], o cálculo da distância entre a AF questionada e entre
algumas AF's de referência é suﬁciente para reduzir o espaço de pesquisa a uma
única classe de AF's [122]. Alguns métodos, como LAESA(Linear Approximating
Eliminating Search Algorithm) [123] usam a propriedade de desigualdade triangular
para reduzir o número de comparações e evitar Falso-Negativos. Nb bases protó-
tipos maximamente separadas são calculadas com uma complexidade linear. Um
matriz de distâncias às bases é pré-calculada e distâncias mínimas são usadas com
as propriedades da métrica usada, de forma que em cada busca apenas Nb distâncias
são calculadas. A representação de AF em espaços vetoriais permite o emprego de
alguns destes métodos de busca.
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2. Uso de árvores de busca: Uma abordagem comum é a construção de uma estrutura
em árvore de busca indexada, que guia a busca usando um critério de pontuação
de similaridade entre ramos distintos. Na fase de busca, ramos com similaridade
inferiores são descartados. Isso é repetido em vários níveis, limitando a pesquisa a
uma pequena parte do espaço de AF's, que são comparados por busca sequencial.
Soluções especíﬁcas, que aplicam árvores de busca, diferem na forma em que as
árvores de busca são construídas e varridas na fase de busca, tais como árvores k-d,
R ou B e suas variantes [115]. Em [72], na aplicação de classiﬁcação de áudio é
usada uma variante da árvore B, onde a altura da árvore corresponde ao número de
níveis da decomposição Wavelet, e em cada nível as estatísticas da DWT são usadas
como métrica. Árvores k-d e variantes também foram propostas como métodos de
busca aproximada em intervalo em esquemas de Audio Fingerprinting [124, 95].
Em [114], um método de busca aproximada baseado em uma árvore 256-ária de
busca ajustada para o espaço binário foi aplicada para o esquema proposto em [2],
entretanto o método apresentou uma taxa de detecção verdadeira baixa, de 55 %.
3. Uso de listas/arquivos invertidos: A idéia básica é a criação de listas de AF's que
apontam para trechos longos de áudio que as contenham. Quanto maior o número
de AF's em comum nos áudios comparados, maior a similaridade entre eles. O
emprego de lista invertida para busca de áudio por conteúdo é sugerido em [84].
Em [2], para a identiﬁcação de música por conteúdo com uma granularidade de 3s,
assumiu-se que pelo menos um quadro de AF dentro do trecho de música não teria
bits modiﬁcados em relação a AF armazenada do áudio rotulado. Logo, a busca
exata foi empregada aplicando um método de tabela hash, com uma detecção suave
onde os valores dos bits menos conﬁáveis são alternados entre 0 e 1. Em [110], uma
busca exata foi realizada usando uma tabela hash e um código run-length com código
de Golomb para a compressão de índice. Em [125], uma busca por intervalo para
AF's binárias é feita como uma combinação de buscas exatas, usando um método
de tabela invertida, para todas as combinações de posições de vetores de erro com
norma de Hamming inferior a um limiar.
4. Uso de códigos corretores de erro: O uso de AF's com valores discretos permite que
uma busca em intervalo seja mapeada em uma busca exata, através do emprego
de códigos corretores de erros, uma vez que AF's discretas próximas são mapeadas
em uma mesma palavra de código. Em [112], um código binário de Golay pode ser
aplicado para decodiﬁcar as AF's binárias e alcançar uma robustez contra distorções
de canal. Em [67], um código Reed-Muller é usado para decodiﬁcar a AF e reduzir
sua dimensionalidade. Em [111], a AF binária é convertida para uma palavra código,
de forma a corrigir possíveis erros, e vários códigos lineares são testados, como (8,
4, 5), (8, 16, 4), (8, 14, 3) e (12, 45, 3). Outros trabalhos também empregam essa
abordagem [110, 38]. O uso de códigos corretores de erros para identiﬁcação de
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dados ruidosos é interessante, pois permite um intercâmbio de soluções aplicadas
em outras áreas, como em esquemas de detecção e proteção de biometria [126].
5. Outras abordagens: Apesar de métodos de construção da estrutura de dados mais
rápidos serem mais indicados, redes neurais podem também ser aplicadas para iden-
tiﬁcar até mesmo AF's de áudios distorcidos ou de quadros desalinhados [66]. O
emprego do método Hashing Sensitivo a Localização (Localy Sensitive Hashing-
LSH) para busca de áudio por conteúdo é sugerida em [84], como alternativa para
evitar a Maldição da Dimensionalidade.
2.2.3 Critérios compostos de decisão para a detecção de áudio
Na aplicação de identiﬁcação de música por conteúdo, se a música for representada
por um bloco de AF's, pode-se usar um método composto de detecção, onde inicialmente
são detectados os quadros de AF's semelhantes nos dois intervalos, usando um limiar de
detecção δ(F (aj), F (ak)) ≤ τ . Para reduzir a taxa de Falso Positivo, outro critério de
detecção pode ser aplicado.
Em [11] o desempenho de detecção do esquema de AF proposto por Haitsma [2] é
melhorado com o descarte de Falsos Positivos de AF usando, como segundo atributo de
áudio, a autocorrelação cruzada generalizada com transformação de fase (GCC-PHAT)
dos quadros de AF detectados.
Em [2] a música é representada por 256 quadros de AF. Dessa forma, o critério de
decisão pode ser a existência de um número mínimo de pares de AF's detectados com
a mesma defasagem relativa. Em [2] também é proposta a decodiﬁcação suave, onde
apenas os bits mais conﬁáveis, com base em uma estatística obtida de versões distorcidas
de áudio, são empregados na comparação. Um segundo atributo de áudio pode ser usado
como critério de decisão para reduzir os Falsos Positivos.
Em aplicações de detecção de trechos repetidos dentro de um áudio A, pode-se usar
um limiar de detecção δ(F (aj), F (ak)) ≤ τ para todos os pares (j, k) de quadros em
A, gerando uma matriz booleana de detecção M , comumente denominada de matriz
de autossimilaridade. Em [9], para detectar estruturas repetidas em uma música, ﬁltros
morfológicos de imagem são aplicados à matriz de autossimilaridade para descartar Falsos
Positivos. Em [10], para alinhamento de versões de áudios com distorção em escala
de tempo, conjuntos de pontos com mesma defasagem na matriz de similaridade, com
padrão diagonal, referentes a trechos repetidos são identiﬁcados pela análise do histograma
dos coeﬁcientes de reta, e um limiar de duração mínima é usado para descartar Falsos
Positivos.
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2.3 APLICAÇÕES DE AUDIO FINGERPRINT
Sistemas de Audio Fingerprint foram aplicados inicialmente no campo de Recupera-
ção de Informação de Música (MIR), que cobre uma enorme gama de aplicações, como
identiﬁcação de música por cópias, versões ou assobios, classiﬁcação de gênero ou de ins-
trumento, transcrição musical, conforme descrito em [127]. Entretanto, novas aplicações
foram propostas para esquemas de Audio Fingerprint, além das aplicações em MIR, como
descrito a seguir.
2.3.1 Identiﬁcação de áudio comercial
A aplicação comercial mais popular de esquemas de Audio Fingerprint é a de iden-
tiﬁcação de música por conteúdo, para permitir ao ouvinte a obtenção de metadados e
informações descritivas de uma música não rotulada, como título ou nome do autor. Apli-
cativos para smartphones, como Shazam (TM) [128] e Soundhound (TM)[33], oferecem
solução de identiﬁcação de música por conteúdo através do emprego de esquemas de Au-
dio Fingerprinting. O aplicativo Gracenote (TM) [129], disponível para plataformas de
smartphones, também pode ser usado em conjunto com softwares de reprodução de áudio
digital, como iTunes e Winamp, o que permite a identiﬁcação e categorização automática
de uma lista de músicas por gênero.
O aplicativo Music Brainz Picard (TM) [130], oferece um serviço de disponibilização de
metadados de uma enciclopédia aberta de músicas, alimentada pelos usuários. Diversos
sistemas de Audio Fingerprinting de baixa complexidade e uma robustez média foram
empregados pelo Music Brainz para a identiﬁcação de áudio por conteúdo. Inicialmente
o sistema Relatable TRM [131] foi empregado, mas devido ao baixo desempenho com
elevada taxa de falsas detecções, foi substituído pelo sistema MUSICIP's PUID/OFA
(Open Fingerprints Architecture) e posteriormente pelo sistema AcousticID [132].
A identiﬁcação de música por conteúdo é mais comumente aplicada a cópias transco-
diﬁcadas ou reproduções transmitidas por um canal da mesma música Query by Example.
Entretanto, esquemas de AF mais robustos podem ser usados também para identiﬁcação
da música pela melodia Query by Humming, como pelos serviços Shazam e SoundHound,
ou através de diferentes versões ou performances ao vivo, com proposto em [133].
A aplicação comercial vai além do uso pessoal para identiﬁcação e gerenciamento de
bibliotecas de músicas. Esquemas de Audio Fingerprinting podem ser usados por artistas
e compositores para monitoramento automático de reprodução de músicas com reserva
de direitos autorais, para ﬁns de cobrança e para coibir a pirataria. O serviço Content
ID [134], disponibilizado pelo YOUTUBE, permite que proprietários de direitos autorais
monitorem o uso indevido de seu conteúdo em mídias compartilhadas no YOUTUBE, e
implementa um esquema de Audio Fingerprinting na identiﬁcação de vídeos e áudios.
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Cabe destacar que, no Brasil, esquemas de AF são empregados em sistemas com esta
ﬁnalidade, como o software do ECAD (Escritório Central de Arrecadação) [135] há algum
tempo, e em um sistema novo, o PLAYAX [136].
A abordagem de identiﬁcação de áudio por conteúdo usando Audio Fingerprinting é
distinta de uma abordagem alternativa de uso de marca d'água digital em áudio (Audio
Watermarking)[137], pela qual uma mensagem arbitrária, referida como marca d'água
digital, é inserida no registro de áudio sem alterar o conteúdo perceptual do mesmo. A
identiﬁcação do áudio é feita através da extração da mensagem inserida nele. Em [138] é
feita uma comparação das propriedades, aplicações, vantagens e desvantagens dos siste-
mas de marca d'água digital e dos sistemas de Audio Fingerprinting. Em [29] as diferentes
abordagens dos sistemas de marca d'água digital são descritas. Em resumo, comparando
as duas técnicas, observa-se que a abordagem por Audio Fingerprinting é teoricamente
menos vulnerável a ataques de distorções de áudio, uma vez que uma distorção que afete
a AF deveria em tese alterar o conteúdo perceptual do áudio. Ademais, os esquemas de
Audio Fingerprinting não requerem uma modiﬁcação do conteúdo do áudio. Os esque-
mas de marca d'água em áudio possuem um risco de degradação da qualidade do áu-
dio. Uns aspectos negativos da abordagem por Audio Fingerprinting são a complexidade
computacional em geral superior, e a necessidade de um repositório conﬁável de Audio
Fingerprints. Ao contrário da marca d'água digital, os esquemas de Audio Fingerprinting
não permitem a distinção entre cópias diferentes com mesmo conteúdo perceptual para o
controle de direitos autorais, como pela identiﬁcação de uma cópia especíﬁca distribuída
a um usuário.
2.3.2 Análise de integridade de áudio comercial
Outra aplicação também comercial é a veriﬁcação de integridade, para monitoramento
automático da qualidade de áudios veiculados em propagandas, por exemplo. Dependendo
da aplicação o esquema de AF pode indicar até mesmo o ponto onde o conteúdo perceptual
do áudio foi alterado.
A Figura 2.2 ilustra os esquemas de emprego de AF nas aplicações de identiﬁcação e
veriﬁcação comercial de áudio. Na identiﬁcação a AF extraída do áudio não rotulado é
usada como argumento em uma busca no repositório de AF's rotuladas, com os respectivos
metadados. Na veriﬁcação a AF extraída é comparada com uma outra AF de um áudio
rotulado obtida de uma base de dados, para veriﬁcar se ambos possuem o mesmo conteúdo
perceptual.
A aplicação em veriﬁcação de integridade de áudio é possível tanto pelo uso da aborda-
gem por Audio Fingerprinting quanto pelo uso de marca d'água digital frágil. Em [139],
um esquema autocontido (Self Embedding) é proposto para a aplicação de veriﬁcação de











































































Figura 2.2: Emprego de Audio Fingerprinting na identiﬁcação e análise de integridade de
áudio comercial.
técnicas de marca d'água de áudio. Na veriﬁcação de integridade, ambas a AF e a marca
d'água de áudio são extraídas do áudio e comparadas, conforme ilustrado na Figura 2.3.
Essa abordagem dispensa o uso de um repositório de AF's, já que toda informação está
contida no próprio áudio.
2.3.3 Análise da qualidade de áudio comprimido
Em [140] é proposto o uso da distânica de Hamming entre as AF's do sinal e de sua
versão comprimida para estimação da qualidade de áudio comprimido. Uma aplicação
possível seria a seleção, sem necessidade de uso da versão original do áudio, de versões de
baixa qualidade para compartilhamento de um áudio com propriedade autoral. Algorit-
mos baseados em modelos psico-acústicos podem ser empregados na análise da qualidade
perceptual [141, 142, 143, 144], onde alguns deles empregam a medida de qualidade per-
ceptual de áudio (Perceptual Audio Quality- PEAQ) [145] adotado pela ITU para avaliar
codiﬁcadores de áudio. Entretanto, estes métodos requerem a referência do áudio original
para a comparação. A qualidade de áudios codiﬁcados é comparada comumente usando
uma escala média subjetiva de opinião (Medium Opinium Scale-MOS). Em [146] são lista-
dos diversos atributos no domínio da frequência, do tempo ou perceptuais, empregados na
medição de qualidade de áudio. Contudo, o método proposto em [140] não visa fornecer
uma estimativa precisa de qualidade subjetiva.
Em [147, 140] a taxa de erro de bits do esquema de AF proposto por Haitsma [2] é

























Figura 2.3: Emprego conjunto de marca d'água de áudio e Audio Fingerprinting na
veriﬁcação da integridade de áudio comercial. Elaborada com base em [1].
com sinal descorrelacionado mostra que a taxa de erro de bits é inversamente proporcional
ao quadrado da relação entre sinal e o ruído inserido. Dessa forma, quanto maior a taxa
de compressão, maior é o ruído de codiﬁcação e maior é a taxa de erro de bits de AF.
A análise mostra também que as regiões do espectrograma com baixa energia são mais
suscetíveis a erros de bits de AF devido ao ruído de codiﬁcação, comparadas às regiões
com maior energia. Isso ocorre devido à quantização com um limiar nulo, e o trabalho
propõe o uso de um peso sobre os bits de AF, desconsiderando aqueles bits referentes a
sub-bandas de baixa energia.
Em [24, 140], é proposto o uso de sistemas de Audio Fingerprinting para a extração
de atributos de qualidade para áudios comprimidos. São comparados os desempenhos
de três sistemas de AF, desenvolvidos pela PHILIPS por Haitsma [2], pela Microsoft
[66] e pela Universidade Politécnica de Milão [62], para a avaliação de áudio comprimido
com o CODEC MP3 LAME a uma taxa de 32kbps. Os esquemas foram ajustados para
obterem uma mesma taxa de Falso Positivo, e então as taxas de erro de bits entre os AF's
da música original e da música comprimida foram comparados. Não se observou uma
diferença signiﬁcativa entre as taxas de erro de bits de AF dos três sistemas.
2.3.4 Sincronização de mídias
O emprego de AF também já foi proposto para sincronização de dois áudios, ou mesmo
vídeos que contenham áudio. Em [10] o uso de AF é proposto para alinhamento de versões
de áudios com distorção em escala de tempo, para a anotação de áudio para inserção
automática em grandes bases de áudio (corpus). É empregado o esquema IRCAM, com
31
um vetor de 38 componentes reais, com quadros de 2s espaçados de 50ms. As matrizes
de autossimilaridade de música obtidas revelam um elevado número de Falsos Positivos
de AF. Os elementos detectados com mesma defasagem, com padrão diagonal referente
a trechos repetidos, são detectados pela análise do histograma dos coeﬁcientes de reta, e
um limiar de duração mínima é usado para descartar os Falsos Positivos.
Em [11] o áudio contido no vídeo reproduzido em uma TV, por exemplo, é usado
para sincronizar em tempo real outro conteúdo relacionado ao vídeo, para permitir a
visualização simultânea pelo espectador. É usado o esquema proposto por Haitsma [2],
que oferece uma melhor sincronização, com resolução de 1s ou 2s, superior a esquemas que
usam MFCC. O desempenho de detecção do esquema de AF é melhorado com o descarte
de Falsos Positivos de AF pela análise posterior da Autocorrelação Cruzada Generalizada
com Transformação de Fase (GCC-PHAT) dos quadros de AF detectados.
Em [12] o esquema de AF proposto por [50] é usado para sincronizar diferentes registros
de vídeo de um mesmo evento, a partir do áudio, com uma granularidade de 1s. Em [13]
é usado um esquema de AF com atributos extraídos de vetores de MFCC salientes.
Em [14] variantes do algoritmo de Ajuste Temporal Dinâmico (Dinamic Time Warping-
DTW) são usadas para a sincronização de diferentes performances de música clássica,
usando vetores de Croma de 12 bits, com granularidade de 200ms, combinados com a Es-
tatística Normalizada da Energia de Croma (Croma Energy Normalized Statistics-CENS),
com granularidade superior a 4s.
Outra possível aplicação é a sincronização multimodal do vídeo a partir de uma música,
que também esteja contida no vídeo, mas com menor qualidade, como proposto em [15].
2.3.5 Detecção de trechos repetidos em músicas
Como alternativa aos codiﬁcadores por entropia, que exploram a frequência de ocor-
rência, em [148] é proposto um sistema de compressão de áudio aplicado a músicas que
contenham trechos repetidos, os quais são codiﬁcados uma única vez. O método, baseado
em atributos especíﬁcos para música, como batida (beat) ou tempo, pesquisa autossimila-
ridades em uma música. Um novo formato de áudio é proposto, a complexidade da busca
por blocos repetidos é analisada.
A identiﬁcação de trechos repetidos em uma música também pode ser útil para a esco-
lha de trechos característicos (thumbnailing). Em [8] é analisada a detecção de estruturas
repetidas em uma mesma música, caracterizadas por uma linha diagonal na matriz de au-
tossimilaridade. É proposto um modelo autorregressivo e uma distância autorregressiva
de coeﬁcientes é usada no cálculo de similaridade do áudio. O desempenho de detecção
destes atributos é comparado com o uso de MFCC e timbre. Em [9] são analisados diver-
sos atributos para detecção de estrutura de música, onde métodos de análise de imagem,
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como ﬁltros morfológicos de erosão, dilação, abertura e fechamento, são aplicados à matriz
de autossimilaridade.
2.3.6 Sincronização de ruído de fundo
Em [149], é proposto o uso de Audio Fingerprinting na aplicação forense de melhoria
de inteligibilidade de evidências de áudio contendo músicas sobrepostas à voz de interesse.
Uma das diﬁculdades do cancelamento de ruído de fundo, mesmo quando há um sinal de
referência, é a perda do alinhamento devido a variações dinâmicas de escala temporal entre
o sinal de referência e o ruído de fundo. O esquema de Audio Fingerprint é empregado para
melhorar o alinhamento temporal da música de referência com o ruído de fundo, e assim
viabilizar a aplicação do algoritmo de LMS (Least Minimum Squares) para cancelamento
do ruído de fundo.
2.3.7 Uso em esquemas de marca d'água digital
O emprego conjunto de esquemas de AF com esquemas de marca d'água de áudio
já foi proposto em diversas aplicações, como na veriﬁcação de integridade no esquema
autocontido (Self Embedding) proposto em [139].
Esquemas de marca d'água de áudio empregam chaves secretas gravadas no áudio.
Um dos ataques possíveis, ataque de cópia, é feito pela extração da chave e seu reuso em
outros áudios forjados. O uso de uma chave única em diversos áudios pode representar
uma vulnerabilidade, uma vez que pode haver vazamento parcial da chave em cada áudio.
Por outro lado, o uso de chaves individuais requer uma infraestrutura de chaves. Uma
aplicação interessante, para evitar esse tipo de ataque, é o uso da AF para a geração de
chaves dependentes do conteúdo do áudio. Esta chave, diferente para cada áudio, é usada
na marca d'água de áudio, como proposto em [67, 5]. Ademais, o uso de AF pode prevenir
ataques de dessincronização de marca d'água pela inserção/supressão de trechos, uma vez
que a AF permite a localização da posição das marcas d'água no áudio.
2.4 ADEQUABILIDADE DOS ESQUEMAS EXISTENTES
De acordo com a revisão dos esquemas de AF apresentada no Apêndice B, todos os sis-
temas de Audio Fingerprinting analisados, além dos esquemas citados em [1, 24], utilizam
esquemas com parâmetros ﬁxos e com uma dimensionalidade constante, uma vez que são
projetados para analisar de maneira uniforme uma grande quantidade de músicas. Para
a detecção de réplicas em um único arquivo de áudio, o número total de quadros de AF a
serem comparados pode ser calculado, o que não é possível na aplicação de identiﬁcação de
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música por conteúdo, onde o número de músicas a serem comparadas é indeﬁnido. Logo,
para a aplicação forense de detecção de réplicas, a dimensionalidade da AF, ao invés de
ser constante, pode ser adaptada para cada evidência de áudio, sendo ajustada ao me-
nor tamanho que limite o número esperado de Falso Positivo de AF. Podemos analisar a
adequabilidade de acordo com os requisitos das propriedades, estipulados anteriormente:
1. Granularidade: Esquemas que empregam atributos de longo termo, referentes a
ritmo ou dinâmica espectral, como frequência de batimentos ou modulação em
frequência, são adequados à identiﬁcação de música ou à análise de estruturas su-
prasegmentais da voz. Entretanto, não são aplicáveis à detecção de réplicas curtas.
Atributos baseados em pares de picos de energia, como o método proposto por
[50], utilizam longas granularidades de 5, 10 e 15 segundos, para que seja possível
a identiﬁcação de picos nesses intervalos. O esquema proposto em [51] emprega
granularidade de 10s. Em [7] este esquema é usado para detecção de trechos de
áudio, onde a busca é feita com uma tabela hash, e o número de quadros de AF
equivalentes em uma janela de 2s é usado como medida de similaridade. Portanto,
o método não seria capaz de detectar trechos de áudio com duração inferior a 2s.
Ademais, o desempenho relatado é bom apenas para eventos de áudio estruturado
com componentes espectrais bem deﬁnidos, como música ou tons de discagem de
telefonia. O sistema proposto em [88] emprega uma granularidade mínima de 6s,
inadequada para a detecção de réplicas curtas. Ademais, a representação do sinal em
classes de estados, semelhante à abordagem usada no reconhecimento de voz, pode
detectar erroneamente áudio intrasentença como se fosse uma réplica. O sistema
proposto em [35, 36] também emprega uma granularidade mínima de 6s, inadequada
para a detecção de réplicas curtas. Em [11] o esquema proposto por Haitsma [2]
é usado por possuir resolução temporal melhor que os esquemas que usam MFCC.
De fato, em [98], com uso dos atributos SBE, SC, SFM e SCM, a taxa de detecção
é muito baixa para uma granularidade de 2,5s. Para trechos de áudio com voz, o
desempenho do método foi insuﬁciente. Com exceção dos esquemas propostos em
[22, 23] que usam quadros de 64ms, com atributos puramente frequenciais baseados
na localização temporal de picos espectrais referentes a componentes harmônicos,
todos os métodos analisados empregam granularidades superiores a 1s e não são ca-
pazes de detectar réplicas tão curtas quanto 100ms. Não há resultados que sugiram
que estas representações compactas permitam a identiﬁcação de réplicas tão curtas
quanto 100ms. O método proposto pela PHILIPS por Haitsma [2] usa quadros pe-
ríodicos de 370ms, superior a 100ms, mas a segmentação periódica empregada neste
método permite facilmente um ajuste da duração dos quadros para a redução da
granularidade.
2. Precisão: A precisão é afetada principalmente pelo desalinhamento entre a segmen-
tação dos quadros de AF do áudio questionado e rotulado. O sistema proposto em
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[63, 64] não emprega a sobreposição de quadros, e, portanto, não identiﬁca 100% do
áudio não distorcido, devido aos desalinhamentos entre os quadros da AF do áudio
questionado e rotulado. Esquemas com elevado fator de sobreposição de quadros
reduzem o erro de Falso Negativo.
3. Robustez : Em [147, 140] a taxa de erro de bits do esquema de AF proposto por
Haitsma [2] é usada para estimar o efeito da compressão MP3 a taxas de 128, 80
e 32kbps. Quanto maior a taxa de compressão, maior é o ruído de codiﬁcação, e
maior é a taxa de erro de bits de AF. A análise mostra também que as regiões
do espectrograma com baixa energia são mais suscetíveis a erros de bits de AF
devido ao ruído de codiﬁcação que as regiões com maior energia. Isso ocorre devido
à quantização ﬁnal com limiar nulo, e o trabalho propõe o uso de um peso sobre
os bits de AF, desconsiderando aqueles bits referentes a regiões de baixa energia
do espectrograma. Em [24, 140], é feita uma análise semelhante, comparando o
desempenho de três sistemas de AF, desenvolvidos pela PHILIPS por Haitsma [2],
pela Microsoft [66] e pela Universidade Politécnica de Milão [62], para a avaliação de
áudio comprimido com o CODEC MP3 LAME a uma taxa de 32kbps. Os esquemas
foram ajustados para uma mesma taxa de Falso Positivo, e então a taxa de erro de
bits de AF das músicas original e comprimida são comparados. Não se observou
uma diferença signiﬁcativa entre os três sistemas. O método proposto por Haitsma
[2] é bastante robusto contra diversas distorções em amplitude e em frequência, e
possui uma robustez regular contra inserção de ruído ou compressão de áudio.
4. Unicidade: No sistema proposto em [88], a representação do sinal em classes de
estados, semelhante à abordagem usada no reconhecimento de voz, pode detectar
erroneamente áudio intrasentença como se fosse uma réplica. Esquemas que permi-
tam o ajuste da dimensão do vetor de atributos são interessantes pois possibilitam
a melhoria da unicidade. O método proposto por Haitsma [2] fornece uma boa
unicidade, que pode ser melhorada com o aumento do número de bits.
5. Complexidade: Os sistemas propostos em [35, 36] e [63] empregam métodos de
busca com uma fase de treinamento com alta complexidade computacional, o que é
adequado a sistemas onde o número de buscas é superior ao número de inserções.
Estes métodos de busca não são adequados à aplicação forense de detecções de
réplicas, onde cada quadro é buscado uma única vez, para veriﬁcar a existência de
réplica. Apesar da aplicação de detecção de réplica não requerer processamento em
tempo real, é desejável o uso de esquemas com menor complexidade como o método
proposto por Haitsma [2].
Com base nessa análise, considerando o requisito de precisão, robustez e unicidade,
considerando que a segmentação periódica permite o ajuste da granularidade, e conside-















































































Figura 2.4: Esquema de Audio-Fingerprinting proposto pela PHILIPS.
desempenho, esta abordagem foi escolhida para que o esquema seja adaptado à aplicação
forense de detecção de réplicas.
2.4.1 O Esquema de Audio Fingerprinting proposto pela PHILIPS
O esquema proposto pela PHILIPS por Haitsma[2], ilustrado na Figura 2.4, representa
cada música por 256 quadros de AF, de 370ms de duração cada, o que equivale a uma
granularidade total de 3s.
A transformada STFT, S[n, k], obtida a partir do sinal discreto no tempo do áudio,
s[i], é calculada. Os quadros da STFT são ponderados com uma janela de Hann, w, com
duração de DF = 370ms, com um fator de sobreposição ΩF = 31/32, com quadros espa-
çados de 11,6ms. Portanto, o desalinhamento máximo entre o quadro de AF questionada














onde n é o índice de quadro e k é o índice de frequência.
A banda de frequência empregada é de FL = 300Hz a FH = 2000Hz. Logo os
índices limites da banda são L0 = FLDF e L33 = FHDF . Os limites das 33 sub-bandas
correspondentes aos índices L1 a L33 são deﬁnidos por uma escala logarítmica semelhante à
escala de Bark [150]. Portanto, este sistema, projetado para uma aplicação de identiﬁcação
de cópias de música com mesmo conteúdo perceptual, emprega um modelo psicoacústico
da resolução espectral da percepção humana, com uma divisão ﬁxa de sub-bandas críticas.
Cabe destacar que nos modelos psicoacústicos de compressão de áudio as sub-bandas
críticas são usadas de outra forma, para o modelamento do efeito de mascaramento.
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A informação de fase é descartada para aumentar a invariância ao deslocamento tem-
poral, e a soma da energia da sub-banda (Spectral Band Energy-SBE) é usada como





A derivada entre sub-bandas na Eq. (2.5) é aplicada, seguida de uma derivada entre
quadros na Eq. (2.6). O estágio ﬁnal de quantização, deﬁnido na Eq. (2.7), mapeia
T [n,m] em valores binários F [n,m], usando um limiar nulo, para aumentar a robustez
contra distorções de áudio.
V [n,m] = W [n,m]−W [n,m− 1] (2.5)
T [n,m] = V [n,m]− V [n− 1,m] (2.6)
F [n,m] =
{
1, se T [n,m] ≥ 0
0, se T [n,m] < 0
(2.7)
Ao ﬁnal, cada sub-bloco de AF possui 32 bits, sendo um total de 256 sub-blocos, o
que totaliza 8192 bits por bloco.
A Tabela 2.2 resume os parâmetros usados no esquema da PHILIPS, conforme descrito
anteriormente.
Tabela 2.2: Parâmetros do esquema de Audio Fingerprinting proposto pela PHILIPS [2].
Atributos PHILIPS system
Sobreposição de quadros 31/32
Duração de quadros 370ms
Número de bandas 33
Distância máxima de detecção 1
Banda de frequência 300Hz-2000Hz
No processo de busca, apenas as músicas cujos hashes contenham ao menos um sub-
bloco de AF idêntico são comparados, com base em uma busca usando tabela hash.
Alternativamente, todos os candidatos com sub-bloco com até k bits diferentes de um
dos sub-blocos questionados são comparados. Como o número de comparações cresce
exponencialmente com k, apenas os bits com maiores taxas médias de erros são alternados
para 0 e 1, para viabilizar o processo. Argumenta-se que aquelas sub-bandas adjacentes
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com maior diferença média de energia, e, portanto, com delta mais distante do limiar nulo,
geram bits mais conﬁáveis. Cabe ressaltar que uma divisão de sub-bandas inadequada,
com concentração de energia em poucas sub-bandas, pode gerar bits com baixa variância,
e pode atribuir uma alta conﬁabilidade a bits com baixa variância ao longo do sinal, com
baixo poder de discriminação do áudio. Uma alternativa para elevar a diferença média de
energia das sub-bandas entre o áudio de referência e o áudio distorcido seria a abordagem
de representação adaptativa, proposta em [52], na qual a DFT é obtida, dividida em
sub-bandas, mas apenas as sub-bandas que contenham picos de energia espectral são
empregadas para representar o sinal.
2.4.1.1 Análises empíricas de desempenho
Em [2], na análise de unicidade, a variância da distância de Hamming entre AF's de
quadros em posições distintas, descrita como (Bit Error Rate-BER), é estimada em 3
vezes a variância para uma distribuição de AF i.i.d. Na análise de precisão, a taxa de
Falso Negativo é estimada em 10−20 para uma BER < 0, 35. Os testes de robustez são
realizados para um conjunto de apenas 4 músicas.
Em [105] a robustez contra inserção de ruído branco é testada para SNR de 0dB e
5dB. A curva ROC é construída variando o limiar de erro de bits, e uma boa taxa de
detecção, acima de 90% com uma taxa de falsa detecção nula, é obtida para uma SNR de
0dB.
Em [151] argumenta-se que a alta correlação da energia entre sub-bandas adjacentes
gera uma distribuição de T [n,m] com valores próximos de zero, e que a aplicação de delta,
que equivale a um ﬁltro passa-alta no domínio cepstrum, amplia o ruído do sinal. Outros
deltas entre quadros e entre sub-bandas foram propostos em [151, 152, 153], onde os deltas
entre as sub-bandas de energia (FBE- Filter Bank Energies) são consideradas ﬁltros em
frequência, baseados nos trabalhos de [154, 155], onde diversos ﬁltros são aplicados às
FBE's para remover efeitos de distorções lineares de canal aplicados ao reconhecimento
de voz. Os diferentes ﬁltros são descritos com base na notação da transformada Z. O
limiar de erro de bits por bloco é ajustado para anular os Falsos Positivos para uma base
de teste de 5000 músicas, e é feita uma análise empírica da robustez contra inserção de
ruído, onde são testados diversos ﬁltros no tempo e na frequência, com ruído inserido a
uma SNR de 15dB a 0dB. O melhor desempenho, com menor taxa de Falso Negativo,
é obtido para um delta entre blocos distantes duas posições, que equivale a um ﬁltro
passa-banda no domínio cepstrum.
Em [156] a robustez do método foi testada contra ataques intencionais de compressão
MP3, com o objetivo de modiﬁcação da AF com a preservação do conteúdo perceptual.
Argumenta-se que a robustez do método é limitada pelo fato da distribuição de T [n,m]
estar concentrada próximo de zero e, portanto, pequenas distorções no sinal podem alterar
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o sinal de T [n,m] e causar o erro do bit.
Em [103] argumenta-se que o critério de decisão e a divisão de sub-bandas rígidos
do sistema proposto pela PHILIPS pode, para alguns sinais, usar sub-bandas em faixas
de baixa energia ou baixa SNR gerando valores de V [n,m] quase nulos, com baixa ro-
bustez contra inserção de ruído. Considerando que os picos locais de energia são mais
resistentes a distorções no sinal, é proposto um esquema de AF com codiﬁcação binária
e também baseado na STFT dividida em 18 sub-bandas na escala Mel, robusto e com
baixa granularidade, mas que codiﬁca a energia espectral em torno de picos espectrais,
empregando também o efeito perceptual de mascaramento de frequência. Argumenta-se
que codiﬁcando-se a informação da distribuição de energia em torno de cada pico local de
energia, consegue-se uma representação mais localizada no tempo que o modelo usado no
SHAZAM, que codiﬁca duplas de picos locais. O esquema usa quadros de 100ms, espaça-
dos de 10ms. Os picos são deﬁnidos como aquelas sub-bandas com energia estritamente
maior que todas as sub-bandas e quadros adjacentes. Uma pós-seleção dos picos é feita
aplicando-se uma curva com limiar de detecção, baseado no mascaramento temporal, se-
melhante àquela aplicada no sistema SHAZAM. Uma região de interesse, na adjacência
de nove quadros e duas sub-bandas de cada pico detectado, é usada na extração da AF
binária. A codiﬁcação dos picos emprega 4 bits para a localização, e 18 bits restantes
codiﬁcam a distribuição espectral, em relação à energia do pico local, dividindo a adja-
cência em 3 regiões. O desempenho do método adaptativo é comparado ao do método da
PHILIPS para 7 tipos de distorções obtidas das bases de dados TRECVID 2010 e 2011,
sendo superior para 6 dos 7 tipos.
2.4.1.2 Análises teóricas de desempenho
Vários modelos teóricos foram desenvolvidos para a análise de desempenho desse mé-
todo. Em [42], é proposto um modelo estatístico para o esquema da PHILIPS para a
análise da taxa de erro dos bits de AF, decorrentes do desalinhamento de quadros ou da
inserção de ruído, e é proposta a otimização da janela, em substituição da janela de Hann
originalmente usada.
Em [157, 158, 140], é proposto um modelo estocástico para a AF binária. Os bits de
AF mais conﬁáveis são escolhidos para representar cada música. Em [140] é feita uma
análise teórica da distância de Hamming entre as AF's de um áudio original e sua versão
distorcida, a partir de dois modelos estocásticos propostos: o primeiro considerando o
áudio descorrelacionado no tempo, e o segundo considerando o áudio correlacionado. Seja
o sinal de áudio y[i], composto por um sinal não distorcido x e de ruído aditivo com
distribuição normal, N [i], dado por
y[i] = x[i] +N [i]. (2.8)
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O objetivo é caracterizar a diferença entre as AF's binárias Fy[n,m], Fx[n,m], de y[i]
e x[i] respectivamente. A probabilidade de erro de bit Pe[n,m] pode ser expressa como
Pe[n,m] = Pr{Fy[n,m] 6= Fx[n,m]} =
= Pr{(Tx[n,m] ≤ 0, Ty[n,m] ≥ 0) ∨ (Tx[n,m] ≥ 0, Ty[n,m] ≤ 0)}.
No primeiro modelo, x[i] corresponde a um sinal não correlacionado no tempo. As-
sumindo que o sinal e o ruído são descorrelacionados e estacionários em amplo sentido,
Tx[n,m] e Ty[n,m] possuem distribuição normal com média zero e são mutuamente descor-
































Nota-se que, em virtude das considerações de que x[i] e N [i] possuem uma distribuição
espectral semelhante, Pe[n,m] independe da sub-banda ou do quadro (n,m). Para o
segundo modelo, com x[i] correlacionado no tempo, a Pe[n,m] depende da sub-banda.
Os resultados das simulações mostram que Pe[n,m] para o primeiro modelo com sinal
descorrelacionado é melhor que para o segundo modelo, o que sugere que uma equalização
do erro de bit entre as sub-bandas pode melhorar o desempenho de detecção.
Para melhorar o desempenho, é proposto em [140] a escolha dos bits mais conﬁáveis
para cada áudio. Esta mudança reduz a dimensionalidade da AF e seu poder de discrimi-
nação dos trechos de áudio. Alternativamente, para melhorar o desempenho do esquema,
propomos no Capítulo 4 um esquema com equalização da energia das sub-bandas para
cada áudio, que também torna mais uniforme a taxa de erro de bit entre as sub-bandas. A
melhoria da unicidade da representação permite o uso deNbits menores, aumentando assim
a tolerância relativa de erro dmax/Nbits, e, dessa forma, também melhorando a robustez.
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3- O ESQUEMA DE AUDIO FINGERPRINTING
ADAPTATIVO PROPOSTO
Intelligence is the ability to adapt
to changes.
Stephen Hawking
Como citado em [25], a escolha dos atributos de áudio de um esquema de AF é uma
fase inicial e conceitual, onde os requisitos da aplicação visada são considerados. Na
Seção 2.4 os sistemas propostos foram avaliados, e a análise mostrou que os esquemas
existentes não atendem aos requisitos estipulados para esta aplicação de detecção de
réplicas curtas: uma elevada precisão (baixas taxas de Falso Positivo e Falso Negativo),
uma boa robustez para detecção de réplicas mascaradas, e uma pequena granularidade
(boa localização temporal).
Por ser bastante robusta contra algumas distorções e empregar atributos com reso-
lução temporal ajustável, uma abordagem semelhante à proposta por Haitsma [2] foi
adotada. Entretanto, para atender aos requisitos da aplicação de detecção de réplicas
curtas, algumas adaptações são feitas para cada evidência de áudio:
1. Para a detecção de réplicas mascaradas por edições que alterem levemente o con-
teúdo perceptual do sinal, o modelo psicoacústico de divisão de sub-bandas aplicado
no esquema da PHILIPS não é tão relevante. Para melhorar a unicidade do sistema,
é proposta uma divisão adaptativa das sub-bandas pela equalização da média tem-
poral de W [n,m].
2. Para garantir a usabilidade do método, viabilizando a análise de oitiva dos pares de
quadros de AF detectados, buscou-se ajustar os parâmetros para limitar o número
esperado de Falsos Positivos de Réplica em 10. Dessa forma, a dimensão do vetor
de AF binário Nbits é ajustada em função do número total de quadros na evidência
de áudio.
3. A duração dos quadros, DF , também é ajustada para permitir a detecção de réplicas
tão curtas quanto 100ms.
O esquema adaptativo proposto inicialmente em [26] é ilustrado na Figura 3.1. Ressal-
tamos que a adaptação dos parâmetros do esquema de AF é feita uma única vez para cada
evidência de áudio. Portanto, não se trata de uma adaptação dinâmica, com ajustes de
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Figura 3.1: O esquema de Audio Fingerprinting adaptativo proposto.
a partir do sinal discreto no tempo da evidência de áudio, s[i], é calculada no bloco 1. Os
quadros da STFT são ponderados com uma janela de Hann, w, com um fator de sobrepo-
sição ΩF = 0, 95. A duração do quadro é ajustada para DF = 90ms para tornar possível
a detecção de réplicas de 100ms, logo o espaçamento entre quadros é de ∆F = 4, 5ms.
O ajuste destes parâmetros é detalhado na Seção 3.2. Seja R a taxa de amostragem e













onde n é o índice de quadro e k é o índice de frequência.
A dimensionalidade Nbits de uma AF binária é adaptada para cada evidência de áudio
no bloco 2, ajustando para 10 a cota inferior do valor esperado para o número de Falsos
Positivos de Réplica, como será detalhado na Seção 3.3.
Uma soma de componentes espectrais elevados a um expoente α, |S[n, k]|α é aplicado
como agregador, para todas as sub-bandas, m = 1, 2, ...(Nbits + 1). Em [2] α = 2 é usado,
mas no esquema adaptativo inicialmente proposto, como será explicado, o expoente é




|S[n, k]|α . (3.2)
Os índices dos coeﬁcientes espectrais superiores de cada sub-banda Lm,m = 1, 2, ...Nbits,
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como ilustrado na Figura 3.1, são deﬁnidos para cada áudio por uma equalização da média
W [n,m] ao longo do tempo, como será explicado na Seção 3.4. Ademais, L0 = FLDF e
LNbits+1 = FHDF , onde FL e FH são os limites inferior e superior da banda de frequência
deﬁnida no esquema, respectivamente.
Uma diferença (delta) entre sub-bandas na Eq. (3.3) é aplicada, seguida de uma
diferença (delta) entre quadros na Eq. (3.4).
V [n,m] = W [n,m]−W [n,m− 1] (3.3)
T [n,m] = V [n,m]− V [n− 1,m] (3.4)
O estágio ﬁnal de quantização, deﬁnido na Eq. (3.5), mapeia T [n,m] em valores




1, se T [n,m] ≥ 0,
0, se T [n,m] < 0.
(3.5)
3.1 CRITÉRIO DE DETECÇÃO DE RÉPLICA
Para introduzir a simbologia e a terminologia usada, descrevemos inicialmente a última
etapa do sistema que corresponde ao critério de detecção de réplica. Fazemos logo uma
distinção entre o problema de identiﬁcação de música descrito na Seção 2.2.3 e o problema
de detecção de réplica. Na identiﬁcação de música, o algoritmo global usa uma métrica
para encontrar os registros mais semelhantes, com alguma tolerância a erros considerando
que os dados são ruidosos. Portanto, trata-se de um problema de encontrar o vizinho mais
próximo. Na detecção e identiﬁcação da posição de réplicas de áudio, busca-se identiﬁcar
um ou mais trechos repetidos dentro de um mesmo áudio, cujas representações de AF
sejam semelhantes. Dessa forma, para a veriﬁcação da existência de réplica, o áudio A é
segmentado em quadros de áudio, sj, onde j = 1, 2, ...NF é o índice de quadros, e NF é
o número de quadros contidos no áudio A. O problema pode ser formulado com base em
uma combinação das hipóteses Hi,j (e suas negações Hi,j) não excludentes, já que pode
haver vários trechos replicados, onde ' denota uma equivalência de conteúdo perceptual
de áudios com mesma origem:
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Hi,j : si ' sj, i = 1, 2, ...NF , j = i+ 1...NF ,
Hi,j : si 6= sj, i = 1, 2, ...NF , j = i+ 1...NF .
(3.6)
O processo de busca por intervalo deve idealmente resultar em uma matriz M, a
qual podemos chamar de matriz de autossimilaridade, de dimensão NF × NF , binária e






Os quadros de AF semelhantes são detectados por busca por intervalo, empregando
a distância de Hamming como métrica δ(F [i, :], F [j, :]) para comparar duas AF's com
índices de quadro i e j:
δ(F [i, :], F [j, :]) =
Nbits∑
m=1
|F [i,m]− F [j,m]| , (3.8)
Inicialmente, assim como em [2], usou-se um tolerância a erro de bits dmax = 1, que
permite o uso de um método eﬁciente de detecção descrito na Seção 3.1.1. Logo, a matriz
de autossimilaridade é obtida por
M(i, j) =
{
1, δ(F [i, :], F [j, :]) ≤ 1,
0, δ(F [i, :], F [j, :]) > 1.
(3.9)
A ocorrência de Falso Positivo de Quadro (FPQ) e o Falso Negativo de Quadro (FNQ)
na identiﬁcação de quadros de AF é deﬁnida como
FPQ : M(i, j) = 1|Hi,j,
FNQ : M(i, j) = 0|Hi,j.
(3.10)
A taxa de Falso Positivo de Quadro será usada adiante para avaliar a unicidade da
representação. Cabe ressaltar que as detecções de pares de quadros de áudio originários
de uma mesma sentença (intrasentença), mas de elocuções distintas, são também consi-
deradas Falso Positivo de Quadro. A taxa de Falso Negativo de Quadro será usada para
avaliar a precisão e a robustez do esquema.
Inicialmente, usamos um critério simples de detecção de réplica, onde a detecção de
um quadro de AF é suﬁciente para indicar a presença e a posição da réplica. Com base
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nesse critério simples de detecção de réplica δR(M(i, j)) = M(i, j), o Falso Positivo de
Réplica (FPR) tem a mesma deﬁnição do FPQ:
FPR : M(i, j) = 1|Hi,j. (3.11)
Como para o critério de detecção simples um único par de quadros detectado cor-
retamente é suﬁciente para indicar ao Perito a replicação de um intervalo de quadros
[n1, n1 + N ] para outro intervalo [n2, n2 + N ], o Falso Negativo de Réplica(FNR) é deﬁ-
nido em função de um intervalo de quadros. Temos então:
FNR : M(i, j) = 0|Hi,j∀(i, j)|(i ∈ [n1, n1 +N ]) ∧ (j = i+ n2 − n1). (3.12)
Seja DR a duração da réplica, DF a duração do quadro e ∆F o espaçamento entre
quadros, o número quadros de áudio contidos na réplica é dado por N = (DR − DF −
∆F )/∆F .
Algumas distorções, como compressão de áudio podem gerar Falsos Negativos em surto
devido ao chaveamento dinâmico dos parâmetros de codiﬁcação ou a artefatos como pré-
eco. Entretanto, para o mascaramento por inserção de ruído de nível constante podemos
considerar que não há correlação entre as posições dos Falso Negativos de Quadros. Nesse
caso, a probabilidade de detecção de réplica pode ser estimada com base na taxa média,
P , de detecção de quadros medida em testes de robustez, por:
Pr{δR = 1|Hi,j∀(i, j), (i ∈ [n1, n1 +N ]) ∧ (j = i+ n2 − n1)} = 1− (1− P )N . (3.13)
Portanto, a probabilidade de detecção de réplica aumenta com a sua duração DR
e depende também da duração dos quadros DF e do espaçamento entre eles ∆F . No
Capítulo 4 estes parâmetros são ajustados para otimizar o desempenho de detecção.
Para melhorar a unicidade e reduzir assim os Falsos Positivos de Quadros, o esquema
aplica um delta entre sub-bandas, seguido por um delta entre quadros, deﬁnidas na Eq.
(3.3) e na Eq. (3.4), respectivamente. O delta entre quadros reduz a correlação entre
AF de quadros vizinhos. A Figura 3.2 ilustra, para um sinal de voz A de 60s o per-
centual médio da distância de Hamming entre as AF FA[n,m] e FA[n + k,m], dada por∑NF−k
j=1 δ(FA[j,m], FA[j + k,m])/NF , em função da separação temporal k∆F . O uso do
delta entre quadros permite descorrelacionar completamente as AF com separação tem-
poral superior a 200ms. Esta estimativa do intervalo mínimo é mais precisa que o valor
obtido em [114], devido ao uso de quadros com duração mais curta.
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Figura 3.2: Percentual médio da distância de Hamming entre as AF's como função da
separação temporal. A curva superior mostra a distância quando o delta entre quadros é
aplicado.
A Figura 3.3 ilustra a posição dos elementos não nulos, M(i, j) = 1, da matriz de
autossimilaridade de AF, para um áudio com 60s contendo 2 trechos replicados. Na ma-
triz à esquerda observa-se destacados por setas azuis os padrões lineares com defasagem
constante dos pares i, j nos intervalos dos trechos originais e replicados; e destacados por
setas pretas, alguns Falsos Positivos isolados. A separação mínima de 200ms é empre-
gada como critério de descarte de AF's correlacionadas no tempo, detectados próximo à
diagonal da matriz de autossimilaridade. Na matriz à esquerda a linha vermelha próximo
à diagonal ilustra a separação mínima de 200ms. A matriz à direita mostra o resultado
da aplicação deste critério de descarte.
3.1.1 O algoritmo de busca de Audio Fingerprint usado
Para a identiﬁcação de música por conteúdo, a granularidade longa empregada, con-
tendo vários quadros de AF, permite assumir que pelo menos um dos quadros do intervalo
de música tem AF idêntica à AF rotulada, portanto, uma busca exata pode ser empre-
gada [2]. Entretanto, para detectar réplicas curtas que podem corresponder a apenas um
quadro de AF, esta simpliﬁcação não pode ser assumida. Ademais, como as AF's podem
ser modiﬁcadas por diversos tipos de distorção de áudio, uma tolerância a erro deve ser
adotada, logo uma busca por intervalo deve ser usada para garantir um bom desempenho
de detecção.
Para melhorar a taxa de detecção para réplicas de áudio tão curtas quanto 100ms,
contendo possivelmente apenas um quadro de AF com bits modiﬁcados, métodos de busca
aproximada [114] não são adequados. Portanto, a busca por intervalo deve ser realizada
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Figura 3.3: Matriz de autossimilaridade booleana. Destacadas por setas azuis, elementos
detectados, M(i, j) = 1, em trechos replicados e com mesma defasagem. Destacados por
setas pretas, alguns Falsos Positivos isolados. Na matriz à esquerda o ﬁltro de separação
mínima de 0,2s é representado pela linha vermelha próximo à diagonal. A matriz à direita
mostra o resultado da aplicação deste ﬁltro de defasagem mínima.
usando um método de busca perfeita, que garanta o mesmo resultado de uma busca
sequencial.
Como a dimensionalidade da AF é alta, conforme análise da Seção 3.3, para evitar a
Maldição da Dimensionalidade, o método proposto realiza uma busca por intervalo com
distância de Hamming dmax = 1 por meio de uma combinação de buscas exatas.
Para isso, pré-processamos o conjunto de AF's, F [:,m],m = 1, 2, ..., NF , criando uma
lista ordenada lexicograﬁcamente, com uma complexidade computacional de aproxima-
damente O(NF log(NF )). Cada busca exata nesta lista é feita com uma complexidade
computacional log(NF ).
Para todas AF's, F [:,m],m = 1, 2, ..., NF , fazemos uma busca exata, e para todas as
posições de bits n = 1, 2, ..., Nbits, fazemos buscas exatas para Fn[:,m] = F [:,m] ⊕ E[n],
onde E[n] é um vetor binário com zeros em todas as posições exceto em n. Portanto,
NF (1 +Nbits) buscas exatas, com complexidade O(log(NF )), são necessárias.
3.2 FATOR DE SOBREPOSIÇÃO E DURAÇÃO DOS QUADROS
A taxa de detecção de uma réplica em áudio sem distorção depende apenas dos erros
de bits de AF decorrentes do desalinhamento dos limites dos quadros nos trechos original e
replicado, causado pela segmentação periódica do áudio. Como será mostrado em detalhe
no Capítulo 4, a precisão depende apenas do fator de sobreposição ΩF . Quanto maior
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ΩF , menor é a taxa de Falso Negativo de Quadros devido ao desalinhamento.
Para quadros periódicos sobrepostos por um fator ΩF , com uma duração DF e espa-
çados de ∆F = (1− ΩF )DF , os vetores de amostras dos quadros sk são dados por:
sk , [s[(k − 1)∆FR + 1], ..., s[(k − 1)(∆F +DF )R]], k = 0, 1, ..., NF − 1. (3.14)
Consideremos a replicação de um trecho de áudio [s[0], s[n]] para [s[j], s[j + n]], onde
k∆FR ≤ j ≤ (k + 1)∆FR. O desalinhamento de amostras dos quadros k e k + 1 na
réplica em relação ao quadro original é de j − k∆FR e (k + 1)∆FR − j. Portanto, o
desalinhamento pode variar entre 0 e ∆FR/2 amostras, com uma distribuição uniforme.
Em [42] um modelo estocástico é usado para o esquema proposto por Haitsma [2],
onde a taxa de erro de bits entre quadros de um áudio A e sua versão desalinhada ou
distorcida por ruído aditivo A′ é obtida por
∑NF
n=1 δ(FA[i, :], FA′ [i, :])/(NbitsNF ). A análise
teórica da BER decorrente do desalinhamento é feita para um modelo de sinal i.i.d.
descorrelacionado no tempo. Para o sinal i.i.d. e ΩF = 31/32, a BER pode ser de até
4% para a defasagem máxima ∆F/2. Uma janela otimizada é proposta em substituição
à janela de Hann, para reduzir a BER decorrente do desalinhamento. Argumenta-se
que as estimativas obtidas servem como uma cota, considerando que para sinais reais
correlacionados no tempo as diferenças das distribuições espectrais dos quadros defasados
são menores, e, portanto, a BER seria inferior. De fato, nas análises empíricas com
músicas para ΩF = 31/32, a BER média ﬁcou abaixo de 1%.
Considerando que, para a aplicação forense de detecção de réplicas curtas, uma alta
taxa de detecção correta de AF é necessária para detectar até um trecho contendo um
único quadro, foi utilizado um fator de sobreposição elevado ΩF = 0, 95 no esquema
proposto inicialmente. No Capítulo 4 este parâmetro é otimizado, através de simulações,
para maximizar o desempenho de detecção.
Devido ao emprego do delta entre quadros subsequentes pela Eq. (3.4), e considerando
ainda um desalinhamento máximo dos limites das réplicas de ∆F/2, para se detectar uma
réplica com duração DR, esta deve ter a duração maior que a duração de dois quadros
sobrepostos adicionada de ∆F/2. Logo,
DF + ∆F + ∆F/2 ≤ DR. (3.15)
Para um quadro de duração DF = 370ms e ∆F = 11, 56ms como usado em [2], pela
Eq. (3.15), o esquema de AF somente pode detectar réplicas com duração DR ≥ 0, 387s,
que não é curta o suﬁciente para a análise forense. Para detectar um quadro de AF dentro
de réplicas com duração de 100ms, uma duração de quadro de DF ≤ 93ms é necessária.
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Logo, a duração de quadro no esquema proposto é ajustada para DF = 90ms. A redução
de DF aumenta o número de quadros de AF na réplica, o que pode aumentar as chances
de detecção, conforme a Eq. (3.13). No Capítulo 4, este parâmetro também é ajustado,
através de simulações, para otimizar o desempenho de detecção.
3.3 DIMENSIONALIDADE DA AUDIO FINGERPRINT
Para a aplicação forense, considerando que um elevado número de Falsos Positivos
pode inviabilizar a inspeção dos resultados pelo examinador, priorizamos a usabilidade do
método e ajustamos a dimensionalidade para limitar o número estimado de Falso Positivo
de Réplica em até 10.
Nbits pode ser ajustado através de uma análise teórica, estimando cotas para a proba-
bilidade de Falso Positivo de Réplica, deﬁnido pela Eq (3.11). Em [120] a análise teórica
da probabilidade de Falso Positivo, para o emprego de busca perfeita por intervalo, é feita
para AF binárias, tanto para modelos com bits independentes quanto para bits depen-
dentes. Em [2], a probabilidade de Falso Positivo também é analisada teoricamente, para
um modelo de AF com distribuição i.i.d.
Para uma duração do áudio DA, o número de quadros de AF dentro da evidência de
áudio, NF , é dado por:
NF =
(DA −DF −∆F )
∆F
. (3.16)
O número de quadrosNF pode ser empregado numa análise teórica do número esperado
de Falso Positivo de Quadro para ajustar Nbits. Para o critério simples de detecção de
réplica, as taxas de Falso Positivo de Replica e Falso Positivo de Quadros são equivalentes.
A análise de Falso Positivo Quadros de AF é feita assumindo-se que a AF binária possui
uma distribuição i.i.d. Considerando que as distâncias de Hamming entre todos os quadros
com posições distintas são independentes, o valor esperado de Falsos Positivos pode ser
estimado pela soma de todas as probabilidades de detecção de AF de quadros F [i, :] e
F [j, :] para todas as combinações de (i, j), dentro de um áudio sem quadros replicados:





Prδ(F [i, :], F [j, :]) ≤ dmax|Hi,j. (3.17)
Para um modelo de AF com distribuição i.i.d., a distância de δ(F [i, :], F [j, :]) é bino-
mial, de comprimento Nbits e probabilidade p = 0, 5. Logo, temos
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Em [120], a (Eq. 3.18) é substituída por uma cota, com base na desigualdade de
Chernoﬀ, o que pode ser útil para a obtenção de uma fórmula fechada para a estimativa
de Nbits em função de dmax e NF .
A variância medida em [2] para uma taxa de erro de bits entre quadros foi 3 vezes maior
que a esperada para um sinal i.i.d. Portanto, para o modelamento é feita uma aproximação
da distribuição Binomial da Eq. 3.18 para a Normal, devido a possibilidade de ajuste da
variância mantendo-se a média ﬁxa. A função cumulativa da distribuição é aproximada
para a normal, com média µ = np = Nbits/2 e desvio padrão σ =
√
np(1− p) = √Nbits/2.
Logo,








Substituindo x = −(y − µ)/σ, µ = Nbits/2 e σ =
√
Nbits/2, temos








Portanto, uma cota inferior para o número esperado de Falsos Positivos de Quadros,














A Figura 3.4 mostra o valor mínimo de Nbits para que NˆFP ≤ 10, em função do número
de quadros NF para dmax = 1, calculado com base na Eq. (3.18) ou na Eq. (3.22). NF
varia de 0 a 8.105, que corresponde ao número de quadros para uma duração de áudio
DA = 3600s, para DF = 90ms e ΩF = 0, 95. Observa-se que os valores de Nbits são
baixos, comparados aos valores utilizados em [2], portanto a complexidade computacional
do cálculo da Eq. (3.18) é baixa. Ademais, apesar do teste geral, np ≥ 10 e n(1−p) ≥ 10,
apontar uma boa qualidade da aproximação da distribuição Binomial pela Normal, esta
aproximação não é muito boa para probabilidades muito baixas. A Figura 3.4 mostra que
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Cálculo com Dist. Binomial Cumulativa
Cálculo com aproximação para uma Dist. Normal Cumulativa
Figura 3.4: Número mínimo de bits da AF como função de número total de quadros, para
um número esperado de falsas detecções NˆFP < 11, e dmax = 1, calculado com base na
Eq. (3.18) e na aproximação dada pela Eq. (3.22).
a diferença relativa entre os valores de Nbits estimados pela Eq. (3.22) e pela Eq. (3.18)
é superior a 10%. Logo optamos pelo uso da Eq. (3.18) para a análise teórica dos Falsos
Positivos para o ajuste de Nbits.
3.4 DIVISÃO DAS SUB-BANDAS
Para trechos de áudio com envoltória estritamente crescente ou decrescente, se apenas
o delta entre quadros fosse aplicado, T [n,m] seria sempre positivo e quantizado para 1,
ou sempre negativo e quantizado para 0, respectivamente. O emprego do delta entre sub-
bandas é útil para descorrelacionar os bits de AF nestes casos. Entretanto, se o trecho de
áudio possui uma distribuição espectral constante com concentração de energia em poucas
sub-bandas, o uso dos dois deltas não garante uma boa unicidade. Para exempliﬁcar esta
situação, ilustramos na Figura 3.5 um sinal de teste A de 3s de duração, com envoltória
estritamente crescente, contendo ruído branco e 15 harmônicos de 200Hz. A Figura 3.6
ilustra F [n,m] binário correspondente ao sinal de teste, para o uso de uma divisão de
sub-bandas ﬁxa com escala logarítmica (esquerda). Pode-se observar que, para diversos
trechos, alguns bits possuem um valor estático, 0 ou 1. Este exemplo ilustra como a
unicidade pode ser ruim para alguns trechos de áudio.
Um análise mais precisa da unicidade é feita através do histograma da distância de
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Figura 3.5: Oscilograma (acima) e Espectrograma(abaixo) de sinal de teste de 3s de dura-
ção, com envoltória de sinal estritamente crescente, contendo ruído branco e 15 harmônicos
de 200Hz.
Hamming, entre AF para todas as combinações de pares de quadros de um mesmo áudio
A com NF quadros, deﬁnida por
Hist ({δ(F [j, :], F [k, :]), i = 1, 2..., NF , j = i..., NF}) . (3.23)
A Figura 3.7 ilustra a função de densidade de probabilidade obtida a partir da dis-
tribuição da distância de Hamming entre AF's de quadros do áudio de teste, para o uso
de uma divisão de sub-bandas ﬁxa com escala logarítmica. A distribuição binomial cor-
respondente à distância de Hamming para uma distribuição de AF i.i.d. é ilustrada em
vermelho. A média da distribuição para uso de uma divisão ﬁxa de sub-bandas é de 6, 32,
bem inferior a 8, que seria esperado para distribuição de AF i.i.d.
Este exemplo sugere que a divisão ﬁxa de sub-bandas, como proposto por Haitsma [2],
pode concentrar energia em determinadas sub-bandas, o que, pela Eq. (3.4), pode gerar
uma distribuição de T [:,m] com média não-nula e reduzir a variância dos bits F [:,m].
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Figura 3.6: Representação de F [n,m] binário, para o uso de uma divisão de sub-bandas
ﬁxa com escala logarítmica (esquerda) e para o uso de uma escala adaptativa com equa-
lização da média temporal de W [n,m] (direita).
um modelo psicoacústico é abandonada, já que a constância da informação perceptual
auditiva não é uma premissa na detecção de réplicas, como o é na identiﬁcação de música.
Como a quantização de T [n,m] é feita em torno de zero, seria interessante obtermos uma






= 0,m = 1, 2, ..., Nbits + 1. (3.24)






W [n,m− 1] = 0,m = 1, 2, ...Nbits + 1. (3.25)
Logo, para aumentar a variância T [n,m] propomos uma divisão de sub-bandas adap-
tada para cada evidência de áudio, por meio de uma equalização da média temporal de
W [n,m], para todas as sub-bandas. Para isso, deﬁnimos





|S[n, k]|α . (3.26)
Sejam L[m],m = 1...Nbits os índices dos coeﬁcientes espectrais dos limites superiores
das sub-bandas. Sejam L0 = FLDF e LNbits+1 = FHDF os índices dos coeﬁcientes es-
pectrais referentes aos limites da banda de frequência empregada no esquema FL e FH .
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Figura 3.7: FDP's para uma divisão de sub-bandas ﬁxa com escala logarítmica (linha só-
lida), e para uma escala adaptativa com equalização da média temporal deW [n,m] (linha
pontilhada), obtidas a partir de Hist({δ(FAk [i, :], FAk [j, :], i = 1, 2..., (NF − 0, 2/dF ), j =
i + (0, 2/∆F )..., NF}) para o áudio de teste. A distribuição binomial (N=32, P=0,5)
também é ilustrada (em vermelho).
Temos




Dessa forma, uma distribuição de V [:,m] com média nula pode ser obtida se ajustarmos
os limites das sub-bandas, tal que
C(L[m− 1], L[m], S[n, k]) = C(L[m− 2], L[m− 1], S[n, k]),m = 1, 2, ..., Nbits+1. (3.28)
Como existem Nbits + 1 sub-bandas, temos que
C(L[m− 1], L[m], S[n, k]) = C(L[0], L[Nbits + 1], S[n, k])
Nbits + 1
,m = 1, 2, ..., Nbits + 1. (3.29)
Portanto, os limites superiores das sub-bandas L[m],m = 1, 2, ...Nbits são então deﬁ-
nidos implicitamente por
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C(L[0], L[m], S[n, k]) =
m
Nbits + 1
C(L[0], L[Nbits + 1], S[n, k]),m = 1...Nbits, (3.30)
e podem ser obtidos através do pseudocódigo listado abaixo:
for k = FLDF to FHDF
for n = 1 to NF
C ← C + |S[n, k]|α
end for
end for
i← 1; caux← 0
for k = FLDF to FHDF
for n = 1 to NF
caux← caux+∑NFn=1 |S[n, k]|α
end for
if (caux > i ∗ C/(Nbits + 1))
L[i]← k; i← i+ 1
end if
end for
Com isso garantimos que
∑NF
k=1 W [k,m] é constante para toda sub-bandam = 1, 2, ...Nbits.
Os limites das sub-bandas para a escala ﬁxa logarítmica, e para a equalização da média
temporal de W [n,m] com α = 1 para o áudio de teste são ilustrados na Figura 3.8. Como
o sinal de teste possui harmônicos igualmente espaçados e com mesma energia, a escala
de divisão de sub-bandas se aproxima de uma reta. As distribuições de V [n, :], para os
bits n = 2 e n = 4 são ilustradas na Figura 3.9. Para sub-bandas divididas por escala
logarítmica ﬁxa, se observam médias não-nulas. Para a divisão adaptada pela equalização
da média temporal de W [n,m], se observam médias nulas, conforme projetado. Há uma
melhora da unicidade, como ilustrado da Figura 3.6, onde a variância dos bits de AF é
mais próxima de 0, 25, que corresponde a variância para uma distribuição de AF i.i.d. A
Figura 3.7 mostra ainda a função de densidade de probabilidade para a divisão adaptativa,
com média e variância mais próximas da distribuição binomial para AF's i.i.d.









































Figura 3.8: Divisão de sub-bandas para escala logarítmica ﬁxa e para o uso de uma escala
adaptativa com equalização da média temporal de W [n,m] para o sinal de teste.
caso contrário, se esta condição falha para alguma sub-banda m, o respectivo bit e os bits
adjacentes podem assumir valores quase constantes ao longo de todo o áudio piorando a
unicidade da representação.
Para um sinal de voz de 60s, a divisão adaptativa de sub-bandas é ilustrada na Figura
3.10. Para o uso de α = 2, como usado no esquema proposto pela PHILIPS, as sub-
bandas inferiores possuem largura de apenas um bin de frequência, devido à concentração
de energia nas frequências mais baixas e devido à baixa resolução em frequência para
quadros de duração curta. Dessa forma, para evitar a falha da condição da Eq. 3.31, o
esquema adaptativo inicialmente proposto em [26] usa um expoente mais baixo α = 1, que
expande a largura das sub-bandas inferiores, como ilustrado na Figura 3.10. No Capítulo
4, o parâmetro α é ajustado para cada áudio para melhorar a robustez.
3.5 ANÁLISE DE DESEMPENHO DE DETECÇÃO
Conforme descrito em [26], nas simulações para analisar a unicidade, a precisão e a
robustez, foram gerados conjuntos de áudios de teste contendo um trecho replicado, a
partir do corpus do Instituto Nacional de Criminalística de áudios com SNR estimada
de 65dB, amostrados a 48kHz com 16 bits/amostras, com vozes de 51 locutores distin-
tos, durações superiores a 30 minutos, com texto não-controlado e texto controlado com
sentenças repetidas.
A Tabela 3.1 resume os parâmetros usados no esquema adaptativo proposto. Apesar de
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Figura 3.9: Distribuição de V [n, :], n = 2, n = 4 para sub-bandas divididas por escala
logarítmica ﬁxa (esquerda), e com divisão adaptada pela equalização da média temporal
de W [n,m] (direita).
Haitsma [2] usar FH = 2kHz, o que reduz o número de coeﬁcientes de frequência, outros
métodos [63], empregam bandas mais extensas, com FH = 4kHz. Dessa forma, optou-se
por usar FH = 4kHz no esquema adaptativo proposto. Para comparar o desempenho
do método proposto, os testes incluem outras conﬁgurações, tais como o uso de uma
escala logarítmica para a divisão das sub-bandas, o uso de um limite superior de banda
de frequência FH = 2kHz, e de α = 2, como proposto por Haitsma [2]. As diferenças
entre os parâmetros do método adaptativo proposto e do esquema proposto pela PHILIPS
podem ser observadas nas Tabelas 3.1 e 2.2.




Nbits Ajustado para NˆFP ≤ 10
dmax 1
Divisão de sub-bandas Escala equalizada
Expoente α = 1
Limite inferior de BW FL = 300Hz
Limite superior de BW FH = 4kHz
Como o desempenho é comparado para algumas conﬁgurações, a dimensionalidade
Nbits é ajustada previamente, assim como feito em [157], para limitar o número esperado
de Falsos Positivos de Réplica, NˆFP < 11. Em seguida, nos testes de precisão e robustez,
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Divisão de subbandas em escala logarítmica
Divisão de subbandas por equalização de soma linear
Divisão de subbandas por equalização de soma quadrática
Figura 3.10: Divisões de sub-bandas para uma amostra de voz de 60s para: 1)Escala
logarítmica ﬁxa; 2) Escala adaptada para equalização da média de W [n,m] com α = 1, e
3) Escala adaptada para equalização da média de W [n,m] com α = 2.
é feita a análise de Falso Negativo de Réplica. Como descrito na Seção 3.1, aplica-se um
critério simples de detecção onde um único quadro detectado M(i, j) = 1, com índices
dentro do intervalos replicados é suﬁciente para indicar a existência de réplica.
3.5.1 Análise da unicidade
Na Seção 3.3 uma cota inferior do número esperado de Falso Positivo de Quadro,
NˆFP , foi obtida considerando-se uma distribuição i.i.d. de AF's. Nesta seção analisamos
a unicidade real do esquema adaptativo proposto, medindo a média do número de Fal-
sos Positivos NFP , para um conjunto de áudios com texto não-controlado de 60s de 20
locutores.
A dimensionalidade é ajustada inicialmente para Nbits = 31 para áudios de 60s, com
base na cota inferior de NˆFP ≤ 10 obtida pela Eq. (3.22), e incrementada até que
NFP ≤ 1 seja obtido empiricamente. Diversas conﬁgurações de parâmetros são analisadas,
combinando:
1. A divisão de sub-bandas: adaptativa pela equalização da média temporal deW [n,m],
ou por escala ﬁxa logarítmica.
2. O limite superior FH da banda de frequência: 2kHz ou 4kHz.
3. O limite inferior FL: 0Hz ou 300Hz.
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Sub−banda  fixa, FL=300Hz, FH=2kHz, α=2
Sub−banda adaptativa, FL=300Hz, FH= 4kHz,  α=1
Subbanda adaptativa, FL=0Hz, FH= 4kHz, α=1
Subbanda fixa, FL=300Hz, FH= 4kHz, α=1
NFP=10
Figura 3.11: Número médio de Falso Positivos, NFP para 20 áudios de 60s referentes a
texto não-controlado, para dmax = 1, variando Nbits para várias conﬁgurações de método
de divisão de sub-bandas, da banda de frequência, e de α.
4. O expoente α da função-peso de sub-bandas W [n,m]: α = 1 e α = 2.
A Figura 3.11 mostra que NFP , decresce quase logaritmicamente com Nbits para todas
as conﬁgurações. A conﬁguração proposta por Haitsma [2], com FL = 300Hz, FH =
2kHz, uma escala logarítmica ﬁxa de sub-banda e α = 2 produz o maior número de Falso
Positivos. O número de Falsos Positivos NFP é reduzido signiﬁcativamente para α = 1 e
a expansão da banda de frequência com FL = 300Hz e FH = 4kHz.
Para o método adaptativo proposto, com uma divisão adaptativa das sub-bandas,
α = 1, e uma banda de frequência de FL = 300Hz a FH = 4kHz, obtém-se o menor
número de Falso Positivos NFP , o que sugere que o método adaptativo fornece uma
melhor unicidade, comparado às outras conﬁgurações.
Em [26], o método proposto também foi testado com uma banda de frequência de
FL = 0Hz a FH = 4kHz, e observou-se uma elevação signiﬁcativa de NFP . Este resultado
inesperado, não explicado em [26], foi causado, como veriﬁcado posteriormente, pela falha
da condição da Eq. (3.31) para alguns áudios, devido à concentração da energia espectral
em baixas frequências. Dessa forma, alguns bits assumiram valores quase estáticos ao
longo de todo o áudio, o que elevou NFP . Para evitar este comportamento, é proposto no
Capítulo 4 um ajuste de α para cada áudio.
59
3.5.1.1 Análise de Unicidade para Áudio Intrasentença
Apesar do esquema de AF não ser projetado para identiﬁcação de voz ou de locu-
tor, as AF's obtidas para vozes de mesmo locutor (intralocutor) e de locutores distintos
(inter-locutor) podem ter distribuições disjuntas, e AF's referentes ao mesmo texto (in-
trasentença) de um mesmo locutor (intralocutor) podem possuir uma alta correlação [90].
Portanto, a unicidade e a robustez de um esquema de AF deve ser ajustada para cada
aplicação. A identiﬁcação de diferentes performances de músicas, com intérpretes dis-
tintos ou performances ao vivo, que respectivamente consistem de identiﬁcação de voz
inter-locutor intrasentença e intralocutor intrasentença, requerem o uso de parâmetros
mais robustos e invariantes, como descrito em [84]. Para a detecção de réplicas de voz,
a AF deve ser ajustada para ser robusta contra distorções, mas também possuir uma
unicidade suﬁciente para discriminar trechos de voz intralocutor intrasentença.
Portanto, para testar a unicidade de AF's para trechos de áudio intrasentença, dois
conjuntos de teste, usando áudios de 51 falantes com duração DA = 60s, foram criados,
um com voz referente a texto não-controlado, e outro com voz referente a uma sentença
repetida uma vez. Os parâmetros foram ajustados como ilustrado na Tabela 3.1. O
número de Falsos Positivos para dmax = 1 é ilustrado na Figura 3.12. O número médio de
Falsos Positivos para o conjunto contendo áudio intrasentença é notadamente maior que
para o conjunto de áudios referentes a texto não-controlado, 82, 4 e 38, 9, respectivamente.
Isto sugere que locuções referentes a uma mesma sentença produzem, em média, AF's
semelhantes. Uma análise da matriz de autossimilaridade dos áudio com maiores números
de Falso Positivos revelou um padrão linear diagonal, e a análise de oitiva dessas posições
conﬁrmou a equivalência dos alguns trechos curtos intrasentença. Observou-se também
um padrão de voz com pitch e taxa de elocução perceptualmente estáveis para estas vozes.
Ressaltamos que nos testes descritos acima não foi veriﬁcado se a condição da Eq. (3.31)
foi satisfeita para cada áudio.
Esta análise demonstra que a discriminação de AF's de trechos de voz intrasentença
pode ser difícil para locutores com um padrão de voz estável. Para melhorar a unicidade,
no Capítulo 5, é proposto um critério de dupla detecção sobre a matriz de autossimilari-
dade de AF. Por ﬁm, cabe reforçar que o método proposto deve ser aplicado em conjunto
com outros métodos de autenticação passiva de áudio, seguido de uma análise perceptual
dos trechos detectados, para conﬁrmar ou descartar a hipótese de edição.
3.5.2 Análise da precisão
A precisão é deﬁnida como a capacidade de detecção de réplicas em áudios não distor-
cidos, o que é afetado apenas pelo desalinhamento na segmentação dos quadros do trecho
original em relação ao trecho replicado. A análise de precisão em (TAVORA, 2015) [26]
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 NFP 1min  voz de texto não controlado,
 Avg(NFP)= 38,9
NFP 1min voz de texto repetido
 Avg(NFP)=82,4
Figura 3.12: Número de Falsos Positivos de Quadros, com parâmetros conforme Tabela
3.1, para voz com texto não-controlado e para voz com texto repetido uma vez, usando
um conjunto de teste com vozes de 51 locutores.
é feita a partir da criação de um conjunto áudios de teste com vozes de 20 locutores
e contendo réplica sem nenhuma distorção de mascaramento posterior. O conjunto foi
gerado com 2000 áudios para cada duração de réplica DR ∈ {100ms, 200ms, ..., 1s}. A
réplica, contendo N = (DR−DF−∆F )/∆F quadros, foi gerada sem aplicação de janelas e
sem mascaramento posterior, de um intervalo aleatório com índices [i1, i1 +N ] para outro
intervalo também aleatório [i2, i2 + N ], com um retardo mínimo de separação temporal
de |i1 − i2| ≥ 0, 2/∆F devido ao ﬁltro de retardo mínimo.
Os testes incluem também algumas conﬁgurações, com variações do método de divisão
de sub-bandas, dos limites da banda de frequência, e de α. Para a comparação de desem-
penho de cada conﬁguração, Nbits é previamente ajustado para limitar em 10 o número
de Falsos Positivo de Quadros.
Como ilustrado na Figura 3.13, o uso de uma escala logarítmica para divisão de sub-
bandas com α = 2 e uma banda de frequência de FL = 300Hz a FH = 2kHz, como
proposto por Haitsma [2], detecta 96% das réplicas com duração de 100ms. Para uma
banda de frequência de FL = 300Hz a FH = 4kHz, com α = 1, a taxa de detecção de
réplica com duração 100ms é aumentada para 99%.
Para o método adaptativo proposto, com uma divisão adaptativa das sub-bandas,
α = 1, e uma banda de frequência de FL = 300Hz a FH = 4kHz, 100% das réplicas
foram detectadas para todas as durações testadas.
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Escala Logarítmica, α=2, FL=300Hz, FH= 2kHz
Escala Logarítmica, α=1, FL=300Hz, FH=4kHz
Escala Equalizada, α=1, FL=300Hz, FH=4kHz
Figura 3.13: Taxa de detecção de réplicas, sem distorção de mascaramento posterior, em
áudio referente a texto não-controlado, para durações de réplica DR ∈ {100s, 200s, ..., 1s},
variando o método de divisão de sub-bandas, os limites da banda de frequência, e α.
3.5.3 Análise da robustez
Para testar a robustez do método proposto contra distorções, de forma a possibilitar a
detecção de réplicas mascaradas, foi criado um conjunto de teste com vozes de 20 locutores
contendo réplicas aleatoriamente posicionadas, com 2000 áudios para cada duração de
réplica DR ∈ {100ms, 200ms, ..., 1s}. Nas simulações feitas em (TAVORA, 2015) [26], as
seguintes distorções de mascaramentos foram aplicadas, após a replicação:
1. Adição de ruído branco Gaussiano, com relação sinal/(ruído aditivo) SNR=30dB,
26dB, e 22dB, ao longo de todo o sinal de voz. A inserção de ruído branco apenas
sobre a réplica não foi testada, pois seria um mascaramento facilmente identiﬁcável
pela análise visual do espectrograma. Apesar destas SNR garantirem uma boa
inteligibilidade do áudio, conforme [159], a adição de ruído branco a uma SNR de
30dB já permite, em geral, um mascaramento de uma emenda em um sinal de voz.
2. Distorções de amplitude: 1dB de ganho sobre a réplica.
3. Distorções de frequência: Atenuação de 12dB de 800Hz a 2400Hz, sobre a réplica.
4. Distorções na escala temporal: Expansão temporal de 2%, pela reamostragem da
réplica a uma taxa 1, 02 da taxa de amostragem original.
5. Distorções de formato: Compressão MP3PRO CBR 16kbps e AAC CBR 16kbps,
ao longo de todo o sinal.
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Sub−bandas adaptativas, α=1, FL=300Hz, FH= 4kHz
Escala Logarítmica, α=1, FL=300Hz, FH= 4kHz
Escala Logarítmica, α=2, FL=300Hz, FH= 2kHz
Figura 3.14: Taxa média de detecção de réplica com duração de DR ∈
{100s, 200ms, ..., 1s}, com distorção de amplitude, variando o método de divisão de sub-
bandas, a banda de frequência, e α.
3.5.3.1 Robustez contra distorção em amplitude
A taxa média de detecção de réplica em áudio com distorção de amplitude, descrita
acima, é ilustrada na Figura 3.14. A melhor taxa de detecção de réplica, 98%, para
DR = 100ms foi obtida para o método adaptativo proposto.
A robustez é alcançada através dos deltas aplicados pelas Eqs. (3.3) e (3.4), e pela
quantização ﬁnal aplicada pela Eq.(3.5), que captura a variação relativa de W [n,m] entre
sub-bandas e entre quadros. O desempenho de detecção para o uso de uma escala ﬁxa
logarítmica ﬁxa na divisão das sub-bandas é semelhante.
3.5.3.2 Robustez contra adição de ruído
A taxa média de detecção de réplica com inserção de ruído branco Gaussiano a
SNR=30dB após a replicação para o método proposto e outras duas conﬁgurações de
parâmetros é ilustrada na Figura 3.15. O melhor desempenho, com uma taxa média de
detecção de réplica superior a 90% para durações superiores a 500ms, foi obtida com o mé-
todo adaptativo proposto, com uma banda de frequência de FL = 300Hz a FH = 4kHz.
O resultado revela uma robustez média contra a inserção de ruído, o que pode ser atri-
buído à ampliação do ruído em relação ao sinal, pela aplicação dos deltas entre quadros
e entre sub-bandas.
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Para o uso de uma escala logarítmica na divisão das sub-bandas, com uma banda
FL = 300Hz a FH = 4kHz e α = 1, ou com uma banda FL = 300Hz a FH = 2kHz e
α = 2, os desempenhos foram inferiores ao desempenho do método adaptativo proposto.
O desempenho do método adaptativo proposto também foi testado com inserção de
ruído branco Gaussiano a SNR=26dB e SNR=22dB. Para a adição de ruído branco Gaus-
siano a SNR=26dB, uma taxa média de detecção de réplicas maior que 80% foi obser-
vada para durações superiores a 600ms. Para uma adição de ruído branco Gaussiano
a SNR=22dB, uma detecção superior a 70% somente foi observada para réplicas com
duração maior que 800ms.
Devido ao uso de corpus com SNR=65dB, as AF's referentes a trechos de silêncio
usados aleatoriamente como réplicas podem ser fortemente afetadas pela inserção do ruído
branco Gaussiano, o que explica em parte a baixa robustez observada nos testes. Na
prática, a quase totalidade dos áudios questionados, oriundos de gravação ambiental ou
interceptação telefônica apresentam uma qualidade baixa com uma SNR máxima em torno
de 30dB. No Capítulo 4, é usado um conjunto de teste com SNR=25dB, mais coerente
com os áudios questionados.
Por ﬁm, é importante discernir os testes de robustez contra adição de ruído após a re-
plicação, dos testes de detecção de réplicas para sinais de baixa SNR, típicos de evidências
de áudio, sem posterior inserção de ruído. Para exempliﬁcar isto, o teste de detecção de
réplicas em áudios obtidos pela inserção de ruído branco Gaussiano a SNR=12dB antes
da replicação, sem nenhuma inserção subsequente de ruído. O desempenho do método
adaptativo proposto, que não é ilustrado na Figura 3.15, foi de 100% de detecção para
todas as durações de réplicas, o que é um resultado similar ao obtido para o teste com
áudio de alta SNR sem distorção.
Esta robustez regular contra inserção de ruído do esquema da PHILIPS já foi descrita
na literatura cientíﬁca. Em [42] a análise da BER entre AF's de um áudio original e
de um áudio distorcido pela inserção de ruído Gaussiano é feita. Na análise teórica é
usado um sinal i.i.d. descorrelacionado no tempo. A curva teórica de BER × SNR foi
comparada com as curvas obtidas para trechos de música de 5s, onde não se observou
uma boa aproximação. A melhor BER obtida, dentre 3 músicas, é de aproximadamente
11%, 12,6% e 14% para SNR de 30dB, 26dB e 22dB, respectivamente, o que equivale a
uma média de mais de 3 bits modiﬁcados por sub-bloco de AF com 32 bits.
Com o objetivo de melhorar a robustez, no Capítulo 4 são propostas adaptações de α
e dos limites da banda de frequência.
64

























(S/N)=30dB,Sub−bandas adaptativas, α=1, FL=300Hz, FH=4kHz
(S/N)=30dB, Escala logarítmica, α=2, FL=300Hz, FH=2kHz
(S/N)=30dB, Escala logarítmica, α=1, FL=300Hz, FH=4kHz
(S/N)=26dB,Sub−bandas adaptativas, α=1, FL=300Hz, FH=4kHz
(S/N)=22dB,Sub−bandas adaptativas, α=1, FL=300Hz, FH=4kHz
Figura 3.15: Taxa média de detecção de réplica com duração de DR ∈
{100ms, 200ms, ..., 1s}, com subsequente adição de ruído branco Gaussiano, variando o
método de divisão de sub-bandas, a banda de frequência, e α.
3.5.3.3 Robustez contra distorção no domínio da frequência
A taxa média de detecção para distorção no domínio da frequência após a replicação
é ilustrada na Figura 3.16, que mostra o melhor desempenho para o método adaptativo
proposto, 88% de detecção das réplicas com duração de 100ms e 100% para durações
maiores. Este bom resultado se deve aos deltas aplicados pelas Eqs. (3.3) e (3.4), e à
quantização ﬁnal aplicada pela Eq. (3.5), que capturam a variação relativa da W [n,m]
entre quadros e entre sub-bandas.
A conﬁguração proposta em [2] com uma divisão ﬁxa das sub-bandas detecta 86% das
réplicas com duração 100ms, para uma banda de FL = 300Hz a FH = 2kHz com α = 2,
e 83% das réplicas para uma banda de FL = 300Hz a FH = 4kHz com α = 1.
3.5.3.4 Robustez contra distorções na escala temporal
A taxa média de detecção para distorção com expansão na escala de tempo de 2%
da réplica é ilustrada na Figura 3.17. O método adaptativo proposto fornece o melhor
desempenho, detectando acima de 80% das réplicas para duração maior que 400ms. O
desempenho é inferior para o uso divisão ﬁxa das sub-bandas para uma banda de FL =
300Hz a FH = 2kHz com α = 2. Para um expansão temporal de 4%, a taxa de detecção
do método proposto, não ilustrada na Figura 3.17, é aproximadamente nula para todas
as conﬁgurações de parâmetros testadas.
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Escala Logarítmica,α=2, FL=300Hz, FH=4kHz 
Sub−bandas adaptativas, α=1, FL=300Hz, FH=4kHz
Escala Logarítmica, α=2, FL=300Hz, FH=2kHz 
Figura 3.16: Taxa média de detecção de réplica com duração de DR ∈
{100ms, 200ms, ..., 1s}, com distorção no domínio da frequência como descrito anteri-
ormente, variando o método de divisão de sub-bandas, a banda de frequência e α.
A baixa robustez do esquema proposto por Haitsma [2] contra a escala temporal já ha-
via sido descrita na literatura cientíﬁca. Uma abordagem alternativa é proposta em [160]
para aumentar a robustez contra variações de escala temporal. No Capítulo 4 é proposta
a adaptação automática dos limites da banda de frequência, que pode tornar a represen-
tação mais invariante a deslocamentos da distribuição de energia espectral decorrentes da
escala no tempo.
3.5.3.5 Robustez contra distorções por compressão de áudio
As taxas médias de detecção de réplica para áudios comprimidos com os CODECS
MP3PRO CBR 16kbps e AAC CBR 16kbps são ilustrada nas Figuras 3.18 e 3.19, res-
pectivamente. Algumas conﬁgurações de parâmetros são testadas, e a melhor taxa de
detecção em áudio comprimido com MP3 é obtida com o uso do método adaptativo pro-
posto. A detecção de réplica em áudio comprimido com AAC é ligeiramente melhor para
o método adaptativo proposto, com uma taxa média de detecção superior a 90% para
durações DR > 500ms. A conﬁguração de parâmetros usados por Haitsma [2] fornece o
pior desempenho de detecção de réplicas em áudios comprimidos tanto por MP3 quanto
por AAC.
A robustez baixa do método proposto pode ser atribuída a artefatos como pré-eco, ou
perdas locais como lacunas espectrais gerados pelo descarte de componentes mascaradas,
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Escala Logarítmica, α=1,FL=300Hz, FH= 4kHz
Sub−bandas adaptativas, α=1, FL=300Hz, FH=4kHz
Escala Logarítmica,α=2, FL=300Hz, FH=2kHz 
Figura 3.17: Taxa média de detecção de réplica com duração de DR ∈
{100ms, 200ms, ..., 1s}, com distorção de expansão temporal como descrito anteriormente,
variando o método de divisão de sub-bandas, a banda de frequência e α.
comuns em codiﬁcações perceptuais com alta taxa de compressão. A comparação destes
resultados, que aplicam compressão com taxa de 16kbps, com os resultados obtidos em
[2], que aplicam compressão com taxa de 32kbps, não é possível. Mas é interessante notar
que no exemplo de bloco de AF de uma música comprimida a 32kbps, nenhum dos 216
sub-blocos são idênticos e apenas 5 sub-blocos tem apenas 1 bit diferente. Em [156], a
robustez do método foi testada contra ataques intencionais de compressão MP3 com o
objetivo de modiﬁcação da AF com a preservação do conteúdo perceptual. Argumenta-se
que a robustez do método é limitada pelo fato da distribuição de T [:,m], após deltas
entre quadros e sub-bandas, estar concentrada próximo de zero e, portanto, qualquer
modiﬁcação no sinal pode causar mudança do bit de AF pela quantização com limiar
nulo. Em [147] a taxa de erro de bits do esquema de AF proposto por Haitsma [2] é
observada para compressão MP3 a taxas de 128, 80 e 32kbps. Observa-se que a taxa de
erro de bits é inversamente proporcional ao quadrado da relação entre sinal e o ruído de
codiﬁcação. Dessa forma, quanto maior a taxa de compressão e menor a taxa de bits
de codiﬁcação, maior é a taxa de erro de bits de AF. A análise mostra também que as
regiões do espectrograma com baixa energia são mais suscetíveis a erros de bits de AF
devido ao ruído de codiﬁcação. Isso ocorre devido à quantização ﬁnal com limiar nulo. É
proposto o uso de um peso sobre os bits de AF, desconsiderando aqueles bits referentes
a regiões de baixa energia do espectrograma. Em [140] a análise teórica, com um sinal
não correlacionado no tempo, a BER é de 1% e 3% para uma relação sinal/ruído de
30dB e 20dB, respectivamente. A BER média para as AF de 11 músicas e suas versões
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Sub−bandas adaptativas, α=1, FL=300Hz, FH=4kHz
Escala Log., α=1, FL=300Hz, FH= 4kHz
Escala Log.,α=2, FL=300Hz, FH=2kHz
Figura 3.18: Taxa média e detecção de réplicas com duraçãoDR ∈ {100ms, 200ms, ..., 1s},
com subsequente compressão MP3PRO CBR 16kbps, para algumas conﬁgurações, vari-
ando o método de divisão de sub-bandas, a banda de frequência e α.
comprimidas com WMA (Windows Media Audio), por exemplo, é 1,3% e 5% para uma
relação sinal/ruído de compressão de 30dB e 20dB, respectivamente. No Capítulo 4,
adaptações e ajustes de parâmetros são propostas para melhorar a robustez contra o
ruído aditivo, o que também melhora o desempenho de detecção de áudios comprimidos.
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Sub−bandas adaptativas, α=1, FL=300Hz, FH=4kHz
Escala Log., α=1, FL=300Hz, FH=4kHz
Escala Log, α=2, FL=300Hz, FH=2kHz
Figura 3.19: Taxa média e detecção de réplicas com duraçãoDR ∈ {100ms, 200ms, ..., 1s},
com subsequente compressão AAC 16kbps, para algumas conﬁgurações, variando o mé-
todo de divisão de sub-bandas, a banda de frequência e α.
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4- MELHORIA DA ROBUSTEZ CONTRA INSERÇÃO DE
RUÍDO
To improve is to change; to be
perfect is to change often.
Winston Churchill
Apesar de apresentar uma boa robustez contra distorções em frequência ou em ampli-
tude, o esquema inicialmente proposto no capítulo 3 apresentou um desempenho regular
para a detecção de réplicas mascaradas por inserção de ruído branco ou compressão de
áudio.
Como observado, o esquema proposto por Haitsma [2] apresenta uma robustez regu-
lar contra inserção de ruído gaussiano. Uma abordagem interessante para melhorar a
robustez seria reforçar o peso das componentes de maior energia do sinal, através uma
representação adaptativa, como proposto em [52], na qual a DFT é obtida, dividida em
sub-bandas conforme uma escala ﬁxa, mas apenas as sub-bandas que contenham picos de
energia espectral são empregadas para representar o sinal. Nesse caso há uma redução da
dimensionalidade.
De outra forma, optamos por fazer uma análise da probabilidade de erro de bit de AF,
com base na análise da distribuição de T [n,m]. Como o mascaramento por inserção de
ruído distorce tanto o trecho de origem como o trecho de destino, a distorção é estimada
pela diferença entre FA+N1 [n,m] e FA+N2 [n,m]. Na análise teórica feita em [140], descrita
sucintamente na Seção 2.4.1.2, a probabilidade de erro de bit de AF, pela inversão de
sinal de T [n,m], decorrente da inserção de ruído no sinal de voz, é dada por
Pe[n,m] = Pr{FA+N1 [n,m] 6= FA+N2 [n,m]} (4.1)
= Pr[(TA+N1 [n,m] ≤ 0, TA+N2 [n,m] ≥ 0) ∨ (TA+N1 [n,m] ≥ 0, TA+N2 [n,m] ≤ 0)].
(4.2)
Assumindo que o sinal de áudio é não correlacionado no tempo, Pe[n,m] pode ser
obtida em termos das variâncias de TA+N1 [n,m] e TA+N1 [n,m]− TA+N2 [n,m]. Para uma











Como a função arctan é estritamente crescente, a probabilidade de erro pode ser
reduzida pela redução da razão entre a variância de T [n, ,m] para a distorção e para o
sinal não distorcido. Devido à diﬁculdade de modelamento do sinal de áudio, optamos
por fazer uma análise empírica das distribuições de T [n,m] para algumas modiﬁcações no
sistema.
Uma alternativa interessante para melhoria da razão de variâncias é o emprego de ex-
poentes α maiores. O uso de expoentes maiores de componentes espectrais para aumentar
a robustez contra ruído já foi aplicado em outros esquemas, como em [161]. Na Seção 4.2
é proposta a adaptação do expoente α e dos limites da banda de frequência para cada
áudio.
Nas Seções 4.3 e 4.4, também é avaliado o efeito na distribuição de T [n, ,m] pelo ajuste
de parâmetros como o fator de sobreposição de quadros ΩF , a duração do quadro DF , e
as distâncias entre os deltas entre quadros e entre sub-bandas.
O sistema adaptativo é análisado usando um novo corpus. Ademais, são usados novos
métodos de estimação de Falsos Positivos, e de análise de precisão, unicidade e robustez,
conforme descrito na Seção 4.1.
4.1 NOVA METODOLOGIA DE ANÁLISE DO SISTEMA
Para permitir a repetibilidade dos testes, nas novas análises de desempenho é usado um
corpus de acesso livre, CHAINS (CHaracterizing INdividual Speakers) [27], contendo vo-
zes de 36 falantes, amostradas a 44,1KHz com 16bits/amostra, com alta qualidade, SNR
estimada em 70dB, e contendo repetições de locuções intrasentença. Para se construir
um conjunto de teste com SNR baixa, mais coerente com os áudios questionados comu-
mente examinados, foi artiﬁcialmente inserido ruído obtido do corpus de ruído também
de acesso livre DEMAND (Diverse Environments Multichannel Acoustic Noise Database)
[28]. Dessa forma, para os testes foi gerado um conjunto de 25 áudios Ak, k = 1, 2, ...25,
para SNR=20dB.
4.1.1 Estimação do número de Falsos Positivos de Réplica
A análise teórica do número de Falsos Positivos de Quadros do Capítulo 3 considerou
uma distribuição i.i.d. dos bits da AF. Sob esta hipótese as posições dos Falsos Positivos de
Quadros na matriz de autossimilaridade possuem uma distribuição dispersa em M, logo
todos quadros detectados, como possível réplica, devem ser checados perceptualmente.
Entretanto, as simulações mostraram que o número de Falsos Positivos de Quadros real é
maior que o valor estimado pela análise teórica, o que mostra que a distribuição real dos
bits de AF não se aproxima de uma distribuição i.i.d.
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Uma análise visual das matrizes reais de autossimilaridade revelou que os Falsos Posi-
tivos de Quadros podem possuir uma correlação temporal e podem ser agrupados, como
ilustra a Figura 4.1, para um áudio de 60s sem réplicas referente a texto não-controlado.
A matriz possui 31 Falsos Positivos de Quadros distribuídos em poucos agrupamentos. A
análise de oitiva revela que os agrupamentos de quadros detectados em trechos curtos de
áudio podem corresponder a um mesmo fone. Como a veriﬁcação de cada agrupamento de
elementos detectados, pela oitiva do trecho e análise de forma de onda, pode ser feita de
uma única vez, podemos ajustar os parâmetros do sistema para limitar o número mínimo
de agrupamentos observados em simulações com um conjunto de áudios do corpus.
Para contabilizar o número de agrupamentos, tratamos a matriz de autossimilaridade
como uma imagem binária. Aplicamos uma fechamento da imagem binária com um ele-
mento estruturante de raio 3, em seguida calculamos o número de elementos 8-conectados.
A Figura 4.1 mostra o número menor de elementos 8-conectados identiﬁcados, 14.














31 Falsos Positivos de Quadros em 14 grupos de pontos
Figura 4.1: Matriz de autossimilaridade de um áudio de 60s sem réplicas referente a
texto não-controlado, com 31 Falsos Positivos de Quadros, agrupados em 14 elementos
8-conectados.
4.1.2 Análise de unicidade, precisão e robustez
Nas análises subsequentes, a unicidade, a precisão e a robustez são analisadas com
base nas funções de densidade de probabilidade (FDP), obtidas a partir dos histogramas
da distância de Hamming entre AF's:
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1. Unicidade: É analisada através do histograma da distância de Hamming entre AF
para todos pares de posições de quadros em um mesmo áudio Ak de NF quadros,
Hist({δ(FAk [i, :], FAk [j, :]), i = 1, 2..., (NF−0, 2/DF ), j = i+0, 2/DF ..., NF}). (4.4)
Quadros detectados separados por menos de 200ms, com correlação temporal, são
descartados pelo ﬁltro de correlação temporal. A unicidade pode ser avaliada compa-
rando a semelhança da distribuição binomial (N = Nbits, p = 0, 5) com o histograma
obtido.
2. Precisão: Visa medir a taxa de detecção de réplicas em áudios não distorcidos. Neste
caso, a taxa de detecção é afetada pelo desalinhamento entre quadros. Considera-
se que o desalinhamento possui uma distribuição uniforme entre [0,∆F ]. Dessa
forma, para medir a taxa de detecção geramos 6 versões deslocadas de Ajk[i] =
Ak[i + j.∆F/6], j = 1, 2, ..., 6, e calculamos o histograma da distância de Hamming
entre as AF's de mesmo índice de quadro,
Hist({δ(FAk [i, :], FAjk [i, :]), i = 1, 2, ...NF , j = 1, 2, ...6}). (4.5)
3. Robustez: Considerando que em um mascaramento mais provável o ruído seria
adicionado ao longo de todo o sinal de áudio distorcendo tanto o trecho original
quanto o trecho replicado, medimos a distância de Hamming entre as AF's de duas
versões de um áudio Ak, distorcidas pela adição de ruído gaussiano N , Ak + N ,
para SNR=15dB, 20dB e 25dB. Obtemos o histograma da distância de Hamming
entre AF's de mesmo índice de quadro,
Hist({δ(F(Ak+N1)[i, :], F(Ak+N2)[i, :]), i = 1, 2...NF}). (4.6)
Para que se obtenha uma estimativa real dessas distribuições, os histogramas são
obtidos para a concatenação de vários áudios Ak, de diferentes locutores e de mesma
duração.
4.1.3 Estimação da probabilidade de detecção de réplica a partir da taxa de
detecção de quadros
A estimação da probabilidade de detecção de réplica a partir da taxa de detecção de
quadros simpliﬁca os testes de robustez, pois dispensa o criação de grandes conjuntos
de áudios de testes contendo réplica, como feito no Capítulo 3. Dessa forma, o esforço
computacional da otimização do sistema pelo ajuste de parâmetros é reduzido signiﬁcati-
vamente.
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Seja FDP (k), k = 0, 1, ...Nbits a função de densidade de probabilidade de erro de




A probabilidade de detecção de réplicas depende do número de quadros contidos nas
réplicas, N = (DR −DF −∆F )/∆F , e, portanto, aumenta com a duração da réplica DR.
Se considerarmos que os erros de Falso Negativo de Quadros de AF são independentes
entre si, a probabilidade de detecção de réplica para o critério simples de detecção é dada
por
Pr{δR = 1|Hi,j∀(i, j), (i ∈ [n1, n1 +N ]) ∧ (j = i+ n2 − n1)} = 1− (1− PQ)N . (4.7)
Ressaltamos que a hipótese de correlação temporal nula entre os Falsos Positivos de
quadros não é válida para todos os tipos de distorção. Distorções como compressão de
áudio podem gerar Falsos Negativos de Quadros em surto devido a perdas ou artefatos
de compressão localizados.
4.2 ADAPTAÇÃO DE α E DA BANDA DE FREQUÊNCIA PARA CADA
ÁUDIO
Para melhorar a razão de variâncias da Eq. (4.3) e reduzir a probabilidade de erro
de bit, sugerimos o emprego de expoentes α maiores. O uso de expoentes maiores de
coeﬁcientes espectrais para aumentar a robustez contra ruído já foi adotado em outros
sistemas, como em [161].
O efeito do aumento de α, de α = 1 para α = 1, 5, é ilustrado na Figura 4.2, com des-
vios padrões das distribuições de TA[n,m],m = 1, 2, ...Nbit, para um áudio A (a esquerda),
e os desvios padrões de TA+N1 [n,m]−TA1+N2 [n,m], entre trechos mascarados pela adição
de ruído branco gaussiano a SNR=20dB (direita). Observa-se que com o aumento de α,
os desvios padrões de TA[n,m],m = 1, 2, ...Nbit aumentam entre 3 a 8 vezes, enquanto o
desvio padrão dos erros aumentam entre 1, 5 e 2. Dessa forma, o aumento de α tende
a reduzir a razão das variâncias para a inserção de ruído branco gaussiano em patamar
abaixo do nível do áudio.
Entretanto, o uso de expoentes muito elevados pode mascarar a informação de com-
ponentes com amplitude intermediária. Ademais, se uma escala ﬁxa for empregada, sub-
bandas com maior conteúdo harmônico podem produzir bits com baixa variância como
visto anteriormente.
Com base nessas observações, propomos um esquema adaptativo onde α é ajustado
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Figura 4.2: Desvios padrões das distribuições de TA[n, k] para as sub-bandas k =
1, 2, ...Nbit para o áudio A (a esquerda), e desvios padrões de TA+N1 [n, k] − TA+N2 [n, k]
(direita), devido à adição de ruído branco gaussiano a SNR=20dB, para α = 1 e α = 1, 5.
automaticamente para cada áudio. Para aumentar a robustez, com base na condição


















Dessa forma, a componente espectral mais forte ao longo do sinal é empregada na
deﬁnição da sub-banda mais estreita com apenas um bin de frequência.
O critério de maximização de α pode ser útil também para a deﬁnição dos índices dos
coeﬁcientes espectrais limites da banda L[0] e L[Nbits]. Deﬁnimos uma banda mínima de
[300Hz, 3800Hz], e o expoente como uma função α(L[0], L[Nbits]) pode ser obtido pela Eq.
(4.8), para todas as combinações de L[0] ∈ [0, 300DF ], e L[Nbit] ∈ [3800DF , (R/2)DF ].
Logo, obtemos o valor máximo de α(L[0], L[Nbits]) ao tempo em que deﬁnimos os limites
L[0] e L[Nbits]:
(L[0], L[Nbit]) = arg maxL[0],L[Nbit] (α(L[0], L[Nbit])) ,
L[0] ∈ [0, 300DF ], L[Nbit] ∈ [3800DF , (R/2)DF ].
(4.9)
Dessa forma, expandindo a banda de frequência podemos, para alguns áudios, empre-
gar valores ainda maiores de α, melhorando a robustez.
A Figura 4.3 ilustra, para um conjunto 20 áudios, os resultados dos testes de unicidade,
precisão e robustez contra ruído gaussiano aditivo branco a uma SNR= 25dB, para três
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conﬁgurações: 1)o uso de escala ﬁxa de sub-bandas, α = 2, FL = 300 e FH = 3800 (acima);
2) a adaptação de α e L[i], i = 1, 2, ...Nbit, com FL = 300Hz e FH = 3800Hz(meio); 3) para
a adaptação de α, dos limites da banda (L[0], L[Nbit+1]) e sub-bandas L[i], i = 1, 2, ...Nbit
(abaixo).
Observa-se uma redução da média de erro de bits no gráﬁco de robustez para a adap-
tação de α e L[i], i = 1, ...Nbit (direita-meio), comparada à média de erro para o esquema
proposto por Haitsma [2] (direita-acima). A robustez é ainda melhor para o esquema com
ajuste da banda que permite um aumento de α (abaixo-direita). Os graﬁcos à direita
mostram ainda uma curva pontilhada da taxa média de erro de bit por sub-banda, onde
se observa para o esquema adaptativo proposto com ajuste de banda (direita-abaixo) uma
distribuição mais uniforme, comparada à taxa de erros de bits do esquema proposto por
Haitsma [2] (direita-acima). Não se observaram variações signiﬁcativas das distribuições
de erro nas análises de unicidade (esquerda) e precisão (centro) para as três conﬁgurações
testadas.
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δ(:,:) médio por bit da AF


























































 µ=15,98, σ2=9,239, NFP=64,6
Binomial N=32, P=0,5






































































































































BER por bit da AF
Figura 4.3: FDP de δ(:, :) entre AF's para testes de unicidade (esquerda), precisão (centro) e robustez contra ruído branco aditivo a SNR=
25dB (direita), para o uso de escala ﬁxa de sub-bandas, α = 2, FL = 300 e FH = 3800 (acima); para a adaptação de α e L[i], i = 1, ...Nbit,
com FL = 300Hz e FH = 3800Hz (meio); e para a adaptação de α, dos limites (L[0], ..., L[Nbit+1) (abaixo).
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A taxa de detecção de quadros é medida para diversos níveis de ruído aditivo, usando
o esquema com ajuste dos índices limites L[i], i = 0, 1, ...Nbit + 1 e de α, conforme ilustra
a Figura 4.4. A taxa de detecção de quadros aumenta quase linearmente com a SNR
no intervalo entre 15dB a 35dB. Para ΩF = 95% e DF = 90ms, uma réplica de 100ms
contém apenas um quadro de AF, logo a taxa de detecção de réplica de 100ms equivale
à taxa de detecção de quadros ilustrada na Figura 4.4.




























Figura 4.4: Taxa de detecção de quadros (e réplica de 100ms) para diversos níveis de
ruído gaussiano branco aditivo, usando DF = 90ms e ΩF = 95% no esquema com ajuste
dos limites (L[0], ..., L[Nbit+1]) e de α.
4.3 AJUSTE DE ΩF E DF
Para analisarmos o efeito do ajustes de DF , e considerando que o esquema aplica um
delta entre quadros, a Figura 4.5 ilustra as posições dos quadros subsequentes n e n+1 para
o aumento de DF , mantendo-se ΩF ﬁxo. Os trechos hachurados em cinza escuro no eixo
das abscissas indicam a diferença entre os intervalos dos quadros subsequentes. O aumento
de DF , mantendo-se ΩF ﬁxo, aumenta a separação entre os trechos diferentes, tendendo a
reduzir a correlação das distribuições espectrais nesses intervalos, e, pela aplicação do delta
entre quadros, tende a aumentar o desvio padrão de |T [n, k], k = 1, ...Nbit|, melhorando a
robustez. Para ΩF constante, a razão entre a média das defasagens de quadros [0,∆F/2],
que afetam o erro em V [n, k], e DF , que afeta o valor de V [n, k], se mantém ﬁxa. Logo, é
razoável supor que a precisão não seja afetada pela variação de ∆F , para ΩF constante.
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Figura 4.5: Variação de DF , mantendo ΩF ﬁxo. Os trechos hachurados em cinza escuro no
eixo das abscissas indicam a diferença nos intervalos entre os quadros n e n+1, e o trechos
hachurados em claro indicam a intersecção. O aumento de DF aumenta a separação entre
as posições das diferenças entre os intervalos.
Na comparação de desempenho de detecção, Nbits é previamente ajustado com base em
testes com o corpus para cada conﬁguração de parâmetros, de forma a limitar o número
de agrupamentos da matriz de autossimilaridade em no máximo 10. Os testes de precisão,
robustez, e o teste conjunto de precisão e robustez são realizados para diversos valores
de DF (ms) ∈ {40, 50, 60, 70, 80, 90, 100}, mantendo-se ΩF = 0, 95 ﬁxo, para o método
proposto na Seção 4.2, com adaptação de α e dos limites L[i], i = 0, 1, ...Nbit + 1. As
curvas de densidade de probabilidade são ilustradas na Figura 4.6. Observa-se que a
precisão é pouco afetada se ΩF é mantido ﬁxo. Também observa-se uma melhoria da taxa
de detecção de quadros com o aumento de DF .
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 µ=1,83, σ2=0,94, Detecção(d
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=1)=54,47%
BER por bit da AF



























































 µ=1,95, σ2=0,76, Detecção(d
max
=1)=47,42%
Figura 4.6: FDP para testes de precisão (esquerda), robustez contra ruído branco aditivo a SNR= 25dB (centro) e conjunto de robustez e
precisão (direita), ΩF = 95%, para com DF = 50ms (acima), DF = 70ms(meio), e DF = 90ms (abaixo).
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Figura 4.7: Taxa de detecção de réplica para DF ∈ [40ms, 100ms], para áudio mascarado
com ruído branco a SNR= 25dB (esquerda), 20dB (centro) e 15dB (direita), para o
esquema adaptativo, para ΩF = 0, 95.
A Figura 4.7 mostra as probabilidades de detecção de réplica do esquema adaptativo
para áudio mascarado com ruído branco com SNR= 25dB (esquerda), 20dB (centro) e
15dB (direita), calculadas a partir da taxa de detecção de quadros pela Eq. (4.7), para
DF (ms) ∈ [40, 100] e ΩF = 95%. Observa-se que para réplicas de 200ms a melhor proba-
bilidade de detecção é obtida para quadros mais longos, para todas as SNR analisadas.
Para o mascaramento mais severo com SNR=15dB, a soma das probabilidades de detecção
de réplica de 100ms e 200ms é maximizada para DF = 80ms. Dessa forma, ajustamos
DF = 80ms para otimizar o desempenho de detecção.






















































Figura 4.8: Variação de ∆F , mantendo DF ﬁxo. Ao trechos hachurados em cinza escuro
no eixo das abscissas indicam a diferença nos intervalos entre os quadros n e n + 1, e o
trechos hachurados em claro indicam a intersecção.
Para analisarmos o efeito do ajustes de ∆F , a Figura 4.8 ilustra as posições dos quadros
subsequentes n e n+ 1, para DF ﬁxo, variando ΩF . O aumento de ∆F , mantendo-se DF
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ﬁxo, reduz o espaçamento ΩF , portanto aumenta o erro de bits por desalinhamento de
quadros na segmentação entre os limites de trechos replicados, piorando a precisão. A
robustez deve melhorar com o aumento de ∆F , devido ao efeito do delta entre quadros
em |T [:,m],m = 1, 2, ...Nbit|, com a redução do intervalo de intersecção entre os quadros
n e n+ 1 e com o aumento da separação temporal dos intervalos disjuntos.
Na comparação de desempenho de detecção, Nbits é previamente ajustado para li-
mitar o valor esperado do número de agrupamentos da matriz de autossimilaridade em
no máximo 10. Os testes de precisão, robustez, e o teste conjunto de precisão e ro-
bustez são realizados para diversos valores de ΩF (%) ∈ {94, 95, 96, 97, 98}, mantendo-se
DF = 80ms ﬁxo, para o método proposto na Seção 4.2, com adaptação de α e dos limites
L[i], i = 0, 1, ...Nbit+1. A função de densidade de probabilidade na Figura 4.9 mostra que
a precisão piora com a redução de ΩF . Entretanto a redução de ΩF leva a uma melhoria
da robustez, com aumento da taxa de detecção de quadros, pois há um aumento da relação
entre as durações dos intervalos disjuntos e do intervalo comum das janelas vizinhas, com
um aumento da variância de T [n,m]. A FDP obtida com análise conjunta de precisão e
robustez mostra que, para esse nível de ruído (SNR=25dB), a robustez aumenta com o
aumento de ΩF .
A Figura 4.10 mostra as taxas de detecção de réplicas do esquema adaptativo para
áudio mascarado com ruído branco aditivo de SNR=25dB (esquerda), 20dB (centro) e
15dB (direita), calculadas a partir da taxa de detecção de quadros pela Eq. (4.7), para
diversos valores de ΩF (%) ∈ {94, 95, 96, 97, 98}, com DF = 80ms. Observa-se que a taxa
de detecção de réplicas aumenta com ΩF . Dessa forma, ajustamos ΩF = 98%, que será
usado nos testes subsequentes.
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Figura 4.9: FDP para testes de precisão (esquerda), robustez contra ruído branco aditivo a SNR= 25dB (centro) e conjunto de robustez e
precisão (direita), com DF = 80ms, para ΩF = 94% (acima), ΩF = 96% (meio), e ΩF = 98% (abaixo).
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Figura 4.10: Taxa de detecção de para quadros e réplicas de 100ms e 200ms, para ΩF (%) ∈
[94, 99], para áudio mascarado com ruído branco a SNR=25dB (esquerda), 20dB (centro)
e 15dB (direita), para o esquema adaptativo, para DF = 80ms.
4.4 AJUSTE DAS DISTÂNCIAS DOS DELTAS ENTRE SUB-BANDAS E
ENTRE QUADROS
Analisamos nesta seção se o emprego de deltas distantes entre sub-bandas ou entre
quadros pode aumentar a variância das distribuições de T [n,m], e, consequentemente,
elevar a robustez contra inserção de ruído.
Em [151, 152, 153] argumenta-se que, devido à correlação das energias de bancos
de ﬁltro (FBE- Filter Bank Energies) de sub-bandas vizinhas ou de quadros vizinhos,
a análise de sinal pela aplicação de deltas é pouco robusta contra a inserção de ruído.
Entretanto, nenhuma análise de correlação deW [n,m] é feita. Com base nos trabalhos de
uso de ﬁltros em FBE's para remover efeitos de distorções lineares de canal na aplicação
de reconhecimento de voz [154, 155], além dos ﬁltros na frequência e no tempo usados
em [2], descritos com base na transformada Z, são testados dois outros ﬁltros alternativos
no tempo, vide Eqs. (4.10) e (4.10). Os ﬁltros T2 e T3 correspondem a uma fórmula
de regressão típica e ao ﬁltro RASTA [153], respectivamente. Nos testes empíricos em
[152] para o conjunto de teste mais ruidoso, com dmax = 1, o desempenho de detecção é




k(Zk − Z−k) (4.10)
HT3(Z) =
2 + Z−1 − Z−3 − 2Z−4
10Z−4(1− αZ−1) (4.11)
Nos codiﬁcadores de voz, baseados no modelo fonte-ﬁltro, a distribuição espectral do
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sinal é considerada quasi-estacionária para curtos intervalos de tempo. Portanto, para
quadros com duração muito curta, o delta entre quadros adjacentes T [n,m] = V [n,m]−
V [n−1,m] pode gerar valores de T [n,m] próximos do limiar nulo de quantização e menos
robustos contra distorção por inserção de ruído. Dessa forma, uma opção interessante
seria o uso de delta entre quadros mais distantes, com afastamento de N∆F quadros,
conforme
T [n,m] = V [n,m]− V [n−N∆F ,m]. (4.12)
O espaçamento temporal entre os quadros é dado por ∆FN∆F . A Figura 4.11 ilustra
como a intersecção dos intervalos de quadros usados nos deltas cai com o aumento de N∆F .
A intersecção é nula para N∆F > 1/ΩF . Além da redução do intervalo de intersecção
entre os trechos, o aumento da distância entre os trechos não comuns dos quadros reduz a
correlação da distribuição espectral e, com isso, aumenta a variância de T [n,m]. A Figura
4.11 ilustra janelas dispostas de forma semelhante à Figura 4.8, entretanto, ao contrário
da variação de ΩF onde ∆F também varia, no caso da variação de N∆F , ∆F e DF são
constantes e, portanto, não é esperado o aumento dos erros decorrentes da defasagem de
quadros.
















































































Figura 4.11: Posição dos quadros empregados no cálculo de T [n,m], para N∆F = 1,
N∆F = 25 ou N∆F = 51. Os intervalos de intersecção entre os quadros são hachurados em
cinza claro, e diminuem com o aumento de N∆F , até se tornarem nulos para N∆F > 1/ΩF .
A Figura 4.12 mostra para um áudio A, que o desvio padrão de T [:,m] aumenta com
a distância N∆F até determinado ponto em que a correlação entre os intervalos disjuntos
seja quase nula. O efeito do ruído aditivo a SNR=25dB é medido pelo desvio padrão de
(TA+N1 [:,m]−TA+N2 [:,m]). Observa-se que as razões σ(TA[:,m])/σ(TA+N∞ [:,m]−TA+N [:
,m]) aumentam com N∆F até certo ponto, o que sugere que a robustez da detecção de
quadros contra ruído branco aditivo aumenta com N∆F .
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Figura 4.12: Desvio padrão de TA[:,m] (esquerda), TA+N1 [:,m]−TA+N2 [:,m] (centro), e a
razão entre os desvios padrões σ(TA[:,m])/σ(TA+N1 [:,m]− TA+N2 [:,m]) (direita), para os
bits m = 1, 2, ...6, para N∆F ∈ {1, 50}, DF = 80ms, ΩF = 98%.
Os testes de precisão, robustez, e o teste conjunto de precisão e robustez são realizados
para diversos valores de N∆F ∈ [1, 140], com DF = 80ms, Ω = 98%, para o método
proposto na Seção 4.2 com adaptação de α e dos limites L[i], i = 0, 1, ...Nbit+1. As curvas
de densidade de probabilidade são ilustradas na Figura 4.13. Observa-se que a precisão,
que esperávamos que se mantivesse constante, apresenta até uma pequena melhora com
o aumento de N∆F . A robustez contra inserção de ruído branco aditivo a SNR=25dB
aumenta com N∆F , conforme era esperado.
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 µ=1,73, σ2=0,97, Detecção(d
max
=1)=58,60%
Figura 4.13: FDP para testes de precisão (esquerda), robustez contra ruído branco aditivo a SNR= 25dB (centro) e conjunto de robustez e
precisão (direita), com ΩF = 98%, DF = 80ms, para N∆F = 1 (acima), N∆F = 26 (meio) e N∆F = 51 (abaixo).
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Na comparação de desempenho de detecção, Nbits é previamente ajustado para limitar
o valor esperado do número de agrupamentos da matriz de autossimilaridade em no má-
ximo 10. A taxa de detecção de réplicas, dada pela Eq. (4.7), depende do número de qua-
dros contidos nas réplicas, que para esse caso é dado por N = (DR−DF−∆FN∆F )/∆F . A
Figura 4.14 mostra as taxas de detecção de réplicas para diversos valores deN∆F ∈ [1, 140],
para áudio mascarado com ruído branco aditivo de SNR= 25dB, 20dB e 15dB, para o
esquema adaptativo com DF = 80ms,ΩF = 98%. Observa-se que, como sugerido pela
análise de T [:,m], há uma melhora na taxa de detecção de quadros com o aumento de
N∆F . Entretanto, com a redução do número de quadros dentro das réplicas, não há uma
melhora na taxa de detecção de réplicas. Dessa forma, ajustamos N∆F = 1 para otimizar
o desempenho de detecção.
Cabe destacar a possibilidade de emprego de N∆F > 1 para melhorar a taxa de
detecção de quadros em aplicações como identiﬁcação de música por conteúdo, já que
nessa aplicação são empregadas granularidades bem maiores e a variação percentual de
N = (DR−DF −∆FN∆F )/∆F decorrente do aumento de N∆F não afeta tanto a taxa de
detecção.








































































Figura 4.14: Taxa de detecção de quadros e réplicas de 100ms, 150ms e 200ms, para
N∆F ∈ [1, 50], para áudio mascarado com ruído branco aditivo a SNR=15dB (esquerda),
20dB (centro) e 25dB(direita), para o esquema adaptativo com DF = 80ms,ΩF = 98%.
Em [151, 152, 153], são testados dois outros ﬁltros alternativos na frequência, vide
Eqs. (4.13) e (4.14). Os ﬁltros F2 e F3 correspondem a um ﬁltro IIR passa-alta e um
ﬁltro FIR passa-banda, respectivamente. Nos testes empíricos para o conjunto de teste
mais ruidoso, com dmax = 1, o desempenho de detecção é melhorado em até 5% para o
uso de ﬁltro F3.
HF2(Z) =
η(1− Z−1)
(η + 1)(1 + η−1
η+1
)Z−1)
, η = 0, 5 (4.13)
HF3(Z) = Z − Z−1 (4.14)
Para o esquema adaptativo, que equaliza a média deW [n,m] para todas as sub-bandas,
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o emprego de deltas entre sub-bandas distantes, N∆S , descrito na Eq. (4.15), não deveria
aumentar a variância de V [n,m] para o sinal de áudio. Por outro lado, para um ruído
aditivo com distribuição espectral aproximadamente uniforme, W [n,m] é proporcional à
largura de sub-banda, portanto o uso de deltas entre sub-bandas distantes N∆S , conforme
a Eq. (4.15), tende a elevar a variância ﬁnal de V [n,m]. Por esta análise, o uso de deltas
distantes não melhoraria a robustez contra ruído aditivo.
V [n,m] = W [n,m]−W [n,m−N∆S ] (4.15)
A Figura 4.15 mostra para um áudio A, que o desvio padrão de T [:,m] aumenta
com o incremento de N∆S = 1 para N∆S = 2, porém não aumenta signiﬁcativamente
para N∆S > 2. O efeito do ruído aditivo a SNR=25dB é medido pelo desvio padrão de
TA+N1 [:,m] − TA+N2 [:,m], que é aproximadamente constante para N∆S = 2, 3, 4. Dessa
forma, observa-se que a razão entre os desvios padrões de T [:,m] para A e dos erros
TA+N1 [:,m] − TA+N2 [:,m] decorrentes do ruído aditivo aumentam com o incremento de
N∆S = 1 para N∆S = 2, porém não aumentam signiﬁcativamente para N∆S > 2.
























































































Figura 4.15: Devios padrões σ(TA[:,m]) (esquerda), σ(TA+N1 [:,m]−TA+N2 [:,m]) (centro),
e σ(TA[:,m])/σ(TA+N1 [:,m]−TA+N2 [:,m]) (direita), m = 1, 2, ...6, para N∆S ∈ {1, 2, 3, 4},
N∆F = 1, DF = 80ms, ΩF = 98%.
Na comparação de desempenho de detecção, Nbits é previamente ajustado para limi-
tar o valor esperado do número de agrupamentos da matriz de autossimilaridade em no
máximo 10. A média da taxa de detecção de quadros para 10 áudios é medida para
DF = 80ms, ΩF = 98%, N∆F = 1 e N∆S ∈ {1, 2, 3} usando o esquema com ajuste dos
limites (L[0], 1, ..., L[Nbit+1]) e de α, para diversos níveis de ruído aditivo, SNR de 15dB
a 25dB, conforme ilustra a Figura 4.16. A taxa de detecção de quadros para N∆S = 2
é superior à taxa para N∆S = 1. O incremento para N∆S = 3 não altera signiﬁcativa-




































Figura 4.16: Taxa de detecção de quadros, variando a SNR, para DF = 80ms, N∆F = 1,
ΩF = 98% e N∆S ∈ {1, 2, 3} no esquema com ajuste dos limites (L[0], L[1], ..., L[Nbit+1])
e de α.
4.5 TESTES COM ÁUDIOS LONGOS
A otimização do desempenho de detecção do esquema proposto pelo ajuste dos parâ-
metros foi feita apenas para áudios de 60s de duração. Entretanto, nos testes com áudios
de 150s observamos que para Nbits > 55 há na verdade uma piora da unicidade com um
aumento dos Falsos Positivos de Réplicas, e o ajuste de Nbits não é suﬁciente para limi-
tar os Falsos Positivos de Réplicas abaixo de 10. A Figura 4.17 ilustra o número Falsos
Positivos de Quadros e o número de agrupamentos 8-conectados de M (após operação de
fechamento). Para DF = 80ms a resolução espectral é de aproximadamente 13Hz, logo
o número de coeﬁcientes espectrais na banda empregada é de 300. A piora da unicidade
para Nbits > 55 pode ser explicada pelo fato do aumento de Nbits gerar sub-bandas com
poucos coeﬁcientes espectrais, o que pode aumentar a correlação dos bits de AF.
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Número de Falsos Positivos de Quadros
Número de Elementos 8−conectados
Figura 4.17: Número de Falsos Positivos de Quadros e de agrupamentos 8-conectados de
M, variando Nbits, para áudios de 150s.
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5- USO DE DUPLA DETECÇÃO PARA APLICAÇÃO EM
ÁUDIOS LONGOS
Para o esquema proposto até o momento, a unicidade pode ser ajustada pelo limiar de
erro na detecção de quadros, dmax, ou pelo número de bits da AF, Nbits. Um aumento de
dmax acima de 1 elevaria bastante a complexidade do método de busca perfeita empregado.
Por outro lado, observamos que para áudios mais longos o aumento de Nbits pode não ser
eﬁcaz para a limitação dos Falsos Positivos de Réplica. Propomos então o emprego de um
novo critério de detecção de réplicas para limitar os Falsos Positivos.
Em [9], para detecção de estruturas repetidas em uma música A, para descartar pares
de quadros Falsos Positivos, ﬁltros morfológicos de imagem são aplicados à matriz de
autossimilaridade booleana M obtida após o uso de um limiar de detecção de quadros
δ(F (aj), F (ak)) ≤ τ para todos os pares (j, k) de quadros em A. Em [10], para o ali-
nhamento de versões de áudios com distorção em escala de tempo, os segmentos de AF
na matriz de autossimilaridade com padrão diagonal referentes a trechos repetidos são
identiﬁcados pela análise do histograma dos coeﬁcientes de reta, e um limiar de duração
mínima é usado para descartar os AF's Falsos Positivos.
Para a aplicação de réplicas curtas de áudio, a Figura 3.3 mostra que Falsos Positi-
vos de Quadros ocorrem em geral isolados ou em pequenos agrupamentos na matriz de
autossimilaridade. Por outro lado, os elementos detectados dentro de réplica possuem
um padrão diagonal, com mesma defasagem temporal. Dessa forma, podemos deﬁnir um
critério de detecção de réplica mais rígido que o critério δR(M(i, j)) = M(i, j) empregado
no Capítulo 3, para limitar o número de Falsos Positivos de Réplica, sem necessidade de
aumento de Nbits.
Propomos um critério que condiciona a detecção de uma réplica na posição (i, j) de
um par de quadros detectados, M(i, j) = 1 à existência de NQ elementos não-nulos de M
numa vizinhança de comprimento NJ na direção diagonal. O critério, portanto, dizima
os elementos isolados de M.
Para isso, usando a terminologia de operadores morfológicos, deﬁnimos um elemento
estruturante J, ilustrado na Figura 5.1, comNJ elementos não-nulos na diagonal principal:
J(i, i) = 1, i = 1, 2, ...NJ . (5.1)
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Figura 5.1: Elemento estruturante J com NJ = 43 elementos não-nulos.
Usamos a notação (J)i,j para deﬁnir a translação com deslocamento (i, j) de J a
partir do seu centro. O critério de detecção é deﬁnido por δ′R(M(i, j) = M(i, j).M2(i, j),
ondeM2(i, j) é não-nulo para (i, j) com ao menos NQ elementos não-nulos na vizinhança
deﬁnida por (J)i,j. M2 pode ser obtida com uso de uma matriz auxiliarM1 que representa
para cada ponto (i, j) a soma dos bits em sua vizinhança (J)i,j:
M1 =
∑
(J)i,j,∀(i, j)|(M(i, j) = 1); (5.2)
M2(i, j) =
{
1, se M1(i, j) ≥ NQ,
0, se M1(i, j) < NQ.
(5.3)
Este método de dupla detecção, com pós-processamento da matriz booleana, é descrito
na literatura cientíﬁca como integrador binário de janelas móveis e também tem sido
aplicado na detecção de RADAR [162].
Na Figura 5.2, uma matrizM artiﬁcialmente gerada ilustra a aplicação de δ′R(M(i, j))
em uma matriz M para NQ = 2, onde as setas escuras indicam Falsos Positivos de
Quadros e as setas claras indicam quadros detectados dentro de um intervalo de réplica
(esquerda superior). A matriz M1 (direita superior) e M2 (esquerda inferior), e a matriz
de detecção de réplicas (direita inferior) ilustram como os Falsos Positivos de Réplica
são descartados. Quanto menor o valor de NJ , menor será o número de Falsos Positivos
de Réplica e maior será o número de Falsos Negativos. Por outro lado, quanto maior
a duração NJ da janela, maior a taxa de detecção. O emprego deste critério permite,
portanto, limitaçar os Falsos Positivos de Réplica sem a necessidade de ajuste de dmax
ou Nbits. A complexidade computacional da aplicação de δ′R(M(i, j)) é proporcional ao
número de elementos não-nulos de M.
O uso de NJ maiores que NR, o número de quadros dentro do intervalo da réplica
existente no áudio, não melhoraria a taxa de detecção. Para detecção de réplicas curtas
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de 100ms, usaríamos, portanto, uma janela de 100ms. Logo, temos que (NJ − 1) =
(0, 1−DF )/∆F . Para DF = 70ms e ΩF = 0, 98, temos NJ = 21. Entretanto, na análise
de áudios reais, a existência e a duração da réplica são desconhecidas. Portanto, vários



























Figura 5.2: As setas escuras indicam Falsos Positivos de Quadros e as setas claras indicam
quadros detectados dentro de um intervalo de réplica (esquerda superior). A matriz M1
(direita superior) e M2 (esquerda inferior), e a matriz de detecção de réplicas (direita
inferior) ilustram como os Falsos Positivos de Réplica são descartados.
Para limitar o número de Falsos Positivos de Réplica, NQ é ajustado em função de Nbits
eNJ . Para um conjunto de 5 áudios, variamosNbits ∈ [25, 40] eNJ ∈ {13, 23, 43, 83, 163, 323},
e medimos o valor mínimo de NQ para o qual o número agrupamentos 8-conectados seja
inferior a 10 para todos os áudios. Os valores mínimos de NQ obtidos para áudios de 60s
(esquerda) e 240s (direita) são ilustrados na Figura 5.3. Observa-se, como esperado, que
NQ mínimo cai com um aumento de Nbits. O valor de NQ mínimo aumenta com o aumento
de NJ para Nbits ≤ 33. Para áudios com duração de 240s, mais próxima da duração média
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de áudios questionados reais, observa-se que o ajuste de NQ é suﬁciente para a limitar
os Falsos Positivos de Réplica. O valores de NQ mínimo caem com o aumento de Nbits,
e aumentam com o aumento de NJ para Nbits ≤ 42. Comparando com o resultado para
áudios de 60s, observa-se um aumento geral dos valores mínimos de NQ, o que tende a
reduzir a taxa média de detecção de réplica.















































Figura 5.3: Valor mínimo de NQ para conjunto de 5 áudios de 60s (esquerda) e 240s
(direita), para limitar o número de agrupamentos de elementos 8-conectados em M até
10, variando Nbits e NJ .
5.1 TESTES DE ROBUSTEZ COM AJUSTE DO NÚMERO DE BITS E
DE NJ
Os testes de robustez foram refeitos para o novo critério de detecção de réplica para a
conﬁguração DF = 70ms, ΩF = 98%, N∆F = 1 e N∆S = 2, usando o mesmo corpus usado
no Capítulo 4.
Para viabilizar as simulações e o ajuste dos parâmetros, ao invés de usarmos grandes
conjuntos de teste de áudios replicados, calculamos a probabilidade de detecção de répli-
cas indiretamente, a partir da taxa média de detecção de quadros, PQ. Para o cálculo
indireto da probabilidade de detecção de réplicas PR a partir de PQ, assumimos que a de-
tecção de quadros tem uma distribuição de Bernoulli, embora alguns mascaramentos como
compressão de áudio possam causar uma dependência temporal entre quadros próximos.
Seja FDP (k), k = 0, 1, ...Nbits a função de densidade de probabilidade de erro de bits
para áudio mascarado com ruído, obtida do histograma deﬁnido na Eq. (4.6) para vários
áudios, a taxa média de detecção de quadros de AF é dada por PQ =
∑dmax
k=0 FDP (k), e
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a taxa média de Falso Negativo de Quadros é PQ = 1 − PQ. A probabilidade de detec-
ção de réplica depende ainda de NJ , NQ e do número de quadros contidos nas réplicas,
NR = (DR −DF −∆F )/∆F .
Como o conjunto das sequências de NR bits consiste de um espaço amostral discreto,
as probabilidades discretas podem ser calculadas por força bruta. Entretanto, a comple-
xidade computacional de 2NR inviabiliza esse cálculo para valores elevados de NR. Em
uma revisão da literatura cientíﬁca, não foi encontrado nenhum método eﬁciente e exato
de cálculo da probabilidade de detecção para o uso de integrador binários com janelas
móveis. Em [162] é proposto um método de cálculo aproximado do desempenho do de-
tector Integrador Binário. O método proposto aproxima para zero a interdependência de
alguns termos do somatório de probabilidades discretas e desenvolve as equações apenas
para o caso NQ = NJ − 1. É destacado em [162] que para valores de NQ distantes de NJ
o método não fornece uma boa aproximação.
Propomos então um novo algoritmo de cálculo exato através do emprego de uma função
recursiva, descrito no Apêndice C.1, onde a probabilidade de detecção de réplica em janelas
de i bits, PR(i, NJ , NQ, PQ) é calculada variando i = NJ até i = NR. A complexidade do
cálculo é reduzida através do pré-cálculo de probabilidades, obtendo-se uma complexidade
proporcional a NR. Este método, entretanto, requer o emprego de memória proporcional
a 2NJ . Para o ajuste dos parâmetros do esquema de detecção de réplicas proposto, valores
elevados de NJ = 43 devem ser testados, logo o uso do método recursivo de cálculo exato
seria inviável. Dessa forma, um novo método de cálculo aproximado de PR(i, NJ , NQ, PQ)
foi proposto, com base no cálculo das probabilidades das somas dos bits de cada janela
móvel de comprimento NJ , conforme descrito no Apêndice C.2. O método aproximado
oferece uma boa estimativa de PR, mesmo para valores de NQ distantes de NJ , como
mostra a Figura C.4.
A taxa de detecção de quadros média para 10 áudios de 60s de diferentes falantes,
PQ, é medida para diversos níveis de ruído branco aditivo, SNR= 15dB, 20dB e 25dB,
conforme ilustrado na Figura 5.4. Observa-se que PQ é reduzida com o aumento de Nbits,
o que é esperado já que a tolerância a erro dmax = 1 é mantida ﬁxa, logo a tolerância
percentual de erro, 1/Nbits, cai com Nbits.
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Taxa de detecção de quadros para SNR=15bB
Taxa de detecção de quadros para SNR=20bB
Taxa de detecção de quadros para SNR=25bB
Figura 5.4: Taxa média de detecção de quadros, PQ, para 10 áudios mascarados com ruído
branco aditivo a SNR=15dB, 20dB e 25dB, medida para diversos valores de Nbits.
A probabilidade de detecção de réplicas é calculada indiretamente a partir de PQ,
usando o método aproximado proposto, descrito no Apêndice C.2. Os parâmetros de
Nbits e NJ são ajustados para maximizar a probabilidade de detecção de réplicas para
o critério δ′R. O valor mínimo de NQ é previamente obtido em função de Nbits e NJ ,
conforme ilustrado na Figura 5.3.
Nas simulações são testados valores NJ ∈ {13, 23, 43, 83, 163, 323} e Nbits ∈ [25, 40], e
calculamos a probabilidade de detecção de réplica indiretamente a partir de PQ, através
do método de cálculo aproximado descrito no Apêndice C.2.
A Figura 5.5 mostra a probabilidade de detecção de réplicas de 100ms (esquerda) e
130ms (direita), em um áudio de 60s mascarado com ruído branco aditivo a SNR=15dB.
Observa-se que para a réplica de 100ms, o melhor desempenho de detecção de réplica,
acima de 40%, é obtido para Nbits = 36 e NJ ≥ 23. Para a réplica de 130ms, observa-
se também que o aumento de NJ aumenta a probabilidade de detecção da réplica até
NJ = NR, ou seja, NJ = 43.
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Figura 5.5: Probabilidade de detecção de réplicas de 100ms (esquerda) e 130ms (direita)
em um áudio de 60s mascarado com ruído branco aditivo a SNR=15dB, calculada indi-
retamente para valores NJ ∈ {13, 23, 43, 83, 163, 323} e Nbits ∈ [25, 40].
Para um áudio de 240s mascarado com ruído branco aditivo a SNR=15dB, com réplicas
entre 100ms e 190ms, o ajuste de NJ e Nbits para maximizar a taxa média de detecção
de réplicas é ilustrado na Figura 5.6. A taxa média de detecção de réplicas de 100ms é
quase nula para todas as conﬁgurações. Ajustamos Nbits e NJ de forma a maximizar a
soma das probabilidades de detecção de réplicas de 100ms, 130ms, 160ms e 190ms. As
melhores taxas de detecção são obtidas para NJ ≥ (NR = 83) e Nbits = 25. Ressaltamos
que, apesar do aumento de NF no áudio longo, o que na detecção simples elevaria Nbits,
a melhor taxa de detecção é obtida para Nbits = 25, abaixo do valor obtido para áudios
de 60s.
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Figura 5.6: Probabilidade de detecção de réplicas de 100ms a 190ms, em um áudio de 240
s mascarado com ruído branco aditivo a SNR=15dB, calculada indiretamente a partir de
PQ, para valores NJ ∈ {13, 23, 43, 83, 163, 323} e Nbits ∈ [25, 50].
A taxa detecção de réplicas em um áudio de 60s mascarado com ruído branco aditivo
a SNR=15dB, 20dB e 25dB é ilustrada na Figura 5.7 (esquerda), para os parâmetros
Nbits = 36 e NJ = 43. Comparando este resultado com o desempenho do método de
detecção simples, vide Figura 4.10, concluímos que a aplicação da dupla detecção melhora
a robustez contra inserção de ruído aditivo. Para áudios de 240s, o desempenho de
detecção de réplica para os parâmetros NJ = 83 e Nbits = 25 é ilustrado na Figura 5.7
(direita), com uma probabilidade de detecção próxima de 100% para réplicas de 160ms.
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Figura 5.7: Probabilidade de detecção de réplicas de diversas durações em áudio mas-
carado com ruído branco aditivo a SNR=15dB, 20dB e 25dB, calculada indiretamente a
partir de PQ, com Nbits = 36 e NJ = 43 para áudio 60s (esquerda), e com Nbits = 25 e
NJ = 83 para áudio de 240s (direita).
5.2 TESTES DE ROBUSTEZ COM AJUSTE DO NÚMERO DE BITS, DE
ΩF , DF E NJ
.
Na análise anterior apenas Nbits e NJ foram ajustados para otimizar a probabilidade
de detecção de réplica para áudios de 60s e 240s. Nesta seção, fazemos uma otimização
mais ampla, com ajuste de ΩF , DF , Nbits e NJ .
Observamos que os parâmetros ótimos de detecção de réplica variam para diferentes
durações de réplica. Considerando que réplicas acima de 200ms tem uma detecção próxima
de 100%, deﬁnimos como uma métrica de desempenho a soma das probabilidades de
detecção para réplicas de 100ms, 130ms, 160ms e 190ms. Sejam NR(100ms) = (0, 1 −
DF )/∆F , NR(130ms) = (0, 13−DF )/∆F , NR(160ms) = (0, 16−DF )/∆F e NR(190ms) =
(0, 19−DF )/∆F , devemos maximizar a soma de probabilidades
S = PR(NR(100ms), NJ , NQ, PQ) + PR(NR(130ms), NJ , NQ, PQ)+
+PR(NR(160ms), NJ , NQ, PQ) + PR(NR(190ms), NJ , NQ, PQ).
(5.4)
Observamos que o aumento de NJ até NR melhora a taxa de detecção de réplica, e
para valores mais baixos de Nbits o aumento de NJ acima de NR pode reduzir a taxa de
detecção, pois causa um aumento de NQ. Ademais, os resultados mostram uma boa taxa
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de detecção para réplicas com duração maior que 200ms. Portanto, o uso de NJ maior
que o número de quadros correspondentes a 200ms não é interessante. Para simpliﬁcar o
processo de otimização dos demais parâmetros ajustamos NJ = (0, 2−DF )/∆F .
Ressaltamos que NQ e PQ variam com ΩF , DF e Nbits. O processo de otimização
é realizado para áudios de 60s de duração, para os intervalos de parâmetros ΩF (%) ∈
{94, 95, 96, 97, 98}, DF (ms) ∈ {50, 60, 70, 80, 90} e Nbits ∈ {25, 28, 31, 34, 37, 40, 43}. Para
áudios de 240s de duração, por limitação de memória, excluímos ΩF = 98% dos teses, e o
desempenho é maximizado para ΩF (%) ∈ {94, 95, 96, 97}.
Tabela 5.1: Otimização do desempenho com ajuste dos parâmetros ΩF , DF e Nbits, para
NJ = NR(200ms).
Duração S ΩF DF Nbits
60s 3,53 97% 50ms 25
240s 1,94 97% 70ms 25
A Tabela 5.1 mostra os resultados do ajuste dos parâmetros. Observamos que mesmo
com a redução de Nbits, o que aumenta a probabilidade de colisão, o método de dupla
detecção é eﬁciente no descarte dos Falsos Positivos de Réplicas. A redução de Nbits,
com uma tolerância de erro ﬁxa dmax, aumenta a probabilidade de detecção de quadros
PQ e o desempenho de detecção de réplicas. Observamos ainda ajustes distintos para o
parâmetro DF , o que conﬁrma que os parâmetros devem ser ajustados para cada duração
de áudio.
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Duração da Réplica (s)
 
 
DA=60s, SNR=15dB, Nbits=25,ωF=0,97, DF=50ms,
DA=240s, SNR=15dB, Nbits=25,ωF=0,97, DF=70ms
Figura 5.8: Probabilidade de detecção de réplicas de 100ms a 450ms de duração, calculada
indiretamente a partir de PQ conforme os ajustes da Tabela 5.1, para áudios com duração
de 60s (linha sólida) e 240s (linha pontilhada), mascarados com ruído branco aditivo a
SNR=15dB.
A Figura 5.8 ilustra a probabilidade de detecção de réplicas de 100ms a 450ms de
duração, calculada indiretamente a partir de PQ conforme os ajustes da Tabela 5.1, para
áudios com duração de 60s (linha sólida) e 240s (linha pontilhada), mascarados com
ruído branco aditivo a SNR=15dB. O desempenho de detecção para áudios de 60s com o
ajuste dos parâmetros é melhor que o resultado anterior ilustrado na Figura 5.7. O ajuste
dos parâmetros nos limites dos intervalos testados, como Nbits = 25, mostra que testes
complementares com intervalos mais amplos são necessários. Os resultados comprovam a
aplicabilidade deste método de detecção de réplicas, mesmo para áudios longos mascarados
por inserção de ruído.
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6- CONCLUSÕES
As simulações no Capítulo 3 mostraram que o esquema de AF adaptativo inicialmente
proposto detecta trechos replicados de voz com duração tão curta quanto 100ms, mesmo
na presença de distorções de amplitude ou no domínio da frequência. Entretanto, para dis-
torções como adição de ruído branco Gaussiano ou compressão de áudio, o desempenho de
detecção é regular. Como descrito no Capítulo 4, a adaptação do expoente α e dos limites
da banda de frequência para cada áudio, além do ajuste dos parâmetros como duração e
fator de sobreposição dos quadros para otimizar a detecção de réplicas, fornecem uma boa
taxa de detecção de réplicas, mesmo para réplicas de 100ms em áudios de 60s mascarados
com ruído aditivo a SNR=15dB. Observou-se que o ajuste de Nbits não é suﬁciente para
limitar os Falsos Positivos de Réplicas em áudios mais longos, logo, no Capítulo 5 é usado
um critério de dupla detecção pela integração binária de janelas diagonais movéis, o qual
permite a redução dos Falsos Positivos de Réplica sem a necessidade de ajuste de Nbits.
A probabilidade de detecção de réplicas é calculada indiretamente a partir da taxa de
detecção de quadros, para viabilizar a otimização do sistema pelo ajuste dos parâmetros.
Os resultados mostram uma boa taxa de detecção de réplicas tão curtas quanto 160ms,
em áudios de 4 minutos mascarados com ruído branco a SNR=15dB. Portanto, ao ﬁnal,
é obtido um método com boa usabilidade e robustez, para detecção de réplicas curtas em
áudios longos.
Como foi observado no Capítulo 3, a taxa de erro de bits de AF para voz intralocutor
intrasentença é menor para falantes com padrão de voz estável. Dessa forma, esse atributo
poderia ser empregado nos sistemas de classiﬁcação automática para análise da estabili-
dade da voz para o diagnóstico remoto e não invasivo de patologias do aparelho fonador
ou de distúrbios da fala. A análise do sinal de voz permite uma triagem remota, o que
pode ser útil para um diagnóstico precoce. A estabilidade da voz pode ser usada também
para estimação da idade do falante [163]. Em [164] é proposta a coleta do sinal pela rede
telefônica, para a classiﬁcação automática de quatro grupos distintos de nível patológico.
Diversos atributos já foram propostos para essa aplicação, como as medidas de estabili-
dade de pitch (jitter e shimmer), MFCC's, análise de harmonicidade [165, 166, 167], DFA
(Detrented Fluctuation Analysis) e a RPDE (Recurrence Probability Density Entropy)
[168]. Uma vantagem de uso de taxa de erro de bits de AF é a possibilidade do emprego
de falas repetidas referentes a um texto controlado, sem necessidade de um treinamento
prévio, coleta assistida de voz, ou mesmo de uma posterior segmentação de fonemas.
As simulações também mostraram que o esquema proposto no Capítulo 4, com adap-
tação de α e da banda de frequência, produz uma representação mais invariante a deslo-
camentos da distribuição espectral devido à mudança de escala no tempo, que consiste em
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uma distorção comum em meios de difusão de música. Ademais, as simulações também
sugerem que para áudios com granularidades maiores o emprego de deltas entre quadros
distantes pode melhorar a robustez. Dessa forma, uma possível linha de pesquisa seria a
análise de desempenho deste esquema em aplicações de MIR.
Dentre as aplicações para esquemas de AF descritas no Capítulo 2, podemos ressaltar
o potencial de emprego do método adaptativo proposto para:
1. A análise da qualidade de áudio comprimido: os erros entre bits de AF de mesmo
índice do áudio original e do codiﬁcado podem mostrar variações no tempo, decor-
rentes do chaveamento dinâmico da taxa ou do métodos de codiﬁcação para sinais
vozeado/não vozeado/ ruído; ou variações nas sub-bandas, decorrentes da diferença
de codiﬁcação de bandas alta e baixa. O esquema de [2], que usa uma divisão de
sub-bandas ﬁxa, pode gerar bits com baixa variância pouco úteis na análise de erro,
e possui uma baixa resolução temporal comparado a algoritmos de medida de qua-
lidade (PEAQ), como ressaltado em [145]. O método adaptativo proposto nivela
a variância dos bits de todas as sub-bandas e melhora a resolução temporal com a
redução da duração dos quadros.
2. Sincronização e cancelamento de ruído de fundo de referência: No esquema proposto,
a robustez pode ser ajustada pelos parâmetros dmax, Nbits e NQ para detecção do
áudio de referência, mesmo que esteja misturado à voz. A boa resolução temporal
permite uma melhor sincronização, mas outras formas do elemento J devem ser
testadas para aumentar a tolerância contra variações da taxa de reprodução.
3. O uso de AF na geração de chaves dependentes de conteúdo para esquemas de
marca d'água digital de áudio: Nesta aplicação a AF deve ser bastante robusta,
pois qualquer erro de bit modiﬁcaria a chave. O ajuste do expoente α se mostrou
interessante para melhoria da robustez. Ademais, o método adaptativo proposto
permite gerar AF's com uma distribuição mais próxima de uma i.i.d., e, portanto,
gerar chaves com maior entropia.
Como resultado, podemos também destacar a proposta de dois novos métodos de
cálculo da probabilidade de desempenho do integrador binário com janela móvel, um exato
e outro aproximado com baixo erro percentual. Este critério de detecção se mostrou muito
eﬁciente na redução dos falsos positivos, o que permite um ajuste da tolerância relativa
de erro do detector primário sem aumento da complexidade do método de busca. Tais
métodos de cálculo podem ser usados também para estimativa de desempenho em outras
aplicações do integrador binário, como na detecção de RADAR. Ademais, o desempenho
da integração binária pode ser comparado ao de outros métodos de dupla detecção usados
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A- FONÉTICA E ACÚSTICA FORENSE
As análises de evidências de áudio contendo voz aplicáveis em procedimentos judi-
ciais, que abrangem conhecimentos multidisciplinares dentro de uma área comumente
denominada de Fonética Forense, engloba diversos tipos de exames, como a comparação
ou identiﬁcação de locutor; a análise de conteúdo de áudio com baixa inteligibilidade,
por meio de técnicas de melhoria de áudio ou da análise acústico-linguística de locuções
questionadas; ou a veriﬁcação de edições ou fonte de áudio, que engloba a análise da
origem e da integralidade da evidência de áudio. Em um contexto mais amplo, a análise
de evidências de áudio, como a identiﬁcação de disparos de arma de fogo e classiﬁcação
da munição com base nos estampidos, ou a identiﬁcação do ambiente acústico onde o
áudio foi capturado a partir da análise dos componentes de reverberação, é denominada
de Acústica Forense. Uma visão geral destas áreas de aplicação, com uma descrição mais
detalhada de exames em Acústica Forense, é feita em [169].
A relevância da Fonética Forense decorre da grande disponibilidade da evidências
de áudio contendo voz, que podem tanto ser apresentadas por partes interessadas no
processo, quanto terem sido capturadas por meio de interceptação legal. Diversos grupos
de trabalho, no âmbito governamental, em esfera nacional ou internacional foram criados
para desenvolver ou tentar padronizar a análise forense de áudio, como:
• Grupo de Trabalho em Voz e Áudio Forense (Forensic Speech and Audio Analysis
Working Group - FSAAWG), no âmbito da Rede de Institutos Europeus de Ciência
Forense (NFSI),
• Unidade de Análise Forense de Vídeo, Imagem e Áudio (Forensic Analysis of Video,
Image and Audio Unit - FAVIAU), no âmbito do FBI-EUA.
• Grupo de Trabalho em Áudio Forense, no âmbito do Grupo Cientíﬁco de Traba-
lho em Mídias Digitais (Scientiﬁc Working Group on Digital Evidence - SWGDE),
formado por diversos órgãos do governo americano.
Outros grupos de trabalho com propósito semelhante também foram criados por re-
presentantes da comunidade cientíﬁca ou da indústria:
• Grupo de Trabalho em Áudio Forense AES-WG-12, no âmbito do comitê de padro-
nização da Sociedade de Engenharia de Áudio (Audio Engineering Society - AES).
• Grupo de pesquisa aplicada na Alemanha Fraunhofer Institute for Digital Media
Technology, que também desenvolve pesquisa em autenticidade de áudio.
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Os desaﬁos impostos na aplicação de análise de áudio forense, com diversos problemas
em aberto, também têm atraído o interesse da comunidade cientíﬁca.
A.1 ANÁLISE DE AUTENTICIDADE DE ÁUDIO FORENSE
O termo autenticação é comumente usado no contexto forense para descrever o esta-
belecimento dos fundamentos legais para admissibilidade de um registro de áudio em um
processo judicial. Com base na casuística dos diversos tipos de exame de acústica forense,
pode-se aﬁrmar que a análise da autenticidade de áudio é uma das principais tarefas de
peritos forenses em áudio, pois em diversos países este é um requisito para a admissibili-
dade da evidência de áudio digital. Esta preocupação dos tribunais a respeito da aceitação
da evidência de áudio digital advém da incerteza acerca de sua autenticidade, devido à
facilidade de edição e à ausência de um método automático e conﬁável de veriﬁcação de
integridade de áudio digital.
O padrão AES27-1996-(r2007) [170], publicado pelo Grupo de Trabalho WG-12 da
Sociedade de Engenharia de áudio, deﬁne uma gravação autêntica como: "Uma gravação
realizada simultaneamente aos eventos acústicos, e de forma totalmente consistente com os
métodos de gravação alegados pela parte que a produziu; uma gravação livre de artefatos
inexplicáveis, alterações, adições, supressões ou emendas". A análise de autenticidade
é deﬁnida pela mesma norma como: "Um exame, usualmente com propósitos forenses,
que visa a determinar se uma dada gravação foi feita de eventos acústicos alegados pela
parte que a produziu, e da forma alegada pela parte, e veriﬁcar se consiste de uma cópia
ou se é uma gravação original". Dessa forma, a análise de autenticidade de áudio visa
atestar, na medida do possível, se a gravação de áudio corresponde a uma representação
ﬁdedigna dos eventos acústicos capturados de uma forma, em um lugar e em um tempo
especíﬁcos, e pode englobar tanto a veriﬁcação da origem, quanto da integralidade do
áudio apresentado.
A análise da origem da evidência está associada às condições, como o meio, o equipa-
mento usado na captura, o tempo e o local em que o sinal de áudio primário foi capturado.
Dessa forma, a análise de origem engloba, além da análise do sinal de áudio, a análise da
mídia de suporte, dos metadados e do equipamento usado na captura. Apesar de clones
ou cópias íntegras transcodiﬁcadas do áudio serem admissíveis em algumas cortes judici-
ais, a veriﬁcação da origem da mídia questionada também pode ser útil para identiﬁcar
fraudes, caso inconsistências sejam observadas entre uma evidência apontada como mídia
original e as características do equipamento usado na captura.
A análise de integridade (ou veriﬁcação de edições) visa identiﬁcar a presença de
edições no áudio, como mascaramentos ou descontinuidades decorrentes de supressões,
inserções, remanejamentos e emendas de trechos no sinal de áudio.
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Podemos também classiﬁcar as análises de acordo com os recursos empregados como:
perceptual, baseada na análise visual de gráﬁcos do sinal no domínio do tempo/frequência
ou na oitiva atenta; assistida, onde softwares são empregados para visualização de atribu-
tos acústicos especíﬁcos, como a variação da fase de um componente harmônico do sinal
(e.g. interferência da rede elétrica); ou automática, através do emprego de algoritmos
para identiﬁcação de edições ou da origem do áudio.
Alguns softwares, como o Ikar Lab [171] ou o Audio Forensic Toolbox [172], possuem
recursos de análise automática de autenticidade de áudio, mas não fornecem uma boa do-
cumentação acerca da abordagem nem da precisão dos métodos empregados. Na prática,
devido à ausência de ferramentas comerciais de análise automática, em geral o exame de
autenticidade de áudio é feito de forma perceptual ou assistida. A análise perceptual é
feita pela oitiva atenta de aspectos linguísticos e suprasegmentais, em conjunto com a
análise acústica visual da forma de onda, de espectrogramas, espectro de longo termo,
e atributos intrínsecos da voz, como pitch e formantes. Na análise assistida, uma abor-
dagem comum é a pesquisa de descontinuidade de fase em componentes harmônicos do
sinal de áudio, como a interferência da rede elétrica, como pelo uso do espectro de fase
no software Adobe Audition TM.
Os métodos automáticos de veriﬁcação de autenticidade podem ser categorizados de
acordo com a abordagem como: Autenticação Ativa, onde uma informação é adicionada
ao áudio original no momento da captura sem alterar seu conteúdo perceptual, para ser
empregada em um processo de veriﬁcação de origem e integridade posterior; ou Auten-
ticação Passiva, onde a análise é feita exclusivamente com base na informação contida
no sinal de áudio ou em metadados. A Autenticação Ativa, pelo uso de primitivas crip-
tográﬁcas ou pelo emprego de marca d'água digital em áudio, permitiria a veriﬁcação
de integridade e origem do áudio, entretanto não parece razoável que em pouco tempo
recursos de Autenticação Ativa estejam disponíveis em gravadores de áudio comerciais.
Dessa forma, os métodos de Autenticação Passiva continuam sendo a única alternativa
disponível para análise de evidências de áudio, e todos os métodos disponíveis devem ser
empregados para elevar a conﬁabilidade geral do exame.
Cabe ressaltar que conceitos distintos de autenticação passiva e ativa existem em di-
versos campos de aplicação. Entretanto, a deﬁnição aqui adotada é compatível com aquela
empregada na autenticação de áudio comercial. No capítulo 2, são descritas diferenças
entre o método de Autenticação Ativa de áudio comercial, por meio da técnica de marca
d'água digital em áudio, e o método de Autenticação Passiva, por meio da técnica de Au-
dio Fingerprinting. Embora a tecnologia de marca d'água em registros de áudio permita
tanto veriﬁcar a existência como identiﬁcar a posição de uma edição no áudio, nenhum
padrão comercial amplo foi desenvolvido até o momento. Por ﬁm, cabe destacar que na
autenticação passiva em áudio comercial, músicas são preprocessadas para a extração e
armazenamento de uma assinatura acústica (Audio Fingerprint) em uma base de dados.
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Diferentemente, na aplicação de autenticação passiva de áudio forense, em geral, não há
uma base de dados com informações acessórias acerca do áudio questionado. Como citado
anteriormente, a análise é feita exclusivamente com base na informação acústica, o que a
torna mais difícil.
A seguir é apresentado um histórico do desenvolvimento de métodos automáticos de
Autenticação Passiva de áudio forense.
A.2 REVISÃO DOSMÉTODOS AUTOMÁTICOS PROPOSTOS PARAAU-
TENTICAÇÃO PASSIVA DE ÁUDIO FORENSE
As primeiras pesquisas sobre autenticação de áudio forense surgiram quando a prin-
cipal mídia de armazenamento era a ﬁta magnética, e o emprego de áudio digital ainda
não era difundido. Os métodos focavam principalmente na análise física da mídia [173,
174, 175, 176, 177].
Até pouco tempo, os exames em áudio forense se baseavam na análise de oitiva e
na busca visual por sinais característicos de acionamentos de gravadores [178] ou por
inconsistências do sinal no domínio do tempo e da frequência. A ausência de métodos
automáticos limitava a análise a áudios curtos [179].
Com a difusão dos padrões de áudio digital, novos métodos foram propostos para
a análise de autenticidade de áudio. Uma revisão mais recente dos métodos de análise
forense de áudio é fornecida em [180]. Diversas abordagens podem ser empregadas, como:
1. Análise dos efeitos da compressão de áudio: A identiﬁcação de inconsistências na
característica do oﬀset de quantização de coeﬁcientes da MDCT é proposta em
[181, 182] para a identiﬁcação de edições em áudios comprimidos com MP3 e AAC.
A detecção da dupla compressão MP3 é proposta em [183], pela análise do número
de coeﬁcientes MDCT nulos, e em [184], pela análise da distribuição do número de
coeﬁcientes nulos. Em [185] a detecção de dupla compressão MP3 é proposta pela
análise da similaridade da distribuição dos coeﬁcientes MDCT com a distribuição
teórica baseada na Lei de Benford. Em [186] é proposto um método para detectar
a dupla compressão com sobre-amostragem na segunda codiﬁcação. Em [187], um
conjunto de atributos extraídos do áudio, inclusive pelo emprego de análise biespec-
tral, é usado com um classiﬁcador SVM para detecção de dupla compressão de áudio
codiﬁcado em AMR (Adaptive Multi-Rate). Em [188] é proposto um método base-
ado na análise da regularidade interquadros das posições dos mínimos da função de
número de coeﬁcientes MDCT ativos (NAC) para identiﬁcar montagens em áudio.
O método é aplicável a codiﬁcadores de áudio que empregam os coeﬁcientes MDCT,
como AAC e Vorbis empregados nos testes, com um desempenho de detecção cor-
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reta em torno de 99% para uma taxa aproximadamente nula de falsa detecção. Em
[189], além dos coeﬁcientes MDCT, outros atributos descritos na norma ISO/IEC
13919-3, que variam de acordo com a implementação, são usados para a identiﬁca-
ção de compressão múltipla, para a detecção de montagens ou para a identiﬁcação
do codiﬁcador usado na compressão do áudio original. Portanto, como observado,
este tipo de abordagem pode ser usada tanto para veriﬁcar a originalidade quanto
a integridade do áudio questionado. Em [146] são propostos um método, baseado
na medição de qualidade de áudio decodiﬁcado, e outro método, baseado em esta-
tísticas de ordem superior da taxa de bit do áudio codiﬁcado, para a detecção de
compressão simples ou dupla, ou para a identiﬁcação de diversos codiﬁcadores como
AAC, AMR, G.709, GSM 6.10, GSM WAV, além do codiﬁcador MP3.
2. Análise de efeitos de reamostragem do sinal: Em [190], um método, baseado na
SVD e na análise do número de autovalores não nulos do sinal, é proposto para
veriﬁcar a ocorrência de reamostragem e interpolação do sinal. Esta abordagem é
usada, notadamente, na veriﬁcação da originalidade do áudio questionado.
3. Análise do ruído de fundo: Em [191], a correlação do ruído de fundo é usada para
detectar emendas em áudio digital. A análise de curtose é usada na detecção de des-
continuidades no nível de ruído para detectar emendas em [192]. Como observado,
esta abordagem de análise de ruído de fundo pode ser usada tanto na veriﬁcação da
integridade, quanto na veriﬁcação de originalidade do áudio questionado.
4. Análise de componentes harmônicos: Em [193, 194], a análise de fase com alta
precisão é usada para recuperar a informação de frequência da interferência da rede
elétrica (Electrical Network Frequency- ENF) no áudio questionado. Variações brus-
cas detectadas na ENF podem indicar edições fraudulentas de inserção, supressão
ou emenda de trechos de áudio. A informação da ENF é preservada mesmo após a
compressão MP3 e WMA com perdas [195], mas pode ser destruída com uma ﬁltra-
gem passa-banda. Além da análise de descontinuidade de fase, a série temporal de
frequências da ENF pode ser usada como uma assinatura temporal do áudio, a qual
pode ser comparada com registros de frequência da rede de distribuição elétrica no
local e horário alegado. Em [196], a análise baseada em um modelo autorregressivo
da ENF fornece uma boa detecção de trechos equivalentes para áudios com 512 s de
duração. Essa abordagem se assemelha à autenticação passiva de áudio comercial,
onde a Audio Fingerprint extraída da música é comparada com a Audio Fingerprint
armazenada em uma base de dados conﬁável. Na aplicação forense, a base da dados
registraria a variação temporal da frequência da rede elétrica.
5. Identiﬁcação do ambiente acústico: Técnicas de reconhecimento automático de am-
biente (Automatic Environment Identiﬁcation- AEI) podem ser empregadas na apli-
cação forense. A integridade do áudio pode ser veriﬁcada através da análise de coe-
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rência temporal das características dos componentes de reverberação estimados do
áudio, como proposto em [197, 198, 199, 200]. Em [201] é proposto um método de
estimação de componentes de reverberação baseado na subtração espectral seguida
de uma análise estatística. A robustez deste método é testada contra o mascara-
mento por compressão de áudio. Em [202] é proposto um método de detecção de
inserções de trechos de áudio de origem diferente, através da análise da coerência
da estimação da resposta ao impulso do canal de áudio e do ruído de fundo, entre
o áudio questionado e um áudio de referência capturado nas condições alegadas.
6. Análise de descontinuidades do sinal: Edições em áudio podem ainda ser reveladas
através da detecção de transições abruptas do sinal de áudio. A análise biespectral
é usada para detectar não-linearidades locais [203]. Em [204], a WPD é aplicada
para detectar singularidades no sinal de voz. Em [205], a predição linear residual
da energia de sinal é usada para detectar pontos de edição. Esta abordagem pode
ser usada na veriﬁcação da integridade do áudio questionado.
7. Detecção de ruído branco aditivo: As edições em áudio podem ser facilmente mas-
caradas pela inserção de ruído, o que diﬁculta a identiﬁcação perceptual da emenda,
tanto pela oitiva quanto pela análise visual de espectrogramas. Em [159], um método
baseado na análise da taxa de cruzamento de zeros do sinal diferencial é proposto
para a identiﬁcação de adição de ruído branco após a edição. O autor considera que
um ruído aditivo de baixa intensidade, a uma SNR de 30 dB, já é suﬁciente para
mascarar o sinal. Portanto, o método emprega uma adição ativa de ruído branco
a uma SNR de 30dB. São realizados testes com amostras de voz com ruído branco
aditivo a uma SNR de até 35dB, com 5s, 1s e 500ms de duração, e uma boa detecção,
acima de 99%, é obtida.
8. Identiﬁcação do equipamento utilizado na gravação: Características intrínsecas do
dispositivo de gravação são obtidas por meio de um Modelo de Misturas Gaussianas
obtido de coeﬁcientes MFCC extraídos das vozes gravadas pelo dispositivo, e são
usadas para identiﬁcar microfones e telefones em [206, 207]. Estatísticas de ordem
superior podem ser aplicadas para modelar artefatos gerados pelo dispositivo, que
podem ser usados na identiﬁcação de microfones [208]. Em [209], a detecção de
inserções de trechos de 15s de duração em áudios coletados com microfones dis-
tintos, mesmo que sejam do mesmo modelo, é testada usando atributos de Audio
Fingerprint baseados em MFCC, PLP e bancos de ﬁltros de Gabor, e um classiﬁca-
dor K-NN é empregado na identiﬁcação. O melhor desempenho é observado para o
emprego dos bancos de ﬁltros de Gabor. Em [210] são empregadas 7 estatísticas no
domínio do tempo e 56 coeﬁcientes MFCC na representação do áudio para identiﬁ-
car o microfone usado na captura, usando diversos classiﬁcadores, com desempenho
razoável. Em [211], este método é melhorado pelo emprego de uma técnica de fusão
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de decisão ao nível dos classiﬁcadores. Em [212], é testado o emprego de coeﬁcientes
de Fourier na representação do áudio e a identiﬁcação do microfone usado na cap-
tura. Dessa forma, a identiﬁcação do equipamento usado na captura pode ser usada
tanto na veriﬁcação da originalidade, quanto da integridade do áudio questionado.
9. Detecção de transformação de voz: A transformação de pitch, pelos diversos mé-
todos propostos como PSOLA (Pulse Syncronization Overlap and Add) ou Phase
VOCODER, pode ser usada tanto para disfarce de voz quanto para modiﬁcar o
sentido de uma locução, como converter interrogações em aﬁrmações, ou vice-versa.
A transformação de voz [213] permite a transformação de uma locução mapeando
atributos acústicos para um padrão de outro locutor, o que pode ser usado tanto
para disfarce de voz, quanto para tentar imputar a autoria da fala a um locutor
qualquer. Diversos métodos de transformação de voz foram propostos, e os sistemas
de reconhecimento automático de locutor são em geral vulneráveis a este tipo de edi-
ção fraudulenta [214]. Dessa forma, diversos métodos automáticos foram propostos
para detecção de transformação de voz [215, 216, 217, 218].
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B- REVISÃO DE ESQUEMAS DE AUDIO
FINGERPRINTING
Como observado, não há um padrão único de abordagem para a identiﬁcação de áudio
por conteúdo para aplicações comerciais. O desempenho dos sistemas propostos depende
muito das bases de áudios analisadas, e pode ter sido otimizado para um corpus de áudio
especíﬁco. Dessa forma, a comparação dos métodos existentes necessita da deﬁnição de
métricas padronizadas de avaliação e do emprego de uma única base de dados de teste.
Alguns esforços neste sentido começaram a ser feitos. Em 2004, foi realizado um concurso
de métodos de identiﬁcação de música (Audio Description Contest-ADC) na Conferência
Internacional de Identiﬁcação de Informação de Músicas (ISMIR) [219]. No ano seguinte,
em 2005, foi realizado o uma competição de métodos em várias aplicações de áudio no
âmbito do MIREX(Music Information Retrieval Evaluation Exchange- Intercâmbio de
Avaliação de Identiﬁcação de Informação de Música) [220], o que vem sendo repetido anu-
almente, conforme descrito em [221]. Um grande salto do desenvolvimento de sistemas
de MIR foi a criação do conjunto de testes MSD (Million Music Dataset), com milhões
de música com metadados, permitindo testes em uma escala realmente comercial. Entre-
tanto, as aplicações incluídas nas avaliações do MIREX, que vão desde a identiﬁcação de
música por conteúdo até segmentação automática de áudio, não incluem a detecção de
réplicas curtas.
Para construir um esquema de AF adequado à aplicação forense de detecção de répli-
cas, inicialmente nós analisamos a adequabilidade dos esquemas de AF existentes. Esta
análise deve considerar o tipo de sinal ao qual os esquemas são aplicados, a granularidade,
o desempenho de detecção, a robustez contra distorções e o método de busca empregado.
Em geral, a aplicação principal dos esquemas propostos fornece uma idéia acerca dos
requisitos de granularidade, do desempenho e da robustez. A maior parte dos sistemas
analisados foram propostos para a identiﬁcação de música por conteúdo, e, portanto,
empregam granularidades longas.
Em [222] o desempenho dos sistemas propostos por [77, 223, 50] são avaliados para um
conjunto de teste gerado pela captura de áudio de 39 músicas a partir do áudio recebido
em um telefone celular. A curva ROC é gerada para cada modelo e o modelo identiﬁcado
como mais robusto é aquele proposto por [77].
Na análise detalhada dos esquemas de Audio Fingerprinting a seguir, os métodos são
divididos em grupos como sugerido em [24], conforme diferenças mais signiﬁcativas das
abordagens.
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B.1 GRUPO 1: SISTEMAS QUE USAM ATRIBUTOS EXTRAÍDOS DE
MÚLTIPLAS SUB-BANDAS
O mapeamento dos coeﬁcientes de Fourier pela aplicação de bancos de ﬁltros seguido
do cálculo de alguma estatística reduz bastante a dimensionalidade, uma vez que o número
de sub-bandas é bem menor que o comprimento da DFT. O sistema mais citado deste
grupo é o proposto pela PHILIPS por Haitsma [2], descrito detalhadamente na Seção
2.4.1.
O sistema proposto em [63, 64] emprega descritores de áudio de baixo nível (LLD-
Low Level Descriptors) previstos no padrão MPEG7, que fornece vários conceitos e ele-
mentos de descrição de áudio. O esquema emprega a sonoridade (Loudness), que estima
a percepção humana da intensidade do som, além de medidas como SFM e SCM, referen-
tes à relação entre componentes harmônicos e o ruído do áudio, também relacionados à
harmonicidade do sinal. A deﬁnição matemática destes atributos é feita em [30].
De acordo com o padrão MPEG-7, o áudio é segmentado em quadros de 30ms. Não
há descrição do emprego de sobreposição de quadros. Há uma ﬂexibilidade na escolha
da banda de frequência do sinal, com um intervalo típico de 250 a 4000Hz. A DFT é
obtida, e a banda é dividida em 16 sub-bandas, com uma escala logarítmica. Não há
informação acerca da taxa de amostragem do sinal. Se uma taxa de 8khz for empregada,
cada quadro de 30ms conterá 240 amostras, o que corresponde a uma baixa resolução em
frequência de 33Hz. Portanto, a divisão em 16 sub-bandas para posterior agrupamento
de coeﬁcientes e extração da medidas de SFM pode requerer uma amostragem do sinal
com taxa superior a 8kHz. Os atributos são calculados para cada sub-banda, e os vetores
obtidos são concatenados em grupos de 32 quadros, com uma granularidade ﬁnal de
960ms. Outras granularidades menores são testadas. O esquema emprega um método de
busca baseado em quantização vetorial (VQ/Nearest Neighboor). Os testes para áudio sem
distorção fornecem uma taxa de detecção de 99,97%. Cabe ressaltar que ao contrário da
maioria dos métodos estudados, que detectam 100% do áudio não distorcido, este método
não consegue uma detecção plena. Isto pode ser atribuído ao desalinhamento entre o
quadro da AF questionada e da AF rotulada, já que o método não utiliza sobreposição
de quadros. Não são fornecidos resultados de testes de robustez contra inserção de ruído
ou de compressão severa.
O Centróide Espectral (Spectral Centroid -SC) é um descritor de áudio, que indica o
"centro de massa"do espectro de uma sub-banda, e é usado em esquemas de AF, como
em [98, 95]. A deﬁnição matemática do SC é feita em [30]. Em [98] são usados atributos
SBE, SC, SFM e SCM, além das entropias de Renyi e Shannon, para codiﬁcar o AF. A
taxa média de detecção para diversos tipos de distorção é acima de 99% para trechos de
áudio de 5s, mas para trechos de 2,5s a taxa de detecção foi praticamente nula.
131
B.2 GRUPO 2: SISTEMAS QUE EMPREGAM ATRIBUTOS EXTRAÍ-
DOS DE UMA ÚNICA BANDA DE FREQUÊNCIA
Alguns esquemas usam métodos de análise de imagem para a análise da informação
bidimensional de amplitude da STFT, como no esquema bastante robusto proposto em
[50], usado no aplicativo Shazam, de identiﬁcação de música por conteúdo. Neste método
são detectados picos de energia espectrais (Spectral Energy Peaks- SEP) da STFT, onde
um ponto no espaço tempo-frequência é considerado um pico se tiver amplitude superior a
seus vizinhos. Esta representação por picos locais é denominada de mapa de constelação.
Não são fornecidos parâmetros de tamanho de janela ou sobreposição no cálculo da STFT.
A representação obtida é reduzida a um conjunto esparso de coordenadas, e não guarda
informação sobre amplitude, o que a torna robusta contra equalização. Alguns picos locais
são escolhidos como âncoras e os demais picos dentro de uma zona de inﬂuência do âncora
(Target Zone). Os picos são combinados em pares de coordenadas tempo-frequência,
representados pela defasagem temporal entre os picos locais e em relação ao início do
áudio. Esta representação, por pares de picos, reduz enormemente a complexidade do
algoritmo de busca, permitindo a sua execução em aparelhos celulares. Cabe destacar que
a codiﬁcação da AF a partir de duplas de picos locais produz uma representação menos
localizada no tempo, ou seja com maior granularidade, que os sistemas que empregam
apenas um máximo local na codiﬁcação da AF.
O desempenho deste método é medido para identiﬁcar músicas, com granularidades de
15s, 10s e 5s, corrompidas com ruído aditivo e compressão GSM.Para estas granularidades,
conclui-se que o esquema baseado em SEP é bastante robusto contra inserção de ruído.
Entretanto, este método não é capaz de identiﬁcar áudio modiﬁcados na escala temporal.
Esta abordagem é aplicada também em [12]. Em [7] é proposto um esquema para
detecção de réplicas de eventos de áudio em gravações de longa duração, para aplicações
como a análise de registros de áudio do dia-a-dia de um indivíduo. A busca é feita com
uma tabela hash, e o número de quadros de áudio equivalentes em uma janela de 2s é
usado como critério de detecção. Portanto, o método não seria capaz de detectar trechos
de áudio com duração inferior a 2s. Ademais, o desempenho relatado é bom apenas para
eventos de áudio estruturado com componentes espectrais bem deﬁnidos, como música ou
tons de discagem de telefonia. Para trechos de áudio contendo voz, onde picos locais de
energia espectral são menos proeminentes, o desempenho do método foi muito baixo.
Em [51] é aplicado o método de análise de imagem, SIFT (Transformação Invariante a
Escala- Scale Invariant Feature Transform), sobre a imagem 2D obtida da STFT, com o
objetivo de aumentar a robustez contra distorções de escala temporal. O cálculo da STFT
emprega 97 bandas de frequência, com limites deﬁnidos por uma escala logarítmica. Os
quadros possuem 2048 amostras, com um sobreposição de 50%. Os descritores SIFT
são obtidos a partir de picos de energia com informação de gradientes locais da imagem,
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gerando um vetor de dimensão 128 para cada descritor. Portanto, o atributo usado possui
uma melhor localização temporal que o esquema proposto em [50], que usa pares de picos.
Os testes empregam amostras de 60s de duração amostradas a 44kHz. A granularidade
usada nos testes é de 10s. Nos testes de desempenho o método detecta 100% do áudio
não distorcido ou escalado em até 20%, e detecta 94% do áudio com ruído adicionado a
uma SNR=18dB. A taxa de Falso Positivo não é analisada.
Em [87] o método SURF (Speed Up Robust Features), que consiste em uma modiﬁcação
do método SIFT mais rápida, é aplicado ao cocleograma. Os testes mostram uma elevada
robustez contra variações de escala temporal, compressão e inserção de ruído.
Em [223] o espectrograma do áudio é tratado como uma superimposição de imagens, e
a extração dos atributos de AF é baseada no algoritmo Viola Jones, comumente aplicado
para a identiﬁcação de face.
Em [93] é proposto um método que usa a modulação de frequência como atributo,
mas os testes de robustez não abordam a compressão de áudio. O método proposto por
[62] usa a SFM e SCF como atributos para representar o áudio, e a robustez do método
é testada inclusive contra a compressão de áudio.
O método proposto pela Google [77, 76] codiﬁca o sinal usando a DWT, identiﬁcando
os picos de energia espectral, através dos maiores coeﬁcientes do domínio Wavelet, com
uma abordagem robusta, mas com elevada complexidade computacional.
B.3 GRUPO 3: SISTEMAS OTIMIZADOS POR TREINAMENTO, COM
DIVISÃO POR QUADROS E POR SUB-BANDAS
O sistema AudioDNA [88] usa uma abordagem semelhante à empregada em reconhe-
cimento de voz. O áudio é representado pela concatenação de classes de eventos de som,
representados por um alfabeto ﬁnito de símbolos, como empregado na representação de
fonemas. O sinal é segmentado em quadros de curta duração, tipicamente de 25ms. Com
um espaçamento de 10ms entre quadros, uma sobreposição de 60% é usada. O esquema
emprega coeﬁcientes Cepstrais, mas não informa o número de coeﬁcientes usado. As clas-
ses são estimadas através de um método de agrupamento não supervisionado e modelado
(HMM). A representação por sequências de estados captura a informação da evolução
temporal do áudio. Na busca é empregado um método de busca aproximada de sequên-
cias (strings) para identiﬁcar o áudio. A similaridade é medida por um método baseado
no algoritmo de Viterbi, com uma complexidade acima da média de outros sistemas. Nos
testes de detecção é empregada uma granularidade mínima de 6s. O trabalho não apre-
senta muitas simulações sobre a taxa de detecção, e a única distorção simulada para testar
robustez é a compressão de áudio. A taxa de detecção obtida para a compressão MP3 a
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24kbps, a menor taxa de bits testada, foi de 84% para uma taxa de Falso Positivo abaixo
de 0,5%.
O esquema do sistema RARE (Robust Audio Recognition Engine), proposto pela Mi-
crosoft, com base em uma Análise Discriminante de Distorção (DDA - Distortion Dis-
criminant Analysis)[35, 36], usa sinais amostrados a 11.025Hz. O sinal é pré-processado.
A DCT é aplicada para descorrelacionar o sinal e um limiar de potência perceptual, que
simula a percepção em dB, é aplicado. O esquema calcula o logaritmo do módulo da
MCLT obtida de quadros com duração de 372ms, com 2048 amostras, sobrepostos em
50%. Filtros perceptuais são aplicados para descarte de componentes mascaradas. Redes
neurais convolucionais são aplicadas, onde camadas superiores cobrem janelas temporais
mais longas, para reduzir o efeito do desalinhamento de quadros. Uma Análise Orientada
de Componentes Principais (OPCA) é aplicada para descorrelacionar os vetores em cada
camada. Um vetor de atributos de dimensão 64 é obtido para cada quadro. Na fase de
treinamento, versões distorcidas ou deslocadas de um quarto da duração dos quadros são
usadas para aumentar a robustez contra distorção ou contra o desalinhamento de qua-
dros. A granularidade total empregada é de 6s. O desempenho de detecção para áudio
não distorcido foi 98% de detecção correta a uma taxa de falso positivo de 1, 5 × 10−8.
Este esquema é também considerado robusto contra inserção de ruído e compressão de
áudio, com taxa média de EER (Equal Error Rate) em torno de 2%.
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C- CÁLCULO DE DESEMPENHO DO INTEGRADOR
BINÁRIO COM JANELA MÓVEL
Inicialmente, formulamos o critério de detecção por integração binária com janela
móvel mantendo a simbologia do Capítulo 4. O critério condiciona a detecção de uma
sequência de NR bits com distribuição de Bernoulli de probabilidade de bits não-nulos,
PQ, à existência de no mínimo NQ elementos não-nulos em quaisquer janelas móveis de
comprimento NJ dentro da sequência R. Ressaltamos que na detecção de réplicas o
critério é aplicado em janelas diagonais da matriz de autossimilaridade de quadros M.
Este critério é também aplicado em detecção de RADAR [162], onde o método é refe-
rido como integrador binário com janela móvel. Em uma pesquisa da literatura cientíﬁca
não se identiﬁcou nenhum método exato de cálculo da probabilidade de detecção pelo
critério do integrador binário. Em [162] é proposta uma solução aproximada, baseada
em um cálculo diferencial, onde a interdependência de alguns termos é aproximada para
zero. O método apresentado apenas desenvolve as equações para o caso NQ = (NJ − 1).
Ademais, o autor salienta que para valores de NQ distantes de NJ o método não fornece
uma boa aproximação.
O cálculo da probabilidade discreta, pela veriﬁcação da condição de detecção e cálculo
da probabilidade de todas as sequências binárias de NR bits é inviável para valores altos de
NR. Propomos, então, na Seção C.1 um algoritmo de cálculo exato com uso de uma função
recursiva, cuja complexidade computacional é linearmente proporcional a NR, mas o uso
de memória é proporcional a 2NJ , portanto somente pode ser usado para valores baixos
de NJ . Na Seção C.2 propomos um novo método de cálculo com baixa complexidade
computacional que fornece uma boa aproximação, mesmo para valores de NQ distantes
de NJ .
C.1 MÉTODO DE CÁLCULO EXATO
O algoritmo proposto calcula a probabilidade discreta através da deﬁnição de uma
função recursiva Precursiva(NR, NJ , NQ, PQ), onde a probabilidade de detecção de réplica
PR é calculada pela soma das probabilidades discretas de todas as sequências detectáveis
de NR bits. O processo de recursão é feito passo a passo, pela análise dos bits nas posições
i = 1, 2, ...NR−NJ , da esquerda para a direita, dividindo o conjunto de sequência em dois
grupos disjuntos, como ilustrado na Figura C.1. Para permitir a veriﬁcação da condição
de detecção os bits à esquerda do i-ésimo bit são armazenados em um vetor RE, cujo
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Figura C.1: Divisão do grupo de eventos discretos em dois grupos disjuntos, analisando
os bits da esquerda para a direita e deﬁnindo uma variável de estado RE.
da posição analisada à direita, o vetor RE é também deslocado à esquerda. Seja RE =
[RE(NE), ..., RE(2), RE(1)], onde NE é o comprimento de RE, deﬁnimos a operação de
deslocamento à esquerda shift(RE, b)← [RE(NE), ..., RE(2), RE(1), b], para b = {0, 1}.
Dessa forma, RE é também um argumento da função recursiva.




Q + (1− PQ)
∑NE
i=1(1−RE(i)). (C.1)
A recursão é interrompida e a probabilidade é deﬁnida para os casos:














k=1RE(k) = 0, NQ ≤ j ≤ NJ ,
PRE, se
∑NJ
i=1 RE(i) = NQ,




Caso nenhuma das condições acima ocorra, o conjunto das sequências iniciadas por
RE é sub-dividido novamente, pela chamada da função 2 vezes, conforme
PR(NR, NJ , NQ, PQ,RE)←
PR(NR − 1, NJ , NQ, PQ, shift(RE, 0)) + PR(NR − 1, NJ , NQ, PQ, shift(RE, 1)).
(C.3)
Como para a veriﬁcação da condição de detecção apenas os primeiros NJ bits de RE
são relevantes, podemos otimizar o método evitando a repetição de cálculo de probabilida-
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Pré−cálculo de MP(i,RE), i=NJ...NR, RE∈ {0,1}
N
J
Figura C.2: Tempo de execução do método exato, com o pré-calculo deMP(j,RE), para
quaisquer combinações dos primeiros NJ bits de RE.
des intermediárias armazenando a variável de estadoMP(i,RE) = PR(i, NJ , NQ, PQ,RE)
para quaisquer combinações dos primeiros NJ bits deRE, e para i = 1, 2, ..., NR. Para evi-
tar a repetição do cálculo, na implementação deﬁnimos uma matriz booleana IMP(i,RE)
que indica se MP(i,RE) foi previamente calculado. As variáveis IMP e MP são usadas
como argumentos e como resultados:
[P,MP, IMP ]← Precursiva(NR, NJ , NQ, p, RE,MP, IMP ). (C.4)
O número total de recursões é reduzido ainda mais se o pré-cálculo de MP(i,RE) for
otimizado chamando-se a função Precursiva(i, NJ , NQ, PQ,RE), de i = NJ até i = NR.
Dessa forma, garantimos que, ao chamar Precursiva(i, NJ , NQ, PQ,RE), MP(j,RE) é
previamente calculado para todos os valores de j < i, evitando recursões longas que
elevariam o requisito de memória.
Com estes artifícios de implementação, é possível calcular esta probabilidade com
um tempo de execução aproximadamente linear com NR, como mostra a Figura C.2.
Entretanto, o uso de memória é proporcional a NR2NJ . Logo, o método exato proposto
resolve o problema do aumento de complexidade com NR, mas o cálculo não é viável para
valores elevados de NJ .
O pseudocódigo abaixo descreve o algoritmo de cálculo exato:
IMP ← logical(zeros(NR, NJ , NJ))
MP ← double(zeros(NR, NJ , NJ))
P ← double(zeros(NR))
for i = NJ to NR
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[P (i),MP, IMP ]← Precursiva(i, NJ , NQ, p, RE,MP, IMP )
end for
Dessa forma, MP é pré-calculado passo a passo de forma eﬁciente, e a probabilidade
ﬁnal é dada por P (NR).
A função Precursiva(NR, NJ , NQ, p, RE,MP, IMP ) é descrita pelo pseudocódigo abaixo:
Function [P,MP, IMP ]← Precursiva(NR, NJ , NQ, p, RE,MP, IMP )
if (IMP (NR, RE)) = 1





PE ← pS + (1− p)(NE−S)
if (SEJ = 0).(R ≥ Q).(R ≤ J)
P ← 0
for i = Q to R








MP (R,RE) = P ; IMP (R,RE) = 1
else if SEJ = Q
MP (R,RE) = PE; IMP (R,RE) = 1
else if (R + SEJ < Q).(R < J)
MP (R,RE) = 0; IMP (R,RE) = 1
else
[P1,MP, IMP ]← Precursiva(NR − 1, NJ , NQ, p, shift(RE, 1),MP, IMP )
[P0,MP, IMP ]← Precursiva(NR − 1, NJ , NQ, p, shift(RE, 0),MP, IMP )


















































Figura C.3: Janela móvel de comprimento NJ = 5, deslocadas à direita sobre uma sequên-
cia R de comprimento NR, e cálculo de P (s, j) a partir de P (s − 1, j − 1), P (s, j − 1) e
P (s+ 1, j − 1).
C.2 MÉTODO DE CÁLCULO APROXIMADO
Propomos um cálculo aproximado da probabilidade de detecção, PR(i, NJ , NQ, PQ),
onde as probabilidades de detecção inicial em cada posição de janela são somadas de uma
forma que os conjuntos sejam disjuntos.
Usamos a análise da variação das somas dos bits de cada janela móvel de comprimento
NJ ao longo da sequência R. As janelas são deslocadas à direita sobre uma sequência R
de comprimento NR, da posição j = 1 a j = NR −NJ , como ilustra a Figura C.3 para o
caso NJ = 5.
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A probabilidade de soma dos bits de cada janela j é deﬁnida por:
P (s, j) = Pr{
j+NJ∑
i=j
R(i) = s}. (C.5)
As somas podem assumir valores entre 0 e NJ . As probabilidades P (s, 1), da primeira
janela, são obtidas pela probabilidade de combinação





P sQ(1− PQ)NJ−s (C.6)
As probabilidades P (s, j) das janelas subsequentes são então calculadas, sempre a
partir das probabilidades P (s− 1, j − 1), P (s, j − 1) e P (s+ 1, j − 1), da janela anterior,
dependendo somente das possibilidades dos bits R(j − 1) e R(j + NJ), já que os demais
bits são comuns às janelas j − 1 e j, e, portanto, não alteram a soma de bits.
Caso R(j − 1) = R(j + NJ), as somas dos bits das janelas j − 1 e j se mantêm.
Caso R(j − 1) = 0, R(j) = 1, a soma dos bits da janela s é incrementada, e caso
R(j − 1) = 1, R(j) = 0, a soma dos bits da janela s é decrementada, como ilustra
a Figura C.3. Deﬁnimos P1(i) = Pr{R(i) = 1}, e variando s = 2 a s = NR − NJ ,
calculamos
P (s, j) =
= P (s, j − 1)[P1(j +NJ)P1(j − 1)) + (1− P1(j +NJ))(1− P1(j − 1))]+
+P (s+ 1, j − 1)P1(j − 1)(1− P1(j +NJ))+
+P (s− 1, j − 1)(1− P1(j − 1))P1(j +NJ), s = 0, 1, .., NJ .
(C.7)
A probabilidade de detecção em cada janela é dada pela somas das probabilidades




P (s, j). (C.8)
A probabilidade de detecção, calculada como a soma de eventos disjuntos, é obtida
somando-se as probabilidades de detecção inicial (não detecção nas janelas anteriores) em
cada uma das janelas de 1 a NR −NJ :
Pr{δR(R) = 1} =
= Pdet(1) + Pdet(1)Pdet(2) + ...+ Pdet(1)Pdet(2)...Pdet(NR −NJ − 1)Pdet(NR −NJ).
(C.9)
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Para viabilizar o cálculo das probabilidades pela soma de eventos disjuntos acima,
a cada avanço na posição da janela, zeramos as probabilidades P (s, j) ← 0, s = Q,Q +
1, .., NJ , o que corresponde ao descarte de todas as possíveis sequências com mais de Q−1
bits no intervalo i = j, j + 1, ..., j +NJ , mantendo somente as sequências correspondentes
à não detecção até a janela j. Entretanto, este descarte afeta a distribuição de P1(i) =
Pr{R(i) = 1}, i = j, j + 1, ..., j +NJ .
Para atualizar as probabilidades P1(i) = Pr{R(i) = 1}, i = j, j + 1, ..., j + NJ a cada
incremento de j, conjecturamos que os bits não-nulos, 1's, são uniformemente distribuídos
entre todas as sequências binárias no intervalo i = j, j + 1, ..., j + NJ , independente da
posição. Dessa forma, a redução de P1(i), i = j, j + 1, ..., j + NJ com o descarte de uma
sequência seria proporcional ao número de 1's contidos neste intervalo. Para atualizar
P1(i), i = j, j + 1, ..., j + NJ , calculamos, portanto, a razão R1 entre o número de 1's
contidos em todas as sequências e o número de sequências antes do descarte, e a mesma
razão após o descarte, R2. O pseudocódigo abaixo descreve o algoritmo aproximado:
for i = 1 to NR
P1(i)← PQ
end for
for j = 1 to NR −NJ
for s = 1 to NJ
P (s, j)← P (s, j − 1)P1(j +NJ)P1(j − 1)) + P1(j +NJ)P1(j − 1)+




s=Q P (s, j);
PT ← PT + Pdet(j);
for s = Q to NJ















Ao ﬁnal PT corresponde à probabilidade total de detecção, que no caso da aplicação
de detecção de réplica é deﬁnida por Pr{δR(R) = 1}.
Uma análise do comportamento de P1(i) = Pr{R(i) = 1} pela geração de todas as
sequências R, para valores baixos de NJ e NR, mostra que em alguns casos a redução
relativa de P1(i) = Pr{R(i) = 1} é maior para as últimas posições de bits de cada janela.
Logo a conjectura empregada é falsa, e o cálculo é, portanto, uma aproximação.
Entretanto, observou-se que este método aproximado oferece uma boa estimativa,
mesmo para valores de NQ distantes de NJ . A Figura C.4 ilustra a probabilidades obtidas
pelos métodos de cálculo exato e aproximado propostos, para NJ = 16 e NQ = 4, 8, 12.































Exato NJ=16, NQ=12, p=0.5
Aproximado,NJ=16, NQ=12, p=0.5
Exato NJ=16, NQ=8, p=0.5
Aproximado,NJ=16, NQ=8, p=0.5












Exato NJ=16, NQ=4, p=0.5
Aproximado,NJ=16, NQ=4, p=0.5
Figura C.4: Curvas de detecção de integração binária para uma distribuição Bernoulli
com p = 0, 5, NJ = 16, NQ = 4 (esquerda), NQ = 8 (centro) e NQ = 12 (direita), usando
os métodos exato (linha sólida) e aproximado (linha pontilhada) propostos.
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