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Asymptotic behaviour and the Nahm transform of
doubly periodic instantons with square integrable curvature
Takuro Mochizuki
Abstract
We study the asymptotic behaviour of doubly periodic instantons with square-integrable curvature.
Then, we establish the equivalence given by the Nahm transform between the doubly periodic instantons
with square integrable curvature and the wild harmonic bundles on the dual torus.
1 Introduction
Let T := C/L, where L is a lattice of C. The product T ×C is equipped with the standard metric dz dz+dw dw,
where (z, w) is the standard local coordinate of T ×C. In this paper, we shall study any L2-instanton (E,∇, h)
on T × C, i.e., the curvature F (∇) satisfies the equation ΛF (h) = 0, and it is L2.
There is another natural decay condition around ∞. That is the quadratic curvature decay, i.e., ∣∣F (∇)∣∣ =
O(|w|−2) with respect to h and the Euclidean metric dz dz+dw dw. M. Jardim [27] studied the Nahm transform
of some kind of harmonic bundles with tame singularity on the dual torus T∨ to produce instantons on T × C
satisfying the quadratic curvature decay. O. Biquard and Jardim [8] studied the asymptotic behaviour of such
instantons with rank 2. Based on the results, the inverse transform was constructed in [28], i.e., the Nahm
transform of such instantons on T ×C to produce some type of harmonic bundles with tame singularity on T∨.
See also [29] and [30].
It is our purpose in this paper to generalize their results. Namely, we will study the asymptotic behaviour
of L2-instantons, and establish the equivalence between the L2-instantons on T ×C and harmonic bundles with
wild singularity on T∨. We shall also introduce algebraic counterparts of the transforms. They are useful to
describe the induced transformations of the singular data, for example.
1.1 Asymptotic behaviour of L2-instanton
1.1.1 The dimensional reduction due to Hitchin
Briefly speaking, it is our goal in the study of the asymptotic behaviour of L2-instantons, to show that they
behave like wild harmonic bundles around ∞. For the explanation, let us recall the dimensional reduction due
to N. Hitchin. Let U be any open subset of C. Let (V, ∂V ) be a holomorphic vector bundle on U with a Higgs
field θ. Let h be a hermitian metric of V . We have the Chern connection ∇V,h = ∂V + ∂V,h. We have the
adjoint θ† of θ with respect to h. The tuple (V, ∂V , h, θ) is called a harmonic bundle, if the Hitchin equation
F (∇V,h) + [θ, θ†] = 0 is satisfied.
Let p : T × U −→ U be the projection. We have the expression θ = f dw and θ† = f † dw, where f is a
holomorphic endomorphism of V , and f † is the adjoint of f . We set (E, hE) := p∗(V, h). Let ∇E be the unitary
connection given by ∇E = p∗(∇V,h)+f dz−f †dz. Then, (E, hE ,∇E) is an instanton, if and only if (V, ∂V , h, θ)
is a harmonic bundle. Indeed, we have the equivalence between harmonic bundles on U , and T -equivariant
instantons on T × U , which is due to Hitchin.
1.1.2 Examples and remarks
We set U :=
{
w ∈ C ∣∣ |w| > R}. We shall make R larger without mention. Let a be any holomorphic function
on U . We have the harmonic bundle L(a) obtained as the tuple of the trivial line bundle OU e, the trivial metric
1
h(e, e) = 1 and the Higgs field da. By using the dimensional reduction, we have the associated instanton. Its
curvature is ∂2wa dw dz + ∂
2
wadz dw, which is L
2 if and only if it has quadratic decay.
We can obtain more examples by considering ramifications along ∞. We set Uη :=
{
η ∈ C ∣∣ |η| > R1/2}.
We consider a harmonic bundle L(a), where a is a holomorphic function on Uη. Let ϕ : Uη −→ U be given by
ϕ(η) = η2. We obtain a harmonic bundle ϕ∗L(a) of rank 2 on U obtained as the push-forward. It is easy to
check that the associated instanton is L2 if and only if η−2a(η) is holomorphic at∞. In that case, the curvature
F satisfies the decay condition O(|w|−3/2). If a = αη for α 6= 0, we have 0 < C1 < |F | |w|3/2 < C2 for some
constants Ci.
More generally, for any positive integer p, we set U 〈p〉 :=
{
wp ∈ C
∣∣ |wp| > R1/p}. For a covering ϕp :
U 〈p〉 −→ U given by ϕp(wp) = wpp and for a holomorphic function a on U 〈p〉, we obtain a harmonic bundle
ϕp∗L(a) of rank p on U . The associated instanton is L2 if and only if ϕ∗p(w)−1a is holomorphic at ∞. If a is a
polynomial of wp, then it is described as a condition on the slope degwp(a)/p ≤ 1. In that case, the curvature
F satisfies O(|w|−1−1/p). It is easy to construct an example satisfying 0 < C1 < |F | |w|1+1/p < C2 for some
Ci > 0.
Let (E, ∂E , θ, h) be a wild harmonic bundle on U , i.e., the (possibly multi-valued) eigenvalues of θ are
meromorphic at∞. As the above examples suggest, the L2-condition and the quadratic decay condition can be
described in terms of the eigenvalues of the Higgs field. If we take an appropriate covering ϕp : U
〈p〉 −→ U , we
have a holomorphic decomposition
ϕ∗p(E, θ) =
⊕
a∈wpC[wp]
(Ea, θa) (1)
such that θa− da are tame, i.e., for the expression θa− da = fa dwp/wp, the eigenvalues of fa are bounded. We
set Irr(θ) :=
{
a
∣∣Ea 6= 0}. Then, by using the results in the asymptotic behaviour of wild harmonic bundles
[40], it is not difficult to show that the instanton associated to (E, ∂E , θ, h) is L
2, if and only if degwp(a)/p ≤ 1
for any a ∈ Irr(θ). It satisfies the quadratic decay condition, if and only if the harmonic bundle is unramified,
in addition, i.e., it has a decomposition as in (1) on U , if R is sufficiently large.
The condition can also be described in terms of the spectral variety of θ. We have the expression θ = f dw.
Let Sp(f) ⊂ Cζ×U denote the support of the cokernel of OCζ×U ζ−f−→ OCζ×U . It induces a subvariety Φ(Sp(f)),
where Φ : Cζ × U −→ T∨ × U denotes the projection. Then, the instanton associated to (E, ∂E , θ, h) is L2, if
and only if the closure of Φ
(Sp(f)) in T × U is a complex subvariety, where U = U ∪ {∞}.
1.1.3 Brief description of the asymptotic behaviour of L2-instantons
Let (E,∇, h) be an L2-instanton on T × U . Let (E, ∂E) denote the underlying holomorphic vector bundle on
T ×U . By using a theorem of Uhlenbeck, we obtain F (∇) = o(1). It implies that the restrictions (E, ∂E)|T×{w}
are semistable of degree 0 if |w| is sufficiently large. Hence, the relative Fourier-Mukai transform of (E, ∂E)
gives an OT∨×U -module whose support Sp(E) is relatively 0-dimensional over U . The first important issue in
the study is the following.
Theorem 1.1 (Theorem 5.10) Sp(E) is extended to a complex analytic subvariety Sp(E) in T × U .
We use an effective control of the spectrum of semistable bundles of degree 0, in terms of the eigenvalues of
the monodromy transformations of unitary connections with the small curvature (Corollary 4.10). If we fix an
embedding SymrankE(T∨) ⊂ PN , the spectrum induces a holomorphic map from U to PN , which we regard as a
harmonic map. We will observe that the energy of the harmonic map is dominated by the curvature. Then, we
obtain the desired extendability of the spectral curve from the regularity theorem of J. Sacks and K. Uhlenbeck
[46] for harmonic maps with finite energy.
Let π : T × U −→ U denote the projection. We fix a lift of Sp(E) to S˜p(E) ⊂ C × U . Then, we obtain a
holomorphic vector bundle V on U with an endomorphism g, with a C∞-isomorphism π∗V ≃ E such that (i)
π∗∂V + g dz = ∂E , (ii) Sp(g) = S˜p(E). By the identification E = π∗V , we obtain a T -action on E.
We set S˜p∞(E) := (C×{∞})∩S˜p(E). We have the decomposition (V, g) =
⊕
α∈S˜p∞(E)(Vα, gα) such that the
eigenvalues of gα(w) goes to α when w→∞. We have the corresponding decomposition E =
⊕
α∈S˜p∞(E)Eα.
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The hermitian metric h of E is decomposed into the sum h =
∑
hα,β , where hα,β are the sesqui-linear
pairings of Eα and Eβ . By using the Fourier expansion, we decompose hα,β into the T -invariant part and the
complement. Let h◦ denote the T -invariant part of
∑
hα,α. We shall prove that the complement h
⊥ := h− h◦
and its derivatives have exponential decay.
Theorem 1.2 (Theorem 5.11) For any polynomial P (t1, t2, t3, t4) of non-commutative variables, there exists
C > 0 such that
P (∇z ,∇z,∇w,∇w)h⊥ = O
(
exp(−C|w|)). (2)
We have a hermitian metric hV of V induced by h
◦. As a result, (V, ∂V , hV , g dw) satisfies the Hitchin
equation up to an exponentially small term (Proposition 5.13). Such a tuple (V, ∂V , hV , g dw) can be studied
as in the case of wild harmonic bundles [40] with minor modifications. (See §5.5.) Thus, we will arrive at a
satisfactory stage of understanding of the asymptotic behaviour of L2-instantons. We state some significant
consequences.
Theorem 1.3 (Theorem 5.14) There exists ρ > 0 such that the following holds:
F (h) = O
( dz dz
|w|2(− log |w|)2
)
+O
( dw dw
|w|2(− log |w|)2
)
+O
( dw dz
|w|1+ρ
)
+O
( dz dw
|w|1+ρ
)
(3)
In particular, F (∇) = O(|w|−1−ρ) for some ρ > 0 with respect to h and the Euclidean metric dw dw + dz dz.
The estimate (3) implies that (E, ∂E , h) is acceptable, i.e., F (∇) is bounded with respect to h and the
Poincare´ like metric |w|−2(log |w|2)−2dw dw + dz dz on T × U . By applying a general result in [40], we obtain
the following prolongation result.
Corollary 1.4 (Corollary 5.16) The holomorphic bundle (E, ∂E) is naturally extended to a filtered bundle
P∗E on (T × U, T × {∞}).
Here, the filtered bundle P∗E on (T × U, T × {∞}) is an increasing sequence (PaE | a ∈ R) of locally free
OT×U -modules such that (i) Pa(E)|T×U = E, (ii) Pa(E)/P<a(E) are locally free OT×{∞}-modules, where
P<aE =
∑
b<a PbE, (iii) Pa(E) = Pa+ǫ(E) for some ǫ > 0, (iv) Pa+1(E) = Pa(E) ⊗ OT×U
(
T × {∞}). The
sheaves PaE are obtained as the space of the holomorphic sections of E whose norms with respect to h have
growth order O(|w|a+ǫ) for any ǫ > 0.
The filtered bundle is useful in the study of the instanton. For example, it turns out that 18π2
∫
T×C Tr(F (h)
2)
is equal to
∫
T×P1 c2(PaE) for any a ∈ R, where c2 denotes the second Chern class. (Proposition 6.6.) In
particular, the number 18π2
∫
T×C Tr(F (h)
2) is an integer. (See [56] for this kind of integrality in a more general
situation, which was informed by the referee.)
We can also use this filtered bundle to characterize the metric, i.e., a uniqueness part of the so-called
Kobayashi-Hitchin correspondence. The stability condition for this type of filtered bundles is defined, as in [8].
(See §2.4.4. Note that it is not a standard (slope-)stability condition for filtered bundles.)
Proposition 1.5 (Proposition 6.4, Proposition 6.5) The associated filtered bundle P∗E is poly-stable of
degree 0. The metric h is uniquely determined as a Hermitian-Einstein metric of (E, ∂E) adapted to P∗E, up
to obvious ambiguity.
We observe that, we need only a weaker assumption on the curvature decay, if we assume the prolongation
of the spectral curve.
Theorem 1.6 (Theorem 5.17) Suppose that F (∇)→ 0 when |w| → ∞, and that the spectral curve Sp(E) is
extended to a complex subvariety of T × U . Then, (E,∇, h) is an L2-instanton. In particular, we may apply
the results on the asymptotic behaviour of L2-instantons.
More precisely, we directly prove the claims of Theorem 1.2 and Theorem 1.3 under the assumption, without
considering L2-condition.
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1.1.4 Some remarks
In [8], Jardim and Biquard showed that an instanton of rank 2 with quadratic decay is an exponentially small
perturbation of a tuple (V, ∂V , gdw, hV ) which satisfies the Hitchin equation up to an exponentially small
term. Our result could be regarded as a generalization of theirs. But, the methods are rather different. To
obtain a decomposition into the T -invariant part and the complement, they started with the construction of
a global frame satisfying some nice property, which is an analogue of the Coulomb gauge of Uhlenbeck. Their
method seems to require a stronger decay condition than L2, for example the quadratic decay condition as they
imposed. We use a more natural decomposition induced by a standard method of the Fourier-Mukai transform
in complex geometry, which allows us to consider L2-instantons, once we deal with the issue of the prolongation
of the spectral curve. (See also [12] for the L2-property and the quadratic decay property of doubly periodic
instantons.)
As mentioned above, we shall establish that an L2-instanton is an exponentially small perturbation of
(V, ∂V , hV , θV ) which satisfies the Hitchin equation up to exponentially small term. Interestingly to the author,
we can obtain a more refined result. Namely, we can naturally construct a harmonic metric h′V of (V, ∂V , g dw)
defined on a neighbourhood of∞, from the L2-instanton. It is an analogue of the reductions from wild harmonic
bundles to tame harmonic bundles studied in [40]. We consider a kind of meromorphic prolongation of the
holomorphic vector bundle on the twistor space associated to T × C, then we encounter a kind of infinite
dimensional Stokes phenomena. By taking the graduation with respect to the Stokes structure, we obtain a
wild harmonic bundle. Relatedly, in this paper, we consider only the product holomorphic structure of T × C.
From the viewpoint of twistor theory, the holomorphic vector bundle with respect to the other holomorphic
structures should also be studied. The prolongation of the twistor family of the holomorphic structure is related
with the issue in the previous paragraph. The author hopes to return to this deeper aspect of the study
elsewhere.
Although we do not use it explicitly, we prefer to regard an instanton on T × U as an infinite dimensional
harmonic bundle on U , which is suggested by the reduction of Hitchin. This heuristic is useful in our study
of the asymptotic behaviour of L2-instantons. From the view point, Theorem 1.2 and Theorem 1.6 can be
naturally regarded as a variant of Simpson’s main estimate [49]. (See also [38] and [40].)
1.2 Nahm transform for wild harmonic bundles and L2-instantons
1.2.1 Nahm transforms and algebraic Nahm transforms
As an application of the study of the asymptotic behaviour, we shall establish the equivalence between L2-
instantons on T × C and wild harmonic bundles on T∨ given by the Nahm transforms, which is a differential
geometric variant of the Fourier-Mukai transform. (See [4] and [30] for the long history of a various versions of
the Nahm transforms.)
Once we understand the asymptotic behaviour of an L2-instanton (E,∇, h), we can prove the desired prop-
erty of the associated cohomology groups and harmonic sections. Hence, the standard L2-method allows us to
construct the Nahm transform Nahm(E,∇, h) which is a wild harmonic bundle on (T∨,Sp∞(E)). (See §6.4.)
Conversely, we may construct the Nahm transform of any wild harmonic bundle (E , ∂E , θ, hE) on (T∨, D) to
L2-instantons Nahm(E , ∂E , θ, hE) on T × C, by using the result on wild harmonic bundles on curves ([40], [44]
and [57]), although we need some estimates to establish the L2-property (see §7.1).
To study their more detailed properties, we introduce the algebraic Nahm transforms for filtered Higgs
bundles on (T∨, D) and filtered bundles on (T ×C, T×{∞}), which do not necessarily come from wild harmonic
bundles or L2-instantons. The constructions are based on the Higgs interpretation of the Nahm transforms. It
could be regarded as a filtered version of the Fourier transform for Higgs bundles studied in [9], although we
restrict ourselves to the case that the base space is an elliptic curve.
As mentioned in §1.1.3, we obtain the filtered bundle P∗E on (T × P1, T × {∞}) associated to any L2-
instanton (E,∇, h), and the metric h is determined by P∗E essentially uniquely. We have the good filtered
Higgs bundle (P∗E , θ) on (T∨, D) associated to any wild harmonic bundle (E , ∂E , θ, hE), and the metric hE is
determined by (P∗E , θ) essentially uniquely [7], [40]. So, it is significant to describe the induced transformation
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between the underlying filtered bundles on T × P1 and the underlying good filtered Higgs bundles on (T∨, D),
that is given by the algebraic Nahm transform. In particular, it is useful to understand how the singular data
are transformed. It is also useful to prove that the Nahm transforms are mutually inverse.
1.2.2 Algebraic Nahm transform for filtered Higgs bundles
Let us briefly explain how the algebraic Nahm transform is constructed for filtered Higgs bundles (P∗E , θ) on
(T∨, D). (The details will be given in §3 after the preliminary in §2.) We should impose several conditions to
the filtered Higgs bundles.
Goodness and admissibility One of the conditions is the compatibility of the filtered bundle P∗E and
the Higgs field θ at each P ∈ D. Suppose that the filtered Higgs bundle (P∗E , θ) comes from a good wild
harmonic bundle. Let UP be a small neighbourhood of P with a coordinate ζP with ζP (P ) = 0. If we take a
ramified covering ϕp : U
′
P −→ UP given by ϕp(u) = up = ζP , for an appropriate p, then we have the following
decomposition:
ϕ∗p(P∗E , θ) =
⊕
a∈u−1C[u−1]
(P∗E ′a, θ′a)
Here, θ′1,a−da are logarithmic in the sense that (θ′1,a−a)PaE ′a ⊂ PaE ′a du/u. Such a filtered Higgs bundle is called
good. This kind of filtered Higgs bundles are closely related with wild harmonic bundles and L2-instantons.
But, it seems natural to consider an algebraic Nahm transform for a wider class of filtered Higgs bundles.
For (p,m) ∈ Z>0×Z≥0 with g.c.d.(p,m) = 1, we say that a filtered Higgs bundle has type (p,m) at P , if we have
that um ·ϕ∗pθ gives a morphism of filtered bundles ϕ∗pP∗E −→ ϕ∗pP∗E du/u on U ′P , and that it is an isomorphism
in the case (p,m) 6= (1, 0). We say that (P∗E , θ) is admissible at P , if it is a direct sum
⊕
(P∗E(p,m)P , θ(p,m)P )
of the filtered bundles of type (p,m), after UP is shrank appropriately. We say that its slope is smaller (resp.
strictly smaller) than α, if E(p,m)P = 0 for m/p > α (resp. m/p ≥ α).
Each (P∗E(p,m)P , θ(p,m)P ) has a refined decomposition, as explained in §2.3.1. In particular, (P∗E(1,0)P , θ(1,0)P )
has a decomposition
(P∗E(1,0)P , θ(1,0)P ) =
⊕
α∈C
(P∗E(1,0)P,α , θ(1,0)P,α ).
Here, for the expression θ
(1,0)
P,α = f
(1,0)
α dζP /ζP , the eigenvalues of f
(1,0)
α goes to α when ζP → 0. On UP , we set
C0(P∗E , θ)P =
⊕
(p,m) 6=(1,0)
P−1/2−m/pE(p,m)P ⊕
⊕
α6=0
P−1/2E(1,0)P,α ⊕ P0E(1,0)P,0
C1(P∗E , θ)P =
( ⊕
(p,m) 6=(1,0)
P1/2E(p,m)P ⊕
⊕
α6=0
P1/2E(1,0)P,α
)
⊗ Ω1T∨ ⊕
(
P<1E(1,0)P,0 ⊗ Ω1 + θ(1,0)P,0 P0E(1,0)P,0
)
The Higgs field θ gives a morphism C0(P∗E , θ)P −→ C1(P∗E , θ)P . Thus, we obtain a complex C•(P∗E , θ) on
UP , which is an extension of E θ−→ E ⊗ Ω1 on UP \ P .
We say that (P∗E , θ) on (T∨, D) is admissible, if its restriction to a neighbourhood of each P ∈ D is
admissible. By considering the extension at each P ∈ D, we obtain a complex C•(P∗E , θ) on T∨, as an
extension of E −→ E ⊗ Ω1 on T∨ \D.
Vanishing of some cohomology groups For each w ∈ C and a holomorphic line bundle L of degree 0 on
T∨, we obtain a complex C•w,L(P∗E , θ) := Ci(P∗E ⊗ L, θ + w dζ). To consider algebraic Nahm transform for
(P∗E , θ), it is natural to impose the following vanishing:
(A0) Hi
(
T∨, C•w,L
)
= 0 unless i = 1, for any w ∈ C and a holomorphic line bundle L of degree 0 on T∨.
For I ⊂ {1, 2, 3}, let pI denote the projection of T∨×T ×P1 onto the product of the i-th components (i ∈ I).
Let Poin denote the Poincare´ bundle on T∨ × T . We consider the following complex on T∨ × T × P1:
C˜0 := p∗1C0 ⊗ p∗12Poin⊗ p∗3OP1(−1) θ+wdζ−−−−−→ C˜1 := p∗1C1 ⊗ p∗12Poin
5
Then, it turns out that N(P∗E , θ) := R1p23∗C˜• is a locally free OT×P1 -module on T × P1. In particular, we
obtain a locally free OT×P1(∗(T × {∞}))-module
Nahm(P∗E , θ) :=N(P∗E , θ)⊗OT×P1
(∗(T × {∞})).
Filtered bundles on (T × U, T × {∞}) The algebraic Nahm transform of (P∗E , θ) is defined to be a fil-
tered bundle over the meromorphic bundle Nahm(P∗E , θ), i.e., an increasing sequence of OT×P1-submodules of
Nahm(P∗E , θ). For the construction of such a filtration, it would be convenient to have a description of filtered
bundles P∗E on (T × U, T × {∞}) satisfying the following condition, where U denotes a neighbourhood of ∞:
(A1) GrPc (E) are semistable bundles of degree 0 on T for any c ∈ R.
If U is shrank, Pc(E)|T×{w} are semistable of degree 0 for any w ∈ U and for any c ∈ R. We may assume it
from the beginning. We set Sp∞(E) := Sp(PcE|T×{∞}) ⊂ T∨, which is independent of c ∈ R. We fix a lift
S˜p∞(E) ⊂ C of Sp∞(E), i.e., S˜p∞(E) is mapped bijectively to Sp∞(E) by the projection C −→ T∨. Then,
we have a filtered bundle P∗V on (U,∞) with an endomorphism g such that Sp(g|∞) = S˜p∞(E) corresponding
to P∗E. Namely, we have a C∞-isomorphism P∗E ≃ π∗P∗V , under which ∂P∗E = π∗(∂P∗V ) + g dz, where
π : T × U −→ U denotes the projection. The filtered bundle with an endomorphism (P∗V, g), or equivalently,
the filtered Higgs bundle (P∗V, g dw) completely determines P∗E. We have the decomposition (P∗V, g) =⊕
α∈S˜p∞(E)(P∗Vα, gα) with Sp(gα|∞) = {α}. The filtered bundle P∗E satisfying (A1) is called admissible, if
the following holds:
(A2) The filtered Higgs bundles
(P∗Vα, (gα − α) dw) are admissible for any α ∈ S˜p∞(E).
The slope of
(P∗Vα, (gα − α) dw) is strictly smaller than 1 by construction.
Local algebraic Nahm transform and algebraic Nahm transform The local algebraic Nahm transform
N 0,∞ is a transform from the germs of admissible filtered Higgs bundles to the germs of admissible filtered
Higgs bundles whose slopes are strictly smaller than 1. It is an analogue of the local Fourier transform F0,∞ for
meromorphic flat bundles on P1 in [15] and [22]. (More precisely, it is an analogue of local Fourier transform of
minimal extension of meromorphic flat bundles.) It gives a procedure to produce an admissible filtered bundle
P∗EP on (T ×U, T ×{∞}) such that Sp∞(EP ) = {P}, from an admissible filtered Higgs bundle (P∗E , θ)|UP on
(UP , P ). From the local Nahm transform
⊕
P∈D P∗EP and the meromorphic bundle Nahm(P∗E , θ), we obtain
a filtered bundle on (T × P1, T × {∞}), denoted by Nahm∗(P∗E , θ), that is the algebraic Nahm transform for
admissible filtered Higgs bundles.
1.2.3 Algebraic Nahm transform for admissible filtered bundles
Let P∗E be an admissible filtered bundle on (T × P1, T × {∞}). To define the algebraic Nahm transform of
P∗E, we impose the following vanishing condition.
(A3) H0
(
T × P1,P0E ⊗L
)
= 0 and H2
(
T × P1,P<−1E ⊗L
)
= 0 for any holomorphic line bundle L of degree
0 on T .
We set D := Sp∞(E). It is easy to observe that the condition (A3) implies that Hi(T × P1,PcE ⊗ L∨) = 0
(i 6= 1) for any c ∈ R, unless L ∈ D. For any I ⊂ {1, 2, 3}, let pI denote the projection of T∨× T × P1 onto the
product of the i-th components (i ∈ I). We define
Nahm(P∗E) := R1p1∗
(
p∗12Poin∨ ⊗ p∗23P0E
)
(∗D) ≃ R1p1∗
(
p∗12Poin∨ ⊗ p∗23P−1E
)
(∗D).
It is a locally free OT∨(∗D)-module. The multiplication of −w dζ gives a Higgs field θ of Nahm(P∗E). Thus, we
obtain a meromorphic Higgs bundle on (T∨, D). The algebraic Nahm transform of P∗E is defined as a filtered
bundle over Nahm(P∗E) with θ, i.e., an increasing sequence of OT∨ -submodules of Nahm(P∗E).
Let U be a small neighbourhood of ∞ in P1. On T ×U , we have a decomposition P∗E|T×U =
⊕
P∈D P∗EP
with Sp∞(EP ) = {P}. We have the corresponding filtered bundles (P∗VP , gP ). We have the decomposition
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(P∗VP , gP − P˜) =⊕(P∗V (p,m)P , g(p,m)P ), where (P∗V (p,m)P , g(p,m)P dw) has slope (p,m) with m/p < 1, and P˜ ∈ D˜
is a lift of P . Moreover, we have the decomposition(P∗V (1,0)P , g(1,0)P ) =⊕
α∈C
(P∗V (1,0)P,α , g(1,0)P,α )
It turns out that we have a decomposition of the meromorphic bundle
Nahm(P∗E)|UP = Nahm(P∗E)(1,0)P,0 ⊕
⊕
α6=C
Nahm(P∗E)(1,0)P,α ⊕
⊕
(p,m) 6=(1,0)
Nahm(P∗E)(p,m)P ,
and Nahm(P∗E)(1,0)P,α (α 6= 0) and Nahm(P∗E)(p,m)P ((p,m) 6= (1, 0)) are determined by (P∗V (1,0)P,α , g(1,0)P,α ) and
(P∗V (p,m)P,α , g(p,m)P ).
We have the local algebraic Nahm transformN∞,0, which is a transform of admissible Higgs bundles (P∗V, θ)
such that (i) the slopes are strictly smaller than 0, (ii) P∗V (1,0)0 = 0. It is an analogue of the local Fourier
transform F∞,0 in [15] and [22]. It is an inverse of N 0,∞ except for the part (p,m) = (1, 0) and α = 0.
We may introduce filtrations of Nahm(P∗E)(1,0)P,α (α 6= 0) and Nahm(P∗E)(p,m)P ((p,m) 6= (1, 0)) by using
the local algebraic Nahm transform N∞,0. As for the part (p,m) = (1, 0) and α = 0, we have an injection
P0V (1,0)P,0|∞ ⊂ R1p1∗
(
p∗12Poin∨⊗p∗23P−1E
)(1,0)
P,0|P , by which we can introduce a filtration on Nahm(P∗E)
(1,0)
P,0 . Thus,
we obtain a filtered Higgs bundle denoted by Nahm∗(P∗E). We obtain the following correspondence.
Theorem 1.7 (Proposition 3.13, Proposition 3.22, Proposition 3.25)
The Nahm transforms Nahm∗ give an equivalence of the following objects, and they are mutually inverse:
• Admissible filtered Higgs bundles on (T∨, D) satisfying the condition (A0).
• Admissible filtered bundles P∗E on (T × P1, T × {∞}) with Sp∞(E) = D satisfying the condition (A3).
We can also that the Nahm transforms preserve the parabolic degrees (Proposition 3.17).
As already mentioned, the filtered Higgs bundles associated to wild harmonic bundles satisfy a stronger
condition called goodness. Similarly, it turns out that the filtered bundles associated to L2-instantons are also
good, in the sense that the corresponding filtered Higgs bundles are good. We can observe that the algebraic
Nahm transforms preserve the goodness conditions.
Theorem 1.8 (Theorem 3.27) The Nahm transforms Nahm∗ gives an equivalence of the following objects:
• Good filtered Higgs bundles on (T∨, D) satisfying the condition (A0).
• Good filtered bundles P∗E on (T × P1, T × {∞}) with Sp∞(E) = D satisfying the condition (A3).
1.2.4 Application of the algebraic Nahm transform
We have the following compatibility of the Nahm transform and the algebraic Nahm transform.
Theorem 1.9 (Theorem 7.12, Theorem 7.13)
• Let (E,∇, h) be an L2-instanton on T ×C. Let P∗E be the associated filtered bundle on (T ×P1, T ×{∞}).
Then, the underlying filtered Higgs bundle of the wild harmonic bundle Nahm(E,∇, h) on (T∨,Sp∞(E))
is naturally isomorphic to the algebraic Nahm transform Nahm(P∗E).
• Let (E,∂E , θ, hE) be a wild harmonic bundle on (T∨, D). Let (P∗E , θ) be the associated good filtered Higgs
bundle on (T∨, D). Then, the underlying filtered bundle of the L2-instanton Nahm(E , ∂E , hE , θ) is naturally
isomorphic to the algebraic Nahm transform Nahm(P∗E , θ).
As an application, we obtain the inversion property of the Nahm transforms.
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Corollary 1.10 (Corollary 7.14) For an L2-instanton (E,∇, h) on T × C, we have an isomorphism
Nahm
(
Nahm(E,∇, h)) ≃ (E,∇, h).
For a wild harmonic bundle (E , ∂E , θ, hE) on (T∨, D), we have an isomorphism
Nahm
(
Nahm(E , ∂E , θ, hE)
) ≃ (E , ∂E , θ, hE)
Indeed, it follows from Theorem 1.9 and the uniqueness of the Hermitian-Einstein metric (resp. the harmonic
metric) adapted to the filtered bundle (resp. filtered Higgs bundle).
As another application of the compatibility, we can easily compute the characteristic classes of the bundles
obtained as the algebraic Nahm transform, which allows us to obtain the rank and the second Chern class of the
bundle obtained as the Nahm transform. The local algebraic Nahm transform also leads us a rather complete
understanding of the transformation of singularity data by the Nahm transform.
1.2.5 Some remarks
Recall that the hyperkahler manifold T ×C has a twistor deformation. Namely, for any complex number λ, we
have the moduli spaceMλ of the line bundles of degree 0 with flat λ-connection on T∨. We haveM0 = T ×C.
The spaces Mλ can also be regarded as the deformation associated to the hyperkahler structure of T × C. An
instanton on T × C naturally induces a holomorphic vector bundle. If the instanton is L2, the holomorphic
bundle with the metric induces a filtered bundle on (Mλ, T λ∞), where M
λ
is a natural compactification of
Mλ, and T λ∞ ≃ T is the infinity. A wild harmonic bundle has the underlying good filtered λ-flat bundle for
each complex number λ. It is also natural to study the transformation of the underlying filtered bundles on
(Mλ, T λ∞) and the underlying filtered λ-flat bundles. It should be a filtered enhancement of the generalized
Fourier-Mukai transform for elliptic curves due to G. Laumon and M. Rothstein. We would like to study this
interesting aspect elsewhere.
If we consider a counterpart of the algebraic Nahm transform for the other non-product holomorphic structure
of T×C underlying the hyperKahler structure, it is essentially a filtered version of the generalized Fourier-Mukai
transform in [35] and [43]. Interestingly to the author, we have an analogue of the stationary phase formula
even in this case. The details will be given elsewhere.
In this paper, we consider transforms between filtered bundles on T × P1 and filtered Higgs bundles on T∨.
We may introduce similar transforms for filtered Higgs bundles on P1 with an additional work on the local
Nahm transform N∞,∞, which is an analogue of the local Fourier transform F∞,∞. It should be the Higgs
counterpart of the Nahm transforms between wild harmonic bundles on P1, which is given by the procedure for
wild pure twistor D-modules established in [40].
Relatedly, Sz. Szabo´ [53] studied the Nahm transform for some interesting type of harmonic bundles on P1.
He also studied the transform of the underlying parabolic Higgs bundles, which looks closely related with the
regular version of ours in §3.2. K. Aker and Szabo´ [1] introduced a transformation of more general parabolic
Higgs bundles on P1, which they call the algebraic Nahm transform. Their method to define the transform is
different from ours, and the precise relation is not clear at this moment.
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2 Preliminaries on filtered objects
2.1 Semistable bundles of degree 0 on elliptic curves
2.1.1 Elliptic curve and Fourier-Mukai transform
For a variable z, let Cz denote a complex line with the standard coordinate z. For a C-vector space V and a
C∞-manifold X , let V X denote the product bundle V ×X over X . If X is a complex manifold, the natural
holomorphic structure of V X is denoted just by ∂.
We have a real bilinear map Cz × Cζ −→ R given by (z, ζ) 7−→ Im(zζ). Let τ = τ1 +
√−1τ2 (τi ∈ R) be
a complex number such that τ2 6= 0. Let L := Z + Zτ ⊂ Cz . In this paper, the dual lattice L∨ means the
following:
L∨ :=
{
ζ ∈ Cζ
∣∣ Im(χζ) ∈ πZ (∀χ ∈ L)} = { π
τ2
(n+mτ)
∣∣∣n,m ∈ Z}
We obtain the elliptic curves T := Cz/L and T∨ := Cζ/L∨.
For any ν ∈ L∨, we have ρν ∈ C∞(T ) given by ρν(z) := exp
(
2
√−1 Im(νz)) = exp(νz − νz). We have
∂zρν = ρν ν dz and ∂zρν = −ρν ν dz.
We can naturally regard T∨ as the moduli space Pic0(T ) of holomorphic line bundles of degree 0 on T .
Indeed, ζ gives a holomorphic bundle Lζ = (CT , ∂ + ζ dz). It induces an isomorphism T∨ ≃ Pic0(T ). We have
the isomorphism Φ : Lζ ≃ Lζ+ν given by Φ(f) = ρ−ν · f .
We have the unitary flat connection associated to Lζ with the trivial metric, which is d− ζ dz + ζ dz. The
monodromy along the segment from 0 to χ ∈ L is exp
(∫ 1
0 (−ζχ+ ζχ) dt
)
= exp
(
2
√−1 Im(ζχ)).
We recall a differential geometric construction of the Poincare´ bundle on T ×T∨, following [14]. On T ×Cζ ,
we have the holomorphic line bundle P˜oin = (CT×Cζ , ∂+ζ dz). The L∨-action on T×Cζ is naturally lifted to the
action on P˜oin given by ν(z, ζ, v) = (z, ζ+ ν, ρ−ν(z) v). Thus, a holomorphic line bundle is induced on T ×T∨,
which is the Poincare´ bundle denoted by Poin. The dual bundle Poin∨ is induced by P˜oin∨ = (CT×Cζ , ∂−ζ dz)
with the action ν(z, ζ, v) =
(
z, ζ + ν, ρν(z) v
)
.
Let S be any complex analytic space. For I ⊂ {1, 2, 3}, let pI denote the projection of T × T∨× S onto the
product of the i-th components (i ∈ I). For an object M∈ Db(OT×S), we set
RFM±(M) := Rp23∗
(
p∗13(M)⊗ p∗12Poin±1
)
[1] ∈ Db(OT∨×S).
For an object N ∈ Db(OT∨×S), we set
R̂FM±(N ) := Rp13∗
(
p∗23(N ) ⊗ p∗12Poin±1
) ∈ Db(OT×S).
Recall that we have a natural isomorphism R̂FM+ ◦ RFM−(M) ≃M.
2.1.2 Semistable bundle of degree 0
For a holomorphic vector bundle (E, ∂E) on T , we have the degree deg(E) :=
∫
T
c1(E) and the slope µ(E) :=
deg(E)/ rank(E). A holomorphic vector bundle E on T is called semistable, if µ(F ) ≤ µ(E) holds for any
non-trivial holomorphic subbundle F ⊂ E. In the following, we shall not distinguish a holomorphic vector
bundle and the associated sheaf of holomorphic sections.
Let E be a semistable bundle of degree 0 on T . It is well known that the support Sp(E) of RFM−(E) are
finite points. Indeed, E is obtained as an extension of the line bundles Lζ (ζ ∈ Sp(E)). We call Sp(E) the
spectrum of E. We have the decomposition E =
⊕
α∈Sp(E)Eα, where the support of RFM−(Eα) is {α}. It
is called the spectral decomposition of E. We call a subset S˜p(E) ⊂ C is a lift of Sp(E), if the projection
Φ : C −→ T∨ induces the bijection S˜p(E) ≃ Sp(E). If we fix a lift, an OC-module M(E) is determined (up to
canonical isomorphisms) by the conditions (i) the support ofM(E) is S˜p(E), (ii) Φ∗M(E) ≃ RFM−(E). Such
M(E) is called a lift of RFM−(E). The multiplication of ζ on M(E) induces an endomorphisms of RFM−(E)
and E. The endomorphism of E is denoted by fζ.
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Let S be any complex analytic space. Let E be a holomorphic vector bundle on T ×S. It is called semistable
of degree 0 relatively to S, if E|T×{s} are semistable of degree 0 for any s ∈ S. The support of RFM−(E) is
relatively 0-dimensional over S. It is denoted by Sp(E), and called the spectrum of E. If we have a hypersurface
S˜p(E) ⊂ Cζ × S such that the projection Φ : Cζ × S −→ T∨ × S induces S˜p(E) ≃ Sp(E), we call S˜p(E) a lift
of Sp(E). If we have a lift of Sp(E), we obtain a lift M(E) of RFM−(E) as in the case that S is a point. We
also obtain an endomorphism fζ of E induced by the multiplication of ζ on M(E).
2.1.3 Equivalence of categories
For a vector space V , let V denote the product bundle T ×V over T , and let ∂0 denote the natural holomorphic
structure of V . For any f ∈ End(V ), we have the associated holomorphic vector bundle G(V, f) := (V , ∂0+f dz).
We have a natural isomorphism G(V, f) ≃ G(V, f + ν idV ) for each ν ∈ L∨, induced by the multiplication of
ρ−ν . Let Sp(f) denote the set of the eigenvalues of f .
Lemma 2.1 G(V, f) is semistable of degree 0, and we have Sp(G(V, f)) = Φ(Sp(f)) in T∨, where Φ : C −→ T∨
denotes the projection.
Proof We have only to consider the case f has a unique eigenvalue α. In that case, G(V, f) is an extension of
the line bundle Lα. Then, the claim is clear.
Let V S∗ denote the category of finite dimensional C-vector spaces with an endomorphism, i.e., an object in
VS∗ is a finite dimensional vector space V with an endomorphism f , and a morphism (V, f) −→ (W, g) in VS∗
is a linear map ϕ : V −→ W such that g ◦ ϕ − ϕ ◦ f = 0. For a given subset s˜ ⊂ C, let VS∗(˜s) ⊂ VS∗ denote
the full subcategory of (V, f) such that Sp(f) ⊂ s˜.
Let VBss0 (T ) denote the category of semistable bundles of degree 0 on T , i.e., an object in VB
ss
0 (T ) is a
semistable vector bundle of degree 0 on T , and a morphism V1 −→ V2 in VBss0 (T ) is a morphism of coherent
sheaves. For a given subset s ⊂ T∨, let VBss0 (T, s) ⊂ VBss0 (T ) denote the full subcategory of semistable bundles
of degree 0 whose spectrum are contained in s.
We have the functor G : VS∗ −→ VBss0 (T ) given by the above construction. If s˜ is mapped to s by the
projection Φ : Cζ −→ T∨, it induces a functor G : VS∗ (˜s) −→ VBss0 (T, s).
Proposition 2.2 If Φ : C −→ T∨ induces a bijection s˜ ≃ s, then G gives an equivalence of the categories
VS∗(˜s) ≃ VBss0 (T, s).
Proof Let us show that it is fully faithful. We set Ef := G(V, f). We will not distinguish Ef and the associated
sheaf of holomorphic sections. Suppose that f has a unique eigenvalue α such that α 6≡ 0 modulo L∨. Because
Ef is obtained as an extension of the holomorphic line bundle Lα, we have H0(T,Ef ) = H1(T,Ef ) = 0. In
particular, we obtain the following.
Lemma 2.3 Assume that fi ∈ End(V ) has a unique eigenvalue αi for i = 1, 2. If α1 6≡ α2 modulo L∨, any
morphism Ef1 −→ Ef2 is 0.
Suppose that f is nilpotent. We have the natural inclusion V −→ C∞(T,Ef ) as constant functions. We
have a linear map V −→ C∞(T,Ef⊗Ω0,1) given by s 7−→ s dz. They induce a chain map ι from C1 = (V f−→ V )
to the Dolbeault complex C∞(T,Ef ⊗ Ω0,•T ) of Ef .
Lemma 2.4 ι is a quasi-isomorphism.
Proof LetW be the monodromy weight filtration of f . It induces filtrations of C1 and C∞(T,Ef ⊗Ω0,∗T ), and ι
gives a morphism of filtered chain complex. It induces a quasi-isomorphism of the associated graded complexes.
Hence, ι is a quasi isomorphism.
We obtain the following lemma as an immediate consequence.
Lemma 2.5 Assume that fi ∈ End(V ) are nilpotent (i = 1, 2). Then, holomorphic morphisms Ef1 −→ Ef2
naturally correspond to holomorphic morphisms φ : E0 −→ E0 such that f2 ◦ φ− φ ◦ f1 = 0.
In particular, if f is nilpotent, holomorphic sections of End(Ef ) bijectively corresponds to holomorphic
sections g of End(E0) such that [f, g] = 0.
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The fully faithfulness of the functor G follows from Lemma 2.3 and Lemma 2.5. Let us show the essential
surjectivity of G. Let E ∈ VBss0 (T, s). We have the OCζ -module M(E) and the endomorphism fζ of E as
in §2.1.2. We have a natural isomorphism R̂FM+ ◦ RFM−(E) ≃ E. The functor R̂FM+ is induced by the
holomorphic line bundle on T × T∨, obtained as the descent of P˜oin = (C, ∂0 + ζ dz). Let p and q denote the
projections T × Cζ −→ T and T × Cζ −→ Cζ . We have E ≃ p∗(q∗(M) ⊗ P˜oin), and the latter is naturally
isomorphic to
(
H0(Cζ ,M(E)), ∂0 + fζ dz
)
. Thus, we obtain the essential surjectivity of G. The proof of
Proposition 2.2 is finished.
As appeared in the proof of Proposition 2.2, we have another equivalent construction of G. Let N ′(V, f)
denote the cokernel of the endomorphism ζ id−f on V ⊗OCζ . It naturally induces an OT∨ -module N (V, f). We
obtain R̂FM+
(N (V, f)), which is naturally isomorphic to G(V, f). We obtain a quasi-inverse of G as follows.
Let E be a semistable bundle of degree 0 on T . We obtain a vector space H0(T∨,RFM−(E)). If we fix a lift
of Sp(E) to S˜p(E) ⊂ C, then the multiplication of ζ induces an endomorphism gζ of H0(T∨,RFM−(E)). The
construction of
(
H0(T∨,RFM−(E)), gζ
)
from E gives a quasi-inverse of G.
Let (E, ∂E) be a semistable bundle of degree 0 on T . Let s˜ be a subset of C which is injectively mapped to
T∨ = C/L∨.
Corollary 2.6 We have a unique decomposition ∂E = ∂E,0 + f dz with the following property:
• (E, ∂E,0) is holomorphically trivial, i.e., isomorphic to a direct sum of OT .
• f is a holomorphic endomorphism of (E, ∂E,0). We impose the condition that Sp
(
H0(f)
) ⊂ s˜, where
H0(f) is the induced endomorphism of the space of the global sections of (E, ∂E,0).
Proof The existence of such a decomposition follows from the essential surjectivity of G. Let us show the
uniqueness. By considering the spectral decomposition, we have only to consider the case s˜ = {0}. Suppose
that ∂E = ∂
′
E,0 + g dz is another decomposition with the desired property. Because f is holomorphic with
respect to ∂E , we have ∂
′
E,0f = 0 and [f, g] = 0 by Lemma 2.5. We put h = f − g, which is also nilpotent. The
identity induces an isomorphism (E, ∂E,0 + h) ≃ (E, ∂′E,0). Because G is fully faithful, we obtain h = 0.
The family version We have a family version of the equivalence. Let S be any complex manifold. Let
πS : T × S −→ S denote the projection. Let VB∗(S) denote the category of pairs (V, f) of coherent locally free
OS-module V and its endomorphism f . A morphism (V, f) −→ (V ′, f ′) in VB∗(S) is a morphism of OS-modules
g : V −→ V ′ such that f ′ ◦ g = g ◦ f . Such (V, f) naturally induces an OCζ×S-module M(V, f). The support is
denoted by Sp(f). When we are given a divisor s˜ ⊂ Cζ × S which is finite and relatively 0-dimensional over S,
then VB∗(S, s˜) denote the full subcategory of (V, f) ∈ VB∗(S) such that Sp(f) ⊂ s˜.
Let VBss0 (T × S/S) denote the full subcategory of OT×S-modules, whose objects are semistable of degree
0 relative to S. When we are given a divisor s ⊂ T∨ × S which is relatively 0-dimensional over S, then let
VBss0 (T × S/S, s) denote the full subcategory of E ∈ VBss0 (T × S/S) such that Sp(E) ⊂ s.
Let V be a holomorphic vector bundle on S with a holomorphic endomorphism f . The C∞-vector bundle
π−1S V is equipped with a naturally induced holomorphic structure obtained as the pull back, denoted by ∂0.
We obtain a holomorphic vector bundle G(V, f) := (π−1S V, ∂0 + f dz). By Lemma 2.1, G gives a functor
VB∗(S) −→ VBss0 (T × S/S). If we are given s ⊂ T∨ × S and its lift s˜ ⊂ Cζ × S, it gives an equivalence of the
categories VB∗(S, s) −→ VBss0 (T × S/S, s˜).
We have another equivalent description of G. Let (V, f) ∈ VB∗(S). We have the naturally induced
OCζ×S-module M(V, f), which induces an OT∨×S-module N (V, f). We have a natural isomorphism G(V, f) ≃
RFM−
(N (V, f)).
If we are given s ⊂ T∨ × S with a lift s˜ ⊂ Cζ × S, for an object E ∈ VBss0 (T × S/S, s), we obtain an
OCζ×S-module M(E) such that (i) the support of M(E) is contained in s˜, (ii) Φ∗M(E) ≃ RFM−(E). The
multiplication of ζ induces an endomorphism of RFM−(E), and hence an endomorphism of πS∗(RFM−(E)),
denoted by gζ , where πS : T
∨× S −→ S. The construction of (πS∗RFM−(E), gζ) from E gives a quasi-inverse
of G.
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2.1.4 Differential geometric criterion
We recall a differential geometric criterion in terms of the curvature for a metrized holomorphic vector bundle
to be semistable of degree 0. Let (E, ∂E) be a holomorphic vector bundle on T with a hermitian metric h. Let
F (h) denote the curvature. We use the standard metric dz dz of T .
Lemma 2.7 There exists a constant ǫ > 0, depending only on T and rankE, with the following property:
• If |F (h)|h ≤ ǫ, then (E, ∂E , h) is semistable of degree 0.
Proof The number deg(E) =
∫
TrF (h) is an integer. We have
∫ ∣∣TrF (h)∣∣ ≤ |T | rankEǫ, where |T | is the
volume of T . Hence, we have
∫
TrF (Ew) = 0, if ǫ is sufficiently small. For any subbundle E
′ ⊂ E, by using the
decreasing property of the curvature of subbundles, we also obtain deg(E′) < 1 and hence deg(E′) ≤ 0.
2.2 Filtered bundles
2.2.1 Filtered sheaves
Let us recall the notion of filtered sheaves and filtered bundles. Let X be a complex manifold with a smooth
hypersurface D. (We restrict ourselves to the case that D is smooth, because we are interested in only the
case in this paper.) Let E be a coherent OX(∗D)-module. Let D =
∐
i∈ΛDi be the decomposition into the
connected components. A filtered sheaf P∗E over E is a sequence of coherent OX -submodules PaE ⊂ E indexed
by RΛ satisfying the following.
• PaE|X\D = E|X\D. We have PaE ⊂ Pa′E , if ai ≤ a′i (i ∈ Λ), where a = (ai | i ∈ Λ) and a′ = (a′i | i ∈ Λ).
• On a small neighbourhood U of Di (i ∈ Λ), PaE|U depends only on ai, which we denote by Pai(E|U ), or
iPai(E|U ). when we emphasize i.
• For each i and c ∈ R, there exists ǫ > 0 such that iPc(E|U ) = iPc+ǫ(E|U ).
• We have Pa+nE = PaE(
∑
niDi), where n = (ni) ∈ ZΛ.
The tuple (E , {PaE |a ∈ RΛ}) is denoted by P∗E . The filtration {PaE |a ∈ RΛ} is also denoted by P∗E . We
say that E is the OX(∗D)-module underlying P∗E .
For a small neighbourhood U of Di, we set
iP<a(E|U ) :=
∑
b<a Pb(E|U ). We also put iPa(E)|Di := Pa(E|U )|Di ,
and iGrPa (E) := iPa(E|U )
/
iP<a(E|U ), which are coherent ODi -modules. We set
Par(PaE , i) :=
{
b ∈]ai − 1, ai]
∣∣ iGrPb (E) 6= 0}, Par(P∗E , i) := ⋃
a∈RΛ
Par(PaE , i).
A morphism of filtered sheaves P∗E1 −→ P∗E2 is a morphism of OX -modules which is compatible with the
filtrations. A subobject P∗E1 ⊂ P∗E is a subsheaf E1 ⊂ E satisfying Pa(E1) ⊂ Pa(E) for any a ∈ RΛ. It is called
strict, if Pa(E1) = E1 ∩ Pa(E) for any a ∈ RΛ.
2.2.2 Filtered bundles and basic operations
A filtered sheaf P∗E is called a filtered bundle, if (i) PaE are locally free OX -modules, (ii) iGrPa (E) are locally
free ODi -modules for any i ∈ Λ and a ∈ R. In that case, for any b ∈]a− 1, a], we set
Fb
(
iPa(E)|Di
)
:= Im
(
iPb(E)|Di −→ iPa(E)|Di
)
.
It is called the parabolic filtration.
The direct sum of filtered bundles P∗Ei (i = 1, 2) is defined as the locally freeOX(∗D)-module E1⊕E2 with the
OX -submodules Pa(E1⊕E2) = PaE1⊕PaE2 (a ∈ RΛ). The tensor product of filtered bundles P∗Ei (i = 1, 2) is
defined as the OX(∗D)-module E1 ⊗ E2 with the OX -submodules Pa(E1 ⊗ E2) =
∑
b+c≤a Pb(E1) ⊗ Pc(E2).
The inner homomorphism is defined as the OX(∗D)-module HomOX(∗D)(E1, E2) with the OX -submodules
PaHom(E1, E2) =
{
f ∈ Hom(E1, E2)
∣∣ f(PbE1) ⊂ Pb+aE2}.
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The most typical example is the OX(∗D)-module OX(∗D) with the OX -submodules Pa(OX(∗D)) :=
O(∑[ai]Di), where [a] := max{n ∈ Z |n ≤ a}. The filtered bundle is denoted just by OX(∗D). For any
filtered bundle P∗E , the dual P∗(E∨) is defined as Hom
(P∗E , OX(∗D)). We have a natural isomorphism
Pa(E∨) ≃ P<−a+δ(E)∨, where δ = (1, . . . , 1).
Let ϕ : (X ′, D′) −→ (X,D) be a ramified covering with D′ = ∐i∈ΛD′i and D = ∐i∈ΛDi. Let ei be the
degree of the ramification. Let P∗E be a filtered bundle over E . The pull back of a filtered bundle is defined
as the OX′(∗D′)-module ϕ∗(E) with the OX′ -submodules Paϕ∗E =
∑
eb+n≤a ϕ
∗(PbE) ⊗OX′(
∑
niD
′
i), where
eb = (eibi | i ∈ Λ). The filtered bundle is denoted by ϕ∗(P∗E).
Let P∗E ′ be a filtered bundle on (X ′, D′). Then, we obtain a locally free OX(∗D)-module ϕ∗E ′ with
the OX -submodules Pc(ϕ∗E ′) such that Pc(ϕ∗E ′)|U = ϕ∗(PeiciE ′|ϕ−1(Ui)). The filtered bundle is denoted by
ϕ∗(P∗E). Suppose that ϕ : (X ′, D′) −→ (X,D) is a Galois covering with the Galois group Gal(ϕ), and that
P∗E ′ be a Gal(ϕ)-equivariant filtered bundle, then ϕ∗(P∗E) is equipped with an induced Gal(ϕ)-action. The
Gal(ϕ)-invariant part is called the descent of P∗E ′ with respect to ϕ.
2.2.3 The parabolic first Chern class
Let P∗E be a filtered sheaf on (X,D). Suppose that E is torsion-free. The parabolic first Chern class of P∗E is
defined as
par-c1(P∗E) = c1(PaE)−
∑
i∈Λ
∑
b∈Par(PaE,i)
b dim iGrPb (E) [Di].
Here, [Di] is the cohomology class of Di. It is independent of the choice of a.
Let Ui be a small neighbourhood of Di. Suppose that we are given a decomposition P∗E|Ui =
⊕
k∈I(i) P∗Ei,k
for each i ∈ Λ. Let U be a locally free OX -submodule of E such that U|Ui =
⊕
k∈I(i) Pa(i,k)Ei,k, where a(i, k) ∈ R.
It is easy to check the following equality:
par-c1(P∗E) = c1(U)−
∑
i∈Λ
∑
k∈I(i)
δ(P∗Ei,k, a(i, k)),
δ(P∗Ei,k, a(i, k)) :=
∑
b∈Par(Pa(i,k)Ei,k)
b rankGrPb (Ei,k)[Di]
2.2.4 Compatible frames
For simplicity, we consider the case that X is a neighbourhood of 0 in C, and D = {0}. Let P∗E be a filtered
bundle on (X,D). For any section f of E , we set degP(f) := min{a ∈ R ∣∣ f ∈ PaE}. Let v = (v1, . . . , vr) be
a frame of PaE . We say that it is compatible with the parabolic structure, if for any b ∈ Par(PaE), the set{
vi
∣∣ deg(vi) = b} induces a base of GrPb (E).
Let ϕ : (X ′, D′) −→ (X,D) be a ramified covering given by ϕ(u) = up. Let P∗E be a filtered bundle on
(X,D). Let v be a compatible frame of PaE . Let ci := degP(vi). We set ni := max{n ∈ Z |n+ pci ≤ pa}, and
wi := u
−nϕ∗vi. Then, w = (w1, . . . , wr) is a compatible frame of ϕ∗(P∗E), such that degP(wi) = ni + pci.
Let P∗E ′ be a filtered bundle on (X ′, D′). Let v′ be a compatible frame of PaE ′. Let ci := degP(v′i).
For 0 ≤ j < p, we set w′ij := ujv′i. They naturally induce sections of Pa/p(ϕ∗E), denoted by w˜′ij . Then,
w˜
′ :=
(
w˜′ij
∣∣ 1 ≤ i ≤ rank E , 0 ≤ j < p) gives a compatible frame of Pa/p(ϕ∗E) such that degP(w˜′ij) = (ci− j)/p.
2.2.5 Adapted metric
Let us return to the setting in §2.2.1. Let V be a holomorphic vector bundle on X \D with a hermitian metric
h. Recall that, for any a ∈ RΛ, we obtain a natural OX -module P(h)a V on X as follows. Let U be any open
subset of X . For any P ∈ U , we take a holomorphic coordinate neighbourhood (XP , z1, . . . , zn) around P such
that (i) XP is relatively compact in U , (i) XP ∩D = XP ∩Di for some i ∈ Λ, (ii) XP ∩D = {z1 = 0}. Then,
let Pha (U) denote the space of holomorphic sections f of V|U\D such that |f|XP |h = O(|z1|−ai−ǫ) for any ǫ > 0
and for any P ∈ U . In general, PaV are not OX -coherent.
13
Suppose that we are given a filtered bundle P∗V on (X,D), and that V := PaV|X\D is equipped with a
hermitian metric h such that PhaV = P∗V . In that case, h is called adapted to P∗V .
2.3 Filtered Higgs bundles
Let us recall the notion of filtered Higgs bundles on curves. Let X be a complex curve with a discrete subset D.
Let P∗E be a filtered sheaf on (X,D). Let θ be a Higgs field of E , i.e., θ is an OX -homomorphism E −→ E⊗Ω1X .
Then, (P∗E , θ) is called a filtered Higgs bundle.
We shall consider two conditions on the compatibility of θ and the filtration P∗E . One is the admissibility,
and the other is goodness. The latter is what we are really interested in, because it is closely related with
wild harmonic bundles and L2-instantons. The former is easier to handle, and more natural when we consider
algebraic Nahm transforms. We shall explain the easier one first.
The conditions are given locally around each point of D. So, we shall explain them in the case X :=
{
z ∈
C
∣∣ |z| < ρ0} and D := {0}.
2.3.1 Admissible filtered Higgs bundles
For each positive integer p, let ϕp : X
〈p〉 = {|zp| < ρ1/p0 } −→ X be given by ϕp(zp) = zpp . Let P∗V be a filtered
bundle on (X,D) with a Higgs field θ. Let m ∈ Z≥0 and p ∈ Z>0 such that g.c.d.(p,m) = 1. We say that
(P∗V, θ) has slope (p,m), if the following holds:
• Let (P∗V 〈p〉, θ〈p〉) be a filtered Higgs bundle obtained as the pull back of (P∗V, θ) by ϕp. Then, we have
zmp θ
〈p〉(PcV 〈p〉) ⊂ PcV 〈p〉dzp/zp for any c ∈ R.
• Let Res(zmp θ〈p〉) denote the endomorphism of GrPc (V 〈p〉) obtained as the residue of zmp θ〈p〉. If (p,m) 6=
(1, 0), we impose that Res(zmp θ
〈p〉) is invertible for any c.
Although Res(zmp θ
〈p〉) may depend on the choice of a coordinate, the above condition is independent. Let I(θ)
denote the set of the eigenvalues of Res(zmp θ
〈p〉). We have Gal(ϕp)-action on (P∗V 〈p〉, θ〈p〉) and I(θ). The
quotient set I(θ)/Gal(ϕ) is denoted by I(θ). We have the orbit decomposition I(θ) =∐o∈I(θ) o. We say that
(P∗V, θ) has type (p,m,o), if moreover I(θ) = {o}.
If m 6= 0, then o is an element of J (p,m) := C∗/Gal(ϕp), where the action is given by (t, α) 7−→ tmα.
If m = 0, then o is an element of J (1, 0) := C. When (P∗V, θ) has slope (p,m), it has a decomposition
(P∗V, θ) =
⊕
o∈J (p,m)(P∗Vo, θo) after X is shrank appropriately, such that (P∗Vo, θo) has type (p,m,o).
We say that (P∗V, θ) is admissible, if it has a decomposition (P∗V, θ) =
⊕
(p,m)(P∗V (p,m), θ(p,m)) after
X is shrank appropriately, such that (P∗V (p,m), θ(p,m)) has slope (p,m). In this paper, we call it the slope
decomposition. We may also have a refined decomposition (P∗V, θ) =
⊕
(p,m,o)(P∗V (p,m)o , θ(p,m)o ) such that
(P∗V (p,m)o , θ(p,m)o ) has type (p,m,o). In this paper, we call it the type decomposition. For α ∈ Q≥0, we say that
the slope of (P∗V, θ) is smaller (resp. strictly smaller) than α, if P∗V (p,m) = 0 for p/m > α (resp. p/m ≥ α) in
the slope decomposition.
Suppose that (P∗V, θ) has type (p,m,o). After X is shrank appropriately, we have the decomposition
(P∗V 〈p〉, θ〈p〉) =
⊕
α∈o(P∗V 〈p〉α , θ〈p〉α ) such that Res(zmp θ〈p〉α ) has a unique eigenvalue α. For any α ∈ o, we have
a natural isomorphism ϕp∗(P∗V 〈p〉α , θ〈p〉α ) ≃ (P∗V, θ).
The following lemma is easy to see.
Lemma 2.8 Let (P∗V, θ) be an admissible filtered Higgs bundle on (X,D). Let P∗V ′ be a strict filtered Higgs
subbundle, i.e., it is a strict filtered subbundle such that θ(V ′) ⊂ V ′⊗Ω1X . The restriction of θ to V ′ is denoted
by θ′. Then, (P∗V ′, θ′) is admissible.
2.3.2 Good filtered Higgs bundles
We have a stronger condition. Let X and D be as in §2.3.1. We say that a filtered Higgs bundle (P∗V, θ) on
(X,D) is good, if there exists a ramified covering ϕp : (X
〈p〉, D〈p〉) −→ (X,D) given by ϕp(zp) = zpp with a
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decomposition
ϕ∗p(P∗V, θ) =
⊕
a∈z−1p C[z−1p ]
(P∗V 〈p〉a , θ〈p〉a ), (4)
such that θ
〈p〉
a − da idV 〈p〉
a
is logarithmic in the sense that it gives a morphism P∗V 〈p〉a −→ P∗V 〈p〉a dzp/zp. Let
Irr(ϕ∗pθ) denote the set of a such that V
〈p〉
a 6= 0. The Galois group Gal(ϕp) naturally acts on ϕ∗p(P∗V, θ)
and Irr(ϕ∗pθ). The quotient set Irr(ϕ
∗
pθ)/Gal(ϕp) is denoted by Irr(ϕ
∗
pθ). We have the orbit decomposition
Irr(ϕ∗pθ) =
∐
o∈Irr(ϕ∗pθ) o. We set (P∗V
〈p〉
o , θ
〈p〉
o ) :=
⊕
a∈o(P∗V 〈p〉a , θ〈p〉a ). We obtain a Gal(ϕp)-equivariant
decomposition ϕ∗p(P∗V, θ) =
⊕
o∈Irr(ϕ∗pθ)(P∗V
〈p〉
o , θ
〈p〉
o ). By the descent, we obtain a decomposition
(P∗V, θ) =
⊕
o∈Irr(ϕ∗θ)
(P∗Vo, θo). (5)
If we have a factorization ϕp = ϕp1 ◦ ϕp2 such that ϕ∗p2(P∗V, θ) has a decomposition as above, ϕp1 gives
a bijection Irr(ϕ∗p2θ) ≃ Irr(ϕ∗pθ). It induces a bijection of the quotient sets by the Galois groups. By the
identification, we denote them by Irr(θ) and Irr(θ). The decomposition (5) is independent of the choice of ϕp.
For each o ∈ Irr(θ), there exists a minimum po among the numbers p such that ϕ∗p(P∗Vo, θo) has a
decomposition such as (4). In this case, we have |o| = po. We set Xo := X〈po〉, ϕo := ϕpo and zo := zpo . We
have the decomposition on Xo:
ϕ∗
o
(P∗Vo, θo) =
⊕
a∈o
(P∗V oa , θoa ). (6)
For any a ∈ o, we have a natural isomorphism (P∗Vo, θo) ≃ ϕo∗(P∗V oa , θoa ). We set mo := (ordz−1
o
a) which is
independent of a ∈ o. In this paper, if (P∗V, θ) = (P∗Vo, θo), we say that (P∗V, θ) has pure irregularity o.
If X is shrank appropriately, we have the following decomposition, which is a refinement of (4),
ϕ∗p(P∗V, θ) =
⊕
a∈z−1p C[z−1p ]
⊕
α∈C
(P∗V 〈p〉a,α , θ〈p〉a,α)
such that the eigenvalues of the residues Res
(
θ
〈p〉
a,α −
(
da + pαdzp/zp
)
id
V
〈p〉
a,α
)
are 0. Let (P∗Vo,α, θo,α) be the
descent of
⊕
a∈o(P∗V 〈p〉a,α , θ〈p〉a,α) to X . We obtain a decomposition:
(P∗V, θ) =
⊕
o∈Irr(θ)
⊕
α∈C
(P∗Vo,α, θo,α)
On Xo, we have a decomposition:
ϕ∗
o
(P∗Vo,α, θo,α) =
⊕
a∈o
(P∗V oa,α, θoa,α)
Lemma 2.9 Let (P∗V, θ) be a good filtered Higgs bundle. Let P∗V ′ be a strict Higgs subbundle. The restriction
of θ to V ′ is denoted by θ′. Then, (P∗V ′, θ′) is also good.
Proof Suppose (P∗V, θ) is unramified with the decomposition (P∗V, θ) =
⊕
(P∗Va, θa). Because θ(V ′) ⊂
V ′ ⊗ Ω1X , we have V ′ =
⊕
(V ′ ∩ Va). By the strictness, we obtain P∗V ′ =
⊕
(V ′ ∩ P∗Va). Hence, (P∗V ′, θ′) is
good. The ramified case can be reduced to the unramified case by the descent.
Take p ∈ Z>0 and m ∈ Z≥0 with g.c.d.(p,m) = 1. Let Irr(θ, p,m) := {o ∈ Irr(θ) | po/mo = p/m}. We have
P∗V (p,m) =
⊕
o∈Irr(θ,p,m)
P∗Vo.
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For any o ∈ J (p,m), we have Irr(θ, p,m,o) ⊂ Irr(θ, p,m) such that
P∗V (p,m)o =
⊕
o∈Irr(θ,p,m,o)
P∗Vo.
Take any α ∈ o. For each o ∈ Irr(θ, p,m,o), we have a ∈ o such that
P∗V 〈p〉α =
⊕
o∈Irr(θ,p,m,o)
ϕ(po/p) ∗
(P∗V oa ).
Here, ϕpo/p is the ramified covering X
o −→ X〈p〉 given by ϕpo/p(zo) = zpo/po . Let c ∈ R. We take a frame
vo = (vo,i) of PpocV oa compatible with the parabolic structure. Then, the tuple of the sections{
zj
o
vo,i
∣∣∣o ∈ Irr(θ, p,m,o), 1 ≤ i ≤ rankV oa , 0 ≤ j < po/p}
gives a frame of PpcV 〈p〉α .
2.3.3 Filtered bundles with an endomorphism
Let Uτ be a small neighbourhood of 0 in Cτ . Let P∗V be a filtered bundle on (Uτ , 0) with an endomorphism g.
We say that (P∗V, g) has type (p,m,o) (slope (p,m)), if (P∗V,−τ−2gdτ) has type (p,m,o) (resp. slope (p,m)).
The condition implies p ≥ m. We say that (P∗V, g) is admissible, if (P∗V,−τ−2gdτ) is admissible. If (P∗V, g)
is admissible, we have the type decomposition (P∗V, g) =
⊕
(P∗V (p,m)o , g(p,m)o ) and the slope decomposition
(P∗V, g) =
⊕
(P∗V (p,m), g(p,m)), after X is shrank appropriately.
Similarly, (P∗V, g) is called good, if (P∗V,−τ−2gdτ) is a good filtered Higgs bundle.
Remark 2.10 We regard Uτ as a neighbourhood of ∞ in P1. Of course, −τ−2dτ = dw for w = τ−1.
Remark 2.11 We shall be interested in the case that (P∗V, g) is decomposed into
⊕
α∈C(P∗Vα, gα) such that
(i) Sp(gα|0) = {α}, (ii) (P∗Vα, gα−α) is admissible. In that case, in the slope decomposition (P∗Vα, gα−α) =⊕(P∗V (p,m)α , g(p,m)α ), we have m/p < 1 for V (p,m)α 6= 0.
2.4 Filtered bundles on (T × P1, T × {∞})
2.4.1 Local conditions
Let U ⊂ P1 be a small neighbourhood of ∞. We introduce some conditions on filtered bundles P∗E on
(T × U, T × {∞}).
(A1) PcE|T×∞ are semistable of degree 0 for any c ∈ R.
The condition is equivalent to that GrPc (E) are semistable of degree 0 for any c ∈ R. Let Sp∞(E) ⊂ T∨ denote
the spectrum of PcE|T×∞. It is independent of c. We fix its lift to S˜p∞(E) ⊂ C. Then, as observed in §2.1, for
a small neighbourhood U ′ of ∞ ∈ P1, we obtain the corresponding filtered bundle P∗V with an endomorphism
g on (U ′,∞) such that Sp(g|∞) = S˜p∞(E). We have the decomposition
(P∗V, g) =
⊕
P∈Sp∞(E)
(P∗VP , gP )
such that Sp(gP ) ∩ (C× {∞}) = {P˜} is the lift of P . A filtered bundle satisfying (A1) is called admissible, if
it satisfies the following condition, which is independent of the choice of S˜p∞(E).
(A2) (P∗VP , gP − P˜ id) is admissible in the sense of §2.3.3 for any P ∈ Sp∞(E).
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We have the type decomposition (P∗VP , gP − P˜ id) =
⊕
p,m,o(P∗V (p,m)P,o , g(p,m)P,o ). We have the corresponding
decomposition P∗E =
⊕
P
⊕
p,m,o P∗E(p,m)P,o , which is called the type decomposition of P∗E. The following
lemma is clear.
Lemma 2.12 If P∗E satisfies the condition (A1) (resp. the admissibility), then the dual P∗(E∨) also satisfies
the condition (A1) (resp. the admissibility).
We also have the following condition.
(Good) Let P∗E be a filtered bundle on (T × U, T × {∞}) satisfying (A1). Take any lift S˜p∞(E) ⊂ C
of Sp∞(E). Then, the filtered bundle is called good, if the corresponding filtered bundle P∗V with an
endomorphism g is good in the sense of §2.3.3.
2.4.2 Some remarks on the cohomology
Let P∗E be a filtered bundle on (T ×P1, T ×{∞}) satisfying (A1). Let U be any OT×P1-submodule of PcE for
some c ∈ R, such that (i) U|T×Cw = PcE|T×Cw , (ii) U|T×{∞} is semistable of degree 0. We give some remarks
on the cohomology groups of U .
Lemma 2.13 Suppose 0 6∈ Sp∞(P∗E). Then, we have Hj(T × P1,U) = Hj(T × P1,PcE).
Proof Let π : T × P1 −→ P1 be the projection. By the assumption, we obtain Rπ∗(U ⊗ L) ≃ Rπ∗(PcE ⊗ L),
because both of them vanish around ∞. Then, the claim of the lemma follows.
Suppose that P∗E is admissible, i.e., it satisfies (A1,2), and we give some refinement. We have the decom-
position U =⊕P ⊕p,m,o U (p,m)P,o around T × {∞}, where U (p,m)P,o := U ∩ PcE(p,m)P,o . Let U ′ ⊂ PcE be a subsheaf
satisfying the above conditions (i,ii). If 0 6∈ Sp∞(P∗E), we have Hi(T × P1,U) = Hi(T × P1,U ′) by Lemma
2.13.
Lemma 2.14 Suppose 0 ∈ Sp∞(P∗E), and that U (1,0)0,0 = U ′(1,0)0,0 . Then, we have natural isomorphisms Hi(T ×
P1,U) ≃ Hi(T × P1,U ′) for i = 0, 2.
Proof We have only to consider the case that U ⊂ U ′, and we shall prove that the natural morphisms
Hi(T × P1,U) −→ Hi(T × P1,U ′) are isomorphisms. Let ϕ ∈ H0(T × P1,U ′). Around T × {∞}, we have the
decomposition ϕ =
∑
P,p,m,o ϕ
(p,m)
P,o . It is easy to observe that ϕ
(p,m)
P,o = 0 unless (P, p,m,o) = (0, 1, 0, 0). Hence,
we obtain that H0(T × P1,U) −→ H0(T × P1,U ′) is an isomorphism. The duals U and (U ′)∨ are subsheaves
of Pc′(E∨) for some c′, and satisfy the conditions (i,ii). Hence, by using the Serre duality, we obtain that
H2(T × P1,U) −→ H2(T × P1,U ′) is an isomorphism.
2.4.3 Vanishing condition
Let (P∗E, θ) be a filtered bundle on (T × P1, T × {0}). We will be concerned with the following condition on
vanishing of the cohomology:
(A3) H0(T × P1,P0E ⊗ p∗L) = 0 and H2(T × P1,P<−1E ⊗ p∗L) = 0 for any line bundle L of degree 0 on T ,
where p denotes the projection T × P1 −→ T .
We shall often omit to denote p∗, if there is no risk of confusion.
Lemma 2.15 If P∗E satisfies the condition (A3), the dual P∗(E∨) also satisfies the condition (A3).
Proof Note Pa(E∨)∨ ⊗Ω1P1 ≃ P<−a−1(E). Hence, by the Serre duality, H0
(
T × P1,P0(E∨)⊗L∨
)
is the dual
space of H2
(
T × P1,P<−1E ⊗L
)
, and H2
(
T × P1,P<−1(E∨)⊗L∨
)
is the dual space of H0
(
T × P1,P0E ⊗L
)
.
The claim of the lemma follows.
Lemma 2.16 Let L be any holomorphic line bundle on T of degree 0. If P∗E satisfies (A3), we have H0(T ×
P1,PcE ⊗ L) = 0 for any c ≤ 0 and H2(T × P1,P<cE ⊗ L) = 0 for any c ≥ −1.
Proof We have only to consider the case L = OT . For c ≤ 0, we have H0(T×P1,PcE) ⊂ H0(T×P1,P0E) = 0.
For c ≥ −1, the support of the quotient P<cE/P<−1E is one dimensional. Hence, the morphism 0 = H2(T ×
P1,P<−1E) −→ H2(T × P1,P<cE) is surjective.
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2.4.4 Stability condition
We introduce a stability condition for filtered bundles satisfying (A1) on (T × P1, T × {∞}), by following [8].
Note that this is not the same as the standard slope stability condition for filtered bundles on projective varieties
[37].
Let ωT ∈ H2(T × P1,Z) denote the pull back of the fundamental class of T by the projection T × P1 −→ T .
For any filtered torsion-free sheaf P∗E on (T × P1, T × {∞}), we define the degree of P∗E by
deg(P∗E) :=
∫
T×P1
par-c1(P∗E)ωT =
∫
{z}×P1
par-c1(P∗E).
We set µ(P∗E) := deg(P∗E)/ rank E . We say that a filtered bundle P∗E is stable (semistable), if µ(P∗E) <
µ(P∗E) (resp. µ(P∗E) ≤ µ(P∗E)) for any P∗E ⊂ P∗E such that (i) 0 < rank E < rankE, (ii) P∗E also satisfies
(A1) around T × {∞}. We say that a semistable filtered bundle P∗E is polystable, if it has a decomposition
P∗E =
⊕P∗Ei such that each P∗Ei is stable. The following lemma is clear and standard.
Lemma 2.17 Let P∗E be a filtered bundle satisfying (A1) on (T ×P1, T ×{∞}). If P∗E is stable, then P∗E∨
is also stable.
It is standard to obtain the vanishing of some cohomology groups under the assumption of the stability and
the degree 0.
Lemma 2.18 Let P∗E be a filtered bundle satisfying (A1) on (T × P1, T × {∞}). If P∗E is stable with
deg(P∗E) = 0 and rankP∗E > 1, it satisfies the condition (A3).
Proof Because P∗E is stable of degree 0, we obtain that H0(T×P1,PcE) = 0 for any c ≤ 0. Indeed, a non-zero
section induces a filtered strict subsheaf P∗O ⊂ P∗E with deg(P∗O) ≥ 0 and 0 < rankO < rankE. Because
(P∗E)∨ is also stable of degree 0, we obtain the vanishing H2(T × P1,P<−1E) by using the Serre duality.
Remark 2.19 Filtered bundles P∗E satisfying (A1) with deg(P∗E) = 0 and rankP∗E = 1 naturally correspond
to line bundles of degree 0 on T . Indeed, there exists a line bundle of degree 0 on L on T such that PaE ≃
p∗L⊗O([a](T × {∞})) for any a ∈ R, where [a] := max{n ∈ Z |n ≤ a}. In this case, (A3) is not satisfied for
L−1.
3 Algebraic Nahm transforms
3.1 Local algebraic Nahm transforms
3.1.1 Complex
Let X :=
{
z ∈ C ∣∣ |z| < ρ0} and D := {0}. In the following of this subsection, we shall shrink X without
mentioning it. We shall use the notation in §2.3.1. We define a complex of sheaves associated to an admissible
filtered Higgs bundle (P∗V, θ) on (X,D). First, let us consider the case that (P∗V, θ) has type (p,m,o). Suppose
(p,m,o) 6= (1, 0, 0). For each c ∈ R, let Pc(V ⊗ Ω•X , θ) denote the complex
Pc−m/pV −→ Pc+1V dz
where the first term sits in the degree 0. Take any α ∈ o. For each c ∈ R, let Pc(V 〈p〉α ⊗Ω•X〈p〉 , θ
〈p〉
α ) denote the
following complex on X〈p〉:
Pc−mV 〈p〉α θ
〈p〉
α−−−−→ PcV 〈p〉α ⊗ dzpzp .
We have a natural isomorphism Pc(V ⊗Ω•, θ) ≃ ϕp∗Pcp(V 〈p〉α ⊗Ω1X〈p〉 , θ
〈p〉
α ). It is also isomorphic to the descent
of
⊕
α∈o Pcp(V 〈p〉α ⊗ Ω1X〈p〉 , θ
〈p〉
α ). For c ≤ c′, the natural inclusion Pc(V ⊗ Ω•, θ) −→ Pc′(V ⊗ Ω•, θ) is a quasi-
isomorphism. We set C•(P∗V, θ) := P−1/2
(
V ⊗Ω•, θ). In the case (p,m,o) = (1, 0, 0), we set C0(P∗V, θ) := P0V
and
C1(P∗V, θ) := P<1V ⊗ Ω1X + θ
(P0V ) ⊂ P1V ⊗ Ω1X .
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Thus, we obtain the complex C•(P∗V, θ), when (P∗V, θ) has type (p,m,o).
For a general admissible filtered Higgs bundle (P∗V, θ), the complex C•(P∗V, θ) is defined as the extension
of the complex (V −→ V ⊗ Ω1X) on X \ D to a complex on X , such that it is
⊕
(m,p,o) C•(P∗V (p,m)o , θ(p,m)o )
around D, according to the type decomposition.
Lemma 3.1 If (P∗V, θ) comes from a wild harmonic bundle (E, ∂E , θ, h) on (X,D), then C•(P∗V, θ) is naturally
quasi-isomorphic to the complex of square-integrable sections of the Higgs complex E ⊗ Ω•.
Proof By the descent, we have only to consider the unramified case. We omit to denote p. We have the
naturally defined map πc : PcV −→ GrPc (V ). Let W be the weight filtration of the nilpotent part of the
endomorphism Res(θ) on GrPc (V ). We set WkPcV := π−1c (Wk GrPc (V )).
Suppose that (P∗V, θ) has type (m,o). If (m,o) 6= (0, 0), let C•L2(P∗V, θ) be the following complex:
W−2P−mV −→W−2P0V ⊗ Ω1X(logD)
It is easy to check that the following natural morphisms are quasi-isomorphisms:
C•L2(P∗V, θ) −→ P0(V ⊗ Ω•, θ)←− C•(P∗V, θ)
If (m,o) = (0, 0), let C•L2(P∗V, θ) be the following complex:
W0P0V −→W−2P0V ⊗ Ω1X(logD)
It is easy to check that the natural inclusion C•L2(P∗V, θ) −→ C•(P∗V, θ) is a quasi-isomorphism.
In general, we define C•L2(P∗V, θ) =
⊕ C•L2(P∗V (m)o , θ(m)o ) by using the type decomposition. According to
the result in §5.1 of [40], C•L2(P∗V, θ) is naturally quasi-isomorphic to the complex of square-integrable sections
of the Higgs complex E ⊗ Ω•. Thus, we obtain the claim of the lemma.
3.1.2 Transform
We shall construct some transformations for filtered Higgs bundles, which are analogue to the local Fourier
transform in [15] and [22].
In the following, for a variable x, let Ux denote a small neighbourhood of 0 in Cx. For two variables x and
y, let Ux,y := Ux × Uy, and let π1 : Ux,y −→ Ux and π2 : Ux,y −→ Uy denote the projections.
Let (P∗V, θ) be an admissible filtered Higgs bundle on (Uζ , 0). Let us define a filtered bundle N 0,∞∗ (P∗V, θ)
with an endomorphism g on Uτ . We consider the following complex on Uζ,τ :
π∗1C0(P∗V, θ) τθ+dζ−−−−→ π∗1C1(P∗V, θ)
Let Q be the quotient. We define
N
0,∞(P∗V, θ) := π2∗Q, N 0,∞(P∗V, θ) := N 0,∞(P∗V, θ)(∗τ).
Here, (∗τ) means the localization with respect to τ . If Uτ is sufficiently small, then the support of Q is proper
and relatively 0-dimensional over Uτ . Indeed, Q∩
({0}×Uζ) = {(0, 0)}. Hence, N 0,∞(P∗V, θ) is coherent. Let
us check that N 0,∞(P∗V, θ) is torsion-free. Let v be a section of π∗1C1(P∗V, θ), such that there exists a section u
of π∗1C0(P∗V, θ) satisfying τv = (τθ+dζ)u. We obtain that dζ ·u is contained in τ ·π∗1C1(P∗V, θ). Then, we obtain
that u = τu′ for some section u′ of π∗1C0(P∗V, θ), and we have v = (τθ + dζ)u′. It implies that N 0,∞(P∗V, θ)
is torsion-free. Hence, N 0,∞(P∗V, θ) is a locally free OUτ -module. In particular, N 0,∞(P∗V, θ) is a locally free
OUτ (∗τ)-module. The multiplication of ζ induces the endomorphism g. By setting ψ := −g τ−2dτ , we obtain a
Higgs field of N 0,∞(P∗V, θ). We shall introduce a filtered bundle N 0,∞∗ (P∗V, θ) =
(N 0,∞a (P∗V, θ) ∣∣ a ∈ R) over
N 0,∞(P∗V, θ).
If (P∗V, θ) has type (p,m,o) 6= (1, 0, 0), we consider the following complexes on Uζ,τ for any c ∈ R:
π∗1Pc−m/p(V ) τθ+dζ−−−−→ π∗1Pc(V )(dζ/ζ) (7)
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Let Qc denote the quotient. We define
N 0,∞κ1(p,m,c)(P∗V, θ) := π2∗Qc, κ1(p,m, c) :=
2pc−m
2(p+m)
.
By construction, we have N 0,∞−1/2(P∗V, θ) = N (P∗V, θ) in this case. It is easy to check that N 0,∞a (P∗V, θ) are
locally free OUτ -module of finite rank. We have a naturally induced map N 0,∞a′ (P∗V, θ) −→ N 0,∞a (P∗V, θ) for
a′ ≤ a. Its restriction to {τ 6= 0} is an isomorphism, and hence it is injective. We also obtainN 0,∞a (P∗V, θ)(∗τ) =
N 0,∞(P∗V, θ). For c′ := c− (1 +m/p), the images of τ · π∗1PcV (dζ/ζ) and π∗1Pc′V (dζ/ζ) are the same in the
quotient of Qc. It implies τN 0,∞a (P∗V, θ) = N 0,∞a−1 (P∗V, θ) for any a ∈ R. Hence, N 0,∞a (P∗V, θ) (a ∈ R) give a
filtered bundle over N 0,∞(P∗V, θ).
If (P∗V, θ) has type (p,m,o) = (1, 0, 0), we define N 0,∞0 (P∗V, θ) := N 0,∞(P∗V, θ). We have the following
natural morphisms:
N 0,∞0 (P∗V, θ)|0 ≃ C1(P∗V, θ)
/C0(P∗V, θ)dζ −→ (P0V )|0
Here, the subscript “|0” means the fiber of the vector bundle over 0, and the latter map is given by the
residue, which is injective. Hence, the parabolic filtration of the right hand side induces a parabolic filtration
of N 0,∞0 (P∗V, θ)|0 indexed by ]− 1, 0]. It induces a filtered bundle N 0,∞∗ (P∗V, θ) over N 0,∞(P∗V, θ).
If (P∗V, θ) is admissible, we replace Uζ with smaller neighbourhoods so that it has the type decomposition,
and we define
N 0,∞∗ (P∗V, θ) :=
⊕
p,m,o
N 0,∞∗ (P∗V (p,m)o , θ).
The construction N 0,∞∗ gives a functor from the category of the germs of admissible filtered Higgs bundles to
the category of the germs of filtered Higgs bundles. We set N 0,∞<a (P∗V, θ) :=
∑
b<aN 0,∞b (P∗V, θ).
Lemma 3.2 Suppose (P∗V, θ) has type (p,m,o). The rank of N 0,∞(P∗V, θ) is (p + m) rankV/p in the case
(p,m,o) 6= (1, 0, 0), or rankV − dimKerGrP0 (Res θ) in the case (p,m,o) = (1, 0, 0).
Proof The rank is equal to the dimension of C1(P∗V, θ)
/C0(P∗V, θ)dζ as a C-vector space. Then, the claim can
be checked by a direct computation. (See also the proof of Proposition 3.3 below for the case (p,m,o) 6= (1, 0, 0).)
Proposition 3.3
(N 0,∞∗ (P∗V, θ), ψ) is admissible. If (P∗V, θ) has type (p,m,o), then (N 0,∞∗ (P∗V, θ), ψ) has
type (p+m,m,o′) for some o′.
Proof We have only to consider the case that (P∗V, θ) has type (p,m,o). Let us consider the case (p,m,o) =
(1, 0, 0). For the expression θ = f dζ/ζ, f gives an endomorphism of PcV for any c, and f|0 is nilpotent. We
have ψ = −τ−1g(dτ/τ), and −τ−1g is induced by f by construction. Hence, it preserves N 0,∞0 (P∗V, θ). If we
regard N 0,∞0 (P∗V, θ)|0 as a subspace of P0V|0 as above, (−τ−1g)|0 is the restriction of f|0. Hence, it is nilpotent,
and it preserves the parabolic filtration, i.e., (N 0,∞(P∗V, θ), ψ) is admissible of type (1, 0, 0).
Let us consider the case (p,m,o) 6= (1, 0, 0). Fix α ∈ o. We consider the following on Uζp,τ :
π∗1Ppc−mV 〈p〉α
τθ〈p〉α +dζ
p
p−−−−−−−→ π∗1PpcV 〈p〉α (dζp/ζp) (8)
The quotient is denoted by Q′c. We have a natural isomorphism π2∗Q′c ≃ N 0,∞κ1(p,m,c)(P∗V, θ).
The natural map Q′c′ −→ Q′c (c′ ≤ c) is injective. We set Q′<c :=
⋃
b<cQ′b. We have the following exact
sequence:
0 −−−−→ π∗1 GrPpc−m(V 〈p〉α )
τθ〈p〉α−−−−→ π∗1 GrPpc(V 〈p〉α )(dζp/ζp) −−−−→ Q′c/Q′<c −−−−→ 0
It induces the following isomorphism of C-vector spaces for any c ∈ R:
GrPpc(V
〈p〉
α ) ≃
N 0,∞κ1(p,m,c)(P∗V, θ)
N 0,∞<κ1(p,m,c)(P∗V, θ)
(9)
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Let v = (vi) be a frame of PpcV 〈p〉α . We set ci := min{a ∈ R| vi ∈ PaV 〈p〉α }. We assume that v is compatible
with the parabolic structure in the sense that the induced tuple {[vi] | ci = d} of elements in GrPd (V 〈p〉α ) is
a base for any d ∈]pc − 1, pc]. We set νij := ζipvj (dζp/ζp) for (0 ≤ i ≤ p + m − 1, 1 ≤ j ≤ rankV 〈p〉α ).
The induced sections of N 0,∞κ1(p,m,c)(P∗V, θ) are also denoted by the same symbols. Because they induce a base
of N 0,∞κ1(p,m,c)(P∗V, θ)
/
τN 0,∞κ1(p,m,c)(P∗V, θ), they give a frame of N
0,∞
κ1(p,m,c)
(P∗V, θ) on a neighbourhood of 0.
(In particular, the rank of N 0,∞κ1(p,m,c)(P∗V, θ) is (p + m) rankV
〈p〉
α = p−1(p + m) rankV .) Moreover, by the
isomorphism (9), the frame is compatible with the parabolic structure of N 0,∞κ1(p,m,c)(P∗V, θ).
We take a ramified covering ϕ : Uη −→ Uτ by ϕ(η) = ηp+m. Let P∗V be the filtered bundle on (Uη, 0)
obtained as the pull back of N 0,∞∗ (P∗V, θ) by ϕ. The tuple of the sections ν˜ij := η−iϕ∗νij gives a frame ν˜ of
Ppc−m/2V which is compatible with the parabolic structure. By the frames v and ν˜, we obtain an isomorphism
of Ppc−m/2V|0 to (PpcV 〈p〉α )|0 ⊗ Cp+m.
Let us show that ψ = −τ−2gdτ has type (p + m,m,o′) for some o′. Note that g is induced by the
multiplication of ζ = ζpp . Let g1 be the endomorphism of N 0,∞(P∗V, θ) induced by the multiplication of ζp. We
have g1
(N 0,∞a (P∗V, θ)) ⊂ N 0,∞a−1/(p+m)(P∗V, θ). Hence, we obtain η−1g1 gives an endomorphism of Ppc−m/2V .
In particular, η−pg gives an endomorphism of Ppc−m/2V . Let us show that the restriction (η−pg)|0 has a unique
non-zero eigenvalue modulo the action of Gal(ϕ).
We have the parabolic filtration F of (PpcVα)|0, indexed by ]pc − 1, pc]. Let W denote the monodromy
weight filtration of the nilpotent part of Res(ζmp θ
〈p〉
α ) on Gr
F (PpcVα|0). Let πa : Fa
(PpcVα|0) −→ GrFa (PpcVα|0)
denote the projection. Let M := min
{|a − b| ∣∣ a, b ∈ Par(PpcVα), a 6= b}. We take a small positive number δ
such that δ rankPpcVα < M/100. We set F˜a+δk := π−1a (Wk). Then, we obtain a filtration F˜ of PpcVα|0 indexed
by ]pc−1+ ǫ, pc+ ǫ] for some small ǫ > 0. Then, F˜ is preserved by Res(ζmp θ〈p〉α ), and the induced endomorphism
on the associated graded space GrF˜ is semisimple. We may assume that the frame v is compatible with F˜ .
Let F˜ ′ be a filtration of Ppc−m/2V|0 ≃ PpcV 〈p〉α|0 ⊗ Cp+m indexed by ]pc − 1 + δ, pc + δ], determined by the
condition degF˜
′
(ν˜ij) = deg
F˜ (vj).
The multiplication of η−1ζp induces an endomorphism of Ppc−m/2V . We have (η−1ζp)ν˜ij = ν˜i+1,j for
i < p+m− 1, and (η−1ζp)ν˜p+m−1,j is equal to the section s induced by
−p−1θ〈p〉α (ζmp vj) =
(
−(α/p)vj +
∑
degF˜ (vk)<deg
F˜ (vj)
γk · vk + ζpu
)
(dζp/ζp).
Here, γk are complex numbers, and u is a section of PpcV 〈p〉α . If degF˜ (vj|0) = a, then s|0 + (α/p)ν˜0,j|0 ∈ F˜ ′<a.
The endomorphism η−1g of Ppc−m/2V is induced by the multiplication of the p-th power of η−1ζp. Hence,
(η−pg)|0 is compatible with F˜ ′, and the induced endomorphism on Gr
F˜ ′ is represented by the following matrix:
m∑
i=1
I ⊗ Ep+i,i +
p∑
i=1
(−α/p)I ⊗ Ei,m+i
Here, I is the identity matrix and Eij denote the (p+m)-square matrix whose (k, ℓ)-entry is 1 if (k, ℓ) = (i, j),
and 0 otherwise. Then, the set of the eigenvalues are e2π
√−1j/(p+m)αp (j = 0, . . . , p +m − 1). Thus, we are
done.
Corollary 3.4 The construction N 0,∞∗ gives a functor from the category of the germs of admissible filtered
Higgs bundles to the category of the germs of admissible filtered Higgs bundles whose slopes are strictly less than
1.
3.1.3 Inverse transform
Let P∗V be a filtered bundle on (Uτ , 0) with an endomorphism g, which is admissible in the sense of §2.3.3. In
this subsection, we impose the following vanishing:
(C0) V
(1,0)
0 = 0, and V
(p,m) = 0 unless p > m.
Note that the eigenvalues of g(τ) goes to 0 when τ → 0 under the assumption (C0).
If (P∗V, g) has slope (p,m), we consider the following complex on Uτ,ζ:
π∗1PcV g−ζ−−−−→ π∗1PcV
The quotient is denoted by Mc. If Uζ is sufficiently small, the support of Mc is proper over Uζ . We define
N∞,0κ2(p,m,c)+1(P∗V, g) := π2∗Mc, κ2(p,m, c) :=
2pc+m
2(p−m) .
They are locally freeOUζ -modules. For a ≤ a′, we have a naturally defined mapN∞,0a (P∗V, g) −→ N∞,0a′ (P∗V, g)
which induces N∞,0a (P∗V, g)(∗ζ) ≃ N∞,0a′ (P∗V, g)(∗ζ). We have N∞,0a−1 (P∗V, g) = ζN∞,0a (P∗V, g) for any a ∈ R.
Thus, we obtain a filtered bundle N∞,0∗ (P∗V, g) on (Uζ , 0). In the general case, we define N∞,0∗ (P∗V, g) :=⊕N∞,0∗ (P∗V (p,m)o , g(p,m)o ) by using the slope decomposition of (P∗V, g). The multiplication of −τ−1 gives a
meromorphic endomorphism f . We put θ = fdζ. The construction gives a functor from the category of the
germs of admissible filtered Higgs bundles satisfying (C0) to the category of germs of filtered Higgs bundles.
Proposition 3.5
(N∞,0∗ (P∗V, g), θ) is admissible. If (P∗V, g) has type (p,m,o), then N∞,0∗ (P∗V, g) has type
(p−m,m,o′) for some o′, and the rank is (p−m) rankV/p.
Proof We have only to consider the case that (P∗V, g) has type (p,m,o). Let ϕp : Uη −→ Uτ be given by
ϕp(η) = η
p. Let ϕ : Uu −→ Uζ be given by ϕ(u) = up−m. Let P∗V be the filtered bundle on Uu obtained as the
pull back of N∞,0∗ (P∗V, g) by ϕ.
We use the decomposition ϕ∗p(P∗V, g) =
⊕
α∈o(P∗V 〈p〉α , g〈p〉α ). We consider the following complex on Uη,ζ :
π∗1PpcV 〈p〉α
g〈p〉α −ζ−−−−→ π∗1PpcV 〈p〉α
The quotient is denoted by M′c. We have π2∗M′c ≃ N∞,0κ2(p,m,c)+1(P∗V, g). Because g
〈p〉
α (PaV 〈p〉α ) ⊂ PaV 〈p〉<α , we
have the following exact sequence, as in the case of N 0,∞ (see the proof of Proposition 3.3):
0 −−−−→ π∗1 GrPpc(V 〈p〉α ) −ζ−−−−→ π∗1 GrPpc(V 〈p〉α ) −−−−→ M′c/M′<c −−−−→ 0
It induces the following isomorphism of C-vector spaces:
GrPpc(V
〈p〉
α ) ≃
N∞,0κ2(p,m,c)+1(P∗V, g)
N∞,0<κ2(p,m,c)+1(P∗V, g)
(10)
We take a frame v of PpcV 〈p〉α compatible with the parabolic structure. We set νij := ηivj . By the
isomorphism (10), they induce a frame of N∞,0κ2(p,m,c)+1(P∗V, g) compatible with the parabolic structure. We set
ν˜ij := u
−iηivj . The tuple ν˜ induces a frame of Pp(c+1)−m/2V compatible with the parabolic structure.
We consider the endomorphism h := ηm−pg〈p〉α on PpcV 〈p〉α , which is invertible. We have η−p+mup−m = h on
V . Let k be the integer determined by the condition 0 ≤ −p+ k(p−m) < p−m. We set a := −p+ k(p−m).
We have η−pup = ηau−ahk = ηa−(p−m)u−a+(p−m)hk−1. We have
upη−pνij =

ηa+iu−(a+i)hk(vj) (a+ i < p−m)
ηa+i−(p−m)u−(a+i)+p−mhk−1(vj) (a+ i ≥ p−m)
Hence, upη−p preserves Pp(c+1)−m/2V .
By the frames v and ν˜, we have an isomorphism Pp(c+1)−m/2V|0 and PpcVα|0⊗Cp−m. We take a refinement
F˜ of the parabolic filtration of PpcVα|0 such that (i) F˜ is preserved by h|0, (ii) the induced endomorphism on
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GrF˜ is semisimple with a unique eigenvalue β. It induces a filtration F˜ ′ of Pp(c+1)−m/2V|0. (See the proof of
Proposition 3.3 for a concrete construction.) On GrF˜
′
, upη−p is expressed by the matrix∑
Ea+i,i ⊗ βkI +
∑
Ei,i+p−m−a ⊗ βk−1I
with respect to an appropriate base. Then, we obtain that (P∗N∞,0(P∗V, g), θ) has type (p−m,m,o′) for some
o′.
Corollary 3.6 The construction N∞,0∗ gives a functor from the category of the germs of admissible filtered
Higgs bundles satisfying (C0) to the category of the germs of admissible filtered Higgs bundles.
We denote
(N 0,∞∗ (P∗V, θ), g) in §3.1.2 by N 0,∞∗ (P∗V, θ) for simplicity. We also denote (N∞,0∗ (P∗V, g), θ) by
N∞,0∗ (P∗V, g).
Proposition 3.7
• Suppose that (P∗V, θ) is admissible such that V (1,0)0 = 0 in the type decomposition. Then, we have a
natural isomorphism of germs of filtered Higgs bundles N∞,0∗ N 0,∞∗ (P∗V, θ) ≃ (P∗V, θ).
• Suppose that (P∗V, g) is admissible and satisfies the condition (C0). Then, we have a natural isomorphism
of germs of filtered bundles with endomorphisms N 0,∞∗ N∞,0∗ (P∗V, g) ≃ (P∗V, g).
Proof Suppose that (P∗V, θ) has type (p,m). Note that, if we set d := κ1(p,m, c), then we have κ2(p +
m,m, d) = c. Let pi be the projection of Uζ×Uτ ×Uζ′ onto the i-th component. We have the following diagram
on Uζ × Uτ × Uζ′ :
p∗1Pc−m/p(V ) τθ+dζ−−−−→ p∗1Pc(V )dζ/ζ
ζ−ζ′
y ζ−ζ′y
p∗1Pc−m/p(V ) τθ+dζ−−−−→ p∗1Pc(V ) dζ/ζ
We regard it as a double complex, where the left upper p∗1Pc−m/p(V ) sits in the degree (0, 0). Let C• denote the
associated total complex. By the construction, N∞,0c+1 N 0,∞∗ (P∗V, θ) is obtained as p3∗H2(C•). We can observe
that it is isomorphic to the push-forward of Qc in §3.1.2 by the projection Uζ,τ −→ Uζ , which is naturally
isomorphic to PcV dζ/ζ ≃ Pc+1V . The action of −τ−1 is equal to f for the expression θ = f dζ. Hence, we
obtain the desired isomorphism N∞,0∗ N 0,∞∗ (P∗V, θ) ≃ (P∗V, θ).
Suppose that (P∗V, g) has type (p,m) with p > m. Let pi denote the projection of Uτ × Uζ × Uτ ′ onto the
i-th component. We have the following commutative diagram of the sheaves on Uτ × Uζ × Uτ ′ :
p∗1Pc−1V g−ζ−−−−→ p∗1Pc−1V
(−τ ′(τ−1)+1)dζ
y y(−τ ′(τ−1)+1)dζ
p∗1PcV dζ g−ζ−−−−→ p∗1PcV dζ
We regard it as the double complex, where the left upper p∗1Pc−1V sits in the degree (0, 0). Let C• denote the
associated total complex. By the construction, N 0,∞c N∞,0∗ (P∗V, g) is naturally isomorphic to p3∗H2(C•). We
can observe that it is naturally isomorphic to the push-forward ofMc in §3.1.3 by the projection Uτ×Uζ −→ Uτ ,
which is naturally isomorphic to PcV . The action of ζ is given by g. Hence, we obtain the desired isomorphism
N 0,∞∗ N∞,0∗ (P∗V, g) ≃ (P∗V, g).
3.1.4 Description of the functors
Let (P∗V, θ) be a filtered Higgs bundle with slope (p,m) 6= (1, 0) on Uζ. Suppose that there exist a ramified
covering ϕq : Uζq −→ Uζ and a filtered Higgs bundle (P∗V ′, θ′) on Uζq with an isomorphism ϕq∗(P∗V ′, θ′) ≃
(P∗V, θ). For c ∈ R, we consider the following morphism on Uζq,τ :
Pq(c−m/p)V ′
τθ′+dζqq−−−−−→ PqcV ′ dζq/ζq
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The quotient is denoted by Q′c. The following lemma is clear by construction.
Lemma 3.8 π2∗Q′c is naturally isomorphic to N 0,∞κ1(p,m,c)(P∗V, θ).
Let (P∗V, ψ) be a filtered Higgs bundle with slope (p,m) on Uτ , such that (p,m) 6= (1, 0) and p > m.
Suppose that there exist a ramified covering ϕq : Uτq −→ Uτ and a filtered Higgs bundle (P∗V ′, ψ′) on Uτq
with an isomorphism ϕq∗(P∗V ′, ψ′) ≃ (P∗V, ψ). Let ψ′ = g′ ϕ∗(−τ−2dτ). For c ∈ R, we consider the following
morphism on Uτq,ζ:
PqcV ′ g
′−ζ−−−−→ PqcV ′
Let M′c denote the quotient. The following is clear by construction.
Lemma 3.9 π2∗M′c is naturally isomorphic to N∞,0κ2(p,m,c)+1(P∗V, g).
3.2 Algebraic Nahm transform for admissible filtered Higgs bundle
3.2.1 Construction of the transform
Let T∨ := C/L∨. Let D ⊂ T∨ be an effective reduced divisor. Let (P∗E , θ) be a filtered Higgs bundle on
(T∨, D). Suppose that it is admissible around each point of D in the sense of §2.3.1. We shall construct a
filtered bundle Nahm∗(P∗E , θ) on (T × P1, T × {∞}). We begin with a construction of an object N(P∗E , θ) in
Db(OT×P1).
For I ⊂ {1, 2, 3}, let pI be the projections of T∨ × T × P1 onto the product of the i-th components (i ∈ I).
Let Poin be the Poincare´ bundle on T∨ × T . Applying the construction in §3.1.1 around each point of D, we
extend E and E ⊗ Ω1X on X \D to C0(P∗E , θ) and C1(P∗E , θ), respectively. We set
C˜0(P∗E , θ) := p∗1C0(P∗E , θ)⊗ p∗12Poin⊗ p∗3OP1(−1), C˜1(P∗E , θ) := p∗1C1(P∗E , θ)⊗ p∗12Poin.
Let ζ be the standard coordinate of C, which induces local coordinates of T∨. We have the holomorphic 1-form
dζ on T∨. Let w be the standard coordinate of C ⊂ P1, which we can naturally regard as a section of OP1(1).
Then, we have the following morphism:
θ + w dζ : C˜0(P∗E , θ) −→ C˜1(P∗E , θ). (11)
Thus, we obtain a complex C˜•(P∗E , θ) on T∨ × T × P1. We define
N (P∗E , θ) := Rp23∗
(C˜•(P∗E , θ))[1].
Lemma 3.10 There exists a neighbourhood U of ∞ in P1, such that Hi(N (P∗E , θ))|T×U = 0 unless i 6= 0.
Moreover, H0(N(P∗E , θ))|T×{P} are semistable bundles of degree 0 for any P ∈ U .
Proof Let πi denote the projection of T
∨ × P1 onto the i-th component. We have the following complex
C˜•1 (P∗E , θ) on T∨ × P1:
π∗1C0(P∗E , θ)⊗ π∗2OP1(−1) θ+w dζ−−−−−→ π∗1C1(P∗E , θ)
By the construction, N(P∗E , θ) is isomorphic to R̂FM+
(C˜•1 (P∗E , θ))[1]. If U is sufficiently small, θ + w dζ is
injective on T∨ ×U , and the support of the cokernel is relatively 0-dimensional over U . Then, the claim of the
lemma follows.
We consider the following vanishing condition.
(A0) Hi
(
T∨, C•(P∗E ⊗ L, θ + wdζ)
)
= 0 unless i = 1, for any w ∈ C and any holomorphic line bundle L of
degree 0 on T∨.
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Under the assumption (A0), we naturally identify N(P∗E , θ) with the 0-th cohomology sheaf H0
(
N (P∗E , θ)
)
,
which is a locally free sheaf on T×P1. Indeed, C•(P∗E⊗L, θ+wdζ) is naturally identified with the specialization
of C˜•(P∗E , θ) to T∨×{(L,w)}. Note that we always have Hi
(
T∨, C•(P∗E ⊗L, dζ)
)
= 0 unless i = 1, for any L,
which corresponds to the specialization at w =∞. We define
Nahm(P∗E , θ) :=N(P∗E , θ)⊗OT×P1
(∗(T × {∞})).
We shall define a filtered bundle Nahm∗(P∗E , θ) over Nahm(P∗E , θ).
By Lemma 3.10, there exists a neighbourhood U of ∞ ∈ P1 such that N(P∗E , θ)|T×{τ1} are semistable of
degree 0 for any τ1 ∈ U . Let s ⊂ T∨ × U denote the spectrum. We have s ∩ (T∨ × {∞}) ⊂ D. We fix a
lift of D to D˜ ⊂ C. Then, if U is sufficiently small, we may have a lift of s to s˜ ⊂ C × U . We obtain the
corresponding holomorphic vector bundle V with an endomorphism g such that Sp(g) ⊂ s˜. (See §2.1.3.) We
have the decomposition
(V , g) =
⊕
P∈D
(V P , gP ),
where Sp(gP ) ∩ (C× {∞}) is the lift of P . We have the induced decomposition on T × U :
Nahm(P∗E , θ) =
⊕
P∈D
Nahm(P∗E , θ)P
Let UP ⊂ T∨ be a small neighbourhood of P ∈ D. We use the coordinate ζP := ζ− P˜ . By the construction,
we have a natural isomorphism V P ≃N 0,∞
(P∗(E , θ)|UP ). We have gP = g′P + P˜ id, where g′P is the endomor-
phism induced by ζP . Thus, we obtain a filtered bundle Nahm∗(P∗E , θ)P over Nahm(P∗E , θ)P , by transferring
N 0,∞∗
(P∗(E , θ)|UP ). By taking the direct sum, we obtain a filtered bundle Nahm∗(P∗E , θ) over Nahm(P∗E , θ).
Remark 3.11 We obtain a different transformation by replacing Poin and wdζ with Poin∨ and −wdζ, respec-
tively, for which we can argue in a similar way.
Remark 3.12 In [9], the Fourier transform for Higgs bundles on smooth projective curves are studied. The
algebraic Nahm transform in this paper may be regarded as a filtered variant, although we consider only the case
where the base space is an elliptic curve. We also remark that this construction is an analogue of the Fourier
transform of the minimal extension of algebraic meromorphic flat bundles on affine lines.
3.2.2 Some property
Let (P∗E , θ) be a filtered Higgs bundle on (T∨, D) satisfying (A0).
Proposition 3.13 The filtered bundle Nahm∗(P∗E , θ) is admissible and satisfies the condition (A3).
Proof Let (P∗E , θ) be an admissible Higgs bundle on (T∨, D). Clearly, Nahm(P∗E , θ) satisfies (A1). It
satisfies (A2) by Proposition 3.3.
Let L ∈ T∨. We set NL :=N (P∗E , θ)⊗L∨. We have the type decompositionNL =
⊕
P
⊕
p,m,o(NL)
(p,m)
P,o .
By the construction, we have
(NL)
(p,m)
P,o =
{
P−1/2Nahm(P∗E , θ)(p,m)P⊗L,o ⊗ L∨ (if (p,m,o) 6= (1, 0, 0))
P0Nahm(P∗E , θ)(1,0)P⊗L,0 ⊗ L∨ (if (p,m,o) = (1, 0, 0))
Here, P ⊗ L ∈ T∨ denotes the multiplication of P,L ∈ T∨ in the group T∨. We shall study the cohomology of
NL and its variant. Let us consider the following complex on T
∨ × T × P1:
C˜0L := C˜0 ⊗ p∗2L∨
θ+wdζ−−−−→ C˜1L := C˜0 ⊗ p∗2L∨
By the construction, we haveNL ≃ R1p23∗C˜•L. We have Rp12∗C˜•L ≃ R1p12∗C˜•L[−1] ≃ C1(P∗E , θ)⊗Poin⊗L∨[−1]
on T∨ × T . For the projection π : T∨ × T −→ T∨, we have Rπ∗(C1(P∗E , θ) ⊗ Poin ⊗ L∨) ≃ C1(P∗E , θ) ⊗
R1π∗(Poin⊗ L∨)[−1], which is a skyscraper sheaf C1(P∗E , θ)|L at L. Hence, we have
Hi
(
T∨ × T × P1, C˜•L
) ≃ { 0 (i 6= 2)C1(P∗E , θ)|L (i = 2) (12)
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We obtain Hi
(
T × P1,NL
)
= 0 unless i = 1, and H1
(
T × P1,NL
) ≃ C1(P∗E , θ)|L. We have
p12∗
(C˜•L ⊗OP1(−1)) ≃ R1p12∗(C˜•L ⊗OP1(−1))[−1] ≃ C0(P∗E , θ)⊗ Poin⊗ L∨[−1]
on T × T∨. Hence, we have
Hi
(
T∨ × T × P1, C˜•L ⊗OP1(−1)
) ≃ { 0 (i 6= 2)C0(P∗E , θ)|L (i = 2)
We obtain Hi
(
T × P1,NL ⊗OP1(−1)
)
= 0 unless i = 1, and H1
(
T × P1,NL ⊗OP1(−1)
) ≃ C0(P∗E , θ)|L.
Lemma 3.14 The map H1
(
T × P1,NL ⊗ OP1(−1)
) −→ H1(T × P1,NL) induced by the multiplication of w
is equal to the map C0(P∗E , θ)|L −→ C1(P∗E , θ)|L induced by θ, up to signatures.
Proof Let Vi (i = 0, 1) be vector spaces with morphisms f0, f∞ ∈ Hom(V0, V1). Let ακ : OP1(−1) −→ OP1 be
morphisms induced as OP1(−1) ≃ OP1(−{κ}) −→ OP1 . The induced morphisms OP1(−m − 1) −→ OP1(−m)
are also denoted by ακ.
We consider a complex C• on P1 given as C0 = V0 ⊗OP1(−1) and C1 = V1 ⊗OP1 with f0α0 − f∞α∞. The
morphisms α0 induce C
• ⊗OP1(−1) −→ C•. We have H1(P1, C•) ≃ V1 and H1(P1, C• ⊗O(−1)) ≃ V0. Let us
prove that the induced map a : H1(P1, C•) −→ H1(P1, C• ⊗O(−1)) is equal to f∞ up to signatures under the
identifications, which implies the claim of the lemma.
Although we can check it by a direct computation, we may also use the following argument. We consider
a double complex given as follows: We set C00 = V0 ⊗ O(−2), C01 = V1 ⊗ O(−1), C10 = V0 ⊗ O(−1) and
C11 = V1 ⊗ O. The morphisms C0i −→ C1i are given by α0, and the morphisms Ci0 −→ Ci1 are given by
f0α0 − f∞α∞.
For i = 0, 1, we set Diji = C
ij and Dkji = 0 for k 6= i. Then, we have an exact sequence of the double
complexes 0 −→ D••1 −→ C•• −→ D••0 −→ 0. Similarly, we set Ejii = Cji and Ejki = 0 for k 6= i. Then, we have
an exact sequence 0 −→ E••1 −→ C•• −→ E••0 −→ 0. We set F 000 = C00 and F ij0 = 0 for (i, j) 6= (0, 0). We set
F ij1 = C
ij for (i, j) 6= (0, 0) and F 001 = 0. Then, we have an exact sequence 0 −→ F ••1 −→ C•• −→ F ••0 −→ 0.
We have the following commutative diagrams:
D••1 −−−−→ C•• −−−−→ D••2y y y
F ••1 −−−−→ C•• −−−−→ F ••2
E••1 −−−−→ C•• −−−−→ E••2y y y
F ••1 −−−−→ C•• −−−−→ F ••2
The natural morphisms H∗(P1,TotD••i ) −→ H∗(P1,TotF ••i )←− H∗(P1,TotE••i ) are isomorphisms. The map
a is regarded as the connecting homomorphism of the long exact sequence associated to 0 −→ TotD••1 −→
TotC••1 −→ TotD••0 −→ 0. The cokernel of C0i −→ C1i are the skyscraper sheaf at ∞, whose fibers are Vi.
Hence, the connecting homomorphism for 0 −→ TotE••1 −→ TotC•• −→ TotE••0 −→ 0 is f∞ up to signature.
Thus, we are done.
For any Y , let ι∞ : Y × {∞} −→ Y × P1. The morphism NL −→ ι∞∗NL|T×{∞} is obtained as the
push-forward of C˜•L −→ i∞∗
(C1/C0 ⊗Poin⊗ L∨). Hence, H1(T × P1,NL) −→ H1(T,NL|T×{∞}) is identified
with C1|L −→ (C1/C0)|L. By the construction, the parabolic filtration of
(
(NL)
(1,0)
0,0
)
|T×{∞} is induced by the
isomorphism
(
(NL)
(1,0)
0,0
)
|T×{∞} ≃ (C1/C0)
(1,0)
L,0 ⊗OT .
We have the following commutative diagram:
H1
(
T × P1,NL ⊗O(−1)
) b1−−−−→ H1(T × P1,GrP−1((NL)1,0P,0))
b2
y b3y≃
H1
(
T × P1,NL
) b4−−−−→ H1(T × P1,GrP0 ((NL)1,0P,0))
26
Here, b2 and b3 are induced by the multiplication of w. By the previous consideration, the composite b4 ◦ b2
is identified with C1|L −→ GrF1
(
(C1/C0)L
)
, which is surjective. Hence, b1 is surjective. Let NL denote the
kernel of NL ⊗ O(−1) −→ GrP(NL)(1,0)0,0 . We obtain H2(T × P1,NL) = 0 from the surjectivity of b1 and
H2(T × P1,NL ⊗O(−1)) = 0. By the construction, NL ⊂ P0Nahm(P∗E , θ) ⊗ L∨ satisfies the conditions (i,ii)
in §2.4.2, and we have
(NL)(1,0)0,0 = P<−1
(
Nahm(P∗E , θ)⊗ L∨
)(1,0)
0,0
Hence, by using Lemma 2.14, we obtain that Nahm∗(P∗E , θ) satisfies the condition (A3).
3.2.3 Characteristic number
For compact complex manifolds Zi (i = 1, 2), let ωZi ∈ H∗(Z1 × Z2) denote the pull back of the fundamental
class of Zi by the projection.
Let (P∗E , θ) be a filtered Higgs bundle on (T∨, D) satisfying the condition (A0). We shall study the
characteristic numbers of Nahm(P∗E , θ).
Lemma 3.15 We have
∫
T×P1 c1
(
Nahma(P∗E , θ)
)
ωP1 = 0 for any a ∈ R.
Proof It follows from that Nahma(P∗E , θ)
/
Nahm<a(P∗E , θ) is of degree 0 for any a ∈ R.
The following lemma can be checked easily.
Lemma 3.16 c2
(
Nahma(P∗E , θ)
)
is independent of a ∈ R. We denote it by c2
(
Nahm∗(P∗E , θ)
)
.
We have the type decomposition (P∗E , θ)|UP =
⊕
(p,m,o)(P∗E(p,m)P,o , θ(p,m)P,o ) on a small neighbourhood UP of
each P ∈ D. We set
ℓP := dimCok
(
Res(θ) : GrP0
(E(1,0)P,0 ) −→ GrP0 (E(1,0)P,0 )).
We put r
(p,m)
P,o = rank
(E(p,m)P,o )/p and r(p,m)P :=∑o r(p,m)P,o . We have ∑p,m r(p,m)P p = rank E .
Proposition 3.17 We have the following equalities:
rankNahm(P∗E , θ) =
∑
P
∑
p,m
r
(p,m)
P (p+m)−
∑
P
ℓP (13)
∫
T×P1
c1
(
Nahm∗(P∗E , θ)
) · ωT = deg(P∗E) (14)∫
T×P1
c2
(
Nahm∗(P∗E , θ)
)
= rank E (15)
Proof Let us prove (13) and (14). We have only to consider the rank and the degree of Nahm∗(P∗E , θ)|{0}×P1 .
Let V ⊂ P1E be the subsheaf determined by the following conditions:
• V = P1E on the complement of D.
• It has a decomposition V =⊕P V(p,m)P,o around each P ∈ D.
• We have V(p,m)P,o = P1/2E(p,m)P,o for (p,m,o) 6= (1, 0, 0), and V(1,0)P,0 = P1E(1,0)P,0 .
Let πi denote the projection of T
∨×P1 onto the i-th component. We have the following K-theoretic description:(
C˜1(P∗E , θ)−C˜0(P∗E , θ)
)
|T∨×{0}×P1
= π∗1
(
V−
∑
P∈D
O⊕ℓPP
)
−π∗2OP1(−1)·π∗1
(
V−
∑
P∈D
∑
p,m,o
O⊕r
(p,m)
P,o
(p+m)
P
)
(16)
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The Chern character of (16) is equal to the following:
π∗1 ch
(V)− ∑
P∈D
ℓPωT∨ −
(
1− ωP1
)(
π∗1 ch
(V)−∑
P
∑
p,m
r
(p,m)
P (p+m)ωT∨
)
=
(∑
P
∑
p,m
r
(p,m)
P (p+m)−
∑
P
ℓP
)
ωT∨ + ωP1π
∗
1 ch
(V)− ωP1∑
P
∑
p,m
r
(p,m)
P (p+m)ωT∨ (17)
Hence, the Chern character of N(P∗E , θ)|{0}×P1 is∑
P
∑
p,m
r
(p,m)
P (p+m)−
∑
P
ℓP + ωP1
(
deg
(V)−∑
P
∑
p,m
r
(p,m)
P (p+m)
)
=
∑
P
∑
p,m
r
(p,m)
P (p+m)−
∑
P
ℓP + ωP1
(
deg
(V(−D))−∑
P
∑
p,m
r
(p,m)
P m
)
. (18)
In particular, we obtain (13). We also obtain the following equality:
deg
(
N(P∗E , θ)|{0}×P1
)
= deg
(V(−D))−∑
P
∑
p,m
r
(p,m)
P m
We set a(p,m,o) = −1/2 if (a,m,o) 6= (1, 0, 0), and a(1, 0, 0) := 0. For the parabolic characteristic numbers,
we have the following expressions:
deg(P∗E) = deg
(V(−D))− ∑
P∈D
∑
p,m,o
δ
(P∗E(p,m)P,o , a(p,m,o))
deg
(
Nahm∗(P∗E , θ)|{0}×P1
)
= deg
(
N(P∗E , θ)|{0}×P1
)− ∑
P∈D
∑
p,m,o
δ
(
Nahm∗(P∗E , θ)(p+m,m)P,o , a(p,m,o)
)
Here, δ(B, a(p,m,o)) denote the contributions of the locally given filtered bundles B to the parabolic degree.
(See §2.2.3.) In the following, we omit a(p,m,o). In the case (p,m,o) = (1, 0, 0), we have
δ
(
Nahm∗(P∗E , θ)(1,0)P,0
)
=
∑
−1<c<0
c dimGrPc Nahm(P∗E , θ)(1,0)P,0 =
∑
−1<c<0
c dimGrPc (E(1,0)P,0 ) = δ(P∗E(1,0)P,0 ).
Let us consider the case (p,m,o) 6= (1, 0, 0). Let ϕp : Uu −→ UP be given by ϕp(u) = up. We have the
decomposition ϕ∗p(P∗E(p,m)P,o , θ(p,m)P,o ) =
⊕
α∈o(P∗Vα, θα). For any c ∈ R, we put
r
(p,m)
P,o,c := dimGr
P
c Vα.
It is independent of the choice of α ∈ o. We have the following equality:
δ
(P∗E(p,m)O,o ) = ∑
−p/2−1<c≤−p/2
0≤j≤p−1
r
(p,m)
P,o,c
c− j
p
=
∑
−p/2−1<c≤−p/2
r
(p,m)
P,o,c
(
c− 1
2
(p− 1)
)
We also have the following equality from the expression of the parabolic structure of N 0,∞∗ (P∗E , θ) in the proof
of Proposition 3.3:
δ
(
Nahm(P∗E , θ)(p+m,m)P,o
)
=
∑
−p/2−1<c≤−p/2
0≤j≤p+m−1
r
(p,m)
P,o,c
2c− 2j −m
2(p+m)
=
∑
−p/2−1<c≤−p/2
r
(p,m)
P,o,c
(
c−m− 1
2
(p− 1)
)
Then, the equality (14) follows from
∑
c,o r
(p,m)
P,c,o = r
(p,m)
P .
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Let us prove (15). We have
∫
T×P1 c2
(
Nahm∗(P∗E , θ)
)
=
∫
T×P1 c2
(
N (P∗E , θ)
)
. We also have the following:∫
T×P1
c2
(
N(P∗E , θ)
)
= −
∫
T×P1
ch2
(
N (P∗E , θ)
)
= −
∫
T∨×T×P1
ch3
(C˜1 − C˜0)
We have ch3
(C˜1) = 0. We have c1(Poin)2 = −2ωTωT∨ . We also have∫
T∨×T×P1
ch3(C˜0) =
∫
T∨×T×P1
rank(V)ωTωT∨ωP1 = rank(V).
Hence, we obtain (15).
3.2.4 Stable filtered Higgs bundles of degree 0
We consider the standard stability condition for filtered Higgs bundles on (T∨, D). For any filtered bundle
(P∗E , θ) on a projective curve (X,D), we define the slope µ(P∗E) :=
∫
X
par-c1(P∗E)
/
rank E . It is called
stable (resp. semistable) if µ(P∗E ′) < µ(P∗E) (resp. µ(P∗E ′) ≤ µ(P∗E)) for any non-trivial filtered subbundle
P∗E ′ ⊂ P∗E such that θ(E ′) ⊂ E ′ ⊗ Ω1. A semistable filtered Higgs bundle is called poly-stable, if it is a direct
sum of stable ones. The following lemma is easy to see.
Lemma 3.18 If (P∗E , θ) be a stable Higgs bundle on (T∨, D), then its dual is also stable.
The following proposition is standard.
Proposition 3.19 Let (P∗E , θ) be a stable admissible filtered bundle on (T∨, D) with deg(P∗E) = 0. Then, if
rank E > 1, it satisfies the condition (A0).
Proof Indeed, an element of H0
(
T∨, C•(P∗E ⊗ L, θ + wdζ)
)
corresponds to a morphism (OT∨(∗D), 0) −→
(P∗E ⊗L, θ). By the stability with deg(P∗E) = 0 and rankE > 1, we obtain that such a morphism has to be 0.
We obtain the vanishing of H2 from the following lemma.
Lemma 3.20 Hi
(
T∨, C(P∗E∨,−θ∨)
)
is naturally isomorphic to the dual space of H2−i
(
T∨, C(P∗E , θ)
)
.
Proof We use the natural identification Ω1T∨ ≃ OT∨ . Let P ∈ D. We have
(P0E(1,0)P,0 )∨ ≃ P<1(E∨)(1,0)P,0 =:
C1(P∗E∨,−θ∨)(1,0)P,0 . Let π denote the projection P0(E∨)(1,0)P,0 −→ GrP0 ((E∨)(1,0)P,0 ). We have a subspace
Ker(GrP0 (θ
(1,0)
P,0 )
∨) ⊂ GrP0 ((E∨)(1,0)P,0 ).
We have a natural isomorphism
C0(P∗E∨,−θ∨)(1,0)P,0 := π−1
(
Ker(GrP0 (θ
(1,0)
P,0 )
∨)
)
≃ (C1(P∗E , θ)(1,0)P,0 )∨
The Higgs field −θ∨ induces C0(P∗E∨,−θ∨)(1,0)P,0 −→ C1(P∗E∨,−θ∨)(1,0)P,0 . The complex C•(P∗E∨,−θ∨)(1,0)P,0 [1]
is the dual of C•(P∗E ,−θ∨)(1,0)P,0 . The natural inclusions induce a quasi isomorphism C•(P∗E∨,−θ∨)(1,0)P,0 −→
C•(P∗E∨,−θ∨)(1,0)P,0 . For (p,m,o) 6= (1, 0, 0), the dual of the complex C•(P∗E , θ)(p,m)P,o is
P<1/2(E∨)(p,m)P,−o −θ
∨−−−−→ P<3/2+m/p(E∨)(p,m)P,−o
where the first term sits in the degree −1. It is naturally quasi-isomorphic to C•(P∗E∨,−θ∨)(p,m)P,−o [1]. Then, the
claim of the lemma follows from Serre duality. Thus, we complete the proof of Lemma 3.20 and Proposition
3.19.
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3.2.5 Filtered Higgs bundles of rank 1 on (T∨, D)
Filtered Higgs bundles of rank 1 are always admissible and stable. Let (P∗E , θ) be a filtered Higgs field of
rank 1 on (T∨, D). For each P ∈ D, we have the complex number ResP (θ). We also have a(P ) ∈ R such
that Par(P∗E , P ) = {a(P ) + n |n ∈ Z}. Such a(P ) is uniquely determined in R/Z. We say that P is a
non-trivial singularity of (P∗E, θ), if (ResP θ, a(P )) 6= (0, 0) in C × (R/Z). If P is a trivial singularity, i.e.,
(ResP θ, a(P )) = (0, 0), we obtain a filtered Higgs bundle on (T
∨, D \ {P}) by considering the lattice P0(E)
around P . The following proposition is clear.
Proposition 3.21 Let (P∗E , θ) be a filtered Higgs bundle of rank 1 on (T∨, D).
• If each P ∈ D is a trivial singularity of (P∗E , θ), then (P∗E , θ) ≃ (L(∗D), α dζ) for some α ∈ C and some
line bundle L of degree 0. Here the parabolic structure of L(∗D) is given in a typical way as in 2.2.2.
• If one of P ∈ D is a non-trivial singularity of (P∗E , θ), then (P∗E , θ) satisfies (A0).
3.3 Algebraic Nahm transform for admissible filtered bundles
3.3.1 Construction of the transform
For I ⊂ {1, 2, 3}, let pI be the projection of T∨ × T × P1 onto the product of the i-th components (i ∈ I). Let
Poin denote the Poincare´ bundle on T∨ × T .
Let P∗E be an admissible filtered bundle on (T × P1, T × {∞}) satisfying the conditions (A3). We put
D := Sp∞(P∗E). We define
Nahm(P∗E) := R1p1∗
(
p∗12Poin∨ ⊗ p∗23P−1E
)⊗OT∨(∗D).
By (A3), Nahm(P∗E) is a locally free OT∨(∗D)-module. By Lemma 2.13, we have a natural isomorphism
Nahm(P∗E) ≃ R1p1∗
(
p∗12Poin∨ ⊗ p∗23P0E
)⊗OT∨(∗D).
Let w be the standard coordinate of C ⊂ P1. It naturally gives a section of OP1(1). The multiplication of −w
induces an endomorphism f of Nahm(P∗E). We obtain a Higgs field θ := fdζ of Nahm(P∗E). We shall define
a filtered bundle Nahm∗(P∗E) =
(
Nahma(P∗E)
∣∣ a ∈ R) over Nahm(P∗E).
We have the type decomposition P∗E =
⊕
P∈D
⊕
p,m,oP∗E(p,m)P,o on a neighbourhood of T × {∞}. Let
U ⊂ PcE be an OT×P1-submodule for some large c ∈ R, satisfying the conditions (i,ii) in §2.4.2. We suppose
P<−1E(1,0)P,0 ⊂ U (1,0)P,0 ⊂ P0E(1,0)P,0 for any P ∈ D. We define N(U) := R1p1∗
(
p∗12Poin∨ ⊗ p∗23U
)
. By Lemma 2.13
and Lemma 2.14, we have Rip1∗
((
p∗12Poin∨ ⊗ p∗23U
)
= 0, and N(U) is a locally free sheaf on T∨.
We have the following object in Db(OT∨×P1):
RFM−(U) := Rp13∗
(
p∗12Poin∨ ⊗ p∗23U
)
[1]
We can express RFM−(U) as a two term complex of locally free OT∨×P1 modules N−1 a−→ N0. Because a is
generically isomorphism, it is injective. Hence, we have RFM−(U) ≃ H0
(
RFM−(U)
)
. We will not distinguish
them.
Suppose 0 ∈ D. Let U0 ⊂ T∨ denote a small neighbourhood of 0. Let W∞ ⊂ P1 be a small neighbourhood
of ∞. We have the following decomposition:
RFM−(U)|U0×W∞ =
⊕
p,m,o
RFM−(U (p,m)0,o ).
If (p,m,o) 6= (1, 0, 0), the support of RFM−(U (p,m)0,o ) is proper over U0. Hence, we have the following decompo-
sition:
RFM−(U)|U0×P1 =
⊕
(p,m,o) 6=(1,0,0)
RFM−(U (p,m)0,o )⊕M(U). (19)
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Here, M(U)|U0×W∞ = RFM−(U (1,0)0,0 ). We have similar decompositions for any P ∈ D.
We have N(U)(∗D) = Nahm(P∗E). We obtain the following decomposition around any P ∈ D induced by
the decomposition (19) considered for P :
N(U) =
⊕
p,m,o
N(U)(p,m)P,o
In particular, we have the following decomposition around any P ∈ D:
Nahm(P∗E) =
⊕
p,m,o
Nahm(P∗E)(p,m)P,o (20)
We fix a lift P˜ ∈ C of any P ∈ D, and we use a local coordinate ζP := ζ − P˜ around P . Let W∞ be a small
neighbourhood of ∞. We have the filtered bundles with an endomorphism (P∗V (p,m)P,o , g(p,m)P,o ) on (W∞,∞), as
in §2.4.1. If (p,m,o) 6= (1, 0, 0), we have a natural isomorphism Nahm(P∗E)(p,m)P,o ≃ N (∞,0)
(P∗V (p,m)P,o , g(p,m)P,o ).
Under the isomorphism, we define
Nahma(P∗E)(p,m)P,o := N∞,0a (P∗V (p,m)P,o , g(p,m)P,o ).
Let us consider the case (p,m,o) = (1, 0, 0). First, we define
Nahm0(P∗E)(1,0)P,0 := N(P−1E)(1,0)P,0 .
We set CP := P0E(1,0)P,0
/P−1E(1,0)P,0 . We have the following exact sequence around P :
0 −→ N(P−1E)(1,0)P,0 −→ N(P0E)(1,0)P,0 −→ R1p1∗
(
p∗12Poin⊗ p∗23CP
) −→ 0
We may regard CP as a locally free sheaf on T , and then it is isomorphic to a direct sum of some copies of the
line bundle corresponding to P . Hence, the multiplication of ζP on R
1p1∗
(
p∗12Poin⊗ p∗23CP
)
is 0. We obtain
the induced surjection:
N(P0E)(1,0)P,0|0 := N(P0E)(1,0)P,0 ⊗OP −→ R1p1∗
(
p∗12Poin⊗ p∗23CP
)
Let K denote the kernel. We have the following morphisms:
R1p1∗
(
p∗12Poin⊗ p∗23CP
) ≃ N(P0E)(1,0)P,0|0/K h−→ N(P−1E)(1,0)P,0|0
Here, h is the injection induced by the multiplication of ζP . We have a natural isomorphism of C-vector spaces:
R1p1∗
(
p∗12Poin⊗ p∗23CP
) ≃ P0V (1,0)P,0|∞
Hence, for any −1 < c < 0, we define
Fc
(
Nahm0(P∗E)(1,0)P,0 ⊗OP
)
:= Fc(P0V (1,0)P,0|∞).
We also set F0
(
Nahm0(P∗E)(1,0)P,0 ⊗ OP
)
= Nahm0(P∗E)(1,0)P,0 ⊗ OP . The filtration of Nahm0(P∗E)(1,0)P,0 ⊗ OP
indexed by ]− 1, 0] induces a filtered bundle Nahm∗(P∗E)(1,0)P,0 over Nahm(P∗E)(1,0)P,0 . In all, we obtain a filtered
bundle Nahm∗(P∗E) over Nahm(P∗E).
Proposition 3.22 Nahm∗(P∗E) with θ is admissible, and satisfies the condition (A0). Moreover, the complex
N(P−1E) −w−→ N(P0E) is naturally identified with C•(Nahm∗(P∗E)).
Proof Suppose (p,m,o) 6= (1, 0, 0). By Proposition 3.5, Nahm∗(P∗E)(p,m)P,o with θ is admissible. Moreover,
N(P−1E)(p,m)P,o −w−→ N(P0E)(p,m)P,o is naturally identified with C•
(
Nahm∗(P∗E)(p,m)P,o
)
by the construction.
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Lemma 3.23 Nahm∗(P∗E)(1,0)P,0 with θ is admissible of type (1, 0, 0), and N(P−1E)(1,0)P,0 −w−→ N(P0E)(1,0)P,0 is
naturally identified with C•(Nahm(P∗E)(1,0)P,0 ).
Proof The morphism f induces f0 : N(P−1E)(1,0)P,0|0 −→ N(P0E)(1,0)P,0|0/K. The endomorphism f0 ◦ h on
N(P0E)(1,0)P,0|0/K is identified with −wg(1,0)P,0 on P0V (1,0)P,0|∞. It is nilpotent, and it preserves the parabolic fil-
tration on P0V (1,0)P,0|∞. By the construction of the parabolic filtration, h ◦ f0 preserves the parabolic filtration on
N(P−1E)(1,0)P,0|0. Thus, we obtain that Nahm∗(P∗E)(1,0)P,0 is admissible of type (1, 0, 0).
Clearly, we have a natural isomorphism N(P−1E)(1,0)P,0 ≃ C0(Nahm(P∗E)(1,0)P,0 ) by the construction. We
have the natural morphism A : N(P0E)(1,0)P,0 −→ N(P−1E)(1,0)P,0 ⊗ Ω1(P ). Let ρ denote the natural map
N(P0E)(1,0)P,0 −→ N(P0)(1,0)P,0|0/K ≃ P0V (1,0)P,0|∞. By the construction of Nahm∗(P∗E)(1,0)P,0 , the image of ρ−1(F<0)
by A is equal to P<0Nahm∗(P∗E)(1,0)P,0 ⊗ Ω1(P ). By the construction of θ, we obtain that Im(A) also contains
θ
(
N(P−1E)(1,0)P,0
)
. Hence, C1(Nahm∗(P∗E)(1,0)P,0 ) is contained in Im(A). We remark that the following morphism
is surjective, because H2
(
T × P1,P<−1E ⊗ L
)
= 0 for any holomorphic line bundle L of degree 0 on T :
N(P−1E)(1,0)P,0 −−−−→ R1p1∗
(
p∗12Poin⊗ p∗23GrP−1(E(1,0)P,0 )
) w−−−−→≃ R1p1∗(p∗12Poin⊗ p∗23GrP0 (E(1,0)P,0 )) (21)
It implies that the morphism N(P−1E)(1,0)P,0 −→ P0V (1,0)P,0|∞/F<0 induced by θ is surjective. Then, we obtain that
I = C1(Nahm∗(P∗E)(1,0)P,0 ). The proof of Lemma 3.23 is finished.
Let us prove that Nahm∗(P∗E) with θ satisfies the condition (A0). For I ⊂ {1, 2, 3}, let pI denote the
projection of T∨ × T × P1 onto the product of the i-th components (i ∈ I). For any a ∈ C and a line bundle L
of degree 0 on T∨, we consider the complex
C˜ :=
(
p∗23P−1E ⊗ p∗12Poin⊗ p∗1L −w+a−−−−→ p∗23P0E ⊗ p∗12Poin⊗ p∗1L
)
where the first term sits in the degree −1. Because Rp1∗C˜ is the complex N(P−1(E)) ⊗ L −w+a−→ N(P0E) ⊗ L
on T∨, which is identified with C•(Nahm∗(E)⊗ L, θ + adζ), we have
Hi
(
T∨ × T × P1, C˜) ≃ Hi(T∨, C•(Nahm∗(E)⊗ L, θ + adζ))
Because Rp23∗C˜ is quasi-isomorphic to P−1E|{L}×P1 −→ P0E|{L}×P1, where the first term sits in the degree 0,
we have Hi
(
T∨ × T × P1, C˜) = 0 unless i = 1. Thus, we obtain that Nahm∗(P∗E) with θ satisfies (A0), and
the proof of Proposition 3.22 is finished.
We denote the filtered Higgs bundle
(
Nahm∗(P∗E), θ
)
just by Nahm∗(P∗E).
Remark 3.24 We obtain a slightly different transformation by replacing Poin with Poin∨, for which we can
argue in a similar way.
3.3.2 Inversion
Proposition 3.25
• Let (P∗E , θ) be an admissible filtered Higgs bundle on (T∨, D) satisfying (A0). Then, we have a natural
isomorphism Nahm∗
(
Nahm∗(P∗E , θ)
) ≃ (P∗E , θ).
• Let P∗E be an admissible filtered bundle on (T × P1, T × {∞}) satisfying the conditions (A3). Then, we
have a natural isomorphism Nahm∗
(
Nahm∗(P∗E)
) ≃ P∗E.
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Proof For any I ⊂ {1, 2, 3, 4}, let pI denote the projection of T∨ × T × P1 × T∨ onto the product of the i-th
components (i ∈ I). We set Ci := Ci(P∗E , θ). We consider the following complex on T∨ × T × P1:
p∗1C0 ⊗ p∗12Poin⊗OP1(−1)⊗ p∗24Poin∨ θ+wdζ−−−−→ p∗1C1 ⊗ p∗12Poin⊗ p∗24Poin∨
The complex is denoted by C•. We can observe that Rp14∗C• is quasi-isomorphic to p∗1C1 ⊗ O∆[−2], where
p1 : T
∨ × T∨ −→ T∨ denotes the projection onto the first component, and O∆ denote the structure sheaf of
the diagonal. Hence, Rp4∗C• is naturally isomorphic to C1[−2]. We can also observe that Rp234∗C• is quasi
isomorphic to q∗12N (P∗E , θ)⊗ q∗13Poin∨[−1], where qI denotes the projection of T × P1 × T∨ onto the product
of the i-th components (i ∈ I). Hence, we have Rp4∗C•(∗D) is quasi isomorphic to Nahm
(
Nahm∗(P∗E , θ)
)
. We
obtain
Nahm(Nahm(P∗E , θ))⊗O(∗D) ≃ (E , θ).
If (p,m,o) 6= (1, 0, 0), we obtain the comparison of the filtered bundles over E(p,m)P,o from Proposition 3.7. We
obtain the comparison of the filtered bundles over E(1,0)P,0 directly from the construction. Thus, we obtain the
first claim.
Let P∗E be an admissible filtered bundle on (T × P1, T × {∞}) satisfying (A3). Let V ⊂ P0E be an
OT×P1-submodule satisfying the conditions (i,ii) in §2.4.2 and the following:
V(p,m)P,o =
{
P0E(1,0)P,0 , ((p,m,o) = (1, 0, 0)),
P−1/2E(p,m)P,o , (otherwise).
By Proposition 3.22, we have C0(Nahm∗(P∗E)) = N
(V ⊗ OP1(−1)) and C1(Nahm∗(P∗E)) = N(V) dζ. The
differential C0 −→ C1 is induced by the multiplication of −w. We shall rewrite the complex
C˜0(Nahm∗(P∗E)) θ+wdζ−−−−→ C˜1(Nahm∗(P∗E)). (22)
For I ⊂ {1, 2, 3, 4, 5}, let pI denote the projection of T × P1 × T∨ × T × P1 onto the product of the i-th
components (i ∈ I). We set
C0 := p
∗
12(V ⊗OP1(−1))⊗ p∗13Poin∨ ⊗ p∗34Poin⊗ p∗5OP1(−1)
C1 := p
∗
12V ⊗ p∗13Poin∨ ⊗ p∗34Poin
We regard OP1(1) = OP1({∞}), and let ι : OP1 −→ OP1({∞}) be the natural inclusion. Let G : C0 −→ C1 be
induced by −p∗2w ⊗ p∗5ι+ p∗2ι⊗ p∗5w. Then, (22) is naturally isomorphic to R1p345∗
(
C0
G−→ C1
)
.
For I ⊂ {1, 2, 3, 4} let qI denote the projection of T × T∨× T × P1 onto the product of the i-th components
(i ∈ I). The complex p1345∗
(
C0
G−→ C1
)
is quasi isomorphic to
q∗14V ⊗ q∗12Poin∨ ⊗ q∗23Poin[−1].
For I ⊂ {1, 2, 3}, let sI denote the projection of T × T × P1 onto the product of the i-th components (i ∈ I).
We have the following natural isomorphism
q134∗
(
q∗14V ⊗ q∗12Poin∨ ⊗ q∗23Poin[−1]
) ≃ s∗13V ⊗ s∗12O∆[−2]
Here, O∆ denote the structure sheaf of the diagonal in T × T . Then, we obtain a natural isomorphism
V ≃N(Nahm(P∗E, θ))
as OT×P1 -modules. If (p,m,o) 6= (1, 0, 0), we obtain the comparison of the filtered bundles over V
(∗(T ×
{∞}))(p,m)
P,o
from Proposition 3.7. The comparison in the case (p,m,o) = (1, 0, 0) follows directly from the
construction.
Corollary 3.26 Let P∗E be an admissible filtered bundle on (T ×P1, T ×{∞}) satisfying the conditions (A3).
We have
deg(P∗E) = deg(Nahm(P∗E))
Proof It follows from Proposition 3.17 and Proposition 3.25.
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3.4 Refinement for good filtered Higgs bundles
3.4.1 A stationary phase formula
We have the following type of stationary phase formula for the local Nahm transform, which is analogue of the
stationary phase formula for the local Fourier transforms. (See [17], [20], [23], [34], [36], and [45].) We shall
prove it in §3.4.4 after preliminaries in §3.4.2–3.4.3.
Theorem 3.27 Let Uζ be a small neighborhood of 0 in Cζ . Let (P∗V, θ) be an admissible filtered Higgs bundle
on Uζ .
• (P∗V, θ) is good, if and only if N 0,∞∗ (P∗V, θ) is good.
• Suppose (P∗V, θ) ≃ ϕp∗(P∗V ′, θ′), where θ′ − da id is logarithmic for some a ∈ ζ−1p C[ζ−1p ] with degζ−1p a =
m > 0. Then, there exists (P∗W ′, ψ′) on Uτp+m such that (i) ψ′ − db is logarithmic for some b ∈
τ−1p+mC[τ
−1
p+m] with degτ−1p+m
b = m, (ii) we have an isomorphism
ϕp+m∗(P∗W ′, ψ′) ≃ N 0,∞∗ (P∗V, θ).
Moreover, we have an isomorphism GrPc (V
′) ≃ GrPc−m/2(W ′) under which Res(ϕ∗pθ) = Res(ϕ∗p+mψ′).
(The choice of b will be explained in the proof.)
• If (P∗V, θ) is logarithmic, (P∗W,ψ) := N 0,∞∗ (P∗V, θ) is also logarithmic. Moreover, we have an isomor-
phism
GrPc (W ) ≃
{
GrPc (V ) (−1 < c < 0)
Im
(
Res(θ) : GrP0 (V ) −→ GrP0 (V )
)
(c = 0)
Under the isomorphism, we have Res(ψ) = Res(θ).
We obtain the following corollary from Theorem 3.27. (Recall the notion of good filtered bundle in §2.4.1.)
Corollary 3.28
• Let (P∗E , θ) be a good filtered Higgs bundle on (T∨, D) satisfying (A0). Then, Nahm∗(P∗E , θ) is a good
filtered bundle on (T × P1, T × {∞}).
• Let P∗E be a good filtered bundle on (T × P1, T × {∞}) satisfying (A3) with Sp∞(E) = D. Then,
Nahm∗(P∗E) is a good filtered Higgs bundle on (T∨, D).
3.4.2 Description of the parabolic structure of N 0,∞∗ (P∗V, θ)
Let (P∗V, θ) be a good filtered Higgs bundle on (Uζ , 0). For simplicity, we assume that (P∗V, θ) has slope (p,m).
We take a ∈ o for each o ∈ Irr(θ). Let c ∈ R. We take a frame vo = (vo,i) of PcpoV oa compatible with the
parabolic structure. Each ζjovo,idzo/zo induces a section of N 0,∞(P∗V, θ), denoted by
[
ζjovo,idzo/zo
]
. The
following lemma is clear by the construction of the filtered bundle N 0,∞∗ (P∗V, θ). (See the proof of Proposition
3.3.)
Lemma 3.29 The tuple{[
ζj
o
vo,idζo/ζo
] ∣∣∣o ∈ Irr(θ), 0 ≤ j < po +mo, 1 ≤ i ≤ rankV oa }
is a frame of N 0,∞κ1(p,m,c)(P∗V, θ), compatible with the parabolic structure. If the parabolic degree of vo,i is b, the
parabolic degree of
[
ζjovo,idζo/ζo
]
is
(
b− j −mo/2
)(
po +mo
)−1
.
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3.4.3 Description of the parabolic structure of N∞,0∗ (P∗V, g)
Let (P∗V, g) be a filtered bundle with an endomorphism on (Uτ , 0) such that P∗V with ψ := −τ−2gdτ is a good
filtered Higgs bundle. For simplicity, we assume that (P∗V, g) has a slope (p,m) with p > m 6= 0.
We take a ∈ o for each o ∈ Irr(ψ). Let c ∈ R. We take a frame vo = (vo,i) of PcpoV oa compatible with the
parabolic structure. Each τ jovo,i induces a section of N∞,0(P∗V, g), denoted by
[
τ jovo,i
]
. The following lemma
is clear by the construction of the filtered bundle N∞,0∗ (P∗V, g). (See the proof of Proposition 3.5.)
Lemma 3.30 The tuple {[
τ j
o
vo,i
] ∣∣∣o ∈ Irr(ψ), 0 ≤ j < po −mo, 1 ≤ i ≤ rankV oa }
is a frame of N∞,0κ2(p,m,c)(P∗V, g) compatible with the parabolic structure. If the parabolic degree of vo,i is b, the
parabolic degree of τ jovo,i is
(
b− j + po −mo/2
)(
po −mo
)−1
.
3.4.4 Proof of Theorem 3.27
Let us return to the situation in §3.4.1. Let us begin with the third claim. We obtain the isomorphism of the
associated graded vector spaces by the construction of P∗W . We have the expression θ = f dζ/ζ, where f is
an endomorphism of P∗V . It naturally induces an endomorphism f ′ of P∗W , and we have ψ = f ′ dτ/τ by the
construction. Thus, we obtain the third claim.
Let us consider the second claim. Our argument is close to that in [17]. To simplify the notation, we set
η := τp+m and u := ζp. We set G(u) := u∂ua(u) =
∑m
j=1 αju
−j . Let ω := e2π
√−1/(p+m). We have holomorphic
functions u(i)(η) (i = 0, . . . , p+m− 1) on Uη, satisfying ∂ηu(i)(0) = ∂ηu(0)(0)ωi and
G
(
u(i)(η)
)
+ pu(i)(η)p/ηp+m = 0.
For any c ∈ R, we consider Pc−m/2V := Pc−m/2ϕ∗p+mN 0,∞(P∗V, θ). We take a frame v of PcV ′ compatible
with the parabolic structure. We put ν˜ij := (η
−1u)ivj (0 ≤ i ≤ p + m − 1, 1 ≤ j ≤ rankV ′). They induce
a frame of Pc−m/2V , which is compatible with the parabolic structure. By the frames, for c − 1 < d ≤ c, we
obtain an isomorphism
GrPd−m/2(V) ≃ GrPd (V ′)⊗ Cp+m. (23)
The following lemma can be checked by a direct computation.
Lemma 3.31 η−1u gives an endomorphism F of P∗V. On GrPd−m/2(V), we have
F (ν˜i,j) =

ν˜i+1,j (i < p+m− 1)
−p−1αmν˜0,j (i = p+m− 1)
The eigenvalues of F on GrP are ∂ηu(i)(0) (i = 0, . . . , p+m− 1).
By the lemma, we obtain the decomposition (P∗V , F ) =
⊕p+m−1
j=0 (P∗V(j), F (j)) such that F (j)|0 has a unique
eigenvalue ∂ηu
(j)(0). Note that N 0,∞(P∗V, θ) ≃ ϕp+m∗
(P∗V(0), ζ(−τ−2dτ)). We also have an isomorphism
GrPc (V
′) ≃ GrPc−m/2(V(0)).
We have the expression θa = (G(u) + f) du/u, where f is an endomorphism of P∗V ′. On Pc−m/2V , we have
ηm(G(u) + pup/ηp+m) = −ηmf . We have the following decomposition:
ηm
(
G(u) + pup/ηp+m
)
=
(
η−1u− η−1u(0)(η))× p p+m−1∏
i=1
(
η−1u− η−1u(i)(η))(η−1u)−m
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Because η−1u−η−1u(j)(η) (1 ≤ j < p−m) are invertible on Pc−m/2V(0), we obtain the following on Pc−m/2V(0):
η−1u− η−1u(0)(η) = −p−1ηm · f ·
p+m−1∏
j=1
(
η−1u− η−1u(j)(η))−1(η−1u)m
Let Qk(x, y) =
∑
i+j=k x
iyj . We have
ζ/τ − u
(0)(η)p
ηp+m
= η−m
(
η−1u− η−1u(0)(η)) ·Qp−1(η−1u, η−1u(0)(η))
= −f
p+m−1∏
j=1
(
η−1u− η−1u(j)(η))−1(η−1u)mp−1Qp−1(η−1u, η−1u(0)(η)) (24)
Hence, we obtain that
(
ζ/τ − u(0)(η)pη−p−m
)
P∗V(0) ⊂ P∗V(0). On GrPa (V(0)), the endomorphisms u/η and
u(0)(η)/η are the multiplication of ∂ηu
(0)(0). Hence,
(
ζ/τ−u(0)(η)pη−p−m
)
acts as−(p+m)−1f on GrP(V). We
set P∗W ′ := P∗V(0) and ψ′ := −ζτ−2dτ = −(ζ/τ) (p +m)dη/η. We have b ∈ η−1C[η−1] uniquely determined
by the condition that η∂ηb is equal to the polar part of −(p+m)u(0)(η)pη−p−m. Then, ψ′ − db is logarithmic.
The residue acts as f . Hence, the second claim of Theorem 3.27 follows. It also implies the “only if” part in
the first claim.
Let us prove the “if” part of the first claim. We use the inverse transform. Let (P∗W,ψ) be a good
filtered Higgs bundle on (Uτ , 0) which is isomorphic to ϕp∗(P∗W ′, ψ′), where ψ′ − db id is logarithmic for some
b ∈ τ−1p C[τ−1p ] with degτ−1p b = m < p. If p = 1, we assume that any eigenvalue of Res(ψ′) is not 0. The claim
of Theorem 3.27 follows from the next proposition.
Proposition 3.32 There exists (P∗V ′, θ′) on Uζp−m such that (i) θ′ − da id is logarithmic for some a ∈
ζ−1p−mC[ζ
−1
p−m], (ii) we have an isomorphism ϕp−m∗(P∗V ′, θ′) ≃ N∞,0∗ (P∗W,ψ).
Proof To simplify the notation, we set η := τp and u := ζp−m. We have the expression
ψ′ =
(
G(η) id+ηpf
)
ϕ∗p(−τ−2dτ),
such that (i) G(η) =
∑m
j=1 βjη
p−j with βm 6= 0, (ii) f is an endomorphism of P∗W ′. We fix a holomorphic
function η(0)(u) such that G(η(0)(u))− up−m = 0 such that 0 < C1 ≤ |η(0)/u| ≤ C2 for some constants Ci.
We set Pc+p−m/2V := Pc+p−m/2ϕ∗p−mN∞,0(P∗W,ψ). Let v be a frame of PcW ′ compatible with the
parabolic structure. We set ν˜ij = u
−iηivj (0 ≤ i ≤ p − m − 1, 1 ≤ j ≤ rankW ′). They induce a frame of
Pc+p−m/2V compatible with the parabolic structure. By using the frame, for any c− 1 < d ≤ c, we obtain an
isomorphism GrPd+p−m/2(V) ≃ GrPd (W ′)⊗ Cp−m. The following lemma can be checked directly.
Lemma 3.33 u−1η gives an endomorphism F of P∗V, preserving the parabolic structure, and the induced
endomorphism on GrP(V) is given by F (ν˜ij) = ν˜i+1,j (i = 0, . . . , p−m− 2) and F (ν˜p−m−1,j) = −β−1m ν˜0,j. The
eigenvalues are ωi∂uη
(0)(0) (i = 0, . . . , p−m− 1), where ω = e2π
√−1/(p−m).
We obtain the decomposition (P∗V , F ) =
⊕p−m−1
i=0 (P∗V(i), F (i)) such that F (i)|0 has a unique eigenvalue
ωi∂uη
(0)(0). We have an isomorphism ϕp−m∗
(P∗V(0),−τ−1dζ) ≃ N∞,0∗ (P∗W,ψ). We also have an isomorphism
GrPc+p−m/2(V(0)) ≃ GrPc (W ′).
We have G(η) − up−m = −ηpf on V . Note that u−(p−m−1)∑mj=1 βjQp−j−1(η(0)(u), η) is invertible on
Pc+p−m/2V(0). Hence, we obtain the following on Pc+p−m/2V(0):
up−m−1
(
η(0)(u)− η) = ηpf · ( m∑
j=1
βjQp−j−1(η(0)(u), η)
)−1
up−m−1
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We have the following:
up−m
(
η−p − η(0)(u)−p) = fηpQp−1(η(0)(u)−1, η−1) η(0)(u)−1η−1( m∑
j=1
βjQp−j−1(η(0)(u), η)
)−1
up−m
Hence, we obtain that up−m
(
η−p − η(0)(u)−p) is an endomorphism of P∗V(0). We set P∗V ′ := P∗V(0) and
θ′ := −τ−1ϕ∗p−mdζ = −η−p(p−m)up−m(du/u). We have a ∈ u−1C[u−1] uniquely determined by the condition
u∂ua = −η(0)(u)−p(p−m)up−m. Then, θ′−da is logarithmic. Thus, the proof of Proposition 3.32 and Theorem
3.27 are finished.
4 Family of vector bundles on torus with small curvature
4.1 Small perturbation
We use the notation in §2.1. We use the metric dz dz of T . For any finite dimensional vector space V , let
Lpk(V ) be the space of V -valued L
p
k-functions on T , and let L
p
k(V ⊗Ωi,j) be the space of V -valued Lpk-differential
(i, j)-forms. We have the linear map
∫
T
: Lpk(V ) −→ V given by
∫
T
f := |T |−1 ∫
T
f |dz dz|, where |T | denotes
the volume of T . The kernel is denoted by Lpk(V )0. We have a natural inclusion V −→ Lpk(V ) as constant
functions. We have the decomposition Lpk(V ) = L
p
k(V )0 ⊕ V as topological vector spaces.
Suppose that V is r-dimensional and equipped with a hermitian metric hV . Let p ≥ 2. Let Gpk(V ) be the
space of Lpk+2-maps from T to GL(V ). We set A
p
k(V ) :=
{
∂0+A
∣∣A ∈ Lpk+1(End(V )⊗Ω0,1)}, i.e., the space of
(0, 1)-type differential operators of the product bundle V of the form ∂0 + A (A ∈ Lpk+1(End(V )⊗ Ω0,1)). We
have the natural right Gpk -action on Apk(V ) given by g • ∂ := g−1 ◦ ∂ ◦ g = ∂ + g−1∂g.
Let Γ be an endomorphism of V . Let U1 ⊂ Lpk+2(End(V ))0 be a sufficiently small neighbourhood of 0 such
that 1 + U1 ⊂ Gpk . Let U2 be a neighbourhood of 0 in End(V ). We consider the map Ψ : U1 × U2 −→ Apk(V )
given by
Ψ(a, b) := (1 + a) •
(
∂0 + (Γ + b) dz
)
.
We use the norm on Lpk+2(End(V )) such that L
p
k+2(End(V )) ≃ Lpk+2(End(V ))0 ⊕ End(V ) is an isometry, and
the norm on Lpk+1(End(V )) such that L
p
k+2(End(V )) −→ Lpk+1(End(V )), A 7−→ ∂0A+
∫
T A is an isometry.
Proposition 4.1 Fix δ > 0. Suppose that Γ is decomposed as Γ = Γ0 + Γ1 satisfying the following conditions:
• Γ0 is commutative with its adjoint Γ†0, i.e., it is diagonalizable, and the eigen spaces are orthogonal with
respect to hV . Moreover, there exists ζ0 ∈ C such that Sp(Γ) is contained in
K1(L, ζ0) :=
{
ζ ∈ C ∣∣ 0 ≤ Im(ζ − ζ0) ≤ (1− δ)π, 0 ≤ Im((ζ − ζ0)τ) ≤ (1− δ)π}.
• |Γ1|hV ≤ δ/100.
Then, there exist positive constants Ci (i = 1, 2), independently from Γ and ζ0, such that the following holds:
• For B ∈ Lpk+1
(
End(V )⊗Ω0,1) with |B| ≤ C1, there exists a unique (a, b) ∈ U1 ×U2 with |a|+ |b| ≤ C2 |B|
satisfying ∂0 + Γ dz + B dz = Ψ(a, b).
Proof We set K(L) :=
{
ζ ∈ C ∣∣ | Im(ζ)| ≤ (1 − δ)π, | Im(ζτ )| ≤ (1 − δ)π}. We have Sp(ad(Γ0)) ⊂ K(L). In
the following, Ci will be positive constants which are independent from Γ and ζ0.
We have a morphism ΦΓ : L
p
k+2
(
End(V )
)
= Lpk+2
(
End(V )
)
0
⊕ End(V ) −→ Lpk+1
(
End(V )⊗ Ω0,1) given by
ΦΓ(A,B) = ∂A+ [Γ, A] dz +B dz,
where A ∈ Lpk+2
(
End(V )
)
0
and B ∈ End(V ). We have Φ0(A,B) = ∂A + B dz, which is an isometry by our
choice of the norms.
Lemma 4.2 ΦΓ is a homeomorphism.
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Proof Note that Φ0 is an isomorphism, and that ΦΓ−Φ0 is compact. Hence, the index of ΦΓ is 0. Due to the
condition for Γ0, we have
∥∥∂0A+ [Γ0, A]dz∥∥L2 ≥ δπ|A|L2 for any A ∈ L21(End(V )). By the condition for Γ1, we
obtain that ∂0A+ [Γ, A]dz 6= 0 for any A ∈ L21(End(V )). Then, we obtain that ΦΓ is injective.
Lemma 4.3 We have |Φ−10 ◦ ΦΓ| ≤ C3 and |Φ−1Γ ◦ Φ0| ≤ C3, independently from Γ, where | · | denotes the
operator norm.
Proof Let S be the set of Γ satisfying the conditions of the proposition. It is compact. For any fixed (A,B) ∈
Lpk+2(End(V ))0 ⊕ End(V ), the map Γ 7−→ Φ−1Γ ◦ Φ0(A,B) gives a continuous map from S to Lpk+2(End(V ))⊕
End(V ), and hence bounded. Then, we obtain the claim for Φ−1Γ ◦ Φ0 by the uniform boundedness principle.
We obtain the claim for Φ−10 ◦ ΦΓ similarly.
We set A(a, b) := Ψ(a, b)−Ψ(0, 0) ∈ Lpk+1
(
End(V )⊗ Ω0,1), i.e.,
A(a, b) = (1 + a)−1(∂0a+ [Γ, a])+Ad(1 + a) b dz.
We have
∣∣A(a, b)∣∣ = O(|a|+ |b|), independently from Γ. The derivative T(a,b)Ψ of Ψ at any (a, b) ∈ U1 × U2 is
given by
T(a,b)Ψ(X,Y ) = Φ(X,Y ) +
[A(a, b), (1 + a)−1X]− [Ψ(0, 0), (1 + a)−1aX]+ (Ad(1 + a)− 1)Y.
Hence, we obtain an estimate
∣∣Φ−1Γ ◦T(a,b)Ψ− id∣∣ ≤ C4(|a|+ |b|), which is independent from Γ. Then, the claim
of Proposition 4.1 follows from the classical inverse function theorem ([31], for example).
Corollary 4.4 Ψ gives a diffeomorphism of a neighbourhood of (0, 0) in U1×U2 and a neighbourhood of ∂0+Γdz
in Apk(V ).
4.2 Frames
4.2.1 Preliminary
We set U1 :=
{
(x1, x2)
∣∣ 0 ≤ xi ≤ 1} and U2 := {(ξ1, . . . , ξn−2) ∣∣ |ξi| ≤ 1}. Let T0 = R2/Z2. Let U1 × U2 −→
T0 × U2 denote the natural projection. We also use the variables ti = xi (i = 1, 2) and ti = ξi−2 (i = 3, . . . , n).
We also use x = x1, y = x2.
For any positive integer k, we set S1(k) :=
{
(m1,m2)
∣∣m1 + m2 = k,mi ≥ 0}. We also set S2(k) :={
(m1, . . . ,mn−2)
∣∣ ∑mi = k,mi ≥ 0}. We set S(k1, k2) := S1(k1) × S2(k2). We put ∂mx := ∏ ∂mixi and
∂mξ :=
∏
∂miξi . We put Ni(k) :=
∣∣Si(k)∣∣ and N(k1, k2) := N1(k1)×N2(k2).
Let V be a vector space. For f ∈ C∞(U1 × U2, V ), we set
Dk1x D
k2
ξ (f) :=
(
∂m1x ∂
m2
ξ f
∣∣∣ (m1,m2) ∈ S(k1, k2)) ∈ C∞(U1 × U2, V N(k1,k2)).
Formally, we set D0f := f ∈ C∞(U1 × U2, V ). We use similar notations for the functions on T0 × U2 and
[0, 1]× U2.
4.2.2 Orthonormal frame
Let E be a topologically trivial C∞-vector bundle on T0×U2 with a hermitian metric h and a unitary connection
∇. We set r := rankE. Let F denote the curvature of ∇. For any frame v of E, let Av =∑ni=1Avi dti denote
the connection form of ∇ with respect to v. We put 1Av := Av1 dt1 +Av2 dt2 and 2Av :=
∑n
i=3A
v
i dti. Similarly
F v =
∑
F vij dti dtj denote the curvature form with respect to v.
Fix a positive number M . Let ǫ be a small positive number. Assume that |Dk1x Dk2ξ F |h ≤ ǫ for any
k1, k2 ≤M .
Lemma 4.5 If ǫ is sufficiently small, there exist an orthonormal frame v of (E, h) on T0×U2 and anti-hermitian
matrices Λ(x),Λ(y) such that the following holds:
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(A1) For κ = x, y, there exist 0 ≤ θκ < 2π such that any eigenvalue
√−1α of Λ(κ) satisfies |α − θκ| ≤
π(2r − 1)/2r. They satisfy ∣∣[Λ(x),Λ(y)]∣∣ ≤ Cǫ.
(A2)
∣∣1Av − Λ∣∣ ≤ Cǫ, and ∣∣Dk1x Dk2ξ (1Av)∣∣ ≤ Cǫ for any 0 ≤ k1 ≤ M and 0 ≤ k2 ≤ M with (k1, k2) 6= (0, 0),
where Λ = Λ(x) dx + Λ(y) dy.
(A3)
∣∣Dk1x Dk2ξ (2Av)∣∣ ≤ Cǫ for any 0 ≤ k1, k2 ≤M .
Here, the constant C may depend only on r and M .
Proof We shall indicate an outline of the construction, although it is elementary. We say that a quantity P is
O(ǫ), if P ≤ Cǫ for some constant C which may depend only on r andM . Let [a, b]Z denote the set of integers k
such that a ≤ k ≤ b. For j ≥ 1, let Hj be the subset of U1×U2 determined by the condition ti = 0 (i ∈ [1, j]Z).
We set H0 := U1 × U2.
Let u be an orthonormal frame of π∗(E, h) on U1 × U2 satisfying ∇tiu = 0 on Hi−1 for any i. We have
Aup = 0 on Hp−1 by the construction. For j < p, we have ∂tjA
u
p = F
u
jp on Hj−1. For a monomial P of
∂tj+1 , . . . , ∂tn , we have ∂
α+1
tj PA
u
p = ∂
α
tjPF
u
jp on Hj−1. Hence, for j ≤ p and for a monomial P˜ =
∏n
i=j ∂
mi
ti
satisfying m1 +m2 ≤ M and
∑
i>2mi ≤ M , we obtain P˜Aup = O(ǫ) on Hj−1 by a descending induction. In
particular, we obtain Dk1x D
k2
ξ A
u
p = O(ǫ) for any (k1, k2) ∈ [0,M ]2Z.
Let G(x) : H1 −→ U(r) be determined by u|(1,y,ξ) = u|(0,y,ξ)G(x)(y, ξ), where U(r) denotes the r-th unitary
group. By the equation
∂tiG
(x)(t2, . . . , tn)−G(x)(t2, . . . , tn)Aui|(1,t2,...,tn) +Aui|(0,t2,...,tn)G(x)(t2, . . . , tn) = 0,
we obtain |D1xG(x)|+ |D1ξG(x)| = O(ǫ). By an easy induction, we obtain |Dk1x Dk2ξ G(x)| = O(ǫ) for any (k1, k2) ∈
[0,M ]2
Z
\ {(0, 0)}. We also have ∣∣G(x)(y, ξ)−G(x)(y′, ξ′)∣∣ = O(ǫ).
Let G(y)(x, ξ) be determined by u|(x,1,ξ) = u|(x,0,ξ)G(y)(x, ξ). Similarly, we have
∣∣Dk1x Dk2ξ G(y)∣∣ = O(ǫ)
for any (k1, k2) ∈ [0,M ]2Z \ {(0, 0)}, and
∣∣G(y)(x, ξ) − G(y)(x′, ξ′)∣∣ = O(ǫ). Because G(y)(0, ξ)G(x)(1, ξ) =
G(x)(0, ξ)G(y)(1, ξ), we have
[
G(y)(0, 0), G(x)(0, 0)
]
= O(ǫ). We set G˜(y) := G(y)(0, 0) and G˜(x) := G(x)(0, 0).
Let Iκ denote the set of the eigenvalues of G˜(κ) for κ = x, y. Let dS1 denote the standard distance on
S1 = {e
√−1θ | θ ∈ R} induced by the metric dθ dθ. There exist γκ ∈ S1 such that dS1(γκ, γ) ≥ π/(2r) for any
γ ∈ Iκ. Let θκ be determined by e
√−1θκ = −γκ and 0 ≤ θκ < 2π. For any γi ∈ Iκ, we can take αi satisfying
(i) e
√−1αi = γi, (ii) |θκ − αi| ≤ π(2r − 1)/2r. We remark that, for any γi, γj ∈ Iκ, we have
|αi − αj | = O
(|γi − γj |) (25)
We have the eigen decompositions Cr =
⊕
γi∈Iκ V
(κ)
γi for G˜
(κ). We set Λ(κ) =
⊕
γi∈Iκ
√−1αi idV (κ)α . By
the construction, we have exp(Λ(κ)) = G˜(κ).
Lemma 4.6 We have
[
Λ(x),Λ(y)
]
= O(ǫ).
Proof According to the decomposition Cr =
⊕
γi∈Ix V
(x)
γi , we have the decomposition G˜
(y) =
∑
γi,γj∈Ix G˜
(y)
γi,γj ,
where G˜
(y)
γi,γj ∈ Hom(V (x)γj , V (x)γi ). We have (γi− γj)G˜(y)γi,γj = O(ǫ). By using (25), we obtain
[
G˜(y),Λ(x)
]
= O(ǫ).
By using a similar consideration, we obtain
[
Λ(y),Λ(x)
]
= O(ǫ).
Let us return to the proof of Lemma 4.5. We put g(x)(x) := exp
(−xΛ(x)), g(y)(y) := exp(−yΛ(y)), and
g(x, y) := g(x)(x) g(y)(y). We obtain an orthonormal frame u′ := u g(x, y) of π∗(E, h). Let A′ := Au
′
. We have∣∣A′ − Λ∣∣ = O(ǫ) and |Dk1x Dk2ξ A′| = O(ǫ) for any (k1, k2) ∈ [0,M ]2Z \ {(0, 0)}.
Let G′(x)(y, ξ) and G′ (y)(x, ξ) be determined by
u′|(1,y,ξ) = u
′
|(0,y,ξ)G
′ (x)(y, ξ), u′|(x,1,ξ) = u
′
|(x,0,ξ)G
′ (y)(x, ξ).
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We have G′(x)(y, ξ) = g(y)(y)−1G(x)(y, ξ) (G˜(x))−1 g(y)(y) and hence
∣∣G′ (x) − 1∣∣ = O(ǫ). We have
dG′ (x) = g(y)(y)−1 dG(x)(y, ξ) (G˜(x))−1 g(y)(y)− [g(y)(y)−1dg(y)(y), (G′ (x) − 1)].
Hence, we have
∣∣D1yG′(x)∣∣ = O(ǫ) and ∣∣D1ξG′(x)∣∣ = O(ǫ). By an easy induction, we obtain ∣∣Dk1y Dk2ξ G′(x)∣∣ = O(ǫ)
for (k1, k2) ∈ [0,M ]2Z \ {(0, 0)}. We have G′ (y) = g(x)(x)−1G(y)(x, ξ)g(x)(x)(G˜(y))−1. We obtain
G′ (y) − 1 = g(x)(x)−1
(
G(y)(x, ξ)(G˜(y))−1 − 1
)
g(x)(x)− g(x)(x)−1G(y)(x, ξ)[(G˜(y))−1, g(x)(x)] = O(ǫ).
As in the case κ = x, we also obtain
∣∣Dk1y Dk2ξ G′(x)∣∣ = O(ǫ) for (k1, k2) ∈ [0,M ]2Z \ {(0, 0)}.
Let χ(x) be a non-negative valued C∞-function on [0, 1] such that χ(x) = 0 (x ≤ 1/3) and χ(x) = 1
(x ≥ 2/3). We put h2(x, y, ξ) := χ(x) exp−1
(
G′(x)(y, ξ)
)
. By construction, we have |Dk1x Dk2ξ h2| = O(ǫ) for
(k1, k2) ∈ [0,M ]2Z.
Let g2 := exp(h2), and we set u
′′ := u′ g2. Let A′′ = Au
′′
. We have A′′ = g−12 A
′g2+g−12 dg2. Hence, we have
|1A′′−Λ| = O(ǫ), and |Dk1x Dk2ξ (1A′′)| = O(ǫ) for (k1, k2) ∈ [0,M ]2Z\{(0, 0)}. We also have |Dk1x Dk2ξ (2A′′)| = O(ǫ)
for (k1, k2) ∈ [0,M ]2Z.
We put G′′(y)(x, ξ) := g2(x, 0, ξ)−1G′(y)(x, ξ) g2(x, 1, ξ). We have u′′|(x,1,ξ) = u
′′
|(x,0,ξ)G
′′(y)(x, ξ). We have∣∣G′′(y)(x, ξ)− 1∣∣ = O(ǫ), and |Dk1x Dk2ξ G′′(y)| = O(ǫ) for (k1, k2) ∈ [0,M ]2Z \ {(0, 0)}.
We put g3 := exp
(
χ(y) exp−1
(
G′′(y)(x, ξ)
))
, and v := u′′ g3. Then, it naturally gives an orthonormal frame
of (E, h) on T0 × U2. By construction, we have the desired estimate for the connection form Av . Thus, the
proof of Lemma 4.5 is finished.
4.2.3 Partially almost holomorphic frame
We identify the C∞-manifolds T0 := R2/Z2 and T by the diffeomorphism T0 ≃ T given by (x, y) 7−→ x+τy = z.
We have the description Λ = Γdz − tΓ dz, where Λ is as in Lemma 4.5. Let ∇z := ∇(∂z) and ∇z := ∇(∂z). For
any frame w, let Awz and A
w
z be determined by ∇zw = wAwz and ∇zw = wAwz , respectively. Let H(h,w)
denote a function from T ×U2 to the space of r-th positive definite hermitian matrices, whose (i, j)-entries are
h(wi, wj). When a function f on T × U2 is regarded as a function f˜ : U2 −→ Lpk(T ), we obtain an R≥0-valued
function ‖f‖Lp
k
(ξ) := ‖f˜(ξ)‖Lp
k
(T ) on U2.
Proposition 4.7 If ǫ > 0 is sufficiently small, there exists a frame u of E on T×U2 with the following property:
• Auz is constant along the T -direction, and |Auz − Γ| = O(ǫ).
• ∥∥Auz + tΓ∥∥Lp
M
= O(ǫ) and
∥∥DkξAuz ∥∥Lp
M
= O(ǫ) for k ∈ [1,M ]Z.
• ∥∥Dkξ(2Au)∥∥Lp
M
= O(ǫ) for k ∈ [0,M ]Z.
Moreover, ‖H(h,u) − I‖Lp
M+1
= O(ǫ) and ‖DkξH(h,u)‖LpM+1 = O(ǫ) for k ∈ [1,M ]Z, where I denotes the
identity matrix.
Proof Let v be the orthonormal frame as in Lemma 4.5. We have ∇zv = v(Γ+N), where ‖DkξN‖LpM = O(ǫ).
Lemma 4.8 We have a decomposition Γ = Γ0 + Γ1 such that (i) [Γ0,Γ
†
0] = 0 and Sp(Γ0) = Sp(Γ), (ii)
|Γ1| = O(ǫ1/2). Moreover, if δ > 0 is sufficiently smaller than 1/r, but independently from ǫ, there exists ζ0 ∈ C
such that Sp(Γ) is contained in K1(L, ζ0). (See Proposition 4.1 for K1(L, ζ0).)
Proof We give only an indication. With an appropriate change of orthonormal base, we may assume that Γ
is upper triangular. By the base, we identify matrices and endomorphisms. Let Γ0 be the diagonal part, and
we put Γ1 := Γ − Γ0. By the construction, the condition (i) is satisfied. Let γij denote the (i, j)-entry of Γ.
Then, the (k, k)-entries of [Γ,Γ†] is
∑
i>k |γk,i|2 −
∑
i<k |γk,i|2. Then, we obtain the desired estimate for Γ1
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from [Γ,Γ†] = O(ǫ), which follows from the condition (A1) in Lemma 4.5. Thus, we obtain the first condition.
We also obtain the second condition from (A1) in Lemma 4.5.
By Proposition 4.1, if ǫ is sufficiently small, there exist functions a : U2 −→ LpM+1
(
Mr(C)
)
0
and b : U2 −→
Mr(C) satisfying the following:
• ‖Dkξa‖LpM+1 = O(ǫ) for k ∈ [0,M ]Z, and |Dkξb| = O(ǫ) for k ∈ [0,M ]Z.
• (1 + a) • (∇z,0 + (Γ + b) dz) = ∇z, where ∇z,0 is given by ∇z,0v = 0.
Let u := v(1 + a). By construction, we have ∇zu = u
(
Γ + b
)
. The other estimates for Auz and
2Au are also
satisfied. Because H(h,u) = t(1 + a)(1 + a), we obtain the estimate for H(h,u).
Remark 4.9 If Awz is constant along the T -direction, such a frame w is called a partially almost holomorphic
frame, in this paper.
4.2.4 Spectra
Let Eξ denote the holomorphic bundle on T given by E|T×ξ with ∇z|T×ξ. According to Lemma 2.7, if ǫ is
sufficiently small, Eξ are semistable of degree 0 for any ξ ∈ U2. We have the spectrum Sp(Eξ) ⊂ T∨. We regard
it as a point in Symr T∨. The point is denoted by [Sp(Eξ)]. Let Γ be as in §4.2.3. The eigenvalues of Γ give a
point in Symr C, denoted by [Sp(Γ)]. The quotient map Φ : C −→ T∨ induces Symr C −→ Symr T∨, denoted
by Φ. Recall that Symr T∨ is naturally a smooth complex manifold. Let dSymr T∨ be a distance induced by a
C∞-Riemannian metric.
Corollary 4.10 There exist ǫ0 > 0 and C > 0, depending only on r, such that the following holds if ǫ ≤ ǫ0:
dSymr T∨
(
[Sp(Eξ)],Φ[Sp(Γ)]
)
≤ Cǫ
In particular, for ξ, ξ′ ∈ U2, we have dSymr T∨
(
[Sp(Eξ)], [Sp(Eξ′)]
)
≤ 2Cǫ.
Proof Let u be a frame as in Proposition 4.7. Recall that Symr C is naturally a complex manifold. We take a
distance dSymr C induced by a C
∞-Riemannian metric. We have dSymr C
(
[Sp(Γ)], [Sp(Auz )]
) ≤ C1ǫ. There exists
ζ0 ∈ C such that Sp(Γ) and Sp(Auz ) are contained in K1(L, ζ0). Note that the restriction of Φ to SymrK1(L, ζ0)
is Lipschitz continuous, and the Lipschitz constant is uniform for ζ0. Then, the claim of the corollary follows.
4.3 Estimates
4.3.1 Preliminary
We continue to use the setting in §4.2. We impose additional assumptions.
Assumption 4.11
• We are given a finite subset Z ⊂ C and a positive number ρ > 0 with the following property:
– Z is contained in K1(L, ζ0), where K1(L, ζ0) is as in §4.1 for some appropriate δ > 0.
– For any distinct points ν1, ν2 ∈ Z, dC(ν1, ν2) > 100r2ρ.
– For any κ ∈ Sp(Eξ), there exists ν ∈ Z such that dT∨(Φ(ν), κ) < ρ, where Φ : C −→ T∨ denotes the
projection.
– ǫ is sufficiently small so that Eξ is semistable of degree 0 for any ξ ∈ U2. We also assume that ǫ is
sufficiently smaller than ρ2.
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We have the spectral decomposition Eξ =
⊕
ν′∈T∨ Eξ,ν′ . Let Eν,ξ be the direct sum of Eξ,ν′ , where ν
′ is
contained in a ρ-ball of Φ(ν). We obtain a decomposition Eξ =
⊕
ν∈Z Eν,ξ. It induces a C
∞-decomposition
E =
⊕
ν∈Z Eν , which is compatible with ∇z . We may assume that the partially almost holomorphic frame u
in Proposition 4.7 is compatible with the decomposition.
We have the decomposition ∇z = ∇z,0 + f such that (i) (E,∇z,0)|T×{ξ} are holomorphically trivial for any
ξ ∈ U2, (ii) ∇z(f) = 0, (iii) Sp(f) is contained in the union of the ρ-balls around ν ∈ Z. For each ξ ∈ U2,
we obtain the vector space Vξ of the holomorphic global sections of (E,∇z,0)|T×{ξ}. It is easy to see that Vξ
(ξ ∈ U2) naturally gives a C∞-vector bundle V on U2, and that we have a natural isomorphism p∗V ≃ E as
C∞-bundles. We identify them by the isomorphism. A C∞-section s of p∗V is constant along the T -direction, if
and only if ∇z,0s = 0 under the identification. It can be regarded as a section of V . We have the decomposition
V =⊕ν∈Z Vz, corresponding to E =⊕ν∈Z Eν .
4.3.2 Spaces of functions
Let CMξ L
p
M,x denote the space of C
M -functions U2 −→ LpM (T ). Let CMξ LpM,x(E) denote the sections f =
∑
fiui
of E such that fi ∈ CMξ LpM,x, where u = (ui) is a frame as in Proposition 4.7. It is independent of the choice
of u. We have the naturally defined integration
∫
T : C
M
ξ L
p
M,x(E) −→ CM (U2,V). The kernel is denoted by
CMξ L
p
M,x(E)0. Similar spaces are defined for End(E) and Hom(Ei, Ej). We set
CMξ L
p
M,x
(
End(E)
)◦
:=
⊕
ν
CM
(
U2,End(Vν)
)
,
CMξ L
p
M,x
(
End(E)
)⊥
:=
⊕
ν
CMξ L
p
M,x
(
End(Eν)
)
0
⊕
⊕
ν 6=µ
CMξ L
p
M,x
(
Hom(Eν , Eµ)
)
.
We have a decomposition CMξ L
p
M,x
(
End(E)
)
= CMξ L
p
M,x
(
End(E)
)◦ ⊕ CMξ LpM,x(End(E))⊥. For any s ∈
CMξ L
p
M,x
(
End(E)
)
, the corresponding decomposition is denoted by s = s◦ + s⊥. We use similar notations
for sections of End(E)⊗ Ωi,jT .
4.3.3 Some estimates
Let u be a frame as in Proposition 4.7. We set H(h,u)i,j := h(ui, uj), and we obtain a function H(h,u) from
T × U2 to the space H of positive definite hermitian r-th matrices. Each entry is CMξ LpM,x-class. Let H1 be a
function of U2 to H determined by (H1)2 =
∫
T
H(h,u). Then, we have |H1 − I| = O(ǫ) and |DkξH1| = O(ǫ)
for k ∈ [1,M ]Z. Note that u′ := uH1 also has the property in Proposition 4.7. So, we may assume that∫
T
H(h,u) = I from the beginning.
We set g˜ := H(h,u). We have ‖g˜ − I‖Lp
M+1
= O(ǫ), ‖Dkξ g˜‖LpM+1 = O(ǫ) (k ∈ [1,M ]Z), and
∫
T
g˜ = I.
Lemma 4.12 There exist C > 0 and ǫ0 > 0, such that ‖g˜−I‖LpM+2 ≤ C ‖F⊥zz‖LpM holds if ǫ < ǫ0. In particular,
supT×{ξ}
∣∣g˜ − I∣∣ ≤ C′‖F⊥zz‖L2 for some C′ > 0.
Proof We put B := Auz . Let Γ2 be the diagonal matrix whose (i, i)-entry νi is determined by ui ∈ Eνi . Let Γ
be as in §4.2.3, which is decomposed Γ = Γ0+Γ1 as in Lemma 4.8. We have |Γ0−Γ2| ≤ rρ and |Γ1| = O(ǫ1/2).
We have |Auz − Γ| = O(ǫ). Hence, if ǫ is sufficiently small, we may have |Auz − Γ2| ≤ 2rρ.
We have Auz = −g˜−1
(
tB
)
g˜ + g˜−1∂z g˜. Let Bzz be the matrix-valued function determined by Fzzu = uBzz.
We have Bzz = ∂zAuz − ∂zAuz +
[
Auz , A
u
z
]
. Hence, we have the following equation:
Bzz =
[
g˜−1tBg˜, g˜−1∂z g˜
]− g˜−1∂z∂z(g˜) + (g˜−1∂z g˜) (g˜−1∂z g˜)− [g˜−1tBg˜,B]− [B, g˜−1∂z g˜] (26)
Let b := g˜ − I. We have a polynomial Q(t1, t2, t3, t4, t5, t6) =
∑
Qj1,...,jm tj1tj2 · · · tjm in non-commutative
variables ti such that (i) if Qj1,...,jm 6= 0 then m1 +m2 +m3 ≥ 2, where mi = {k | jk = i}, (ii) the following
equality holds:(
∂z + ad(B)
) ◦ (∂z − ad(tB))b = −g˜Bzz − [tB,B]+Q(b, ∂zb, ∂zb, (1 + b)−1, B, tB). (27)
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By taking the ⊥-part, we obtain the following(
∂z + ad(B)
) ◦ (∂z − ad(tB))b = −(g˜Bzz)⊥ +Q(b, ∂zb, ∂zb, (1 + b)−1, B, tB)⊥. (28)
We obtain
‖b‖Lpm+2 ≤ C2‖F⊥zz‖Lpm + C2ǫ‖b‖Lpm+2
Hence, we obtain ‖b‖Lpm+2 ≤ C3 ‖F⊥zz‖Lpm .
Lemma 4.13 Let a1 and a2 be sections of End(E)|T×{ξ}. Assume that a1 = a⊥1 and a2 = a
◦
2. Then, we have∣∣∣∫
T
h(a1, a2)
∣∣∣ ≤ ‖a1‖L2 ‖a2‖L2 ∥∥(F⊥zz)|T×{ξ}∥∥L2 .
Proof It follows from Lemma 4.12 and H(h,u) = g˜.
Lemma 4.14 Let P be an endomorphism of E, and let P† denote the adjoint with respect to h. Let R (resp.
R†) be the matrix representing P (resp. P†) with respect to u. Then, we have(R†)◦ = (tR)◦ +O(|R⊥| ‖F⊥zz‖L2)+O(‖F⊥zz‖2L2∣∣tR◦∣∣)
(R†)⊥ = (tR)⊥ +O(|R⊥| ‖F⊥zz‖L2)+O(‖F⊥zz‖L2 |R◦|)
In particular, we have |(R†)⊥| = |R⊥|+O(|R| ‖F⊥zz‖L2).
Proof Let H = H(h,u). We have R† = H−1(tR)H. Then, the claim follows from the estimate for H .
Lemma 4.15 For k ∈ [1,M ]Z, we have ‖Dkξ g˜‖Lpm+2 = O
(∑k
j=0 ‖DjξF⊥zz‖Lpm
)
.
Proof We obtain the estimate from (28) by a standard inductive argument.
5 Estimates for L2-Instantons
5.1 Preliminary
Let τ be a complex number such that Im τ > 0. Let T be a complex torus obtained as the quotient of C by a
lattice Z + Z τ . Let z be the standard coordinate of C. It also gives a local coordinate of a small open subset
in T , once we fix a lift of the open subset in C. We shall use the metric dz dz for C and T unless otherwise
specified.
For any open subsetW ⊂ Cw, we use the metric dw dw onW , and the metric dz dz+dw dw on T ×W unless
otherwise specified. Let ω denote the associated Ka¨hler form. For w ∈ W , we put Tw := T × {w} ⊂ T ×W .
Let E be a complex C∞-vector bundle on T ×W with a hermitian metric h and a unitary connection ∇.
Let F (∇) denote the curvature of ∇. We shall often denote it simply by F . The (0, 1)-part and the (1, 0)-part
of ∇ are denoted by ∂E and ∂E , respectively. The restrictions of (E, h) to Tw are denoted by (Ew , hw).
Recall that (E,∇, h) is called an instanton, if ΛωF (∇) = 0. For the expression F (∇) = Fzzdz dz+Fzwdz dw+
Fwzdw dz + Fwwdw dw, the equation is Fzz + Fww = 0. We have the following equalities:
(∇z∇z +∇w∇w)Fww = −(∇z∇z +∇w∇w)Fzz = [Fzw, Fwz] (29)
(∇z∇z +∇w∇w)Fzw = 2[Fww, Fzw],
(∇z∇z +∇w∇w)Fwz = 2[Fwz, Fww] (30)
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5.1.1 Hitchin’s equivalence
Let us recall the relation between harmonic bundles on an open subset W ⊂ Cw and instantons on T ×W
due to Hitchin. Let (E, ∂E , h, θ) be a harmonic bundle on W . Let ∇0 := ∂E + ∂E be the Chern connection.
Let θ† be the adjoint of θ. Let p : T ×W −→ W be the projection. The pull back p∗(E,∇0, h) is denoted by
(E1,∇1, h1). We set ∇ := ∇1 + f dz − f †dz. Then, (E1,∇, h1) is an instanton on T ×W .
Conversely, let (E2,∇2, h2) be a T -equivariant instanton on T ×W . By considering T -equivariant sections,
we obtain a vector bundle E onW such that p∗E ≃ E2. It is naturally equipped with a connection ∇0 such that
p∗∇0v = ∇2v, where v denotes the natural horizontal lift of vector fields on W . By using the T -equivariance of
∇2, we have the expression ∇2−p∗∇0 = p∗f dz−p∗f †dz, where f is a section of End(E). Then, (E, ∂E , h, f dz)
is a harmonic bundle. In summary, we have the following.
Proposition 5.1 (Hitchin) Harmonic bundles on W naturally correspond to T -equivariant instantons on T ×
W .
5.2 Local estimate
Let U be a closed disc
{
w
∣∣ |w − w0| ≤ 1} of C. Let (E,∇, h) be an instanton on T × U .
Assumption 5.2 We assume that |F (∇)| ≤ ǫ for a given positive small number ǫ. We also impose Assumption
4.11.
We use the notation in §4.2. Note that we have ∣∣Dk1x Dk2w F ∣∣ ≤ Ck1,k2ǫ, where Ck1,k2 are constants depending
only on (k1, k2).
5.2.1 Estimates of the ⊥-part of the connection form
Let u be a partially almost holomorphic frame as in Proposition 4.7. We also assume that
∫
T H(h,u) = I, as
in §4.3.3. Let A be the connection form of ∇ with respect to u. Let Bzz represent Fzz with respect to u. We
use Bzw and Bwz in similar meanings.
We prepare a notation in a general situation. Let V be any vector bundle with a hermitian metric hV on
U . Let π : T × U −→ U be the projection. Let p ≥ 2. For any section f of π∗V on T × U , let ‖f‖p denote the
function on U given by ‖f‖p(w) =
(∫
T×{w} |f |phV
)1/p
.
Lemma 5.3 We have ‖A⊥w‖p = O
(‖F⊥wz‖p) and ∥∥∂wA⊥w∥∥p = O(‖∇wF⊥wz‖p)+O(ǫ ‖F⊥wz‖p).
Proof Because ∂wAz − ∂zAw + [Aw, Az] = Bwz, we have the following equalities:
∂zA
⊥
w +
[
Az , A
⊥
w
]
= −B⊥wz (31)
Then, we obtain the first estimate. We also obtain the following equation:
∂z∂wA
⊥
w +
[
Az , ∂wA
⊥
w
]
= −∂wB⊥wz −
[
∂wAz, A
⊥
w
]
Because ∂wAz = O(ǫ), we obtain the second estimate.
Lemma 5.4 We have ‖A⊥w‖p = O
(
‖F⊥wz‖p + ‖F⊥zz‖p + ‖∇wF⊥zz‖p
)
. We also have
‖∂wA⊥w‖p = O
(
‖∇wF⊥wz‖p + ‖F⊥wz‖p + ‖F⊥zz‖p + ‖∇wF⊥zz‖p
)
.
Proof We set g˜ := H(h,u). We have Aw = −g˜−1 (tAw) g˜+ g˜−1∂wg˜. Hence, the first claim follows from Lemma
5.3, Lemma 4.12 and Lemma 4.15. We have ∂wAw − ∂wAw + [Aw, Aw] = Bww. Hence, we have
‖∂wA⊥w‖p = O
(‖∂wA⊥w‖p)+O(‖A⊥w‖p + ‖A⊥w‖p)+ ‖F⊥ww‖p.
Then, the second claim follows.
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5.2.2 Estimate of the ⊥-part of the curvature
We prepare a notation in a general situation. Let V be any vector bundle with a hermitian metric hV on T ×U .
Let π : T ×U −→ U be the projection. For any section f of V on T ×U , let ‖f‖ denote the function on U given
by
(∫
T
|f |2hV
)1/2
. For any sections f and g of V , let ((f, g)) denote the function on U given by
∫
T
hV (f, g).
Proposition 5.5 We have the following:
∆w‖F⊥zz‖2 ≤ −‖∇zF⊥zz‖2 − ‖∇zF⊥zz‖2 − ‖∇wF⊥zz‖2 − ‖∇wF⊥zz‖2
+O
(
ǫ‖F⊥zz‖2 + ǫ‖F⊥wz‖ ‖F⊥zz‖+ ǫ‖∇wF⊥wz‖ ‖F⊥zz‖+ ǫ‖∇zF⊥zz‖ ‖F⊥zz‖
)
+O
(
ǫ‖∇wF⊥zz‖ ‖F⊥zz‖+ ǫ‖F⊥wz‖2 + ǫ‖F⊥wz‖ ‖∇wF⊥zz‖
)
(32)
Proof We have the following equation:
∆w|F⊥zz |2 = −(∇w∇wF⊥zz, F⊥zz)− (F⊥zz ,∇w∇wF⊥zz)− (∇wF⊥zz ,∇wF⊥zz)− (∇wF⊥zz,∇wF⊥zz)
We have
−(∇w∇wF⊥zz , F⊥zz) = −
(∇w∇wFzz , F⊥zz)+ (∇w∇wF ◦zz, F⊥zz)
Let us consider the estimate of (∇w∇wF ◦zz , F⊥zz). The endomorphism ∇w∇wF ◦zz is represented by the following
with respect to u:
∂w∂wB◦zz + [Aw, ∂wB◦zz] + ∂w[Aw,B◦zz] + [Aw , [Aw,B◦zz]]
Recall Lemma 4.13. We have the following estimates:((
∂w∂wB◦zz,B⊥zz
))
h
= O
(∥∥∂w∂wB◦zz∥∥h ∥∥B⊥zz∥∥h ∥∥F⊥zz∥∥h) (33)((
[Aw, ∂wB◦zz],B⊥zz
))
h
= O
(
‖A⊥w‖h ‖∂wB◦zz‖h ‖B⊥zz‖h
)
+O
(∥∥[A◦w, ∂wB◦zz]∥∥h ∥∥B⊥zz∥∥h ∥∥F⊥zz∥∥h) (34)
((
[∂wAw,B◦zz], B⊥zz
))
h
=
((
[∂wA
⊥
w ,B◦zz], B⊥zz
))
h
+
((
[∂wA
◦
w,B◦zz],B⊥zz
))
h
= O
(‖B◦zz‖h ‖∂wA⊥w‖h ‖B⊥zz‖h)+O(∥∥[∂wA◦w,B◦zz]∥∥h ‖B⊥zz‖h ‖F⊥zz‖) (35)((
[Aw, ∂wB◦zz], B⊥zz
))
h
= O
(‖∂wB◦zz‖h ‖A⊥w‖h ‖B⊥zz‖h)+O(∥∥[A◦w, ∂wB◦zz]∥∥h ‖B⊥zz‖h ‖F⊥zz‖h) (36)
(([
Aw, [Aw,B◦zz]
]
, B⊥zz
))
h
= O
(‖A⊥w‖h ‖A⊥w‖h ‖B◦zz‖h ‖B⊥zz‖h)+O(‖A⊥w‖h ‖A◦w‖h ‖B◦zz‖h ‖B⊥zz‖h)
+O
(‖A⊥w‖h ‖A◦w‖h ‖B◦zz‖h ‖B⊥zz‖h)+O(∥∥A◦w∥∥h ∥∥A◦w∥∥h ∥∥B◦zz∥∥h ∥∥B⊥zz∥∥h ∥∥F⊥zz∥∥) (37)
We obtain the following estimate for (∇w∇wF ◦zz , F⊥zz) from (33)–(37) with Lemma 5.3:
((∇w∇wF ◦zz , F⊥zz)) = O
(
ǫ ‖F⊥zz‖2 + ǫ ‖F⊥wz‖ ‖F⊥zz‖+ ǫ ‖∇wF⊥wz‖ ‖F⊥zz‖+ ǫ ‖∇wF⊥zz‖ ‖F⊥zz‖
)
(38)
We have
− ((∇w∇wFzz , F⊥zz)) =
((∇z∇zFzz , F⊥zz))+ (([Fzw, Fwz], F⊥zz)) = −((∇zFzz, ∇zF⊥zz)) + (([Fzw , Fwz], F⊥zz)) (39)
We have
− ((∇zFzz,∇zF⊥zz)) = −((∇zF⊥zz,∇zF⊥zz)) − ((∇zF ◦zz ,∇zF⊥zz))
= −((∇zF⊥zz,∇zF⊥zz)) +O
(∥∥∇zF ◦zz∥∥ ∥∥∇zF⊥zz∥∥ ∥∥F⊥zz∥∥) (40)
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We also have the following:((
[Fzw, Fwz ], F
⊥
zz
))
= O
(∥∥[F ◦zw, F ◦wz]∥∥ ∥∥F⊥zz∥∥ ∥∥F⊥zz∥∥)+O(‖F ◦zw‖ ‖F⊥wz‖ ‖F⊥zz‖)
+O
(‖F ◦wz‖ ‖F⊥zw‖ ‖F⊥zz‖)+O(‖F⊥zw‖ ‖F⊥wz‖ ‖F⊥zz‖) (41)
We have a similar estimate for the contribution of −((F⊥zz ,∇w∇wF⊥zz)). In all, we obtain the claim of Proposition
5.5.
Proposition 5.6 We have the following inequality:
∆w‖F⊥zw‖2 ≤ −‖∇zF⊥zw‖2 − ‖∇zF⊥zw‖2 − ‖∇wF⊥zw‖2 − ‖∇wF⊥zw‖2
+O
(
ǫ ‖F⊥zw‖ ‖F⊥zz‖+ ǫ‖∇wF⊥wz‖ ‖F⊥zw‖+ ǫ‖F⊥wz‖ ‖F⊥zw‖+ ǫ‖∇wF⊥zz‖ ‖F⊥zw‖
)
+O
(
ǫ‖∇zF⊥zw‖ ‖F⊥zz‖+ ǫ‖F⊥zw‖ ‖F⊥wz‖
)
(42)
Proof We have the following:
− ∂w∂w
∣∣F⊥zw∣∣2 = −∣∣∇wF⊥zw∣∣2 − ∣∣∇wF⊥zw∣∣2 − (∇w∇wF⊥zw, F⊥zw)− (F⊥zw, ∇w∇wF⊥zw) (43)
We have
− (∇w∇wF⊥zw, F⊥zw) = −
(∇w∇wFzw, F⊥zw)+ (∇w∇wF ◦zw, F⊥zw) (44)
Let us look at the contribution of
(∇w∇wF ◦zw, F⊥zw). Let Bzw express Fzw with respect to u as in the proof of
Proposition 5.5. Then, ∇w∇wF ◦zw is represented by the following:
∂w∂wB◦zw +
[
∂wAw, B◦zw
]
+
[
Aw, ∂wB◦zw
]
+
[
Aw, ∂wB◦z,w
]
+
[
Aw, [Aw,B◦zw]
]
We have the following estimates:
− ((∂w∂wB◦zw, B⊥zw))h = O(∥∥∂w∂wB◦zw∥∥h ∥∥B⊥zw∥∥h ∥∥F⊥zz∥∥) (45)((
[∂wAw, B◦zw], B⊥zw
))
h
= O
(∥∥[∂wA◦w,B◦zw]∥∥h ∥∥B⊥zw∥∥h ∥∥F⊥zz∥∥)+O(∥∥∂wA⊥w∥∥h ∥∥B◦zw∥∥h ∥∥B⊥zw∥∥h) (46)((
[Aw, ∂wB◦zw], B⊥zw
))
h
= O
(∥∥A◦w∥∥h ∥∥∂wB◦zw∥∥h ∥∥B⊥zw∥∥h ∥∥F⊥zz∥∥)+O(∥∥A⊥w∥∥h ∥∥∂wB◦zw∥∥h ∥∥B⊥zw∥∥h) (47)((
[Aw, ∂wB◦zw], B⊥zw
))
h
= O
(
‖A◦w‖h‖∂wB◦zw‖h‖B⊥zw‖h ‖F⊥zz‖
)
+O
(
‖A⊥w‖h‖∂wB◦zw‖h‖B⊥zw‖h
)
(48)
(([
Aw, [Aw,B◦zw]
]
, B⊥zw
))
h
= O
(∥∥A⊥w∥∥h ∥∥A⊥w∥∥h ∥∥B◦zw∥∥h ∥∥B⊥zw∥∥h)+O(∥∥A◦w∥∥h ∥∥A⊥w∥∥h ∥∥B◦zw∥∥h ∥∥B⊥zw∥∥h)
+O
(∥∥A⊥w∥∥h ∥∥A◦w∥∥h ∥∥B◦zw∥∥h ∥∥B⊥zw∥∥h)+O(∥∥A◦w∥∥h ∥∥A◦w∥∥h ∥∥B◦zw∥∥h ∥∥B⊥zw∥∥h ∥∥F⊥zz∥∥h) (49)
Hence, we obtain the following:((∇w∇wF ◦zw, F⊥zw)) = O(ǫ ‖F⊥zw‖ ‖F⊥zz‖h + ǫ‖∇wF⊥wz‖ ‖F⊥zw‖h + ǫ‖F⊥wz| |F⊥zw‖h + ǫ‖∇wF⊥zz‖h ‖F⊥zw‖h) (50)
We have
− ((∇w∇wFzw, F⊥zw)) = ((∇z∇zFzw , F⊥zw))− 2
((
[Fww, Fzw], F
⊥
zw
))
= −((∇zFzw,∇zF⊥z,w))− 2
((
[Fw,w, Fzw], F
⊥
zw
))
(51)
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We have
− ((∇zFzw,∇zF⊥zw)) = −((∇zF⊥zw,∇zF⊥zw)) − ((∇zF ◦zw,∇zF⊥zw))
= −((∇zF⊥zw,∇zF⊥zw)) +O
(∥∥[∇zF ◦zw ]∥∥ ∥∥∇zF⊥zw∥∥ ∥∥F⊥zz∥∥) (52)
We also have((
[Fww, Fzw], F
⊥
zw
))
= O
(∥∥F⊥ww∥∥ ∥∥F⊥zw∥∥ ∥∥F⊥zw∥∥)+O(∥∥F ◦ww∥∥ ∥∥F⊥zw∥∥ ∥∥F⊥zw∥∥)
+O
(∥∥F⊥ww∥∥ ∥∥F ◦zw∥∥ ∥∥F⊥zw∥∥)+O(∥∥[F ◦ww, F ◦zw]∥∥ ∥∥F⊥zw∥∥ ∥∥F⊥zz∥∥) (53)
We have a similar estimate for the contribution of −(F⊥zw, ∇w∇wF⊥zw). In all, we obtain the desired estimate
(42).
Proposition 5.7 There exist C > 0 and ǫ0 > 0 such that the following inequality holds if ǫ < ǫ0:
∆w
(‖F⊥zz‖2 + ‖F⊥zw‖2) ≤ −C(‖F⊥zz‖2 + ‖F⊥zw‖2)− C(‖∇zF⊥zz‖2 + ‖∇zF⊥zz‖2 + ‖∇wF⊥zz‖2 + ‖∇wF⊥zz‖2)
− C
(
‖∇zF⊥zw‖2 + ‖∇zF⊥zw‖2 + ‖∇wF⊥zw‖2 + ‖∇wF⊥zw‖2
)
(54)
Proof There exist C1 > 0 such that ‖∇zs‖ ≥ C1‖s‖ and ‖∇zs‖ ≥ C1‖s‖ for any section of End(E) such that
s = s⊥. Then, the claim follows from Proposition 5.5 and Proposition 5.6.
5.2.3 Higher derivative
Assume that ‖F⊥zz‖2 + ‖F⊥zw‖2 ≤ δ2 for some δ << ǫ. For ρ < 1, we set U(ρ) =
{
w
∣∣ |w − w0| ≤ ρ} ⊂ U .
Proposition 5.8 For any k, p, there exists C > 0 such that∥∥F⊥zz∥∥Lp
k
(T×U(ρ)) ≤ Cδ,
∥∥F⊥zw∥∥Lp
k
(T×U(ρ)) ≤ Cδ.
Proof It can be shown by a standard bootstrapping argument. We give only an indication. We take ρ < ρ′ < 1.
In the following, we shall replace ρ′ with smaller one. Let κ denote z, z, w and w. By Proposition 5.7, we
obtain ‖∇κF⊥zz‖L2(T×U(ρ′)) = O(δ) and ‖∇κF⊥zw‖L2(T×U(ρ′)) = O(δ).
With respect to the frame u, the endomorphism −∇w∇wFzz is represented by
− ∂w∂wBzz −
[
∂wAw, Bzz
]− [Aw, ∂wBzz]+ [Aw, ∂wBzz]+ [Aw, [Aw,Bzz]], (55)
and the endomorphism −∇z∇zFzz is represented by
− ∂z∂zBzz −
[
∂zAz ,Bzz
] − [Az , ∂zBzz]+ [Az , ∂zBzz]+ [Az , [Az,Bzz]]. (56)
The sum of (55) and (56) is equal to [Bzw, Bwz]. By looking at the ⊥-part of the equation, we obtain the
following equation:
The ⊥-part of (55) + The ⊥-part of (56) = [Bzw, Bwz]⊥ (57)
By using Lemma 5.3 and Lemma 5.4, we obtain
∥∥(∂w∂w + ∂z∂z)B⊥zz∥∥L2(T×U(ρ′)) = O(δ). Similarly, we obtain∥∥(∂w∂w + ∂z∂z)B⊥zw∥∥L2(T×U(ρ′)) = O(δ). It follows that
‖F⊥zz‖L4(T×U(ρ′)) + ‖F⊥zw‖L4(T×U(ρ′)) = O(δ)
‖∇κF⊥zz‖L4(T×U(ρ′)) + ‖∇κF⊥zw‖L4(T×U(ρ′)) = O(δ)
By using Lemma 5.3, Lemma 5.4 and (57), we obtain
∥∥(∂w∂w + ∂z∂z)B⊥zz∥∥L4(T×U(ρ′)) = O(δ). Similarly, we
obtain
∥∥(∂w∂w + ∂z∂z)B⊥zw∥∥L4(T×U(ρ′)) = O(δ). By the same argument, we obtain the following for any p:
‖F⊥zz‖Lp(T×U(ρ′)) + ‖F⊥zw‖Lp(T×U(ρ′)) + ‖∇κF⊥zz‖Lp(T×U(ρ′)) + ‖∇κF⊥zw‖Lp(T×U(ρ′)) = O(δ)
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∥∥(∂w∂w + ∂z∂z)B⊥zz∥∥Lp(T×U(ρ′)) + ∥∥(∂w∂w + ∂z∂z)B⊥zw∥∥Lp(T×U(ρ′)) = O(δ)
Namely, we obtain ‖F⊥zz‖Lp2(T×U(ρ′)) + ‖F⊥zw‖Lp2(T×U(ρ′)) = O(δ).
By the argument in Lemma 5.3, we obtain ‖A⊥w‖Lp2 = O(δ). By the argument in Lemma 5.4, we obtain
‖A⊥w‖Lp1 = O(δ). By the relation ∂wAw − ∂wAw + [Aw, Aw] = Bww, we obtain ‖∂wA⊥w‖Lp1 = O(δ). We also have
‖A⊥z ‖Lp2 = O(δ), which follows from Lemma 4.15. Then, we obtain∥∥(∂w∂w + ∂z∂z)B⊥zz∥∥Lp1(T×U(ρ′)) = O(δ)
Hence, we obtain
∥∥B⊥zz∥∥Lp3(T×U(ρ′)) = O(δ). Similarly, we obtain ∥∥B⊥zw∥∥Lp3(T×U(ρ′)) = O(δ). By the inductive
argument, we obtain
∥∥B⊥zz∥∥Lp
k
(T×U(ρ′)) +
∥∥B⊥zw∥∥Lp
k
(T×U(ρ′)) = O(δ) for any k.
Corollary 5.9 For any k and p, there exists C > 0 such that ‖H(h,u)⊥‖Lp
k
(T×U(ρ)) ≤ Cδ.
Proof It follows from Proposition 5.8 and Lemma 4.15.
5.3 Global estimate
5.3.1 Preliminary
For R > 0, we set YR :=
{
w ∈ C ∣∣ |w| ≥ R} and XR := T × YR. An instanton (E,∇, h) is called L2, if the
curvature F := F (∇) is L2. We study the behaviour of L2-instantons around infinity. We suppose that (E,∇, h)
is an L2-instanton in this subsection. For w0 ∈ YR and a > 0, let Bw0(a) :=
{
w ∈ C ∣∣ |w − w0| ≤ a}.
Let ǫ > 0 be sufficiently small. There exists R1 such that
∥∥F|XR1∥∥L2 < ǫ. Let w0 ∈ Y2R1 . By the theorem
of Uhlenbeck [54], for any (x,w) ∈ T ×Bw0(1), we have
∣∣F (x,w)∣∣ = O(∥∥F|T×Bw0 (2)∥∥L2) = O(ǫ). In particular,
we may assume that Ew are semistable if w ∈ Y2R1 . Because we are interested in the behaviour around infinity,
we may assume that (Ew, ∂Ew) are semistable of degree 0 for any w ∈ YR, from the beginning.
5.3.2 Prolongation of the spectral curve
We consider the relative Fourier-Mukai transform RFM−(E, ∂E), which is a coherent sheaf on T∨ × YR. The
support is relatively 0-dimensional over YR, denoted by Sp(E). It is called the spectral curve of (E, ∂E). Let
Y R be the closure of YR in P1, i.e., Y R = YR ∪ {∞}.
Theorem 5.10 Sp(E) is extended to a closed subvariety Sp(E) in T∨ × Y R.
Proof Let ρ denote the rank of E. We have the holomorphic map ϕ : YR −→ Symρ T∨ induced by Sp(E).
We have only to show that it is extended to a holomorphic map Y R −→ Symρ T∨. We fix a closed immersion
Symρ T∨ ⊂ PN for a sufficiently large N , and we regard ϕ as a holomorphic map YR −→ PN . Let dPN denote
the distance of PN , induced by the Fubini-Study metric.
Take any w0 ∈ Y2R. By Corollary 4.10, for any w1, w2 ∈ Bw0(1/2), we have
dPN (ϕ(w1), ϕ(w2)) = O
(‖F|T×Bw0(2)‖L2). (58)
Note that ϕ is holomorphic. We can also regard it as a harmonic map between Ka¨hler manifolds. Let Twϕ
be the derivative of ϕ, and
∣∣Twϕ∣∣ denote the norm of Twϕ with respect to the Euclidean metric dw dw and
the Fubini-Study metric of PN . For any w ∈ Bw0(1/4), we obtain the following estimate from (58) by using
Cauchy’s formula for differentiation in complex analysis:∣∣Twϕ∣∣ = O(‖F|T×Bw0(2)‖) (59)
Hence, we obtain the following finiteness of the energy of the harmonic map ϕ:∫
Y2R1
∣∣Twϕ∣∣2 |dw dw| < C∥∥F|YR∥∥2L2 <∞
Then, ϕ is extended on Y R, according to Theorem 3.6 in [46].
The intersection Sp(E) ∩ (T∨ × {∞}) is denoted by Sp∞(E).
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5.3.3 Asymptotic decay
We fix a lift of Sp(E) to a closed subvariety Sp(E)1 ⊂ Y R×Cζ , which induces an action of ζ on RFM−(E, ∂E).
(See §2.1.) Let fζ be the corresponding holomorphic endomorphism of E. We set ∂0 := ∂E − fζdz, which gives
a holomorphic structure of E. For each w, the restriction of E ′ = (E, ∂0) to Tz×{w} is holomorphically trivial.
It is naturally isomorphic to p∗p∗(E ′), where p : XR −→ YR denotes the natural projection. We obtain the
decomposition h = h◦ + h⊥ as in §4.3.
Theorem 5.11 For any polynomial P (t1, t2, t3, t4) of non-commutative variables, there exists C > 0 such that
P (∇z ,∇z,∇w,∇w)h⊥ = O
(
exp(−C|w|)).
Proof Let ǫ > 0 be any sufficiently small number. We may assume that ‖F|XR1 ‖ < ǫ for some R1 > 0.
By Theorem 5.10, we may assume that Assumption 5.2 is satisfied for the restriction of (E,∇, h) to any disc
contained in XR1 . In particular, we can apply Proposition 5.7 to (E,∇, h)|XR1 . We obtain the following
inequality for some C1 > 0:
∆w
(‖F⊥zz‖2 + ‖F⊥zw‖2) ≤ −C1(‖F⊥zz‖2 + ‖F⊥zw‖2)
We obtain the following lemma by a standard argument.
Lemma 5.12 We have ‖F⊥zz‖2 + ‖F⊥zw‖2 = O
(
exp
(−C2|w|)) for some C2 > 0.
Proof This is a variant of a lemma of Ahlfors ([2], [49]). We give only an indication. We put G := ‖F⊥zz‖2 +
‖F⊥zw‖2. We put fǫ := C3 exp(−2C1/21 |w|) + ǫ, where ǫ > 0 and C3 > 0. We have the inequality ∆wfǫ ≥ −C1fǫ.
If C3 is sufficiently large, we have fǫ > G on {|w| = R1}. For each ǫ > 0, we have fǫ > G outside a
compact subset. We put U :=
{
w
∣∣ fǫ(w) < G(w)}. Then, U is relatively compact, and we have fǫ = G on
the boundary of U . On U , we have ∆w(G − fǫ) ≤ −C(G − fǫ) ≤ 0. By the maximum principle, we have
supU (G − fǫ) ≤ max∂U (G− fǫ) = 0. Hence, we obtain that U is empty. It means G ≤ fǫ on YR for any ǫ. We
obtain the desired inequality by taking the limit ǫ→ 0.
Then, the claim of Theorem 5.11 follows from Corollary 5.9.
5.3.4 Reduction to asymptotic harmonic bundles
Let p : XR −→ YR denote the projection. By using the push-forward of O-modules, we obtain a holomorphic
vector bundle V := p∗E ′ on YR. It is equipped with a Higgs field θV := fζdw. For any si ∈ V|w (i = 1, 2),
the corresponding holomorphic section of E ′|Tw is denoted by s˜i. We set hV (s1, s2) :=
∫
T h(s˜1, s˜2). We have the
Chern connection ∂V + ∂V with respect to hV . Let θ
†
V denote the adjoint of θV .
Proposition 5.13 There exists C > 0 such that the following holds:
F (hV ) +
[
θV , θ
†
V
]
= O
(
exp(−C|w|)). (60)
Proof We identify p∗V = E ′. According to Theorem 5.11, the difference h − p∗hV and its derivatives are
O
(
exp(−C1|w|)
)
. (The constant C1 may depend on the order of derivatives.) We also have ∂E = p
∗∂V + fζdz.
Hence, (p∗V, p∗∂V + fζdz, p∗hV ) satisfies ΛωF (p∗hV ) = O
(
exp(−C2|w|)
)
, which is equivalent to (60).
5.3.5 Estimate of the curvature
Theorem 5.14 There exists ρ > 0 such that the following holds:
F (h) = O
( dz dz
|w|2(− log |w|)2
)
+O
( dw dw
|w|2(− log |w|)2
)
+O
( dw dz
|w|1+ρ
)
+O
( dz dw
|w|1+ρ
)
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Proof We shall use an estimate for asymptotic harmonic bundles explained in §5.5. Let ϕ : ∆u = {|u| <
R−1/e} −→ Y R be given by ϕ(u) = ue. For the expression θ = fζdw = fζ(−eu−e−1du), according to Theorem
5.10, the spectral curve Sp(fζ) ⊂ C×YR is contained in {|ζ| ≤ R′}×YR for some R′, and the closure in C×Y R
is a complex variety. Hence, we may assume that ϕ∗(E, ∂E , θ) has the following decomposition as in (61):
ϕ∗E =
⊕
a∈Irr(ϕ∗θV )
Ea
Moreover, we have degu−1 a ≤ e for any a ∈ Irr(ϕ∗θV ).
We set (V ′, ∂V ′ , θV ′ , h′) := ϕ−1(V, ∂V , θV , hV ). According to Proposition 5.13, it satisfies (62). By Corollary
5.19, we have
|F (hV )|h = O
(|u|−2(log |u|)−2dudu)
Hence, we have |F (h)ww|h = |F (h)zz |h = O
(|w|−2(log |w|)−2).
We take a frame v of PaV ′ as in §5.5.2. Let Θ be determined by ϕ∗fζv = vΘ. Let Cw be determined by
ϕ∗(∂w)v = vCw. We have ϕ∗(∂wfζ)v = v
(
ϕ∗(∂w)Θ + [Cw,Θ]
)
. We have the expression
Θ =
⊕(
(ϕ∗∂wa− e−1αue) Ia,α − e−1ueΘa,α
)
,
where the entries of Θa,α are holomorphic at u = 0. The norm of the endomorphism determined by v and Θa,α
is O
(
(log |w|)−1) by Proposition 5.18. Note that ϕ∗(∂w) = −e−1ue+1∂u and ϕ∗(∂2w)a = O(|ϕ∗(w)|−1−ρ) for
some ρ > 0. Hence, the contribution of ϕ∗(∂w)Θ to ϕ∗(∂wf) is dominated as O(ϕ∗|w|−1−ρ) for some ρ > 0. Let
Gw be the endomorphism determined by v and Cw. By using Lemma 5.21, we obtain [Gw , ϕ
∗fζ ] = O
(
ϕ∗|w|−2).
Hence, we obtain |∂wfζ |hV = O(|w|−1−ρ) for some ρ > 0. Then, we obtain |Fzw|h = |Fwz|h = O(|w|−1−ρ) for
some ρ > 0.
Corollary 5.15 (E, ∂E , h) is acceptable, i.e., the curvature F (h) is bounded with respect to h and the Poincare´
metric |w|−2(log |w|)−2dw dw + dz dz on XR around T × {∞}.
5.3.6 Prolongation to a filtered bundle
We set XR := T × Y R.
Corollary 5.16 The holomorphic vector bundle (E, ∂E) is naturally extended to a filtered bundle P∗E on
(XR, T × {∞}). (See §2.2 for filtered bundles.) Moreover, the filtered bundle is good in the sense of §2.4.1.
Proof Because (E, ∂E , h) is acceptable, we obtain the first claim from Theorem 21.31 of [40]. As explained in
5.5.2, we obtain a filtered bundle P∗V on (Y R,∞) from the Higgs bundle with hermitian metric (V, ∂V , hV , θV ).
By Proposition 5.18, we obtain that the filtered Higgs bundle (P∗V, θV ) is good. It implies the claim of the
corollary.
We obtain the spectral curve Sp(PaE) ⊂ T∨ × Y R of PaE. It is equal to Sp(E) in Theorem 5.10, and
independent of the choice of a ∈ R.
5.4 An estimate in a variant case
We continue to use the notation in §5.3. Let (E,∇, h) be an instanton on XR. Let F = F (∇) be its curvature.
We suppose the following:
• |F (z, w)| → 0 when |w| → ∞, i.e., for any δ > 0, there exists Rδ > 0 such that |F (z, w)|h ≤ δ for any
|w| ≥ Rδ. In particular, we obtain Sp(E, ∂E) ⊂ T∨ × YRδ , if δ is sufficiently small.
• The closure of Sp(E) in T∨ × Y Rδ is a complex subvariety.
We denote the closure by Sp(E), and we set Sp∞(E) := Sp(E)∩ (T∨×{∞}). We obtain the following theorem.
Theorem 5.17 Under the assumption, (E,∇, h) is an L2-instanton.
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Proof By the assumption, there exists R1 > 0, such that Assumption 5.2 is satisfied for (E,∇, h)|XR1 . In
particular, we can apply Proposition 5.7 to (E,∇, h)|XR1 . We obtain the estimate as in Theorem 5.11 by the
same argument. Then, we obtain estimates as in Proposition 5.13 and Theorem 5.14 by the same arguments.
In particular, (E,∇, h) is an L2-instanton.
Theorem 5.17 implies that we can replace the L2-condition with a weaker one, under the assumption that
the spectral curve is extended in a complex analytic way.
5.5 Asymptotic harmonic bundles
In this subsection, we explain that some of the results for the asymptotic behaviour of wild harmonic bundles
are naturally extended for Higgs bundles with a hermitian metric satisfying the Hitchin equation up to an
exponentially small term. It is used in the proof of Theorem 5.14.
We put X := ∆z =
{
z ∈ C ∣∣ |z| < 1}, X := {|z| ≤ 1}, and D := {0}. Let gp be the Poincare´ metric of
X \D. Let (E, ∂E , θ) be a Higgs bundle on X \D. We suppose that there exists a decomposition
(E, θ) =
⊕
a∈z−1C[z−1]
α∈C
(Ea,α, θa,α) (61)
such that, for the expression θa,α = da + αdz/z + fa,αdz/z, the eigenvalues of fa,α(z) goes to 0 when z → 0.
We put Irr(θ) :=
{
a | ∃α such that Ea,α 6= 0
}
.
For any a(z) =
∑
j≥−N ajz
j with a−N 6= 0, we set ord(a) := −N . We also set ord(0) := 0. We take a
negative number p satisfying p < min
{
ord(a − b) ∣∣ a, b ∈ Irr(θ), a 6= b}.
Let h be a hermitian metric of E. Let θ† denote the adjoint of θ with respect to h. Let F (h) denote the
curvature of (E, ∂E , h). We impose the following condition for some C0 > 0 and ǫ0 > 0:∣∣∣F (h) + [θ, θ†]∣∣∣
h,gp
≤ C0 exp
(−ǫ0|z|p) (62)
5.5.1 Asymptotic orthogonality and acceptability
We have the following version of Simpson’s main estimate.
Proposition 5.18 Suppose that (E, ∂E , θ, h) satisfies (62).
• If a 6= b, there exists ǫ > 0 such that Ea,α and Eb,β are O
(
exp(−ǫ|z|ord(a−b)))-asymptotically orthogonal,
i.e., there exists C > 0 such that, for any u, v ∈ E|Q, we have
∣∣h(u, v)∣∣ ≤ C1 exp(−ǫ|z(Q)|ord(a−b)).
• If α 6= β, there exists ǫ > 0 such that Ea,α and Ea,β are O(|z|ǫ)-asymptotically orthogonal.
• θa,α − (da+ α dz/z) idEa,α is bounded with respect to h and the Poincare´ metric gp.
Proof By considering the tensor product with a harmonic bundle of a rank one, we may assume p <
min
{
ord(a)
∣∣ a ∈ Irr(θ)}. We have a map ηℓ : z−1C[z−1] −→ Iℓ := z−ℓC[z−1] by forgetting the terms∑
j≥−ℓ+1 ajz
j. For each b ∈ Iℓ, we set E(ℓ)b :=
⊕
ηℓ(a)=b
⊕
α∈CEa,α. Let π
(ℓ)
a denote the projection of E
onto E
(ℓ)
b
with respect to the decomposition E =
⊕
E
(ℓ)
b
. In the case ℓ = 1, we omit the superscript (1)
Let Irr(θ, ℓ) be the image of Irr(θ) by ηℓ. We take a total order ≤′ on Irr(θ, ℓ) for each ℓ such that the
induced map Irr(θ, 1) −→ Irr(θ, ℓ) is order-preserving. Let E′(ℓ)
b
be the orthogonal complement of
⊕
c<′bEc in⊕
c≤′bEc. Let π
′(ℓ)
b
be the orthogonal projection onto E
′(ℓ)
b
. In the case ℓ = 1, we omit the superscript (1). We
have π
′(ℓ)
b
=
∑
ηℓ(a)=b
π′
a
.
We put ζℓ := ηℓ − ηℓ+1. We have the expression θ = f dz. We put f (ℓ) := f −
∑
a
∂zηℓ+1(a)πa, µ
(ℓ) :=
f (ℓ) −∑
a
∂zζℓ(a)π
′
a and R(ℓ)b := π(ℓ)b − π′(ℓ)b . We consider the following claims.
(Pℓ) |f (ℓ′)|h = O(|z|−ℓ′−1) for ℓ′ ≥ ℓ.
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(Qℓ) |µ(ℓ′)|h = O(|z|−ℓ′) for ℓ′ ≥ ℓ.
(Rℓ) |R(ℓ
′)
b
|h = O
(
exp(−C|z|−ℓ′)) for ℓ′ ≥ ℓ and for b ∈ Irr(θ, ℓ′).
The asymptotic orthogonality of Ea,α and Eb,β (a 6= b) follows from (R1).
In the proof of Theorem 7.2.1 of [40], we proved the claims for a wild harmonic bundle by using a descending
induction on ℓ. The essentially same argument can work. We give an indication for a modification in this
situation.
We have the expression θ† = f †dz. Let ∆ := −∂z∂z. If a holomorphic section s of End(E) satisfies [s, f ] = 0,
we obtain the following inequality from (62):
∆ log |s|2h ≤ −
∣∣[f †, s]∣∣2
h
|s|2h
+ C0 exp(−ǫ0|z|p) (63)
Let f (ℓ)† denote the adjoint of f (ℓ) with respect to h. Suppose Pℓ+1, Qℓ+1 and Rℓ+1. By applying (63) to f (ℓ),
we obtain the following, as in (99) of [40]:
∆ log |f (ℓ)|2h ≤ −
∣∣[f (ℓ)†, f (ℓ)]∣∣2
h
|f (ℓ)|2h
+ C1
Then, by the same argument as that in §7.3.2–§7.3.3 of [40], we obtain Pℓ and Qℓ. We put
k
(ℓ)
b
:= log
(|π(ℓ)
b
|2h
/|π′(ℓ)
b
|2h
)
= log
(
1 + |R(ℓ)
b
|2h
/|π′(ℓ)
b
|2h
)
.
By applying (63) to π
(ℓ)
b
, we obtain
∆ log k
(ℓ)
b
≤ −
∣∣[f †, π(ℓ)
b
]
∣∣2
h
|π(ℓ)
b
|2h
+ C0 exp
(−ǫ0|z|p).
There exists C1 > 0 and R1 > 0 such that the following holds for any |z| < R1:
∆ exp(−A|z|−ℓ) ≥ − exp(−A|z|−ℓ)
(ℓ2
4
A2|z|−2(ℓ+1)
)
≥ − exp(−A|z|−ℓ) ℓ
2
4
A2C1|z|−2(ℓ+1) + C0 exp(−ǫ0|z|p) (64)
Hence, we obtain Rℓ by using the argument in §7.3.4 of [40]. Similarly, we obtain the asymptotic orthogonality of
Ea,α and Ea,β (α 6= β), and the boundedness of θa,α−(da+αdz/z) idEa,α by using the argument in §7.3.5–§7.3.7
of [40] with (63).
We obtain the following corollary. (See §7.2.5 of [40] for the argument.)
Corollary 5.19 (E, ∂E , h) is acceptable, i.e., the curvature F (h) is bounded with respect to h and gp.
5.5.2 Prolongation and the norm estimate
For any U ⊂ X and for any a ∈ R, let PaE(U) denote the space of holomorphic sections s of E|U\D such that
|s|h = O(|z|−a−ǫ) (∀ǫ) locally around any point of U . (See §2.2.5.) According to a general theory of acceptable
bundles, we obtain a locally free OX -module PaE, and a filtered bundle P∗E = (PaE | a ∈ R). (See §2.2 for a
review of filtered bundles.) The decomposition (61) is extended to a decomposition of PaE:
PaE =
⊕
PaEa,α
We set PE := ⋃a∈R PaE and PEa,α := ⋃a∈R PaEa,α. We set GrPa (E) := PaE/P<aE, which we naturally
regard as C-vector spaces.
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By Proposition 5.18, θ gives a section of End(PE)⊗Ω1X , which preserves the decomposition PE =
⊕PEa,α.
By the estimate in Proposition 5.18, θa,α− (da+αdz/z) idEa,α is logarithmic with respect to the lattice PaEa,α.
Hence, we have the induced endomorphism Res(θa,α) of Gr
P
a Ea,α, which has a unique eigenvalue α. We set
Res(θ) =
⊕
Res(θa,α). Let W Gr
P
a (E) be the monodromy weight filtration of the nilpotent part of Res(θ).
For each section s of PE, let degP(s) := min{a | s ∈ PaE}. For any g ∈ GrPa E, let degW (g) := min{m | g ∈
Wm}. Let v = (vi) be a frame of PaE which is compatible with the decomposition PaE =
⊕PaEa,α, the
parabolic filtration and the weight filtration, i.e., each vi is a section of a direct summand Ea,α, the tuple
v(b) := (vi | degP vi = b) induces a base [v(b)] := ([v(b)i ]) of GrPb E for any a − 1 < b ≤ a, and the tuple
[v(b),m] := ([v
(b)
i ] | degW v(b)i = m) induces a base of GrWm GrPb E. We set ai := degP (vi) and ki := degW (vi).
Let h0 be the metric of E determined by h0(vi, vi) = |z|−2ai(− log |z|)ki and h0(vi, vj) = 0 (i 6= j). The following
proposition can be shown by the argument in §8.1.2 of [40].
Proposition 5.20 h and h0 are mutually bounded.
5.5.3 Connection form
Let v be a frame of PaE, which is compatible with the decomposition PaE =
⊕PaEa,α, the parabolic filtration
and the weight filtration. Let G be the endomorphism of E determined by G(vi) dz = ∂vi for i = 1, . . . , rankE.
We can show the following by the arguments of Lemma 7.5.5, Lemma 10.1.3 and Proposition 10.3.3 of [40].
Lemma 5.21 We have |G|h = O(|z|−1). For the decomposition G =
∑
G(a,α),(b,β) according to E =
⊕
Ea,α,
we have the following estimate for some ǫ > 0:
∣∣G(a,α),(b,β)∣∣h =
 O
(
exp(−ǫ|z|ord(a−b))) (a 6= b)
O(|z|−1+ǫ) (a = b, α 6= β)
We have the expression θ = f dz. Let us consider ∂hf . Let Θ be determined by fv = vΘ. Let C
be determined by ∂hv = vC. We have (∂hf)v = v
(
∂zΘ dz + [C,Θ]
)
and [G, f ]v = v[C,Θ]. We have the
decompositions ∂hf =
∑
(∂hf)(a,α),(b,β) and ∂f
† =
∑
(∂f †)(a,α),(b,β) according to E =
⊕
Ea,α.
Corollary 5.22 Let m := min{ord(a) | a ∈ Irr(θ)}. If m < 0, we have ∂hf = O
(|z|−2+mdz) with respect to h
and dz dz. We have
∣∣(∂hf)(a,α),(b,β)∣∣h =
 O
(
exp(−ǫ|z|ord(a−b))) (a 6= b)
O(|z|ǫ−2) (a = b, α 6= β)
We also have the following:
∣∣(∂Ef †)(a,α),(b,β)∣∣h =
 O
(
exp(−ǫ|z|ord(a−b))) (a 6= b)
O(|z|ǫ−2) (a = b, α 6= β)
Proof It follows from Lemma 5.21.
5.5.4 Some estimate
Let t be a C∞-endomorphism of E. According to the decomposition E =
⊕
Ea,α, we have the decomposition
t =
∑
t(a,α)(b,β), where t(a,α),(b,β) ∈ Hom(Eb,β , Ea,α). Let C be the set of C∞-endomorphisms t such that the
following holds for some ǫ > 0 which may depend on t:
∣∣t(a,α),(b,β)∣∣h =
 O
(|z|ǫ exp(−ǫ|z|ord(a−b))) ((a, α) 6= (b, β))
O(1) (otherwise)
Note that C is closed under the addition and the composition.
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Proposition 5.23 Suppose t and |z|2∂z∂zt are contained in C. Then, z∂zt and z∂zt are also contained in C.
Proof Let Ψ : H := {u ∈ C | Imu > 0} −→ {z ∈ C ∣∣ 0 < |z| < 1} be given by Ψ(u) = exp(√−1u). Because
Ψ∗t and ∂u∂uΨ∗(t) are bounded, we obtain that ∂uΨ∗t and ∂uΨ∗t are also bounded.
In the following argument, positive constants ǫ can change. We use the notation in the proof of Proposition
5.18. We clearly have ∂zπ
(ℓ)
b
= 0. We have ∂zπ
(ℓ)
b
= O
(
exp(−ǫ|z|−ℓ)) by Lemma 5.21. We also have ∂z∂zπ(ℓ)b =[
F (h), π
(ℓ)
b
]
= O
(
exp(−ǫ|z|−ℓ)).
We have the decomposition t =
∑
t
(ℓ)
a,b according to the decomposition E =
⊕
E
(ℓ)
a . We have t
(ℓ)
a,b =
O
(
exp(−ǫ|z|−ℓ)) if a 6= b. Hence, we have
[t, π
(ℓ)
b
] =
∑
a6=b
t
(ℓ)
a,b −
∑
a6=b
t
(ℓ)
b,a = O
(
exp(−ǫ|z|−ℓ))
We also have |z|2∂z∂z[t, π(ℓ)b ] =
[|z|2∂z∂zt, π(ℓ)b ]+ [z∂zt, z∂zπ(ℓ)b ]+ [t, |z|2∂z∂zπ(ℓ)b ] = O(exp(−ǫ|z|−ℓ)). Hence,
we obtain z∂z[t, π
(ℓ)
b
] = O
(
exp(−ǫ|z|−ℓ)) and z∂z [t, π(ℓ)b ] = O(exp(−ǫ|z|−ℓ)). Therefore, we obtain z∂zt(ℓ)a,b =
O
(
exp(−ǫ|z|−ℓ)) and z∂zt(ℓ)a,b = O(exp(−ǫ|z|−ℓ)) for a 6= b.
We have z∂zπa,α = O(|z|ǫ) and |z|2∂z∂zπa,α = O(|z|ǫ) by Lemma 5.21. Then, we obtain z∂zt(a,α),(b,β) = |z|ǫ
and z∂zt(a,α),(a,β) = |z|ǫ for α 6= β. If a 6= b with ℓ = ord(a − b), we obtain the desired estimate by using
t(a,α),(b,β) = πa,α ◦ t(ℓ)ηℓ(a),ηℓ(b) ◦ πb,β .
5.5.5 Refined asymptotic orthogonality
We obtain an asymptotic orthogonality of the derivative by assuming the following with respect to h and dz dz,
in addition to (62):
∂z∂z
(
F (h) + [θ, θ†]
)
= O
(
exp(−ǫ0|z|p)
)
. (65)
Let v be a holomorphic frame of P0E, compatible with the decomposition P0E =
⊕P0Ea,α, the parabolic
filtration and the weight filtration. Let (ai, αi) be determined by vi ∈ P0Eai,αi . We say that a matrix valued
function B = (Bij) satisfies the condition C1, if the following holds for some ǫ > 0 which may depend on B:
Bij =
 O
(|z|ǫ exp(−ǫ|z|ord(ai−aj))) ((ai, αi) 6= (aj , αj))
O
(|vi|h|vj |h) (otherwise)
Let H be the matrix valued function determined by Hij = h(vi, vj). Lemma 5.21 implies that z∂zH and z∂zH
satisfy the condition C1.
Proposition 5.24 (|z|2∂z∂z)2H satisfies the condition C1.
Proof Let G(A) denote the endomorphism determined by v and a matrix-valued function A. By Lemma 5.21,
we have
G(H−1z∂zH), G(H−1z∂zH), G(H
−1
z∂zH), G(H
−1
z∂zH) ∈ C.
Because G(z∂z(H
−1
z∂zH)) = |z|2F (h) ∈ C, we have G(H−1|z|2∂z∂zH) ∈ C.
We have the expression θ = f dz. We have ∂z∂z[f, f
†] =
[
[F (h)z,z, f ], f
†]+ [∂zf, ∂zf †]. It gives an estimate
for ∂z∂z[f, f
†] by Corollary 5.22, from which we can deduce that |z|2∂z∂z(|z|2F (h)) ∈ C. By Proposition 5.23, we
obtain z∂z(|z|2F (h)) ∈ C and z∂z(|z|2F (h)) ∈ C. We obtainG(z∂z(z∂z(H−1z∂zH))), G(z∂z(z∂z(H−1z∂zH))) ∈
C. We obtain G(H−1(z∂z)2z∂zH), G(H−1z∂z(z∂z)2H) ∈ C. Then, we obtain G(H−1(z∂z)2(z∂2zH)) ∈ C from
|z|2∂z∂z(|z|2F (h)) ∈ C. It implies the claim of the lemma.
Corollary 5.25 (z∂z)
2H satisfies the condition C1.
Remark 5.26 The estimate as in Corollary 5.25 will be used in the study for the extension of the associated
twistor family, which will be discussed elsewhere.
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6 L2-instantons on T × C
6.1 Some standard property
6.1.1 Instantons of rank one
Let (E,∇, h) be an L2-instanton on T × C with rankE = 1.
Lemma 6.1 (E,∇, h) is a unitary flat bundle.
Proof Because rankE = 1, we have
(∇z∇z +∇w∇w)Fzz = 0 and (∇z∇z +∇w∇w)Fzw = 0. We obtain the
following inequalities:
−(∂w∂w + ∂z∂z)
∣∣Fzz∣∣2 ≤ 0, −(∂w∂w + ∂z∂z)∣∣Fzw∣∣2 ≤ 0.
We use the notation in §5.2.2. By applying the fiber integral for T ×C −→ C, we obtain −∂w∂w‖Fzz‖2 ≤ 0 and
−∂w∂w‖Fzw‖2 ≤ 0. Because the functions ‖Fzz‖2 and ‖Fzw‖2 are L1 on Cw, they are 0.
Corollary 6.2 Let (E,∇, h) be an L2-instanton on T × C of an arbitrary rank. Then, det(E,∇, h) is a flat
unitary bundle, i.e., we have TrF (∇) = 0.
If we do not impose the L2-property, there exist much more instantons of rank one on T × C.
(i) Let a be any holomorphic function on C. Then, the trivial holomorphic line bundle OC with the trivial
metric and the Higgs field da gives a harmonic bundle L(a) on C. By the equivalence of Hitchin, we have the
associated instanton on T × C.
(ii) Let ρ be an R-valued harmonic function on T × C. Then, the trivial holomorphic line bundle OT×C e
with the metric hρ given by log hρ(e, e) = ρ gives an instanton L(ρ) on T × C. Note that there exist many
harmonic functions which is not the real part of a holomorphic function on T × C. We can construct such a
function by using a Bessel function I0(r) =
∫ 1
−1 cosh(rt)(t
2 − 1)−1/2dt which satisfies I ′′0 + r−1I ′0 − I0 = 0. It
is a C∞-function on R, satisfying I0(r) = I0(−r). In particular, κ(w) := I0(|w|) gives a C∞-function on C
satisfying (−∂w∂w + 4)κ = 0. By using the Fourier expansion on T × C in a standard way, we can construct a
harmonic function ρ on T × C from κ such that ρ is not constant along T . (See [28].) It is not the real part of
any holomorphic function.
In general, any instanton of rank one (E, ∂E , h) can be expressed as the tensor product of instantons of types
(i) and (ii). Indeed, by considering the support RFM−(E, ∂E), we obtain a holomorphic function C −→ T∨.
Because C is simply connected, it is lifted to a holomorphic function b : C −→ C. We have a holomorphic
function a such that ∂wa = b. Then, we can observe that (E, ∂E , h) is isomorphic to L(a)⊗L(ρ) for a harmonic
function ρ on T × C.
6.1.2 Polystability of the associated filtered bundle
Let (E,∇, h) be an L2-instanton on T ×C. Let (E, ∂E) be the underlying holomorphic vector bundle on T ×C.
For a saturated OT×C-subsheaf F ⊂ E, let hF denote the induced hermitian metric of the smooth part of F .
Let F (hF) denote the curvature. As in [8] and [48], we set
deg(F , h) := √−1
∫
T×C
Tr
(
ΛF (hF)
)
dvolT×C .
Let πF denote the orthogonal projection of E to F , where it is considered only on the smooth part of F . By
the Chern-Weil formula [48], we have
deg(F , h) = −
∫
T×C
|∂π|2h dvolT×C .
Lemma 6.3 deg(F , h) is finite, if and only if (i) the degree of F|T×{w} are 0 for any w ∈ C, (ii) F is extended
to a subsheaf P0F of P0E. In that case, we have deg(F , h) =
∫
z×P1 par-c1(P∗F), where P∗F denotes P0F with
the induced parabolic structure.
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Proof This type of claim is standard in the study of Kobayashi-Hitchin correspondence for parabolic objects,
and well established in [32], based on the fundamental results in [48], [49] and [52]. We give only an indication
in our situation.
By Lemma 10.5 and Lemma 10.6 of [48], F|{z}×C is extended to a parabolic subsheaf, if and only if∫
C
|∂π|{z}×C|2 < ∞. In that case,
√−1
2π
∫
C
Tr(F (hF ))|z×C is equal to the parabolic degree of the parabolic
subsheaf.
If the conditions (i) and (ii) are satisfied, then we have
deg(F , h) =
∫
T
dvolT
(∫
z×C
√−1Tr(F (hF))) = 2π|T | ∫
z×P1
par-c1(P∗F) > −∞.
Conversely, suppose deg(F , h) is finite. Because
deg(F , h) ≤
∫
C
dvolC
(
−
∫
T
∣∣∇zπ∣∣2 dvolT) = 2π ∫
C
deg(F|T×{w}) dvolC,
we have deg(F|T×{w}) = 0 for any w. We obtain − deg(F , h) =
∫
T
dvolT
(∫
C
∣∣∂π|{z}×C∣∣2) < ∞. Hence, there
exists a thick subset A ⊂ T∨ such that F|z×C is extendable for any z ∈ A. (A subset is thick, if it is not
contained in a countable union of a complex analytically closed subsets.) Then, we obtain that F is extendable
according to Theorem 4.5 of [52].
Proposition 6.4 P∗E is polystable. We have deg(P∗E) = 0. (See §2.4.1 for the stability condition in this
case.)
Proof The second claim directly follows from Lemma 6.3 and Corollary 6.2. Let P∗F be a filtered subsheaf P∗E
satisfying (A1,2) in §2.4.1. Let F be its restriction to X ×C. By Lemma 6.3, we have µ(P∗F) = µ(F , h) ≤ 0.
Moreover, if it is 0, the orthogonal projection onto F is holomorphic. Hence, the orthogonal decomposition
E = F ⊕ F⊥ is holomorphic. It is extended to a decomposition P∗E = P∗F ⊕ P∗F⊥. Both F and F⊥ with
the induced metrics are L2-instantons. Hence, we obtain the first claim of the corollary by an easy induction
on the rank.
6.1.3 Uniqueness of the L2-instanton adapted to a filtered bundle
Let (E,∇, h) be an L2-instanton on T ×C. We have the associated filtered bundle P∗E on (T × P1, T × {∞}).
Let h′ be a hermitian metric of E, and let ∇h′ be a unitary connection of (E, h′) such that (i) (E,∇h′ , h′)
is an L2-instanton, (ii) the (0, 1)-parts of ∇h′ and ∇h are equal, (iii) h′ is adapted to P∗E. (See §2.2.5 for
adaptedness.)
Proposition 6.5 We have a holomorphic decomposition (E, ∂E) =
⊕
i(Ei, ∂Ei) such that (i) it is orthogonal
with respect to both h and h′, (ii) for each i, there exists αi > 0 such that h|Ei = αi h
′
|Ei. In particular, we have∇h = ∇h′ .
Proof Let s be the self-adjoint endomorphism determined by h′ = h s. According to [48], we have the following
inequality (see p.876 of [48]):
−(∂z∂z + ∂w∂w)Tr(s) +
∣∣∂(s) s−1/2∣∣2
h
≤ 0
By taking the fiber integral for T × C −→ C, we obtain
−∂w∂w
∫
T
Tr(s) +
∫
T
∣∣∂(s) s−1/2∣∣2
h
≤ 0
It implies that
∫
T
Tr(s) is a subharmonic function on Cw. By using the norm estimate for asymptotically
harmonic bundle (Proposition 5.20), we obtain that h and h′ are mutually bounded, i.e., s and s−1 are bounded
with respect to both of h and h′. Hence, we obtain that
∫
T
Tr(s) is constant. We obtain
∫
T
∣∣∂(s) s−1/2∣∣2
h
= 0,
which implies ∂(s) = 0. Then, the claim of the proposition follows.
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6.1.4 Instanton number
Let (E,∇, h) be an L2-instanton on T × C. We have the associated filtered bundle P∗E on (T × P1, T × {0}).
Note that the second Chern class of PaE is independent of a ∈ R.
Proposition 6.6 We have the following equality for any a ∈ R.
1
8π2
∫
T×C
Tr
(
F (h)2
)
=
∫
T×P1
c2(PaE)
Proof Let U ⊂ P1 be a small neighbourhood of ∞ such that PaE|T×w are semistable of degree 0 for any
w ∈ U . In the following argument, we will shrink U . We have the filtered Higgs bundle (P∗V, g dw) on (U,∞)
corresponding to P∗E.
Let p : T × U −→ U be the projection. We have a natural C∞-isomorphism PaE ≃ p∗(PaV ), and the
holomorphic structure of PaE is described as p∗(∂PaV ) + g dz.
We take a holomorphic structure ∂
′
PaE of PaE such that its restriction to T × (P1 \ U) is ∂E , and its
restriction to T × U is p∗(∂PaV ).
We take a holomorphic frame v of PaV which is compatible with the parabolic structure. It induces a
C∞-frame u of PaE on T × U . We take a C∞-metric h0 of PaE such that u is orthonormal with respect to
h0|T×U . Let ∇0 be the Chern connection determined by h0 and ∂′PaE . We have ∇0u = 0 on T × U . The
curvature F (∇0) vanishes on T × U . We set A := ∇−∇0.
Let J be the endomorphism of E|T×(U\{∞}) determined by ∇wui = J(ui) (i = 1, . . . , rankE). According to
Lemma 5.21 and Theorem 5.11, we have J = O(|w|−1) with respect to h. On T × U , we have
A = J dw + g dz − g†h dz.
Here, g†h denotes the adjoint of g with respect to h. We have |g|h = |g†|h = O(1). According to Theorem 5.11
and Proposition 5.18, we have [g, g†h] = O
(|w|−2(log |w|)−2) with respect to h. According to Lemma 5.21 and
Theorem 5.11, we have [g, J ] = O(|w|−2) and [g†h, J ] = O(|w|−2) with respect to h. Hence, we have
A2 = O(|w|−2) dw dz +O(|w|−2) dw dz +O(|w|−2) dz dz.
We set ∇t := t∇ + (1 − t)∇0 for 0 ≤ t ≤ 1. On T × (U \ {∞}), we have the following estimate for some
ρ > 0, which is uniform for t:
F (∇t) = tF (∇) + (t2 − t)A2 = O(|w|−2) dw dw +O(|w|−1−ρ) dw dz +O(|w|−1−ρ) dw dz +O(|w|−2)dz dz
We obtain the following estimate, which is uniform for t:
Tr
(
F (∇t)A
)
= O(|w|−2) dw dw dz +O(|w|−2) dw dw dz +O(|w|−1−ρ) dw dz dz +O(|w|−1−ρ) dw dz dz
We obtain the following:
− 1
8π2
∫
T×C
Tr(F (h)2) = − 1
8π2
∫
T×P1
Tr(F (∇0)2) =
∫
X×P1
ch2(PaE) = −
∫
X×P1
c2(PaE)
Thus, we are done.
6.2 Cohomology
Let (E,∇, h) be an L2-instanton on X := T ×C. The (0, 1)-part of ∇ is denoted by ∂E . Let X := T × P1. We
put D := T × {∞}. Let A0,ic (E) denote the space of C∞-sections of E ⊗Ω0,i on X with compact supports. Its
cohomology group is denoted by H0,ic (X,E). Let A
0,i(PaE) denote the space of C∞-sections of PaE ⊗Ω0,i on
X. Its cohomology group is Hi(X,PaE). In this subsection, we suppose that
0 6∈ Sp∞(E).
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Proposition 6.7 The natural map H0,ic (X,E) −→ H0,i(X,PaE) is an isomorphism for any a ∈ R.
Proof There exists R > 0 such that, if |w| > R, E|T×{w} is semistable of degree 0, and 0 6∈ Sp(E|T×{w}). We
have two consequences for a C∞-section s of PaE on XR.
• There exists a C∞-section t of PaE on XR such that ∇zt = s.
• If ∇zs = 0, then s = 0.
Then, the claim can be shown easily.
Let A0,iL2(E) be the space of L
2-sections s of E⊗Ω0,i on X such that ∂Es is also L2. The cohomology group
of the complex
(
A0,•L2 (E), ∂E
)
is denoted by H0,iL2 (X,E).
Proposition 6.8 The natural map H0,ic (X,E) −→ H0,iL2 (X,E) is an isomorphism.
Proof Let A0,iL2,c(E) ⊂ A0,iL2(E) be the subspace of the sections with compact supports. It gives a subcomplex,
and its cohomology is denoted by H0,iL2,c(X,E).
Lemma 6.9 The natural map H0,iL2,c(X,E) −→ H0,iL2 (X,E) is an isomorphism.
Proof For any L2-section s of E on XR, there exists an L
2-section t of E on XR′ (R
′ > R) such that ∇zt = s
on XR′ . If an L
2-section s of E on XR satisfies ∇zs = 0, then we have s = 0. Then, the claim of the lemma
can be shown.
We take a smooth Ka¨hler metric of X . Let B0,iL2 (PaE) be the space of L2-sections ω of PaE on X such that
∂ω is L2. Let B0,iL2,c(PaE) ⊂ B0,iL2 (PaE) denote the subspace of the sections whose support is contained in X .
By the same argument, the natural map B0,•L2,c(PaE) −→ B0,•L2 (PaE) is a quasi isomorphism. We have a natural
identification B0,•L2,c(PaE) = A0,•L2,c(E) as C-linear spaces. By the L2-Dolbeault theorem, the cohomology group
of B0,•L2 (PaE) is naturally isomorphic to Hi(X,PaE). Then, the claim of Proposition 6.8 follows.
Corollary 6.10 H0,iL2 (X,E) is finite dimensional.
Proposition 6.11 We have H0(X,PaE) = H2(X,PaE) = 0.
Proof Clearly H0(X,Pa(E)) = 0. Let p : X −→ P1 be the projection. We have p∗E = 0, and the support of
R1p∗E is 0-dimensional. Then, we obtain H2(X,PaE) = 0.
6.3 Exponential decay of harmonic sections
6.3.1 Statement
Let (E,∇, h) be an L2-instanton on T × C. Let ∂E denote the (0, 1)-part of ∇, and let ∂∗E denote the formal
adjoint with respect to h and dz dz + dw dw. We set ∆E := ∂
∗
E∂E + ∂E∂
∗
E .
Proposition 6.12 Assume that 0 6∈ Sp∞(E). Let ω be an L2-section of E⊗Ω0,1 on T ×C such that ∆Eω = 0.
Then, we have |ω| = O(exp(−C|w|)) for some C > 0.
6.3.2 An estimate
Take R > 0, and put YR := {|w| ≥ R} and XR := T × YR. Let (E,∇, h) be an L2-instanton on XR.
Lemma 6.13 Assume that 0 6∈ Sp∞(E). Suppose that ω is an L2-section of E⊗Ω0,1YR such that ∂Eω = ∂
∗
Eω = 0.
Then, there exists C > 0 such that
∣∣ω∣∣
h
= O
(
exp(−C|w|)
)
.
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Proof Let ω = f dz + g dw be a harmonic section. We have −∇wf +∇zg = 0 and ∇zf +∇wg = 0. We have
the following equalities:
∇w∇wf = ∇w(∇zg) = ∇z∇wg + Fwzg = −∇z∇zf + Fwzg = −∇z∇zf + Fzzf + Fwzg
∇w∇wg = Fwwg +∇w∇wg = Fwwg +∇w(−∇zf) = Fwwg −∇z∇wf + Fzwf = Fwwg −∇z∇zg + Fzwf
We obtain the following
− (∂w∂w + ∂z∂z)(f, f) ≤ −(∇zf,∇zf)− 2Re
(
(∇w∇w +∇z∇z)f, f
)
= −(∇zf,∇zf)− 2Re
(
Fzzf + Fzwg, f
)
(66)
Using the notation in §5.2.2, we obtain
−∂w∂w‖f‖2 ≤ −‖∇zf‖2 +O
(‖F‖ (‖f‖2 + ‖g‖2))
Similarly, we obtain
−∂w∂w‖g‖2 ≤ −‖∇zg‖2 +O
(‖F‖ (‖f‖2 + ‖g‖2))
By the assumption 0 6∈ Sp∞(E), there exist R1 > R and C1 > 0 such that, if |w| ≥ R1, we have ‖∂zg‖ ≥ C1‖g‖
and ‖∂zf‖ ≥ C1‖f‖. Hence, there exist ǫ > 0 and R2 > R such that the following holds if |w| > R2:
− ∂w∂w
(‖f‖2 + ‖g‖2) ≤ −ǫ(‖f‖2 + ‖g‖2) (67)
In general, if ϕ is a positive L1-subharmonic function on YR2 , Then ϕ(w) = O(|w|−2). Indeed, by the mean
value property, we have
ϕ(w) ≤ 4
π(|w| −R2)2
∫
|w−w′|≤(|w|−R2)/2
ϕ(w′) ≤ C2
(|w| −R2)2 .
Hence, we have ‖f‖2 + ‖g‖2 = O(|w|−2). Then, by a standard argument with (67), we obtain ‖f‖2 + ‖g‖2 =
O
(
exp(−C3|w|)
)
. (See the proof of Lemma 5.12.) By a bootstrapping argument, we obtain |f(z, w)| =
O
(
exp(−C4|w|)
)
and |g(z, w)| = O(exp(−C4|w|)).
6.3.3 Finiteness
We continue to use the notation in §6.3.2. Let ω be a C∞-section of E⊗Ω0,1 on XR. Suppose that the support
of ω is contained in T ×{|w| ≥ R+1}. We set D := ∂E + ∂∗E . Let dvol denote the volume form induced by the
Euclidean metric.
Lemma 6.14 Assume that ω and ∆Eω are L
2. Then, ∂
∗
Eω and ∂Eω are L
2, and we have∫
h(ω,∆Eω) dvol =
∫ ∣∣Dω∣∣2
h
dvol
Proof Let g := dz dz + dw dw. Let | · |h,g denote the norm of sections of E ⊗Ω• induced by h and g. Let χ(t)
be a non-negative valued C∞-function such that χ(t) = 1 (t ≤ 0) and χ(t) = 0 (t ≥ 1), and that ∂t(χ)
/
χ1/2 is
also C∞. For a large N , we put χN (w) := χ(log |w| −N). There exists C1 > 0 such that |∂wχN | ≤ C1|w|−1,
|∂wχN | ≤ C1|w|−1, and |∂w∂wχN | ≤ C1|w|−2. We have∣∣∣∣∫ χNh(ω,∆Eω) dvol− ∫ χN |Dω|2h dvol∣∣∣∣ ≤ (∫ |∂χN |2gχ−1N |ω|2h,g dvol)1/2(∫ χN |∂ω|2h,g dvol)1/2
+
(∫
|∂χN |2g χ−1N |ω|2h,g dvol
)1/2(∫
χN |∂ω|2h,g dvol
)1/2
(68)
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There exist Ci > 0 (i = 2, 3) such that the following holds:∫
χN |Dω|2h,g dvol ≤ C2
(∫
χN |Dω|2h,g dvol
)1/2
+ C3
Then, the first claim of Lemma 6.14 follows. We have∣∣∣∣∫ h(χNω,∆Eω) dvol− ∫ χN |Dω|2h,g dvol∣∣∣∣ ≤ C4 ∫ |∂χN |g |ω|h,g |∂ω|h,g dvol+C4 ∫ |∂χN |g |ω|h,g |∂∗ω|h,g
for some C4 > 0. By the first claim, the integrands of the right hand side are dominated by some integrable
functions, independently from N . By taking the limit, we obtain the second claim.
6.3.4 Proof of Proposition 6.12
Let us return to the setting in §6.3.1. According to Lemma 6.13, we have only to show the following lemma to
establish Proposition 6.12.
Lemma 6.15 ∂Eω = ∂
∗
Eω = 0.
Proof By the first claim of Lemma 6.14, we obtain that Dω is L2. By the argument in the proof of the second
claim of the same lemma, we obtain
∫ |Dω|2h,g dvol = 0, i.e., Dω = 0.
6.4 Nahm transform for L2-instantons
Let (E,∇, h) be an L2-instanton on T ×C with rankE > 1. Let D := Sp∞(E). We shall construct a harmonic
bundle on T∨ \ D with the method in [14] and [28]. For any ζ ∈ T∨ \ D, let L−ζ = (C, ∂T − ζdz) denote
the corresponding line bundle on T with the natural hermitian metric. Let Nahm(E,∇)ζ denote the space
of L2-harmonic sections of E ⊗ L−ζ ⊗ Ω0,1. It is finite dimensional, and naturally isomorphic to H1(T ×
P1,P−1E ⊗L−ζ) ≃ H1(T × P1,P0E ⊗L−ζ). (See §6.2.) The Euclidean metric dz dz + dw dw of T ×C and the
hermitian metric h of E induce a metric h1(ζ) of Nahm(E,∇)ζ . The multiplication of −w ∈ OP1(1) induces
an endomorphism Fw(ζ) of Nahm(E,∇)ζ . It is also described as −Pζ ◦ w, where Pζ denotes the orthogonal
projection of the space of L2-sections of E ⊗ L−ζ ⊗ Ω0,1T×C onto Nahm(E,∇)ζ . (Note Proposition 6.12.)
Let Ap,q(E⊗L−ζ) denote the space of L2-sections of E⊗L−ζ⊗Ωp,qT×C. Let ∂E,ζ denote the ∂-operator of E⊗
L−ζ . Let ∂∗E,ζ denote its adjoint. Let Dζ := ∂E,ζ+∂
∗
E,ζ be the closed operatorA
0,0(E⊗L−ζ)⊕A0,2(E⊗L−ζ) −→
A0,1(E⊗L−ζ), and let D∗ζ := ∂E,ζ +∂
∗
E,ζ denote its adjoint A
0,1(E⊗L−ζ) −→ A0,0(E⊗L−ζ)⊕A0,2(E⊗L−ζ).
By the results in §6.2, we obtain that D∗ζ is surjective. We have Ker(Dζ) = Nahm(E,∇)ζ . We obtain that
the family
⋃
ζ Nahm(E,∇)ζ gives a C∞-bundle Nahm(E,∇) on T∨ \ D. It is equipped with a C∞-metric
h1 and a C
∞-endomorphism Fw. It is also equipped with the induced unitary connection ∇1. The C∞-
bundle Nahm(E,∇) is also constructed as a family of the cohomology of the complexes of the closed operators(
A0,•(E ⊗ L−ζ), ∂E,ζ
)
. It induces a holomorphic structure of Nahm(E,∇) as a bundle on T∨ \D, and Fw is
holomorphic. We set θ1 := Fw dζ. The (0, 1)-part of ∇1 is equal to the ∂-operator of Nahm(E,∇).
Proposition 6.16 (E1, ∂E1 , θ1, h1) is a wild harmonic bundle.
Proof Because the argument is rather standard, we give only an indication for the convenience of the readers.
For I ⊂ {1, 2, 3}, let pI denote the projection of T∨ × T × P1 onto the product of the i-th components. By the
construction, we have a natural isomorphism (E1, ∂E1) ≃ Rp1∗
(
p∗23P0E⊗p∗12Poin−1
)
|T∨\D. The endomorphism
Fw is equal the multiplication of −w : Rp1∗
(
p∗23P−1E⊗p∗12Poin−1
)
|T∨\D −→ Rp1∗
(
p∗23P0E⊗p∗12Poin−1
)
|T∨\D.
Hence, we obtain that θ is a wild Higgs field in the sense that, for the local expression θ = f dζ around P ∈ D,
the coefficients of the characteristic polynomial det(t id−f) are meromorphic at P .
Let us prove that (E1, ∂E1 , θ1, h1) is a harmonic bundle. Although we follow a standard argument, we give
rather details for the convenience of readers. Let ∆E denote the Laplacian on A
0,0(E), i.e., ∆E = ∂
∗
E∂E =
−√−1Λ∂E∂E . We have
∆Eψ = −2
(∇z∇z +∇w∇w)ψ.
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On A0,2(E), the Laplacian is given by ∂E∂
∗
E = (−
√−1)∂EΛ∂E . We have
∂E∂
∗
E
(
ψ dz dw
)
= −2(∇z∇z +∇w∇w)ψ dz dw.
Because Fzz+Fww = 0, it is equal to ∆E(ψ) dz dw. Hence, under the natural identification A
0,0(E)⊕A0,2(E) ≃
A0,0(E)⊗〈〈1, dz dw〉〉, the Laplacian D∗D acts as ∆E ⊗ id, where 〈〈a, b〉〉 denotes the 2-dimensional vector space
generated by a, b. The Green operator of D∗D acts as GE ⊗ id, where GE denotes the Green operator for ∆E
on A0,0(E).
We naturally identify Ap,q(E ⊗ L−ζ) with Ap,q(E). For a differential form τ , let µ(τ) be an endomorphism
of
⊕
Ap,q(E) given by µ(τ)(ϕ) = τ ∧ ϕ. We have ∂E,ζ = ∂E − ζµ(dz) and ∂∗E,ζ = ∂
∗
E + (
√−1)ζΛ ◦ µ(dz). Let
dT∨ denote the trivial connection of the product vector bundle A
0,1(E) × (T∨ \D) over T∨ \D. We have the
following relation for the operators on the space of the sections T∨ \D −→ A0,1(E)× (T∨ \D):[
dT∨ , ∂ + ζ dz
]
= dζ µ(dz),
[
dT∨ , (∂ + ζ dz)
∗] = √−1dζΛ ◦ µ(dz).
We set Ω := dζ µ(dz) + dζ
√−1Λ ◦µ(dz). Let Pζ denote the orthogonal projection of A0,1(E) onto the kernel of
D∗ζ . Let ∆ζ = ∂
∗
E,ζ∂E,ζ denote the Laplacian on A
0,0(E) for E ⊗ L−ζ . Let Gζ denote the Laplacian for ∆ζ on
A0,0(E), i.e., Gζ∆ζ = idA0,0(E). The Green operator Gζ for D∗ζDζ on A0,0 ⊕A0,2 is given by Gζ ⊗ id. We have
Pζ = 1−Dζ ◦Gζ ◦ D∗ζ . Let Gζ ⊗ id also denote the naturally induced operator on A0,1 ≃ A0,0 ⊗ 〈〈dz, dw〉〉.
Let 〈·, ·〉 denote the inner product of A0,•(E) induced by h and dz dz + dw dw. By a standard computation,
the curvature F of the connection ∇1 is described as follows, for any sections ψi (i = 1, 2) of Nahm(E,∇):〈
ψ1, Fψ2
〉
=
〈
ψ1, dT∨ ◦ Pζ(dT∨ψ2)
〉
= −〈ψ1, dT∨ ◦ Dζ ◦Gζ ◦ D∗ζ (dT∨ψ2)〉
=
〈
dT∨ψ1,Dζ ◦Gζ ◦ D∗ζ (dT∨ψ2)
〉
=
〈D∗ζdT∨ψ1, Gζ ◦ D∗ζ (dT∨ψ2)〉 = 〈Ωψ1, GζΩψ2〉
= dζ dζ
(〈
dz ψ1, dz (Gζ ⊗ id)ψ2
〉− 〈Λ(dz ψ1), Λ(dz (Gζ ⊗ id)ψ2)〉) (69)
We have θ(ψ) = Pζ(wψ)dζ and θ
†(ψ) = Pζ(wψ)dζ. We have〈
ψ1, (Pζw ◦ Pζw − Pζw ◦ Pζw)ψ2
〉
dζ dζ = −〈ψ1, (w(Pζ − 1)w − w(Pζ − 1)w)ψ2〉dζ dζ
=
(〈
wψ1,DζGζD∗ζwψ2
〉− 〈wψ1,DζGζD∗ζwψ2〉) dζ dζ
=
(〈D∗ζ (wψ1), GζD∗ζ (wψ2)〉− 〈D∗ζ (wψ1), GζD∗ζ (wψ2)〉)dζ dζ
=
(〈
[D∗ζ , w]ψ1, Gζ [D∗ζ , w]ψ2
〉− 〈[D∗ζ , w]ψ1, Gζ [D∗ζ , w]ψ2〉)dζ dζ (70)
We have [D∗ζ , w] = µ(dw) and [D∗ζ , w] = −
√−1Λ ◦ µ(dw). Hence, we obtain the following expression:
〈
ψ1, (Pζw ◦Pζw−Pζw ◦Pζw)ψ2dζ dζ
〉
=
(〈
dwψ1, dw(Gζ ⊗ id)ψ2
〉− 〈Λ(dwψ1), Λ(dw(Gζ ⊗ id)ψ2)〉)dζ dζ (71)
By using 〈dzdw, dzdw〉 = 〈Λdwdw, Λdwdw〉 = 〈Λdzdz, Λdzdz〉 for the metric on Ω•T×C, we obtain the following:〈
ψ1,
(
F + (P ◦w dζ) ◦ (P ◦ wdζ))ψ2〉 = 0
Namely, the Hitchin equation is satisfied. Thus, the proof of Proposition 6.16 is finished.
Remark 6.17 We obtain a different transformation by replacing L−ζ with Lζ , for which we do not need any
essential change.
Remark 6.18 We use the operators, which looks natural in the complex geometry, instead of the Dirac operator
itself.
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7 L2-instantons and wild harmonic bundles
7.1 Nahm transform for wild harmonic bundles on T∨
7.1.1 Construction
Let D be a non-empty finite subset of T∨. We fix a Ka¨hler metric gT∨\D of T∨ \ D, which is Poincare´
like around D. Let (E, ∂E , θ, h) be a wild harmonic bundle on (T
∨, D). We assume that (E, ∂E , θ, h) has a
singularity at each point of D, i.e., θ has a pole, or the parabolic structure is non-trivial. We shall construct
an L2-instanton from (E, ∂E , θ, h) with the method in [14] and [27]. Let H
i
L2(E, ∂E , θ, h) denote the i-th L
2-
cohomology group of (E, ∂E , θ, h). As recalled in Lemma 3.1, they are isomorphic to the hypercohomology
groups of the complex C•(P∗E ⊗ Ω•, θ), where (P∗E, θ) is the associated good filtered Higgs bundle. In
particular, they are finite dimensional, and isomorphic to the space of L2-harmonic i-forms of (E, ∂E , θ, h).
We have H0L2(E, ∂E , θ, h) = H
2
L2(E, ∂E , θ, h) = 0 unless (E, ∂E , θ, h) is OT∨ with the trivial metric and the
trivial Higgs field.
Remark 7.1 If D is empty, (E, ∂E , θ, h) is isomorphic to a direct sum
⊕
(Li, ∂Li , θi, hi) such that rankLi = 1.
So we exclude the case D = ∅.
For any (z, w), let Lz,w denote the harmonic bundle of rank one given by (C, ∂+zdζ) with trivial metric and
the Higgs field w dζ. Let (E, ∂E,z, θw, h) denote (E, ∂E , θ, h) ⊗ Lz,w. Let Nahm(E, ∂E , θ, h)(z,w) be the space
of L2-harmonic 1-forms of (E, ∂E,z, θw, h). It is independent of the choice of the Poincare´ like metric gT∨\D. It
is finite dimensional, and naturally isomorphic to Nahm(P∗E, θ)(z,w). It is naturally equipped with the metric
h1 induced by h.
Let Ap,q(E) denote the space of L2-sections of E ⊗Ωp,qT∨\D. Let ∂
∗
E,z : A
p,q −→ Ap,q−1 denote the adjoint of
the closed operator ∂E,z : A
p,q −→ Ap,q+1. Let θ†w : Ap,q −→ Ap−1,q denote the adjoint of θw : Ap,q −→ Ap+1,q.
We have ∂
∗
E,z := −
√−1[Λ, ∂E − zdζ] and θ∗w = −√−1[Λ, θ†w] = −√−1[Λ, θ† + w dζ].
We set S+ := A0,0(E)⊕A1,1(E) and S− := A1(E) = A0,1(E)⊕A1,0(E). Let Dz,w := ∂E,z + θw+ ∂∗E,z+ θ∗w
be the closed operator S+ −→ S−, and let D∗z,w := ∂E,z + θw + ∂
∗
E,z + θ
∗
w denote its adjoint S
− −→ S+. We
have KerD∗z,w = Nahm(E, ∂E , θ, h)(z,w). (See [40].) By the vanishing HiL2(E, ∂E,z, θw, h) (i = 0, 2), we obtain
that D∗ is surjective. Hence, the family ⋃(z,w)Nahm(E, ∂E , θ, h)(z,w) gives a C∞-vector bundle on T ×C. (See
[14].) It is equipped with an induced C∞-metric h1 and an induced unitary connection ∇1. Because the C∞-
bundle is also constructed as a family of the cohomology of the complexes
(
A•(E), ∂E,z+ θw dζ
)
, it is equipped
with a naturally induced holomorphic structure, which is equal to the (0, 1)-part of ∇1. By the construction,
the holomorphic bundle is naturally isomorphic to Nahm(P∗E, θ)|T×C. (See §7.2.2 for more details on this
isomorphism.) We shall give the proof of the following theorem in §7.1.4 after preliminaries.
Theorem 7.2
(
Nahm(E, ∂E , θ, h), h1,∇1
)
is an L2-instanton.
We give a remark on the proof. It is rather easy and standard to prove that
(
Nahm(E, ∂E , θ, h), h1,∇1
)
is
an instanton by using the twistor property of instantons and harmonic bundles. But, we do not give such an
argument in the following. Instead, we follow another standard argument to use a description of the curvature
F (∇1) in terms of the Green operator. Because we need an estimate for the decay of F (∇1), we need the
description, anyway.
7.1.2 Preliminary
Let X be a torus Cζ/L. Let D ⊂ X be a finite set. Let gA = Adζ dζ be a Ka¨hler metric of X \ D for some
positive valued function A, which is Poincare´ like around D. Let (E, ∂E , θ, h) be a wild harmonic bundle on
X \D. We set D := ∂E + θ. Let D∗A (resp D∗1) denote the formal adjoint of D with respect to h and gA (resp.
dζ dζ). We set ∆A = D∗AD and ∆1 = D∗1D. We have ∆A = A−1∆1.
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Lemma 7.3 Let ϕ be a section of E on X \D such that∫
|ϕ|2hA|dζ dζ|+
∫
|∆1ϕ|2h|dζ dζ| <∞.
Then, we have the following finiteness:∫
|ϕ|2h|dζ dζ|+
∫
|∆Aϕ|2hA|dζ dζ| <∞ (72)∫
h(ϕ,∆1ϕ)|dζ dζ| =
∫
h(ϕ,∆Aϕ)A|dζ dζ| =
∫
|Dϕ|2h <∞ (73)
Proof The finiteness (72) is clear. In (73), the first equality is trivial. The second equality and finiteness can
be shown by an argument in the proof of Lemma 6.14.
We set D† := ∂E + θ†. Let (D†)∗A (resp. (D†)∗1) denote the formal adjoint of D with respect to gA (resp.
dζdζ). We have ∆1 = (D†)∗1D† and ∆A = (D†)∗AD†.
Lemma 7.4 Let ϕ be as in Lemma 7.3. Then, we have∫
h(ϕ,∆1ϕ)|dζ dζ| =
∫
h(ϕ,∆Aϕ)A|dζ dζ| =
∫
|D†ϕ|2h <∞. (74)
Proof The first equality is trivial. For the second, we have only to apply Lemma 7.3 to a harmonic bundle
(E, ∂E , θ
†, h) on X \D.
7.1.3 Estimate
Let X be a torus Cζ/L with a non-empty finite subset D. We use the Euclidean metric dζ dζ of X . Let
dvolX = |dζ dζ| denote the associated volume form. Let (E, ∂E , θ, h) be a wild harmonic bundle on (X,D).
Assume that the harmonic bundle has a singularity at each point of D.
Let ∇h = ∂E + ∂E be the Chern connection. Let Hw be the space of the sections of E on X \D such that∫
X
∣∣ϕ∣∣2
h
dvolX +
∫
X
(∣∣∇hϕ∣∣2h + ∣∣(θ + w dζ)ϕ∣∣2h) <∞.
Proposition 7.5 There exist positive constants R > 0, C > 0 and ρ > 0 such that, if |w| > R, the following
holds for any ϕ ∈ Hw: ∫
X
(∣∣∇hϕ∣∣2h + ∣∣(θ + w dζ)ϕ∣∣2h) ≥ C |w|ρ ∫
X
|ϕ|2h dvolX
(See also a refined estimate in Proposition 7.9 below.)
Proof We use an argument in §2.4 of [53] with an adjustment to our situation. We use the standard distance
on X . We take small neighbourhoods BP of P ∈ D. There exists R1 > 0 and C1 > 0 such that, if |w| ≥ R1,
then we have
∣∣(θ+wdζ)ϕ∣∣2
h
≥ C1 |w|2 |ϕ|2h dvolX on X \
⋃
P∈D BP . We have only to show the estimate on each
BP . We may assume P = 0, and BP is an ǫ-ball Bǫ = {|ζ| ≤ ǫ}.
We have a ramified covering ψ : (B′ǫ, 0) −→ (Bǫ, 0) given by ψ(u) = up such that ψ∗(E, ∂E , θ, h) is unramified,
i.e., we have the decomposition
ψ∗(E, ∂E , θ) =
⊕
a∈u−1C[u−1]
(Ea, ∂Ea , θa),
where the Higgs field θa − da idEa are tame. Let ℓ := max
{
degu−1 a
∣∣Ea 6= 0}.
Lemma 7.6 There exists R′ > 0, C′i > 0 (i = 1, 2) such that |θϕ|h ≥ C′1|w| |dζ| |ϕ|h on Bǫ \
{|ζ| <
C′2|w|−p/(ℓ+p)
}
, if |w| ≥ R′.
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Proof We have only to estimate each θa on B
′
ǫ. Let us consider the case a 6= 0. We set n := degu−1 a. For
each w, we have the solutions bi(w) (i = 0, . . . , n+ p− 1) of the following equation:
∂ua(u) + pwu
p−1 = 0
We have the equality u−p+1∂ua(u) + pw = α
∏n+p−1
i=0
(
u−1 − bi(w)−1
)
for some α ∈ C \ {0}. We have
θa = ∂ua idEa du+ ga du,
where |ga|h ≤ C1|u|−1. We have R2 > 0 and C2 > 0 such that the following holds if |w| > R2:
C−12 ≤ |bi(w)| |w|1/(n+p) ≤ C2
We take C3 >> C2. We set W1 :=
{|u| ≤ C3|w|−1/(n+p)}.
On B′ǫ \W1, we have |ga|h ≤ (C1/C3)|w|1/(n+p). We also have∣∣u−1 − bi(w)−1∣∣ ≥ |bi(w)−1| − |u−1| ≥ (C−12 − C−13 )|w|1/(n+p)
for any i, and hence
∣∣∣u−p+1∂ua+pw∣∣∣ ≥ |α|(C−12 −C−13 )n+p|w|. Hence, if C3 is sufficiently larger than C2, there
exist R4 > 0 and C4 > 0 such that the following holds if |w| > R4:∣∣(∂ua+ pwup−1) idEa +ga∣∣h ≥ C4|w||u|p−1
Hence, we obtain the desired inequality for the integral over B′ǫ \W1 in the case a 6= 0.
Let us consider the case a = 0. We have the expression θ0 = g0 du, and |g0|h ≤ C10|u|−1 for some C10 > 0.
We take C11 > C10, and we considerW := {|u| ≤ C11|w|−1/p}. On B′ǫ \W , we have |wup−1| ≥ Cp−111 |w|1/p. We
also have |g0|h ≤ (C10/C11)||w|1/p. Hence, if C11 is sufficiently larger than C10, we have the following for some
C12 > 0: ∣∣pwup−1 idE0 +g0∣∣h ≥ C12∣∣wup−1∣∣
Hence, we obtain the desired inequality in the case a = 0. Thus, the proof of Lemma 7.6 is finished.
Let ϕ be an L2-section of E on Bǫ with respect to dvolX , such that∫
Bǫ
(∣∣∇hϕ∣∣2h + ∣∣(θ + wdζ)ϕ∣∣2h)dvolX <∞.
We set W1 := {|ζ| < 2C′2|w|−p/(ℓ+p)} andW2 := {|ζ| < C′2|w|−p/(ℓ+p)}. We have the following type of Poincare´
inequality, i.e., there exist C′′ > 0 and R′′ > 0 such that the following holds if |w| > R′′ (see [7], and (2.12) of
[53]):
|w|2p/(ℓ+p)
∫
W1
|ϕ|2h|dζdζ | ≤ C′′
(∫
W1
∣∣d|ϕ|h∣∣2 + |w|2p/(n+p) ∫
W1\W2
|ϕ|2h |dζ dζ|
)
There exists C′′′ such that the right hand side is dominated by
C′′′
(∫
W1
∣∣∇hϕ∣∣2h + ∫W1\W2
∣∣(θ + wdζ)ϕ∣∣2
h
)
Thus, the proof of Proposition 7.5 is finished.
Let D := ∂E + θ. Let D∗1 denote the adjoint with respect to the Euclidean metric dζ dζ. Let ∆1 := D∗1 ◦ D.
Let gX\D be a Ka¨hler metric of X \ D which is Poincare´ like around D. Let dvolX\D be the volume form
associated to gX\D.
Corollary 7.7 There exist ρ > 0 and C > 0 such that the following holds:
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• Let ϕ be a section of E such that∫
|ϕ|2h dvolX\D +
∫
|∆1ϕ|2h dvolX <∞. (75)
Then, we have the following inequality:
C|w|ρ
(∫
|ϕ|2h dvolX
)1/2
≤
(∫
|∆1ϕ|2h dvolX
)1/2
(76)
(See Corollary 7.11 for a refinement.)
Proof Let D† = ∂E + θ†. From (75), Lemma 7.3 and Lemma 7.4, we obtain
∫ |Dϕ|2h <∞ and ∫ |D†ϕ|2h <∞.
By using the same lemmas and Proposition 7.5, we obtain
C|w|ρ
∫
|ϕ|2h dvolX ≤
∫
|Dϕ|2h +
∫
|D†ϕ|2h = 2
∫
h
(
ϕ,∆1ϕ
)
dvolX .
Then, the claim of the corollary follows.
7.1.4 Proof of Theorem 7.2
Let ωT∨\D be the Ka¨hler form associated to the metric gT∨\D. The multiplication of ωT∨\D induces an
isomorphism A0,0(E) ≃ A1,1(E). It gives an identification S+ ≃ A0,0(E) ⊗ 〈〈1, ωT∨\D〉〉, where 〈〈1, ωT∨\D〉〉
denotes the 2-dimensional vector space generated by 1 and ωT∨\D. By a general theory of harmonic bundles,
the Laplacian D∗zwDzw on S+ is identified with ∆zw ⊗ id on A0,0(E)⊗〈〈1, ωT∨\D〉〉, where ∆zw := (∂
∗
E,z + θ
∗
w) ◦
(∂E,z + θw) on A
0,0(E). (See [50]. In this case, it can be easily checked directly.) The Green operator Gzw for
D∗zwDzw is identified with Gzw ⊗ id, where Gzw is the Green operator of ∆zw on A0,0(E).
For a differential form τ on T∨, let µ(τ) be an endomorphism of
⊕
Ap,q(E) given by µ(τ)(ϕ) = τ ∧ ϕ. Let
dT×C denote the trivial connection of the product vector bundle S−×(T ×C) over T ×C. We have the following
relation for the operators on the space of the sections T × C −→ S− × (T × C):[
dT×C, ∂ + z dζ
]
= dz µ(dζ),
[
dT×C, θ + w dζ
]
= dw µ(dζ),[
dT×C, (∂ + z dζ)∗
]
= dz
(√−1Λ ◦ µ(dζ)), [dT×C, (θ + w dζ)∗] = dw(−√−1Λµ(dζ))
We set Ω := dz µ(dζ) + dw µ(dζ) + dz
(√−1Λµ(dζ)) + dw(−√−1Λµ(dζ)).
Let F (∇1) be the curvature of the transformed bundle Nahm(E, ∂E , θ, h) with the metric and the unitary
connection. Let Pzw denote the orthogonal projection of S
− onto Nahm(E, ∂E , θ, h)(z,w). Let ψi be sections of
Nahm(E, ∂E , θ, h). Let 〈·, ·〉 denote the hermitian pairing on Ap,q(E) induced by h and ωT∨\D. We have the
following standard computation:〈
ψ1, F (∇1)ψ2
〉
=
〈
ψ1, Pzw ◦ d ◦ Pzwdψ2
〉
=
〈
ψ1, d ◦ Pzw ◦ dψ2
〉
=
〈
ψ1, d ◦ (Pzw − 1) ◦ dψ2
〉
= −〈dψ1, (Pzw − 1) ◦ dψ2〉 = 〈dψ1,Dzw ◦Gzw ◦ D∗zwdψ2〉 = 〈D∗zwdψ1, Gz,wD∗zwdψ2〉
=
〈
[d,D∗zw]ψ1, Gzw[d,D∗zw]ψ2
〉
=
〈
Ωψ1, GzwΩψ2
〉
(77)
We have the expression ψi = ψi1dζ + ψi2dζ. We have
Ωψ1 = dz ψ11dζdζ + dwψ12dζdζ −
√−1dwψ11Λ(dζdζ) +
√−1dz ψ12Λ(dζdζ).
Let A be determined by gT∨\D = Adζdζ. We have the following:
GzwΩψ2 = dz Gzw(A−1ψ21)Adζdζ + dw Gzw(A−1ψ22)Adζdζ
−√−1dw Gzw
(
ψ21Λ(dζdζ)
)
+
√−1dz Gzw
(
ψ22Λ(dζdζ)
)
. (78)
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We have the following:〈
ψ11dζdζ, AGzw(A−1ψ21)dζdζ
〉
=
〈
ψ11Λ(dζdζ), Gzw
(
ψ21 Λ(dζdζ)
)〉
= 4
∫ (
ψ11, Gzw(A−1ψ21)
)
dvolT∨ (79)
〈
ψ12dζdζ, AGzw(A−1ψ22)dζdζ
〉
=
〈
ψ12Λ(dζdζ), Gzw
(
ψ22 Λ(dζdζ)
)〉
= 4
∫ (
ψ12, Gzw(A−1ψ22)
)
dvolT∨ (80)
From these equalities, we obtain (dz dz + dw dw) ∧ 〈ψ1, F (∇1)ψ2〉 = 0, which means that Nahm(E, ∂E , θ, h)
with the induced metric h1 and connection ∇1 is an instanton.
Let us show that it is an L2-instanton. Let (∂E,z+θw)
∗
1 denote the formal adjoint of ∂E,z+θw with respect to
h and dζ dζ. We set ∆zw,1 := (∂E,z+θw)
∗
1(∂E,z+θw). Because ∆zw,1 = A∆zw, we have ∆zw,1
(Gzw(A−1ψ21)) =
ψ21. We have ∫ ∣∣Gzw(A−1ψ21)∣∣2h dvolT∨\D + ∫ ∣∣ψ21∣∣2h dvolT∨ <∞
By Corollary 7.7, we have the following for some ρ > 0 and C > 0:
C|w|2ρ
∫
T∨
∣∣Gzw(A−1ψ21)∣∣2h dvolT∨ < ∫
T∨
∣∣ψ21∣∣2 dvolT∨
Hence, we obtain∣∣〈ψ11dζdζ, AGzw(A−1ψ21)dζdζ〉∣∣ = ∣∣〈ψ11Λ(dζdζ), Gzw(ψ21 Λ(dζdζ))〉∣∣
< C|w|−ρ
(∫ ∣∣ψ11dζ∣∣2h)1/2(∫ ∣∣ψ21dζ∣∣2h)1/2 (81)
We have a similar estimate for
∣∣〈ψ12dζdζ, Gzw(ψ22)dζdζ〉∣∣ = |〈ψ12Λ(dζdζ), Gzw(ψ22 Λ(dζdζ))〉|. From those
estimates, we obtain |F (∇1)| = O
(|w|−ρ) for some ρ > 0. Because Nahm(E, ∂E , θ, h) ≃ Nahm(P∗E, θ)|T×C, we
can apply Theorem 5.17, and hence we obtain that F (∇1) is L2. Thus, the proof of Theorem 7.2 is finished.
Remark 7.8 We can directly prove that the curvature is L2 by using Corollary 7.11 below.
7.1.5 Refined estimates (Appendix)
We refine the estimates in §7.1.3, i.e., we show that ρ can be replaced with 1+ ρ. Although we do not use it in
this paper, this type of argument seems useful in the study of a different type of Nahm transform, and so we
would like to keep it.
Proposition 7.9 There exist positive constants R > 0, C > 0 and ρ > 0 such that, if |w| > R, the following
holds for any ϕ ∈ Hw: ∫
X
(∣∣∇hϕ∣∣2h + ∣∣(θ + w dζ)ϕ∣∣2h) ≥ C |w|1+ρ ∫
X
|ϕ|2h dvolX
Proof We again use the argument in §2.4 of [53] with an adjustment to our situation. We use the standard
distance on X . We take small neighbourhoods BP of P ∈ D. There exists R1 > 0 and C1 > 0 such that,
if |w| ≥ R1, then we have
∣∣(θ + w dζ)ϕ∣∣2
h
≥ C1 |w|2 |ϕ|2h dvolX on X \
⋃
P∈D BP . We have only to show the
estimate on each BP . We may assume P = 0, and BP is an ǫ-ball Bǫ = {|ζ| ≤ ǫ}.
We have a ramified covering ψ : (B′ǫ, 0) −→ (Bǫ, 0) given by ψ(u) = up such that ψ∗(E, ∂E , θ, h) is unramified,
i.e., we have the decomposition
ψ∗(E, ∂E , θ) =
⊕
a∈u−1C[u−1]
(Ea, ∂Ea , θa), (82)
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where the Higgs field θa − da idEa are tame. Let h′ =
⊕
h|Ea , and let ∇h′ denote the unitary connection
associated to ψ∗(E, ∂E) with h′. By the asymptotic orthogonality of the decomposition (82) with respect to h
(see [40]), we have the following inequality:∫
B′ǫ
(∣∣∇hϕ∣∣2h + ∣∣(θ + w dζ)ϕ∣∣2h) ≥ C2 ∫
B′ǫ
(∣∣∇h′ϕ∣∣2h′ + ∣∣(θ + w dζ)ϕ∣∣2h′)∫
B′ǫ(P )
∣∣ϕ∣∣2
h
ψ∗ dvolX ≤ C3
∫
B′ǫ(P )
∣∣ϕ∣∣2
h′
ψ∗ dvolX
Hence, we need only the estimate with respect to the metric h′.
Let us begin with the estimate for sections of Ea with a 6= 0. We set n := degu−1 a.
Lemma 7.10 There exist constants R′ > 0 and C′ > 0 such the following holds if |w| ≥ R′:
• Let ϕ be an L2-section of Ea on B′ǫ with respect to ψ∗ dvolX , such that∫
B′ǫ
(∣∣∇h′ϕ∣∣2h′ + ∣∣(θa + wdζ)ϕ∣∣2h′)ψ∗ dvolX <∞.
Then, we have
|w|e
∫
B′ǫ
∣∣ϕ∣∣2
h′
ψ∗ dvolX < C′
∫
B′ǫ
(∣∣∇h′ϕ∣∣2h′ + ∣∣(θa + wdζ)ϕ∣∣2h′)ψ∗ dvolX .
Here, e = 1 + p/(n+ p) > 1.
Proof For each w, we have the solutions bi(w) (i = 0, . . . , n+ p− 1) of the following equation:
∂ua(u) + pwu
p−1 = 0
We have the equality u−p+1∂ua(u) + pw = α
∏n+p−1
i=0
(
u−1 − bi(w)−1
)
for some α ∈ C \ {0}. We have
θa = ∂ua idEa du+ ga du,
where |ga|h′ ≤ C1|u|−1. We have R2 > 0 and C2 > 0 such that the following holds if |w| > R2:
C−12 ≤ |bi(w)| |w|1/(n+p) ≤ C2
We take C3 >> C2. We set U1 :=
{|u| ≤ C−13 |w|−1/(n+p)} and U2 := {|u| ≤ C3|w|−1/(n+p)}.
Let us consider the estimate on B′ǫ \ U2. We have |ga|h′ ≤ (C1/C3)|w|1/(n+p). We also have∣∣u−1 − bi(w)−1∣∣ ≥ |bi(w)−1| − |u−1| ≥ (C−12 − C−13 )|w|1/(n+p)
for any i, and hence
∣∣∣u−p+1∂ua + pw∣∣∣ ≥ |α|(C−12 − C−13 )n+p|w|. Hence, if C3 is sufficiently larger than C2, we
have the following for some C4 > 0:∣∣(∂ua+ pwup−1)ϕ+ ga(ϕ)∣∣h′ ≥ C4|w| |ϕ|h′ |u|p−1
Hence, we obtain the inequality for the integral over B′ǫ \ U2.
Let us consider the estimate on U1. There exist C5 > 0 and R5 > 0 such that∣∣(∂ua+ pwup−1)ϕdu∣∣h′ ≥ C5|u|−n−1|ϕ|h′ |du|.
We also have
∣∣gaϕdu∣∣h′ ≤ C1 |u−1| |ϕ|h′ |du|. Hence, there exists C6 > 0 such that∣∣∣(θa + wpup−1 du)ϕ∣∣∣2
h′
≥ C6|ϕ|2h′ |u|−2(n+p) |u|2(p−1)|du du| ≥ C6C3|ϕ|2h′ |w|2 |u|2(p−1)|du du|.
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Therefore, we have the desired inequality for the integral over U1.
Let us consider the estimate on U2\U1. For each i = 0, . . . , n+p−1, we set V˜i :=
{|u−bi(w)| ≤ ǫ1|w|−1/(n+p)}
for some ǫ1 > 0. Let u ∈ U2 \ (U1 ∪
⋃
i V˜i). We have
∣∣u−p+1∂ua+ pw∣∣ = |pw| |u|−p−n n+p−1∏
i=0
∣∣u− bi(w)∣∣ ≥ pC−13 |w|2 n+p−1∏
i=0
∣∣u− bi(w)∣∣ ≥ pC−13 ǫp+n1 |w|
We also have the following:
|gaϕ|h′ ≤ C1|u|p−1|ϕ|h′ · |u|−p ≤ C1|u|p−1|ϕ|h′ · C3|w|p/(n+p) = C1|u|p−1|ϕ|h′ |w| · C3|w|−n/(n+p)
Hence, there exists C7 > 0 and R7 > 0 such that the following holds on U2 \ (U1 ∪
⋃
i V˜i), if |w| ≥ R7:∣∣(∂ua+ pwup−1)ϕdu + gaϕdu∣∣h′ ≥ C7|w| |ϕ|h′ |u|p−1|du|
We set a := (n+ 2)/2(n+ p). We put Vi :=
{|u− bi(w)| ≤ ǫ1|w|−a} and V ′i := {|u− bi(w)| ≤ ǫ1|w|−a/2}. On
V˜i \ V ′i, we have
∣∣u−p+1∂ua+ pw∣∣ = pC−13 |w|2 n+p−1∏
i=0
|u− bi(w)| ≥ pC−13 |w|2(ǫ1|w|−1/(n+p))n+p−1 × (ǫ1|w|−a/2)
≥ pC−13 ǫp+n1 |w|1+1/(n+p)−a (83)
We also have |ga| ≤ C1C3|w|1/(n+p). Because −(p − 1)/(n + p) + 1 + 1/(n + p) − a > 1/(n + p), there exist
C8 > 0 and R8 > 0 such that the following holds on V˜i \ V ′i, if |w| ≥ R8:∣∣∣(θa + pwup−1du)ϕ∣∣∣
h′
≥ C8|w|1+1/(n+p)−a|u|p−1 |du| |ϕ|h′ = C8|w|(n+2p)/2(n+p)|u|p−1 |du| |ϕ|h′
We have the following type of Poincare´ inequality, i.e., there exist C9 > 0 and R9 > 0 such that the following
holds on Vi, if |w| > R9 (see [7] and (2.12) of [53]):
|w|(n+2)/(n+p)
∫
Vi
|ϕ|2h′ |du du| ≤ C9
(∫
Vi
∣∣d|ϕ|h′ ∣∣2 + |w|(n+2)/(n+p) ∫
Vi\V′i
|ϕ|2h′ |du du|
)
We also have the following inequalities:
|w|(n+2p)/(n+p)
∫
Vi
|ϕ|2h′ |u|2(p−1) |du du| ≤ C2(p−1)3 |w|(n+2)/(n+p)
∫
Vi
|ϕ|2h′ |du du| (84)
|w|(n+2)/(n+p)
∫
Vi\V′i
|ϕ|2h′ |du du| ≤ C2(p−1)3 |w|(n+2p)/(n+p)
∫
Vi\V′i
|ϕ|2h′ |u|2(p−1) |du du|
≤ C8C2(p−1)3
∫
Vi\V′i
∣∣(θa + pwup−1du)ϕ∣∣2h′ (85)
Then, we obtain the desired inequality for the integral over Vi. Thus, the proof of Lemma 7.10 is finished.
Let us consider the case a = 0. Because this part is essentially contained in [53], we give just an indication.
We take a positive number C10 which is sufficiently larger than |α| for any eigenvalues α of the residue of θ0.
We may assume |g0| ≤ (C10/10)|ζ|−1 on Bǫ. Take R10 > 0 sufficiently larger than C10. For |w| ≥ R10, let
U := {|ζ| ≤ C10|w|−1} and U ′ := {|ζ| ≤ C10|w|−1/2}. On Bǫ \ U ′, we have∣∣(θ0 + w dζ)ϕ∣∣h′ ≥ |w| |ϕ|h′ |dζ| − |g0|h′ |ϕ|h′ |dζ| ≥ 45 |w| |ϕ|h′ |dζ| (86)
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There exist C11 > 0 and R11 > 0 such that the following holds on U , if |w| ≥ R11:
|w|2
∫
U
|ϕ|2h′ |dζ dζ| ≤ C11
∫
U
∣∣d|ϕ|h′ ∣∣2 + |w|2 ∫
U\U ′
|ϕ|2h′ |dζ dζ| ≤
∫
U
(
C11|∇h′ϕ|2h′ + 4
∣∣(θ0 + wdζ)ϕ∣∣2h′) (87)
We obtain the desired inequality for sections of E0 from (86) and (87). Thus, the proof of Proposition 7.9 is
finished.
The following is a refinement of Corollary 7.7.
Corollary 7.11 There exist ρ > 0 and C > 0 such that the following holds:
• Let ϕ be a section of E such that∫
|ϕ|2h dvolX\D +
∫
|∆1ϕ|2h dvolX <∞. (88)
Then, we have the following inequality:
C|w|1+ρ
(∫
|ϕ|2h dvolX
)1/2
≤
(∫
|∆1ϕ|2h dvolX
)1/2
(89)
Proof It is shown by the argument for Corollary 7.7, by using Proposition 7.9, instead of Proposition 7.5.
7.2 Comparison with the algebraic Nahm transform
7.2.1 Statements
Let (E, ∂E , θ, h) be a wild harmonic bundle on (T
∨, D). Let P∗E be the associated filtered bundle on (T∨, D).
Let (E1, h1,∇1) be the L2-instanton on T × C obtained as the Nahm transform of (E, ∂E , θ, h) (see §7.1). Let
P∗E1 be the associated filtered bundle on (T × P1, T × {∞}).
Theorem 7.12 There is a natural isomorphism of the filtered bundles P∗E1 ≃ Nahm∗
(P∗E, θ).
Conversely, let (E1,∇1, h1) be an L2-instanton on T × C. Let P∗E1 be the associated filtered bundle on
(T × P1, T × {∞}). Let (E, ∂E , θ, h) be the wild harmonic bundle on (T∨, D) obtained as the Nahm transform
of (E1,∇1, h1) (see §6.4). Let (P∗E, θ) be the associated filtered Higgs bundle.
Theorem 7.13 There is a natural isomorphism of the filtered Higgs bundles (P∗E, θ) ≃ Nahm∗(P∗E1).
We obtain the involutivity of the Nahm transform in the following sense.
Corollary 7.14 For an L2-instanton (E1,∇1, h1) on T × C, we have an isomorphism
Nahm
(
Nahm(E1,∇1, h1)
) ≃ (E1,∇1, h1).
For a wild harmonic bundle (E, ∂E , θ, h) on T
∨, we have an isomorphism
Nahm
(
Nahm(E, ∂E , θ, h)
) ≃ (E, ∂E , θ, h).
Proof It follows from Proposition 3.25, Theorem 7.12, Theorem 7.13, and the uniqueness of the harmonic
metric or Hermitian-Einstein metric adapted to the filtered bundle. (See Proposition 6.5 for the uniqueness
of Hermitian-Einstein metric. See [7] for the uniqueness of the harmonic metric. See also [40]. See §2.2.5 for
adaptedness of metrics and filtered bundles.)
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7.2.2 Proof of Theorem 7.12
Let us construct an isomorphism (E1, ∂E1) ≃ Nahm(P∗E, θ)|T×C. We recall the monad construction of E1 =
Nahm(E, ∂E , θ, h) [14]. We use the notation in §7.1.1. Let gT∨\D be a Poincare´ like Ka¨hler metric of T∨ \D.
Let Ai(E, ∂E , θ, h) denote the space of sections ϕ of E ⊗Ωi on T∨ \D such that ϕ and (∂E + θ)ϕ are L2 with
respect to h and gT∨\D. Note that the conditions also imply (∂E,z + θw)ϕ are L2 for any (z, w) ∈ T × C. Let
Ai denote the sheaf of holomorphic sections of the product bundle Ai(E, ∂E , θ, h) × (T × C) over T × C. We
have the morphisms δi : Ai −→ Ai+1 induced by ∂E,z + θw, and the sheaf of holomorphic sections of E1 is
isomorphic to Ker δ1/ Im δ0.
Applying the construction in the proof of Lemma 3.1 around each point of D, we extend E and E ⊗ Ω1 to
C0L2(P∗E, θ) and C1L2(P∗E, θ). Let Ci,•L2 (P∗E, θ) denote the Dolbeault resolution of CiL2(P∗E, θ).
For I ⊂ {1, 2, 3}, let pI denote the projection of T∨×T ×C onto the product of the i-th components (i ∈ I).
On T∨ × T × C, we set
C˜iL2 :=
⊕
k+ℓ=i
p−11 Ck,ℓL2 (P∗E, θ)⊗p−11 OT∨ p
∗
12Poin
We have δi : C˜iL2 −→ C˜i+1L2 induced by ∂E,z + θw. We have a natural inclusion Φ : p23∗C˜•L2 −→ A• of complexes
on T ×C. According to the results in §5.1 of [40], Φ is a quasi-isomorphism. We also have the following natural
isomorphisms in Db(OT×C):
p23∗C˜L2 ≃ Rp23∗
(
p∗1
(C•L2(P∗E, θ))⊗ p∗12Poin) Ψ≃ Rp23∗(p∗1(C•(P∗E, θ))⊗ p∗12Poin) ≃ Nahm(P∗E, θ)|T×C
(See Lemma 3.1 for Ψ.) Thus, we obtain the desired isomorphism E1 ≃ Nahm(P∗E, θ)|T×C, by which we shall
identity them.
Lemma 7.15 To prove Theorem 7.12, we have only to show Nahma(P∗E, θ) ⊂ PaE1 for any a.
Proof By Proposition 3.17, we have deg(Nahm∗(P∗E, θ)) = deg(P∗E, θ) = 0. By Proposition 6.4, we also
have deg(P∗E1) = 0. Hence, Nahma(P∗E, θ) ⊂ PaE1 implies Nahma(P∗E, θ) = PaE1.
To show Nahma(P∗E, θ) ⊂ PaE1, we need an estimate of the upper bound of the norms of sections of
Nahma(P∗E, θ). We use an argument of scaling in [53]. Because we need only the upper bound, we will not
consider more precise estimates for harmonic representatives or their approximation.
Let Uτ ⊂ P1 be a neighbourhood of ∞ with the coordinate τ = w−1. If Uτ is sufficiently small, we have
the decomposition Nahm∗(P∗E, θ) =
⊕
P∈D Nahm∗(P∗E, θ)P by the spectrum on T ×Uτ . We have the refined
decomposition
Nahm∗(P∗E, θ)P =
⊕
o∈Irr(θ,P )
⊕
α∈C
Nahm∗(P∗E, θ)P,o,α,
according to the decomposition of the filtered Higgs bundle (P∗E, θ) =
⊕
o∈Irr(θ,P )
⊕
α∈C(P∗EP,o,α, θP,o,α)
around each P ∈ D. We have only to show that Nahma(P∗E, θ)P,o,α ⊂ PaE1. We shall argue the case P = {0}
in the following. The other case can be established similarly. We omit the subscript P . We take a small
neighbourhood Uζ ⊂ T∨ of {0}.
Let us consider the case (o, α) 6= (0, 0). Take a ∈ o. For each c ∈ R, we have the frame of Nahmc(P∗E, θ)P,o,α
in Lemma 3.29. We have only to show∣∣∣[ζj
o
vo,idζo/ζo
]∣∣∣
h1
= O
(|w|(b−j−mo/2)(po+mo)−1) (90)
Here, b is the parabolic degree of vo,i.
We give a preliminary. We have the expression ζo∂ζoa + poα =
∑mo
j=0 αjζ
−j
o =: G(ζo). We fix a complex
number γ such that αmo + poγ
po+mo = 0. Take a covering Uη −→ Uτ given by η 7−→ ηpo+mo . If Uτ is
sufficiently small, we can take holomorphic functions u
(i)
0 (η) (i = 1, . . . , po+mo) satisfying the following:
G
(
u
(i)
0 (η)
)
+ pou
(i)
0 (η)
poη−po−mo = 0, lim
η→0
u
(i)
0 (η)/η = γ exp
(
2π
√−1i/(mo + po)
)
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There exist C1 > 0 and ǫ1 > 0 such that∣∣∣η−1u(i)0 (η)− γ exp(2π√−1i/(mo + po))∣∣∣ ≤ C1|η|ǫ1 .
Lemma 7.16 Let Zη denote the support of Cok
(
ηpo+moζmoo θ
o
a,α+ poζ
po+mo
o dζo/ζo
)
on Uζo . If Uζ and Uτ are
sufficiently small, there exists a decomposition Zη =
∐po+mo
i=1 Z
(i)
η such that the following holds for any u ∈ Z(i)η :∣∣u(i)0 (η)− u∣∣ ≤ C|η|1+mo+ǫ
Here C and ǫ are positive constants which are independent of η.
Proof Take u1 ∈ Zη. There exists a possibly multi-valued holomorphic 1-form ν(ζo) dζo/ζo obtained as the
eigenvalue of θoa , such that ν(u1)+ η
−po−mopou
po
1 = 0. Because ν(ζo)−G(ζo) = O
(
ζǫ
o
)
, there exist C2 > 0 and
ǫ2 > 0, independently from η, such that the following holds for some unique i:∣∣∣η−1u1 − γ exp(2π√−1i/(po +mo))∣∣∣ ≤ C2|η|ǫ2 . (91)
We obtain a decomposition of Zη =
∐
Z
(i)
η by the condition (91).
Let u1 ∈ Z(i)η . We set Qq(x, y) :=
∑
i+j=q x
iyj . We have((
u
(i)
0 (η)/η
)−1 − (u1/η)−1)×mo∑
j=1
αjη
mo−jQj−1
(
(u
(i)
0 /η)
−1, (u1/η)−1
)− (u(i)0 /η)(u1/η)poQpo−1(u(i)0 /η, u1/η)

= O
(
|u1/η|ǫ |η|mo+ǫ
)
(92)
We obtain
∣∣(u(i)0 (η)/η)−1 − (u1/η)−1∣∣ = O(|η|mo+ǫ). Then, we obtain the desired estimate.
Let ρ be an R≥0-valued function on Cη such that ρ(η) = 1 for |η| < 1/2 and ρ(η) = 0 for |η| > 1. We set
u0 := u
(0)
0 . We consider the following C
∞-sections of Eoa,α ⊗ Ω1Xo :
µ1(vo,i, ξ) := ρ
(
|ξ|1+mo/2(ζo − u0(ξ))) vo,i dζo/ζo
µ2(vo,i, ξ) :=
(
θo
a
+ ξpo+modζpo
o
)−1(
∂Eµ1(vo,i, ξ)
)
By Lemma 7.16, if |ξ| is sufficiently large, ρ
(
|ξ|1+mo/2(ζo−u0(ξ))) is constantly 1 around Zξ. Hence, the tuple
µ(vo,i, ξ) =
(
µ1(vo,i, ξ), µ2(vo,i, ξ)
)
gives a representative of [vo,idζo/ζo].
By an elementary change of variables, we obtain the following for any δ > 0:∫ ∣∣µ1(vo,i, ξ)∣∣2h ≤ ∫ ρ(|ξ|1+mo/2(ζo − u0(ξ)))2|ζo|−2(b+δ)−2∣∣dζo dζo∣∣ ≤ C1δ|ξ|2(b+δ)−mo
Note that we have |ζo − u0(ξ)| ∼ |ξ|−1−mo/2 for ζo such that ∂ρ
(|ξ|1+mo/2(ζo − u0(ξ))) 6= 0. Hence, we also
have the following:∫ ∣∣µ2(vo,i, ξ)∣∣2h ≤ C2δ ∫ ∣∣∂ρ(|ξ|1+mo/2(ζo − u0(ξ)))∣∣2|ζo|−2(b+δ) 1∣∣∣ζo∂ζoa+ poα+ poξpo+moζpoo ∣∣∣2
≤ C3δ|ξ|2(b+δ)−2(mo+1)+2(1+mo/2) = C3δ|ξ|2(b+δ)−mo (93)
By the construction of h1, we have
∣∣[vo,idζo/ζo]∣∣2h1 ≤ ∫ (∣∣µ1(vo,i, ξ)∣∣2h + ∣∣µ2(vo,i, ξ)∣∣2h). Hence, we obtain the
desired estimate (90) for [vo,idζo/ζo]. We obtain the estimate for [vo,iζ
jdζo/ζo] similarly.
Let us consider the case (o, α) = ({0}, 0). The following lemma is easy to see.
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Lemma 7.17 Let Zw denote the support of Cok
(
θ0,0 + wdζ
)
. There exist C > 0 and ǫ > 0 such that |u| ≤
C|w|−1−ǫ holds for any u ∈ Zw.
For a holomorphic section s of C1(P∗EP,{0},0 ⊗Ω•, θ) (see §3.1.1), we consider the following C∞-sections of
EP,{0},0 ⊗ Ω1:
µ1(s, w) :=
(
ρ(ζ)− ρ(wζ)) s dζ/ζ, µ2(s, w) := (θP,{0},0 + w dζ)−1(∂µ1(s))
µ′1(s, w) := ρ(ζ) s dζ/ζ, µ
′
2(s, w) :=
(
θP,{0},0 + w dζ
)−1
(∂µ′1(s))
By Lemma 7.17, µ2 and µ
′
2 are well defined. The tuples µ(s, w) =
(
µ1(s, w), µ2(s, w)
)
and µ′(s, w) =(
µ′1(s, w), µ
′
2(s, w)
)
naturally induce the same holomorphic section of Nahm(P∗E)P . If s is a section of PcE{0},0,
then it is elementary to show the following for any δ > 0:∫ ∣∣µi(s, w)∣∣2h ≤ Cδ|w|2(c+δ)
We obtain
∣∣µ′(s, w)∣∣
h1
≤ C|w|c+δ for any δ > 0. By the construction of Nahm∗(P∗E)P,{0},0, we obtain
Nahm∗(P∗E)P,{0},0 ⊂ P∗E1. Thus, the proof of Theorem 7.12 is finished.
7.2.3 Proof of Theorem 7.13
Let us construct an isomorphism of the Higgs bundles (E, ∂E , θ) ≃ Nahm(P∗E1)|T∨\D. Let us recall the monad
construction of Nahm(E1,∇1). Let A0,i denote the space of sections ϕ of E1 ⊗Ω0,i on T ×C, such that ϕ and
∂E1ϕ are L
2 with respect to h1 and the Euclidean metric. Let A0,i denote the sheaf of holomorphic sections
of the product bundle A0,i × (T∨ \ D) over T∨ \ D. We have the morphism δi : A0,i −→ A0,i+1 induced by
∂E1 − ζ dz, and the sheaf of holomorphic sections of (E, ∂E) is isomorphic to Ker δ1/ Im δ0.
For I ⊂ {1, 2, 3}, let pI denote the projection of T∨ × T × C onto the product of the i-th components. By
the construction, we have a natural morphism Rp1∗(p∗23P<−1E ⊗ p∗12Poin) −→ A0,•. By the results in §6.2, it
is a quasi-isomorphism. Hence, we obtain a holomorphic isomorphism E ≃ Nahm(P∗E1)|T∨\D, by which we
identify them. The Higgs fields are equal, because they are induced by the multiplication of −w.
We give a preliminary. Let U ⊂ P1 be a small neighbourhood of ∞. On T × U , we have the following
decomposition
P∗E1 =
⊕
P∈Sp∞(E1)
⊕
o,α
P∗(E1)P,o,α. (94)
Fix a lift of Sp∞(E1) ⊂ T∨ to S˜p∞(E1) ⊂ C. We have the filtered bundles with an endomorphism (P∗V, g) on
U , corresponding to P∗E1. It has a decomposition (P∗V, g) =
⊕
(P∗VP,o,α, gP,o,α).
Let U ⊂ P−1(E1) be the subsheaf such that U|T×C = P−1(E1)|T×C and
U =
⊕
P
(
P−1(E1)P,{0},0 ⊕
⊕
(o,α) 6=({0},0)
P<−1(E1)P,o,α
)
(95)
around T × {∞}. We use the notation in §3.3.1.
Lemma 7.18 We have N(U) ⊂ P0E.
Proof We give an argument around 0 ∈ T∨, by supposing 0 ∈ D. The other case can be proved similarly. We
may suppose the lift of 0 ∈ D is 0 ∈ C. Let t be a holomorphic section of N(U) around 0 ∈ T∨. We have to
show |t|h = O(|ζ|−δ) for any δ > 0. It is represented by a family of C∞-sections κ(ζ) = κ1(ζ)dz + κ2(ζ)dw of
P−1E1 ⊗ Ω0,1T×P1 ⊗ L−1ζ . According to the decomposition (95), we have
κi(ζ) =
∑
P,o,α
κi(ζ)P,o,α.
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If P 6= 0, we may assume κi(ζ)P,o,α = 0 on U . (See the proof of Proposition 6.7.) Let dvol := |dzdzdwdw|.
We take a C∞-metric h2 of U . Note h1 = O(h2|w|−2+δ) for any δ > 0 on P−1(E1)P,{0},0, and h1 =
O(h2|w|−1−ǫ) for some ǫ > 0 on P<−1(E1)P,o,α for (o, α) 6= ({0}, 0). If P = 0 and (o, α) 6= ({0}, 0), we have
the following finiteness uniformly for ζ:∫
T×U
∣∣κi(ζ)0,o,α∣∣2h1 dvol ≤ C0
∫
T×U
∣∣κi(ζ)0,o,α∣∣2h2 |w|−2−ǫ dvol <∞
We have |g0,{0},0|h1 ≤ C1|w|−1 for some C1. We take a sufficiently small C2 > 0, and we put Hζ :={
w
∣∣ |w|−1 < C2|ζ|}. We can find a unique family of C∞-sections µ(ζ) of P−1E ⊗ L−1ζ on Hζ such that
(∂E + ζ dz)µ(ζ) =
(
κ1(ζ)0,{0},0dz + κ2(ζ)0,{0},0dw
)
|Hζ
.
There exists C3 > 0 such that the following holds:∫
T×{w}
|µ(ζ)|2h2 |dzdz| ≤ C3|ζ|−2
∫
T×{w}
|κ1(ζ)0,{0},0|2h2 |dzdz|
Let χ(w) be an R≥0-valued C∞-function such that χ(w) = 1 if |w|−1 ≤ C2/4 and χ(w) = 0 if |w|−1 ≥ C2/2.
We set
κ˜1(ζ) = κ1(ζ)0,{0},0 − ∂z
(
χ(wζ)µ(ζ)
)
= (1− χ(wζ))κ1(ζ)0,{0},0
κ˜2(ζ) = κ2(ζ)0,{0},0 − ∂w
(
χ(wζ)µ(ζ)
)
= (1− χ(wζ))κ2(ζ)0,{0},0 − (∂wχ)(wζ) · ζ · µ(ζ)
For any δ > 0, we have the following finiteness, which is uniform for ζ:∫
T×U
(|κ˜1(ζ)|2h2 + |κ˜2(ζ)|2h2) |dzdz| |dw dw||w|2+δ ≤ C1,δ
Hence, we have the following for any δ > 0:∫
T×U
(|κ˜1(ζ)|2h1 + |κ˜2(ζ)|2h1)|dzdzdwdw| ≤ C2,δ ∫
T×U
(|κ˜1(ζ)|2h2 + |κ˜2(ζ)|2h2)|dzdz| |dw dw||w|2+δ |ζ|−2δ ≤ C3,δ|ζ|−2δ
Hence, we obtain |t(ζ)|h ≤ C4ǫ|ζ|−δ for any δ > 0. Thus, the proof of Lemma 7.18 is finished.
Let us prove Nahm∗(P∗E1) = P∗E. We have the following, which is similar to Lemma 7.15.
Lemma 7.19 We have only to show Nahma(P∗E1) ⊂ PaE for any a.
Around each P ∈ D, we have the decomposition
Nahm∗(P∗E1) =
⊕
o,α
Nahm∗(P∗E1)P,o,α, (96)
according to the decomposition (94). We have only to prove Nahma(P∗E1)P,o,α ⊂ Pa(E). We shall argue the
case P = 0 in the following. The other case can be proved similarly. We shall omit the subscript P . We take a
small neighbourhood Uζ of P .
Let us consider the case (o, α) 6= (0, 0). Let Uτ ⊂ P1 be a small neighbourhood of ∞ with the coordinate
τ = w−1. Take a ∈ o. For each c ∈ R, we have the frame of Lemma 3.30. We have only to show∣∣[τ j
o
vo,i]
∣∣
h
= O
(
|ζ|−(b−j+po−mo/2)(po−mo)−1
)
. (97)
Here, b is the parabolic degree of vo,i.
We give a preliminary. We take a ramified covering Uu −→ Uζ given by ζ = upo−mo . We put G(τo) :=
∂wa(τo) − αpoτpoo =
∑mo
j=0 βjτ
po−j
o . We take a complex number γ such that βmoγ
po−mo − 1 = 0. If Uζ is
sufficiently small, we can take holomorphic functions η
(i)
0 (u) (i = 1, . . . , po −mo) on Uζ satisfying
G
(
η
(i)
0 (u)
)− upo−mo = 0, lim
u→0
u−1η(i)0 (u) = γ exp
(
2π
√−1i/(po −mo)
)
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There exist C1 > 0 and ǫ1 > 0 such that
∣∣∣u−1η(i)0 (u) − γ exp(2π√−1i/(po −mo))∣∣∣ ≤ C1|u|ǫ1. The following
lemma is similar to Lemma 7.16.
Lemma 7.20 Let Zu denote the support of Cok
(
ga,α−upo−mo
)
on Uτo. If Uτ and Uζ are sufficiently small, we
have a decomposition Zu =
∐po−mo
i=1 Z
(i)
u and positive constants C and ǫ such that
∣∣η(i)0 (u)− η1∣∣ ≤ C|u|1+mo+ǫ
for any η1 ∈ Z(i)u .
We set d := 1 +mo/2. We consider the following sections of E
o
a
⊗ Ω0,1:
µ1(vo,i, u) := ρ
(
|u|d(τo − η0(u))) vo,i dz
µ2(vo,i, u) :=
(
ga,α − upo−mo
)−1(
∂ρ
(
|u|d(τo − η0(u)))) vo,i
The tuple µ(vo,i, u) :=
(
µ1(vo,i, u), µ2(vo,i, u)
)
induces a section of Nahm(P∗E1)P,o,α. By Lemma 7.20,
ρ
(|u|d(τo − η0(u))) is constantly 1 around Zu. Hence, µ(vo,i, u) induces [vo,i].
By an elementary change of variables, we obtain the following for any δ > 0:∫
|µ1(vo,i, u)|2h ≤
∫ ∣∣ρ(|u|d(τo − η0(u)))∣∣2|τo|−2(b+δ)|dz dz| |dw dw|
≤ C1δ|u|−2(b+δ)−2po−2+2d = C1δ|u|−2(b+δ+po−mo/2) (98)
We also have the following:∫ ∣∣µ2(vo,i, u)∣∣2h ≤ ∫ ∫ ∣∣∂ρ(|u|d(τo − η0(u)))∣∣2|τo|−2(b+δ) 1∣∣∂wa(ζo)− αζpoo − upo−mo ∣∣2
≤ C2δ|u|−2(b+δ)−2(po−mo−1)−2d = C2δ|u|−2(b+δ+po−mo/2) (99)
Hence, we obtain the estimate (97).
Let us consider the case (o, α) = ({0}, 0). Note that N(P−1E1)0,{0},0 = N(U)0,{0},0 ⊂ Nahm0(P∗E1). Let
ν ∈ Nahm1+c(P∗E1)0,{0},0
/
N(P−1E1)0,{0},0 for −1 < c ≤ 0. We take v ∈ PcV0,{0},0 which represents ν. We
naturally regard v as a C∞-section of Pc(E1)0. Fix a sufficiently small number b > 0, and let ρ be a R≥0-valued
C∞-function on Cτ such that ρ(τ) = 1 if |τ | ≤ b/2 and ρ(τ) = 0 if |τ | ≥ b. We obtain a C∞-section ∂
(
ρ(τ)vdz
)
of P−1(E1)0⊗Ω0,2. By using H2(T ×P1,U⊗L−ζ) = 0 for any ζ, we can take a holomorphic family of C∞-forms
κ(ζ) = κ1(ζ)dz + κ2(ζ)dw of U ⊗ Ω0,1 such that ∂E⊗L−ζκ(ζ) = ∂
(
ρ(τ)vdz
)
. Then, ρ(τ)vdz − κ(ζ) induces a
holomorphic section ν˜ of Nahm1+c(P∗E1) around P which induces ν in Nahm1+c(P∗E1)/N(U).
We consider the following sections:
µ1(v, ζ) :=
(
ρ(τ) − ρ(ζ−1τ))v dz
µ2(v, ζ) := ∂
(
ρ(τ)− ρ(ζ−1τ))(g0,{0},0 − ζ)−1(v)
Then, µ1(v, ζ) + µ2(v, ζ)− κ(ζ) induces the same section ν˜.
We have the following for any δ > 0:∫ ∣∣µ1∣∣2h1 |dw dw| ≤ Cδ
∫
|τ |≥A|ζ|
|τ |−2(c+δ)−4|dτ dτ | ≤ Cδ|ζ|−2(c+1+δ)
We also have the following:∫ ∣∣µ2∣∣2h1 |dz dz| ≤ Cδ
∫ ∣∣∂ρ(ζ−1τ)∣∣2|ζ|−2|τ |−2(c+δ) ≤ Cδ|ζ|−2(c+1+δ)
Because the support of ∂(ρ(τ)v dz) is compact, we obtain
∫ |κ|2h1 dvol = O(|ζ|−δ) for any δ > 0, by the
argument in the proof of Lemma 7.18. We obtain |ν˜|h ≤ Cδ|ζ|−(c+1+δ) for any δ > 0. Thus, we obtain
Nahm1+c(P∗E1)0,{0},0 ⊂ P1+cE, and the proof of Theorem 7.13 is finished.
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7.3 Kobayashi-Hitchin correspondence for L2-instantons
7.3.1 Statements
Let P∗E1 be a good filtered bundle on (T ×P1, T ×{∞}) of degree 0 satisfying the conditions (A3). (See §2.4.1
for good filtered bundles.)
Proposition 7.21 P∗E1 is stable, if and only if Nahm∗(P∗E1) is a stable filtered Higgs bundle. (See §2.4.4 for
the stability condition of P∗E1.)
Before going to the proof, we give a consequence.
Theorem 7.22 Let P∗E2 be a stable good filtered bundle on (T × P1, T × {∞}) with deg(P∗E2) = 0. We set
E2 := (PaE2)|T×C which is independent of a. Then, there exists a Hermitian-Einstein metric h of E2 on T ×C
such that (i) its curvature is L2 with respect to h and the Euclidean metric, (ii) it is adapted to the filtered bundle
P∗E2. (See §2.2.5 for adaptedness.) Such a metric is unique up to the multiplication of positive constants.
Proof If rankE2 = 1, then E2 is the pull back of a line bundle L of degree 0 on T by the projection T×C −→ T ,
and the parabolic structure is the natural one, as in Remark 2.19. The flat metric of L induces the Hermitian-
Einstein metric of E2 adapted to P∗E2.
Suppose rankE2 > 1. By Proposition 7.21, Nahm(P∗E2) is stable. By Corollary 3.26, we have
degNahm(P∗E2) = deg(P∗E2) = 0.
By Corollary 3.28, Nahm(P∗E1) is a good filtered Higgs bundle. Hence, by the Kobayashi-Hitchin correspon-
dence for wild harmonic bundles on curves [7], we obtain an adapted harmonic metric for Nahm(P∗E1). Its
Nahm transform induces a Hermitian-Einstein metric of E1 adapted to the filtered bundle P∗E1, by Theorem
7.12 and Proposition 3.25.
Note that the converse is given in Proposition 6.4
Remark 7.23 This proof of Theorem 7.22 is based on the idea mentioned in Remark 5.13 of [8].
7.3.2 Proof of Proposition 7.21
Let us prove the “if” part in Proposition 7.21. Suppose Nahm(P∗E1) is stable. By the Kobayashi-Hitchin
correspondence for wild harmonic bundles on curves [7] (see also [40] for the case of good filtered flat bundles),
we have an adapted harmonic metric for Nahm(P∗E1). By Theorem 7.12, its Nahm transform gives an adapted
Hermitian-Einstein metric for P∗E1. By Proposition 6.4, P∗E1 is polystable. If it is not stable, the decomposi-
tion into the stable components induces a decomposition of Nahm(P∗E1), which contradicts with the stability
of Nahm(P∗E1). Hence, P∗E1 is stable.
Let us show the “only if” part in Proposition 7.21. Let (P∗E, θ) := Nahm(P∗E1). Let (P∗E′, θ′) ⊂ (P∗E, θ)
be a strict filtered Higgs subbundle with 0 < rankE′ < rankE. We obtain a subcomplex C˜•(P∗E′, θ′) ⊂
C˜•(P∗E, θ) on T∨ × T × P1. Let Y˜• =
(Y˜0 −→ Y˜1) be the quotient complex.
Lemma 7.24 The induced morphism R1p23∗
(C˜•(P∗E′, θ′)) −→ R1p23∗(C˜•(P∗E, θ)) is injective.
Proof By the construction, Y˜0 is locally free. Hence, we obtain that R0p23∗Y˜0 is torsion-free. Because
R0p23∗
(Y˜•) −→ R0p23∗Y˜0
is injective, we obtain that R0p23∗Y˜• is torsion-free. On a small neighbourhood U ⊂ P1 of ∞, we have
Rip23∗
(C˜•(P∗E′, θ′)) = Rip23∗(C˜•(P∗E, θ)) = 0 unless i = 1. It is easy to check that
R1p23∗
(C˜•(P∗E′, θ′))|T×{∞} −→ R1p23∗(C˜•(P∗E, θ))|T×{∞}
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is injective. Hence, R1p23∗
(C˜•(P∗E′, θ′))|T×U −→ R1p23∗(C˜•(P∗E, θ))|T×U is injective. Because
0 −→ R0p23∗Y˜• −→ R1p23∗
(C˜•(P∗E′, θ′)) −→ R1p23∗(C˜•(P∗E, θ))
is exact, we obtain R0p23∗Y˜• = 0, and R1p23∗
(C˜•(P∗E′, θ′)) −→ R1p23∗(C˜•(P∗E, θ)) is injective.
We define the parabolic structure of R1p23∗
(C˜•(P∗E′, θ′)) as in §3.2.1. The filtered sheaf is denoted by
P∗V1. We have a naturally defined injective morphism P∗V1 −→ P∗E1. Hence, we have deg(P∗V1) ≤ 0. By the
argument in §3.2.3, we obtain∫
T×P1
c1
(P∗V1)ωT − ∫
T×P1
c1(R
2p23∗C˜•(P∗E′, θ′))ωT = deg(P∗E′)
Because R2p23∗C˜•(P∗E′, θ′) is a torsion sheaf, we obtain
∫
T×P1 c1(R
2p23∗C˜•(P∗E′, θ′))ωT ≥ 0. Hence, we obtain
deg(P∗E′) ≤ 0, i.e., (P∗E, θ) is semistable.
We have (P∗E′, θ′) ⊂ (P∗E, θ) such that (P∗E′, θ′) is stable of degree 0. If (P∗E′, θ′) has no singularity, it is
isomorphic to O∨T with a Higgs field αdζ (α ∈ C), and hence R1p23∗C˜•(P∗E′, θ′) is a non-zero torsion subsheaf
of E1, which contradicts with Lemma 7.24. Therefore, (P∗E′, θ′) has a singularity, and Nahm∗(P∗E′, θ′) 6= 0 is
a good filtered subbundle of P∗E1. By the stability of P∗E1, we have rankNahm∗(P∗E′, θ′) = rankE1. Because
degNahm∗(P∗E′, θ′) = deg(P∗E), we have Nahm∗(P∗E′, θ′) = P∗E1 in codimension one. Because both of them
are filtered bundles, we have Nahm∗(P∗E′, θ′) = P∗E1 on T × P1. Then, we obtain (P∗E′, θ′) = (P∗E, θ) by
the involutivity of the algebraic Nahm transforms.
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