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Abstract
The subject of water-entry related problems has a wide range of applications
in industries and natural sciences. In this thesis we study the dynamics of a
solid body slamming, skimming, rebounding or sinking in shallow water. We
reconcile and extend some existing mathematical models, primarily by exploit-
ing the existence of one or more small parameters via the method of asymptotic
expansions, as well as deriving new models of interest.
This thesis begins by providing an overview of the existing solid-liquid impact
and skimming modelling; reviews of relevant literatures as well as some key
modelling assumptions used throughout the thesis are introduced. The problem
of a thin object skimming on a layer of shallow water is analysed in Chapter 2
and 3. A model that describes such an object’s motion from its moment of water
impact to eventual exit (or sinking) is introduced. Asymptotic behaviours of the
object based on its mass, moment of inertia as well various water entry profiles
are studied, yielding results in qualitative agreement with physical experiments.
We subsequently shift our modelling effort from that of a thin body to one
with non-negligible thickness in Chapter 4 and 5. In such case the unknown
position of the object’s trailing separation edge, as well as its surface curvature
pose additional modelling complexities. Chapter 4 focuses on analysing flows
in a small region enclosing the object’s trailing separation edge; analytical as
well as numerical solutions of the flow in this region are presented. Chapter 5
models the complete transition cycle of water entry to water exit for a blunt
body. A three-phase planing model is presented based on the presence of a weak
adverse pressure gradient at the trailing edge. In Chapter 6 we investigate the
phenomenon of a thin object that first undergoes a skimming motion and is
subsequently subject to flooding over its upper surface. Numerous conditions
are investigated to establish whether such an object is able to re-emerge from
water or sink to the flow bed. We conclude this thesis with summaries of our
main results and possible directions of further research.
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Chapter 1
Introduction
1.1 Background overview
Skipping stones, or a game of ducks and drakes as it is also known, is a popular
waterside activity. When thrown by a skilled hand, a rock weighting around 200
grams can continuously skip on water well over 100 meters. The current world
record stands at eighty-eight skips and was set by Kurt Steiner of USA in 2013.
The phenomenon of high velocity solid-fluid impact is of course not limited to
recreational activities, and occurs in many disciplines of engineering sciences as
well as in our natural world.
A basilisk lizard for example, native to central and south America, can grow
up to 70 centimetres in length and weights around 200 grams. The long toes on
its rear feet can unfurl wide and scaly skin fringes, which drastically increase the
surface area of its feet. When frightened, such a lizard has the ability to sprint,
upright, across the surface of water at a speed of 1.5 meters per second by rapidly
churning its rear legs, see Fig. 1.1a (National Geographic, 2014). A ship sails
through waves as water slams against its hull. Under rough conditions the ship
can elevate to a significant height with the wave and experience heavy slamming
to its bow and bottom when hitting the trough. Such high velocity impact
between the vessel and nearly incompressible seawater creates an enormous
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pressure-impulse on its hull, and may result in structural damage, internal frame
buckling as well as a vibratory response of the hull, known as “whipping”, which
in turn poses significant structural stress and fatigue to the hull (American
Bureau of Shipping, 2011). Aeroplane-landing on water, or ditching as it is
also known, is an emergency landing procedure on water. It has a significant
impact on the plane’s structural integrity and if performed incorrectly may
yield catastrophic consequences. According to the Crew Training Manual for
Boeing 737 passenger aircraft (The Boeing Company, 1999), ditching should
be carried out at a very low speed of descent of 1 to 1.5m/s and a forward
speed of about 50m/s. Such operation is significantly more challenging if severe
swells or breaking waves are present in the water. Understanding the dynamics
of high velocity solid-liquid impacts therefore has a wide range of industrial,
environmental and scientific applications.
Since the pioneering work of [34] on studying the landing of seaplanes there
have been continuous researches into this area. Early theoretical developments
such as [70, 34, 35] focused on the early stages of vertical impacts by wedge-
like objects, where the “dead-rise” angles1 are small, the impact velocities are
assumed to be constant and the penetration depths compared with the spans
of the wetted surfaces are small. The fluid under consideration was typically
idealized to be incompressible, irrotational and not subject to effects of gravity,
surface tension or viscosity. Under these assumptions [35] proposed that at an
early impact stage the wedge shaped object can be approximated by an “ex-
panding” flat body; the depth of penetration and resulting free surface elevation
at this stage are small, and the splash jets generated by the impact are thin and
have insignificant contribution to the free surface flow. Wagner formulated a
potential flow problem and linearised the free surface boundary conditions onto
one that is at rest, and the roots of spray jets due to impact are linearised
onto the surface of the impact body. Impact problems under these impositions
are collectively referred to as Wagner flow problems. Considerable amounts of
1“Dead-rise” angle: the angle between the tangent to the impact body’s surface and the
resting fluid’s free surface.
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(a) A basilisk lizard runs on water. (b) A stone skips on water.
(c) Surfboard in motion. (d) Ship slamming in rough sea.
(e) Ice crystals hitting aircraft. (f) Plane landing in water (ditching).
Figure 1.1: Various modelling applications of solid-fluid impact problems. From
top left clock-wise: a) a basilisk lizard running on water; b) a stone skips from
water into air; c) a surfboard in planing motion while carrying an adult; d) a
ship experiences slamming to its bow and bottom in the open ocean; e) ice-
crystals hitting the damp fuselage of an aeroplane; f) an airplane landing on
water.
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research and experimental studies have been dedicated to the Wagner flow prob-
lems since the initial publication of [35]. A comprehensive review of the subject
is given by [4], while [46] offers a review of various related numerical solutions
and experiments. More recent works by [77, 5] reformulated the Wagner flow
problem to one of displacement potentials and found explicit solutions to the
Wagner problem for several 3D (three-dimensional) impact body profiles.
Another class of solid-fluid impact problems concerns rigid bodies skimming
or skipping on liquid surfaces; the impact velocity is usually oblique to the free
surface and the time scale of interest is not limited to the initial stage of impact.
The solid-fluid interaction can be separated into three consecutive stages: an
initial impact stage, a subsequent planing stage and an eventual water separa-
tion or sinking stage. Early works by [7, 8] analysed the steady gliding of a plate
on a water stream of finite depth; it is demonstrated, under the assumption of
2D mass continuity condition, the difference in the stream’s depths before and
after the gliding plate directly influences its lift. [62, 21] subsequently analysed
the steady skimming motion of a surf skimmer on shallow water; in order to ac-
count for the observed free surface elevation immediately ahead of the skimmer
due to water “pile-up” effect, the upstream flow before the skimmer is divided
into two regions, and a relation of water depths in these two regions with that of
downstream behind the skimmer is obtained via matched asymptotic analysis.
[57] deployed similar pressure and momentum jump conditions in [21], a shal-
low water skipping-stone model was introduced which accounts for the stone’s
skimming motion and water-exit under hydrodynamical forces. There are also
numerous experimental studies on skimming or skipping motions; experiments
by [15, 44, 37] offer high quality observational data of thin stones or flat plates
skipping on water. These studies demonstrate the free surface elevation and
total solid-fluid surface contact area play important roles in the skimming dy-
namics, the determination of which form integral parts of a water skimming
problem.
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1.2 Research aim and thesis structure
We begin our thesis by providing a review and generalisations of some existing
methods of modelling the free skimming of objects of negligible thickness; we
will also obtain, understand and analyse certain new solutions of interest. In
particular we shall deploy the method of asymptotic expansions to analyse the
effects of various skimming configurations such as contact angle, impact speed
and body mass on such object’s skimming motion. We shall limit our discus-
sions to water layers of small depths when compared to the skimming bodies’
lengths, i.e. suppose the water depth is h and the skimming body’s length is L,
then h/L ∼ O() where  is small (  1). The model for a thin body is then
subsequently extended to incorporate a smoothly curved (blunt) object impact-
ing and skimming on water. The body’s planing behaviour and flow solutions
are analysed via method of matched asymptotic expansions. We also present
a “flooding” model which aims to analyse the motion of an initially skimming
thin body that is subsequently subject to over-head flooding. We shall ascer-
tain some conditions under which the body is able to re-emerge from water.
Throughout our thesis the fluid’s surface tension, gravity and viscosity will be
neglected, the justifications of which will be given in each model’s development
stage. Further we shall also neglect the effects of air cushioning at impact, for
relavant analysis on air cushioning effects see [2, 27, 56].
Chapter 2 analyses the skimming of a thin flat plate on shallow water with
small contact angle. We shall extend the asymptotic analysis originally intro-
duced by [57]. The early impact time asymptotic analysis work, which reduces
the complexity of the skimming model, demonstrates such simplified models
are able to capture the essential behaviours of the skimming body and ambient
fluid flow. The chapter concludes with discussions on extending the model to
incorporate multiple rebounds.
The chapter 3 presents a Liu & Smith paper [40] published in Proc. R. Soc.
2014 as part of this doctorate research. The paper is a further extension of the
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Hicks & Smith asymptotic model presented in Chapter 2, with new pressure
and body response analysis based on increased as well as reduced vertical water
entry velocity.
In Chapter 4 we focus on analysing the departure region of a skimming
object with a smooth body shape and unknown trailing edge location. Relations
between fluid velocity, pressure from underneath the skimming body and the
departure surface profile, as well as the downstream fluid velocity are derived.
The analytical results and numerical investigations for this model are presented
and compared for accuracy.
Chapter 5 extends the Hicks & Smith skimming model to incorporate a body
whose contact line with water in two dimensions is parabolic. The skimming
process of such a bluff body can be divided into two consecutive stages: an
initial impact stage and if condition permits, a subsequent planing stage. Our
analysis shows the pressure gradient at the trailing edge plays a critical role in
the planing motion of the body. We further present a three-phase planing model
for the presence of a weak adverse pressure gradient at the trailing edge.
In Chapter 6 we analyse the motion of a thin body that is initially subject
to either partial or complete flooding over its upper surface. We focus our
modelling on a surfboard in motion. This “flooding” model assists us in drawing
conditions under which a surfboard is either able to maintain its surfing motion
or sink further into water and hit the bottom of the water layer.
In Chapter 7 conclusions are drawn and future research is proposed.
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Chapter 2
Thin plate skipping on
shallow water
2.1 Introduction
The study of solid objects freely skimming and skipping on shallow water is
motivated by various industrial, environmental and recreational applications,
such as modelling ice crystals hitting wet aircraft fuselages in air; formation
of tsunamis by calving glaciers; aircraft landing on water; a game of skipping
stones and other similar water entry phenomena [75, 70, 34, 1, 57].
Early models by [62, 21] studied the dynamics of a board skimming on
shallow water. [62] provided a steady flow approximation of the pressure under-
neath a skimming board, and demonstrated that for such a board whose length
is much greater than the water depth, the steady flow theory yields remarkable
agreement with empirical observations. [21] derived a shallow water steady flow
model together with a set of pressure and momentum jump conditions at the
leading wetted edge. Neglecting any splash jet and lateral flow components, this
model is able to determine the position of the leading wetted edge and hence
the area of the contact surface; the hydrodynamic pressure force on the board
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was obtained in terms of a lift coefficient based on the ratio of water depths
before and after the board. [1] studied the early stage of vertical impact by flat
structures onto shallow waters; matched asymptotic analysis was performed in
the ambient flow regions surrounding the impact body, from which the effects
of the impact body’s shape have on the flow and pressure distribution were ob-
tained. [59] modelled a rigid cylinder falling vertically onto a resting water layer
as a basis of studying the stabilities of semi-submersed pontoons; a Wagner flow
problem was formulated and solved via method of matched asymptotic expan-
sions; the outer flow domain away from the liquid/body contact line was shown
to have a self-similar solution, and the inner flow was formulated and solved as
a classic jet problem. A study by [67] considered oblique slamming and planing
on water by incorporating a tangential velocity component to the Wagner and
Korobkin theories of normal impacts; this offers a way of connecting the theo-
ries of normal impacts with that of planing and skimming; the vertical velocity
of the impact body was assumed to be constant and therefore the rebounding
phase was not considered.
In addition to the aforementioned theoretical work, there exist various ex-
perimental studies particularly on modelling of skipping stones. [15] monitored
the impacts by a stone skipping on water. The observations suggest that a
contact angle of ∼ 20◦between the disk and water surface in general gives the
minimal time required for a rebound; it was proposed that the spinning motion
of the stone during skipping has a gyroscopic stabilising effect, which helps the
stone maintain its optimal entry angle during skipping. This experiment was
further extended by [44] to incorporate multiple skips. A separate study by [37]
examined a flat rectangular paddle with one end attached to a pivot arm and its
body planing and skipping on the surface of a shallow stream. The experiment
demonstrated that the paddle transitions from a skimming state to a skipping
state or vice versa depending on the paddle’s weight and angle of attack; it
was further observed that a build-up of a water wedge ahead of the paddle in-
creases the contact area as well as the time the paddle stays in contact with the
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underlying water, which significantly contributes to the lift on the skimming
body.
[57] proposed a model for freely skipping stones on shallow waters; the plan-
ing theory of [21] was extended to capture the unsteady interaction between the
fluid and solid body from an early impact stage to eventual rebound (separation
from water). The model describes the evolution of the body’s motion in terms of
its skimming angle, centre of mass position and its contact surface with water.
For the remainder of the chapter we shall have a review of this skipping stone
model and further extend the asymptotic analysis at small impact times; we
will also simplify the original model under certain configurations of water entry
profiles. The new findings from the asymptotic analysis shall be reconciled with
results from other aforementioned research outcomes.
2.2 Model development
Consider a hand-sized stone that is long and thin, whose shape is similar to a
flat plate, skipping on a layer of shallow water at high horizontal speed. Suppose
this plate has uniform density, with length and width of 2L and 2T respectively,
so that L and T measure the length and width from the plate’s centre of mass
to its respective edges, and that L T . We let h denote the depth of the water
layer, it being shallow implies that L  h. Assuming further that the contact
angle θ between the stone and undisturbed water surface is small (i.e. θ ∼
10◦−20◦), in two dimensions this can be idealised to a plate with large aspect
ratio as shown in Fig. 2.1. Let (u0, v0) be such a plate’s horizontal and vertical
velocity components respectively at the instant of impact; the comparatively
large horizontal speed implies v0  u0 with u0 and v0 being negative due to
our choice of coordinate system.
When a plate is going through skimming motion on water in three dimensions
(3D), a portion of water goes under the body and exits into the downstream
behind it; a portion of the water goes around the body via lateral flow and
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the rest gets thrown forward ahead of the body in the form of a spray jet.
The free surface of the stream and the jet form surfaces of discontinuity, along
which the pressure is atmospheric and the velocity is constant and equal to that
of the undisturbed upstream flow [7]. The lateral flow component cannot be
accounted for in two dimensional modelling, however experimental observations
suggest this only accounts for around 30% of the overall downstream flow [21],
therefore such neglect in any case should have limited effect on the modelling
accuracy in two dimensions (2D).
Introduce a moving Cartesian system (x, y) based on the location of the
skimming plate such that the x axis rests at the bottom of the water layer, the
y axis points vertically upwards and always passes through the plate’s centre of
mass, say (xm, ym) with xm = 0, see Fig. 2.1. In this frame of reference the
plate’s centre of mass is capable of moving up or down vertically but remains
horizontally still. The plate penetrates the free surface at angle θ, which is
subject to change as the plate moves up or down and rotates freely under the
influence of hydrodynamic forces. Throughout our analysis this plate is taken
to be skipping in the direction of the negative x axis, and the flow is idealised
to be incompressible and irrotational.
Figure 2.1: Thin flat plate with
incident angle θ0 at the instant
of impact with liquid layer at
rest, and its body thickness T is
ignored for illustration simplic-
ity. θ0 is small. At this instant
the plate’s leading edge coin-
cides with its trailing edge at
(x0, h0), with the plate’s centre
of mass at (0,−x0θ0 + h0). The
angle θ0 is small, the shallow liq-
uid layer at rest has depth of h0
and is small in comparison to
the length of the impact plate
2L.
As the body skims through water, the upstream flow ahead of it can be
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Figure 2.2: Flat body with neg-
ligible thickness in skimming
motion with water departing
smoothly from its trailing edge.
As the plate penetrates deeper
below the free-surface, water
begins to pile-up ahead of its
body. The leading edge is de-
noted as x1 and the distance
between the leading and trail-
ing edges captures the contact
surface between fluid and body.
This contact surface increases
as the body falls deeper into wa-
ter and decreases as it skips out.
Determining the surface area is
essential in determining the to-
tal lift on the body. hL and hT
are the depths of the water layer
at the leading and trailing edge.
divided into three sub-regional flows: the undisturbed upstream flow, the flow in
an elevated “pile-up” region (also known as the “jet-root” or “turn-over” region)
ahead of the body, and a spray jet which originates from the jet-root region
going tangentially away from the body in the negative x-axis direction. The
downstream flow behind the skimming body comprises a wake and undisturbed
far downstream flow. Connecting the jet-root region with the downstream wake
is the main flow region under the skimming body, this is where we shall focus
the majority of our analysis on. As the flow enters the jet-root region from
upstream, part of the flow is deflected back to the upstream in the form of a
spray jet; part of the flow goes under the body and exits into the downstream.
There exists a streamline in this jet-root region that separates such two flows;
the intersection between this streamline and the body shall be referred to as the
“leading edge”, with its horizontal position denoted as x1. The position of this
leading edge is unknown and needs to be determined as part of the flow solution.
In a similar fashion the “trailing edge” of the body refers to the point where the
flow water separates from the body and enters downstream, and we will refer
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to its horizontal position as x0. In the case of a thin body with sharp trailing
edge this position is always known1, it is given by x0 = L cos θ or approximately
x0 = L for small θ. Once the leading and trailing edge positions are determined
together with the known skimming body’s surface function, the total contact
area between the body and fluid can be determined.
Letting µ denote viscosity of the fluid and assuming incompressibility, we
have the Navier-Stokes equations in the following form:
∂u
∂t
+u ·∇u = −∇p+ 1Fr (0, 1)+
1
Re∇
2u, (with ∇·u = 0). (2.1)
Let u0 be the representative horizontal velocity of the skipping stone, the
Reynolds number Re is defined by Re = ρu0L/µ; the Froude number is given
by Fr = u20/(gh0). Here ρ is the density of the fluid, g is the acceleration due to
gravity.
For a skipping stone similar to the size of an adult’s palm of hand (say
length 2L ∼ 0.1m) travelling at speed of u0 ∼ 20km/h, we readily estimate the
Reynolds number to be Re ∼ 190, 000, Froude number to be Fr ∼ 50 and Weber
number to be We = ρu20L/σ ∼ 17, 000; therefore viscosity, gravity and surface
tension on face value have negligible effects and only pressure has a dominant
effect on the flow, i.e. we are led to the following approximate form of (2.1):
∂u
∂t
+ u · ∇u = −∇p, (with ∇ · u = 0). (2.2)
We non-dimensionalize the model parameters based on the body length L
and horizontal velocity u0 as follows:
x¯ = x
L
, y¯ = y
L
, h¯ = h
L
, u¯ = u
u0
, v¯ = v
u0
, t¯ = L
u0
, p¯ = p
ρu20
, m¯ = m
ρL2
, i¯ = ρL4i,
wherem and i are the skipping stone’s body mass and moment of inertia respec-
1This is opposed to say, a cylindrical shaped object going through skimming motion, where
its trailing edge will be unknown and needs to be determined just as does its leading edge
position. See Chapter 4 for related discussions on this topic.
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tively, and the bar notations are used to denote the non-dimensional variables.
However for the sake of simplicity we drop the bars on these non-dimensionalized
parameters, all variables from this point on are non-dimensional unless explic-
itly stated otherwise. The large differences between the horizontal and vertical
scales of our problem can be exploited further by introducing the following
scalings:
y = Y, h = H,
whereas the horizontal length x and time t are of order unity, and  = h0L  1.
The vertical component of fluid momentum equation (2.2) implies that ∂p∂Y =
0, i.e.:
p = p(x, t);
further assuming the fluid is irrotational we immediately have ∂u∂Y = 0. i.e.:
u = u(x, t);
and (2.2) at leading order can be written as:
∂u
∂t
+ u∂u
∂x
= −∂p
∂x
(x1 ≤ x ≤ x0), (2.3a)
∂u
∂t
+ u∂u
∂x
= 0 (x ≥ x0). (2.3b)
Determining the leading edge position x1 is of vital interest for later as from it
the total contact area between the liquid and the body and hence the force on
the skimming body can be determined.
We now derive the boundary conditions for our model. The kinematic
boundary condition for the fluid flow implies that particles at the surface stay
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at the surface, hence
V = ∂H
∂t
+ u∂H
∂x
; (2.4)
we can integrate the incompressibility condition from the base of the fluid flow
Y = 0 and setting V = 0 there to obtain
V = −H∂u
∂x
; (2.5)
combining (2.4), (2.5) yields the following relation:
∂H
∂t
+ ∂(uH)
∂x
= 0. (2.6)
We next concern ourselves with the boundary conditions at the leading edge.
Let HJ be the thickness of the spray jet, H0 and HT be the far upstream and
downstream water depths respectively, the continuity condition then yields:
(
1− dx1
dt
)
H0 =
(
1− dx1
dt
)
HJ +
(
1− dx1
dt
)
HT . (2.7)
This is the same relation used in [21, 7, 8]. In addition let HL be the depth of
the water layer at the leading edge x = x1 with flow velocity of u(x1, t), the flux
through this leading edge must match with that at the trailing edge:
(
u(x1, t)− dx1
dt
)
HL =
(
1− dx1
dt
)
HT . (2.8)
See Fig. 2.2 for a visual illustration.
Underneath the skimming body we expect there to be a high pressure region
which provides the body with lift; in the wake and the downstream flow region
the pressure is atmospheric p0, which we shall set to be zero without loss of gen-
erality. By Bernoulli’s equation we have the following relation for the pressure
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differences at the leading edge:
p(x1, t) +
1
2
(
u(x1, t)− dx1
dt
)2
= 12
(
1− dx1
dt
)2
. (2.9)
In addition the balance of horizontal momentum demands that the force due to
pressure differences on the body balances the change of total momentum, that
is:
p(x1, t)HL = HJ
(
1− dx1
dt
)2
+H0
(
1− dx1
dt
)2
−HL
(
u(x1, t)− dx1
dt
)2
;
substituting in (2.7), (2.8) and (2.9) and re-arranging gives the following rela-
tion:
(
u(x1, t)− dx1
dt
)/(
1− dx1
dt
)
= 2H(x1, t)−
1
2 − 1. (2.10)
Equations (2.9) and (2.10) comprise the leading edge pressure-jump condition
deployed by [21, 57].
As pressure has a dominant effect on the fluid flow underneath the body,
by Newton’s third law of reciprocity we have the following vertical and angular
momentum equations for the body:
∫ x0
x1
p(x, t) cos θds = md
2ym
dt2
− mFr , (2.11a)∫ x0
x1
{(x− xm)p(x, t) cos θ + (y − ym)p(x, t) sin θ}ds = id
2θ
dt2
. (2.11b)
Scale the mass and moment of inertia as M = m, I = i respectively; given
that θ is small and provided that Fr is large, then the above equations can be
written to leading order as:
∫ x0
x1
p(x, t)ds = M d
2Ym
dt2
, (2.12a)∫ x0
x1
(x− xm)p(x, t)ds = I d
2θ
dt2
. (2.12b)
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Notice that the angle θ now has order unity.
Suppose the thickness of the body is T (x), then H, the depth of the liquid
layer underneath the body, is given by:
H(x, t) = Ym(t) + (x− xm)θ(t)− T (x), (x1 ≤ x ≤ x0). (2.13)
The fluid flow horizontal momentum equation (2.3), mass conservation and
kinematic boundary condition (2.6), leading edge pressure jump conditions (2.9)
and (2.10), liquid layer depth equation (2.13), skimming plate’s momentum
equations (2.12) constitute the system of equations that governs the movement
of the body and the fluid. In the following section we shall derive a linearised
system for this model and seek its analytical as well as numerical solutions.
2.3 Linearised flow
The model which is comprised of (2.3), (2.6), (2.9), (2.10), (2.12) and (2.13),
derived in the previous section is difficult to analyse in its current form; more
analytical insights and a comparatively simpler numerical solution scheme can
be obtained by seeking a linearised form the model. We do so by introducing an
asymptotically small variable ˜ such that ˜ 1, and expand the original system
variables as follows:
H = 1 + ˜H˜ +O(˜2), (2.14a)
Ym = 1 + ˜Y˜ +O(˜2), (2.14b)
u = 1 + ˜u˜+O(˜2), (2.14c)
p = 0 + ˜p˜+O(˜2), (x1 ≤ x ≤ x0) (2.14d)
θ = θ0 + ˜θ˜ +O(˜2), (2.14e)
T = ˜T˜ . (2.14f)
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From this point on unless specified otherwise we shall deal exclusively with the
linearised O(˜) variables, and for the sake of simplicity we drop the tilde signs on
these variables. Substituting these linearised variables back into our governing
equations, the fluid flow horizontal momentum (2.3) becomes:
∂u
∂t
+ ∂u
∂x
= −∂p
∂x
, (x1 ≤ x ≤ x0), (2.15a)
∂u
∂t
+ ∂u
∂x
= 0, (x ≥ x0); (2.15b)
the kinematic boundary condition (2.6) is simplified to:
∂H
∂t
+ ∂H
∂x
+ ∂u
∂x
= 0; (2.16)
the leading edge pressure and momentum jump conditions (2.9), (2.10) become:
p(x1, t) +
(
1− dx1
dt
)
u(x1, t) = 0, (2.17)
u(x1, t) = −
(
1− dx1
dt
)
H(x1, t); (2.18)
the liquid layer depth equation (2.13) becomes:
H(x, t) = Y (t) + (x− xm)θ(t)− T (x), (x1 ≤ x ≤ x0); (2.19)
finally the skimming body’s momentum equations (2.12) are written as:
M
d2Y
dt2
=
∫ x0
x1
p(x, t)dx, (2.20a)
I
d2θ
dt2
=
∫ x0
x1
(x− xm)p(x, t)dx. (2.20b)
Assuming the skimming body’s thickness T is at most quadratic in x, i.e.
T = Ax2 + Bx + C with A, B and C being constants, then by (2.15a), (2.16)
the pressure can be at most cubic in x. We therefore express pressure in the
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following form:
p(x, t) = γ3(t)x3 + γ2(t)x2 + γ1(t)x+ γ0(t), (2.21)
where the γ coefficients are functions of time and need to be solved as part of
the system.
In the wake and downstream flow region the pressure is atmospheric and
equals to zero, the pressure relation (2.21) yields:
p0 = p(x0, t) = γ3x30 + γ2x20 + γ1x0 + γ0 = 0. (2.22)
At the body’s leading edge a pressure relation can be obtained by combining
the linearised leading edge jump conditions (2.17) and (2.18) such that:
γ3x
3
1 + γ2x21 + γ1x1 + γ0 = (Y + x1θ)(1−
dx1
dt
)2. (2.23)
For the purpose of a thin body analysis we will neglect the thickness of the
body for the rest of this chapter and set T = 0. The water separation process
from a blunt skimming body is analysed in more detail in Chapter 4; the case
for which a skimming body with non-negligible thickness is considered in the
analysis of Chapter 5.
Setting the body thickness functions’ coefficients A, B and C to 0, inte-
grate the equation (2.16) with (2.19) gives the following expression for the fluid
horizontal velocity:
u(x, t) = D(t)− x
2
2
dθ
dt
+ x
(
xm
dθ
dt
− dY
dt
− θ
)
, (2.24)
where D(t) is a function of time and represents the fluid velocity at x = 0.
Combine this result with the jump condition (2.17) gives us one more relation
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for the leading edge pressure in addition to (2.25):
γ3x
3
1 + γ2x21 + γ1x1 + γ0 = [
x21
2
dθ
dt
+ x1(
dY
dt
+ θ)−D](1− dx1
dt
); (2.25)
these two coupled non-linear ODEs give the conditions that the pressure at
the leading edge must satisfy. The pressure coefficients γ can be obtained by
asymptotic analysis of (2.24), (2.22) and (2.15a):
γ1 = −dD
dt
+ dY
dt
+ θ, (2.26a)
γ2 =
1
2
d2Y
dt2
+ dθ
dt
, (2.26b)
γ3 =
1
6
d2θ
dt2
. (2.26c)
Finally substituting the pressure equation into the body’s vertical and angular
momentum equations (2.20) we obtain:
M
d2Y
dt2
= γ34 (x
4
0 − x41) +
γ2
3 (x
3
0 − x31) +
γ1
2 (x
2
0 − x21) + γ0(x0 − x1),
(2.27a)
I
d2θ
dt2
= γ35 (x
5
0 − x51) +
γ2
4 (x
4
0 − x41) +
γ1
3 (x
3
0 − x31) +
γ0
2 (x
2
0 − x21).
(2.27b)
Our task is to solve the system of eight equations comprising (2.22), (2.23)
and (2.25) - (2.27) for eight unknowns: γ0 - γ3, x1, Y , θ and D.
2.4 Analysis of water entry at small time
At the instant of impact when time t = 0 the body’s wetted leading edge
coincides with its trailing edge, i.e. x1(t) = x0 and the height of the body’s
centre of mass Y (t) at t = 0, call it Y0, is given by Y0 = −x0θ0 in the linearised
regime of (2.14). At a time shortly after impact, say for t ∼ O(δ) with δ  1, we
expect the system variables to evolve slightly from their original impact states,
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therefore we seek their asymptotic expansions of the following form:
x1(t) = x0 + δx11(t) + δ2x12(t) +O(δ3), (2.28)
θ(t) = θ0 + δθ1(t) + δ2θ2(t) + δ3θ3(t) +O(δ4), (2.29)
Y (t) = Y0 + δY1(t) + δ2Y2(t) + δ3Y3(t) +O(δ4), (2.30)
D(t) = D0(t) + δD1(t) + δ2D2(t) + δ3D3(t) +O(δ4), (2.31)
with the condition:
Y0 = −θ0x0 = Const. (2.32)
As the pressure coefficient γ1 in (2.26a) contains only first order derivatives of
t, for t ∼ O(δ) we expect its leading order term to be O(δ−1). By the same line
of reasoning we may also expect the leading order terms for rest of the pressure
coefficients γ0, γ2 and γ3 to be O ∼ (δ−2), however due to the fact that Y
and θ are constants at the leading order, all O(δ−2) terms of these coefficients
are trivially zero, we are therefore led to the conclusion that all the pressure
coefficient terms are at most O(δ−1) and their asymptotic expansions are:
γ0 =
1
δ
γ00 + γ01 + δγ02 + δ2γ03 +O(δ3), (2.33a)
γ1 =
1
δ
γ10 + γ11 + δγ12 + δ2γ13 +O(δ3), (2.33b)
γ2 =
1
δ
γ20 + γ21 + δγ22 + δ2γ23 +O(δ3), (2.33c)
γ3 =
1
δ
γ30 + γ31 + δγ32 + δ2γ33 +O(δ3). (2.33d)
We now are ready to apply the asymptotic expansions of these variables (2.28)
- (2.33d) into our system of equations (2.22), (2.23) and (2.25) - (2.27).
Apply asymptotic expansions to the trailing edge pressure condition (2.22)
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and collecting terms of the same order produces, for γ0:
O(1
δ
) : γ00 = −γ30x30 − γ20x20 − γ10x0, (2.34a)
O(1) : γ01 = −γ31x30 − γ21x20 − γ11x0, (2.34b)
O(δ) : γ02 = −γ32x30 − γ22x20 − γ12x0; (2.34c)
likewise for γ1 and with dt ∼ O(δ) in mind we obtain:
O(1
δ
) : γ10 = −D˙0, (2.35a)
O(1) : γ11 = θ0 + Y˙1 − D˙1, (2.35b)
O(δ) : γ12 = θ1 + Y˙2 − D˙2; (2.35c)
similarly for γ2:
O(1
δ
) : γ20 =
1
2 Y¨1, (2.36a)
O(1) : γ21 =
1
2 Y¨2 + θ˙1, (2.36b)
O(δ) : γ22 =
1
2 Y¨3 + θ˙2; (2.36c)
and for γ3 we have:
O(1
δ
) : γ30 =
1
6 θ¨1, (2.37a)
O(1) : γ31 =
1
6 θ¨2, (2.37b)
O(δ) : γ33 =
1
6 θ¨3. (2.37c)
These asymptotic relations of γ will be applied to the model’s pressure equations
(2.22), (2.23), (2.25) and the skimming body’s momentum equations (2.27).
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Asymptotic expansions of the first leading edge pressure condition (2.23) gives:
O(1
δ
) : γ30x30 + γ20x20 + γ10x0 + γ00 = 0, (2.38a)
O(1) : γ31x30 + 3γ30x20x11 + 2γ20x0x11 + γ21x20 + γ11x0 + γ10x11 + γ01
= (1− x˙11)2(Y0 + x0θ0) = 0, (2.38b)
O(δ) : γ32x30 + γ22x20 + 3γ30x0x211 + 3γ30x20x12 + 3γ31x20x11 + γ20x211
+ 2γ20x0x12 + γ12x0 + γ10x12 + γ11x11 + 2γ21x0x11 + γ02 =
(x˙11 − 1)2(Y1 + x0θ1 + θ0x11) + 2x˙12(x˙11 − 1)(Y0 + x0θ0). (2.38c)
The O(δ−1) terms in the above expansion are zero due to (2.34a). At order unity
the right-hand side (R.H.S.) of (2.38b) is zero due to (2.32), and substituting
values of γ into the left-hand side (L.H.S.) implies:
D˙0 = x0Y¨1 +
1
2x
2
0θ¨1, (2.39)
hence:
D0 = x0Y˙1 +
1
2x
2
0θ˙1 +Dconst, (2.40)
where Dconst is a constant and can be determined from the second leading edge
pressure condition (2.25). At O(δ), substituting values of γ into equation (2.38c)
and simplifying we obtain the following second order ODE:
1
2(Y¨1 + x0θ¨1)x
2
11 + (Y¨2 +
1
2x0θ¨2 + 2θ˙1)x0x11 + (θ0 + Y˙1 − D˙1)x11 =
(1− x˙11)2(Y1 + x0θ1 + θ0x11). (2.41)
Applying the same asymptotic analysis to the second leading edge pressure
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condition (2.25) gives:
O(1
δ
) : γ30x30 + γ20x20 + γ10x0 + γ00 = 0, (2.42a)
O(1) : γ31x30 + 3γ30x20x11 + 2γ20x0x11 + γ21x20 + γ11x0 + γ10x11 + γ01
= (1− x˙11)(12x
2
0θ˙1 −D0 + x0θ0 + x0Y˙1), (2.42b)
O(δ) : γ32x30 + γ22x20 + 3γ30x0x211 + 3γ30x20x12 + 3γ31x20x11 + γ20x211
+ 2γ20x0x12 + γ12x0 + γ10x12 + γ11x11 + 2γ21x0x11 + γ02 =
(1− x˙11)(x0θ1 + x11θ0 −D1 + x0Y˙2 + x11Y˙1 + x0x11θ˙1 + 12x
2
0θ˙2)
+ x˙12(D0 − x0θ0 − x0Y˙1 − 12x
2
0θ˙1). (2.42c)
As the two leading edge pressure equations (2.23), (2.25) share the same L.H.S.,
matching equations (2.38b) and (2.42b) gives:
D0 = x0θ0 + x0Y˙1 +
1
2x
2
0θ˙1, (2.43)
hence Dconst from equation (2.40) is:
Dconst = x0θ0. (2.44)
Therefore a short time after impact, the leading order fluid velocity D0 be-
neath the impact body’s centre of mass is determined by the body’s leading
order vertical velocity, angular velocity and configurations of system geometry
at entry.
Substituting γ expansions into equation (2.42c) gives:
1
2(Y¨1 + x0θ¨1)x
2
11 + (Y¨2 +
1
2x0θ¨2 + 2θ˙1)x0x11 + (θ0 + Y˙1 − D˙1)x11 =
(1− x˙11)(x0θ1 + x11θ0 −D1 + x0Y˙2 + x11Y˙1 + x0x11θ˙1 + 12x
2
0θ˙2), (2.45)
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which can be combined with (2.41) to obtain an expression for D1:
D1 = x0Y˙2 +
1
2x
2
0θ˙2 + (Y1 +x0θ1 +x11θ0)x˙11 +x0x11θ˙1 +x11Y˙1−Y1. (2.46)
Therefore the D˙1 term can be expressed as:
D˙1 = x0Y¨2 + x11Y¨1 + x0x11θ¨1 +
1
2x
2
0θ¨2 + (Y1 + x0θ1 + θ0x11)x¨11 − Y˙1
+(2Y˙1 + 2x0θ˙1 + θ0x˙11)x˙11. (2.47)
Substituting this result into equation (2.41) gives us a coupled second order ODE
which captures the relations between three unknown leading order asymptotic
expansion variables of X1, Y and θ:
θ0x11(1− x˙211)− (Y1 + x0θ1 + x11θ0)(1− x˙11)2 + 2x11(Y˙1 + x0θ˙1)(1− x˙11)
= (Y1 + x0θ1 + θ0x11)x11x¨11 +
1
2x
2
11Y¨1 +
1
2x0x
2
11θ¨1. (2.48)
Notice further that D, which represents the fluid’s velocity at x = 0 is elimi-
nated from this asymptotic system. This relation together with the linearised
body momentum equations derived in the subsequent sections comprise the full
linearised governing system for the fluid and body motions. In the subsequent
analysis we shall focus on asymptotic expansions of the skimming body’s ver-
tical and angular momentum equations (2.27a) and (2.27b), and obtain two
additional equations involving the three unknowns x11, θ1 and Y1.
It is important to note that in the asymptotic analysis of the linear and
angular momentum equations, the order of impact body’s mass M and moment
of inertia I play vital roles in influencing the behaviour of the centre of mass
height Y and liquid surface contact angle θ. To understand the significance of
these relations, we shall conduct analysis for various orders of M and I in the
subsequent sections.
27
2.4.1 Mass and moment of inertia of order unity
In this section we analyse the effects of a skimming body having body mass and
moment of inertia of order unity. For a thin flat body with uniform density, its
moment of inertia at most can be M/4. However in many physical applications
such as a game of skipping stones, the body can be given a spin which stabilises
its contact angle with water via gyroscopic effect. This stabilization effect can
be modelled in 2D by increasing the body’s moment of inertia to be greater than
what seemingly possible for a flat body. Hence for an impact body with mass
and moment of inertia of both order unity, the vertical momentum equation
(2.27a) can be asymptotically expanded as:
O( 1
δ2
) : MY¨0 = 0, (2.49a)
O(1
δ
) : MY¨1 = 0, (2.49b)
O(1) : MY¨2 = −γ00x11 − γ10x0x11 + γ20x20x11 − γ30x30x11 = 0. (2.49c)
Given that Y¨1 = 0, so Y1 is at most linear with terms of t. Suppose the impact
object has an initial vertical velocity of V0, then at time t ∼ O(δ) we expect:
Y˙1 = Const = V0, (2.50)
i.e. Y1 can be written as Y1 = V0t+ Yc where Yc is a constant.
Asymptotic expansions of angular momentum equation (2.27b) gives:
O( 1
δ2
) : Iθ¨0 = 0, (2.51a)
O(1
δ
) : Iθ¨1 = 0, (2.51b)
O(1) : Iθ¨2 = −γ00x0x11 − γ10x20x11 − γ20x30x11 − γ30x40x11 = 0; (2.51c)
again from (2.51b) we expect θ1 to be linear in time t for t ∼ O(δ) such that:
θ˙1 = Const = ω0, (2.52)
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where ω0 is used to denote the impact body’s initial angular velocity upon
impact, hence θ1 = ω0t+ θc where θc is a constant.
Given that both Y1 and θ1 scales linearly with t a small time after impact,
we expect that x11 to be at most linear in t, i.e. x¨11 = Y¨1 = θ¨1 = 0. This
implies that (2.48) can be written as:
(Y1 + x0θ1 + 2θ0x11)x˙11 + 2(V0 + x0ω0)x11 − x0θ1 − Y1 = 0. (2.53)
Differentiating this equation with respect to t and rearranging gives us a quadratic
equation for x˙11:
2θ0(x˙11)2 + 3(Y˙1 + x0θ˙1)x˙11 − (Y˙1 + x0θ˙1) = 0, (2.54)
and x11 can therefore be found as:
x11 =
−3(V0 + x0ω0) +
√
9(V0 + x0ω0)2 + 8θ0(V0 + x0ω0)
4θ0
t. (2.55)
We find this result for x11 is in agreement with the analysis of Hicks & Smith
(2010) [57].
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Figure 2.3: Comparing the an-
alytical solution of x11 with its
numerical solution for the case
of M and I order unity. The
graph shows that these two re-
sults are in excellent agreement.
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2.4.2 Impact body with small mass
For the scenarios of a light skimming body, such as M ∼ O(δ), M ∼ O(δ2)
while the moment of inertia I is fixed at order unity, our analysis finds that at
early impact times there is no change in the body’s vertical velocity, i.e. Y¨1 = 0.
Hence as with the case ofM and I both being order unity, the liquid pressure at
small time after impact is unable to generate sufficient lift to affect the body’s
vertical and angular velocities at leading orders.
If the body mass is sufficiently small however, i.e. M ∼ O(δ3) while I
remains order unity, the asymptotic expansions of the governing equations (2.22)
- (2.26c) and (2.27b) are the same as those listed in section 2.3 and 2.4.1.
The asymptotic expansion for the vertical momentum equation (2.27a) however
becomes:
O(δ) : MY¨0 = −γ31x30x11 − γ21x20x11 − γ11x0x11 − γ01x11 − γ30x30x12
− γ20x20x12 − γ10x0x12 − γ00x12 −
3
2γ30x
2
0x
2
11 − γ20x0x211
− 12γ10x
2
11 =
1
2D˙0x
2
11 −
1
2 Y¨1x0x
2
11 −
1
4x
2
0x
2
11θ¨1; (2.56a)
O(δ2) : MY¨1 = −γ31x30x12 − γ21x20x12 − γ11x0x12 − γ01x12 − γ32x30x11
− γ22x20x12 − γ12x0x11 − γ02x11 −
1
2γ11x
2
11 −
1
3γ20x
3
11
− γ21x0x211 − γ30x0x311 − γ10x11x12 −
3
2γ31x
2
0x
2
11
− 2γ20x0x11x12 − 3γ30x20x11x12 = −
1
2(θ0 + Y˙1 − D˙1)x
2
11
− 16x
3
11Y¨1 − (
1
2 Y¨2 + θ˙1)x0x
2
11 −
1
6x0x
3
11θ¨1 −
1
4x
2
0x
2
11θ¨2.
(2.56b)
The L.H.S. of the O(δ) equation is zero since Y¨0 = 0. Re-arranging this
equation (2.56a) gives the same result as (2.39) for D˙0. At O(δ2), substitut-
ing values of γ into equation (2.56b) and re-arranging we obtain the following
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relation for Y¨1:
(M+ 16x
3
11)Y¨1 = −
1
6x0x
3
11θ¨1−
1
4x
2
0x
2
11θ¨2−
1
2(θ0+Y˙1−D˙1)x
2
11−(
1
2 Y¨2+θ˙1)x0x
2
11.
(2.57)
The equation (2.41) obtained from section (2.3) can also be written as a expres-
sion of Y¨1:
1
2x
3
11Y¨1 = −
1
2x0x
3
11θ¨1 −
1
2x
2
0x
2
11θ¨2 − (θ0 + Y˙1 − D˙1)x211 − (Y¨2 + 2θ˙1)x0x211
+ x11(1− x˙11)2(Y1 + x0θ1 + θ0x11); (2.58a)
combining these two equations yields a second order ODE for Y1:
Y¨1 =
x0x
3
11θ¨1 − 6x11(1− x˙11)2(Y1 + x0θ1 + θ0x11)
12M − x311
. (2.59)
This equation together with (2.48) forms a coupled second order non-linear ODE
system for x11 and Y1. Substituting in θ¨1 = 0 from (2.51b), re-arranging these
two equations and setting u = x˙11, V = Y˙1 gives:
u = x˙11, (2.60a)
V = Y˙1, (2.60b)
u˙ = θ0(1− u
2) + 2(V + x0ω0)(1− u)
Y1 + x0ω0t+ θ0x11
+ 3x
2
11(1− u)2
12M − x311
− (1− u)
2
x11
,
(2.60c)
V˙ = −6x11(1− u)
2(Y1 + x0ω0t+ θ0x11)
12M − x311
; (2.60d)
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with the following initial conditions:
x11(0) = −0,
u(0) = −3(V0 + x0ω0) +
√
9(V0 + x0ω0)2 + 8θ0(V0 + x0ω0)
4θ0
,
Y1(0) = −0,
V (0) = V0,
where ω0 denotes the body’s initial angular velocity at instant of impact and it
is known. The initialization value of ‘−0’ for x11(0) and Y1(0) indicates they
should be set to a small value less than zero.
This coupled first order ODE system is solved numerically using a 5th order
Adam-Bashforth-Moulton Predictor-Corrector method, see Fig. 2.4. Its result
is compared with the full system solution at t ∼ O(δ) and the two results are
shown to be in good agreement, see Fig. 2.5.
This particular system configuration where t ∼ O(δ), M ∼ O(δ3) with the
rest of system variables being order unity is significant: under these conditions
the hydrodynamic pressure exerted on the impact body from underneath is sig-
nificant enough to influence x11 and Y1 immediately after the instant of impact.
As a result the body is able to complete the transition from initial impact to
rebound from the liquid in the t ∼ O(δ) regime. The rebound from the liquid is
characterized by the body’s leading wetted edge traversing back to the trailing
edge (i.e. x1 → 0). As demonstrated in Fig. 2.5, the solutions obtained via our
asymptotic analysis treatment are in good agreement with the numerical solu-
tions of the full system. We therefore reduced the full system of eight equations
(2.22) - (2.27) to a system of two coupled ODE equations: (2.48) and (2.59). An
interesting observation in Fig. 2.5 is that the body’s height and velocity upon
exit are greater than its respective entry conditions. This is a phenomenon
known as “super-elastic” effect, which is also observed in empirical studies by
[37].
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Figure 2.4: Numerical solutions for the
system (2.60) with x0 = 1, x11(0) =
−0.1, Y1(0) = −0.1, θ0 = −2, u(0) =
−1, V (0) = −1 and ω0 = 0. The solu-
tion demonstrates that for a body with
very small body mass, i.e. M ∼ O(δ3),
it is able to complete the transition from
initial impact to final exit from the liq-
uid layer inside the t ∼ O(δ) regime.
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Figure 2.5: Numerical solutions for the configuration of M ∼ O(δ3) and I ∼
O(1). The graph on the left demonstrates the numerical solution of the linearised
skimming system in Section 2.3; the graph on the right is obtained by solving
the asymptotic system (2.60) combined with the leading order initial conditions
of x1(0) = 1, Y (0) = 2, u(0) = 0 and V (0) = 0. The results demonstrate that
the two system solutions are in good agreement.
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2.4.3 Impact body with small moment of inertia
As shown in the previous section, when mass M is sufficiently small (no greater
than O(δ3)) the liquid pressure has a significant effect on the vertical trajectory
of the impact body at a small time after entry. We now analyse the effects of
small I on the impact body’s incident angle θ.
For the scenarios of I ∼ O(δ) and I ∼ O(δ2) withM fixed at order unity, our
analysis finds the angular velocity is unchanged in such small time, i.e. θ¨1 = 0,
while Y¨1 = 0 from the vertical momentum equation (2.49b). Hence just as with
the case of M and I being order unity in section 2.4.1, the liquid pressure at
small times after impact is unable to generate sufficient lift to affect the body’s
vertical and angular velocities at leading orders.
For M ∼ O(1), I ∼ O(δ3), the asymptotic expansions of the governing equa-
tions (2.22) - (2.26c) and (2.27a) are the same as those listed in section 2.3 and
section 2.4.1, however the asymptotic expansions of (2.27b) becomes:
O(δ) : Iθ¨0 = −γ31x40x11 − γ21x30x11 − γ11x20x11 − γ01x0x11 − γ30x40x12
− γ20x30x12 − γ01x0x11 − γ30x40x12 − γ20x30x12 − γ10x20x12 − γ00x0x12
− 2γ30x30x211 −
3
2γ20x
2
0x
2
11 − γ10x0x211 −
1
2γ00x
2
11
= −12x
2
0x
2
11(
1
2x0θ¨1 + Y¨1 −
1
x0
D˙0) = 0. (2.62a)
O(δ2) : Iθ¨1 = −γ31x40x12 − γ21x30x12 − γ11x20x12 − γ01x0x12 − γ32x40x11
− γ22x30x11 − γ12x20x11 − γ02x0x11 − 4γ30x30x11x12 − 3γ20x20x11x12
− 2γ10x0x11x12 − γ00x11x12 − 2γ31x30x211 −
3
2γ21x
2
0x
2
11 − γ11x0x211
− 12γ01x
2
11 − 2γ30x20x311 − γ20x0x311 −
1
3γ10x
3
11 = −
1
6x0x
3
11Y¨1
− 16x
2
0x
3
11θ¨1 −
1
4x
3
0x
2
11θ¨2 − (
1
2 Y¨2 + θ˙1)x
2
0x
2
11 −
1
2(θ0 + Y˙1 − D˙1)x0x
2
11.
(2.62b)
The Y2 terms in equation (2.62b) can be eliminated by combining it with equa-
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tion (2.41), and after simplification we obtain the following equation for θ1:
θ¨1 =
x0x
3
11Y¨1 − 6x0x11(Y1 + x0θ1 + θ0x11)(1− x˙11)2
12I − x20x311
. (2.63)
Given that Y1 = V t + Yc for mass M ∼ O(1) as demonstrated in Section
2.4.1, equation (2.63) together with (2.48) form a system of two coupled non-
linear ODEs for two unknowns: x11 and θ1. Rearranging these two equations
and setting u = x˙11, w = θ˙1 gives:
u = x˙11, (2.64a)
ω = θ˙1, (2.64b)
u˙ = θ0(1− u
2) + 2(V0 + x0ω)(1− u)
Y1 + x0θ1 + θ0x11
+ 4x
2
0x
3
11 − 12I
12Ix11 − x20x411
(1− u)2, (2.64c)
ω˙ = −6x0x11(Y1 + x0θ1 + x11θ0)(1− u)
2
12I − x20x311
, (2.64d)
with the following initial conditions:
x11(0) = −0, (2.65a)
u(0) = −3(V0 + x0ω0) +
√
9(V0 + x0ω0)2 + 8θ0(V0 + x0ω0)
4θ0
, (2.65b)
θ1(0) = +0, (2.65c)
ω(0) = ω0. (2.65d)
The initialization value of ‘−0’ for x11(0) indicates it is set to a small value less
than zero, whereas ‘+0’ for θ1(0) indicates it is set to a small value greater than
zero. The numerical solutions of this coupled system suggests that for a body
with sufficiently small moment of inertia (I no greater than O(δ3)), it is able
to rebound from the liquid layer within a short time period (t ∼ O(δ)) after
impact. It is worth noting that this rebound phenomena is not “usual” in the
sense that the body separates from the liquid layer with an upward momentum
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generated by the pressure from the liquid layer below, rather the body’s contact
angle with the liquid layer changes rapidly after the instant of impact to one
that’s more parallel aligned with the undisturbed liquid surface. The “flatting”
of the contact angle in effect reduces the body’s wetted contact range, this is
eventually reduced to a single point at the trailing edge and the body effectively
separates from the liquid layer. During this entire process however, the body
is still traveling with a downward vertical velocity of V0. In reality this body
would eventually fall onto the liquid layer again at a much smaller contact angle
θ ∼ O(δ), and as we will see in the later section, it will be difficult for the body
to achieve a rebound with a small contact angle unless its vertical velocity at
impact is also extremely small.
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Figure 2.6: Numerical solution of the
system (2.64) with initial conditions:
x11(0) = −0.1, Y1 = 0, θ1(0) = 0,
u(0) = −1, V0 = −1 and ω(0) = 0.
The solution demonstrates that for a
body with very small moment of iner-
tia, i.e. I ∼ O(δ3), it is able to com-
plete the transition from initial impact
to final exit from the liquid layer inside
the t ∼ O(δ) regime.
2.4.4 Impact body with small mass and moment of inertia
For the case of an impact body with both small mass and moment of inertia,
i.e. M ∼ O(δ3), I ∼ O(δ3), the hydrodynamic pressure has noticeable effects on
both Y1 and θ1 at small time t ∼ O(δ) as indicated from the previous analysis,
and the three equations (2.48),(2.59) and (2.63) form a system of non-linear
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Figure 2.7: Numerical solutions for the configuration of M ∼ O(1) and I ∼
O(δ3). The graph on the left demonstrates the numerical solutions of the full
system, while solutions in the right graph are obtained by solving the asymptotic
system (2.64) combined with the leading order initial conditions of x1(0) = 1,
θ1(0) = −2, u(0) = 0 and ω(0) = 0.
ODEs for the three unknowns x11, Y1 and θ1:
(Y1 + x0θ1 + θ0x11)x11x¨11 +
1
2x
2
11Y¨1 +
1
2x0x
2
11θ¨1 = θ0x11(1− x˙211)
− (Y1 + x0θ1 + x11θ0)(1− x˙11)2 + 2x11(Y˙1 + x0θ˙1)(1− x˙11), (2.66a)
(12M − x311)Y¨1 − x0x311θ¨1 = −6x11(Y1 + x0θ1 + θ0x11)(1− x˙11)2, (2.66b)
(12I − x20x311)θ¨1 − x0x311Y¨1 = −6x0x11(Y1 + x0θ1 + θ0x11)(1− x˙11)2.
(2.66c)
These equations can be rearranged to the following:
u = x˙11, (2.67a)
V = Y˙1, (2.67b)
ω = θ˙, (2.67c)
u˙ = 3βx
2
11(1− x˙11)2
12M − βx311
+ θ0(1− x˙
2
11) + 2(1− x˙11)(Y˙1 + x0θ˙1)
Y1 + x0θ1 + θ0x11
− (1− x˙11)
2
x11
,
(2.67d)
V˙ = −6x11(Y1 + x0θ1 + θ0x11)(1− x˙11)
2
12M − βx311
, (2.67e)
ω˙ = αY¨1. (2.67f)
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where α = MI x0 and β = 1 + αx20, with the following initial conditions:
x11(0) = −0, u(0) = −3(V0 + x0ω0) +
√
9(V0 + x0ω0)2 + 8θ0(V0 + x0ω0)
4θ0
,
Y (0) = −0, V (0) = V0,
θ1 = +0, ω(0) = ω0,
as usual ‘−0’ for x11(0) and Y (0) indicates they are initialized to a small value
less than zero; ‘+0’ for θ1(0) indicates it is set to a small value greater than
zero. One immediate observation follows from the above system: the leading
order angular acceleration θ¨1 evolves on a linear scale with the leading order
vertical acceleration Y¨1 as indicated in equation (2.67f). This is due to the fact
that the leading order vertical force and torque from the liquid layer’s pressure
asserted on the body scales proportionally with one another, i.e. Iθ¨1 = x0MY¨1.
The numerical solutions of the system indicates that the impact body is
also able to exit from the liquid layer a short time after impact, but again the
rebound does not exhibit the "super-elastic" effect as with the case of M ∼
O(δ3), I ∼ O(1).
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Figure 2.8: Numerical solutions of the
system (2.67) with initial conditions of
x11(0) = −0.1; Y1 = −0.1; θ1(0) = 0;
u(0) = −1; V (0) = −1 and ω(0) = 0.
The solutions demonstrate that for a
body with very small mass and moment
of inertia, M ∼ O(δ3), I ∼ O(δ3), it
is able to complete the transition from
initial impact to final exit from the liq-
uid layer inside the small time t ∼ O(δ)
regime.
2.4.5 Small impact angle analysis
In this section we analyse the effects of a small contact angle has on the mo-
tions of a skimming body. Suppose the contact angle between the impact body
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Figure 2.9: Numerical solutions for the configuration of M ∼ O(δ3) and
I ∼ O(δ3). The graph on the left demonstrates the numerical solutions of
the full system, while the graph on the right demonstrates the solutions of the
asymptotic system (2.67) combined with the leading order initial conditions of
x1(0) = 1; Y (0) = 2; θ1(0) = −2; u(0) = 0; V (0) = 0 and ω(0) = 0.
and undisturbed liquid surface at impact is very small, say θ0 ∼ O(δ), then
the body’s vertical centre of mass Y0 and liquid velocity D0 at impact is also
small due to the conditions (2.32) and (2.43), we therefore expand the four
independent system variables as follows:
x1(t) = x0 + δx11(t) + δ2x12(t) + δ3x13(t) +O(δ3),
θ(t) = δθ0 + δ2θ1(t) + δ3θ2(t) + δ4θ3(t) +O(δ5),
Y (t) = δY0 + δ2Y1(t) + δ3Y2(t) + δ4Y3(t) +O(δ5),
D(t) = δD0(t) + δ2D1(t) + δ3D2(t) + δ4D3(t) +O(δ5).
Similarly we expand the pressure coefficient terms as follows:
γ0 = γ00 + δγ01 + δ2γ02 + δ3γ03 +O(δ4),
γ1 = γ10 + δγ11 + δ2γ12 + δ3γ13 +O(δ4),
γ2 = γ20 + δγ21 + δ2γ22 + δ3γ23 +O(δ4),
γ3 = γ30 + δγ31 + δ2γ32 + δ3γ33 +O(δ4).
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The trailing edge pressure condition (2.22) now implies the following rela-
tions for γ0:
O(1) : γ00 = −γ30x30 − γ20x20 − γ10x0, (2.69a)
O(δ) : γ01 = −γ31x30 − γ21x20 − γ11x0, (2.69b)
O(δ2) : γ02 = −γ32x30 − γ22x20 − γ12x0, (2.69c)
O(δ3) : γ03 = −γ33x30 − γ23x20 − γ13x0. (2.69d)
Substituting the expansions (2.69) - (2.69) into equation (2.26a) and collect-
ing the δ terms gives:
O(1) : γ10 = −D˙0, (2.70a)
O(δ) : γ11 = θ0 + Y˙1 − D˙1, (2.70b)
O(δ2) : γ12 = θ1 + Y˙2 − D˙2, (2.70c)
O(δ3) : γ13 = θ2 + Y˙3 − D˙3. (2.70d)
Applying the same treatment to equations (2.26b) and (2.26c) as above gives:
O(1) : γ20 =
1
2 Y¨1, (2.71a)
O(δ) : γ21 =
1
2 Y¨2 + θ˙1, (2.71b)
O(δ2) : γ22 =
1
2 Y¨3 + θ˙2, (2.71c)
O(δ3) : γ23 =
1
2 Y¨4 + θ˙3, (2.71d)
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and:
O(1) : γ30 =
1
6 θ¨1, (2.72a)
O(δ) : γ31 =
1
6 θ¨2, (2.72b)
O(δ2) : γ32 =
1
6 θ¨3, (2.72c)
O(δ3) : γ33 =
1
6 θ¨4. (2.72d)
As usual, the second order derivatives of Y and θ terms are to be determined by
the asymptotic expansions of vertical and angular momentum equations (2.27a)
and (2.27b) later in this section.
Asymptotic expansions of the first leading edge pressure condition (2.23)
gives for the following relations:
O(1) : γ30x30 + γ20x20 + γ10x0 + γ00 = 0, (2.73a)
O(δ) : γ31x30 + 3γ30x20x11 + γ21x20 + 2γ20x0x11 + γ11x0 + γ10x11 (2.73b)
+ γ01 = (Y0 + x0θ0)(x˙11 − 1)2,
O(δ2) : γ32x30 + γ22x20 + 3γ30x0x211 + 3γ30x20x12 + 3γ31x20x11 + γ20x211
+ 2γ20x0x12 + 2γ21x0x11 + γ11x11 + γ10x12 + γ12x0 + γ02
= (x0θ1 + x11θ0 + Y1)(x˙11 − 1)2 + 2x˙12(Y0 + x0θ0)(x˙11 − 1).
(2.73c)
The order unity terms are trivially zero, and O(δ) terms of the above equations
are zero due to (2.32). The O(δ2) terms reveal the condition that the asymptotic
expansions of our independent variables (2.69) - (2.69) must obey, substituting
the expansions of pressure coefficients γ0 - γ3 into the equation (2.73c) and
re-arrange gives:
1
2(Y¨1 + x0θ¨1)x
2
11 + (Y¨2 +
1
2x0θ¨2 + 2θ˙1)x0x11 + (θ0 + Y˙1 − D˙1)x11 =
(1− x˙11)2(Y1 + x0θ1 + θ0x11), (2.74)
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i.e. the same relation as (2.41).
Asymptotic expansions of the second leading edge pressure condition (2.25)
gives:
O(1) : γ30x30 + γ20x20 + γ10x0 + γ00 = 0, (2.75a)
O(δ) : γ31x30 + 3γ30x20x11 + γ21x20 + 2γ20x0x11 + γ11x0 + γ10x11
+ γ01 = (x˙11 − 1)(D0 − x0θ0 − x0Y˙1 − 12x
2
0θ˙1), (2.75b)
O(δ2) : γ32x30 + γ22x20 + 3γ30x0x211 + 3γ30x20x12 + 3γ31x20x11 + γ20x211
+ 2γ20x0x12 + 2γ21x0x11 + γ11x11 + γ10x12 + γ12x0 + γ02
= (D1 − 12x
2
0θ˙2 − x0θ1 − x0Y˙2 − x11Y˙1 − x11θ0 − x0x11θ˙1)(x˙11 − 1)
+ (D0 − x0θ0 − x0Y˙1 − 12x
2
0θ˙1)x˙12. (2.75c)
As with the first leading edge pressure condition implies, the order unity terms
are trivially zero; the O(δ) terms are also zero due to the equation for D0 (2.43).
From the O(δ) terms we obtain a second relation of our asymptotic expansions:
1
2(Y¨1 + x0θ¨1)x
2
11 + (Y¨2 + +
1
2x0θ¨2 + 2θ˙1)x0x11 + (θ0 + Y˙1 − D˙1)x11 =
(1− x˙11)(x0θ1 + x11θ0 −D1 + x0Y˙2 + x11Y˙1 + x0x11θ˙1 + 12x
2
0θ˙2), (2.76)
i.e. the same relation as (2.45).
Asymptotic expansions of the linear momentum equation (2.27a) give:
O(1) : MY¨1 = 0, (2.77a)
O(δ) : MY¨2 = −γ00x11 − γ10x0x11 − γ20x20x11 − γ30x30x11 = 0, (2.77b)
O(δ2) : MY¨3 = −γ30x30x12 − γ31x30x11 − γ20x20x12 − γ20x0x211 −
3
2γ30x
2
0x
2
11
− γ01x11 − γ00x12 − γ10x0x11 − γ21x20x11 − γ10x0x12 −
1
2γ10x
2
11
= −32γ30x
2
0x
2
11 − γ20x0x211 −
1
2γ10x
2
11 = 0; (2.77c)
while the asymptotic expansions of the angular momentum equation (2.27b)
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yield:
O(1) : Iθ¨1 = 0, (2.78a)
O(δ) : Iθ¨2 = −γ00x0x11 − γ10x20x11 − γ20x30x11 − γ30x40x11 = 0, (2.78b)
O(δ2) : Iθ¨3 = −γ30x40x12 − γ31x40x11 − 2γ30x30x211 − γ20x30x12 − γ21x30x11
− 12γ00x
2
11 −
3
2γ20x
2
0x
2
11 − γ11x20x11 − γ10x0x211 − γ10x20x12 − γ00x0x12
− γ01x0x11 = −32γ30x
3
0x
2
11 − γ20x20x211 −
1
2γ10x0x
2
11 = 0. (2.78c)
Just as we analysed in section 2.4.1 for the case of M and I being order unity,
at a small time after impact the water pressure underneath the impact body is
insufficient to affect the body’s leading order vertical and angular velocities. In
addition we have x11 from the relation (2.55) derived in section 2.4.1.
There is one critical difference between the case of θ ∼ O(δ) and θ ∼ O(1)
analysed in section 2.4.1: namely for θ0 ∼ O(δ) the body’s initial vertical veloc-
ity V0 at impact is also O(δ), this condition is vital as equation (2.55) implies
that if V0  O(δ) then x11 will have O(1) variation even at small time t ∼ O(δ).
This means the wetted contact region reaches the front tip of the impact body
at a small time while the body is vertically descending (as indicated in (2.77a)),
i.e. the body begins to submerge at small time after impact.
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Figure 2.10: Numerical solutions of the
asymptotic system of M, I ∼ O(1); θ ∼
O(δ);V ∼ O(δ) with initial conditions
x1(0) = 1; Y (0) = 0.2; θ(0) = −0.2;
V (0) = −0.1 and ω(0) = 0. The solu-
tions demonstrate that for a body with
small contact angle and small vertical
impact velocity, i.e. θ ∼ O(δ), V ∼
O(δ), it is able to complete the tran-
sition from initial impact to final exit
from the liquid layer inside the small
time t ∼ O(δ) regime.
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2.5 Water exit for small mass and moment of
inertia
In this section we investigate the behaviour of a skimming body with small body
mass and moment of inertia close to the water exit stage. Suppose the body
exits from water at a time t = te, at which point the leading and trailing edges
coincide with each other and x0(te) = x1(te) = 0. We let uˆ0, Yˆ0, Vˆ0, θˆ0 and ωˆ0
denote the leading edge’s horizontal velocity, the body’s vertical centre of mass
position, its vertical velocity, contact angle with water and angular velocity at
the time of exit respectively. These exit values are assumed to be known and
can either be obtained from our model equations or alternatively estimated from
physical observations. We are interested in a short time period just before the
body separates from water such that 0 < te − t  1, therefore we expand the
skimming system variables correspondingly as below:
x11 = 0− uˆ0(te − t) + f(te − t), (2.79a)
Y1 = Yˆ0 − Vˆ0(te − t) + g(te − t), (2.79b)
θ1 = θˆ0 − ωˆ0(te − t) + αg(te − t), (2.79c)
where α is some constant which arises due to the linear relation between the
body’s height and contact angle given by (2.19).
Substituting these expressions into the linearised skimming system for small
mass and moment of inertia (2.67d) - (2.67f) introduced in Section 2.4.4, after
simplification at the leading order we obtain the following two equations for the
two unknowns f and g:
f¨(te − t) = (1− uˆ0 + f˙)
2
uˆ0(te − t) , (2.80a)
g¨(te − t) = uˆ0(Yˆ0 + x0θˆ0)(te − t)(1− uˆ0 + f˙)
2
2M . (2.80b)
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Equation (2.80a) can be intergrated once to obtain:
f˙(te − t) = −(1− uˆ0 + uˆ0log c1(te − t) ), (2.81)
where c1 is an integration constant, and likewise for equation (2.80b):
g˙(te − t) = uˆ
3
0(Yˆ0 + x0θˆ0)
2M
∫ te
t
te − s
log2 c1(te − s)
ds+ c2, (2.82)
where c2 is also an integration constant. The evolution of the body’s leading
edge and vertical positions are highly non-linear, their velocities become singular
rapidly as the body get closer to water separation which poses challenges to
numerical schemes.
Our numerical solution estimates c1 to be ∼ 0.1127. The comparison of the
numerical solution against equation (2.81) is illustrated in Fig. 2.11. The two
results show reasonable quantitative and qualitative agreement.
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Figure 2.11: Predicted value of u near
exit. Blue line is the actual numerical
solution of u near exit, and the green
line up is the predicted value.
2.6 Multiple rebounds
Consider a body skipping over a thin layer of water with velocity (U¯ , V¯ ) where
U¯  V¯ . The non-dimensionalization analysis from Section 2.2 shows that grav-
ity has a negligible effect during the body skimming on water stage. Once the
body rebounds from the water into the air however, gravity becomes a dominant
45
force until the body re-establishes contact with water2.
For a body travelling in air with vertical velocity V¯0 where gravity is the only
non-negligible force, after time t¯ the resulting vertical velocity V¯t and travelled
vertical distance S¯ are:
S¯ = V¯0t¯+
1
2 g¯t¯
2,
V¯t = V¯0 + g¯t¯.
We non-dimensionalize S¯ using water layer depth H¯; t¯ using the convec-
tive timescale L¯/U¯ ; V¯ using H¯U¯/L¯ and g¯ using H¯U¯2/L¯2. Dropping the bar
from these variables to denote their non-dimensionalized counterparts, then the
equations become:
S = V0t+
1
2gt
2, (2.84a)
Vt = V0 + gt. (2.84b)
If we let Y ie , V ie , θie, ωie be the body’s vertical centre of mass position, vertical
exit velocity, exit angle and exit angular velocity respectively upon the i-th
rebound from the water layer; let V i+10 , θi+10 , ωi+10 be their values upon water
entry for the (i + 1)-th time; let t be the time the body travels in mid-air
measured from exit from the water to touch down again; Si be the vertical
distance that the body has to travel during this time t upon rebounds from the
water for the i-th time, then we can obtain the following governing equations
for the motion of the body in air:
1
2gt
2 + x0ωiet+ Y ie + x0θie −
V ie
g
(12V
i
e + x0ωie) = 0, (2.85a)
V i+10 = gt, (2.85b)
ωi+10 = ωie. (2.85c)
2Note that air-cushioning effect is not taken into account.
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Governing equations (2.85a) - (2.85c) enable us to derive the body’s (i + 1)-th
water-entry conditions from its i-th water-exit conditions. See Fig. 2.12 for a
simulation of a body with small mass and large moment of inertia going through
the process of multiple rebounds.
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Figure 2.12: A plot shows a
body goes through seven re-
bounds. The dashed lines in-
dicate the entry values of each
rebound, the solid lines indicate
the exit values of each rebound
with mass M ∼ O(δ), moment
of inertia I ∼ O(δ−1) and θ ∼
O(1).
2.7 Conclusions
We began our analysis of the skimming motions of a thin body by first reviewing
the skipping-stone model of [57]. For a shallow water thin body skipping model
the position of its leading edge determines the body’s surface contact area with
water, this has an important role in influencing its skipping motion.
We subsequently analysed the roles of body mass and moment of inertia play
on the body’s skimming motion via asymptotic analysis. For a body with small
mass we demonstrated that it is able to skip out of water at a small time after
impact, with its height at exit being greater than its height at initial water entry
– a phenomenon known as “super-elastic” as observed by [37]. For a body with
small moment of inertia the body’s contact angle is subject to rapid change; the
“flattening” of the angle reduces the normal lift the body is able to obtain, this
is shown by its vertical trajectory at a small time after impact. As a result the
body is not able to achieve rapid separation from water. It is worth noting that a
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body with large moment of inertia, which measures the body’s resistance to the
change of its contact angle with water, has a similar effect as the spinning of the
body in 3D, i.e. a gyroscopic stabilization effect as proposed by [44]. In essence
a large moment of inertia and the gyroscopic effect helps the stone to maintain
its optimal contact angle during skipping. Finally we presented a model that
captures the characteristics of a stone going through multiple rebounds. It is
demonstrated for each skip the stone performs, its contact angle with water
surface flattens and its height of rebound decreases, this eventually leads the
stone being submersed in water with a flat contact angle.
This skimming model can be extended further by incorporating a parabolic
body thickness to the skipping body, giving it a smooth and rounded surface
shape profile. This will be discussed further in Chapter 5.
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Chapter 3
Collisions, Rebounds and
Skimming
Repeated oblique impacts and rebounds of a solid body or bodies on horizontal
shallow water are investigated through mathematical modelling. The inclina-
tions from the horizontal are supposed small as the skimming evolves, for a thin
typical body shape. The new formulation aimed at improved prediction as well
as the background involved are presented together with nonlinear analysis and
computation. Comparatively fast or slow collisions and rebounds are found to
be of special interest over short time scales.
3.1 Introduction
Collisions, bouncing and skimming (skipping) in fluid-body or fluid-fluid im-
pacts arise in numerous applications, whether of a serious or playful nature.
Special mention should be made of phenomena in aircraft icing, storms, engine
intakes, ship-slamming and meteor impacts. There is a wide background of re-
cent literature [57, 27, 60, 2, 35, 68, 1, 6, 69, 12, 39, 26, 28, 29], major aspects
of which we summarise later in the introduction.
There are also connections to two long-standing distinguished themes of re-
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search, namely that of boundary layers and viscous-inviscid interactions stem-
ming from [43, 64, 65, 52, 74, 41, 9] and that of impacts, splashing, rebounds and
interfacial interactions stemming especially from [35] (see also [68, 1, 11, 50, 61]).
The common features between the themes include their original industrially
based motivations and their mechanisms of ‘stability, separation and close body
interactions’ as well as their modern uses (for example in separation, transition,
turbulence, stall on the one hand and in icing, storms and the like on the other)
and their mechanisms of inner-outer dependence, system reduction, thin-layer
dynamics and subtle interactions. Both benefit from analysis, computation,
experimental links and improved physical understanding.
Three areas influence the present investigation. Concerning collisions, first,
air-water interactions are addressed in [27, 60, 2]. In [2] in particular near-
impact behaviour is investigated for a solid body approaching another solid
body with two immiscible incompressible viscous fluids occupying the gap in be-
tween. The fluids have viscosity and density ratios which are extreme, the most
notable combination being water and air, such that either or both of the bodies
are covered by a thin film of water. Air-water interaction and the commonly
observed phenomenon of air trapping are of concern. The subcritical regime is
of most practical significance here in terms of the Reynolds number compared
with a critical value, which depends on the two fluid ratios, and it leads physi-
cally to the effect of inviscid water dynamics coupling with a viscous-dominated
air response locally. This physical mechanism [27] induces touchdown (or an
approach to touchdown), which is found to occur in the sense that the scaled
air-gap thickness shrinks towards zero within a finite scaled time according to
analysis performed hand in hand with computation. A global influence on the
local touchdown properties is also identified. Comparisons with computations
prove favourable. Air trapping is produced between two touchdown positions,
at each of which there is a pressure peak; an oblique approach would not af-
fect the finding unless the approach itself is extremely shallow. The mechanism
of air-water interaction leading to air trapping is suggested as a wide-ranging
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result.
Secondly, free-surface impacts without air effects are studied in [12, 39].
Here[12] considers the effect of surface roughness. If a surface is sufficiently
rough, then models of droplet impact need to include the possibility of many
touchdowns between the fluid and the solid. The subsequent simultaneous mo-
tion of several contact points is therefore described. In particular, results are
presented for the contact point motion during the impact of a sheet of water
on to a periodic rough surface. A model for multiple contact point motion is
also analysed for cases of deep surface roughnesses. The analysis is comple-
mented by a direct numerical simulation using the volume of fluid method. The
effect of surface roughness is to reduce the rate at which the droplet spreads.
Comparisons between various roughness shapes are considered numerically and
analytically. Possible applications are then discussed, especially in the context
of aircraft icing. Follow-up study to allow for ice accretion is in [39].
The third area of direct relevance is fluid-body interactions [26, 28, 29].
Interactions between a finite number of bodies and the surrounding fluid are
investigated in [26]. The bodies or modelled grains are thin solid bodies free to
move in a nearly parallel formation within a quasi-inviscid fluid. The investiga-
tion involves numerical and analytical studies and comparisons. The three main
features are a linear instability about a state of uniform motion, a clashing of the
bodies (or of a body with a side wall) within a finite scaled time when nonlin-
ear interaction takes effect, and a continuum-limit description of the body-fluid
interaction holding for many bodies. Solid-solid and solid-fluid clashing, skim-
ming and bouncing are the concern in [28]. A theoretical study is presented on
fluid-body interaction in which the motion of the body and the fluid again in-
fluence each other nonlinearly. The clashing refers to solid-solid impacts arising
from fluid-body interaction in a channel, while the skimming refers to another
area where a thin body impacts obliquely upon a fluid surface. Bouncing usually
then follows in both areas. The main new contribution concerns the influences
of thickness and camber which lead to a distinct general form of clashing and
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hence bouncing. In [29] conditions are investigated under which a body lying at
rest or rocking on a solid horizontal surface can be removed by hydrodynamic
forces or instead continues rocking. The investigation is motivated by recent
observations on Martian dust movement as well as other small- and large-scale
applications. The nonlinear theory of fluid-body interaction here has unsteady
motion of an inviscid fluid interacting with a moving thin body. Various shapes
of body are addressed together with a range of initial conditions. The relevant
parameter space is found to be subtle as evolution and shape play substantial
roles coupled with scaled mass and gravity effects. Lift-off of the body from
the surface generally cannot occur without fluid flow but it can occur either
immediately or within a finite time once the fluid flow starts up: parameters for
this are found and comparisons are made with Martian observations.
The new work here is directed at the challenge of understanding and pre-
dicting repeated oblique impacts and rebounds of a solid body or bodies on
shallow liquid, typically water. Such skimming, colliding and bouncing induces
splash jets at the leading edge (the unknown moving front of the wetted surface
on the body) and can also induce jets at the trailing edge or not, depending
on the body shape, on the initial conditions and on the evolution of the com-
plete incompressible fluid-body interaction among other factors. The effects of
the major interaction parameters and of different body shapes of concern are
to be described by means of nonlinear analysis and computation with a view
to connecting with experiments. With many temporal and spatial scales being
active the excitement in the modelling here is in seeking justified simplification
wherever possible subject to the theoretical model remaining physically realistic.
Section 3.2 below describes the framework for the new work which begins
with Figure 3.1 while Section 3.3 presents analysis. Interactive properties for
enhanced and reduced downward speeds at impact are addressed in Sections
3.4, 3.5 respectively. Section 3.6 adds further comments including predictions
for repeated impacts and rebounds.
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3.2 Background model
Experimental results covering collisions, rebounds and skimming in qualita-
tive form are quite plentiful as described in [57, 37] whereas justifiable math-
ematical models seem few. The present contribution is associated closely with
the Hicks-Smith model [57] of skimming in unsteady two-dimensional inter-
actions. Such exciting interactions which offer an example of fluid-body in-
teraction and make several perhaps bold assumptions as delineated later are
governed by a scaled nonlinear evolutionary system for the unknown functions
Y, θ, x1, D, γ0, γ1, γ2, γ3. Here in scaled terms Y is the height of the centre of
mass of the body, θ is essentially the body’s angle of inclination from the hori-
zontal, x1 is the moving contact point that forms in effect the leading edge for
the wetted part of the body at any instant, D is a fluid velocity contribution and
γ0, γ1, γ2, γ3 are pressure coefficients. Further, x is the horizontal coordinate,
y is the vertical coordinate and t denotes time, again in appropriately scaled
terms.
The Hicks-Smith model takes a reference frame fixed in the body and a non-
dimensional form such that the horizontal velocity, body half-length and typical
convective time are unity; the shapes of body and water layer involved are thin
and nearly horizontal. The nonlinear shallow-water equations, i.e. unsteady
inviscid boundary-layer equations, apply to the fluid flow nominally since the
Reynolds number and Froude number are large in practice, as is the Weber
number, and therefore to the leading order the viscous, gravitational and surface
tension effects are negligible. If in addition the vertical scale of the water layer
exceeds that of the body by a factor 1/∆ say then the following modification
holds:
(h, U, P, Y, θ, T ) = (1, 1, 0, 1, 0, 0) + ∆(h˜, U˜ , P˜ , Y˜ , θ˜, T˜ ) + . . . , (3.1)
where ∆  1 and the terms with tildes are of order unity. The quantities
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h, U, P, T denote respectively the height of the body under-surface measured
from the bottom of the liquid layer at y = 0, the induced flow velocity, the fluid
pressure and the body half-thickness in scaled format. Capitals U, V, P signify
fluid-flow responses as opposed to u, v used later for essentially the body-motion
responses. The trailing edge of the body is taken to be sharp rather than smooth
and the liquid free surface detaches from the body there: see Figure 3.1. The
unknown leading-edge position x1 is of order unity generally. The body shape
implies
h˜(x, t) = Y˜ (t) + (x− xm)θ˜(t)− T˜ (x), (3.2)
where xm is the horizontal position of the centre of mass; assuming the body
has uniform density this position is taken to be zero in our coordinate system.
The shallow-water equations give now
U˜t + U˜x = −P˜x, (3.3a)
h˜t + h˜x + U˜x = 0. (3.3b)
At the known trailing edge x0 the equi-pressure Kutta condition to take account
of viscous effects due to the sensitive laminar or turbulent boundary layers at
the trailing edge implies P˜ (x0, t) = 0, while in the wake region x > x0 we have P˜
being identically zero (atmospheric); the trailing edge position x0 is normalised
to be one. At the unknown leading edge x1 jump conditions as in [21, 57] yield
P˜ (x1, t) +
(
1− dx1
dt
)
U˜(x1, t) = 0, (3.4a)
U˜(x1, t) = −
(
1− dx1
dt
)
h˜(x1, t). (3.4b)
Also the vertical momentum balance for the body simplifies to
M
d2Y˜
dt2
=
∫ x0
x1
P˜ (x, t)dx, (3.5)
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the horizontal balance confirms that the body moves with constant horizontal
velocity unity to leading order, and angular momentum requires
I
d2θ˜
dt2
=
∫ x0
x1
xP˜ (x, t)dx. (3.6)
Here M, I are the scaled mass and moment of inertia of the body in turn. The
liquid in the wetted region [x1, x0] is of primary interest.
For a body with parabolic shape T˜ = A+Bx+Cx2 with constants A,B,C,
and so from (3.2)
h˜(x, t) = Y˜ (t) + xθ˜(t)−A−Bx− Cx2, for x1 ≤ x ≤ x0, (3.7)
is also quadratic. In this region (3.3) indicates that P˜xx is at most linear in x.
Therefore we can write
P˜ = γ3x3 + γ2x2 + γ1x+ γ0 for x1 ≤ x ≤ x0, (3.8)
where γn for n = 0, 1, 2, 3 are unknown functions of time. The system for zero
A,B,C, i.e. a body with negligible thickness is then of the nonlinear form:
trailing-edge pressure condition,
γ3x
3
0 + γ2x20 + γ1x0 + γ0 = 0; (3.9)
two conditions at the leading edge,
γ3x
3
1 + γ2x21 + γ1x1 + γ0 = (Y + x1θ)
(
1− dx1dt
)2
, (3.10)
γ3x
3
1 + γ2x21 + γ1x1 + γ0 =
[
x21
2
dθ
dt + x1
(
dY
dt + θ
)
−D
](
1− dx1dt
)
, (3.11)
where D is an unknown function of time representing the horizontal velocity of
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the fluid at the centre of mass, x = 0; three momentum-balance effects,
γ1 = −dDdt +
dY
dt + θ, (3.12)
2γ2 =
d2Y
dt2 + 2
dθ
dt , (3.13)
6γ3 =
d2θ
dt2 ; (3.14)
linear and angular momentum of the body,
M
d2Y
dt2 =
γ3
4 (x
4
0 − x41) +
γ2
3 (x
3
0 − x31) +
γ1
2 (x
2
0 − x21) + γ0(x0 − x1), (3.15)
I
d2θ
dt2 =
γ3
5 (x
5
0 − x51) +
γ2
4 (x
4
0 − x41) +
γ1
3 (x
3
0 − x31) +
γ0
2 (x
2
0 − x21); (3.16)
hence giving eight equations for eight unknowns at each time level in effect.
The main assumptions made in the theory include the straight flat geometry
of the body, the two-dimensionality of the entire fluid-body interaction, the
neglect of air effects, the incompressibility of the quasi-inviscid fluid (water),
the shallowness of the water layer and the smallness of the flow angles induced
during the motion.
Numerical solutions and certain analytical properties are presented in [57].
The current new work begins with the framework of (3.9)-(3.16) and then moves
on to study wider applications for more general body shapes and all-round
configurations.
3.3 Fast responses
Figure 3.2 presents our results for the moving contact position, vertical displace-
ment and body-motion velocities from the above framework but in a parameter
range rather distinct from previously since the typical time scale is quite short.
The results still show the rapid change of leading-edge velocity just prior to
lift-off of the body from the water at time t of approximately 0.45, by the way.
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With regard to the present investigation and novel formulation computations
such as in Figure 3.2 point to a simplification occurring for fast behaviour over a
time scale of order E say with the constant E being small and positive, for small
mass factors M of order E3. At first sight the left-hand side of (3.15) might
be taken to be negligible when M is small but instead the time scale shrinks to
achieve balance there and this then leaves the contribution of the left-hand side
in (3.16) as outstanding, a point discussed further near the end of the paper.
The solution expands as
[Y, θ, x1, D, γn] = [Y0 +EYˆ (tˆ), θ0 +Eθˆ(tˆ), x0 +Exˆ(tˆ), Dˆ(tˆ), E−1γ0n+γ1n]+ . . .
(3.17)
with t = Etˆ, n = 0, 1, 2, 3;Y0, θ0, x0 are initial values and it is found that Dˆ =
x0(θ0 + Yˆ ′) + x20θˆ′/2. The prime denotes d/dtˆ. The most significant behaviour
in this fast-time response clearly occurs spatially near the incident trailing-edge
location. Here Mˆ = M/E3 and I are of order unity. It is found also that the
model can then be reduced to two coupled nonlinear differential equations for
xˆ, Yˆ ,
Sxˆxˆ′′+ 12 xˆ
2Yˆ ′′ = θ0xˆ(1− xˆ′2)−S(1− xˆ′)2 + 2xˆ(Yˆ ′+x0ω0)(1− xˆ′), (3.18a)
(12Mˆ − xˆ3)Yˆ ′′ = −6xˆS(1− xˆ′)2, with S ≡ (Yˆ + x0θˆ + θ0xˆ), (3.18b)
where ω0 is a prescribed constant and θˆ ≡ ω0tˆ. Similarly for small moments of
inertia I of order E3 with M of order unity a pair of nonlinear equations holds
for θˆ, Yˆ , at leading order. If both M, I are of order E3 then the same approach
leaves the three interactive equations
Sxˆxˆ′′+ 12 xˆ
2Yˆ ′′+ 12x0xˆ
2θˆ′′ = θ0xˆ(1− xˆ′2)−S(1− xˆ′)2 +2xˆ(Yˆ ′+x0θˆ′)(1− xˆ′),
(3.19a)
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(12Mˆ − xˆ3)Yˆ ′′ − x0xˆ3θˆ′′ = −6xˆS(1− xˆ′)2, (3.19b)
(12Iˆ − x20xˆ3)θˆ′′ − x0xˆ3Yˆ ′′ = −6x0xˆS(1− xˆ′)2 (3.19c)
controlling the nonlinear evolution of xˆ, Yˆ , θˆ with scaled time. The following
investigation is on the regime of small mass as in (3.18a,3.18b) primarily. It is
noted however that computed solutions for all three of the simpler forms just
described agree well with the full solutions of (3.9)–(3.16) at smallM or I values
as exemplified by Figure 3.2 and in more detail in Chapter 2.
The reduced system (3.18a, 3.18b) in which we now set uˆ, vˆ as xˆ′, Yˆ ′ for
convenience can be normalised by putting
[xˆ, Yˆ , uˆ, vˆ, tˆ] = [Mˆ1/3x¯, |α|Mˆ1/3(Y¯ − β¯t¯), u¯, |α|(v¯ − β¯), Mˆ1/3t¯] (3.20)
along with βω0 = |α|β¯ where α is the initial angle θ0. Here β is the initial
entry position x0; the transformation accounts for the influence β¯, identifies
the central dynamics and also expects α to be negative because of the incident
downward motion. Thus the system becomes
u¯ = x¯′, (3.21a)
v¯ = Y¯ ′, (3.21b)
u¯′
(1− u¯) =
(2v¯ − u¯− 1)
(Y¯ − x¯) +
3x¯2(1− u¯)
(12− x¯3) −
(1− u¯)
x¯
, (3.21c)
v¯′ = 6x¯(x¯− Y¯ )(1− u¯)
2
12− x¯3 , (3.21d)
subject to initial conditions which correspond to knowing the location and down-
ward speed of the impact at first,
x¯(0) = Y¯ (0) = 0, (3.22a)
v¯(0) = v¯0, u¯(0) =
1
4(3v¯0 − [9v¯
2
0 − 8v¯0]1/2). (3.22b)
Primes in the above represent d/dt¯. The result for u¯(0) stems from properties
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at small times t¯. In effect, above all the original system can take (α,M, β) as
(−1, 1, 0) in turn without loss of generality and we are left with the task of
solving (3.21)-(3.22) in terms of the single parameter v¯0 which represents the
scaled downward approach speed.
Numerical results obtained from a straightforward time-marching scheme
and checked as regards grid effects are given in Figure 3.3 for a range of values of
v¯0. The increasing downward plunge as v¯0 is increased makes physical sense, and
we observe the subsequent recovery leading to lift-off in every case calculated.
Insight into these fast responses is provided by the analyses in the next two
sections and an ensuing study of the physical mechanisms involved.
3.4 Increased downward speed
With more downward entry speed the parameter v¯0 is large and negative. Two
or three distinct successive stages are now found to come into operation: see
Figure 3.4(a-c).
First, over very small time scales the relevant expressions for x¯, Y¯ , t¯ are
t¯ = |v¯0|−1t∗, (3.23a)
(x¯, Y¯ ) = (x∗, Y ∗) + . . . (3.23b)
with x∗, Y ∗ of order unity. Substitution into (3.21) then yields the dominant
mechanisms as
u∗ = x∗′, (3.24a)
v∗ = Y ∗′, (3.24b)
u∗′ = (u
∗2 − 2v∗u∗)
(Y ∗ − x∗) +
3x∗2u∗2
(12− x∗3) −
u∗2
x∗
, (3.24c)
v∗′ = 6x
∗(x∗ − Y ∗)u∗2
12− x∗3 , (3.24d)
subject to (x∗, Y ∗, u∗, v∗)(0) = (0, 0,−3/2,−1). The large effective velocities
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provoked here as the wetting and downward distance both increase quite rapidly
are responsible for the reduction in form. Hence the solutions during this first-
wetting stage are as depicted in Figure 3.4(a). Of concern next is what happens
to the reduced nonlinear system (3.24) as time t∗ becomes large and positive.
The downward motion tends to dominate as the wetted area “saturates” then.
The results coupled with a large-time study indicate that the asymptotic fea-
tures
x∗ ∼ α1 + α2t∗−1 + α3t∗−2 + . . .
Y ∗ ∼ β0t∗ + β1 + β2t∗−1 + . . .
u∗ ∼ −α2t∗−2 − 2α3t∗−3 + . . .
v∗ ∼ β0 − β2t∗−2 + . . .
describe the behaviour then, and indeed substitution into (3.24) shows consis-
tency of these features provided that the relation (12−α31)β2 = −3α1α22β0 holds,
which acts to determine the coefficient β2 in essence. The coefficients α1, α2, β0
remain arbitrary in the large-t∗ features and are believed to depend on overall
global properties of the system (3.24) applying for all t∗ of order unity. These
asymptotic features lead into the structure of the next stage.
The second stage then occurs a little later and has the expansions
t¯ = |v¯0|−1/2t˜, (3.25a)
(x¯, Y¯ ) = (α1 + |v¯0|−1/2x˜1, |v¯0|1/2Y˜ ) + . . . , (3.25b)
where to lowest order α1 represents the most forward position achieved by the
wetting process. So the main governing equations become simply
u˜ = x˜′1, (3.26a)
v˜ = Y˜ ′, (3.26b)
u˜′ = 2v˜(1− u˜)
Y˜
, (3.26c)
v˜′ = 0 (3.26d)
with the relatively deep plunge here associated with |Y¯ |  |x¯| and |v¯|  |u¯|
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being the major effects accompanying the deceleration in wetting. These lead
to the solution x˜1 = t˜ − c3/t˜ + constant, u˜ = 1 + c3/t˜2, Y˜ = γ˜t˜, v˜ = γ˜ where
matching requires c3 = −α2 and fixes γ˜ as β0. The terms t˜ in x˜1 and 1 in u˜
are the novel leading-order contributions in this stage, pointing to a minimum
x˜1 of 2α1/22 which determines the maximum of the wetted interval and to the
depth |Y˜ | reached continuing to increase linearly with time (0 < t˜ < ∞ in this
stage). See Figure 3.4(b).
In the third and final stage the time scale rises to be of order unity and the
trend reversion to lift-off takes place in full. Now
t¯ = O(1), (3.27a)
(x¯, Y¯ ) = (¯¯x, |v¯0| ¯¯Y ) + . . . , (3.27b)
and more interactive nonlinear influences come back into play. Substituting
into (3.21) shows that the dominant balance now has
¯¯u = ¯¯x′, (3.28a)
¯¯v = ¯¯Y ′, (3.28b)
¯¯u′
(1− ¯¯u) =
2¯¯v
¯¯Y
+ 3
¯¯x2(1− ¯¯u)
(12− ¯¯x3) −
(1− ¯¯u)
¯¯x
, (3.28c)
¯¯v′ = −6
¯¯x ¯¯Y (1− ¯¯u)2
12− ¯¯x3 . (3.28d)
Again the influence of the deepened plunge is evident through comparison
with (3.21-3.22). The matching with the earlier stage provides (¯¯x, ¯¯Y, ¯¯u, ¯¯v) ∼
(α1, γ˜t¯, 1, γ˜), for t¯ → 0+, as the initial conditions in effect. The present stage
then takes the body into an underlying upward or outward phase which leads
at a finite positive value of time t¯ to ¯¯x becoming zero which in turn signifies the
advent of lift-off. Figure 3.4(c) shows results for a suitable range of values of
the constant α1 and confirms that the appropriate solution is relatively simple
at leading order, namely (α1 + t¯, β0t¯, 1, β0) for all time t¯, thus determining the
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lift-off time t¯ as −1/α1 to the first approximation. The correction term for u¯
can be shown to be of order 1/|v¯0| and proportional to 1/t¯2, in line with the
second stage earlier on.
The tendencies suggested by this increased-speed analysis tie in well with the
numerical results described in the previous section. The presence of the short
time scale in (3.23) explains the relatively rapid response seen in the previous
numerical results, in line with physical expectations that more downward speed
should provoke a quicker and perhaps deeper plunge overall. The trend reversal
countering the downward plunge is then really seen to begin during the second
stage over a slightly longer time scale, prior to the full nonlinear interaction
largely reasserting its presence in linearised analytical form during the third
stage and forcing the eventual lift-off.
3.5 Decreased downward speed
Lessened downward entry speed corresponds to the parameter v¯0 being small
and negative, in which case the whole process occurs within the single order-
unity time scale. So now in view of the initial values in (3.22) as well as the
dynamics in (3.21) we have the expressions
t¯ = O(1), (3.29a)
(x¯, Y¯ ) = (|v¯0|1/2xL, |v¯0|YL) + . . . (5.1a, b), (3.29b)
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applying and as a result the governing equations and constraints (3.21-3.22)
simplify to the form
uL = x′L, (3.30a)
vL = Y ′L, (3.30b)
0 = YL
x2L
+ 2uL
xL
, (3.30c)
v′L =
x2L
2 (3.30d)
with the prime denoting differentiation with respect to t¯, at leading order. The
influences of horizontal acceleration effects due to the movement of the con-
tact point in the balance (3.21) are secondary in this regime while the corre-
sponding vertical acceleration effects in (3.21) remain primary ones. The values
(xL, YL, uL, vL)(0) = (0, 0,−1,−1/21/2) are the initial conditions.
The solution of the small nonlinear system (3.30) is expressible in terms of
Z = x2L which produces the third-order linear system
Z ′′′ = −12Z (3.31)
from (3.30). Hence with powers mn denoting exp[(2n − 1)pii/3]/21/3 for n =
1, 2, 3 the solution is simply
Z =
3∑
n=1
an exp(mnt¯) (3.32)
where the complex constants an are determined by the initial conditions which
require Z(0) = Z ′(0) = 0, Z ′′(0) = 1. Thus the values
an =
1
3m
−2
n (3.33)
are obtained for the constants, whence Z (¯t) can be found from (3.32), and the
test Z > 0 then determines the complete wetting process up to the occurrence
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of lift-off where xL returns to zero. See Figure 3.5. The trends in (3.29-3.32)
again agree qualitatively with those observed in the earlier numerical study as
v¯0 is reduced in magnitude, and as a quantitative check the value of just over
4 for the scaled time t¯ at lift-off ties in well with the values observed in Figure
3.3 as |v¯0| decreases.
3.6 Further Comments
The recent works on collisions, rebounds and skimming described in the intro-
duction cover a diversity of applications which are felt to be of much interest
and challenge. These produce in particular spin-off suggestions on tackling anew
multi-body problems as in [26, 28, 29] and are even linked through the dynamics
of fluid-body interactions to predictions and observations on the movement of
dust on the planet Mars [29]. They can also include viscous effects as in the the-
ory of air cushioning in [27] which in turn leads on to air-pocket properties in [2]
and most recently to [56] who show close and encouraging connections between
theory and experimental measurements. (The air-water interaction mentioned
earlier comprising interplay of viscous and inviscid effects is potentially relevant
throughout the current investigations.) Experimental studies concerning the
skimming and skipping of a thin body on a shallow stream of water with fixed
velocity are conducted in [37], the results demonstrating interesting phenomena
that are qualitatively consistent with our model predictions, in particular the
“super-elastic” exit of a skimming body where its vertical velocity is greater
on the way out than in. A further connection with experiments in the current
broad area is shown by [39] who investigate theoretically the accretion of ice
on a solid surface when a super-cooled droplet impacts upon the surface and
compare with experimental measurements. The agreement in qualitative terms
or in orders of magnitude is quite close and the work also tends to add weight to
the view that theory here can provide a means to explore the parameter space
over a substantial range of parameter values.
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By the same token the use of nonlinear evolution here connects with the
present issue’s theme of ‘stability, separation and close body interactions’. Com-
parison might suggest indeed that it would be beneficial to address viscous ef-
fects near a departure (separation) point of a fluid-fluid interface (for example
between air and water) from a fixed solid surface, first of all in steady flow
perhaps and later in unsteady flow. Building into the overall theory the impor-
tant local influence of the viscous effects there would seem to represent another
considerable step forward in understanding.
As well as broadly looking back and looking forward as above our prime con-
cern in the study here is to follow through with the research described in Section
3.2 and in Chapter 2. We should add straight away that apart from the tech-
nological applications such as in aircraft safety and icing, food-particle sorting
and sports applications there are also fun applications (ducks and drakes) and
possible relevance to meteor impacts, to cleansing and to forensic examinations
from different parts of the research. Again, the scope of the specific analysis
in Section 3.3-3.5 may be seen more clearly by means of the original partial
differential system in Section 3.2, in order to indicate the main physical fea-
tures involved. Thus under the small-mass scalings described at the beginning
of Section 3.3 but accompanied by
x = x0 + Exˇ (3.34)
with xˇ < 0 during the wetting the effective shape is altered to
H(x, tˆ) = Yˆ (tˆ) + (x0 − xm)θˆ(tˆ) + xˇθ0, (3.35)
and the angular momentum balance becomes merely
I
d2θˆ
dtˆ2
= 0, (3.36)
to leading order, which points to θˆ being ω0tˆ identically. Apart from that
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original system (3.2-3.6) remains intact in scaled quantities provided the integral
in (3.5) is taken over the wetted area of course. It then follows however that
the pressure response in general is quadratic in the local coordinate instead of
cubic as in (3.8) and this can be shown to produce the simplified interaction of
Section 3.3 exactly. Further alterations within the above framework lead to the
cases of comparatively large and small downward speeds considered in Sections
3.4,3.5. Exploiting this structure for fast collisions and rebounds takes us into
future work. The study of fast responses in Sections 3.3-3.5 is concentrated
effectively near the trailing edge of the thin impacting body. More generally or
more usefully that can be regarded as having the centre of mass of the body
positioned relatively far away from the contact area of wetted surface. This view
might well be relevant in turn to the classical problem of describing analytically
the skimming of a bluff smooth body over a liquid surface as opposed to a thin
body skimming as in the present configuration.
Future studies should address the following issues and challenges. First,
there is much interesting work to be done to relate the in-water phase (impact
and rebound) quantitatively to the in-air phase (usually lasting longer) as far
as skimming of a body over water is concerned. Some initial effort on the in-air
part is in Chapter 2 with gravity included and incorporating the in-water phase
as delineated in Sections 3.2-3.5, over several repeated impacts and rebounds.
Clearly the initial and end conditions of the latter largely nonlinear phase asso-
ciated with touchdown and lift-off respectively interact with those of the largely
linear in-air motion. A sample result is shown in Figure 3.6; see also Chapter 2.
Second, there is a considerable challenge inherent in rationally modelling many
bodies rebounding as in a storm in reality, especially given that the real-world
situation is in three dimensions. It may well be the case that a reasonable aim
for an in-water description in this context of complexity is one which is more
readily calculable; if so the approaches in Sections 3.4, 3.5 indicate a promis-
ing possibility there. The question of how much structure or physics must be
captured for realistic predictions in any reduced system remains in the back-
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ground throughout. Third, there is a need to check in detail on trends similar
to those investigated in this paper but for relatively small moments of inertia
or for small mass and moment of inertia together, as anticipated in Section
3.3. Fourth, the theory and reduced-system calculation can probably enlarge
its scope also: to other shapes of body with a view to including more realism,
starting with nonzero thickness coefficients A, B, C introduced in Section 3.2; to
consecutive impacts by multiple bodies; to non-shallow water; to smooth bod-
ies, about which similar work is being done in Chapter 5 (some smooth bodies
can provoke splash jets at both the leading edge, i.e. the moving front contact
point, and the trailing edge, i.e. the rear contact point, during the early stages
of impact [73]); to flexible bodies; to three-dimensional interactions. Fifth, and
partly to repeat, more useful understanding requires more efforts in handling
three spatial dimensions, in handling viscous-inviscid separation of two fluids
and in handling more widely air effects in the presence of water, with the ob-
jective to link to experiments and observations throughout.
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3.7 Figures
y
x
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Thin
splash 
jet
Solid bed
Thin body with half-length of 1
Figure 3.1: The configuration as a thin solid body of normalised half-length
unity enters and may go on to bounce and skim over shallow liquid of depth
much less than unity. Solid arrows show the direction of liquid motion relative
to the solid body. The moving-contact or front position x1 of the currently
wetted under-surface varies with time t and is surrounded by a small Euler
zone. Representative angles of inclination from the horizontal are supposed
small.
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Figure 3.2: Solutions computed for the full fluid-body-interaction system of
Section 3.2 and compared with results of the reduced systems of Section 3.3. (a,
b) With reduced mass factor for initial conditions 1, 2, 0, 0 of x1, Y, u, v in turn:
full in (a), reduced version in (b). (c, d) With reduced moment-of-inertia factor
for initial conditions 1,−2, 0, 0 of x1, Y, u, ω in turn: full in (c), reduced version
in (d). Here u, v denote the temporal derivatives of x1, Y respectively.
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Figure 3.3: Numerical solutions for the scaled front position x¯ (solid curves)
and centre height Y¯ (dashed curves) against scaled time t¯ as the effective entry
velocity component in the vertical direction is varied from -0.2 to -9.
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Figure 3.4: For increased downward entry speed, the successive stages: (a) first
stage (rapid dropping), showing in scaled terms the front x∗ and height Y ∗
versus time t∗; (b) second stage (deep turnaround), front perturbation x˜1 and
height Y˜ versus time t˜; (c) third stage (gradual rise to lift-off), front ¯¯x and
height ¯¯Y versus time t¯ as depth factor α1 is varied.
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Figure 3.5: For decreased downward entry speed, the scaled front position xL
and centre height YL against scaled time t¯. Also shown is the function Z which
satisfies a linear equation and controls xL, YL.
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Figure 3.6: A sample case of multiple entry, rebounding and skimming: the total
number of rebounds is 7 here. The plots give the consecutive horizontal positions
x1 at each entry, along with (at both entry and rebound) the consecutive vertical
heights of the centre of mass, entry angles θ, body-configuration velocities u, v,
and angular velocities ω versus the rebound number.
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Chapter 4
Free surface separation
from a smooth trailing edge
Considering an ellipsoid-like object skimming on a shallow layer of water, in this
chapter we concern ourselves with the flow close to this body’s trailing end where
the flow separation occurs. Assuming the flow separation occurs smoothly, we
shall investigate in particular how the flow from underneath the main section
of the body may influence the flow behaviour in the separation region and its
downstream wake.
One of the difficulties with the skimming problem of a blunt body is that
its trailing separation edge position is unknown and needs to be obtained as
part of the overall flow solutions; the modelling of such skimming problem shall
be presented in Chapter 5. For the purpose of this chapter however we shall
assume this trailing separation position is given, and instead focus our analysis
on the flow in a small region enclosing this separation edge. We shall begin with
a brief review of previous works on solid-fluid impacts, and derive a model for
the flow near a blunt skimming body’s trailing edge.
Some of the major modelling assumptions here are similar to those made in
Chapter 2 for the skimming problem of a flat body. In particular the skimming
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body’s horizontal velocity is much greater than its vertical velocity; the water is
assumed to be shallow, incompressible and irrotational; the effects of viscosity
and gravity are negligible; the dead-rise angle, defined as the angle made between
the body’s contact surface and the undisturbed water free surface, is small. As
before, by shallow water we are referring to the horizontal dimensions of the
contact region being much larger than the depth of water penetration. Given the
small penetration depth, the small dead-rise angle assumption for our skimming
body is satisfied if |∇f |  1, where f(x, y) is the body’s surface function.
4.1 Introduction
The phenomenon of smooth blunt bodies impacting on free liquid surfaces has
been subject to continuing research since the pioneering work of Von Kármán
[70] and Wagner [34]. Such a phenomenon is closely related to a body in skim-
ming motion and deserves a closer discussion. The majority of researches so
far are focused on the early stages of impact, during which the velocity can be
approximated as being constant; the dead-rise angle between the body and free
surface is small, and therefore at the leading order the body can be approxi-
mated by a flat plate. Wagner observed during the early stages of a blunt body
impact, the free surface elevation is of the same order as the body’s penetra-
tion depth, and any spray jets are thin and have negligible contribution to the
overall flow. The flows under such assumptions, and in particular a set of flow
boundary conditions derived under such assumptions, are of such fundamental
importance they have been collectively referred to as the Wagner flow, which
we shall now briefly discuss.
4.1.1 Introduction to Wagner flow
Consider a blunt body such as an ellipsoid falling vertically onto a layer of water
with speed U(t). The water is initially at rest and occupies the lower half-space,
denoted by z < 0; the body initially touches the water’s free surface, z = 0,
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at a single point. We shall set this initial contact point to be the origin of our
Cartesian system Oxyz.
As time progresses the body begins to penetrate below the water free surface.
Let h(t) denote the depth of the penetration at a given time. Then we have
dh/dt = U(t), and the falling body’s position is given as z = f(x, y) − h(t),
where f(x, y) is the body’s surface function. This body’s blunt profile implies
|∇f |  1, i.e. the body surface gradient is small everywhere, and thus the dead-
rise angle between the body and undisturbed free surface is small as discussed
previously. The flow surrounding the body can be divided into three connected
regions: a contact region Ω(t), where the liquid is in direct contact with the
body surface; the contact region is surrounded by an elevated jet-root region
J (t), from which the spray jets are emitted; an outer free surface region z(t),
which connects the elevated jet-root region with the far-field stream at rest.
By Wagner’s theory when a dead-rise angle is sufficiently small, the spray
jets are extremely thin and the size of the jet-root region becomes small, i.e.
J (t) → 0. The flow surrounding the impact body can thus be approximated
as being composed of two regions only: Ω(t) and z(t), with a contact curve
Γ(t) which rests somewhere on the body separating the two. Thus if we let
z = η(x, y, t) be the fluid’s free surface, at the leading order the elevation of the
free surface matches the penetrating body’s vertical position on the contact line
Γ(t), i.e.
η(x, y, t) = f(x, y)− h(t), ((x, y) ∈ Γ(t)). (4.1)
This condition is referred to as the Wagner condition. It should be noted that
under general circumstances such a condition does not hold, due to the presence
of spray jets, and the free surface is not necessarily single-valued everywhere.
Assuming the fluid flow is incompressible and irrotational, we denote the
velocity potential of the flow by φ(x, y, z, t). This potential should be harmonic
below the surface and satisfy the mixed boundary conditions such that: a) inside
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the contact region Ω(t) it satisfies ∂φ/∂z = −U(t); b) on the free surface z(t)
the potential is zero and satisfies the kinematic condition ∂η/∂t = ∂φ/∂z, i.e.:
∇2φ = 0 (z < 0), (4.2a)
∂φ
∂z
= −U(t) (on z(t)), (4.2b)
φ = 0 (on Ω(t)), (4.2c)
φ→ 0 (x2 + y2 + z2 →∞). (4.2d)
As a consequence of assuming the free surface elevation and body penetration
depths are small and of the same order, the free-surface kinematic condition can
be linearised onto the undisturbed free surface z = 0 at the leading order so
that:
η(x, y, t) =
∫ t
0
∂φ
∂z
(x, y, 0, τ)dτ. (4.3)
This taken together with (4.1) yields the Wagner equation:
f(x, y) = h(t) +
∫ t
0
∂φ
∂z
(x, y, 0, τ)dτ. (4.4)
Equations (4.2) and (4.4) are known as the Wagner problem and can be solved
by either prescribing the body shape function f(x, y) and velocity U(t) to solve
for the velocity potential φ and contact region Ω(t), or prescribing the contact
region Ω(t) and U(t) to solve for the velocity potential φ and body shape function
f(x, y). The first approach where the body shape function f(x, y) is given is
known as the direct problem, and the second approach where f(x, y) needs to
be inferred from the relation (4.1) is known as the inverse problem.
[77] studied the three-dimensional inverse Wagner problem of ellipsoids, for
which the contact line Γ(t) takes on an elliptic shape; it is demonstrated that
analytical solutions can be obtained when the two semi-axes of this elliptic region
grow either with the square root of time or linearly with time. In a follow-up
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study, [5] exploited the known leading order analytical solutions of Wagner flows
for three-dimensional axisymmetric objects by applying small perturbations to
their shapes. Subsequently the flow solution for an impacting object with an
approximately axisymmetric shape can be obtained at the leading order. The
details of the solutions and findings are outside our scope and shall not be
presented: we refer interested readers to the aforementioned papers.
4.1.2 Introduction to free surface separation from a skim-
ming body
Concerning the problem of free surface separation at the trailing edge of a blunt
body in skimming motion then, in contrast with the impact problem discussed
in the previous section, the time scale here is not necessarily small and the
velocity is predominately horizontal. Consider a cross-sectional 2D view of a
smooth ellipsoid-like object skimming on a thin layer of water. We assume its
horizontal velocity is large in comparison to its vertical velocity, and the contact
line between the body and free surface has a large radius of curvature so that
the dead-rise angle is small.
We impose a Cartesian coordinate system such that the x-axis coincides with
the bottom of the water layer, and the y-axis goes through the object’s centre
of mass, see Fig. 4.1. The contact line between the body and the fluid free
surface at any time is given by y = f(x, t), with t = 0 denoting the time of
initial touchdown.
For a case of a flat skimming body investigated in Chapter 2, the position of
the trailing edge is known while its leading edge position needs to be determined
as part of the flow solution. For a blunt skimming body however, both the
leading and trailing edge positions are unknown and need to be determined.
We write the unknown trailing edge position as xT (t), where the water departs
smoothly from the body, and expect the surface pressure beyond this trailing
point to be atmospheric, i.e. p = p0 = 0 for x ≥ xT (t). For the purpose of our
analysis in the present chapter we shall assume xT is given, and focus only on a
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Figure 4.1: The figure depicts a skimming object with smooth blunt shape
skipping on a layer of shallow water in the negative direction of the x axis.
The flow underneath the body can be divided into three regions: region 1, with
dimensions of O(h) × O(h), is the leading edge jet-root region; region 2 has
dimensions of O(1) × O(h) and is the main flow region underneath the body;
finally region 3, with dimensions of O(h)×O(h), is the trailing edge free surface
separation. The separation point is denoted by xT (t). As with the case of a flat
body skimming on water in Chapter 2, we neglect the jet-spray thrown forward
by the body.
small region enclosing this separation point. Say the depth of the shallow water
is h with h  1; we set this region’s horizontal scale to be comparable to the
water depth so that its size is ∼ O(h)×O(h). This region is depicted as region
3 in Fig. 4.1. In contrast with the case of shallow water skimming where the
horizontal flow dominates over its vertical counterpart, in this region both flow
components are comparable.
For the remainder of this chapter we shall analyse the influence and inter-
actions of the upstream main body flow with that of the downstream wake in
this trailing separation region. We shall pursue both analytical and numeri-
cal solutions for our model, and the findings of each are used as a means of
cross-validation.
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4.2 Model development
In order to perform flow analysis in the region of the flow separation, it is more
convenient for us to introduce a Cartesian coordinate system that is based on
the trailing separation point as opposed to the object’s centre of mass. To do
so we zoom in the region of separation of size O(h)×O(h) and introduce a new
coordinate system Ox¯y¯, where x¯ ≡ (x − xT (t¯))/h, y¯ ≡ y/h and t¯ ≡ t; here h
is the representitive shallow water depth and as such h  1. Under this new
coordinate system x¯-axis rests at the bottom of the water layer pointing in the
direction of downstream, and the trailing separation point resides on the y¯-axis.
Neglecting the viscous and gravitation forces by arguments similar to those
for a flat body in Chapter 2, we have the following governing equations for the
fluid under the skimming body:
h
∂u¯
∂t¯
+ (u¯− ∂xT
∂t¯
)∂u¯
∂x¯
+ v¯ ∂u¯
∂y¯
= −∂p¯
∂x¯
, (4.5a)
h
∂v¯
∂t¯
+ (u¯− ∂xT
∂t¯
)∂v¯
∂x¯
+ v¯ ∂v¯
∂y¯
= −∂p¯
∂y¯
, (4.5b)
with x¯, y¯ and t¯ being order unity; the unknowns are u¯(x¯, y¯, t¯), v¯(x¯, y¯, t¯), p¯(x¯, y¯, t¯).
We let y¯ = f¯(x¯, t¯) be the skimming object’s known surface in contact with
water; this contact surface is ahead of the separation point and is therefore
defined for x¯ < 0. Let y¯ = η¯(x¯, t¯) be the unknown water free surface after the
separation point, i.e. it is defined for x¯ > 0. For a small dead-rise angle we
can approximate the body-fluid contact surface f¯ as a flat plate at the leading
order; further assuming the water separates smoothly from the body such that
the flow’s surface gradient at the departure point is small, we can therefore
asymptotically approximate the flow surface as such:
f¯(x¯, t¯) = f¯0(t¯) + hf¯1(x¯, t¯) +O(h2), (x¯ < 0); (4.6a)
η¯(x¯, t¯) = f¯0(t¯) + hη¯1(x¯, t¯) +O(h2), (x¯ > 0). (4.6b)
Note the flow surface functions’ share the same leading order approximation f¯0,
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which is a function of time only.
The nature of the flow is dominantly horizontal we therefore asymptotically
expand the system variables as follows:
u¯(x¯, y¯, t¯) = u¯0(t¯) + hu¯1(x¯, y¯, t¯) +O(h2), (4.7a)
v¯(x¯, y¯, t¯) = hv¯1(x¯, y¯, t¯) +O(h2), (4.7b)
p¯(x¯, y¯, t¯) = hp¯1(x¯, y¯, t¯) +O(h2), (4.7c)
f¯(x¯, t¯) = f¯0(t¯) + hf¯1(x¯, t¯) +O(h2), (x¯ ≤ 0), (4.7d)
η¯(x¯, t¯) = f¯0(t¯) + hη¯1(x¯, t¯) +O(h2), (x¯ ≥ 0), (4.7e)
where u¯0 is the horizontal incident speed of the fluid under the skimming object.
At this point we shall drop the bar signs on the variables for the sake of reading
simplicity. Substituting these expansions into the momentum equations (4.5)
we obtain the following at the leading order:
∂u0
∂t
+ (u0 − ∂xT
∂t
)∂u1
∂x
= −∂p1
∂x
, (4.8a)
(u0 − ∂xT
∂t
)∂v1
∂x
= −∂p1
∂y
. (4.8b)
We shall now impose boundary conditions for this flow. At the far upstream
region where x → −∞, the flow ought to match with the main flow from un-
derneath the object. The horizontal flow at the second order can be assumed to
take the following form: u1 = λ1(t)x, by incompressibility argument we readily
obtain v1 = −λ1(t)y. The momentum equation (4.8) therefore yields:
∂u0
∂t
+ (u0 − ∂xT
∂t
)λ1 = −∂p1
∂x
, (4.9a)
0 = −∂p1
∂y
. (4.9b)
Noticing that the L.H.S. of the equation depends only on time, the leading order
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pressure term p1 takes on the following form:
p1(x, t) = q1(t)x, (x→ −∞). (4.10)
Therefore if we know the flow velocity from upstream then the pressure gradient
q1 can be inferred, and vice versa. Substituting this pressure relation into the
horizontal momentum equation (4.9a) gives:
∂u0
∂t
+ (u0 − ∂xT
∂t
)λ1 = −q1(t), (x→ −∞). (4.11)
Turning our attention to the downstream where x > 0, we let u1 = k1(t)x
to match the wake flow far downstream as x → +∞. Since the pressure in
this downstream region is uniformly atmospheric, the flow momentum equation
(4.8) yields the following leading order relation:
∂u0
∂t
+ (u0 − ∂xT
∂t
)k1 = 0, (x→ +∞).
Rearranging gives the following solution to the velocity gradient for far down-
stream flow:
k1 = − u˙0
u0 − x˙T , (x→ +∞), (4.12)
where the dot notation denotes differentiation with respect to time. Hence once
the horizontal velocities of the separation point and upstream flow are known,
the far downstream flow’s velocity can be estimated via (4.12).
At the bottom of the water layer the impermeability of the rigid wall implies
v(x, 0, t) = 0 throughout. The surface of the water layer can be divided into two
segments: one for x < 0 where y = f(x, t), which is the contact surface between
the skimming object and water surface; and the other for x > 0 where we have
the surface of the wake. In each case the leading-order kinematic boundary
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condition implies:
− λ1f0 = ∂f0
∂t
+ (u0 − ∂xT
∂t
)∂f1
∂x
, (x < 0), (4.13a)
− k1f0 = ∂f0
∂t
+ (u0 − ∂xT
∂t
)∂η1
∂x
, (x > 0). (4.13b)
Since the L.H.S. of equations (4.13) depends on time t only, ∂f1∂x and
∂η1
∂x are
also functions of time only. We can therefore represent the surface functions
before and after the departure point as follows:
f = f0(t) + hµ1(t)x+O(h2), (x < 0), (4.14a)
η = f0(t) + hτ1(t)x+O(h2), (x > 0). (4.14b)
Substituting this into the leading order kinematic boundary conditions (4.13)
and rearranging gives the following relations for µ1 and τ1:
µ1 = −λ1f0 + f˙0
u0 − x˙T , (4.15a)
τ1 =
f0u˙0
(u0 − x˙T )2 −
f˙0
u0 − x˙T . (4.15b)
As usual if the horizontal velocities of the separation point and upstream flow are
known, we can approximate the flow surface profiles in this separation region via
(4.15). Hence once the trailing separation position xT (t) is known, the surface
flow profile in the departure region can be obtained.
The difference between the gradients of the flow entering and leaving this
departure region is:
τ1 − µ1 = u˙0 + λ1(u0 − x˙T )(u0 − x˙T )2 f0,
which by the fluid’s horizontal momentum equation (4.11) is:
τ1 − µ1 = − f0q1(u0 − x˙T )2 .
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That is to say if the downstream surface gradient is less than the upstream
surface gradient τ1 < µ1, then there is an adverse pressure gradient q1 > 0 in
the flow under the skimming body up to the separation point, i.e. the pressure
rises when the flow is about to separate from the impacting body and it reaches
the maximum of zero after separation (see Fig. 4.2). In Chapter 5 we shall
investigate more on the phenomenon of adverse pressure gradient close to the
trailing separation edge.
Figure 4.2: A figure illustrates the gradient differences between the incoming
flow and the outgoing flow.
We now formulate a local flow model in this small separation region enclosing
the departure point xT . Given that the flow is incompressible we introduce the
stream function ψ(x, y) such that:
u1 =
∂ψ
∂y
, (4.16a)
v1 = −∂ψ
∂x
, (4.16b)
and without loss of generality ψ is zero at the flow bed where y = 0.
Substituting the stream function into the fluid momentum equations (4.8)
and simplifying yields:
∂2ψ
∂x2
+ ∂
2ψ
∂y2
= C(t).
As the flow is irrotational throughout and there is no vorticity coming from
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upstream, then C(t) = 0 and hence we expect the stream function ψ to satisfy
the Laplace’s equation:
∂2ψ
∂x2
+ ∂
2ψ
∂y2
= 0, (4.17)
subject to the following kinematic and far-field boundary conditions:
ψ = 0, (y = 0), (4.18a)
ψ = λ1xy, (x ∼ −∞), (4.18b)
ψ = λ1f0x, (x < 0, y = f0), (4.18c)
∂ψ
∂y
= k1x, (x > 0, y = f0), (4.18d)
ψ = τ1xy, (x ∼ +∞). (4.18e)
See Fig. 4.3 for illustration of these boundary conditions. In the following
Figure 4.3: The mixed boundary conditions for the stream function ψ in the
O(h) × O(h) departure region, with ψ = λ1xy to match the incoming stream
function profile and ψ = k1xy to match the departing stream function profile in
the wake.
section we present one method of solution to this flow model.
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4.3 Method of solution
We begin by further simplifying the boundary conditions by performing the
following substitutions:
ψ˜ = ∂ψ
∂x
− k1y. (4.19)
The benefits of this transform will become clear when we perform conformal
mapping at a later stage. The boundary conditions therefore can be rewritten
as:
ψ˜ = 0, (y = 0), (4.20a)
ψ˜ = (λ1 − k1)y, (x ∼ −∞), (4.20b)
ψ˜ = (λ1 − k1)f0, (x < 0, y = f0), (4.20c)
∂ψ˜
∂y
= 0, (x > 0, y = f0), (4.20d)
ψ˜ = 0, (x ∼ ∞). (4.20e)
See Fig. 4.4 for an illustration.
Figure 4.4: Boundary conditions for the stream function ψ˜ in the channel flow
in z-plane.
Via the Schwarz-Christoffel transform we can map the effective channel in
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Figure 4.5: Boundary conditions for the stream function ψ˜ in the ζ-plane.
the z-plane to an upper half-plane in the ζ-plane as follows:
ζ = e
pi
f0
z, (4.21)
see Fig. 4.5 for illustration.
Introducing a complex potential φ˜ which is the complex conjugate of ψ˜, and
write the following analytic function z(ζ) = P (ζ) + iQ(ζ) = (ζ − ζE) 12 (φ˜(ζ) +
iψ˜(ζ)) in the upper half ζ-plane (ζE = (−1, 0)) with a branch cut for (ζE ,∞)
on the real axis, then along the real axis we have:
z(ξ) = P (ξ)+iQ(ξ) = (ξ+1) 12 (φ˜(ξ)+iψ˜(ξ)) =
 (ξ + 1)
1
2 (φ˜(ξ) + iψ˜(ξ)), (ξ > −1)
(−ξ − 1) 12 (−ψ˜(ξ) + iφ˜(ξ)), (ξ < −1)
(4.22)
that is,
(ξ < −1) :
 P (ξ) = −(−1− ξ)
1
2 ψ˜(ξ),
Q(ξ) = (−1− ξ) 12 φ˜(ξ),
(ξ > −1) :
 P (ξ) = (ξ + 1)
1
2 φ˜(ξ),
Q(ξ) = (ξ + 1) 12 ψ˜(ξ),
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(4.23)
as the definitions of the complex conjugate pair P and Q.
As the harmonic conjugate pair (φ˜, ψ˜) is analytic in the upper half ζ-plane
including the ξ-axis, on the segment (−∞,−1) of the ξ-axis by virtue of Cauchy-
Riemann equations:
φ˜(ξ) = C, (ξ < −1), (4.24)
for some constant C.
Apply the Cauchy-Hilbert relation P (ξ) = − 1pi
∫ Q(s)
ξ−s ds, on the ξ-axis we
have the following relation for ξ < −1:
−(−1−ξ) 12 ψ˜(ξ) = − 1
pi
(∫ −1
−∞
(−1− s) 12 φ˜(s)
ξ − s ds+
∫ 0
−1
(1 + s) 12 ψ˜(s)
ξ − s ds
)
. (4.25)
This is tantamount to the results for a Wiener-Hopf approach by the way. Re-
arranging and applying the boundary conditions gives:
ψ˜(ξ) = (−1− ξ)
− 12
pi
[
C
∫ −1
−∞
(−1− s) 12
ξ − s ds+f0(λ1−k1)
∫ 0
−1
(1 + s) 12
ξ − s ds
]
, (ξ < −1).
The first Cauchy integral term on the right does not converge as ξ → −∞
and therefore the integration constant C must be zero, while the second integral
term can be expressed in the following closed form:
ψ˜(ξ) = 2(λ1 − k1)
γ
[
arctan
(
1√−ξ − 1
)
− 1√−ξ − 1
]
, (ξ < −1), (4.26)
where γ is defined as
γ = pi
f0
. (4.27)
We now transform this relation back to the real space. From the transform
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mapping (4.21) we have the following relations between (ξ, η) and (x, y):

ξ = eγx cos(γy),
η = eγx sin(γy),
x = 1γ log |ξ|,
y = 1γ arctan(
η
ξ ).
(4.28)
Here ψ˜(ξ) has an inverse square-root singularity at (−1, 0), see Fig. 4.6 for a
numerical evaluation of ψ˜ close to ξ = −1.
This inverse square-root singularity behaviour makes ψ˜ discontinuous across
the point ξ = −1 across the flow’s surface. This singularity can be removed by
adding a real constant term 2(λ1−k1)γ to z(ξ) in (4.22), i.e.
z(ξ) = P (ξ) + 2(λ1 − k1)
γ
+ iQ, (4.29)
then ψ˜(ξ) vanishes as ξ → −∞ and joins onto the boundary condition at (−1, 0)
smoothly. Transforming ψ˜ without the inverse square-root term into the real
z-plane gives the following:
ψ˜(x) = 2(λ1 − k1)
γ
arctan
(√
1
eγx − 1
)
, (x > 0). (4.30)
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Hence ψ at the surface of the wake can be written as:
ψ(x) = k1f0x+
2(λ1 − k1)
γ
∫ ∞
x
arctan
(√
1
eγs − 1
)
ds. (4.31)
Once k1 and λ1 are prescribed, which depends on horizontal velocities of the
separation point and upstream flow, then the fluid surface flow in its separation
region can be fully determined. Alternatively via viscous boundary layer theory
once a separation ratio say, Ck = 2(λ1−k1)γ − γ
1
2 is prescribed, the surface flow
solution can also be fully determined, we shall not pursue this approach at this
stage however.
4.4 Numerical solution of the stream function
in the thin flow channel
To verify our analytical solution derived from the previous section, a numerical
analysis to the flow model (4.17 - 4.18) are also carried out, which we now briefly
discuss.
We begin by discretizing the thin channel into the following grid:
∆x = 2a/Nx, ∆y = h/Ny,
xi = −a+ i∆x, (i = 0, 1, ...Nx),
yj = j∆y. (j = 0, 1, ...Ny).
(4.32)
For all interior points (1 ≤ i ≤ Nx − 1, 1 ≤ j ≤ Ny − 1) the Laplace’s equation
leads to
ψi+1,j − 2ψi,j + ψi−1,j
∆x2 +
ψi,j+1 − 2ψi,j + ψi,j−1
∆y2 = 0, (4.33)
or equivalently:
ψi,j =
∆x2(ψi,j+1 + ψi,j−1) + ∆y2(ψi+1,j + ψi−1,j)
2(∆x2 + ∆y2) , (4.34)
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subject to the boundary conditions as shown in Figure 4.3.
The Neumann boundary condition (4.18d) for the surface flow after the trail-
ing edge ∂ψ∂y = k1x can be converted numerically to a Dirichlet-type condition
in two steps. First we approximate the derivative condition by:
ψi,N+1 − ψi,N−1
2∆y = k1xi, (4.35)
where ψi,N+1 are additional points just outside the grid, and clearly (4.35) can
be written as:
ψi,N+1 = ψi,N−1 + 2k1∆yxi. (4.36)
Therefore the numerical formulation on the boundary where the original Neu-
mann condition applies becomes the following:
ψi+1,N − 2ψi,N + ψi−1,N
∆x2 +
2ψi,N−1 + 2k1∆yxi − 2ψi,N
∆y2 = 0 (4.37)
or equivalently in the more Dirichlet-like form:
ψi,N =
2∆x2(ψi,N−1 + 2k1∆yxi) + ∆y2(ψi+1,N + ψi−1,N )
2(∆x2 + ∆y2) . (4.38)
Equations (4.34) and (4.38) act to determine the solution for ψ on the entire
mesh. Successive iterations of the finite difference scheme lead ψ to converge to
the solution. Fig. 4.7 demonstrates the numerical solution of this system.
The numerical result is found to be in close agreement with the analytical
solution, as indicated by the graph presented in Fig. 4.8.
4.5 Conclusions
The problem of a blunt body impacting on water, initially motivated by mod-
elling of the landing of sea-planes, has been subject to continous research since
the early works of [70, 34]. We began by reviewing the classic 2D Wagner flow
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Figure 4.7: Numerical
solution of the stream
function ψ in the chan-
nel −10 ≤ x ≤ 10, 0 ≤
y ≤ 1, with λ = −2 and
κ = 1.
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Figure 4.8: Comparison of nu-
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in the z plane in the channel
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problem for a smooth round body. We subsequently focused our attention on
a trailing separation region of a blunt body skimming on shallow water. Under
the premise that the trailing separation position is known, perhaps given as part
of a solution to the overall skimming flow problem, a localized flow model is de-
rived together with a set of linearised boundary conditions for this separation
region. Once the horizontal velocities of the upstream flow and the separation
point are prescribed, then both analytical and numerical solutions to the first
order have been obtained, which are found to be in close agreement with each
other.
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Chapter 5
Skimming problems for a
smooth blunt body
5.1 Introduction
In this chapter we study the dynamics of a smoothly curved or blunt (bluff)
object skimming on a layer of shallow water. The object in question could be
a circular cylinder (modelling a sphere in 3D) or a thick but smooth body such
as a smooth stone for example. We present a two-stage skimming model, which
extends the thin plate skimming model to include a parabolic body thickness
configuration. The cross-sectional view of this object has an elongated horizontal
profile, and its lower body surface is smooth and strictly convex. In other words
the shape of the skimming body is not dissimilar to that of an ellipse, even
though such symmetric shape is neither necessary nor assumed.This blunt body
could be skimming at an inclined angle as well as having an angular velocity;
the angle of inclination is defined as the one made by the plate’s major axis and
the undisturbed water free surface; this is analogous to the contact angle in the
thin plate skimming model, see Fig. 5.1 for illustration.
We assume this blunt body has a large aspect ratio and travels leftwards at
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a relatively high horizontal velocity such that the dimensionalization analysis
from Chapter 2.2 is applicable here. The implications of these assumptions are
that viscosity, gravity and surface tension of the fluid have negligible effects;
we expect the hydrodynamic pressure to be the dominant driving force of the
flow. In the analysis that follows the water is idealised to be incompressible and
irrotational.
Figure 5.1: A thin body with
non-negligible thickness during the
impact stage of a skimming pro-
cess. The body travels leftwards
and downwards at a velocity (u, v),
and the major axis of the body
makes an angle of θ with the undis-
turbed water surface. The body is
smooth and its lower surface which
could be in contact with the water
is strictly convex. During this stage
splash jets are emitted at the lead-
ing edge and the trailing edge (de-
noted by x1 and x2 respectively).
Consider the blunt body in skimming motion, with its body geometry re-
sulting in a contact surface with water that is strictly convex; in 2D this surface
has moving leading and trailing points whose positions are not known a priori
and play a vital role in determining the force exerted on the body. The early
mathematical treatments of this problem were pioneered by Von Kármán [70]
and Wagner [34] for the landing of seaplanes. Von Kármán’s method estimates
the contact surface as the intersection between the submersed body and the
undisturbed fluid free surface. This approach neglects the water displacement
by the submersing body and in effect underestimates the total contact surface.
[35] took the free surface elevation into account and proposed that for an impact
object with small deadrise angle, at the early stage the penetration depth and
the free surface elevation at jet-root regions1 are small and of the same order.
The splash jets emitted from the jet-roots have negligible effect on the body
1Please refer to Chapter 2.2 for the formal definitions of deadrise angle and jet-roots.
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and the rest of the flow. These observations are used to formulate a linearised
contact surface boundary condition that became known as Wagner condition.
Since then there has been a considerable amount of research in the field of wa-
ter entry for solid bodies, particularly for vertical impact problems. Thus [10]
studied the vertical entry of a symmetrical wedge and derived a closed form
solution for the free surface elevation; [46, 47] conducted numerical studies and
experiments on free surface flow for entries of a falling wedge and a circular
cylinder; [36, 59] decomposed the flow under the impact body into a jet-root,
inner and outer regions, the flow in these regions were analysed by the method
of matched asymptotic expansions; [77, 5] extended the Wagner theory to 3D
and derived a closed form solution applicable to axisymmetric bodies.
For the field of problems concerning blunt body skimming where a compar-
atively large horizontal velocity component is present in addition to the vertical
one, [67] modified water entry theories for normal vertical impacts to incorpo-
rate a tangential horizontal velocity component. Then the skimming process is
divided into an initial slamming phase followed by a planing phase at a later
stage. It is noted that a body with small deadrise angle can be approximated by
an expanding flat plate during the impact stage; at this stage the leading and
trailing edges expand away from the initial contact point at a very large speed
in relative terms, this speed being unbounded at the instant of impact when
time t is 0+. The rapid expansion of the fluid contact area is accompanied by
the presence of thin spray jets at both its ends, and asymptotic analysis reveals
that the body’s horizontal velocity has a negligible effect on the flow at suffi-
ciently small times, i.e. to leading order the Wagner theory for normal impact
applies at this stage. During the skimming stage [67] finds that cavitation or
separation instability may occur at the smooth trailing edge of a blunt body;
to circumvent this scenario a smooth body with sharp trailing edge profile is
imposed; and for a shallow water skimming regime it is demonstrated that Tuck
& Dixon’s travelling wave solution for flat plates [21] can be reached.
As we shall see later in this chapter asymptotic analysis at early impact
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times indicates that the fluid pressure in the contact region is initially high, but
as time progresses a low and sub-atmospheric pressure region develops under
the body and gradually expands towards the trailing edge. This finding is in
agreement with that of [73]. This low pressure region eventually reaches the
trailing edge. When neglecting any viscous effects it can be argued that air
instantly fills this low pressure region under the body, and its pressure at the
trailing edge becomes atmospheric abruptly. This phenomenon is in agreement
with the trailing edge separation instability for smooth bodies suggested by
[67] at the final moments of impacts. At this time the trailing edge position
stops moving downstream and the spray jet disappears, which marks the end of
the impact stage and the start of the skimming stage. [73] suggests that during
skimming the pressure at the trailing edge remains atmospheric as well as having
a zero pressure gradient, applying the Brillouin-Villat pressure condition applies
at the unknown trailing edge position. These assumptions lead to a discontinuity
in the trailing edge position when the body/flow solution transitions from the
impact to the skimming stage. [48] experimented with three separation criteria
at the trailing edge: the Brillouin-Villat condition, minimisation of change of
fluid kinetic energy, and choosing the separation point to be where the body-
surface tangent is parallel to its body velocity; in all three cases a discontinuity
of the trailing edge position is produced. This suggests that viscous effects at the
trailing jet-root region may have an important role in preventing or controlling
occurrence of this discontinuity, which is an issue which will be examined further
in this study.
Our modelling in effect follows the aforementioned approach of [67, 73] by
separating the skimming process into an impact and a planing stage. At the
instant of impact there is one initial contact point between the water and the
skimming body, i.e. the leading and trailing edges of the body coincide. As
the body penetrates below the free surface the two wetted edges travel away
from each other along the body’s surface and thereby expand the wetted area.
Neglecting the effects of gravity and viscosity, the development of the wetted
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area is dependent upon the body’s geometry, incident angle, vertical and angular
velocities, as well as the pressure effects from the flow. Note that the body’s
horizontal skimming velocity plays no dominant role on the development of the
wetted surface. In the sections that follow we present the impact and skimming
models. Numerical and analytical treatments will be applied where appropriate
to obtain physical insights into this problem, particularly at the early stages of
the impact and skimming processes where the dynamics are complex and fast-
evolving. It is interesting to note that our analysis finds that the body’s inclined
contact angle has no leading order effect on the flow during the impact stage,
whereas the body’s angular velocity plays an important role from the instant
of touch-down and influences the development of the leading and trailing edges.
The appropriate boundary conditions that should be applied at the trailing edge
when it stops traveling downstream remain an open discussion. Analysis for
the Brillioun-Villat condition shows this boundary condition change causes the
trailing edge to have a sudden “jump” towards the leading edge. In a small-time
regime at least, we show that this condition implies that the leading and trailing
edges move at a fixed horizontal distance from each other that is proportional
to the skimming body’s mass, a relation which gives a formal justification to the
phenomenon of comparatively slow evolution first observed in [73] via numerical
treatments.
5.2 Shallow water impact by a smooth blunt ob-
ject
In this section we concern ourselves with the impact stage of the skimming
process. Consider a smoothly shaped object with large horizontal velocity lands
from the air on a shallow layer of water. Suppose the body’s major and minor
axis lengths are 2L and 2T respectively, with a large aspect ratio such that
T ∼ L with small parameter   1. Let h0 be the depth of the undisturbed
shallow water; we shall restrict this to be comparable to the thickness of the
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Figure 5.2: A close-up sketch of a blunt body during the impact stage of a
skimming process. x1 and x2 represent the horizontal positions of the leading
and trailing contract edges respectively. Let h denotes the representative depth
of the water layer, the jet root regions 1 and 3 have representative scales of
O(h)×O(h), whille the region underneath the impact body has size of O(1)×
O(h). At a sufficiently small time, the contact surface of the body can be
approximated by a flat plate at the leading order, and x1, x2 move away from
each other at an extremely large speed. The contact angle θ has no leading
order effect due to the convex body shape.
body, i.e. h0 ∼ L. Let u¯ and v¯ be the horizontal and vertical speed of the
body skimming on water, where the horizontal speed is much greater than the
vertical speed: u¯ v¯.
Introduce an upper-half Cartesian coordinate system such that the x axis
rests at the bottom of the shallow water and point in the direction opposite to
the skimming body’s horizontal velocity. Its y axis points upwards and goes
through the skimming body’s centre of mass, whose coordinate is (0, ym) say.
In this configuration the coordinate system travels horizontally with the body,
and the undisturbed water flows with velocity (u¯, 0) in the positive direction of
the x axis, and the skimming body itself only has vertical and angular motions
in this frame of reference. The water free-surface’s height is y = h(x, t), while
y = h0 is the height of the free surface at rest. The angle between the body’s
major axis and the water’s resting free surface is denoted θ, and its angular
velocity is written as ω. See Fig. 5.2 for a depiction of the coordinate system
and necessary nomenclatures.
As discussed in the skimming model development of a thin plate in Chapter
2.2, due to the skimming body’s large horizontal velocity and length scale,
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the flow underneath the body is horizontal at the leading order, the effects of
viscosity, gravity and surface tension are negligible to the leading order, and only
pressure has a dominant effect on the flow. To this extent the Navier-Stokes
equations, water surface kinematic boundary condition as well as the skimming
body’s vertical and angular momentum equations are the same for the cases of
a flat plate and a thick bluff body. We give these equations in (5.1) without
further elaboration; we refer to Chapter 2.2 for the non-dimensionalization of
the variables and the derivation of governing derivations.
∂u
∂t
+ u∂u
∂x
= −∂p
∂x
, (x ∈ [x1(t), x2(t)]), (5.1a)
∂u
∂t
+ u∂u
∂x
= 0, (x /∈ [x1(t), x2(t)]), (5.1b)
∂h
∂t
+ ∂(uh)
∂x
= 0, (5.1c)
h(x, t) = Ym(t) + xθ(t)− T (x), (x ∈ [x1(t), x2(t)]), (5.1d)
T (x) = Ax2 +Bx+ C, (A < 0), (5.1e)∫ x2
x1
p(x, t)dx = M d
2Ym
dt2
, (5.1f)∫ x2
x1
xp(x, t)dx = I d
2θ
dt2
. (5.1g)
The wetted surface of the blunt body has a parabolic shape described by T (x),
its coefficients A,B and C are constants and can be calibrated according to the
object’s body shape. We assume the body’s lower surface is smooth and strictly
convex; the coefficient A is therefore strictly negative. The water-surface profile
underneath the body is given as h(x, t) in (5.1d). This applies to the wetted
surface bounded by the leading and trailing contact edges. The initial point of
impact (x0, h0) is located at the minimum of h(x, 0),
∂h
∂x
∣∣∣∣
t=0
= θ0 − (2Ax0 +B) = 0,
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therefore the horizontal position of the initial impact point is
x0 =
θ0 −B
2A . (5.2)
As one would expect the initial contact location is dependent upon the skimming
plate’s contact angle and contact surface geometry. After touch-down the body
and water contact surface goes through a phase of rapid expansion. During this
phase the speed at which the leading and trailing edges travel away from the
initial impact point is extremely large and, as we shall see later, at the instant
of impact it has a singularity of inverse square-root of time. We shall refer to
this phase as the impact phase.
During this phase water is pushed away from the impact body’s contact
surface and spray jets are formed at both leading and trailing edges. As the
jets are thrown away from the body into their respective up and down streams,
part of the fluid momentum is lost in this process. Under the assumptions
of inviscid flow this loss of momentum is balanced by the force caused by the
pressure difference between that of the jet root regions and the atmosphere, as
in the pressure jump condition used by [21, 57, 73]. The pressure jump condition
together with Bernoulli’s principle imply the following relations at the leading
and trailing edges, which serve as boundary conditions to our impact problem:
p(x1, t) +
1
2
(
u(x1, t)− dx1
dt
)2
= 12
(
1− dx1
dt
)2
, (5.3a)
p(x2, t) +
1
2
(
u(x2, t)− dx2
dt
)2
= 12
(
1− dx2
dt
)2
, (5.3b)(
u(x1, t)− dx1
dt
)/(
1− dx1
dt
)
= 2h(x1, t)−
1
2 − 1, (5.3c)(
u(x2, t)− dx2
dt
)/(
1− dx2
dt
)
= 2h(x2, t)−
1
2 − 1. (5.3d)
Our impact model therefore consists of (5.1) and (5.3). The solution to this
integro-differential equations system is challenging as the contact surface is un-
known and needs to be determined as part of the solution. The full numerical
101
treatments to this class of problems have been studied by [20, 73], and their
numerical algorithms will not be discussed in depth here. Instead we focus on
a linearised formulation of this problem to gain further analytical insights; the
findings of our studies will be cross validated with the numerical results [73]
qualitatively where possible.
5.3 Linearised impact model development
As discussed in the previous section, during the impact phase the solid-liquid
contact surface initially goes through a phase of rapid expansion and spray jets
are formed at the boundary of the surface. As time progresses if the skimming
body is able to eventually transit from impact to planing phase, the spray jet
disappears from the trailing edge. To analyse the impact system behaviour
during this phase of rapid contact surface expansion, we focus on a short time
after impact such that time t is of order δ where δ  1.
Given that the body’s initial vertical velocity is of order unity, we expect the
free surface penetration to be small and have the same order as time t. Balancing
the terms of the free surface equation (5.1d) suggests that the model’s horizontal
and angular scales both evolve on a higher order, specifically x ∼ O(δ 12 ) and
θ ∼ O(δ 12 ). From the pressure jump conditions (5.3a) and (5.3b) we can deduce
that the fluid’s horizontal velocity u evolves on the same scale as x, and that
the pressure p evolves on the scale of order unity. We therefore asymptotically
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expand the system variables as follows:
t = δtˆ, (5.4a)
x ∼ x0 + δ 12 xˆ+O(δ), (5.4b)
Ym ∼ Y0 + δYˆ +O(δ2), (5.4c)
θ ∼ θ0 + δ 12 θˆ +O(δ), (5.4d)
h ∼ 1 + δhˆ+O(δ2), (5.4e)
u ∼ δ 12 uˆ+O(δ), (5.4f)
p ∼ pˆ+O(δ 12 ), (5.4g)
with δ being small. We shall seek a linearised model by substituting (5.4) into
the impact system (5.1) and (5.3). Note that in Wagner theory for vertical
impact by body with parabolic shapes (see [68, 59]), the contact edges evolves
on the scale of O(
√
t); the free surface penetration evolves on the scale of O(t)
and the hydrodynamic pressure is of order O(t). This is the same scaling as our
case here for an impact body with large horizontal velocity, suggesting that for
a short time after impact the body’s horizontal velocity has an negligible effect
on the fluid flow.
The contact surface elevation equation (5.1d) after expansion according to
(5.4) becomes
1 + δhˆ = Y0 + δYˆ + (x0 +
√
δxˆ)(θ0 +
√
δθˆ)− T (x0 +
√
δxˆ). (5.5)
At each order we have the following geometrical relations:
O(1) : 1 = Y0 + x0θ0 − T (x0), (5.6a)
O(δ 12 ) : 0 = (θ0 −B − 2Ax0)xˆ+ x0θˆ, (xˆ ∈ [xˆ1, xˆ2]), (5.6b)
O(δ) : hˆ = Yˆ + xˆθˆ −Axˆ2, (xˆ ∈ [xˆ1, xˆ2]), (5.6c)
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and at time t = 0 we have the additional condition (5.2), i.e.:
θ0 = 2Ax0 +B.
We can see that the relation (5.6b) requires either θˆ = 0 or x0 = 0; the former
implies the skimming body maintains a constant contact angle and cannot have
any initial angular velocity, which is an unphysical requirement and will not be
pursued; the latter (x0 = 0) requires the coefficient B of the quadratic function
T (x), which controls the declivity of the parabola, to be equal to the initial
contact angle:
θ0 = B. (5.7)
We shall impose this condition so that the initial touch-down point is always at
position zero as a result of relation (5.2).
Based on asymptotic expansions of (5.4) the Euler equations in (5.1a, 5.1b)
at the dominant order become:
∂pˆ
∂xˆ
+ ∂uˆ
∂tˆ
= 0, (xˆ ∈ [xˆ1, xˆ2]) (5.8a)
∂uˆ
∂tˆ
= 0; (xˆ /∈ [xˆ1, xˆ2]) (5.8b)
and the kinematic boundary condition of the free surface (5.1c) becomes:
∂hˆ
∂tˆ
+ ∂uˆ
∂xˆ
= 0. (5.9)
The pressure jump conditions at the leading edge (5.3a, 5.3c) can be simplified
to the following forms at the leading order:
pˆ1 =
dxˆ1
dtˆ
uˆ1, uˆ1 =
dxˆ1
dtˆ
hˆ1; (5.10)
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and likewise at the trailing edge:
pˆ2 =
dxˆ2
dtˆ
uˆ2, uˆ2 =
dxˆ2
dtˆ
hˆ2. (5.11)
Concerning the skimming plate’s vertical and angular momentum equations
in (5.1f, 5.1g), we find that unless the body’s mass M and moment of inertia I
are extremely small (i.e. M  1 and I  1), the force generated by hydraulic
pressure underneath the body does not have an effect on the body’s momentum
shortly after impact, hence at the leading order
d2Yˆ
dtˆ2
= 0, (5.12a)
d2θˆ
dtˆ2
= 0. (5.12b)
We therefore expect the body’s vertical and angular velocities to be equal to
their initial values in a short time period after impact. Supposing the initial
values are Vˆ0 and ωˆ0 respectively, we can immediately write down Yˆ and θˆ as:
Yˆ = Vˆ0tˆ, (5.13a)
θˆ = ωˆ0tˆ. (5.13b)
The governing equations (5.6c), (5.8a), (5.9) and (5.13) together with the
initial and boundary conditions (5.10) and (5.11) form our linearised blunt body
impact model, which consists of five equations for five unknowns Yˆ (tˆ), θˆ(tˆ),
hˆ(xˆ, tˆ), uˆ(xˆ, tˆ) and pˆ(xˆ, tˆ).
This model can be simplified further by substituting the contact surface
equation (5.6c) into the kinematic boundary condition (5.9) and integrating
with respect to x. This enables us to obtain an expression for the fluid velocity
uˆ:
uˆ = −(12 ωˆ0xˆ2 + Vˆ0xˆ)− fˆ(tˆ), (xˆ ∈ [xˆ1, xˆ2]) (5.14)
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where fˆ(tˆ) is an unknown function of time to be determined and is a result
of spatial integration. Note in particular that we have separated the spatial
and time variables in (5.14), which will subsequently enable us to significantly
reduce the complexity of our impact system. This fluid velocity expression can
be combined with Euler’s equation in (5.8a) and integrating with respect to x
to give an expression for the pressure pˆ:
pˆ = dfˆ
dtˆ
xˆ+ gˆ(tˆ), (xˆ ∈ [xˆ1, xˆ2]) (5.15)
where gˆ(tˆ) is also a function of time and comes about as a result of spatial
integration.
The pressure jump conditions at the leading and trailing edges (5.10), (5.11)
provide the necessary boundary conditions for the fluid velocity and pressure
equations (5.14), (5.15). Combining the boundary conditions with these two
equations and simplifying allows us to write down the expressions below for
functions fˆ(tˆ) and gˆ(tˆ) at the leading edge:
fˆ =
[
1
3Axˆ
3
1 −
1
2 ωˆ0tˆxˆ
2
1 − Vˆ0tˆxˆ1
]
tˆ
, (5.16)
gˆ = −12
[
1
3 ωˆ0xˆ
3
1 + Vˆ0xˆ21 + 2fˆ xˆ1
]
tˆ
. (5.17)
Here the subscript tˆ denotes differentiation with respect to time tˆ. Repeating
the same procedures at the trailing edge yields the following relations:
fˆ =
[
1
3Axˆ
3
2 −
1
2 ωˆ0tˆxˆ
2
2 − Vˆ0tˆxˆ2
]
tˆ
, (5.18)
gˆ = −12
[
1
3 ωˆ0xˆ
3
2 + Vˆ0xˆ22 + 2fˆ xˆ2
]
tˆ
. (5.19)
Eliminating fˆ and gˆ by combining the equations (5.16) - (5.19) for the leading
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and trailing edges then gives:
2A(xˆ21 + xˆ1xˆ2 + xˆ22)− 3ωˆ0tˆ(xˆ1 + xˆ2)− 6Vˆ0tˆ = 0, (5.20a)
6
[
Axˆ21 − ωˆ0tˆxˆ1 − Vˆ0tˆ
]dxˆ1
dtˆ
+ 6
[
Axˆ22 − ωˆ0tˆxˆ2 − Vˆ0tˆ
]dxˆ2
dtˆ
− ωˆ0(xˆ1 − xˆ2)2 = 0.
(5.20b)
We have therefore arrived at our linearised impact model, which consists of only
two equations (5.20) with two unknowns xˆ1 and xˆ2. In the section that follows
we shall apply analytical and numerical analysis to this model.
A note of interest when applying numerical treatments to (5.20): this system
has three parameters A, Vˆ0 and ωˆ0. By applying the following linear transfor-
mation to the independent variables xˆ and tˆ,
xˆ ∼ − Vˆ0
ωˆ0
x¯, tˆ ∼ AVˆ0
ωˆ20
t¯, (5.21)
the impact system (5.20) can be written into a parameter-invariant form which
reduces the numerical effort:
2(x¯21 + x¯1x¯2 + x¯22) + 3t¯(x¯1 + x¯2)− 6t¯ = 0, (5.22a)
6
(
x¯21 + t¯x¯1 − t¯
)dx¯1
dt¯
+ 6
(
x¯22 + t¯x¯2 − t¯
)dx¯1
dt¯
+ (x¯1 − x¯2)2 = 0. (5.22b)
In essence, x¯1 and x¯2 serve as a basis solution from which other solutions for
arbitrarily prescribed parameter values of A, ωˆ0 and Vˆ0 can be derived. Note
that when prescribing A we require it to be a negative value so that the body’s
skimming surface is convex, and Vˆ0 should also be negative so that the body is
initially entering the water rather than exiting from it. The restriction needed
for the basic system solution to be valid is ωˆ0 6= 0, and if this is not the case
then the scalings in (5.21) break down and we would need to revert to the fully
parameterised system of (5.20).
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5.4 Early-time impact behaviour
The linearised model (5.20) provides the basis to analyse the blunt body’s in-
teraction with the fluid after initial impact. We consider a short time scale
immediately after initial impact such that tˆ  1. The governing equation of
(5.13a) suggests that the system’s vertical scale evolves linearly with tˆ, and
the contact surface relation (5.6c) therefore suggests that the system’s horizon-
tal scale evolves at the order of tˆ 12 ; we therefore try the following small time
asymptotic solutions:
xˆ1 = µˆ1tˆ
1
2 +O(tˆ), (5.23a)
xˆ2 = µˆ2tˆ
1
2 +O(tˆ). (5.23b)
Putting these into system (5.20) yields the following relations:
2A(µˆ21 + µˆ1µˆ2 + µˆ22)− 6Vˆ0 = 0, (5.24a)
6µˆ1(Aµˆ21 − Vˆ0) + 6µˆ2(Aµˆ22 − Vˆ0)− ωˆ0(µˆ1 − µˆ2)2 = 0. (5.24b)
Solving this system of coupled quadratic equations and selecting the roots such
that µˆ1 < 0 and µˆ2 > 0 based on physical grounds yields the following results:
xˆ1 ∼
ωˆ0 +
(
192AV0 − 3ωˆ20
) 1
2
8A tˆ
1
2 , (5.25a)
xˆ2 ∼
ωˆ0 −
(
192AV0 − 3ωˆ20
) 1
2
8A tˆ
1
2 . (5.25b)
We can immediately see that for a skimming body with no angular rotation
ωˆ0 = 0, its leading and trailing edges evolve away from the initial touch-down
point at equal speeds of ( 3Vˆ0A )
1
2 . A positive rotation of the body where ωˆ0 > 0
would result in the leading edge extending away from the touch down point at
a faster pace than the trailing edge, and vice-versa for a body with negative
rotation, which intuitively makes physical sense. The speed at which the two
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edges evolve has an inverse relation with the skimming body’s curvature: if the
curvature coefficient is small, i.e. A 1, the body becomes very similar to that
of a flat plate, and then the speed at which the two edges travel away from each
other becomes infinitely large.
Fig. 5.3 shows the results for the impact system (5.20) when solved using
a 5th order Adam-Bashforth-Moulton Predictor-Corrector numerical scheme as
well as its comparison with the small-time asymptotic solutions of (5.25). The
parameter values of ωˆ0, A and Vˆ0 are taken to be 1, −1 and −1 respectively.
On a small time scale tˆ  1, the asymptotes are able to approximate well the
behaviours of the two wetted edges, see Fig. 5.3a. The speed at which these
two edges travel away from each other is unbounded as tˆ → 0 and this rapidly
slows down over time as shown in Fig. 5.3b. For a body with positive rotation
ωˆ0 > 0, the trailing edge’s speed decreases more rapidly when compared with
that of the leading edge, and it asymptotically approaches zero over time. Fig.
5.3c shows the fluid flows upstream at the leading edge and downstream at the
trailing edge, as indicated by the fluid velocity uˆ1 < 0 and uˆ2 > 0, signifying
the presence of splash jets at both edges with water being pushed away from
the body during the impact stage; correspondingly there are positive pressures
at both edges as shown in Fig. 5.3d. Notice that the positive angular rotation
of the body results in a relative higher pressure at the leading edge compared
with the trailing edge, and fluid at the leading edge flows at a higher velocity
towards upstream.
Later in the impact stage when time tˆ is order unity, the tˆ 12 terms cease to
be dominant. At large tˆ we expect the two wetted edges to evolve on the same
order as the body’s vertical scale, i.e. xˆ1 and xˆ2 vary linearly with time and we
therefore write xˆ1 and xˆ2 in the following form:
xˆ1 = νˆ1tˆ, xˆ2 = νˆ2tˆ, (tˆ 1),
where νˆ1 and νˆ2 are constants. Substituting into system (5.20) gives the follow-
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(a) Leading and trailing edges xˆ1, xˆ2 as
time tˆ evolves from 0 to 1. The solid lines
are the numerical solutions, the dashed
lines are the approximation of small time
solution (5.25).
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(d) The leading and trailing edge pressure
profiles pˆ1, pˆ2, as well as pressure gradient
dpˆ
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over time.
Figure 5.3: Solution of the skimming system (5.20) for tˆ ∈ (0, 1). Fig. (5.3a)
also shows the asymptotic solution (5.25) valid for small tˆ. The skimming body
is given an positive initial angular velocity ω0 = 1; its initial vertical velocity
V0 is taken to be −1 and body curvature coefficient A is set to be −1.
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ing relations for νˆ1, νˆ2 at the leading order of t:
2A(νˆ21 + νˆ1νˆ2 + νˆ22)− 3ωˆ0(νˆ1 + νˆ2) = 0, (5.26a)
6νˆ1(Aνˆ21 − ωˆ0νˆ1) + 6νˆ2(Aνˆ22 − ωˆ0νˆ2)− ωˆ0(νˆ1 − νˆ2)2 = 0. (5.26b)
Solving these second order equations yields the following large-time approxima-
tions for the horizontal position of the two leading edges based on the direction
of the body’s angular rotation:
(ω0 > 0) :
 xˆ1 =
ωˆ0(1+3
1
2 )
2A tˆ,
xˆ2 = ωˆ0(1−3
1
2 )
2A tˆ.
(5.27a)
(ω0 < 0) :
 xˆ1 =
ωˆ0(3
1
2−1)
2A tˆ,
xˆ2 = ωˆ0(3
1
2 +1)
2A tˆ.
(5.27b)
These results suggest that there are no retractions of either edge in the early
impact time regime for a skimming body with order unity body mass. In par-
ticular for a body with positive rotation its leading edge extends away from the
initial touch down point faster than the trailing edge, and vice versa for a body
with negative rotation. Fig. 5.4 demonstrates the large-time approximate solu-
tion (5.27) compared with the numerical solution of the original impact system
(5.20). The results show that the large-time asymptotic solutions describe the
evolution of the two edges reasonably well.
5.5 Rapid transition to planing stage
The analysis from Section 5.3 shows that a short time after impact the hydro-
dynamic pressure underneath the skimming body does not generate sufficient
lift to alter its vertical trajectory at the leading order, and the wetted edges
extend away from the initial contact point on a square-root of time scale. It is
possible however, for the body to go through a rapid transition from impact to
the planing phase and stop sinking further into water.
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Figure 5.4: Numerical solution of xˆ1, xˆ2 via system (5.20)
with its large time approximation solution (5.27) in dashed line.
The asymptotic system (5.4) in Section 5.3 suggests that in a short time
frame after impact such that tˆ ∼ O(δ), if an impact body has sufficiently small
body mass such thatM ∼ O(δ 32 ), the body’s vertical momentum equation (5.1f)
at the leading order O(δ 12 ) is no longer trivially zero, instead
M
d2Yˆ
dtˆ2
=
∫ xˆ2
xˆ1
pˆdxˆ, (5.28)
and therefore the body does not penetrate into water at a fixed initial vertical
velocity, as it feels the effect of hydrodynamic pressure lift instantaneously. The
free surface kinematic boundary condition (5.14) now takes on the following
form:
uˆ(xˆ, tˆ) = −xˆdYˆ
dtˆ
− 12 ωˆ0xˆ
2 − fˆ(tˆ), (xˆ ∈ [xˆ1, xˆ2]) (5.29)
and combining with the Euler’s equation (5.8a) yields the following expression
for pressure pˆ(xˆ, tˆ):
pˆ(xˆ, tˆ) = 12 xˆ
2 d
2Yˆ
dtˆ2
+ xˆdfˆ
dtˆ
+ gˆ(tˆ), (xˆ ∈ [xˆ1, xˆ2]) (5.30)
where the functions fˆ(tˆ) and gˆ(tˆ) result from spatial integrations with respect
to x as before. The leading edge boundary conditions (5.10) together with the
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free surface boundary condition (5.29) and pressure equation (5.30) give the
following expressions for fˆ and gˆ:
fˆ =
[
1
3Axˆ
3
1 −
1
2 ωˆ0tˆxˆ
2
1 − xˆ1Yˆ
]
tˆ
, (5.31)
gˆ = −
[
1
6 ωˆ0xˆ
3
1 +
1
2 xˆ
2
1
dYˆ
dtˆ
+ fˆ xˆ1
]
tˆ
. (5.32)
Repeating this procedure at the trailing edge we are able to obtain another set
of expressions for fˆ(tˆ) and gˆ(tˆ),
fˆ =
[
1
3Axˆ
3
2 −
1
2 ωˆ0tˆxˆ
2
2 − xˆ1Yˆ
]
tˆ
, (5.33)
gˆ = −
[
1
6 ωˆ0xˆ
3
2 +
1
2 xˆ
2
2
dYˆ
dtˆ
+ fˆ xˆ2
]
tˆ
. (5.34)
Combining and simplifying equations (5.28) - (5.34) produces a set of five
differential algebraic equations (DAEs) for five unknowns: xˆ1, xˆ2, Yˆ , fˆ and gˆ:
Yˆ = 13A(xˆ
2
1 + xˆ1xˆ2 + xˆ22)−
1
2 ωˆ0(xˆ1 + xˆ2)tˆ, (5.35a)
fˆ = −16 ωˆ0(xˆ
2
1 + xˆ1xˆ2 + xˆ22)−
1
2(xˆ1 + xˆ2)
dYˆ
dtˆ
, (5.35b)
fˆ = 12
[
A
3 (xˆ
3
1 + xˆ32)−
ωˆ0
2 (xˆ
2
1 + xˆ22)tˆ− (xˆ1 + xˆ2)Yˆ
]
tˆ
, (5.35c)
gˆ = −12
[
ωˆ0
6 (xˆ
3
1 + xˆ32) +
1
2(xˆ
2
1 + xˆ22)
dYˆ
dtˆ
+ (xˆ1 + xˆ2)fˆ
]
tˆ
, (5.35d)
(6M + xˆ31 − xˆ32)
d2Yˆ
dtˆ2
+ 3(xˆ21 − xˆ22)
dfˆ
dtˆ
+ 6(xˆ1 − xˆ2)gˆ = 0. (5.35e)
The nature of this DAEs system makes any analytical treatment a formidable
challenge. We shall therefore pursue the route of numerical study first. As
with the linearised impact model from the previous section, this DAEs model
can still be transformed into a parameter-invariant form by introducing the
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following scalings:
tˆ ∼ AVˆ0
ωˆ20
t¯, xˆ ∼ − Vˆ0
ωˆ0
x¯, Yˆ ∼ −AVˆ
2
0
ωˆ20
Y¯ , fˆ ∼ Vˆ
2
0
ωˆ0
f¯ , gˆ ∼ − Vˆ
2
0
A
g¯, M ∼ Vˆ
3
0
Aωˆ0
M¯.
(5.36)
Substituting the scaled variables into the model (5.35) leads to:
Y¯ = −13(x¯
2
1 + x¯1x¯2 + x¯22) +
1
2 t¯(x¯1 + x¯2), (5.37a)
f¯ = −16(x¯
2
1 + x¯1x¯2 + x¯22) +
1
2
dY¯
dt¯
(x¯1 + x¯2), (5.37b)
f¯ = 12
[
1
3(x¯
3
1 + x¯32)−
1
2(x¯
2
1 + x¯22)t¯+ Y¯ (x¯1 + x¯2)
]
t¯
, (5.37c)
g¯ = 12
[
1
6(x¯
3
1 + x¯32)−
1
2(x¯
2
1 + x¯22)
dY¯
dt¯
+ (x¯1 + x¯2)f¯
]
t¯
, (5.37d)
(6M¯ + x¯31 − x¯32)
d2Y¯
dt¯2
− 3(x¯21 − x¯22)
df¯
dt¯
+ 6(x¯1 − x¯2)g¯ = 0; (5.37e)
we therefore have a model that is invariant of the angular velocity ωˆ0, body
curvature coefficient A and initial velocity Vˆ0.
We solved the system numerically using a 5th order Adam-Bashforth-Moulton
Predictor-Corrector method and the results are shown in Fig. 5.5 for a parabolic
body with positive angular rotation, whereas for the case of a negative angular
rotation the results are presented in Fig. 5.6.
The results indicate that inside the tˆ ∼ O(δ) regime, provided the skim-
ming plate’s mass is small (i.e. M ∼ O(δ 32 )) and has an angular rotation (i.e.
ωˆ0 6= 0), we could witness a retraction of either the leading or trailing edge
inside this small-time regime. At the instant of touchdown, the speed at which
the leading and trailing edges evolve away from the initial contact point is large
and unbounded when time tˆ is 0+ as stated previously, hence the wetted sur-
face expands very rapidly immediately after impact. This rapid expansion of
contact area slows down as time progresses, and for a skimming body with pos-
itive angular rotation the trailing edge’s velocity eventually drops to zero as
demonstrated in Fig. 5.5b. Letting tˆc denote the critical point in time when
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Figure 5.5: Various profile plots of a skimming body with a positive rotation
ωˆ0 > 0. The initial vertical velocity of the body Vˆ0 is taken to be −1, and
the initial angular velocity ωˆ0 is taken to be 1. Under these initial settings the
trailing edge xˆ2 initially evolves towards the downstream, however at time tˆ ∼
1.0497 this edge reaches its maximum and begins to retract towards upstream
initial contact point.
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Figure 5.6: Various profile plots of a skimming body with a negative rotation
ωˆ0 < 0. The initial vertical velocity of the body Vˆ0 is taken to be −1, and
the initial angular velocity ωˆ0 is taken to be −1. Under these initial settings
the leading edge xˆ1 initially evolves towards the upstream, however at time tˆ ∼
1.0497 this edge reaches its minimum and begins to retract towards downstream
initial contact point.
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Figure 5.7: The time evolution of the pressure and fluid velocity underneath
the skimming body during the impact stage for a positively rotating body. The
time begins from shortly after impact tˆ = 0.0357 to the end of impact stage at
tˆ = 1.0497 when the trailing edge pressure drops to zero. Notice that the wetted
surface area is initially small and increases over time. The initial conditions are
Vˆ0 = −1 and ωˆ0 = 1.
this phenomenon occurs, tˆc is estimated to be ∼ 1.0497 with the initial condi-
tions of ωˆ0 = −1 and Vˆ0 = −1. Before this critical time is reached we see in
Fig. 5.5c that the fluid velocity at the leading edge is negative, i.e. fluid flows
away from the skimming body towards upstream. At the trailing edge the fluid
velocity is positive, however as the critical time tˆc is approached it gradually de-
creases to zero. This also corresponds to the trailing edge pressure pˆ2 dropping
to zero as dictated by the pressure jump condition (5.11) and illustrated in Fig.
5.5d. The vertical centre of mass position Yˆ reaches its minimum at tˆ ∼ 0.9887
shortly before the critical time tˆc, and starts to move upwards and thus is in the
early stages of heading towards exiting the water just before the trailing edge
pressure drops to zero at tˆ = tˆc. In the case of a positive plate rotation, the
same behaviour is true except that it occurs at the leading edge. This suggests
that the angular velocity of the plate has an important and immediate effect
after impact, influencing the evolution of the wetted surface contact area on the
plate and thus affecting the pressure lift force on the body. Once the critical
time is reached a planing model is needed to describe the remaining stage of the
skimming process for times tˆ beyond tˆc.
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Fig. 5.7a shows a snap-shot of the hydrodynamic pressure under a positively
rotating body over time during the impact stage. A short time after impact
the pressure is high and positive everywhere, reaching its peak at the leading
edge and lowest value at the trailing edge as depicted at tˆ = 0.0357. As time
progresses the wetted surface area grows, the pressure starts to decrease every-
where and eventually a negative pressure region develops near the trailing edge
as shown at tˆ = 0.6365, notice there is an adverse pressure gradient field inside
this negative pressure region. This negative pressure region expands over time
and eventually reaches the trailing edge: corresponding to this phenomenon the
trailing edge fluid velocity drops to zero as shown in Fig. 5.7b.
5.6 Planing stage
The transition from impact to planing stage is marked by the disappearance
of the spray jet at the trailing edge. During the planing stage the body stops
penetrating deeper into water as demonstrated in Fig. 5.5e and the wetted
contact surface ceases to expand. As water from upstream comes in contact
with the planing body, part of it is thrown back upstream at the leading edge,
and the pressure and momentum jump conditions (5.10) are still applicable
at this edge; the rest of the water flows underneath the body and enters the
downstream area. Pressure analysis in Fig. 5.7a shows that a region with
negative pressure gradient begins to develop near the trailing edge at the end
of the impact stage; this phenomenon is consistent with the separation of a
high-Reynolds-number incompressible flow passing a bluff body. For the case
of a completely submersed body, the presence of a significant adverse pressure
gradient field causes the flow to separate from the body, a behaviour which
is well analysed using the triple-deck theory (see [41, 24, 14]) for the laminar
or turbulent regime. For the planing case where the body is only partially
submersed in water, experiments show that in the region of separation near
the trailing edge there is a turbulent mixture of air and water. The separation
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condition we impose at the trailing edge has significant effect on our model’s
planing dynamics, and we shall dedicate a significant part of this section to
analyse the separation effects.
Under the assumption that the flow separates smoothly from the trailing
end of the body with a laminar or turbulent boundary layer, where there is no
presence of adverse pressure gradient of the sort we witnessed at the end of the
impact stage, then we can impose the Brillouin-Villat (B.V.) pressure condition
at this end such that:
p(x2, t) = 0,
∂p
∂x
∣∣∣∣
x=x2
= 0. (5.38)
As we shall see shortly, if the trailing edge pressure gradient imposed at the
beginning of the planing stage differs from that observed at the end of impact
stage, then a discontinuity of the trailing edge position ensues; under the B.V.
condition which imposes a lower pressure gradient, this trailing edge position is
more up upstream than that predicted by the Tuck & Dixon conditions. That
is to say under the assumptions of smooth separation a discontinuity of the
trailing edge position occurs when switching from impact to planing model.
An alternative set of boundary conditions can be imposed by allowing a
weak adverse pressure gradient at the end of impact stage. One can speculate
that the separation at the trailing edge is perhaps usually turbulent and a weak
adverse pressure gradient also exists during the planing stage in the trailing
separation region. Such adverse pressure gradient say κ (or κ(t) as a function
of time) can only be determined via appropriate boundary layer analysis and
is beyond the scope of this thesis; a more detailed discussion can be found in
[14]. Thus under the assumptions of turbulent separation the trailing boundary
conditions can be stated as:
p(x2, t) = 0,
∂p
∂x
∣∣∣∣
x=x2
= κ. (5.39)
It can be said that the B.V. conditions of (5.38) are a special case of κ = 0,
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and we shall therefore base our analysis on the separation conditions (5.39) for
generality.
The governing equations for the fluid flow and the planing body then are
very similar to those of the impact model, the differences being that: 1) in our
planing model the time t starts at t = t∗, where t∗ is the time at the end of
impact stage; and 2) at the trailing edge the momentum and pressure jump
conditions are replaced by the separation conditions of (5.39). The planing
model is then written as follows:
∂u
∂t
+ u∂u
∂x
= −∂p
∂x
, (x ∈ [x1(t), x2(t)]), (5.40a)
∂u
∂t
+ u∂u
∂x
= 0, (x /∈ [x1(t), x2(t)]), (5.40b)
∂h
∂t
+ ∂(uh)
∂x
= 0, (5.40c)
h(x, t) = Ym(t) + xθ(t)− T (x), (x ∈ [x1(t), x2(t)]), (5.40d)
T (x) = Ax2 +Bx+ C, (A < 0), (5.40e)∫ x2
x1
p(x, t)dx = M d
2Ym
dt2
, (5.40f)∫ x2
x1
xp(x, t)dx = I d
2θ
dt2
, (5.40g)
with the following boundary conditions at the leading and trailing edges:
p(x1, t) +
1
2
(
u(x1, t)− dx1
dt
)2
= 12
(
1− dx1
dt
)2
, (5.41a)(
u(x1, t)− dx1
dt
)/(
1− dx1
dt
)
= 2h(x1, t)−
1
2 − 1, (5.41b)
p(x2, t) = 0, (5.41c)
∂p
∂x
∣∣∣∣
x=x2
= κ, (5.41d)
where time t ≥ t∗ so that this model is a continuation in time of the impact
model. The unknowns of the equations are Ym, θ, u, p with κ being a free pa-
rameter subject to the condition κ ≥ 0, i.e. maintaining an adverse pressure
gradient at the trailing edge. We shall not pursue a direct numerical solution
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of this planing model in this thesis but interested readers may refer to the work
by [73], where a numerical algorithm is derived to solve this planing problem
under the B.V. trailing edge separation condition (5.38). Instead we shall carry
on from the impact stage analysis of section 5.5 and investigate the planing
behaviour under the assumption of turbulent separation.
5.6.1 Linearised planing model
We continue to work under the asymptotic settings laid out in section 5.5,
specifically that the bluff body is able to transition from the impact to the
planing stage inside a short time regime such that t ∼ O(δ) with δ  1. The
necessary condition for such rapid transition to occur is that the body mass
is small (M ∼ O(δ 32 )) and has a positive angular rotation. Substituting the
asymptotic expansions (5.4) into the planing model (5.40) and simplifying gives
the following linearised planing model at leading order:
∂pˆ
∂xˆ
+ ∂uˆ
∂tˆ
= 0, (xˆ ∈ [xˆ1, xˆ2]) (5.42a)
∂hˆ
∂tˆ
+ ∂uˆ
∂xˆ
= 0, (xˆ ∈ [xˆ1, xˆ2]) (5.42b)
hˆ = Yˆ + xˆθˆ −Axˆ2, (xˆ ∈ [xˆ1, xˆ2]) (5.42c)
M
d2Yˆ
dtˆ2
=
∫ xˆ2
xˆ1
pˆdxˆ, (5.42d)
d2θˆ
dtˆ2
= 0, (5.42e)
with the following boundary conditions at the leading and trailing edges:
pˆ1 =
dxˆ1
dtˆ
uˆ1, (5.43a)
uˆ1 =
dxˆ1
dtˆ
hˆ1, (5.43b)
pˆ2 = 0, (5.43c)
∂pˆ
∂xˆ
∣∣∣∣
xˆ=xˆ2
= κˆ. (5.43d)
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Here κˆ = δ 12κ according to the small time scalings of (5.4). Therefore for
κˆ ∼ O(1) the actual pressure gradient at the trailing edge is relatively large.
The linearised planing model can be further simplified by eliminating pˆ1, hˆ,
uˆ and taking advantage of the fact that θˆ = ωˆ0tˆ to obtain the following relations:
[
6M + (xˆ1 − xˆ2)3
]d2Yˆ
dtˆ2
+ 3κˆ(xˆ1 − xˆ2)2 = 0, (5.44a)
1
2(xˆ1 − xˆ2)
2 d
2Yˆ
dtˆ2
+ (Axˆ21 − ωˆ0tˆxˆ1 − Yˆ )
(
dxˆ1
dtˆ
)2
+ κˆ(xˆ1 − xˆ2) = 0, (5.44b)
(xˆ1 − xˆ2)d
2Yˆ
dtˆ2
− (Axˆ21 − ωˆ0tˆxˆ1 − Yˆ )
d2xˆ1
dtˆ2
− (2Axˆ1 − ωˆ0tˆ)
(
dxˆ1
dtˆ
)2
+ 2
(
ωˆ0xˆ1 +
dYˆ
dtˆ
)
dxˆ1
dtˆ
+ κˆ = 0. (5.44c)
Note that analysis from Section 5.5 shows that only a skimming body with
positive angular rotation can transition to the planing stage inside the small
time regime, and we therefore shall deal exclusively with the case of ωˆ0 > 0
hereafter in this linearised planing regime.
The pressure gradient κˆ is a parameter whose value needs to be prescribed
subject to physical constraints. Under the B.V. condition such that κˆ = 0, the
planing model (5.44) has two alternative implications: the first is that d2Yˆ
dtˆ2
= 0
and dxˆ1
dtˆ
= 0; i.e. the body has a constant vertical velocity and its leading edge
position is fixed during the entire planing phase; the position of the trailing
edge is a function of time and can only be determined based on higher order
physics which shall be discussed in Section 5.7. The second alternative implies
that the distance between the leading and trailing edges is fixed, and it yields
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the following relations:
xˆ2 = xˆ1 + (6M)
1
3 , (5.45a)(
6M
) 2
3 d
2Yˆ
dtˆ2
+ 2
(
Axˆ21 − ωˆ0tˆxˆ1 − Yˆ
)(dxˆ1
dtˆ
)2 = 0, (5.45b)
(
6M
) 1
3 d
2Yˆ
dtˆ2
+
(
Axˆ21 − ωˆ0tˆxˆ1 − Yˆ
)d2xˆ1
dtˆ2
+
(
2Axˆ1 − ωˆ0tˆ
)(dxˆ1
dtˆ
)2 (5.45c)
− 2(dYˆ
dtˆ
+ ωˆ0xˆ1
)dxˆ1
dtˆ
= 0.
The leading edge position xˆ1 is continuous when transitioning from impact to
the planing stage, the trailing edge position xˆ2 however “jumps” to the position
of xˆ1 + (6M)
1
3 , and the heavier the object is the further apart the leading and
trailing edges are. This discontinuity of the trailing edge is also observed by [73]
when the B.V. condition is employed at the trailing edge.
Fig. 5.8 shows the numerical solutions of the planing system (5.44) for
varying values of κˆ in the range between zero and 0.5076, the latter of which is
the adverse trailing edge pressure gradient estimated from the end of the impact
stage forM = 1 and ωˆ0 = 1. The trailing edge position is only discontinuous for
κˆ = 0. For small values of κˆ as illustrated in the case of κˆ = 0.1, xˆ2 converges to
xˆ1 + (6M)
1
3 in equation (5.45a). This convergent behaviour will be discussed in
further detail in the analysis of small adverse pressure gradient in Section 5.7.
If on the other hand the imposed adverse pressure gradient is higher than
that observed at the end of the impact stage, i.e. κˆ > 0.5076, the trailing edge
position immediately stops its retraction towards the leading edge as witnessed
at the end of the impact stage and begins to extend towards the downstream
area, as demonstrated in Fig. 5.9 for time tˆ <∼ 1.6. The question of how
large an adverse pressure gradient can be sustained in the trailing separation
region in our planing model, and how the planing body behaves accordingly is
an intriguing and complex question, which shall be discussed in more detail in
the next section.
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(a) The evolution of the plate’s lead-
ing and trailing edges during the planing
stage.
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(b) The evolution of the plate’s vertical
centre of mass position during planing.
Figure 5.8: Plot of the leading and trailing edges, as well as the plate’s vertical
centre of mass during the planing stage for varying values of trailing edge pres-
sure gradient κˆ. The body’s mass M and rotational velocity ωˆ0 are both taken
to be one. For the case of κˆ = 0 the trailing edge position xˆ2 is not continuous
when transition from impact to planing stage.
1 1.5 2 2.5 3 3.5 4 4.5 5
−5
−4
−3
−2
−1
0
1 x1 ( = 0.5076)
x2 ( = 0.5076)
x1 ( = 0.56)
x2 ( = 0.56)
x1 ( = 0.58)
x2 ( = 0.58)
x1 ( = 0.60)
x2 ( = 0.60)
(a) The evolution of the plate’s lead-
ing and trailing edges during the planing
stage for varying values of κˆ.
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(b) The evolution of the plate’s vertical
centre of mass position during planing for
varying values of κˆ.
Figure 5.9: Plot of the leading and trailing edges, as well as the plate’s verti-
cal centre of mass during the planing stage for varying values of trailing edge
pressure gradient greater than observed at the end of impact stage: κˆ > 0.5076.
We can observe that the trailing edge position begins to retract towards the
leading edge for tˆ <∼ 1.6. The body’s mass M and rotational velocity ωˆ0 are
both taken to be one.
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5.6.2 Maximum sustainable adverse pressure gradient at
the trailing edge
For a large-Reynolds-number flow past a bluff body, the presence of a region with
large adverse pressure gradient on the body is typically associated with turbulent
flow separation. The flow separation from a semi-submerged bluff planing body
where there is a mixture of air and fluid in its trailing separation region is less
studied. Numerical solutions to our planing model (5.44) for varying values of κˆ
presented in Fig. 5.10 demonstrate an unexpected behaviour of the trailing edge.
We shall dedicate this section to investigate the maximum adverse pressure
gradient κˆ that can be sustained in our model’s trailing separation region, and
the effects it has on our planing body’s behaviour.
1 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.80.9
1
1.1
1.2
1.3
1.4
=0.606
=0.6065
=0.607
=0.6075
Figure 5.10: The unsta-
ble behaviour of trailing
edge position xˆ2 for val-
ues of trailing edge pres-
sure gradient κˆ exceed-
ing an unknown upper
limit.
We shall work with model equations (5.44a) and (5.44b) and write them in
the following form:
(6M − ξˆ3)d
2Yˆ
dtˆ2
+ 3κˆξˆ2 = 0, (5.46a)
1
2 ξˆ
2 d
2Yˆ
dtˆ2
− κˆξˆ + ηˆ = 0, (5.46b)
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where ξˆ and ηˆ are given as
ξˆ = xˆ2 − xˆ1, (5.47a)
ηˆ = (Axˆ21 − ωˆ0tˆxˆ1 − Yˆ )(
dxˆ1
dtˆ
)2, (5.47b)
note that ξˆ > 0 and ηˆ < 0. We can eliminate d2Yˆ
dtˆ2
by combining the model
equations (5.46) to obtain the following polynomial in ξˆ:
1
2 ξˆ
4 + 6Mξˆ = αˆ(6M − ξˆ3), (5.48)
where αˆ is given as
αˆ = ηˆ/κˆ, (5.49)
and we notice that αˆ < 0. The left and right hand sides of this equation, denoted
as fL and fR for convenience, are quartic and cubic functions of ξˆ respectively,
i.e.
fL(ξˆ) =
1
2 ξˆ
4 + 6Mξˆ, (5.50a)
fR(ξˆ) = αˆ(6M − ξˆ3). (5.50b)
The curve of fL intersects with that of fR in the (ξˆ, f) plane for sufficiently small
values of αˆ (αˆ < 0). Notice these two curves only intersect in the first quadrant
as ξˆ, fR and fL are strictly non-negative; see Fig. 5.11 for depiction. There is a
critical value αˆD such that these two curves share the same gradient at the point
of intersection, and if αˆ exceeds the limit αˆD the two curves do not intersect.
This critical value αˆD = ηˆD/κˆD gives rise to κˆD, which is the maximum adverse
pressure gradient that can be sustained at the trailing edge; exceeding this limit
the trailing edge position becomes unreachable and our planing model breaks
down. To determine ξˆD and αˆD we therefore first differentiate (5.48) with
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respect to ξˆ to obtain
2ξˆ3 + 6M = −3αˆξˆ2; (5.51)
combining the two equations (5.48), (5.51) and simplifying gives the following
equation for ξˆD
ξˆ6D − 48Mξˆ3D − 72M2 = 0, (5.52)
for which we can immediately write down its solution:
ξˆD = [(24 + 18
√
2)M ] 13 . (5.53)
This corresponds to the maximum distance between xˆ1 and xˆ2 that can be
sustained by our planing model. Notice this limit is dependent on the body
mass only and intuitively the heavier the planing body, the wider apart the
leading and trailing edges are. From ξˆD and (5.51) we obtain the solution for
αˆD:
αˆD = −
√
2
2
[
(24 + 18
√
2)M
] 1
3
. (5.54)
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Figure 5.11: A plot of fL(ξˆ)
and fR(ξˆ) with respect to ξˆ
for various values of αˆ. No-
tice that there exists a limit
value αˆ = αˆD such that
the two curves intersect on
the (ξˆ, f) plane with the
same gradient. Any values
of αˆ greater than this limit
the curves no longer inter-
sect and our planing model
yields no solution.
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Having established ξˆD and αˆD, the unstable behaviour of the trailing edge
solution indicated in Fig. 5.10 can be investigated by seeking the following
asymptotic expansions:
tˆ = tˆD + t¯, (5.55a)
κˆ = κˆD + 2κ¯, (5.55b)
ξˆ = ξˆD + ξ¯(t¯) + 2 ¯¯ξ(t¯), (5.55c)
ηˆ = ηˆD + η¯(t¯) + 2 ¯¯η(t¯), (5.55d)
with  1. Substituting into the model equations of (5.51) gives the following
relations at the leading orders:
O(1) : 12 ξˆ
4
D + 6MξˆD −
ηˆD
κˆD
(6M − ξˆ3D) = 0, (5.56a)
O() : 2ξˆ3D ξ¯ + 6Mξ¯ + 3
ηˆD
κˆD
ξˆ2D ξ¯ =
η¯
κˆD
(6M − ξˆ3D), (5.56b)
O(2) : 2ξˆ3D
¯¯ξ + 6M ¯¯ξ + 3 ηˆD
κˆD
ξˆ2D
¯¯ξ + 3 η¯
κˆD
ξˆ2D ξ¯ + 3(κˆD ξˆ2D + ηˆD ξˆD)ξ¯2
− (6M − ξˆ3D)¯¯η + (
1
2 ξˆ
4
D + 6MξˆD)κ¯ = 0. (5.56c)
The right-hand-side of (5.56b) is zero by (5.51), we therefore can immediately
deduce that η¯ = 0. Subsequently from equation (5.56c) we obtain the following
relation for ξ¯:
ξ¯ = −
√
− ξˆD
κˆD
[
¯¯η + κ¯2ξˆ
3
D + 6M
3ξˆ2D
]
. (5.57)
To see how ξ¯ evolves with time we perform Taylor expansion of ηˆ at tˆ = tˆD
ηˆ = ηˆD + t¯ηˆ′(tˆD) +
1
2
2t¯2ηˆ′′(tˆD); (5.58)
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matching this with the expansion in (5.55d) it is evident that
η¯ = t¯ηˆ′(tˆD) = 0, (5.59a)
¯¯η = 12 t¯
2ηˆ′′(tˆD), (5.59b)
and ξ¯ can be written as
ξ¯ = −
√
− ξˆD
κˆD
[
1
2 t¯
2ηˆ′′(tˆD) + κ¯
2ξˆ3D + 6M
3ξˆ2D
]
. (5.60)
The solution of ξ¯ behaves differently depending on the sign of κ¯. For the case
of negative κ¯ which corresponds to κˆ less than κˆD, ξ¯ is well defined and has a
maximum at t¯ = 0, i.e. tˆ = tˆD; this can be seen in Fig. 5.12. For the case
of positive κ¯ which corresponds to κˆ exceeding the value of κˆD however, the
solution of ξ¯ grows to zero quickly and becomes imaginary before t¯ reaches zero;
this essentially corresponds to ξˆ rapidly reaching the limit of ξˆD given in (5.53)
and becoming undefined from then on. The solution for κ¯ = 0 i.e. κˆ = κˆD, acts
as a separatrix of the two aforementioned solution behaviours and ξˆ reaches the
limit of ξˆD at time tˆD; it subsequently decreases below ξˆD as time goes beyond
tˆD. The solution for ξ¯ thus explains the unstable behaviour of xˆ2 shown in Fig.
5.10. Fig. 5.13 demonstrates that ηˆ′ is positive and decreases to zero as time
grows to tˆD.
−5 0 5−14
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−10
−8
−6
−4
−2
0
 = 0
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 = 5
Figure 5.12: Solution to ξ¯ in
(5.57) with κ¯ taking values
of −5, 0, 5. The solution of
ξ¯ is well defined for κ¯ = −5;
for κ¯ = 5, ξ¯ grows rapidly
and becomes imaginary be-
fore t¯ reaches zero; solution
of ξ¯ for κ¯ = 0 acts as a sep-
aratrix for the two distinct
behaviours.
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Figure 5.13: Solutions of
ηˆ′ = dηˆ
dt¯
over time for dif-
ferent values of κˆ. Notice
that ηˆ′ is initially positive
and decreases over time. It
eventually reaches zero at
time tˆD. Note that the ac-
tual value of tˆD varies de-
pends on the value of κˆ as
demonstrated in the figure.
5.7 Small adverse pressure gradient at trailing
edge
The previous section The numerical solutions for ξˆ indicate that for κˆ sufficiently
small, the planing system converges in time to a state such that the leading and
trailing edges travel at a fixed distance of (6M) 13 from each other. The trailing
edge in particular goes through a phase of rapid adjustment in a short time span.
We show that for a planing body subject to small adverse pressure gradient at
the trailing separation region, i.e. κˆ 1, its planing motion can be divided into
three consecutive phases.
The first phase of the planing stage begins at the instant when the body
completes its impact stage and enters the planing stage. The leading edge
during this phase continues to move further upstream, and it does so on a scale
of κˆ 12 . The trailing edge in the meantime evolves on a larger scale of order
unity. At the end of the initial planing phase the distance between the two
edges becomes (6M) 13 , and the time at which this occurs is tˆ = − xˆ2c1+Yˆc
Vˆc+ωˆ0xˆc1
.
Thus at the end of the initial phase the planing system configured with a small
trailing edge adverse pressure gradient converges to that of B.V. configuration.
During the second planing stage the system evolves on a time scale of κˆ 14 , the
evolution of the trailing edge slows down from order unity to the same order as
the leading edge but with a small adjustment (O(κˆ 34 )). As time progresses the
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planing system eventually exceeds the O(κˆ 14 ) regime and transitions to the final
large time scale planing phase. During this phase the leading edge evolves on a
scale of order unity and the trailing edge evolves in sync with the leading edge
but with a (O(κˆ)) adjustment.
5.7.1 Initial planing phase
This phase begins when the body transitions from impact to planing stage.
Suppose the time when this transition occurs is tˆc, then we are concerned with
time tˆ ≥ tˆc. We let ξˆ denote the horizontal distance between the leading and
trailing edges as usual: ξˆ = xˆ2 − xˆ1 and ξˆ is strictly non-negative. Let xˆc1, Yˆc
and Vˆc denote the horizontal position of the leading edge, vertical position of
the centre of mass and vertical velocity respectively at time tˆc. Suppose that
the trailing edge pressure gradient κˆ is positive but small such that 0 < κˆ 1,
then we try the following variable asymptotic expansions:
xˆ1 = xˆc1 + κˆ
1
2 xˇ1(tˆ) +O(κˆ), (5.61a)
ξˆ = ξˇ1(tˆ) +O(κˆ
1
2 ), (5.61b)
Yˆ = Yˆc + Vˆctˆ+ κˆYˇ1(tˆ) +O(κˆ2). (5.61c)
Substituting these variables into the planing system (5.44) gives the following
relations at the leading order:
(xˆ2c1 + Yˆc + Vˆctˆ+ ωˆ0xˆc1tˆ)
d2xˇ1
dtˆ2
+ 2(ωˆ0xˆc1 + Vˆc)
dxˇ1
dtˆ
= 0, (5.62a)
1
2 ξˇ
2
1
d2Yˇ1
dtˆ2
− (xˆ2c1 + Yˆc + Vˆctˆ+ ωˆ0xˆc1tˆ)
(
dxˇ1
dtˆ
)2
− ξˇ1 = 0, (5.62b)
[6M − ξˇ31 ]
d2Yˇ1
dtˆ2
+ 3ξˇ21 = 0. (5.62c)
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This is a system of differential algebraic equations of index 1 and can be re-
arranged into the following equivalent form:
d
dtˆ
[
ζ2
dxˇ1
dtˆ
]
= 0, (5.63a)
ξˇ41 + 2ζ(6M − ξˇ31)
(
dxˇ1
dtˆ
)2
+ 12Mξˇ1 = 0, (5.63b)
[6M − ξˇ31 ]
d2Yˇ1
dt2
+ 3ξˇ21 = 0, (5.63c)
where (5.63a) is a re-write of (5.62a) in a general Sturm-Liouville form, and the
function ζ(tˆ) is given as
ζ(tˆ) = xˆ2c1 + Yˆc + (Vˆc + ωˆ0xˆc1)tˆ. (5.64)
To solve this system of equations we require Cauchy conditions for xˇ1, Yˇ1 at the
beginning of the planing stage tˆ = tˆc. At this time the values of xˆc1, xˆc2, Yˆc
and Vˆc are known and can be obtained as solutions from the end of the impact
stage. Let Yˇ10 and Vˇ10 be the initial value and initial first order derivative for Yˇ1
respectively, from the skimming body’s known vertical dynamics at this point
we can deduce the following:
Yˇ10 ≡ Yˇ1
∣∣∣∣
tˆ=tˆc
= 0, Vˇ10 ≡ dYˇ1
dtˆ
∣∣∣∣
tˆ=tˆc
= 0. (5.65)
Let xˇ10 and uˇ10 be the initial value and initial first order derivative for xˇ1
respectively, then xˇ10 is zero by the implications of (5.61a) at time tˆ = tˆc. We
may be inclined to obtain its initial derivative uˇ10 by taking the leading edge’s
horizontal velocity from the end of impact stage, whose value is say uˆc1 and
deduce that uˇ10 = κˆ−
1
2 uˆc1 by (5.61a). However setting its initial condition this
way is not consistent with the planing model (5.62), to see this we combine the
two equations (5.63b, 5.63c) and set tˆ = tˆc to obtain:
3ξˇ410
2ξˇ310 − 12M
− ζ0uˇ210 − ξˇ10 = 0,
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here ξˇ10 = ξˇ1(tˆc), ζ0 = ζ(tˆc) and uˇ10 = uˇ(tˆc). This gives us an initial condition
for uˇ10 that is consistent for the planing model:
uˇ10 = −
[
ξˇ410 + 12Mξˇ10
2ζ0(ξˇ310 − 6M)
] 1
2
. (5.66)
Therefore when transitioning from the impact to the planing stage the leading
edge’s velocity is discontinuous, and the suitable Cauchy conditions for xˇ1 are:
xˇ10 = 0, uˇ10 = −
[
ξˇ410 + 12Mξˇ10
2ζ0(ξˇ310 − 6M)
] 1
2
, (5.67)
and we can write down the solution for xˇ1 from (5.63a):
xˇ1(tˆ) = Φ0(1− ζ0ζ−1), (5.68)
where Φ0 is defined as
Φ0 = − ζ0
Vˆc + ωˆ0xˆc1
[
ξˇ410 + 12Mξˇ10
2ζ0(ξˇ310 − 6M)
] 1
2
, (5.69)
this explicit solution for xˇ1 enables us to write down the following quartic equa-
tion of ξˇ1 from (5.63b):
ζ3ξˇ41 − 2Φ20ξˇ31 + 12Mζ3ξˇ1 + 12MΦ20 = 0. (5.70)
The formula for finding roots of quartic equations are well known and will not be
present here explicitly. Out of the four possible solutions for ξˇ1 the admissible
one should be real, positive and fits the physical context of the system. From
(5.63c) we can obtain the solution for Yˇ1 in a double integral form based on the
admissible solution of ξˇ1 and initial conditions (5.65):
Yˇ1 =
∫∫ tˆ
tˆc
3ξˇ21
ξˇ31 − 6M
dtˆ2. (5.71)
The solutions for xˇ1, ξˇ1 and Yˇ1 are presented in Fig. 5.14. The results
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Figure 5.14: Solutions of the planing system (5.63) withM = 1, ωˆ0 = 1, κˆ = 0.1.
The values of xˆc1, xˆc2, Yˆc and Vˆc are the results from the final stage of impact
model (5.35), their respective values are: −1.9944, 0.9434, −0.4431 and 0.0359.
demonstrate that for a planing body with positive rotation, its leading edge
position continues to extend in the direction of upstream as with the impact
stage case. The trailing edge position on the other hand also begins to move in
the direction of upstream, and it moves at a greater pace compared with that
of the leading edge as demonstrated by the decreasing value of ξˇ1 in Fig. 5.14b;
this signifies that the contact surface between the water and planing starts to
decrease. During this phase the planing body continues to emerge from water
as shown in Fig. 5.14c.
5.7.2 Planing Phase II
The solution of xˇ1 given in (5.68) depends inversely on ζ(tˆ), and the value of ζ
in (5.64) is positive at time tˆc but decreases as time progresses, see Fig. 5.15.
When ζ eventually reaches zero xˇ1 becomes singular and undefined. We let tˆN
be the time when this singularity occurs, from the definition of ζ in (5.64) tˆN
can be determined as:
tˆN = − xˆ
2
c1 + Yˆc
Vˆc + ωˆ0xˆc1
. (5.72)
At this point ξˇ1, the horizontal distance between the two wetted edges takes the
value of (6M) 13 , this can be seen by setting ζ(tˆN ) = 0 in equation (5.70). Thus
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at the end of phase I we arrive at the same solution as that given by the B.V.
condition, and the time it takes to reach this solution is determined by the state
of the system at the end of the impact stage as shown in (5.72). At the end of
phase I the planing system no longer evolves on the scales described in (5.61)
and we therefore need to seek a new evolution scale for the next planing phase.
To determine the appropriate asymptotic scale for the next planing phase, we
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Figure 5.15: Solutions of
ζ(tˆ) during the planing
phase. The values of xˆc1,
Yˆc and Vˆc are −1.9944,
−0.4431 and 0.0359 respec-
tively. ζ(tˆc) is positive; as
time increases this eventu-
ally decreases to zero, at
which point the solution for
xˇ1 becomes undefined.
examine the time close to tˆN such that tˆ = tˆN + δ1t¯ with δ1  1 and t¯ being
order unity. The solution for xˇ1 can be re-written as:
xˇ1 = Φ0
[
1− ζ0
δ1t¯(Vˆc + ωˆ0xˆc1)
]
. (5.73)
This suggests that the leading edge position xˇ1 at the end of phase I can be scaled
as xˇ1 ∼ δ−11 x¯1(t¯) with x¯1(t¯) being order unity. As ξˇ1 converges to (6M)
1
3 we
can write ξˇ1 ∼ (6M) 13 −δ2ξ¯1 with δ2  1 and ξ¯1 being order unity. Substituting
this into equations (5.62b, 5.62c) and simplifying yields the following relation:
ξ¯1 = −δ
3
1
δ2
Ψ0t¯3, (5.74)
which implies δ2 = δ31 , and Ψ0 is given as:
Ψ0 =
(6M) 23 (Vˆc + ωˆ0xˆc1)
2ζ20Φ20
. (5.75)
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From ξ¯1 we can obtain the following leading order relation for Yˇ1 based on the
planing body’s vertical momentum equation (5.62c):
1
δ21
d2Yˇ1
dt¯2
= 1
δ31Ψ0t¯3
,
therefore
Yˇ1 =
1
2δ1Ψ0t¯
+ YAt¯+ YB , (5.76)
with YA and YB being integration constants. Hence towards the end of the
phase I we can scale our planing system as follows:
xˇ1 = δ−11 x¯1, (5.77a)
ξˇ1 = (6M)
1
3 − δ31 ξ¯1, (5.77b)
Yˇ1 = δ−11 Y¯1. (5.77c)
To assess how δ1 relates with the trailing edge pressure gradient κˆ, we try setting
δ1 = κˆm with m being a positive unknown. Combining expansions (5.61) and
(5.77) gives the following variable expansions:
xˆ1 = xˆc1 + κˆ
1
2−mx¯1, (5.78a)
ξˆ = (6M) 13 − κˆ3mξ¯1, (5.78b)
Yˆ1 = Yˆc + VˆctˆN + κˆmVˆct¯+ κˆ1−mY¯1. (5.78c)
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Substituting these variables into the planing system (5.44) gives the following
leading order relations:
ξ¯1
¨¯Y1 + 1 = 0, (5.79a)
1
2(6M)
2
3 ¨¯Y1κˆ1−3m −
[
(2xˆc1 + ωˆ0tˆN )x¯1κˆ
3
2−5m + (ωˆ0xˆc1 + Vˆc)t¯κˆ1−3m
] ˙¯x21 = 0,
(5.79b)[
(2xˆc1 + ωˆ0tˆN )x¯1κˆ1−4m + (ωˆ0xˆc1 + Vˆc)t¯κˆ
1
2−2m
]¨¯x1 + κˆ1−4m(2xˆc1 + ωˆ0tˆN ) ˙¯x21
+ 2κˆ 12−2m(ωˆ0xˆc1 + Vˆc) ˙¯x1 = 0. (5.79c)
Balancing the powers of κˆ for each term in all the equations implies m = 14 , and
(5.78a) becomes:
tˆ = tˆN + κˆ
1
4 t¯, (5.80a)
xˆ1 = xˆc1 + κˆ
1
4 x¯1, (5.80b)
ξˆ = (6M) 13 − κˆ 34 ξ¯1, (5.80c)
Yˆ1 = Yˆc + VˆctˆN + κˆ
1
4 Vˆct¯+ κˆ
3
4 Y¯1. (5.80d)
Therefore in the next phase of the planing stage, the planing body’s leading
edge and centre of mass moves on a larger scale of κˆ 14 , while the trailing edge
moves on a scale comparable to that of the leading edge but with an O(κˆ 34 )
adjustment. This is in contrast to the initial planing phase during which the
trailing edge transitions on a much larger time scale when compared with the
leading edge. Substituting these asymptotic expansions of the variables into the
governing equations (5.79) and simplifying gives:
ξ¯1
¨¯Y1 + 1 = 0, (5.81a)
1
2(6M)
2
3 ¨¯Y1 −
[
(2xˆc1 + ωˆ0tˆN )x¯1 + (ωˆ0xˆc1 + Vˆc)t¯
] ˙¯x21 = 0, (5.81b)[
(2xˆc1 + ωˆ0tˆN )x¯1 + (ωˆ0xˆc1 + Vˆc)t¯
]¨¯x1 + (2xˆc1 + ωˆ0tˆN ) ˙¯x21 + 2(ωˆ0xˆc1 + Vˆc) ˙¯x1 = 0.
(5.81c)
137
This system can be solved explicitly via method of matched asymptotic expan-
sions. To do so we first notice that (5.81c) is a second order nonlinear ODE for
x¯1 alone and can be re-arranged to the following form:
(2xˆc1 + ωˆ0tˆN )(x¯1 ˙¯x1)′ + (ωˆ0xˆc1 + Vˆc)(t¯x¯1)′′ = 0, (5.82)
where dot and prime both denote differentiation with respective to time t¯. In-
tegrating this twice gives the following expression for x¯1:
1
2(2xˆc1 + ωˆ0tˆN )x¯
2
1 + (ωˆ0xˆc1 + Vˆc)t¯x¯1 − C1t¯− C2 = 0, (5.83)
where C1 and C2 are constants of integration, which remains to be determined.
Since the leading edge’s horizontal position is negative under our coordinate
system, we can write down the negative root of this equation:
x¯1 =
√
(ωˆ0xˆc1 + Vˆc)2t¯2 + 2(2xˆc1 + ωˆ0tˆN )(C1t¯+ C2)− (ωˆ0xˆc1 + Vˆc)t¯
2xˆc1 + ωˆ0tˆN
. (5.84)
The unknown constants in this solution can be determined by matching x¯1 with
xˇ1 by Van Dyke’s matching principle. For the purpose of matching we shall
refer to the solution (5.68) for xˇ1 as the “outer” solution, and (5.84) for x¯1 as
the “inner” solution. The leading two terms expansion of the inner solution
(5.84) with t¯ 0 are:
x¯1 ∼ C1(ωˆ0xˆc1 + Vˆc)
+ C2
(ωˆ0xˆc1 + Vˆc)t¯
+O( 1
t¯2
).
Based on the scaling of (5.77a) we match these terms with the outer solution
as:
C1
(ωˆ0xˆc1 + Vˆc)
= δ1Φ0 ≈ 0,
C2
(ωˆ0xˆc1 + Vˆc)t¯
= − Φ0ζ0
(ωˆ0xˆc1 + Vˆc)t¯
,
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we can therefore obtain the following solutions to the integration constants:
C1 = 0, C2 = −Φ0ζ0; (5.86)
and the full solution for x¯1 becomes:
x¯1 =
√
(ωˆ0xˆc1 + Vˆc)2t¯2 − 2(2xˆc1 + ωˆ0tˆN )Φ0ζ0 − (ωˆ0xˆc1 + Vˆc)t¯
2xˆc1 + ωˆ0tˆN
. (5.87)
Having solved x¯1 we can subsequently solve Y¯1 by substituting (5.87) into the
governing equation (5.81b) and integrating with respect to time twice:
Y¯1 =
2
3
[(ωˆ0xˆc1 + Vˆc)2t¯2 − 2Φ0ζ0(2xˆc1 + ωˆ0tˆN )] 32 − (ωˆ0xˆc1 + Vˆc)3t¯3
(6M) 23 (2xˆc1 + ωˆ0tˆN )2
+C3t¯+C4,
(5.88)
where C3 and C4 are constants of integration. The leading order expansions for
Y¯1 are:
Y¯1 ∼ Φ
2
0ζ
2
0
2(6M) 23 (ωˆ0xˆc1 + Vˆc)t¯
+
[
C3− 2Φ0ζ0(ωˆ0xˆc1 + Vˆc)(6M) 23 (2xˆc1 + ωˆ0tˆN )
]
t¯+C4+O(t¯−3). (5.89)
Similarly applying Van Dyke’s principle, matching this “inner” solution with
“outer” solution of Yˇ1 expressed in the inner variable t¯ yields:
1
2Ψ0
≡ Φ
2
0ζ
2
0
(6M) 23 (ωˆ0xˆc1 + Vˆc)t¯
,[
C3 − 2Φ0ζ0(ωˆ0xˆc1 + Vˆc)(6M) 23 (2xˆc1 + ωˆ0tˆN )
]
t¯ = δ1YAt¯ ≈ 0,
C4 = δ1YB ≈ 0;
therefore the two integration constants are given as
C3 =
2Φ0ζ0(ωˆ0xˆc1 + Vˆc)
(6M) 23 (2xˆc1 + ωˆ0tˆN )
, C4 = 0. (5.91)
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Hence we have obtained the solution for Y¯1 as:
Y¯1 =
2
3
[(ωˆ0xˆc1 + Vˆc)2t¯2 − 2Φ0ζ0(2xˆc1 + ωˆ0tˆN )] 32 − (ωˆ0xˆc1 + Vˆc)3t¯3
(6M) 23 (2xˆc1 + ωˆ0tˆN )2
+ 2Φ0ζ0(ωˆ0xˆc1 + Vˆc)t¯
(6M) 23 (2xˆc1 + ωˆ0tˆN )
.
(5.92)
Finally ξ¯1 can be solved by substituting the solution of Y¯1 into the planing
equation (5.81a) and obtain:
ξ¯1 = −
(6M) 23 (2xˆc1 + ωˆ0tˆN )2
[
(ωˆ0xˆc1 + Vˆc)2t¯2 − 2Φ0ζ0(2xˆc1 + ωˆ0tˆN )
] 1
2
2(ωˆ0xˆc1 + Vˆc)2
[[
(ωˆ0xˆc1 + Vˆc)2t¯2 − 2Φ0ζ0(2xˆc1 + ωˆ0tˆN )
] 1
2 − (ωˆ0xˆc1 + Vˆc)t¯
]2 .
(5.93)
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Figure 5.16: Plots of x¯1, ξ¯1 and Y¯1 over time t¯ ∈ [0, 5]. The values of xˆc1,
xˆc2, Yˆc and Vˆc are the results from the final stage of impact model (5.35), their
respective values are: −1.9944, 0.9434, −0.4431 and 0.0359.
The solutions demonstrated in Fig. 5.16 indicates that leading and trailing
edge positions in this phase continue to move in the direction of upstream. The
pace at which the body moves emerges from the water significantly increases.
It becomes evident that as time progresses our planing system will grow out of
the O(κˆ 14 ) regime, which will lead to the final large time phase of our planing
system.
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5.7.3 Planing Phase III
During phase II the solution for Y¯ evolves at cubic power of time t¯; as time
increases it eventually grows out of the O(κˆ 34 ) regime and moves onto the next
phase of the planing stage. To identify the appropriate scaling of this next phase
we can introduce a new time variable t˘ such that t˘ = κˆnt¯, with 0 < n < 1 so
that κˆn is small, i.e. κˆn  1. Based on this new time scaling we can derive
the following appropriate variables scalings for this new phase from on phase II
solutions:
t˘ = κˆnt¯,
x˘1 = κˆnx¯1,
ξ˘1 = κˆ−nξ¯1,
Y˘1 = κˆ3nY¯1.
Based on these scalings and the phase II variables expansions in (5.80) we are
able to write down the relations of our phase III variables with the linearised
planing variables as:
tˆ = tˆN + κˆ
1
4−nt˘,
xˆ1 = xˆc1 + κˆ
1
4−nx˘1,
ξˆ1 = (6M)
1
3 − κˆ 34+nξ˘1,
Yˆ1 = Yˆc + Vˆc(tˆN + κˆ
1
4−nt˘) + κˆ 34−3nY˘1.
To determine the unknown we substitute the above expansions into the lin-
earised planing system (5.44), balancing the powers of κˆ for each term gives
n = 14 . This suggests the phase III planing system evolves on the same scale as
the linearised planing system, and the small trailing edge pressure gradient has
negligible effect during this phase. We can therefore approximate the linearised
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planing variables in terms of the phase III variables as:
tˆ = t˘, (5.96a)
xˆ1 = x˘1, (5.96b)
ξˆ1 = (6M)
1
3 − κˆξ˘1, (5.96c)
Yˆ1 = Y˘1. (5.96d)
Substituting the above variable expansions into the the planing system of (5.44)
gives the following planing system for phase III:
ξ˘1
¨˘
Y1 + 1 = 0, (5.97a)
1
2(6M)
2
3 ¨˘Y1 − (x˘21 + ωˆ0t˘x˘1 + Y˘1)( ˙˘x1)2 = 0, (5.97b)
(6M) 13 ¨˘Y1 − (x˘21 + ωˆ0t˘x˘1 + Y˘1)¨˘x1 − (2x˘1 + ωˆ0t˘)( ˙˘x1)2 − 2(ωˆ0x˘1 + ˙˘Y1) ˙˘x1 = 0.
(5.97c)
It is difficult to obtain explicit solutions to this coupled non-linear ODE system,
numerical solutions are therefore pursued and the results are presented in Fig.
5.17. Comparisons with the solutions of the planing system (5.44) show that
the phase III planing system is able to capture the planing body’s behaviour at
large times well.
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(a) Comparison of numerical solutions
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Figure 5.17: Numerical solutions of the planing system (5.97) compared with
the full planing system (5.44) for tˆ > tˆN and κˆ = 10−4.
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The solutions indicate that during this phase the planing body continues
to emerge from water; the leading and trailing edges continue to move in the
direction of the upstream, with the distance between the two edges fixed at
(6M) 13 at the leading order.
In order to see the behaviour of the system at large times, i.e. as t˘→∞, we
introduce the following scaled large time variables:
t˜ = δt˘, (5.98a)
x˜1 = δx˘1, (5.98b)
ξ˜ = ξ˘, (5.98c)
Y˜ = δ2Y˘ , (5.98d)
where δ  1 and the tilde sign is used to denote large time variables, these
variables are all of order unity. Upon substituting the above variables into the
phase III planing system we obtain the following system at the leading order:
ξ˜1
¨˜Y1 + 1 = 0, (5.99a)
(x˜21 + ωˆ0t˜x˜1 + Y˜ ) ˙˜x21 = 0, (5.99b)
(x˜21 + ωˆ0t˜x˜1 + Y˜ )¨˜x1 + (2x˜1 + ωˆ0t˜) ˙˜x21 + 2(ωˆ0x˜1 + ˙˜Y ) ˙˜x1 = 0. (5.99c)
The solution to the system can be written down explicitly with the initial con-
ditions that x˜1(0) = 0 and Y˜ (0) = 0:
x˜1 = −12 ωˆ0t˜, (5.100a)
ξ˜ = − 2
ωˆ20
, (5.100b)
Y˜ = 14 ωˆ
2
0 t˜
2. (5.100c)
If we are able to see the planing body lifting off and separating from water, the
positions of the leading and trailing edges should eventually coincide as shown
by [73] in the numerical solutions of the full planing system (5.40). This is
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clearly not the case in our linearised planing model as the large time solutions
above demonstrate. Under our linearised planing regime the body will continue
to lift upwards as time grows but the distance between the two wetted edges
does not decrease. As the body evolves vertically to the squared power of time
it will eventually grow out of our linearised regime defined in (5.4), as which
point we will need to revert to the full planing system to capture the motion of
the planing body.
5.8 Conclusion
In this chapter we investigated the skimming problem of bluff body on shallow
water. The skimming process is divided into two consecutive stages: an impact
and a planing stage. The impact stage begins from the moment the bluff body
touches down on water from air and ends when the trailing edge stops extend-
ing towards downstream. If and when this phenomenon occurs the body then
transitions to a planing stage.
During the impact stage we demonstrate, in a short time-frame just after
touch-down, the body’s wetted leading and trailing edges evolve to the square
root of time; as time grows their speeds begin to decrease and the two edges
eventually evolve linearly with time. On the vertical scale the body penetrates
further into water after touching down, this continues until shortly before the
end of the impact stage, when the fluid-body contact area grows sufficiently
large and the hydrodynamic pressure begins to lift the body upwards. A region
of positive (adverse) pressure gradient starts to develop near the trailing edge
underneath the body towards the end of the impact stage; this areas grows
larger over time and eventually reaches the trailing edge, at which point the
trailing edge stops extending towards downstream and impact stage terminates.
We find that a body with sufficiently small body mass and a positive rotation,
it is able to transition rapidly from the impact to the planing stage.
The value of the adverse pressure gradient at the trailing edge plays a critical
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role during the planing stage: there is a maximum adverse pressure gradient
that can be sustained at this trailing edge. This upper limit is dependent on,
amongst other things - the body’s mass, leading edge’s position and velocity,
as well as the vertical position of the body’s centre of mass. Exceeding this
adverse pressure gradient limit the flow separation at the trailing edge becomes
too turbulent and our linearised planing model breaks down; the body otherwise
is able to sustain the planing motion, during which both its leading and trailing
edges move in the direction of upstream, and the centre of mass moves upwards
during this stage in a process of lifting-off from water.
If on the other hand the adverse pressure gradient is very small and close
to being zero, we find that the body’s planing motion can be further divided
into three phases. In the first phase the trailing edge position goes through a
rapid transition towards the upstream direction; in a predetermined time-frame
the trailing edge is able to “catch-up” with the leading edge and decrease the
horizontal distance between the two edges to a value that is proportional to the
body’s mass. In the second phase the leading and trailing edges at the leading
order move in the direction of upstream linearly with time, the body’s vertical
position however evolves to the cubic power of time and grows out of this regime
in a short period of time. In phase III, the leading and trailing edges continue to
evolve linearly with time at the leading order, while the vertical position of the
planing body’s centre of mass evolves to the squared power of time. We find that
under our linearised planing regime we are not able to witness the phenomenon
of a planing body achieving complete lifting-off and separation from water, to
do so we must wait until the body grows out of our linearised regime to the full
planing regime.
The investigation of impact and planing on water brings about another in-
teresting topic - under which circumstances a planing body is not able to obtain
sufficient hydrodynamic lift and thus sinks into water. This is the topic we shall
investigate in Chapter 6.
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Chapter 6
Flooding and sinking of an
originally skimming body
6.1 Introduction
The skimming problem of a thin flat plate over shallow water was investigated
in Chapter 2. We analysed the physical conditions under which the skimming
body is able to obtain sufficient lift and achieve lift-off. One of the assumptions
of such a model is that the water’s free surface is in contact only with the lower-
section (the underneath) of the body, while its upper-section is in contact with
air.
The aim of this chapter then, is to investigate the effects of “flooding” over a
body in skimming motion. Such a phenomenon occurs frequently in the natural
world as well as in the field of engineering. Take surfing, a popular recreational
activity for example; observations and surfing experience would tell us that it
is very common for a surfboard to be at least partially immersed under water
during surfing. Indeed a surfboard at rest while carrying the weight of an
adult surfer is typically below water (see Fig. 6.1a), and it is only with speed
generated by a wave from its back that the board is able to surf at the ocean’s
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free surface (Fig. 6.1b). Stone skipping by the seaside is another popular
pastime activity. Depending on the surface conditions a stone would penetrate
into waves/tides and experience flooding over its entire body. With regard
to industrial applications, a ship sailing through rough seas experiences water
flooding over the top of its deck, see Fig. 6.1c) - 6.1d) for relevant illustrations.
Needless to say then, understanding such interactions between fluid, solid body
and air has a wide range of applications.
The modelling of fluid flow past a solid object is well studied and plays
an important role in the likes of aeronautical and fluid mechanical engineering
[17, 32, 23]. A common set-up for such problems is a body completely immersed
in fluid, with the flow often assumed to be steady, see [45] for such a class of
problems. Closer to our concerns, [30] investigated a flow past successive multi-
blades. A stream-wise pressure jump feature in a localised Euler region at each
blade’s leading edge is deployed, and the pressure and streamline profiles of the
flows are obtained inside the viscous boundary layer around the blade as well as
in the flow’s wake. [28] analysed flow between two solid walls past a blade with
a variable thickness and camber, the blade being free to move in the channel
and bounce and clash with the solid boundary walls. [16] studied a flow past
a tethered blade. The blade’s body is fixed about a pivot point but is free to
rotate so that its angle of attack goes through an unsteady evolution with the
flow. The entire blade is again assumed to be immersed in water at all times.
We shall concentrate our effort for the rest of the chapter on modelling the
flooding phenomenon over a surfboard in skimming (surfing) motion. A surf-
board designed for an adult typically has a length of around 2 meters, depth of
0.06 meter and width of 0.5 meter when measured from its widest part. Such
a board is usually made of polyurethane and polystyrene forms and weights
around 3 kg. When the board is “pushed” by an ocean wave travelling at a
sufficiently large speed, it is able to surf at the wave’s speed while carrying the
weight of a surfer. Ocean waves are often created by winds blowing over the
water’s surface; the earth’s rotation and planetary gravitational effects creates
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tidal waves; other natural phenomena such as under-ocean earth-quakes often
lead to tsunamis. The typical speed of a wind wave and a tidal wave often ex-
ceed 20 km/h, increasing to much higher speeds in the case of hurricanes. Table
6.1 lists some characteristic ocean wind wave speeds under various conditions.
Table 6.1: Ocean wind wave speeds
Wind Speed Wave Height Wave Speed
19 km/h 0.3 m 10.2 km/h
37 km/h 1.5 m 21.4 km/h
56 km/h 4.1 m 32.0 km/h
74 km/h 8.5 m 42.9 km/h
92 km/h 14.8 m 53.4 km/h
Concerning the flow around a surfboard in motion, viscosity and surface tension
typically play negligible roles. When a surfboard is pushed into motion by a
wave from the rear, the board emerges from water as it gains speed and embarks
on a skimming process close to the free surface. Depending on the control by
the surfer and flow conditions, the board may again from time to time become
completely or partially submerged in water. Since the board travels at a faster
speed than the water ahead of it, the board separates the oncoming fluid into
two separate streams: one flows above the board and one below, and the depth
of the stream above the board compared with that below is usually small. In
the study that follows, we shall assume the fluid is incompressible and irrota-
tional. Our analysis will also be restricted to two dimensions, which means our
analysis will not be able to account for any lateral flow component around the
board. It is worth noting however, a surfboard typically makes relatively small
contact angles with the free surface, and under such conditions the lateral flow
component is small and accounts for less than 30% of the overall flow past the
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body (see [21]).
Our aim is to gain intuitive and analytical insights into the skimming dy-
namics of a surfboard under flooding conditions. To limit the computational
complexity we shall restrict analysis to shallow water, that is to say the depth
of the flow is small when compared with the length of the board. In practice
this implies that the board is surfing close to shore. We shall analyse the flow
both over and below the board, for both partial and complete flooding over the
body’s upper surface. In particular, we will investigate the conditions under
which a skimming board is able to obtain sufficient (or insufficient) lift for it to
maintain its skimming motion.
(a) Surfboard at rest. (b) Surfboard in motion.
(c) Ship in rough sea. (d) Ship in rough sea.
Figure 6.1: Illustrations of flooding over various types of body in skimming
motion. From top left clock-wise: a) a surfboard carrying the weight of an
adult surfer at rest, notice that the board’s equilibrium position is below the
free surface; b) a surfboard gets pushed into motion by an ocean wave from its
rear, and the board’s rear section is flooded by water; c) a ship sails through
rough sea and a wave breaks over its bow, the water floods over the deck from
the front; d) a ship sails through rough sea with wave flooding over its deck
from the side.
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6.2 Sinking model development
Region 0
Region 1
Region 2
Region 3
(a) Partial flooding over the body.
Region 0
Region 1
Region 2 Region 3
(b) Complete flooding over the body.
Figure 6.2: Sketch of a flat body with negligible thickness immersed in shallow
water. The body under consideration travels leftwards while the water is at
rest. The Cartesian coordinate system is introduced such that the x axis rests
at the flow bed pointing rightwards, and the y axis points upwards and goes
through the body’s centre of mass. Therefore under this frame of reference the
horizontal position of the body’s centre of mass is fixed, and the fluid flows from
the left to the right of the graph. We let θ denote the angle made between the
flat body and the flat flow bed; the body may rotate with an angular velocity
of ω.
We begin by simplifying the surfboard problem to a 2D model of a thin body
skimming at an angle on a shallow layer of water, with the water flowing both
over and below the body. The flow under concern here can be separated into
four regions, see Fig. 6.2 for depiction and necessary nomenclature. We conduct
our analysis in a frame travelling with the thin body, such that in this frame of
reference the horizontal position of the body is fixed and the water flows from
left to the right of the frame, with the body free to move vertically as well as
rotate about its center of mass (0, ym).
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Let u¯ = (u¯, v¯) denote the flow velocity; except in the thin boundary layers
we expect u¯ v¯ everywhere. In the far upstream and downstream regions the
undisturbed flow velocity is given by u¯0 = (u¯0, 0). Supposing the body’s length
is L¯, we can non-dimensionalise our model system as:
x = x¯
L¯
, y = y¯
L¯
, h = h¯
L¯
, t = u¯0t¯
L¯
, u = u¯
u¯0
, v = v¯
u¯0
, p = p¯
ρ¯u¯20
. (6.1)
Here the bar sign is used to denote dimensional variables, and p¯, ρ¯ are used to
denote pressure and water density respectively.
The non-dimensionalised Navier-Stokes equations in 2D can be thus written
down in the following form:
∂u
∂t
+ u · ∇u = −∇p− 1
Fr
(0, 1) + 1
Re
∇2u, (∇ · u = 0) (6.2)
with Fr and Re being the Froude and Reynolds numbers respectively:
Fr = u¯
2
0
g¯h¯0
, Re = ρ¯u¯0L¯
µ¯
.
For surfboard with length of ∼ 2m travelling at speed of ∼ 10km/h close to
the shore, with depth of say ∼ 0.1m − 0.2m, we readily obtain the following
estimates:
Fr ∼ O(1), Re ∼ O(106).
It is therefore evident that the viscous effects are negligible in our flow model,
provided there is no substantial separation (see [57, 40, 26, 28, 29]), whereas
gravity effects are not.
We can exploit the large aspect ratio of our model by introducing the fol-
lowing scaling:
Y = y

, H = h

, V = v

, ( = h¯0
L¯
 1) (6.3)
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with h¯0 being the representative undisturbed water depth. Assuming the flow is
irrotational, the horizontal flow velocity is essentially uniform across the vertical
dimension: u = u(x, t) and is independent of Y . At this point the Navier-Stokes
equations (6.2) at the leading order can be written in the following form:
∂u
∂t
+ u∂u
∂x
= −∂p
∂x
, (6.4a)
0 = − ∂p
∂Y
− gˆ, (6.4b)
where gˆ is a scaled gravity term:
gˆ = 
Fr
. (6.5)
The vertical pressure distribution in our shallow water model is essentially hy-
drostatic according to (6.4b).
For the depictions given in Fig. 6.2 then, the flow from upstream in region
0 has a velocity of u0 = (u0, 0) and flow depth of H0. This flow is split by the
thin body into two regions: one above the body in region 1; the other below
in region 2. We let u1 = (u1, V1) and H1 denote the flow velocity and depth
respectively in region 1, and the pressure p1(x, Y, t) is hydrostatic given the
shallowness of water. In region 2 the pressure is denoted as p2(x, Y, t), and flow
velocity and depth are given as u2 = (u2, V2) and H2(x, t) respectively. From
the water depths of the region 1 and 2 we can obtain the height of the free
surface elevation η(x, t):
η(x, t) = H1(x, t) +H2(x, t). (6.6)
If the body’s upper surface is completely flooded, the flow in region 1 would join
the downstream region 3, where the pressure is hydrostatic everywhere and the
flow velocity past the body will eventually return to u0. If on the other hand
the board’s upper surface is at least partially dry, then there would be a gravity
driven wetting process over the dry surface.
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Supposing the non-dimensional atmospheric pressure p0 is zero without los-
ing generality, we can integrate the fluid’s vertical momentum equation (6.4b)
in region 1 as so:
∫ η
Y
∂p1
∂s
ds = −gˆ(η − Y ), (Y ∈ [H2+, η]),
where H2+ is the height measured from the flow bed to the upper-surface of the
body. Simplifying this equation and rearranging gives:
p1(x, Y, t) = gˆ(η − Y ). (6.7)
Hence the pressure in region 1 is hydrostatic as expected. By a similar argument
we can obtain the pressure for region 2 by vertically integrating (6.4b):
∫ η
Y
∂p
∂s
ds =
∫ H2−
Y
∂p2
∂s
ds+
∫ η
H2+
∂p1
∂s
ds = −gˆ(η − Y ), (Y ∈ [0, H2−]),
here H2− is the height measured from the flow bed to the bottom-surface of the
body. Therefore
p2(x, Y, t) = p2(x,H2−, t)−p1(x,H2+, t)+ gˆ(η−Y ) = pi2(x, t)+ gˆ(η−Y ), (6.8)
with pi2 denoting the hydrodynamic pressure difference on the lower and upper
surfaces of the body:
pi2(x, t) = p2(x,H2−, t)− p1(x,H2+, t). (6.9)
Note that in the case of a body with negligible thickness such that H2− ∼
H2+, the hydrostatic pressure above and below the body cancels out and the
hydrodynamic pressure pi2 is the only dominant force from the fluid acting on
the board. We finally have the following pressure conditions in the two regions
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above and below the board:
p1(x, Y, t) = gˆ(η − Y ), (Y ∈ [H2+, η]); (6.10a)
p2(x, Y, t) = pi2(x, t) + gˆ(η − Y ), (Y ∈ [0, H2−]). (6.10b)
Given the pressure conditions in (6.10), the flow’s horizontal momentum equa-
tion (6.4a) in these two regions can be written as
∂u1
∂t
+ u1
∂u1
∂x
= −gˆ ∂η
∂x
, (6.11a)
∂u2
∂t
+ u2
∂u2
∂x
= −∂pi2
∂x
− gˆ ∂η
∂x
. (6.11b)
As the body moves in water we assume the flow separates smoothly from its
sharp trailing edge into the downstream wake, i.e. a Kutta condition applies
here. This is equivalent to imposing the following pressure condition at the
trailing edge where x = x2:
p1(x2, H2, t) = p2(x2, H2, t) = gˆH1(x2, t). (6.12)
What happens at the leading edge is worth a more detailed discussion. First,
in a 2D model the flow from upstream gets spilt into two streams: above and
below the body, and therefore the mass conservation law dictates that:
u0H0 = 1 = u1H1 + u2H2, (6.13)
which is the flux condition imposed at the leading edge of the body. Second,
the flow layers above and below the body are different in the sense that, if they
start with the same pressure conditions they would usually produce different
pressure conditions at the trailing edge [30, 28]. This inconsistency with the
Kutta condition is resolved by introducing a localised Euler region at the leading
edge, where the interactions between the upstream and downstream flows are
concentrated; the length scale of this Euler region is O(L¯) [30]. Therefore on
154
the large horizontal scale what we witness is a flow discontinuity, whereby a
pressure jump is present when the flow enters the leading edge into region 1
or 2. Across this discontinuity the stream-wise Bernoulli quantity is conserved
from the upstream region to the Euler region around the leading edge, so that:
p0 +
1
2u
2
0 = p1 +
1
2u
2
1(x1+, t) = p2 +
1
2u
2
2(x1+, t). (6.14)
Note that unlike the case of a flat body skimming on water, there is no thrown-
forward jet at the leading edge in the flooding case.
Turning our attention to the boundary conditions, at the flow bed Y = 0
where the non-penetrable boundary plainly implies
V (x, 0, t) = 0. (6.15)
On the flow’s free surface, given the large aspect ratio we can write the leading
order kinematic boundary condition in region 2 as:
V (x,H2, t) =
∂H2
∂t
+ u2
∂H2
∂x
. (6.16)
Additionally the fluid’s incompressibility condition can be vertically integrated
in region 2 to give:
V (x,H2, t) = −H2 ∂u2
∂x
, (6.17)
and combining these two conditions (6.17), (6.16) we obtain the following con-
servation equation:
∂H2
∂t
+ ∂
∂x
(u2H2) = 0. (6.18)
Similarly in region 1 then, vertically integrating the incompressibility condition
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from the upper-surface of the body to the water’s free surface leads to
V (x, η, t) = V (x,H2, t)−H1 ∂u1
∂x
= ∂H2
∂t
+ u2
∂H2
∂x
−H1 ∂u1
∂x
, (6.19)
while the kinematic boundary condition at the flow free surface is
V (x, η, t) = ∂η
∂t
+ u∂η
∂x
= ∂H1
∂t
+ u1
∂H1
∂x
+ ∂H2
∂t
+ u2
∂H2
∂x
. (6.20)
Combining (6.19) and (6.20) would yield the following condition for region 1:
∂H1
∂t
+ ∂
∂x
(u1H1) = 0. (6.21)
Concerning the momentum equations of the thin body itself, using arguments
similar to the flat body skimming case in Chapter 2, we have the following
leading order momentum equations:
∫ x2
x1
(p2 − p1) cos θdx =
∫ x2
x1
[
pi2(x, t+ gˆT (x)
]
cos θdx = m(d
2ym
dt2
+ gˆ),
(6.22a)∫ x2
x1
(p2 − p1)x cos θdx =
∫ x2
x1
[
pi2(x, t) + gˆT (x)
]
x cos θdx = id
2θ
dt2
.
(6.22b)
to leading order. Here T (x) denotes the body’s thickness; m and i are the scaled
mass and moment of inertia such that m = m¯/ρ¯L¯2, i = i¯/ρ¯L¯4; the
∫ x2
x1
T (x)dx
term represents the (scaled) water mass displaced by the solid body.
The typical angle of attack by the surfboard is small from observations,
usually in the range of (−20◦, 20◦) and as such cos θ ∼ 1. We further scale the
leading and trailing edge’s horizontal positions (x1, x2) as (−1, 1) without loss
of generality. The momentum equations for the body (6.22) can be written in
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the following form:
∫ 1
−1
pi2(x, t)dx = M
[d2Ym
dt2
+ 1
Fr
− 1
M

Fr
∫ 1
−1
T (x)dx
]
, (6.23a)∫ 1
−1
pi2(x, t)xdx = I
d2θ
dt2
− 
Fr
∫ 1
−1
xT (x)dx, (6.23b)
with M and I given as
M = m, (6.24a)
I = i; (6.24b)
and θ now takes on order unity values due to the scaled momentum of inertia
I.
The term − Fr
∫ 1
−1 T (x)dx in (6.23a) represents the buoyancy force exerted
on the body. The surfboard example is illustrative here: without taking such
force into account, a board carrying the weight of a human would sink when
not in surfing motion, which is different from reality (see Figure 6.1a). Buoy-
ancy effect also can play an important role in numerous industrial and other
applications. It is convenient for us to introduce a buoyancy parameter Aˆ as
follows:
Aˆ = 1
Fr
− 1
M

Fr
∫ 1
−1
T (x)dx. (6.25)
Thus Aˆ represents the acceleration due to the net effects of buoyancy and grav-
ity. For the case of Aˆ = 0, the body’s buoyancy cancels out its gravitational
effect; Aˆ > 0 represents the case that gravity overcomes buoyancy and vice
versa. It is a free model parameter to be prescribed. We shall further neglect
the torque force due to buoyancy in the angular momentum equation (6.23b) –
and assume the body has a uniform density that any change in angular momen-
tum is purely due to the hydrodynamic effect of the flow. We now can re-write
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the body momentum equations as:
∫ 1
−1
pi2(x, t)dx = M(
d2Ym
dt2
+ Aˆ), (6.26a)∫ 1
−1
xpi2(x, t)dx = I
d2θ
dt2
. (6.26b)
The horizontal-momentum balance in the body motion is such that the hori-
zontal momentum must remain constant since the horizontal forces are com-
paratively small [57, 21, 1, 37] and hence the body and the coordinate frame
of reference continue to move horizontally with equal uniform speed over the
current time scales.
To summarise, we have the following governing equations for the flow above
the body in region 1:
∂H1
∂t
+ ∂
∂x
(u1H1) = 0, (6.27a)
∂u1
∂t
+ u1
∂u1
∂x
= −gˆ ∂
∂x
(H1 +H2), (6.27b)
p1(x, Y, t) = gˆ(H1 +H2 − Y ), (6.27c)
u21(−1, t)− 2gˆ[1−H1(−1, t)−H2(−1, t)]− 1 = 0, (6.27d)
p1(1, H2, t) = gˆH1(1, t); (6.27e)
whereas in region 2 we have:
∂H2
∂t
+ ∂
∂x
(u2H2) = 0, (6.28a)
∂u2
∂t
+ u2
∂u2
∂x
= −∂pi2
∂x
− gˆ ∂
∂x
(H1 +H2), (6.28b)
H2(x, t) = Ym + xθ, (6.28c)
p2(x, Y, t) = pi2(x, t) + gˆ(H1 +H2 − Y ), (6.28d)
pi2(−1, t) + 12 [u
2
2(−1, t)− 1] + gˆ[H1(−1, t) +H2(−1, t)− 1] = 0, (6.28e)
u1(−1, t)H1(−1, t) + u2(−1, t)H2(−1, t) = 1, (6.28f)
p2(1, H2, t) = gˆH1(1, t); (6.28g)
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finally on the solid body we have the following governing equations:
∫ 1
−1
pi2(x, t)dx = M(
d2Ym
dt2
+ Aˆ), (6.29a)∫ 1
−1
xpi2(x, t)dx = I
d2θ
dt2
. (6.29b)
We have therefore developed a flooding model for a thin body that is orig-
inally in planing motion. This flooding model (6.27) - (6.29) consists of six
unknowns u1, u2, H1, Ym, θ and pi2, with gˆ, Aˆ being static parameters pre-
scribed according to our desired physical context. For the reminder of this
study we shall analyse this flooding model via both analytical and numerical
treatments.
6.3 Linearised flow analysis
The integro-differential system (6.27) - (6.29) is difficult to analyse in its current
form. Any solutions will need to be pursued numerically. Before we pursue such
solutions, it is possible to gain some insights by first working with a linearised
version of this flooding system. To do so we start by introducing a small pa-
rameter δ such that δ  1, and asymptotically expand the system variables in
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the following manner:
gˆ = δg¯, (6.30a)
Aˆ = δA¯, (6.30b)
Ym = 1 + δY1(t), (6.30c)
θ = θ0 + δθ1(t), (6.30d)
H1 = 0 + δH11(x, t), (6.30e)
H2 = 1 + δH21(x, t), (6.30f)
u1 = 1 + δu11(x, t), (6.30g)
u2 = 1 + δu21(x, t), (6.30h)
p1 = 0, (6.30i)
p2 = 0 + δpi21(x, t). (6.30j)
The basic state here has uniform horizontal velocities of unity in regions 1, 2
for a body which is thin relative to the thickness of the liquid layer, and the
flow depth above the body is shallow (∼ O(δ)) compared with the depth below
(∼ O(1)). Note that to limit the complexity of our linearised system, the gravity
and buoyancy effects in our flow model are restricted to be small (∼ O(δ)).
Substituting these expansions into the system (6.27) - (6.29), we obtain the
following relations for the flow in region 1:
∂H11
∂t
+ ∂H11
∂x
= 0, (6.31a)
∂u11
∂t
+ ∂u11
∂x
= 0, (6.31b)
u11(−1, t) = 0. (6.31c)
Likewise in region 2 we have the following relations after the asymptotic expan-
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sions:
∂H21
∂t
+ ∂H21
∂x
+ ∂u21
∂x
= 0, (6.32a)
∂u21
∂t
+ ∂u21
∂x
+ ∂pi21
∂x
= 0, (6.32b)
pi21(−1, t) + u21(−1, t) = 0, (6.32c)
H21 = Y1 + xθ1. (6.32d)
The flux conditions at the leading edge and Kutta condition at the trailing
edge can be written as:
H11(−1, t) +H21(−1, t) + u21(−1, t) = 0, (6.33a)
pi21(1, t) = 0. (6.33b)
The immersed body’s momentum equations become:
M(∂
2Y1
∂t2
+ A¯) =
∫ 1
−1
pi21dx, (6.34a)
I
∂2θ1
∂t2
=
∫ 1
−1
xpi21dx. (6.34b)
The flow velocity and depth in (6.31a) and (6.31b) can be solved analytically,
their solutions being arbitrary functions of the composite variable x− t:
H11 = h(x− t), (6.35a)
u11 = u(x− t). (6.35b)
Provided that the initial and leading edge boundary conditions for H11 and
u11 are known, their solutions can be fully traced out along the characteristic
functions x−t = c. For our current analysis we shall suppose there is no flooding
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over the top of the body initially, that is to say:
H11(x, 0) = 0, (6.36a)
u11(x, 0) = 0. (6.36b)
The initial condition (6.36b) for the flow velocity u11 together with its boundary
condition (6.31c) imply that it has the following trivial solution:
u11(x, t) = 0, (6.37)
therefore the flooding over the top of the body occurs at the same speed as the
undisturbed upstream velocity, i.e. u1 ≡ u0.
In region 2, the flow velocity u21 can be solved by substituting (6.32d) into
(6.32a) and directly integrating with respect to x:
u21 = −x
2
2
dθ1
dt
− xdY1
dt
− xθ1 − U(t), (6.38)
where U(t) is function of time as a resultant of the spatial integration. Substi-
tuting this solution into (6.32b) and integrating with respect to x we can obtain
the following solution for pi21:
pi21 =
x3
6
d2θ1
dt2
+ x
2
2
d2Y1
dt2
+ x2 dθ1
dt
+ xdU
dt
+ xdY1
dt
+ xθ1 + P(t), (6.39)
where P(t) is function of time resulted from the spatial integration. From the
solutions of the flow velocity u21 and the dynamic pressure pi21 in region 2, we
obtain the following relation based on the linearised Bernoulli’s principle at the
leading edge (6.32c):
1
2
d2Y1
dt2
− 16
d2θ1
dt2
+ 12
dθ1
dt
− dU
dt
+ P − U = 0. (6.40)
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Similarly the flux condition at the leading edge (6.33a) implies:
h(−1− t) + dY1
dt
− 12
dθ1
dt
+ Y1 − U = 0. (6.41)
The Kutta condition at the trailing edge (6.33b) together with the pressure
equation (6.39) implies:
1
6
d2θ1
dt2
+ 12
d2Y1
dt2
+ dθ
dt
+ dY1
dt
+ dU
dt
+ θ1 + P = 0. (6.42)
The immersed body’s momentum equations can be now written as:
(M − 13)
d2Y1
dt2
− 23
dθ1
dt
− 2P +MA¯ = 0, (6.43a)
(3I − 15)
d2θ1
dt2
− 2dY1
dt
− 2dU
dt
− 2θ1 = 0. (6.43b)
We have finally rearranged the linearised flooding model into a system of five
equations (6.40) − (6.43) with five unknowns Y1, θ1, h(−1− t), U and P. These
five equations can be further simplified to the following form:
(K + 1)d
2Y1
dt2
= −56
dθ1
dt
− dY1
dt
− θ1 + U −MA¯, (6.44a)
(L+ 13)
d2θ1
dt2
= −12
dθ1
dt
+ dY1
dt
+ θ1 − U , (6.44b)
(6L+ 2)dU
dt
= −(3L+ 2)dY1
dt
− 3L2
dθ1
dt
− (3L+ 2)θ1 − 3LU , (6.44c)
P = −12
d2Y1
dt2
− 12
dY1
dt
− 34
dθ1
dt
− 12θ1 +
1
2U , (6.44d)
h(−1− t) = −dY1
dt
+ 12
dθ1
dt
− Y1 + U . (6.44e)
where K and L are constants and given as
K = M − 13 , (6.45a)
L = 3I − 15 . (6.45b)
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Equations (6.44a) to (6.44c) can be written as a system of linear equations:

Y˙1
θ˙1
U˙
V˙1
ω˙1

=

0 0 0 1 0
0 0 0 0 1
0 − 3L+26L+2 − 3L6L+2 − 3L+26L+2 − 3L12L+4
0 − 1K+1 1K+1 − 1K+1 − 56(K+1)
0 33L+1 − 33L+1 33L+1 − 36L+2


Y1
θ1
U
V1
ω1

−

0
0
0
MA¯
K+1
0

,
(6.46)
where V1 and ω1 are defined respectively as:
V1 =
dY1
dt
, (6.47a)
ω1 =
dθ1
dt
. (6.47b)
We solved the system (6.44) via a finite difference scheme with the following
initial conditions: A¯ = 1, Y1(0) = 0, θ1(0) = 0, V1(0) = −1, ω1(0) = 0,
h(−1) = 0 and U (0) = Y1(0) +V1(0)− 0.5ω1(0), with M = 1 and I = 14 . Under
such configurations the body is able to obtain sufficient lift to ascend in water,
which is signified by the body’s vertical velocity V1 turning positive at t ∼ 0.6 in
Fig. 6.3b. The linear system (6.46) configured with such initial conditions has
the following five eigenvalues: (0, 0, 0.269,−0.873± 0.284i). The existence of a
positive eigenvalue indicates that our solutions grow exponentially with time:
the body’s vertical position continues to rise and its contact angle becomes more
acute until the solutions grow beyond the linearised regime. We ensure however
that h1 is never negative.
Fig. 6.4 shows the solutions for the water depth above the body. Fig. 6.4a
shows the depth of flooding over the leading edge of the body, while Fig. 6.4b
demonstrates the water depth over the entire body at various times. We ter-
minate the solution at around t ∼ 2.56, at which point the body is in vertical
ascendency while the water depth above its leading edge is decreased to zero.
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Figure 6.3: The linearised vertical and angular motions of a thin body becoming
flooded over time. This system is configured with initial conditions of θ1(0) = 0,
ω1(0) = 0 and scaled vertical velocity of V1(0) = −1. The scaled gravity for the
body is set to A¯ = 1.
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From that time onwards the body changes to a skimming process without flood-
ing as analysed in Chapter 2.
From the modelling of a surfboard’s prospective, once the board’s initial
velocities (V1(0), ω1(0)) and vertical position Y1(0) are known, equation (6.44e)
shows that h(−1) can be configured to match the incoming flood depth at the
leading edge by setting an appropriate value of U(0), which in turn also has an
effect on the velocity of the flow underneath the board and the lift.
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Figure 6.4: (a) shows h(−1−t), i.e. the depth of the water above the plate at the
leading edge. At t ∼ 2.56 the depth becomes negative, which signifies the leading
edge of the body emerges from water and the flooding process terminates. (b)
shows the water depth profile at various times.
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Figure 6.5: Solutions of the flow velocity and pressure underneath the body
at various times. The flow velocity becomes negative in a region including the
leading edge, this corresponds to a positive pressure in such region.
Fig. 6.6 shows the effect of gravity parameter A¯ on our linearised flooding
model. As it can be seen the greater the gravity effect, the deeper this body
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sinks into water before reversing its course. From a modelling prospective, a
greater A¯ corresponds to a body with less buoyancy in water.
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Figure 6.6: Solutions of the linearised flooding system for h(−1− t) and Y1 for
varying values of gravity parameter A¯. The initial conditions for the system are
set to θ1(0) = 0, ω1(0) = 0 and V1(0) = −1.
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6.4 Numerical solutions of the nonlinear flood-
ing system
In this section we introduce a numerical scheme for solving the flooding system
of (6.27) - (6.29). The solutions to the flow in region 1 and 2 are coupled with
each other via the flux condition at the leading edge and Kutta condition at
the trailing edge. A time-marching finite difference scheme will be presented
here, which for any given time step first solves the flux condition and the flow
in region 1, then solves the flow in region 2 and iterates these two steps until
the Kutta condition at the trailing edge is satisfied. We will then present our
numerical findings as well as analyse the circumstances under which the model
thin body is able to skim or sink under various flooding conditions.
6.4.1 A finite difference scheme
It is useful to rearrange our governing equations into a numerical discretization
friendly format. We begin by re-writing the flux condition (6.28f) as a boundary
condition for H1 at the leading edge:
H1(−1, t) = 1
u1(−1, t)
[
1− u2(−1, t)H2(−1, t)
]
. (6.48)
The Bernoulli’s equation (6.27d) for region 1 has the following leading edge
boundary condition for u1:
u1(−1, t) =
√
1 + 2gˆ[1−H1(−1, t)−H2(−1, t)]. (6.49)
In region 2 we spatially integrate the equation (6.28a) from the leading edge
to a given point on the body such that
∫ x
−1
∂H2
∂t
ds+
[
u2H2
]x
−1 = 0, ⇒
u2(x, t) =
1
H2(x, t)
[Cu − (x+ 1)V − 12(x2 − 1)ω], (x ∈ [−1, 1]) (6.50)
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with Cu being a variable that captures the leading edge boundary conditions of
region 2:
Cu = u2(−1, t)H2(−1, t). (6.51)
Likewise we can spatially integrate the fluid momentum equation (6.28b) from
the leading edge to a given point on the body so that
∫ x
−1
∂u2
∂t
ds+
∫ x
−1
u2
∂u2
∂s
ds = −[pi2(s, t)]x−1 − gˆ[H1(s, t) +H2(s, t)]x−1 ⇒
pi2(x, t) = −
∫ x
−1
∂u2
dt
ds− 12u
2
2 − gˆ(H1 +H2) + Cp, (x ∈ [−1, 1]) (6.52)
with Cp given as
Cp = 12u
2
2(−1, t) + pi2(−1, t) + gˆ[H1(−1, t) +H2(−1, t)]. (6.53)
Note that Bernoulli’s equation (6.28e) in region 2 is
1
2u
2
2(−1, t) + pi2(−1, t) + gˆ[H1(−1, t) +H2(−1, t)] = gˆ +
1
2 , (6.54)
therefore Cp can be expressed in the following equivalent form:
Cp = gˆ + 12 . (6.55)
The dynamic pressure equation (6.52) can be applied at the trailing edge to
obtain
pi2(1, t) = −
∫ 1
−1
∂u2
∂t
dx− 12u
2
2(1, t)− gˆ[H1(1, t) +H2(1, t)− 1] +
1
2 . (6.56)
The Kutta condition (6.28g) implies this dynamic pressure should be zero at
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this edge, hence
∫ 1
−1
∂u2
∂t
dx+ 12u
2
2(1, t) + gˆ[H1(1, t) +H2(1, t)− 1]−
1
2 = 0. (6.57)
This condition (6.57) is extremely useful for checking the consistency of our
numerical solutions, particularly for u2 over the grid of x ∈ [−1, 1]. We shall
use this condition at each time iteration for solution accuracy checking.
This flooding system can now be discretized using a finite difference scheme.
To do so we introduce a time grid t ∈ (0, T ] and spatial grid x ∈ [−1, 1]; these
two grids are discretized as:
t = i∆t, (∆t = T/J, i = 1, 2, ...J); (6.58a)
x = −1 + j∆x, (∆x = 2/K, j = 0, 1, 2, ...K). (6.58b)
The boundary conditions (6.48) and (6.49) for u1 and H1 can be discretized
respectively as
u1i0 =
√
1 + 2gˆ[1−H1i−10 −H2i−10 ], (6.59a)
H1i0 = (1− u2i−10 H2i−10 )/u1i0. (6.59b)
The flow equations (6.27a), (6.27b) in region 1 are discretized using an implicit
forward Euler method as
u1ij − u1i−1j
∆t + u1
i
j
u1ij − u1ij−1
∆x = −gˆ[
H1i−1j −H1i−1j−1
∆x + θ
i−1], (6.60a)
H1ij −H1i−1j
∆t +
u1ijH1ij − u1ij−1H1ij−1
∆x = 0. (6.60b)
These two equations can be rearranged into the following forms for u1, H1 for
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j ∈ [1,K]:
u1ij =
1
2
[√
(u1ij−1 +
∆x
∆t )
2 − 4gˆ(H1i−1j −H1i−1j−1 + ∆xθi−1) + u1ij−1 −
∆x
∆t
]
,
(6.61a)
H1ij =
∆x
∆x+ ∆tu1ij
(
H1i−1j +
∆t
∆xu1
i
i−1H1ij−1
)
. (6.61b)
For each time step i we solve the boundary conditions in (6.59), and then solve
the flow equations (6.60) over the rest of the spatial grid for j ∈ [1,K].
In region 2 the flow velocity and dynamic pressure equations (6.50), (6.52)
can be discretized via forward Euler scheme as
u2ij =
1
H2i−1j
[Ciu − j∆xV i−1 − 12(j2∆x2 − 2j∆x)ωi−1]; (6.62a)
pi2ij = −
∆x
∆t
i∑
k=0
(u2ik − u2i−1k )−
1
2(u2
i
j)2 − gˆ(H1ij +H2i−1j − 1) +
1
2 .
(6.62b)
The Kutta condition (6.57) at the trailing edge is discretized as
∆x
∆t
N∑
k=0
(u2ik − u2i−1k ) +
1
2(u2
i
N )2 + gˆ(H1iN +H2i−1N − 1)−
1
2 = 0. (6.63)
For a given time step i, once the flow equations of (6.62) are solved over the
entire spatial grid (x ∈ [−1, 1]), we verify these solutions by checking the Kutta
condition (6.63) is satisfied at the trailing edge.
The L.H.S. of (6.63) can be viewed as a function of Ciu, i.e.:
F(Ciu) =
∆x
∆t
N∑
k=0
(u2ik−u2i−1k )+
1
2(u2
i
N )2 + gˆ(H1iN +H2i−1N −1)−
1
2 . (6.64)
In order to find the root of F(Ciu), we start with an initial estimate of Ciu =
u2i−10 H2i−10 , then use the Newton-Raphson method to iteratively find the ac-
curate value of Ciu and therefore u2. The accurate solution of u2 is in turn used
to update the rest of the flow solutions in region 1 and 2 via an iteration cycle.
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The thin body’s vertical and angular momentum equations in (6.29) are
discretized as:
Y im = Y i−1m + ∆tV i, (6.65a)
V im = V i−1m +
∆x∆t
M
(
K∑
j=0
pi2ij −
MAˆ
∆x ), (6.65b)
θi = θi−1 + ∆tωi, (6.65c)
ωi = ωi−1 + ∆x∆t
I
K∑
j=0
(j∆x− 1)pi2ij . (6.65d)
Finally the depth of the region 2 H2 can be solved as:
H2ij = Y im + (j∆x− 1)ωi, (i ∈ (0, J ], j ∈ [0,K]) (6.66)
The scaled body mass, moment of inertia and acceleration due to gravity,M ,
I and Aˆ respectively, are user-defined input parameters. It should be noted that
even though in theory these parameters can be freely prescribed, their values
have an impact on the global errors of our numerical scheme.
To see this we first observe that the vertical and angular momentum equa-
tions (6.65b), (6.65d) have the terms ∆x∆tM and
∆x∆t
I in their coefficients. Sup-
posing the values of M and I are extremely small such that ∆x∆tM > 1 and
∆x∆t
I > 1, then the rounding and local truncation errors in pi2 are magnified
and grow with time, thus increasing our solutions’ global errors and rendering
the numerical scheme unstable. Therefore for small values of M and I, the
grid’s mesh sizes need to be sufficiently fine in order to prevent this “error mag-
nification” (or sometimes referred to as “added mass”) effect, and consequently
increase the computational demand of our numerical scheme. In a similar prin-
ciple, if the buoyancy parameter Aˆ is large such that the body’s vertical accel-
eration in (6.65b) is essentially buoyancy driven, the numerical approximation
errors in pi2 will have a smaller impact on our flooding system’s overall solutions.
In the next section we shall analyse the behaviour of our flooding model via
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numerical solutions. In particular we investigate the circumstances under which
the solid body is either able to overcome the effects of flooding and achieve
eventual lift off from water, or sinking deeper under water and the associated
flow behaviour.
6.4.2 Numerical result analysis
For an originally skimming body subject to flooding from its leading edge, de-
pending on the flooding conditions as well as the body’s physical characteristics
such as buoyancy, our flooding model (6.27) - (6.29) yields two distinct out-
comes: the body is either able to withstand the effects of flooding, go through a
transition phase fully or partially under water, and eventually emerge from the
water again; or it is unable to obtain sufficient lift from the ambient flow and
sinks further into water until eventually hitting the solid flow bed. As part of
our analysis we shall investigate the conditions under which such two distinct
outcomes may be produced, as well as the effects of gravity and body buoyancy
in our flooding model.
6.4.2.1 Extreme ground effects
For the purpose of our numerical experiments, the sinking of a body is charac-
terised by the water depth H2 decreasing close to zero under a section of the
body. For a thin flat body with non-zero contact angle this can be either its
leading or trailing edge, and as we shall see such a phenomenon is associated
with singularities in the solutions of flow velocity and hydrodynamic pressure
u2 and pi2. Hence when the body becomes sufficiently close to the flow bed it
produces an extreme ground effect, whereby the flow speed and pressure in a
surrounding region become extremely large. At such time our numerical scheme
breaks down and a new flooding model taking account of boundary layer and
other possible effects will need to be developed.
The re-emergence of the body from underneath the flood on the other hand,
is signified by its leading edge rising above the free surface of the incoming
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upstream. In our numerical solutions this phenomenon is captured by the water
depth variable H1(−1, t) at the leading edge decreasing to zero. From that point
the body ceases to be flooded over by the incoming stream, and any residual
water above the body will eventually exit into the downstream flow via the
trailing edge. As soon as the upper surface of the body becomes dry the body
resumes a skimming motion which is extensively discussed in Chapters 2 and
3. Note that if the scaled acceleration due to gravity gˆ = Fr is small, then
any hydrostatic effect of the flow above the flooded body can be neglected in
our model (6.27) - (6.29), i.e. we can apply the atmospheric pressure condition
at the upper surface of the body as soon as the flooding over the leading edge
stops. In such a case the body effectively transitions into a skimming motion
as soon as the flooding over the leading edge stops before its upper surface is
completely dry.
For the purpose of computational simplicity we shall stop our numerical
scheme as soon as H1(−1, t) becomes zero or close to zero, even though we
could carry on with the solution by modifying the flux condition at the leading
edge to account for H1(−1, t) = u1(−1, t) = 0 and marching our solutions until
the upper surface becomes completely dry.
Fig. 6.7 shows the response for a body that makes an initial angle of θ = −0.2
with the flow bed and has an initial downward velocity of Vm = −0.1. This body
is initially completely submerged in undisturbed water with free surface height
of one, i.e. H1(x, 0) + H2(x, 0) = 1, (x ∈ [−1, 1]). The solutions of the water
depth H1 at various times are given in Fig. 6.7a; note at the leading edge its
depth at t = 0 has a positive value of 0.2. As time progresses this body first
sinks deeper into water, a short time after (t ∼ 0.99) it begins a process to
emerge from the water again. This can be seen in the solutions of the body’s
vertical centre of mass position Ym over time in Fig. 6.7f. The flooding over the
body comes to a stop at t ∼ 3.7, at which point the leading edge of the body
rises to the same height as the incoming displaced stream, which is signified by
the water depth H1 decreasing to zero at the leading edge as shown in Fig. 6.7a,
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6.7g. Since the flood from the leading edge propagates above the body in the
form of shallow water waves, at early times when part of the flow close to the
trailing edge has not yet felt the effects of flooding, “sharp-corners” can be seen
in the solutions of H1, u1, (i.e. Fig. 6.7a, 6.7c at t ∼ 0.92 and t ∼ 1.85).
Fig. 6.7g shows the depth of the water over the body at the leading edge over
time, H1(−1, t). At early times (t <∼ 0.99) the body descends deeper into water
while the flow depth above the body H1(−1, t) increases; as the body eventually
begins to ascend (t ≥∼ 0.99) this depth H1(−1, t) decreases. Fig. 6.7h shows
the height of the free surface at the leading edge, i.e. H1(−1, t) + H2(−1, t).
Note this height is always on the increase from t = 0 to t ∼ 3.69, the time at
which the body’s leading edge re-emerges from water.
Fig. 6.8 and 6.9 demonstrate the cases where the body’s leading and trailing
edges are getting close to hitting the flow bed respectively. Under such circum-
stances we witness an extreme ground effect where the hydrodynamic pressure
in a surrounding region under the body becomes large, while the flow speed goes
through rapid adjustments in such a region.
In the case of the body’s trailing edge moving close to the flow bed, the
hydrodynamic pressure under the body increases rapidly in a region close to
this edge. However the Kutta condition demands the hydrodynamic pressure
to be zero at the edge of flow separation. We therefore witness a rapid decrease
of pressure near the body’s trailing edge, see Fig. 6.8e; corresponding to such
a rapid pressure drop Fig. 6.8d shows the flow speed grows exponentially close
to this edge. The pressure and flow velocity gradients ∂pi2∂x ,
∂u2
∂x become discon-
tinuous at this edge as the body gets sufficiently close to the flow bed and our
numerical algorithm breaks down.
On the other hand when the body’s leading edge becomes close to hitting
the flow bed, a strong adverse pressure gradient develops in region 2 at the
leading edge and in a small region after, and the hydrodynamic pressure grows
extremely large close to this edge, see Fig. 6.9e. This high pressure phenomenon
is also accompanied by a reversed flow in a small region enclosing the leading
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Figure 6.7: A body re-emerging from under water over time. The body has
scaled mass and moment of inertia of M = 4, I = 1 respectively, and is con-
figured so that Ym(0) = 0.6, θ(0) = −0.2, Vm(0) = −0.1 and ω(0) = 0. The
scaled gravity and buoyancy terms are gˆ = 0.1, Aˆ = 0. The body is initially
completely submerged in water and has fresh flood coming over its body from
the leading edge. At time t ∼ 3.69 the leading edge of the body is able to rise
above the incoming flood and re-emerge from water.176
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Figure 6.8: A flooded body whose trailing edge becomes close to hitting the
flow bed. The body has scaled mass and moment of inertia of M = 4, I = 1
respectively, and is configured so that Ym(0) = 0.5, θ(0) = −0.2, Vm(0) = −0.1
and ω(0) = −0.5. The scaled gravity and buoyancy terms are gˆ = 0.1, Aˆ = 0.
The body is initially completely submerged in water. As the trailing edge of
the body gets close to the flow bed, at t ∼ 1.98 for instance, singularities in the
flow speed u2 and pressure pi2 begin to develop at this edge.
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edge, see Fig. 6.9d. As the body gets closer to the flow bed and H2(−1, t)→ 0,
the flow speed at this edge becomes negative and unbounded as implied by the
conservation relation (6.50). As with the case of the body’s trailing edge hitting
the flow bed, the pressure and flow velocity gradients ∂pi2∂x ,
∂u2
∂x grow extremely
large, and our numerical algorithm terminates before their solutions become
singular.
Given such rapid change of flow velocity and dynamic pressure in a subregion
of the under-body flow, we check the stability of our numerical algorithm by
solving the flow problem in Fig. 6.9 over three increasingly fine grids. The
first grid, denoted as D1, on which we perform our numerical procedures is set
to (∆x,∆t) = (10−2, 10−3). Repeating the procedures on two finer grids D2
and D3, which are set to (10−3, 10−4) and (10−3, 5× 10−5) respectively, yields
further two sets of solutions. The solutions of u2 and pi2 derived from these
three grids are given in Fig. 6.10. The comparisons demonstrate that the three
set of solutions converge as we gradually refine the grid step sizes.
178
−1 −0.5 0 0.5 1
0.2
0.4
0.6
0.8
1
1.2
x
 
 
t ∼ 0.00
t ∼ 0.29
t ∼ 0.59
t ∼ 0.88
t ∼ 1.17
(a) H1.
−1 −0.5 0 0.5 1
0
0.2
0.4
0.6
0.8
x
 
 
t ∼ 0.00
t ∼ 0.29
t ∼ 0.59
t ∼ 0.88
t ∼ 1.17
(b) H2.
−1 −0.5 0 0.5 1
0.992
0.993
0.994
0.995
0.996
0.997
0.998
0.999
1
x
 
 
t ∼ 0.00
t ∼ 0.29
t ∼ 0.59
t ∼ 0.88
t ∼ 1.17
(c) u1.
−1 −0.5 0 0.5 1
−2
−1
0
1
2
3
x
 
 
t ∼ 0.00
t ∼ 0.29
t ∼ 0.59
t ∼ 0.88
t ∼ 1.17
(d) u2.
−1 −0.5 0 0.5 1
−3
−2
−1
0
1
2
3
4
x
 
 
t ∼ 0.00
t ∼ 0.29
t ∼ 0.59
t ∼ 0.88
t ∼ 1.17
(e) pi2.
0 0.2 0.4 0.6 0.8 1 1.2
0.3
0.35
0.4
0.45
0.5
0.55
0.6
t
 
 
Y
(f) Ym.
Figure 6.9: A flooded body whose leading edge comes close to hitting the flow
bed. The body has scaled mass and moment of inertia of M = 4, I = 1
respectively, and is configured so that Ym(0) = 0.6, θ(0) = −0.2, Vm(0) = −0.1
and ω(0) = 0.5. The scaled gravity and buoyancy terms are gˆ = 0.1, Aˆ = 0.
The body is initially completely submerged in water. As the leading edge of the
body comes close to the flow bed, at t ∼ 1.17 for instance, singularities in the
flow speed u2 and pressure pi2 begin to develop at this edge.
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Figure 6.10: Figures demonstrates the convergence of the numerical solutions
of u2, pi2 in the flow region under the body for various grid step sizes. The
initial conditions of the system are the same as those given in Fig. 6.9, and
the solutions of u2 and pi2 are sampled at t = 1.17, which corresponds to the
body’s leading edge getting close to hitting the flow bed. The grid step sizes of
D1 = (∆x,∆t) are set to (10−2, 10−3), and D2, D3 are set to (10−3, 10−4) and
(10−3, 5× 10−5) respectively.
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6.4.2.2 Effects of gravity and body buoyancy
In this section we analyse the effects of the body buoyancy as well as gravity in
the ambient flow has on the body that is subject to flooding.
The scaled buoyancy parameter Aˆ represents the body’s acceleration due to
the net effects of buoyancy and gravity. Aˆ = 0 represents the body’s buoyancy
cancelling out its gravitational effect; Aˆ > 0 represents gravity overcoming
buoyancy and vice versa. Fig. 6.11 shows solutions of the flooding system for
the cases of Aˆ = {−1, 0, 1}, and in all cases the body is initially submerged in
water. A buoyant body is able to emerge from the water rapidly as can be seen
for the case of Aˆ = −1, whose solutions terminate at t ∼ 0.3 as its leading edge
becomes dry. The solutions for the case of Aˆ = 0 have been given previously
in Fig. 6.7, the body is able to eventually emerge from water at t ∼ 3.69
after a relatively longer underwater transition period. For the case of Aˆ = 1
where the body’s acceleration due to buoyancy is less than that of gravity, the
body sinks rapidly towards the flow bed as can be seen in Fig. 6.11a, and at
t ∼ 1.24 the solutions break down. Note that pressure force on the body, given
by
∫ 1
−1 pi2(s, t)ds, becomes large as Aˆ increases (see Fig. 6.11f), whereas the
average flow speed in region 2 decreases more rapidly with increasing values of
Aˆ (see Fig. 6.11e).
To analyse the effects of gravity we prescribe our flooding system with three
configurations of scaled gravity gˆ = {0, 0.5, 1}, where gˆ = Fr with   1 and
Fr ∼ O(1) for our given surfboard problem. Notice that the flux condition at
the leading edge 6.49 in certain ways controls on how large the scaled gravity
can be – large values of gˆ forces the solution of u1 becoming imaginary as the
free surface height at the leading edge becomes large, specifically our flooding
model fails when
H1(−1, t) +H2(−1, t) > 1 + 12gˆ . (6.67)
Fig. 6.11 demonstrates the solutions for the three cases of scaled gravity.
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Figure 6.11: Figures show solutions of the flooding system with various config-
urations of the body buoyancy parameter Aˆ. The body has scaled mass and
moment of inertia of M = 4, I = 1 respectively, and is configured so that
Ym(0) = 0.6, θ(0) = −0.2, Vm(0) = −0.1 and ω(0) = 0. The scaled gravity term
is gˆ = 0.1. The body is initially completely submerged in water and has fresh
flood coming over its body from the leading edge.
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As the effects of gravity increases, the time required for the body to emerge
from water also increases. This can be seen in Fig. 6.12a as the body’s leading
edge emerges from water at t ∼ 3.7 for gˆ = 0, whereas the required time for the
case of gˆ = 0.5 increases to t ∼ 5.9. For the case of gˆ = 1 our flooding system
breaks down due to the solution of u1 becoming imaginary in a very short time
(t ∼ 0.2). The hydrodynamic pressure force exerted on the lower section of the
body decreases as the gravity effect increases as can be seen in Fig. 6.12f.
6.5 Conclusions
In this chapter we analysed the effects of flooding has on a body that is originally
in a skimming motion, specifically with in mind that of a surfboard carrying the
weight of an adult surfer. The water is assumed to be shallow in comparison
to the length of the board, and our analysis shows that the flow over the board
is mainly gravity driven. Assuming the flow above and the below the board
separates smoothly from the body at its sharp trailing edge, a localized pres-
sure jump condition is then imposed at the leading edge to satisfy the Kutta’s
condition at the trailing edge. Our 2D model is unable to fully account for the
buoyancy effect of the body, which in reality has an important role to play in
the motions of a surfboard. As such a buoyancy parameter is introduced in the
body’s momentum equations to compensate for this buoyancy effect.
In a linearised analysis of the flooding model where the flow depth above
the board in comparison to that of below is small, we find the original flooding
model can be simplified to a system of linear equations. Under our pre-defined
conditions such linear system has a positive eigenvalue, and any perturbations to
this system grow exponentially with time. The complete flooding model is solved
using an implicit finite difference scheme, and various conditions under which
a body is either able to emerge from water or sink to the bottom are analysed.
In particular we demonstrated that as the board gets close to the flow bed an
extreme ground effect occurs, where the pressure becomes extremely large and
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Figure 6.12: Figures show solutions of the flooding system with various con-
figurations of the scaled gravity parameter gˆ. The body has scaled mass and
moment of inertia of M = 4, I = 1 respectively, and is configured so that
Ym(0) = 0.6, θ(0) = −0.2, Vm(0) = −0.1 and ω(0) = 0. The scaled gravity term
is gˆ = 0.1. The body is initially completely submerged in water and has fresh
flood coming over its body from the leading edge.
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inverted flow begins to develop. We further analysed how the body’s buoyancy
and gravity effects in the flow can affect our flooding model. It is shown that
the less buoyant the body is, the greater the dynamic pressure force and the
slower the flow speed under the bod. Depending on how large the gravity effect
is in our model flow, the leading edge flux and pressure jump conditions impose
a limit on the free-surface height at this edge. The larger the effect of gravity,
the smaller the leading edge free-surface height our flooding model can sustain.
Our analysis showed that a larger gravity effect decreases the hydrodynamic lift
force on the body and therefore prolongs the time the body spends under water.
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Chapter 7
Conclusions and future
research
7.1 Conclusions
In this thesis we have provided extensions to some existing shallow water skim-
ming theories, as well as providing new models for skimming, rebound and sink-
ing bodies in shallow water. Our modelling is primarily based on the method of
asymptotic analysis which exploits the existence of several small model parame-
ters, such as the contact angle and the ratio of the water depth to the skimming
body length.
In Chapter 2 we reviewed and derived the thin body skimming model by
Hicks & Smith [57]. Asymptotic analysis was performed to understand the
importance of the skimming body’s mass and moment of inertia. For a body
with small mass we demonstrated that it is able to skip out of water with a
“super-elastic” effect. For a body with small moment of inertia the contact
angle goes through rapid change when in contact with water. Such “flattening”
of the angle reduces the normal lift on the body and reduces its ability to achieve
separation from water. In practice a skipping stone is typically given a spin in
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order to stabilise its contact angle with water by a gyroscopic effect. Such a
stabilisation effect can be captured in our model via an increased moment of
inertia. We also presented a model that captures the characteristics of a stone
going through multiple rebounds.
Chapter 3 presents a Liu & Smith paper published in Proc. R. Soc. 2014.
The paper provides further extension of the Hicks & Smith asymptotic model
of a lightweight body. The skimming model, after various parameter reductions
and transformations, reduced to be solely dependent on the initial condition of
the vertical entry velocity. Our analysis demonstrated the skimming process of
a body with high entry velocity comprises three distinct pressure-body response
stages, with each stage’s temporal scale dependent on certain inverse powers of
the entry velocity. For a body with comparatively low entry velocity only the
pressure-body response regime is present, and direct analytical solutions can be
obtained.
Chapter 4 analysed the water separation from a smooth blunt body in skim-
ming motion. The dead-rise angle between the body and the undisturbed free-
surface is assumed to be small, and we focused on a small region enclosing the
trailing edge where the free-surface separation occurs. Some contrasts of this
particular problem with the Wagner related impact problems are, amongst oth-
ers, that a) we do not expect any splash jet at this edge; b) the position of the
trailing edge is not (necessarily) expected to extend further along the body away
from the initial impact point; c) the flow’s boundary condition can no longer
be linearised onto the undisturbed free-surface. We formulated a conventional-
looking potential flow problem and obtained solutions to the stream function
for this separation region, which are determined by the upstream fluid velocity
and pressure.
In Chapter 5 we investigated the shallow water skimming problem of a bluff
body. The skimming process is divided into an impact and a planing stage.
At the early impact stage the body’s leading and trailing edges initially evolve
according to the square root of time; as time grows the two edges eventually
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begin to evolve linearly with time. The hydrodynamic pressure under the body
is initially high everywhere. As the body falls deeper into water a negative
pressure region begins to develop near the trailing edge; this negative pressure
region grows larger over time and eventually reaches the trailing edge, at which
point the trailing edge stops extending further away from the initial impact point
and the impact stage terminates. We find that for a body with sufficiently small
mass and a positive rotation, it is able to transition rapidly from the impact
to the planing stage. The value of the adverse pressure gradient at the trailing
edge plays a critical role during the planing stage, and there exists a maximum
adverse pressure gradient that can be sustained at this edge. If on the other hand
the adverse pressure gradient at the trailing edge is weak, the body’s planing
motion can be separated into three phases. We note that under our linearised
planing regime the planing body is not able to achieve separation from water,
to do so we must wait until the body grows out of our linearised regime.
Chapter 6 analysed the effects of flooding on a body that is originally in a
skimming motion. The water was assumed to be shallow in comparison to the
length of the board, and the flows above and below the board were assumed
to separate smoothly from its sharp trailing edge. A localized pressure jump
condition is imposed at the leading edge to satisfy the Kutta condition at the
trailing edge. We further introduced a buoyancy parameter to compensate for
our 2D model’s inability to fully capture a body’s buoyancy effect. The flooding
model was solved using an implicit finite difference scheme, and various condi-
tions under which a body was either able to emerge from water or sink to the
bottom were analysed. We demonstrated that as the body gets close to the flow
bed an extreme ground effect occurs, where the pressure becomes extremely
large and inverse flow begins to develop. We further analysed how the body’s
buoyancy and gravity effects in the flow can affect our flooding model.
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7.2 Future research
There remain many open questions as well as further work on our shallow water
skimming theories.
• Concerning the skimming of a flat body in Chapter 2 and 3, under the
assumption of smooth separation and in the absence of any gravity and
viscous effects, the fluid separates from the sharp trailing edge at a velocity
of u0, i.e. same as that of far upstream. The 2D mass conservation
equation, which ignores any lateral flow, implies the thrown-forward splash
jet has a speed of u0 and in turn gives rise to the leading edge momentum
condition of (2.10). This skimming theory may appear inconsistent with
the early stage of impact in Wagner theory, which predicts a thin but fast
jet with speed much greater than u0. There is in fact no inconsistency
however, since the present approach and Wagner’s take quite different
length scales into consideration. [1] also offers more discussions of the
various stages of jet behaviour during impact. By extending the theory to
3D and incorporating the lateral flow we may offer a resolution on such
inconsistency. Likewise we also note such inconsistency applies to our
skimming model for a blunt body in Section 5.2, where similar momentum
condition is applied as a boundary condition at both the leading and
trailing edges.
• During skimming part of the body’s horizontal momentum is transferred
to the fluid. For a small contact angle and in the absence of viscous
effects such loss of energy is negligible. However for a body that goes
through multiple rebounds and at contact angles that are not always small,
such energy loss becomes significant over time and should be incorporated
into part of our modelling. On a similar note, a body going through
multiple rebounds will experience non-negligible air resistance and this
can be incorporated into our model.
• Impacts on fluid by multiple bodies have various industrial and engineering
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applications, such as for aircraft flying through cirrus clouds composed of
ice crystals. It is estimated that every litre of such cloud on average
can contain 30 ice crystals, each with length of around 0.25 millimeters.
Multi-body impacts and collisions on an aircraft’s damp fuselage would be
a practical modeling scenario. Some related multi-body flow interaction
problems have been investigated in [26, 30], and extensions to multi-body
water entry problems would be interesting.
• Under certain conditions air cushioning effects can have a noticeable effect
on the impact problem. This is especially the case when the air to water
density ratio is relatively high and the dead-rise angle is sufficiently small.
Under such circumstances [53] shows the air cushioning/air trapping effect
can have a leading order influence on the flow during impact, particularly
for blunt bodies. Similar studies are given in [3, 27, 2, 56, 58]. A fur-
ther refinement to our models for both flat and blunt bodies would be to
account for air cushioning effects during impact.
• As demonstrated in Chapter 6, an originally skimming body that is sub-
jected to flooding is able to rebound from water under certain favourable
conditions. As such it would be interesting to extend our skimming model
for a thin body in Chapter 2 to incorporate such a phenomenon, in par-
ticular in the case of multiple rebounds.
• As investigated in Chapters 5, the fluid separation from a blunt body coin-
cides with a region of low pressure near the trailing edge, where cavitation
as well as air-water mixing may occur. Viscosity effects in the separation
region have vital implications on the pressure gradient in such a region
and on the body’s planing motion. Developing a theoretical framework
for such a phenomenon would be an important extension to the skimming
theory.
The theory of shallow water impact and skimming is far from finished, and
there are many important extensions that have not been discussed in our thesis.
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In addition to the theoretical modelling aspect, a regrettable omission is an
appropriate experiment that may connect our model with physical observations.
To this extent there are other related experiments such as [37] that have shown
encouraging qualitative agreements with our theory. Additional experiments
that involve various smooth body profiles as well as rotations may offer valuable
insights to further validate and enhance our existing model.
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Appendix A
Numerical scheme
A.1 Asymptotic analysis of skimming object with
small mass
The early impact model (5.37) in its current form is difficult to analyse, instead
we shall assign it a large mass M ∼ O( 23 ) with no initial angular velocity
(i.e. ω0 = 0), then from the analytical results of Section 5.3, we asymptotically
expand our system variables as follows:
x1 = −
√
3V0t+ δx11, (A.1a)
x2 =
√
3V0t+ δx21, (A.1b)
Y = V0t+ δY1, (A.1c)
f = δf1, (A.1d)
g = −32V
2
0 + δg1, (A.1e)
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where δ  1. Substituting these variables into model (5.37) gives the following
leading order equations:
Y1 =
√
V0t(x11 − x21), (A.2a)
f1 = −V02 (x11 + x21), (A.2b)
f1 = V0(x11 + x21) + V0t(
dx11
dt
+ dx21
dt
), (A.2c)
g1 =
√
3
2
(
V0t
) 3
2
[
d2
dt2
(
x11 − x21
)
+ 3
t
d
dt
(
x11 − x21
)
+ 34t2
(
x11 − x21
)]
,
(A.2d)
M
d2Y1
dt2
+ 3V 20
√
3V0t = 0. (A.2e)
Equations (A.2b), (A.2c) can be combined to obtain the following relation:
x11 + x21 = Ct−
3
2 , (A.3)
where C is an integration constant. As t→ 0 we expect the edges x1 and x2 to
coincide at one point, i.e. x11(0) = x21(0) = 0, therefore the constant C should
take on the value of 0, hence
x11 + x21 = 0, (A.4)
this relation can be substituted into (A.2) to obtain the following differential
equation:
d2x11
dt2
+ 1
t
dx11
dt
− 14t2x11 =
9V 20
2M , (A.5)
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using variation of parameters we obtain the following solutions to (A.2):
x11 = Kt
1
2 + 65
V 20
M
t2, (A.6a)
x21 = −Kt 12 − 65
V 20
M
t2, (A.6b)
Y1 = 2
√
V0t
3
(
Kt
1
2 + 65
V 20
M
t2
)
, (A.6c)
f1 = 0, (A.6d)
g1 =
7
√
3
2M V
7
2
0 t
3
2 − 2
√
V0
3 (A.6e)
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