The use of ensembles in machine learning (ML) has had a considerable impact in increasing the accuracy and stability of predictors. This increase in accuracy has come at the cost of comprehensibility as, by definition, an ensemble model is considerably more complex than its component models. This is of significance for decision support systems in medicine because of the reluctance to use models that are essentially black boxes. Work on making ensembles comprehensible has so far focused on global models that mirror the behaviour of the ensemble as closely as possible. With such global models there is a clear tradeoff between comprehensibility and fidelity. In this paper, we pursue another tack, looking at local comprehensibility where the output of the ensemble is explained on a case-by-case basis. We argue that this meets the requirements of medical decision support systems. The approach presented here identifies the ensemble members that best fit the case in question and presents the behaviour of these in explanation. #
Introduction
In recent years, research on the use of ensembles in machine learning (ML) has shown significant increase in predictive accuracy over single classifiers [2, 8, 11] . Unfortunately, this increase in predictive accuracy comes with added problems of comprehensibility because of the multiple constitutent models that make up the ensemble [6, 10] . The ensemble is achieving the improvements in predictive accuracy by aggregating the outputs of several constitutent models. In order to understand the ensemble, the operation of the constitutent models and the effect of the aggregation process may need to be understood.
Artificial Intelligence in Medicine 28 (2003) 191-206 This problem is confounded by the fact that the ensemble members may be far from homogenous. Indeed the improvement due to the ensemble depends on there being diversity in the ensemble; if the ensemble members all agree, the accuracy of the ensemble can be achieved by a single member. Ensembles consisting of 'average' predictors can produce very good performance if the members specialise in local regions of the problem space [22] . All of this means that it is difficult to produce a comprehensible representation of the model of the ensemble embodies.
In this paper, we argue that this goal of comprehensibility may have two motivations. The first motivation is knowledge discovery where the objective is to understand what factors influence outcomes in weak theory domains. Examples of this might include:
What are the features that predict success in in-vitro fertilisation (IVF)? What are the factors that influence changes in currency exchange rates? What are the characteristics of existing customers who are strong candidates for further specific purchases?
For these 'knowledge discovery' type objectives, a global comprehensible representation of the ensemble is required (the dotted box in Fig. 1 ). In this paper, we argue that another motivation for comprehensibility is local explanation (the dashed ruleset boxes-one for each network-in Fig. 1 ), where the need is to explain a specific prediction of the model. Examples include:
The model predicts that a specific IVF cycle has a higher than normal chance of success; why?
The model suggests that a bronchiolitis patient should be kept in overnight; why? The model suggests that a patient should be prescribed a specific dose of an anticoagulant drug; why?
We argue that this local need for comprehensibility, where the objective is to explain specific predictions, is particularly relevant in medical informatics. Most important, it is achievable for ensembles.
This contrasts with existing research on achieving comprehensibility for black box techniques such as neural networks or ensembles which seems to be directed at generating global comprehensible representations. Domingos describes a descision tree-based rule extraction technique that uses the ensemble as an oracle to provide a body of artificial examples to feed a comprehensible learner [10] . Craven and Shavlik describe another descision tree-based rule extraction technique that uses a neural network as an oracle to provide a body of artificial examples to feed a comprehensible learner [6] . Finally, a third method for extracting decision trees is described by Schmitz et al. in a paper appearing in [4] , their method has the advantage of working equally well for problems involving continuous and symbolic outputs. Clearly, these techniques would also work for an ensemble of neural networks.
The big issue with such an approach is the fidelity of the extracted rules; that is, how closely they model the outputs of the ensemble. Craven and Shavlik report fidelity of 91% on an elevator control problem. Emphasising the importance of the ensemble, Domingos reports that his technique preserves 60% of the improvements of the ensemble over single models. He reports that there is a tradeoff between fidelity and complexity in the comprehensible models generated; models with high fidelity tend to be quite complex. It is not surprising that comprehensible models that are very faithful to the ensemble will be very complex; and thus less comprehensible.
An alternative approach to comprehensibility in knowledge-based systems is to provide explanation on a case-by-case basis. An example of such an approach is described by Sima [20] and is reviewed by Cloete and Zurada [4] . That system (EXPSYS) can be queried during execution and the user is provided with the relative influence (expressed as a percent) of selected inputs in arriving at the conclusion. This system does not rely on translation to rules, these percentages are extracted directly from a modified back propagation neural network. A second researcher pursuing the local explanation approach is Das [9] in the context of time series predictions.
The approach described here also pursues local rather than global explanation. The explanation for why an ensemble predicts a specific outcome can be a lot simpler than a global explanation of the model of the ensemble embodies. This is because, for a diverse ensemble, only a subset of the ensemble members will account for the correct classification of an example. If the aggregation of the ensemble is achieved by majority voting (as in the system described here) then the ensemble members that do not vote for the majority decision can be ignored for a start. Then the ensemble members that do predict the majority decision and best 'fit' the example are given prominence in the explanation. The details of this selection process are described in Section 3.3 with an example on a real dataset in Section 3.4. Before that in Section 2 there is a review of ensembles and their importance in machine learning and in Section 3.2 there is description of the method used to generate rules from ensemble member networks. The paper concludes with an evaluation of the system in two application areas; in prescribing anticoagulant drugs and in bronchiolitis treatment.
Ensembles
In some circumstances, a committee (or ensemble) of predictors will have a higher accuracy than the best of the component predictors. While the use of this idea in 'machine learning' research is fairly new, the idea that aggregating the opinions of a committee of experts will increase accuracy has been around for some time. The Codorcet Jury Theorem states that:
If each voter has a probability P of being correct and the probability of a majority of voters being correct is M, then P > 0:5 implies M > P. In the limit, M approaches 1, for all P > 0:5, as the number of voters approaches infinity.
This theorem was proposed by the Marquis of Condorcet in 1784 [5] -a more accessible reference is from Nitzan and Paroush [16] . The first part of this theorem is not controversial, it is easy to show that if a new committee member makes correct decisions more than half of the time and makes different mistakes to the rest of the committee then the performance of the committee will improve with the addition of this member. However, in practice the second claim is unlikely to be true. A very large committee will not, in practice, be right all of the time. This is because it will not be possible to find new members that will increase the diversity of the ensemble; instead their voting behaviour will be collinear with some existing members of the ensemble. Typically, the diversity of the ensemble will plateau as will the accuracy of the ensemble at some size between 10 and 50 members.
We now know that the main requirement for the ensemble to produce an improvement is that there should be diversity in the ensemble [2, 13] . Such diversity will occur naturally in different versions of unstable learners such as neural networks; neural networks are unstable in the sense that small differences in training data or weight initialization can produce very different models. This is because the gradient descent training process can settle in a different region of the weight space.
Diversity in ensembles
The importance of diversity is evident in the following example. Imagine a medical school that has the objective that its graduates will always make the same decision when faced with a problem. There is no point in constructing a committee of experts from these graduates (if this objective was to be successful) because one member will be as accurate as the whole ensemble.
In ML research, the most common way to introduce diversity into an ensemble is to train the ensemble members on different subsets of the training data [2, 12] . As stated above, this works very well for unstable learners such as neural networks but will not work for a stable learner such as a nearest neighbour classifier. In such circumstances, diversity can be achieved by training the classifer on different subsets of the features [7] .
Given the centrality of diversity in the success of the ensemble idea it is not surprising that some research has focused on ensemble construction techniques that maximise diversity [14, 17, 22] . Zenobi and Cunningham [22] argue that when ensemble members are selected to be diverse the ensemble members become specialists in sub-regions of the problem space.
Explaining ensembles
Current research into the extraction of comprehensible models from neural networks has focused on explaining individual networks, usually by converting the network to either rules or decision trees (from which rules may be extracted). A review of this work is available in [21] . Much less work has been done in the explanation of ensembles despite their advantages.
The research on rule extraction can be separated into two approaches. The rules may be derived from an analysis of the internal structure of the network, or the network may be treated as a black box with the rules derived from an analysis of the input/output behaviour of the network. Clearly, the first set of techniques are architecture-specific while the black box approaches can work for all or at least a large variety of architectures. The big issue with these approaches is the fidelity of the extracted rules; that is, how faithful the rule-set behaviour is to that of the net.
Evidently, it will be possible to apply many of the black box techniques to ensembles by treating the complete ensemble rather than a single network as a black box. The work of Domingos [10] and Craven and Shavlik [6] are examples of this approach. The issue of fidelity can be expected to be significant given the complexity of the underlying ensemble and the local behaviour of some of the ensemble members. In terms of the general scheme for rule-extraction for ensembles presented in Fig. 1 , this black box approach produces the rules that describe the ensemble directly (dotted box) without generating rules that describe the behaviour of the component networks (the dashed boxes).
The importance of diversity in ensembles is very significant if the goal is to explain the output of the ensemble. Because of diversity the ensemble members are doing quite different things and because of specialisation only some members of the ensemble are relevant in explaining the output associated with a particular case. For these reasons we argue that the objective of producing a global explanation of the ensemble is problematic. It will be very difficult to produce a comprehensible model that is faithful without being very complex. It is for this reason that we pursue the objective of explaining the ensemble on a case-by-case basis.
System description
The approach advocated in this paper attempts to capture the local behaviour of ensemble members by extracting rules from each ensemble member. The case-by-case explanation is produced by identifying the rules that are operational for a particular example and selecting rules for explanation for which the example is a clear fit.
The system for ranking the rules does not depend on the method for rule extraction used in our work but may be applied to any set of rules where appropriate coverage statistics can be calculated. Section 3.1 gives an overview of the process used. Sections 3.2 and 3.3 describe this process in greater detail and the section concludes in Section 3.4 with an example of ranking rules selected from a real dataset.
System architecture
There are two stages involved in the analysis of data. The first of these is offline where historical data is used to build models that can provide predictions. The series of steps is summarised below and is described in more detail in Section 3.2.
Use a bootstrapped sample of data for training each network in the ensemble. Use the remaining unselected data to estimate the generalisation error and implement early stopping. Extract rules that capture the behaviour of these neural networks.
The second stage of the analysis is online. A target example is entered into the system and its fit with respect to the rules extracted in stage 1 is determined. The series of steps used in this work is summarised below and is described in more detail in Section 3.3 and an example of this ranking process is described in Section 3.4.
Produce predictions for test examples using either the ensemble of rules or the ensemble of networks. Identify rules that contribute to the prediction. Rank these rules and present the top rules as an explanation.
Building the ensemble
An ensemble of n networks is trained using bootstrapped sets from the full training set. In bootstrapping data is selected with replacement. In this way approximately two-thirds of the examples will be selected (some more than once). This leaves approximately one-third of examples not selected at all. The generalisation error is tested using this data after each epoch. Training is stopped when this error rises continuously for a set number of epochs. Each network is initialised with weights assigned to small random values.
For each of these networks the following procedure was carried out in order to produce rulesets that modelled their behaviour:
(1) using the full set of data, extra data was produced by introducing small perturbations in the continuous feature values; (2) the network being modelled was used as an oracle to produce a class label for each of the examples in this extra data; (3) this labelled data was used by Quinlan's C4.5 [18] package to build a decision tree to model the behaviour of the network; (4) rules were extracted from this decision tree using C4.5 rules.
Once an ensemble of rulesets have been produced, it is necessary to calculate a number of coverage statistics for each rule. These statistics define how the training data fitted each of the rules produced. A summary of the steps required to calculate these statistics is given below:
(1) for each rule in the ruleset; (2) attempt to fire the rule using each of the training examples; (3) save each of the examples that fire the rule; (4) for each of the antecedents testing continuous features, compute the mean and standard deviation of all values of that feature in examples stored against the rule.
These statistics will be used later to produce a fitness score for any target example that fires this rule.
Rule selection and ranking
The system is now ready to be used. When an unseen example is presented, each ruleset in turn votes on the prediction for that example. The class with the most votes is used as the prediction. In order to find the most predictive group of rules, the following strategy is adopted:
(1) rulesets that do not agree with the majority vote are dropped; (2) all rules in the remaining rulesets that fire but do not agree with the overall ensemble prediction are dropped; (3) finally all remaining rules that fire and whose prediction agree with that of the ensemble are collected.
The above process of selecting the most predictive group of rules is shown graphically in Fig. 2 . In stage 1, ensemble members 2 and 4 are dropped, these rulesets will not (cannot) contribute to the explanation. Stage 2 drops any rules not agreeing with the ensemble vote, these rules have a line through them. Finally, stage 3 collects all those remaining rules (indicated by arrows) into a single group. The next step of the process is to rank these rules by confidence in their fit to this example. This fitness assessment is done relative to the distribution of the training examples that fitted each of the rules (the process of calculating this distribution is covered in Section 3.2).
The formula used in the calculation of the fitness of a rule to an unseen example is shown in Eq. (1).
where max i is over the set of continuous features that appear in antecedents of the rule being tested. The fitness measure for an individual feature (i.e. clause) is determined by the distance of the value for that feature from the mean value for that feature in examples covered by the rule. This value is normalised by the standard deviation to allow for comparisons. Since larger fitness values are bad, the overall fitness for a rule is the maximum of these values.
This idea of assigning the fitness of the weakest antecedent to the overall rule is the same as that used in MYCIN [19] for antecedents in conjunction. This idea is also used in fuzzy logic [15] .
There is one further elaboration to this calculation of fitness values. In the case of a clause bounded on one side, a feature value that is on the unbounded side of the mean is automatically assigned the maximum fit value (i.e. 0).
The other criterion in determining fitness for a rule is the number of duplicate rules appearing in the group of predictive rules. Highly predictive rules may appear in several rulesets. In order to avoid the situation of showing the user the same rule several times, these duplicate rules are removed and fitness of the sole remaining rule is boosted by dividing by 1:2, thus, pushing this rule up the ranking reflecting an increased confidence in the predictiveness of this rule. Boosting the fitness score by 20% was found to produce good results after some experimentation.
Ranking of the rules does not end there, however. In many instances, we may be left with a number of rules of equal fitness. The final criterion to separate these rules is their specificity (i.e. premise complexity). The system can be configured to rank rules of equal fit by greatest premise complexity, or least premise complexity. Selecting least premise complexity will favour simple rules while selecting greatest premise complexity will favour rules specific to the target example.
Example of ranking process
To demonstrate how the fitness metric works, a simple example of analysing extracted rules is included here. The dataset used is Fisher's Iris dataset from the UCI repository [1] .
This dataset comprises three classes with 50 examples of four features each. One of these classes is linearly separable from the other two. For a back propagation network this is a straightforward task. In order to increase the difficulty of the problem, the number of training examples in each class has been reduced to 17. Using bootstrapped sets, the number of examples from each class seen during training of individual networks will be varied thus giving better diversity.
Nine unseen examples, three from each class were used to test the system. For each of these examples, predictions were made and five ranked rules were output as explanations of these predictions.
These rules were then ranked by confidence of their fit to the unseen test example. A sample test example appears below along with two rules that were selected as predictive of the class. 
THEN Iris-versicolor
The boundaries of these rules are shown graphically in Fig. 3.4 .
From this figure, it can be seen that the Iris-versicolor test point is significantly closer to the mean of the training points in the petal_width dimension than it is to the mean of the points in the petal_length dimension. This closeness increases our confidence in recommending this rule as an explanation for the prediction of the network for that example, i.e. it is 'like' the examples on which this rule is based.
In the results on the Iris dataset several examples of rule duplication arise. For example, the following rule was ranked as one of the five most predictive rules (the fitness for this rule is reported in square brackets at the top of the rule): In fact this rule appeared four times in the set of predictive rules. The other occurences of this rule may have had slightly different limits, but for the purposes of duplicate boosting, it is important only that the example being tested fitted each of the rules. To reflect this increased confidence in this rule, its fitness value was 'boosted' by dividing it is original fitness by 1.2 for every duplicate occurence. The original fitness of this rule before duplicates were taken into account was 1:95. Without the duplicate examples this rule would not have been as good as the next rule whose fitness was 1:86.
Evaluation
The evaluation of this work is broken into three sections. Section 4.1 looks at the issue of fidelity of rules extracted as described in Section 3.2. Sections 4.2 and 4.3 evaluate the performance of the system on two medical datasets, treatment of bronchiolitis patients, and anti-coagulant drug therapy, respectively.
Fidelity
As discussed in Section 1, the issue of fidelity is of crucial importance when modelling networks. The fidelity of the translation from networks to rules was measured using a five-fold cross-validation approach with five networks created for each fold. For each fold in the cross-validation there will be a training set and a test set.
(1) Create five bootstrapped training sets from the training set for this fold saving the remaining data each time for the detection of overfitting during training. (2) Train five networks using the bootstrapped training sets. (3) Generate extra data from the training set as described in Section 3.2.
(a) Use the networks as an oracle to label the generated data. The results for the datasets discussed in this paper are presented in Table 1 .
Bronchiolitis
The goal of this data is to predict those children displaying symptoms of bronchiolitis that should be admitted to hospital overnight for monitoring. There are 118 examples each consisting of 22 input features and a single binary output feature.
In this evaluation, we compare our approach to rule extraction described in Section 3 with rules extracted from the ensemble as a black box (i.e. the ensemble is used as an oracle to train a decision tree). For the rules extracted from individual networks, a total of 60 rules were generated for 10 test examples. For the rules extracted from the ensemble, a total of 17 rules were generated for the same 10 test examples. These included at most five ranked rules for each of the test examples and an unspecified number of rules comprising tests on symbolic features only. Rules comprising tests on symbolic features only have an implicit perfect fit associated with them and were therefore placed at the top of the ranked rules. The rules were given to a paedriatric accident and emergency registrar for assessment.
Depending on the prediction made for each of the test examples, a different policy was used when selecting the rules to present. For predictions involving the discharge of a child from hospital, rules were ordered first by fitness and secondly by complexity, starting with the most complex rules first. Any child to be sent home must meet a number of criteria. In contrast any child that is to be admitted, must fail only a single criterion and hence in these predictions, the rules of least complexity were of most interest and selected first.
The top two ranked rules are shown below for two different test cases (a key to the features is in Appendix A). In both cases it can be seen how the complexity of the rule has been taken into account. Rules such as these would be shown to the user of the system to aid quick diagnosis of a child with bronchiolitis requiring further monitoring. From Table 2 , it can clearly be seen that the overall accuracy of the rules was very high. The result showing the number of rules containing a single flawed antecedent represents rules that were slightly inaccurate but the inaccuracy did not impede the usefulness of the rule.
For the rules consisting of tests on symbolic features, one of these rules was marked as excellent and one marked as wrong. For the most part, these rules were uninteresting and marked as ''common sense'' by the expert. Although the results in Table 2 show that the rules extracted from the ensemble are quite good, some important facts are hidden. In particular, there were fewer rules per example and these frequently had fitness scores weaker than even the weakest ranked individual network rules. Also some of the rules, although rated as 'ok' by expert lacked extra clauses that improved the information contained in the rule. Finally, since the ensemble-based approach had less rules to play with, these rules were inclined to be more general. By contrast, the rules derived from the ensemble members were more specialised and thus more interesting.
A final observation on the results is that the relevance of the rules selected for predicting when a child should be discharged tended to be higher than those selected for a child that should be admitted. This could be due to the fact that a child that is to be sent home displays very well-defined symptoms, whereas a child to be admitted may have a mixed set of symptoms (remember a child will be admitted when only a single symptom is outside an acceptable range). Also, the experience of a doctor when examining a child may lead to an admission before that child begins to exhibit severe symptoms leading to weaker patterns to be modelled in the data.
Warfarin
The goal of this data is to predict the subsequent dose of Warfarin to be administered to patients with a high target INR (a measure of clotting time) [3] . These patient data are a subset of the total patient data available and were selected as an interesting explanation task. Each example gives a patients previous history from taking the drug and a number of environmental factors that may influence the dose to be prescribed. There are 312 example cases in total in this reduced dataset, each case consists of 16 features, 11 continuous and 5 symbolic. The target has been discretised to one of four possible dosage ranges.
Ten examples that were not used during training of the networks were used as test examples. A total of 50 rules extracted from individual network rulesets were presented, along with 15 rules from the tree built to model the ensemble predictions, to the expert in the area. Equal fitness scores were resolved by selecting the most complex rules for all classes. This policy was decided after conversation with the expert in this area. There were no rules comprising tests on symbolic features only.
The top two ranked rules are shown below for two different test cases (a key to the features is in Appendix B). Rules such as these could be used by a practitioner to focus their attention on the critical factors in prescribing a subsequent dose of Warfarin.
Like the bronchiolitis results, the Warfarin results presented in Table 3 hide the fact that many of the rules extracted from the ensemble were very general.
The Warfarin problem is different to the bronchiolitis problem in that the ensemble does not produce a significant improvement in accuracy over the average for a single neural network. This is probably because the amount of data available for training covers the problem fairly well. In any event, it means that a predictor for this problem based on a single model is as good as one based on an ensemble of predictors. Because of this there is less reason to expect that explanation rules drawn from the ensemble members will be better than those drawn from the ensemble. Nevertheless, the explanations selected from individual networks do seem better, based on this limited evaluation.
Conclusion and future work
This research is motivated by the belief that comprehensive global explanations of ensembles will be very difficult to interpret. For this reason, we present an alternative whereby ensembles of neural networks are explained on a case-by-case basis. In this analysis, the ensemble is not treated as a black box; instead, the analysis tries to discover how the elements of the ensemble contributed to the prediction. This is predicated on the assumption that some of the power of the ensemble comes from the ensemble members acting as local specialists. Table 3 Results from evaluation of warfarin rules Our approach depends on sets of rules that have been extracted from each of the member networks in the ensemble in an offline process. Rules to explain a specific prediction are produced in three steps. First, the ensemble members agreeing on the prediction are identified. Second, the rules from those members that contribute to the prediction are collected. Finally, these rules are ranked based on: fit to the target example, frequency of occurrence and specificity. In some circumstances, very specific rules will be of interest; in others, the most general rules will be sufficient. For the bronchiolitis scenario general rules were relevant for admission and specific rules were needed for discharge. It is worth remembering that this is the third ranking criteria and does not have a big impact; fit and frequency are much more important.
In evaluating this approach we have shown that the rules have reasonable fidelity to the networks they represent. In a qualitative evaluation with an expert the rules extracted from ensemble members were found to be at least as relevant and interesting as those extracted from the ensemble as a black box.
In future work the authors envisage producing feature subset masks using the wrapperbased approach described in Zenobi and Cunningham [22] . By training networks using different masks, it is hoped to introduce greater diversity and thereby focus the rules extracted on specific patterns in the data, further improving the ranked rule usefulness.
