In this article, a sublinear expectation induced by G-expectation is introduced, which is called G-evaluation for convenience. As an application, we prove that for any ξ ∈ L β G (Ω T ) with some β > 1 the decomposition theorem holds and that any β > 1 integrable symmetric G-martingale can be represented as an Itô integral w.r.t G-Brownian motion. As a byproduct, we prove a regular property for G-martingale: Any G-martingale {M t } has a quasi-continuous version.
Introduction
Recently, [P06] , [P08] introduced the notion of sublinear expectation space, which is a generalization of probability space. One of the most important sublinear expectation space is G-expectation space. As the counterpart of Wiener space in the linear case, the notions of G-Brownian motion, Gmartingale, and Itô integral w.r.t G-Brownian motion were also introduced. These notions have very rich and interesting new structures which nontrivially generalize the classical ones.
Because of the Sublinearity, the fact of {M t } being a G-martingale does not imply that {−M t } is a G-martingale. A surprising fact is that there exist nontrivial processes which are continuous, decreasing and are also Gmartingales. [P07] conjectured that for any ξ ∈ L 1 G (Ω T ), we have the following representation:
with K 0 = 0 and {K t } an increasing process.
[P07] proved the conjecture for cylindrical functions L ip (Ω T )(see Theorem 2.18) by Itô ′ s formula in the setting of G-expectation space. So the left question is to extend the representation to the completion L The purpose of this article is to improve the decomposition theorem given in [P07] and [STZ09] . The main results of the article consist of:
We introduce a sublinear expectation called G-evaluation and investigate its properties. By presenting an estimate, which can be seen as the substitute of Doob's maximal inequality, we proved that for any ξ ∈ L β G (Ω T ) with some β > 1 the decomposition theorem holds and that any β > 1 integrable symmetric G-martingale can be represented as an Itô integral w.r.t G-Brownian motion.
As a byproduct, we prove a regular property for G-martingale: Any Gmartingale {M t } has a quasi-continuous version(see Definition 5.1). We also give several estimates for variables in the decomposition theorem, which may be useful in the follow-up work of G-martingale theory.
This article is organized as follows: In section 2, we recall some basic notions and results of G-expectation and the related space of random variables. In section 3, we introduce the notion of G-evaluation and present an estimate, which can be seen as the substitute of Doob's maximal inequality. In section 4, we prove that for any β > 1 integrable G-martingale, the decomposition theorem holds and that any β > 1 integrable symmetric G-martingale can be represented as an Itô integral w.r.t G-Brownian motion. In section 5, we prove a regular property for G-martingale.
Preliminary
We present some preliminaries in the theory of sublinear expectations and the related G-Brownian motions. More details of this section can be found in [P07] .
G-expectation
Definition 2.1 Let Ω be a given set and let H be a linear space of real valued functions defined on Ω with c ∈ H for all constants c. H is considered as the space of random variables. A sublinear expectationÊ on H is a functional E : H → R satisfying the following properties: for all X, Y ∈ H, we have (Ω, H,Ê) is called a sublinear expectation space.
Definition 2.2 Let X 1 and X 2 be two n-dimensional random vectors defined respectively in sublinear expectation spaces (Ω 1 , H 1 ,Ê 1 ) and (Ω 2 , H 2 ,Ê 2 ). They are called identically distributed, denoted by
is the space of real continuous functions defined on R n such that
where k depends only on ϕ.
Definition 2.3 In a sublinear expectation space (Ω, H,Ê) a random vector
whereX is an independent copy of X. Here the letter G denotes the function If there exists some β > 0 such that G(A) − G(B) ≥ βT r(A − B) for any A ≥ B, we call the G-normal distribution is non-degenerate, which is the case we consider throughout this article.
T , the conditional expectation defined by(there is no loss of generality, we assume t = t i ) 
P is called a set that representsÊ.
Remark 2.8 i) [HP09] gave a new proof to the above theorem. From the proof we know that any sublinear expectation
has the above representation.
ii) Let A denotes the sets that representÊ.
T } is obviously the maximal one, which is convex and weak compact. However, by Choquet capacitability Theorem, all capacities induced by weak compact sets of probabilities in A are the same, i.e. c P := sup P ∈P P = sup P ∈P ′ P =: c P ′ for any weak compact set P, P ′ ∈ A. So we call it the capacity induced byÊ. In fact, By Choquet capacitability Theorem, it suffices to prove the compact sets case. For any compact set K ⊂ Ω T , there exists an decreasing sequence
iii) All capacities induced by sets of probabilities in A are the same on open sets. In fact, for any P ∈ A, letP be the weak closure of P. Since cP = c P on open sets, we get the desired result by ii).
be a filtered probability space, and {W t } be a d-dimensional Brownian motion under P 0 . [DHP08] proved that
where Γ 1/2 := {γ 1/2 |γ ∈ Γ} and Γ is the set in the representation of G(·).
v) Let P M be the weak closure of P ′ M . Then under each P ∈ P M , the canonical process B t (ω) = ω t for ω ∈ Ω T is a martingale. In fact, for any
Then by the integrability of B t , B s and the weak convergence of {P n } we have
Thus we get the desired result. By the definition of quasi-continuity and iii) in Remark 2.8, we know that the collections of quasi-continuous functions w.r.t. capacities induced by any set(not necessary weak compact) that representsÊ are the same.
where
where L 0 denotes the space of all R-valued measurable functions on Ω T .
Basic notions on stochastic calculus in sublinear expectation space
Now we shall introduce some basic notions on stochastic calculus in sublinear
For convenience of description, we only give the definition of Itô integral with respect to 1-dimensional G-Brownian motion. However, all results in sections 3-5 of this article hold for the d-dimensional case.
For p ≥ 1, let M p,0 G (0, T ) be the collection of processes in the following form: for a given partition {t 0 , · · ·,
we define
is continuous and thus can be continuously extended to
We have the following properties:
12 Quadratic variation process of G-Brownian motion defined by
is a continuous, nondecreasing process.
The mapping is continuous and can be ex-
Definition 2.14 For two process
By the same arguments as in the classical linear case, for which we refer to [HWY92] for instance, we have the following lemma.
Lemma 2.15 Any symmetric G-martingale {M t } t∈[0,T ] has a RCLL(right continuous with left limit) version.
In the rest of this article, we only consider the RCLL versions of symmetric G-martingales.
which is a surprising result because −K t is a continuous, non-increasing process. [P07] conjectured that any G-martingale has the above form and gave the following result.
we have the following representation:
(2.2.1)
In this section, we introduce an sublinear expectation which is induced by G-expectation and investigate some of its properties.
T whereÊ is the G-expectation. For convenience, we call E G-evaluation. First we give the following representation for G-evaluation, which is similar to that of Gexpectation.
Theorem 3.1 There exists a weak compact subset P E ⊂ M 1 (Ω) such that
Proof. 2. In the following, we give some calculations.
For any 0 ≤ s ≤ t ≤ T and u ∈ [0, T ],
and by B-D-G inequality
3. Noting the discussion in Remark 2.8, we can prove the desired representation by just the same arguments as in [HP09] .
We shall give an estimate between the two norms · p,E and · p,G . As the substitute of Doob's maximal inequality, the estimate will play a critical role in the proof to the martingale decomposition theorem in the next section. First, we shall give a lemma.
For convenience, we say ξ is symmetric if
Proof. Let ξ n = (ξ ∧ n) ∨ (−n) and η n = ξ n+1 − ξ n for n ≥ 0. Then by Theorem 2.18, for each n, we have the following representation (2.2.1):
Take expectation under P , we have
Consequently, for any 1 < γ < β and γ ≤ 2
where C β/γ (n, m) =
More precisely, for any 1 < γ < β := (α + δ)/α, γ ≤ 2, we have
Let P E be weak compact subsets of M 1 (Ω T ) which represent E. Define capacity c E (A) = sup P ∈P E (A). We all c E the capacity induced by E.
By the above estimate, we can get the following equivalence between the Choquet capacities induced byÊ and E. Proof. By Choquet capacitability Theorem, it suffices to prove the compact sets case. For any compact set K ⊂ Ω T , there exists an decreasing sequence {ϕ n } ⊂ C + b (Ω T ) such that 1 K ≤ ϕ n ≤ 1 and ϕ n ↓ 1 K . Let α = δ = 1 in the above Theorem 3.3, there exists 1 < γ < 2 and C > 0, such that
Then by Theorem 28 in [DHP08] ,
Corollary 3.5 The collections of quasi-continuous functions on Ω T w.r.t c and c E are the same.
4 Applications to G-martingale decomposition
Generalized Itô integral
Let H 0 G (0, T ) be the collection of processes in the following form: for a given
By B-D-G inequality, the mapping I :
and thus can be continuously extended to H p G (0, T ).
4.2
G-martingale decomposition
In order to prove the more general G-martingale decomposition decomposition theorem, we first introduce a famous lemma, for which we refer to [RY94] . Definition 4.3. A positive, adapted right-continuous process X is dominated by an increasing process A with A 0 ≥ 0 if
for any bounded stopping time τ .
Lemma 4.4. If X is dominated by A and A is continuous, for any k ∈ (0, 1)
has the following decomposition:
where {Z t } ∈ H 1 G (0, T ) and {K t } is a continuous increasing process with K 0 = 0 and {−K t } t∈[0,T ] a G-martingale. Furthermore, the above decomposition is unique and
By Theorem 2.18, we have the following decomposition
where {Z n t } ∈ H 2 G (0, T ) and {K n t } is a continuous increasing process with
where X n * t = sup 0<s≤t |X n s |. In the following, C α will always designate a universal constant, which may vary from line to line.
β ≤ 2 case.
Consequently, for any 1 < α < β, by Lemma 4.4
By this, we have
where X * t = sup 0<s≤t | X s |. By the same arguments as above,
as N goes to infinity. Then there exists symmetric G-martingale {M t } and a process
as n goes to infinity.
So by B-D-G inequality, there exists
Consequently,
For 2 < α < β,
On the other hand
Therefore,
and
By the same arguments, we get
The rest of the proof is just similar to the β ≤ 2 case.
Furthermore, the above representation is unique and {Z t } ∈ H α G (0, T ) for any 1 ≤ α < β.
Proof. By Theorem 4.5, for ξ ∈ L β G (Ω T ) with some β > 1, X t =Ê t (ξ), t ∈ [0, T ] has the following decomposition: 
Since {η ∈ L By the proof in Theorem 4.5, we can get the following estimates, which may be useful in the follow-up work of G-martingale theory. This is a contradiction.
Therefore, by the same arguments as in Corollary 5.2, {M t } has a quasicontinuous version.
