Given a sequence of non-negative real numbers 0 ; 1 ; : : : which sum to 1, we consider a random graph having approximately i n vertices of degree i. : : : such that a.s. the giant component, C, has n + o(n) vertices, and the structure of the graph remaining after deleting C is basically that of a random graph with n 0 = n ? jCj vertices, and with 0 i n 0 of them of degree i.
this paper we analyze the size of the giant component in the former case, and the structure of the graph formed by deleting that component. We determine ; : : : such that a.s. the giant component, C, has n + o(n) vertices, and the structure of the graph remaining after deleting C is basically that of a random graph with n 0 = n ? jCj vertices, and with 0 i n 0 of them of degree i.
Introduction and Overview
Perhaps the most studied phenomenon in the eld of random graphs is the behaviour of the size of the largest component in G n;p For c > 1, we can also determine the approximate size of the giant component, C, as well as the structure of the graph formed by deleting it. It's size is a.s. c n + o(n) where c is the unique solution to + e ?c = 1, and the graph formed by deleting C is essentially equivalent to G n 0 ;p=dc=n 0 , where n 0 = n?jCj = (1? c )n+o(n), and d c = c(1? c ) (see 1] or 10]). (Note that d c < 1 .) The latter property is referred to as the Discrete Duality Principle.
In 12], the authors showed that a similar phenomenon occurs among random graphs with a xed degree sequence. Essentially, we considered random graphs on n vertices with i n + o(n) vertices of degree i, for some xed sequence 0 ; 1 ; : : :. We introduced the parameter Q = P i(i ? 2) i and showed that if Q < 0 then a.s. the size of the largest component is O(! 2 log n), where ! is the highest degree in the graph, and if Q > 0, then a.s. the size of the largest component is (n), and the size of the second largest component is O(log n).
In this paper we re ne our arguments to determine the approximate size of the giant component in such a graph. We also nd an analogue to the Discrete Duality Principle, showing that there is a sequence To be expeditious, we will state our main theorems here, momentarily postponing the de nition of a well-behaved sparse asymptotic degree sequence, which was introduced in 12].
Given a sequence of non-negative reals 0 ; 1 ; : : : summing to one, we set K = P 
is in nite then for all T > 0, there exists i ; N such that for all n > N:
We note that it is an easy exercise to show that if D is well-behaved then:
Note that for a well-behaved asymptotic degree sequence D, if Q(D) is nite then D is sparse. Note further that if D is sparse and well-behaved then since for i > 1, P i>i id i (n) < P i>i i(i?2)d i (n), the sum lim n!1 P i 1 id i (n)=n approaches its limit uniformly in the sense of condition 3 in the de nition of well-behaved.
The main result of 12] is:
: : : be a well-behaved sparse asymptotic degree sequence for which there exists > 0 such that for all n and i > n Consistent with the model G n;p , we call the component referred to in Theorem 3(a) the giant component.
To prove Theorem 3, we worked with the con guration model introduced in this form by Bollob as 6] and motivated in part by the work of Bender and Can eld 4]. This model arose in a somewhat di erent form in the work of Bekessy, Bekessy and Koml os 3] and Wormald 13, 14] . A random con guration with n vertices and a xed degree sequence is formed by taking a set L containing deg(v) distinct copies of each vertex v, and choosing a random matching of the elements of L. Each con guration represents an underlying multigraph whose edges are de ned by the pairs in the matching. We often abuse notation by referring to a con guration as if it were a multigraph. For example, we say that a con guration has a graphical property P when we mean that its underlying multigraph does, and we discuss the components of a con guration rather than the components of its underlying multigraph. This very useful lemma follows from the main result in 11], and allows us to prove results concerning a random graph on a particular degree sequence, by analyzing a random con guration.
Lemma 1 Suppose D is a degree sequence meeting the conditions of Theorem 3 for which Q(D) < 1. If a random con guration with degree sequence D a.s. has a property P, then a random graph with degree sequence D a.s. has P.
The key to the proof of Theorem 3 is the manner in which we exposed the con guration. Given D, we expose a random con guration F on n vertices with degree sequence D as follows:
At each step, a vertex all of whose copies are in exposed pairs is entirely exposed. A vertex some but not all of whose copies are in exposed pairs is partially exposed. All other vertices are unexposed. The copies of partially exposed vertices which are not in exposed pairs are open. Choose an open copy of a partially exposed vertex, and pair it with another randomly chosen member of L. Remove them both from L.
All random choices are made uniformly. Note that we have complete freedom as to which vertex-copy we pick in Step 2(a), but for the purposes of this paper, we will choose it in the same manner in which we choose all other vertex-copies, i.e. we will simply pick a uniformly random member of L. It is clear that every possible matching amongst the vertex-copies occurs with the same probability under this procedure, and hence this is a valid way to choose a random con guration.
Let X i represent the number of open vertex-copies after the ith pair is exposed. Initially the expected increase in X i is approximately P
explaining the signi cance of our parameter Q(D).
Suppose that Q(D) is positive, and thus so is the initial expected increase in X i . If this expected increase remained positive throughout the process then a.s. some component would keep growing in size. Of course, the expected increase does not remain positive; it changes as the set of unexposed vertices changes. However, we proved that it takes at least (n) steps for the expected increase to change signi cantly, and that this was enough time for a component to become giant.
In this paper, we gain a better understanding of this process by studying the way in which the expected increase of X i changes throughout the exposure. The key to this will be to keep track of the degrees of the unexposed vertices at each step. Recall that initially there are d i (n) unexposed vertices of degree i. We will de ne the random variable d i;j to be the number of unexposed vertices of degree i after j pairs of the con guration have been exposed. Thus d i;0 = d i (n) i n.
In the next section, we will determine a sequence of functions Z 0 ( ); Z 1 ( ); : : : and prove that a.s. d i; n = Z i ( )n+o(n). We will do this by solving a system of di erential equations with the property that D 0 i ( ) Exp(d i;j+1 ? d i;j ); for j n; and then applying a recent theorem of Wormald which states that under certain conditions, random variables a.s. behave like the solution to such a system of di erential equations. One of these conditions (in fact the only one that doesn't apply here) is that the number of variables is bounded. Fortunately, our di erential equations are particularly well-behaved, allowing us to skirt this issue by dealing with the equations individually.
Once we have determined what the degree sequence of the set of unexposed vertices looks like throughout the exposure of the giant component, it will be a simple matter to analyze the size of that component. Furthermore, once that component is completely exposed, we will know the degree sequence of the unexposed vertices. The remainder of the graph will have the structure of a random graph on that degree sequence, and this yields the analogue to the Discrete Duality Principle.
A Detailed Analysis
Recall that a function f( Y t = nz(t=n) + o(n) with probabilty at least 1?n ?1=2 uniformly for 0 t minf n; mg and for each l, where z(t) is the solution in (a) withẑ = Y 0 =n, and = (n) is the supremum of those s to which the solution can be extended.
Remark: The only part of Theorem 4 that does not follow directly from the statement of the Theorem 1 in 15] is the bound on the probability in (b). This is implicit in its proof. Now, suppose that we are given a well-behaved degree sequence D, such that Q(D) > 0. We expose a random con guration, F, with n vertices and degree sequence D using our branching process.
It is important to note that with high probability it will not take very many steps before we begin to expose the giant component, as demonstrated by the following lemma.
Lemma 2 For any function !(n) ! 1, !(n) = o( n log n ), a.s. the largest component of F will be one of the rst !(n) components exposed.
Proof Let E 1 be the event that F has a cyclic component of size at least 1 n, and no other component of size greater than log n, where 1 ; are as in Theorem 3. By Theorem 3, E 1 a.s. occurs.
For any con guration with degree sequence D, we say that C is the subset of the components de ned as follows. We consider the components to be sorted rst in non-increasing order of the sizes of their edge sets, and then by decreasing order of their highest labeled vertex. We take C to be the smallest initial sequence of components which contains a total of at least 1 n edges.
Note that if E 1 occurs, then C contains only the largest component.
Let E 2 be the event that one of the rst !(n) components exposed lies in C. Now each time we start a new component, either we have already exposed a member of C, or the probability that a uniformly selected copy of an unexposed vertex lies in C is at least 2 1 =K. Therefore,
Clearly, the probability that the largest component is one of the rst !(n) components exposed is at least the probability that E 1 and E 2 hold, thus proving the lemma. Thus, if it were not for the complications which arise when X j = 0, it would be straightforward to apply Theorem 4 to d i;j . To deal with these complications, we add two twists to our analysis. The rst is that we begin our analysis at step j = blog 2 nc. Clearly, d i;blog 2 nc = d i;0 + o(n) for each i. Furthermore, by Corollary 1, after this step, X j will almost surely remain positive until after the giant component has been entirely exposed. However, we must still deal with the slim chance that X \plummets" to 0 prematurely. To do this, we introduce twin random variables i;j , de ned as follows. 
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Proof of Theorem 2 By Lemma 2, for any !(n) ! 1 we a.s. expose less than !(n) components prior to the exposure of the giant component. In fact, with probability D , the giant component is the rst component exposed.
Upon completion of the exposure of the giant component, the con guration induced by the unexposed vertices is a uniformly random con guration with d i;j vertices of degree i for each i, where j is the number of exposed pairs. By Theorem 1, this con guration a.s. 3 The Model G n;p
