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A NEW CLASS OF SUPERMATRIX ALGEBRAS
DEFINED BY TRANSITIVE MATRICES
Jeno˝ Szigeti
Abstract. We give a natural definition for the transitivity of a matrix. Using
an endomorphism δ : R −→ R of a base ring R and a transitive n× n matrix
T ∈ Mn(Z(R)) over the center Z(R), we construct the subalgebra Mn(R, δ, T )
of the full n×n matrix algebra Mn(R) consisting of the so called n×n super-
matrices. If δn = idR and T satisfies some extra conditions, then we exhibit
an embedding δ : R −→ Mn(R, δ, T ). An other result is that Mn(R, δ, T )
is closed with respect to taking the (pre)adjoint. If R is Lie nilpotent and
A ∈ Mn(R, δ, T ), then the use of the preadjoint and the corresponding deter-
minants and characteristic polynomials yields a Cayley-Hamilton identity for
A with right coefficients in the fixed ring Fix(δ). The presence of a primitive
n-th root of unity and δn = idR guarantee the right integrality of a Lie nilpo-
tent R over Fix(δ). We present essentially new supermatrix algebras over the
Grassmann algebra.
1. INTRODUCTION
Throughout the paper a ring R means a not necessarily commutative ring with
identity, all subrings inherit and all endomorphisms preserve the identity. The
group of units in R is denoted by U(R) and the centre of R is denoted by Z(R).
In Section 2 we give a natural definition for the transitivity of an n× n matrix
over R. A complete description of such transitive matrices is provided. The ”blow-
up” construction gives an easy way to build bigger transitive matrices starting from
a given one.
In Section 3 we prove that the Hadamard multiplication by a transitive matrix
T ∈Mn(Z(R)) gives a new type of automorphisms of the full n× n matrix algebra
Mn(R). We use an automorphism of the above type and an endomorphism δn of
Mn(R) naturally induced by an endomorphism δ : R −→ R, to define the subalgebra
Mn(R, δ, T ) of Mn(R) consisting of the so called n× n supermatrices. If δ
n = idR
and T satisfies some extra conditions, then we exhibit an embedding δ : R −→
Mn(R, δ, T ) of R into the n× n supermatrix algebra Mn(R, δ, T ).
Section 4 is devoted to the study of the right and left (and symmetric) de-
terminants and the corresponding right and left (and symmetric) characteristic
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polynomials of supermatrices. The main result of Section 4 claims that the super-
matrix algebra Mn(R, δ, T ) is closed with respect to taking the preadjoint. As a
consequence, we obtain that the mentioned determinants and the coefficients of the
corresponding characteristic polynomials are in the fixed ring Fix(δ) of δ. If R is Lie
nilpotent of index k, then we derive that any supermatrix A ∈Mn(R, δ, T ) satisfies
a Cayley-Hamilton identity (of degree nk) with right coefficients in Fix(δ). If K is
a field of characteristic zero and there is a primitive n-th root of unity in K, then a
combination of the embedding result in Section 3 and the Cayley-Hamilton identity
in Section 4 gives that a Lie nilpotent K-algebra R is right (and left) integral over
Fix(δ), where δ : R −→ R is a K-automorphism with δn = idR.
In Section 5 we explain in detail how the results of Section 4 generalize the
earlier results in [S2]. In order to demonstrate the importance of supermatrices,
we mention their role in Kemer’s theory of T-ideals (see [K]). New examples of
supermatrix algebras over the Grassmann algebra are presented in 5.2 and 5.3.
These examples show that our supermatrix algebras introduced in Section 3 form
a rich class of algebras.
2. TRANSITIVE MATRICES
Let Mn(R) denote the ring of n×n matrices over a (not necessarily commuta-
tive) ring R with 1. A matrix T = [ti,j ] in Mn(R) is called transitive if
ti,i = 1 and ti,jtj,k = ti,k for all i, j, k ∈ {1, . . . , n}.
Notice that ti,jtj,i = ti,i = 1 and tj,iti,j = tj,j = 1 imply that ti,j and tj,i are
(multiplicative) inverses of each other.
2.1. Proposition. For a matrix T ∈ Mn(R) the following are equivalent.
(1) T is transitive.
(2) There exists a sequence gi ∈ U(R), 1 ≤ i ≤ n of invertible elements such that
ti,j = gig
−1
j for all i, j ∈ {1, . . . , n}. If hi ∈ U(R), 1 ≤ i ≤ n is an other sequence
with ti,j = hih
−1
j , then hi = gic for some constant c ∈ U(R).
(3) There exists an n × 1 (column) matrix G =
 g1...
gn
 with invertible entries
gi ∈ U(R), 1 ≤ i ≤ n such that T = GG˜, where G˜ = [g
−1
1 , . . . , g
−1
n ] is a 1×n (row)
matrix.
Proof. (1)=⇒(2): Take gi = ti,1, then the transitivity of T ensures that ti,j =
ti,1t1,j = ti,1t
−1
j,1 = gig
−1
j . Clearly, ti,1 = gig
−1
1 = hih
−1
1 implies that hi = gic,
where c = g−11 h1.
(2)=⇒(1): Now ti,i = gig
−1
i = 1 and ti,jtj,k = gig
−1
j gjg
−1
k = gig
−1
k = ti,k.
(2)⇐⇒(3): Obvious. 
The Hadamard product of the matrices A = [ai,j ] and B = [bi,j ] in Mn(R) is
defined as A ∗B = [ai,jbi,j ].
2.2. Proposition. If T = [ti,j ] is a transitive matrix in Mn(R), then T
2 = nT .
If R is commutative and S ∈ Mn(R) is an other transitive matrix, then T ∗ S is
also transitive.
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Proof. The (i, j) entry of the square T 2 is
n∑
k=1
ti,ktk,j =
n∑
k=1
ti,j = nti,j .
For a commutative R, the transitivity of the Hadamard product T ∗ S is obvious.

2.3. Proposition (”blow up”). For a transitive matrix T = [ti,j ] in Mn(R) and
for a sequence 0 = d0 < d1 < · · · < dn−1 < dn = m of integers define an m ×m
matrix T̂ = [t̂p,q] (the blow up of T ) as follows:
t̂p,q = ti,j if di−1 < p ≤ di and dj−1 < q ≤ dj .
The above T̂ is a transitive matrix in Mm(R). If necessary, we use the notation
T (d1, . . . , dn−1, dn) instead of T̂ .
Proof. T̂ = [Ti,j ] can be considered as an n × n matrix of blocks, the size of the
block Ti,j in the (i, j) position is (di−di−1)×(dj−dj−1) and each entry of Ti,j is ti,j .
The integers p, q, r ∈ {1, . . . ,m} uniquely determine the indices i, j, k ∈ {1, . . . , n}
satisfying di−1 < p ≤ di, dj−1 < q ≤ dj and dk−1 < r ≤ dk. The definition of
T̂ = [t̂p,q] and the transitivity of T ensure that
t̂p,q t̂q,r = ti,jtj,k = ti,k = t̂p,r.
Thus the m×m matrix T̂ is also transitive. 
2.4. Examples. For an invertible element u ∈ U(R), the sequence gi = u
i−1,
1 ≤ i ≤ n in Proposition 2.1 gives an n × n matrix P (u) = [pi,j ] with pi,j = u
i−j .
The choice u = 1 yields the Hadamard identity Hn (each entry of Hn is 1). If n = 2
and u = −1, then we obtain the following 2× 2 matrix
P (−1) = P =
[
1 −1
−1 1
]
.
For d1 = d and d2 = m, the blow up
P̂ = P (d,m) =
[
P1,1 P1,2
P2,1 P2,2
]
,
of P (see Proposition 2.3) contains the square blocks P1,1 and P2,2 of sizes d × d
and (m− d)× (m− d) and the rectangular blocks P1,2 and P2,1 of sizes d× (m− d)
and (m− d) × d. Each entry of P1,1 and P2,2 is 1 and each entry of P1,2 and P2,1
is −1. Thus P (u), Hn, P and P (d,m) are examples of transitive matrices. 
3. THE ALGEBRA OF SUPERMATRICES
In the present section we consider certain endomorphisms of the full matrix
algebra Mn(R). A typical example is the conjugate automorphismX 7−→W
−1XW ,
where W ∈ GLn(R) is an invertible matrix (see the well known Skolem-Noether
theorem). Any endomorphism δ : R −→ R of R can be naturally extended to
an endomorphism δn : Mn(R) −→ Mn(R). The following proposition provides a
further type of automorphisms of Mn(R).
3.1. Proposition. Let T = [ti,j ] be a matrix in Mn(Z(R)), where Z(R) denotes
the center of R. The following conditions are equivalent:
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(1) T is transitive,
(2) for A ∈Mn(R) the map (Hadamard multiplication by T ) ΘT (A) = T ∗A is an
automorphism of the matrix algebra Mn(R) (over Z(R)).
Proof. (1)=⇒(2): In order to prove the multiplicative property of ΘT , it is enough
to check that T ∗ (AB) = (T ∗ A)(T ∗ B) for all A,B ∈ Mn(R). Indeed, the (i, j)
entries of (T ∗A)(T ∗B) and T ∗ (AB) are equal:
n∑
k=1
ti,kai,ktk,jbk,j =
n∑
k=1
ti,ktk,jai,kbk,j =
n∑
k=1
ti,jai,kbk,j = ti,j
n∑
k=1
ai,kbk,j .
The inverse of ΘT is Θ
−1
T (A) = S∗A, where S = [t
−1
i,j ] is also transitive in Mn(Z(R)).
(2)=⇒(1): Now ti,i = 1 is a consequence of T ∗ In = In. Using the standard matrix
units Ei,j and Ej,k in Mn(R), the multiplicative property of ΘT gives that
ti,kEi,k = T ∗ Ei,k = T ∗ (Ei,jEj,k) = (T ∗ Ei,j)(T ∗ Ej,k)
= (ti,jEi,j)(tj,kEj,k) = ti,jtj,kEi,k,
whence ti,k = ti,jtj,k follows. 
If ∆,Θ : S −→ S are endomorphisms of the ring S, then the subset
S(∆ = Θ) = {s ∈ S | ∆(s) = Θ(s)}
is a subring of S (notice that ∆(1) = Θ(1) = 1). Let Fix(∆) = S(∆ = idS) denote
the subring of the fixed elements of ∆.
Now take S = Mn(R), ∆ = δn and ΘT (A) = T ∗ A, where δ : R −→ R is
an endomorphism and T = [ti,j ] is a transitive matrix in Mn(Z(R)). The short
notation for Mn(R)(δn = ΘT ) is
Mn(R, δ, T ) = {A ∈Mn(R) | A = [ai,j ] and δ(ai,j) = ti,jai,j for all 1 ≤ i, j ≤ n}.
If C ⊆ Z(R)∩Fix(δ) is a (commutative) subring (say C = Z), then Mn(R, δ, T ) is a
C-subalgebra of Mn(R). The elements of the supermatrix algebra Mn(R, δ, T ) are
called (δ, T )-supermatrices. If ti,j ∈ Fix(δ) for all 1 ≤ i, j ≤ n, then Mn(R, δ, T ) is
closed with respect to the action of δn.
3.2. Theorem. Let T = [ti,j ] be an n× n transitive matrix such that the entries
ti,1 ∈ U(R) ∩ Z(R), 1 ≤ i ≤ n of the first column are central invertible elements.
If 1
n
∈ R and δ : R −→ R is an arbitrary endomorphism, then for r ∈ R take
δ(r) = 1
n
[xi,j(r)]n×n, where
xi,j(r) =
n−1∑
k=0
tkj,iδ
k(r) =
n−1∑
k=0
t−ki,j δ
k(r)
and 1
n
xi,j(r) is in the (i, j) position of the n×n matrix δ(r). The above definition
gives a map δ : R −→ Mn(R) such that δ(cr) = cδ(r) and δ(rc) = δ(r)c for all
c ∈ Fix(δ).
(1) If tni,1 = 1 and 1 − ti,j is a non-zero divisor in Z(R) for all 1 ≤ i, j ≤ n with
i 6= j, then δ(r) = rIn is a scalar matrix for any r ∈ Fix(δ).
(2) If tk1,1 + t
k
2,1 + · · ·+ t
k
n,1 = t
−k
1,1 + t
−k
2,1 + · · ·+ t
−k
n,1 = 0 for all 1 ≤ k ≤ n− 1, then
δ : R −→ Mn(R) is an embedding of rings.
(3) If ti,1 ∈ Fix(δ), t
n
i,1 = 1 for all 1 ≤ i ≤ n and δ
n = idR, then δ is an
R −→ Mn(R, δ, T ) embedding.
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Proof. Clearly, ti,j = ti,1t
−1
j,1 ensures that ti,j ∈ U(R) ∩ Z(R) for all 1 ≤ i, j ≤ n.
Since δk(cr) = cδk(r) and δk(rc) = δk(r)c hold for all r ∈ R and c ∈ Fix(δ), we
deduce that δ(cr) = cδ(r) and δ(rc) = δ(r)c.
(1) In view of ti,i = 1, the (i, i) diagonal entry of δ(r) is
δ(r)i,i =
1
n
n−1∑
k=0
tki,iδ
k(r) =
1
n
n−1∑
k=0
r =
1
n
(nr) = r.
For i 6= j, the (i, j) non-diagonal entry of δ(r) is
δ(r)i,j =
1
n
n−1∑
k=0
tkj,iδ
k(r) =
1
n
(
n−1∑
k=0
tkj,i
)
r
and
n−1∑
k=0
tkj,i = 1 + tj,i + t
2
j,i + · · ·+ t
n−1
j,i = 0
follows from tnj,i = t
n
j,1t
−n
i,1 = 1 and
(1 − tj,i)
(
1 + tj,i + t
2
j,i + · · ·+ t
n−1
j,i
)
= 1− tnj,i = 0.
(2) The additive property of δ is clear. In order to prove the multiplicative property
of δ, take r, s ∈ R and compute the (i, j) entry in the product of the n×n matrices
δ(r) and δ(s):(
δ(r)δ(s)
)
i,j
=
1
n2
n∑
u=1
xi,u(r)xu,j(s) =
1
n2
n∑
u=1
(
n−1∑
k=0
tku,iδ
k(r)
)(
n−1∑
l=0
tlj,uδ
l(s)
)
=
1
n2
n∑
u=1
 ∑
0≤k,l≤n−1
tku,iδ
k(r)tlj,uδ
l(s)
 = 1
n2
∑
0≤k,l≤n−1
(
n∑
u=1
tlj,ut
k
u,i
)
δk(r)δl(s)
(∗)
=
1
n2
∑
0≤q≤n−1
(
n∑
u=1
t
q
j,ut
q
u,iδ
q(r)δq(s)
)
=
1
n2
∑
0≤q≤n−1
nt
q
j,iδ
q(r)δq(s)
=
1
n
n−1∑
q=0
t
q
j,iδ
q(rs) =
1
n
xi,j(rs) =
(
δ(rs)
)
i,j
.
The essential part of the above calculation is step (∗). We used that
n∑
u=1
tlj,ut
k
u,i =
n∑
u=1
(tj,1t
−1
u,1)
l(tu,1t1,i)
k = tlj,1
(
n∑
u=1
tk−lu,1
)
tk1,i = 0
for any fixed pair (k, l) with 0 ≤ k, l ≤ n− 1 and k 6= l. If δ(r) = 0n×n, then
0 =
n∑
i=1
x1,i(r) =
n∑
i=1
(
n−1∑
k=0
tki,1δ
k(r)
)
= nr +
n−1∑
k=1
(
n∑
i=1
tki,1
)
δk(r) = nr,
whence r = 1
n
(nr) = 0 follows. Thus δ is an embedding of rings.
(3) Now tnj,i = t
n
j,1t
−n
i,1 = 1 and δ
n = idR imply that t
n
j,iδ
n(r) = r = t0j,iδ
0(r). Since
δ(tkj,iδ
k(r)) = tkj,iδ
k+1(r) is a consequence of tkj,i = t
k
j,1t
−k
i,1 ∈ Fix(δ), we have
δ(xi,j(r)) =
n−1∑
k=0
tkj,iδ
k+1(r) =
n∑
l=1
tl−1j,i δ
l(r) = ti,j
n∑
l=1
tlj,iδ
l(r) = ti,jxi,j(r)
proving that δ(r) ∈Mn(R, δ, T ). 
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3.3. Remark. In the presence of tn1,1 = t
n
2,1 = · · · = t
n
n,1 condition t
k
1,1 + t
k
2,1 +
· · ·+ tkn,1 = 0 implies t
k−n
1,1 + t
k−n
2,1 + · · ·+ t
k−n
n,1 = 0. Thus t
−k
1,1 + t
−k
2,1 + · · ·+ t
−k
n,1 = 0
in Theorem 3.2 is superfluous if tn1,1 = t
n
2,1 = · · · = t
n
n,1.
3.4. Proposition. Let R be an algebra over a field K of characteristic zero (notice
that K ⊆ Z(R)). If e ∈ K is a primitive n-th root of unity ( en = 1 6= ek for all
1 ≤ k ≤ n− 1), then for the n× n transitive matrix P (e) = [pi,j ] with pi,j = e
i−j,
1 ≤ i, j ≤ n (see Example 2.4) we have pni,1 = 1, p
k
1,1 + p
k
2,1 + · · · + p
k
n,1 = 0 and
1− pi,j is a non-zero divisor (invertible) in K for all 1 ≤ i, j ≤ n with i 6= j.
Proof. Now pni,1 = (e
i−1)n = (en)i−1 = 1. If 1 ≤ k ≤ n − 1, then 1 − ek 6= 0 is
invertible in K and
(1− ek)(1 + ek + e2k + · · ·+ e(n−1)k) = 1− enk = 0
implies that
pk1,1 + p
k
2,1 + · · ·+ p
k
n,1 = 1 + e
k + e2k + · · ·+ e(n−1)k = 0.
If i 6= j, then 1− pi,j = 1− e
i−j 6= 0 is invertible in K. 
3.5. Corollary. Let 12 ∈ R and δ : R −→ R be an arbitrary endomorphism. For
r ∈ R the definition
δ(r) =
1
2
[
r + δ(r) r − δ(r)
r − δ(r) r + δ(r)
]
gives an embedding δ : R −→ M2(R). If δ
2 = idR, then δ is an R −→ M2(R, δ, P )
embedding (for P see 2.4).
Proof. Take n = 2 and t1,1 = t2,2 = 1, t1,2 = t2,1 = −1 in Theorem 3.2. 
4. THE RIGHT AND LEFT DETERMINANTS OF A SUPERMATRIX
The following definitions and the basic results about the symmetric and Lie-
nilpotent analogues of the classical determinant theory can be found in [Do, S1, S3,
SvW].
Let Sn denote the symmetric group of all permutations of the set {1, 2, . . . , n}.
For an n × n matrix A = [ai,j ] over an arbitrary (possibly non-commutative) ring
or algebra R with 1, the element
sdet(A) =
∑
τ,pi∈Sn
sgn(pi)aτ(1),pi(τ(1)) · · · aτ(t),pi(τ(t)) · · · aτ(n),pi(τ(n))
=
∑
α,β∈Sn
sgn(α)sgn(β)aα(1),β(1) · · ·aα(t),β(t) · · ·aα(n),β(n)
of R is the symmetric determinant of A. The preadjoint matrix A∗ = [a∗r,s] of
A = [ai,j ] is defined as the following natural symmetrization of the classical adjoint:
a∗r,s =
∑
τ,pi
sgn(pi)aτ(1),pi(τ(1)) · · ·aτ(s−1),pi(τ(s−1))aτ(s+1),pi(τ(s+1)) · · ·aτ(n),pi(τ(n))
=
∑
α,β
sgn(α)sgn(β)aα(1),β(1) · · · aα(s−1),β(s−1)aα(s+1),β(s+1) · · ·aα(n),β(n) ,
where the first sum is taken over all τ, pi ∈ Sn with τ(s) = s and pi(s) = r (while the
second sum is taken over all α, β ∈ Sn with α(s) = s and β(s) = r). We note that
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the (r, s) entry ofA∗ is exactly the signed symmetric determinant (−1)r+ssdet(As,r)
of the (n − 1)× (n − 1) minor As,r of A arising from the deletion of the s-th row
and the r-th column of A. If R is commutative, then sdet(A) = n!det(A) and
A∗ = (n − 1)!adj(A), where det(A) and adj(A) denote the ordinary determinant
and adjoint of A.
The right adjoint sequence (Pk)k≥1 of A is defined by the recursion: P1 = A
∗
and Pk+1 = (AP1 · · ·Pk)
∗ for k ≥ 1. The k-th right determinant is the trace of
AP1 · · ·Pk:
rdet(k)(A) = tr(AP1 · · ·Pk).
The left adjoint sequence (Qk)k≥1 can be defined analogously: Q1 = A
∗ andQk+1 =
(Qk · · ·Q1A)
∗ for k ≥ 1. The k-th left determinant of A is
ldet(k)(A) = tr(Qk · · ·Q1A).
Clearly, rdet(k+1)(A) = rdet(k)(AA
∗) and ldet(k+1)(A) = ldet(k)(A
∗A). We note
that
rdet(1)(A) = tr(AA
∗) = sdet(A) = tr(A∗A) = ldet(1)(A).
As we can see in Section 5, the following theorem is a broad generalization of one
of the main results in [S2].
4.1. Theorem. Let δ : R −→ R be an endomorphism and T = [ti,j ] be a transitive
matrix in Mn(Z(R)). If A ∈ Mn(R, δ, T ) is a supermatrix, then A
∗ ∈Mn(R, δ, T ).
In other words, the supermatrix algebra Mn(R, δ, T ) is closed with respect to taking
the preadjoint.
Proof. The (r, s) entry of A∗ is
a∗r,s =
∑
τ,pi
sgn(pi)aτ(1),pi(τ(1)) · · · aτ(s−1),pi(τ(s−1))aτ(s+1),pi(τ(s+1)) · · · aτ(n),pi(τ(n)),
where A = [ai,j ] and the sum is taken over all τ, pi ∈ Sn with τ(s) = s and pi(s) = r.
In order to see that A∗ ∈ Mn(R, δ, T ), we prove that δ(a
∗
r,s) = tr,sa
∗
r,s for all
1 ≤ r, s ≤ n. Using δ(aτ(i),pi(τ(i))) = tτ(i),pi(τ(i))aτ(i),pi(τ(i)) we obtain that
δ(a∗r,s) =
∑
τ,pi
sgn(pi)b(1, τ, pi) · · · b(s− 1, τ, pi)b(s+ 1, τ, pi) · · · b(n, τ, pi),
where b(i, τ, pi) = tτ(i),pi(τ(i))aτ(i),pi(τ(i)). Since tτ(i),pi(τ(i)) ∈ Z(R) and
τ(i) ∈ {1, . . . , s− 1, s+ 1, . . . , n} for all i ∈ {1, . . . , s− 1, s+ 1, . . . , n}, we have
tτ(1),pi(τ(1)) · · · tτ(s−1),pi(τ(s−1))tτ(s+1),pi(τ(s+1)) · · · tτ(n),pi(τ(n))
= t1,pi(1) · · · ts−1,pi(s−1)ts+1,pi(s+1) · · · tn,pi(n).
The product t1,pi(1) · · · ts−1,pi(s−1)ts+1,pi(s+1) · · · tn,pi(n) can be rearranged accord-
ing to the cycles of pi. For each cycle (i, pi(i), ..., pik(i)) of the permutation pi (of
length k + 1 say) not containing s (and hence r) we have a factor (”sub-product”)
ti,pi(i)tpi(i),pi2(i) · · · tpik(i),pik+1(i) of the above product and the transitivity of T gives
that
ti,pi(i)tpi(i),pi2(i) · · · tpik(i),pik+1(i) = ti,i = 1.
The only cycle of pi containing s (as well as r) is of the form (r, pi(r), ..., pil(r) = s)
for some l ≥ 1. The corresponding factor (”sub-product”) of
t1,pi(1) · · · ts−1,pi(s−1)ts+1,pi(s+1) · · · tn,pi(n)
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does not contain tpil(r),pil+1(r) = ts,pi(s) = ts,r and the transitivity of T gives that
tr,pi(r)tpi(r),pi2(r) · · · tpil−1(r),pil(r) = tr,s.
It follows that
tτ(1),pi(τ(1)) · · · tτ(s−1),pi(τ(s−1))tτ(s+1),pi(τ(s+1)) · · · tτ(n),pi(τ(n)) = tr,s
for all τ, pi ∈ Sn with τ(s) = s and pi(s) = r. Thus
b(1, τ, pi) · · · b(s− 1, τ, pi)b(s+ 1, τ, pi) · · · b(n, τ, pi)
= tr,saτ(1),pi(τ(1)) · · · aτ(s−1),pi(τ(s−1))aτ(s+1),pi(τ(s+1)) · · · aτ(n),pi(τ(n)),
whence δ(a∗r,s) =
tr,s
∑
τ,pi
sgn(pi)aτ(1),pi(τ(1))· · ·aτ(s−1),pi(τ(s−1))aτ(s+1),pi(τ(s+1))· · ·aτ(n),pi(τ(n))= tr,sa
∗
r,s
follows. 
4.2. Corollary. Let δ : R −→ R be an endomorphism and T = [ti,j ] be a transitive
matrix in Mn(Z(R)). If A ∈Mn(R, δ, T ) is a supermatrix, then we have
rdet(k)(A), ldet(k)(A) ∈ Fix(δ)
for all k ≥ 1. In particular sdet(A) = rdet(1)(A) = ldet(1)(A) ∈ Fix(δ).
Proof. The repeated application of Theorem 4.1 gives that the recursion P1 = A
∗
and Pk+1 = (AP1 · · ·Pk)
∗ starting from a supermatrix A ∈ Mn(R, δ, T ) defines a
sequence (Pk)k≥1 in Mn(R, δ, T ). Since rdet(k)(A) = tr(AP1 · · ·Pk) is the sum of
the diagonal entries of the product supermatrix AP1 · · ·Pk ∈Mn(R, δ, T ) and each
diagonal entry of a supermatrix (in Mn(R, δ, T )) is in Fix(δ), the proof is complete.
The poof of ldet(k)(A) ∈ Fix(δ) is similar. 
Let R[z] denote the ring of polynomials of the single commuting indeterminate
z, with coefficients in R. The k-th right (left) characteristic polynomial of A is the
k-th right (left) determinant of the n× n matrix zIn −A in Mn(R[z]):
pA,k(z) = rdet(k)(zIn −A) and qA,k(z) = ldet(k)(zIn −A).
Notice that pA,k(z) is of the following form:
pA,k(z) = λ
(k)
0 + λ
(k)
1 z + · · ·+ λ
(k)
nk−1
zn
k−1 + λ
(k)
nk
zn
k
,
where λ
(k)
0 , λ
(k)
1 , . . . , λ
(k)
nk−1
, λ
(k)
nk
∈ R and λ
(k)
nk
= n {(n− 1)!}1+n+n
2+···+nk−1 .
4.3. Corollary. Let δ : R −→ R be an endomorphism and T = [ti,j ] be a transitive
matrix in Mn(Z(R)). If A ∈Mn(R, δ, T ) is a supermatrix, then we have
pA,k(z), qA,k(z) ∈ Fix(δ)[z]
for all k ≥ 1. In other words, the coefficients of the right pA,k(z) = rdet(k)(zIn−A)
and left qA,k(z) = ldet(k)(zIn −A) characteristic polynomials are in Fix(δ).
Proof. Now δ : R −→ R can be extended to an endomorphism δz : R[z] −→ R[z]
of the polynomial ring (algebra): for r0, r1 . . . , rm ∈ R take
δz(r0 + r1z + · · ·+ rmz
m) = δ(r0) + δ(r1)z + · · ·+ δ(rm)z
m.
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Since T can be considered as a transitive matrix over Z(R[z]) = Z(R)[z] and
zIn − A ∈ Mn(R[z], δz, T ), Corollary 4.2 gives that pA,k(z) = rdet(k)(zIn − A)
and qA,k(z) = ldet(k)(zIn −A) are in Fix(δz) = Fix(δ)[z]. 
4.4. Theorem. Let δ : R −→ R be an endomorphism and T = [ti,j ] be a transitive
matrix in Mn(Z(R)). If R satisfies the polynomial identity
[[[. . . [[x1, x2], x3], . . .], xk], xk+1] = 0
(R is Lie nilpotent of index k) and A ∈Mn(R, δ, T ) is a supermatrix, then a right
Cayley-Hamilton identity
(A)pA,k = Inλ
(k)
0 +Aλ
(k)
1 + · · ·+A
nk−1λ
(k)
nk−1
+An
k
λ
(k)
nk
= 0
holds, where the coefficients λ
(k)
i , 0 ≤ i ≤ n
k of pA,k(z) = rdet(k)(zIn − A) are in
Fix(δ). If λ
(k)
nk
= n {(n− 1)!}
1+n+n2+···+nk−1
is invertible in R and Fix(δ) ⊆ Z(R),
then the above identity provides the integrality of Mn(R, δ, T ) over Z(R) (of degree
nk).
Proof. Since one of the main results of [S1] is that
(A)pA,k = Inλ
(k)
0 +Aλ
(k)
1 + · · ·+A
nk−1λ
(k)
nk−1
+An
k
λ
(k)
nk
= 0
holds for A ∈ Mn(R), Corollary 4.3 can be used. 
The combination of Theorems 3.2 and 4.4 yields the following.
4.5. Theorem. Let R be a Lie nilpotent algebra of index k ≥ 1 over a field K of
characteristic zero and let e ∈ K be a primitive n-th root of unity. If δ : R −→ R is
a K-automorphism (K ⊆ Fix(δ)) with δn = idR, then R is right (and left) integral
over Fix(δ) of degree nk. In other words, for any r ∈ R we have
c′0 + rc
′
1 + · · ·+ r
nk−1c′nk−1 + r
nk = 0 = c′′0 + c
′′
1r + · · ·+ c
′′
nk−1r
nk−1 + rn
k
for some c′i, c
′′
i ∈ Fix(δ), 0 ≤ i ≤ n
k − 1.
Proof. Let P (e) = [pi,j ] be the same n × n transitive matrix (with pi,j = e
i−j ,
1 ≤ i, j ≤ n) as in Proposition 3.4. The application of Theorem 3.2 provides an
embedding δ : R −→ Mn(R, δ, P
(e)) such that δ(cr) = cδ(r) and δ(rc) = δ(r)c for
all r ∈ R and c ∈ Fix(δ). Theorem 4.4 ensures that
Inλ
(k)
0 + δ(r)λ
(k)
1 + · · ·+ (δ(r))
nk−1λ
(k)
nk−1
+ (δ(r))n
k
λ
(k)
nk
= 0
holds, where the coefficients of the k-th right characteristic polynomial
pδ(r),k(z) = rdet(k)(zIn − δ(r)) = λ
(k)
0 + λ
(k)
1 z + · · ·+ λ
(k)
nk−1
zn
k−1 + λ
(k)
nk
zn
k
of δ(r) ∈ Mn(R, δ, P
(e)) are in Fix(δ). Since λ
(k)
nk
= n {(n− 1)!}
1+n+n2+···+nk−1
is
invertible in K, for c′i = λ
(k)
i ·
(
λ
(k)
nk
)−1
∈ Fix(δ), 0 ≤ i ≤ nk − 1 we have
δ(c′0+rc
′
1+· · ·+r
nk−1c′nk−1+r
nk)=Inc
′
0+δ(r)c
′
1+· · ·+(δ(r))
nk−1c′nk−1+(δ(r))
nk =0.
Thus ker(δ) = {0} gives the desired right integrality (the case of left integrality is
similar). 
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5. SUPERMATRIX ALGEBRAS OVER THE GRASSMANN ALGEBRA
A Z2-grading of a ring R is a pair (R0, R1), where R0 and R1 are additive
subgroups of R such that R = R0 ⊕ R1 is a direct sum and RiRj ⊆ Ri+j for all
i, j ∈ {0, 1} and i+ j is taken modulo 2. The relation R0R0 ⊆ R0 ensures that R0
is a subring of R. Now any element r ∈ R can be uniquely written as r = r0 + r1,
where r0 ∈ R0 and r1 ∈ R1. It is easy to see that the existence of 1 ∈ R implies
that 1 ∈ R0. The function ρ : R −→ R defined by ρ(r0 + r1) = r0 − r1 is an
automorphism of R with ρ2 = idR.
5.1. Example. A certain supermatrix algebra Mn,d(R) is considered in [S2]. In
view of Fix(ρ) = R0 and ρ(r0 + r1) = −(r0 + r1)⇐⇒ r0 = 0, it is straightforward
to see that Mn,d(R) = Mn(R, ρ, P (d, n)), where P (d, n) is the n×n blow up matrix
in 2.4 with m = n.
The Grassmann (exterior) algebra
E = K 〈v1, v2, . . . , vi, . . . | vivj + vjvi = 0 for all 1 ≤ i ≤ j〉
over a field K (of characteristic zero) generated by the infinite sequence of anticom-
mutative indeterminates (vi)i≥1 is a typical example of a Z2-graded algebra. Using
the well known Z2-grading E = E0 ⊕ E1 and the corresponding automorphism ε :
E −→ E, we obtain the classical supermatrix algebra Mn,d(E) = Mn(E, ε, P (d, n)).
Since ε2 = idE implies that (εn)
2 = idMn(E), we can take R = Mn(E) and
δ = εn in Corollary 3.5. Thus we obtain the well known embedding
(εn) : Mn(E) −→ M2(Mn(E), εn, P ) ∼= M2n(E, ε, P (n, 2n)) = M2n,n(E)
of Mn(E) into the supermatrix algebra M2n,n(E).
In view of Fix(ε) = E0 = Z(E), the application of Theorem 4.4 gives that
Mn,d(E) is integral over E0 of degree n
2 (see Theorem 3.3 in [S2]). Thus the main
results of [S2] directly follow from 4.1, 4.2, 4.3 and 4.4. 
We note that the T-ideal of the polynomial identities (with coefficients in K)
satisfied by Mn,d(E) plays an important role in Kemer’s classification of the T-prime
T-ideals (see [K]).
5.2. Example. For an integer k ≥ 0 let
E(k) = ⊕
1≤i1<...<ik
Kvi1 · · · vik
denote the k-homogeneous component of E, i.e. the K-linear span of all products
vi1 · · · vik of length k (E(0) = K). If e ∈ K is a primitive n-th root of unity, then
define an automorphism ρe : E −→ E as follows
ρe(h(v1, v2, . . . , vk, . . .)) = h(ev1, ev2, . . . , evk, . . .),
where each generator vk in h ∈ E is replaced by evk.
Consider the supermatrix algebra Mn(E, ρe, P
(e)), where P (e) = [pi,j ] is the
same n× n transitive matrix (with pi,j = e
i−j , 1 ≤ i, j ≤ n) as in Proposition 3.4.
If A = [hi,j ] is a supermatrix in Mn(E, ρe, P
(e)), then we have ρe(hi,j) = e
i−jhi,j
for all 1 ≤ i, j ≤ n. Since for an integer 0 ≤ m ≤ n− 1
(evi1) · · · (evik) = e
kvi1 · · · vik = e
mvi1 · · · vik
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holds if and only if k −m is divisible by n, we obtain that
Em,n = {h ∈ E | ρe(h) = e
mh)} =
∞
⊕
u=0
E(m+ nu)
and
E−m,n = {h ∈ E | ρe(h) = e
−mh)} = En−m,n.
Thus the shape of Mn(E, ρe, P
(e)) is the following:
Mn(E, ρe, P
(e)) =

E0,n E−1,n · · · E−(n−2),n E−(n−1),n
E1,n E0,n E−1,n
. . . E−(n−2),n
... E1,n
. . .
. . .
...
En−2,n
. . .
. . . E0,n E−1,n
En−1,n En−2,n · · · E1,n E0,n

.
Since (ρe)
n = idE , Theorem 3.2 provides an embedding ρe : E −→ Mn(E, ρe, P
(e)).
In view of the Lie nilpotency of E (of index 2), the application of Theorem 4.4 gives
that any matrix A ∈ Mn(E, ρe, P
(e)) satisfies a right Cayley-Hamilton identity
of degree n2 with (right) coefficients from Fix(ρe) = E0,n. If n is even, then
E0,n ⊆ E0 = Z(E) is a central subalgebra and the coefficients in the mentioned
(right-left) Cayley-Hamilton identity are central. The application of Theorem 4.5
gives that E is right (and left) integral over E0,n of degree n
2.
If n = 2 and e = −1, then E0,2 = E0 is the even and E1,2 = E1 is the odd part
of the Grassmann algebra E and M2(E, ρ−1, P
(−1)) = M2(E, ε, P ) (for P see 2.4).

5.3. Example. For g ∈ E, let σ : E −→ E be the following map:
σ(g) = (1 + v1)g(1− v1).
Clearly, 1− v1 = (1+ v1)
−1 implies that σ is a conjugate automorphism of E. The
blow up Q(d, n) of the transitive matrix
Q =
[
1 1 + v1v2
1− v1v2 1
]
is in Mn(E0) (notice that E0 = Z(E)). Thus we can form the supermatrix algebra
Mn(E, σ,Q(d, n)). The block structure of a supermatrix A ∈ Mn(E, σ,Q(d, n)) is
the following
A =
[
A1,1 A1,2
A2,1 A2,2
]
,
where the square blocks A1,1 and A2,2 are of sizes d× d and (m− d)× (m− d) and
the rectangular blocks A1,2 and A2,1 are of sizes d× (m− d) and (m− d)× d. The
entries of A1,1 and A2,2 are in
Fix(σ)={g ∈ E |(1+v1)g(1−v1)=g}={g ∈ E |v1g−gv1=0}=Cen(v1)=E0+E0v1,
where Cen(v1) denotes the centralizer of v1. The entries of A1,2 are in
Ω1,2 = {g ∈ E | (1 + v1)g(1− v1) = (1 + v1v2)g} = {g ∈ E | v1g − gv1 = v1v2g}
= {g0 + g1 | g0 ∈ E0, g1 ∈ E1, v1g1 − g1v1 = v1v2g0 and v1v2g1 = 0}
= {g0 + g1 | g0 ∈ E0, 2g1 − v2g0 ∈ E0v1} ⊆ E0 + E0v1 + E0v2.
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The entries of A2,1 are in
Ω2,1 = {g ∈ E | (1 + v1)g(1− v1) = (1 − v1v2)g} = {g ∈ E | v1g − gv1 = −v1v2g}
= {g0 + g1 | g0 ∈ E0, g1 ∈ E1, v1g1 − g1v1 = −v1v2g0 and v1v2g1 = 0}
= {g0 + g1 | g0 ∈ E0, 2g1 + v2g0 ∈ E0v1} ⊆ E0 + E0v1 + E0v2
As a consequence, we obtain that the shape of Mn(E, σ,Q(d, n)) is the following:
Mn(E, σ,Q(d, n)) =
[
E0 + E0v1 Ω1,2
Ω2,1 E0 + E0v1
]
with diagonal blocks of sizes d × d and (m − d) × (m − d). In view of the Lie
nilpotency of E (of index 2), the application of Theorem 4.4 gives that any matrix
A ∈ Mn(E, σ,Q(d, n)) satisfies a right Cayley-Hamilton identity of degree n
2 with
(right) coefficients from E0 + E0v1. 
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