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How does U.S. labor market performance affect materiel spending? Within the
compensation hypothesis literature, economic insecurity increases political support for various
forms of compensation through governmental spending. Often the result of trade-induced labor
market adjustments, poor labor market performance is arguably the most significant source of
economic insecurity. Since military materiel appropriations generate scores of jobs, materiel
spending surges may compensate for adjustments. While the spending surges of the 2000’s are
traditionally associated with the post-9/11 wars, the overwhelming majority of U.S. military
spending increases went toward materiel acquisitions unrelated to the wars. I argue that American
military 2000’s materiel spending surges were compensation for trade-induced labor market
adjustments. Legislators and constituents may not be directly aware of a shift in the balance of
trade, but they will react to a shift in labor market performance or structural adjustments. From
2001 on, growing Chinese manufacturing import penetration caused an adjustment within U.S.
labor markets which threatened the economic security of millions of American workers. Materiel
appropriations represent a responsive form of government spending that can offset the effects of
increasing import competition. This research has significant generalizable implications for
understanding how domestic factors affect materiel spending policies, how military spending may
economically impact political attitudes, and how potentially perverse economic incentives could
lead to the adoption of more militarily aggressive foreign policies.
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CHAPTER 1: INTRODUCTION
nervos belli pecuniam infinitam
Marcus Tullius Cicero - 43 B.C.
While military expenditures play a significant role in shaping political and economic
landscapes, research into how factors such as labor market performance affect materiel spending
suffers from considerable neglect. Interest in military spending waned in the brief wake of the
post-Cold War peace dividends. This line of inquiry also does not fit neatly into established fields
of research. The domestic politics of military spending does not altogether fit into the peace
sciences; nor does it garner much attention from international political economists. The majority
of macroeconomists also tend not to integrate the study of military spending in national economic
research. As a consequence, trends in military spending largely escape empirical scrutiny.
A significant body of research finds evidence that exposure to open economic regimes
increases political demand for higher levels of governmental spending. Participation in liberal
free-trade systems generates substantial economic benefits but can also expose individuals to
increased economic uncertainty. A significant form of uncertainty is the possibility of a
trade-induced adjustment which degrades labor market performance. Polities tend to demand
compensation for exposure to this increased economic uncertainty, but without sacrificing the
economic benefits of participation in liberal free-trade regimes. Large government budgets are the
principal mechanism by which polities compensate for this increased exposure to external
economic uncertainty. The strong correlation between participation in open economic regimes
and higher levels of government spending is often referred to as the compensation hypothesis.
Despite military spending being one of the largest forms of government spending, there is
inadequate existing research examining the possibility that military-industrial or materiel
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spending may also serve as a significant form of compensatory spending. Given the rapid
scalability of materiel acquisitions, military spending surges may function as a politically viable
option to quickly compensate for the poor labor market performance that often accompanies
trade-inducted economic adjustments.
Within the American political economic context, a sudden increase in Chinese
manufacturing import penetration induced a rapid structural labor market adjustment in the early
2000s. Billions in manufacturing imports poured into the U.S. economy causing labor markets to
rapidly shed millions of jobs. Roughly coinciding with this increased stress on labor markets,
U.S. military spending also began pouring billions into new, domestically produced materiel
acquisitions. While the 2000’s military spending surges are rhetorically connected to the
post-9/11 wars, the overwhelming majority of this spending surge was devoted to materiel
acquisitions that had little relationship to the ongoing conflicts. While the American armed forces
were engaged in multiple low-tech counterinsurgent and counter-terrorism campaigns, new
ballistic missile interceptors and new stealth fighters became top funding priorities. Fleets of
armored vehicles were manufactured that had no crews. Billions in aircraft were procured that the
military claimed it did not need, and new generations of warships were rushed into labor-intensive
serial production before development was complete. Many of these materiel acquisitions were
added to defense authorization bills against the recommendations of senior military officials. This
military spending surge was also the first in U.S. history that was not accompanied by an
expansion of the American armed forces.
After nearly a decade of stability, materiel spending more than doubled between 2001 and
2008. Materiel spending stood at $182 billion in 1990 and had declined only slightly to $181
billion in 1999.1 After 2001, materiel spending more than doubled, quickly exceeding peak-Cold
War era spending. In 2001, $189 billion in funding was obligated toward materiel acquisitions.
Materiel spending surged to $412 billion by 2008—the highest level of materiel spending since
1Figures are adjusted to represent constant 2017 USD. These figures exclude contract awards that occurred
overseas.
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the Second World War (Ellman, Livergood, Morrow, & Sanders, 2011). Given the questionable
military necessity for much of this spending, the underlying causal mechanism that caused the
increase in military spending deserves increased empirical scrutiny.
1.1 Research Question
The aim of this research is to better understand the underlying factors that caused the surge
in materiel spending in the 2000’s. The fact that these material spending surges were of
questionable military necessity but coincided with a significant adjustment suggest these spending
measures may have been compensatory. The relationship between materiel appropriations and
labor market performance yields the research question:
Were the 2000’s materiel spending surges compensatory policy reactions to a trade-induced labor
market adjustment?
The key argument behind this question is that trade-induced labor market adjustments or
economic insecurity may increase legislative and constituent preferences for higher levels of
materiel appropriations as a form of compensatory spending. Unlike spending on personnel or
training, military-industrial compensatory spending removes slack from sagging regional labor
markets. Assuming legislators have incentives to act in the economic interests of their
constituents, poor labor market performance may increase political incentives to support materiel
appropriations as compensation for labor market adjustments.
1.2 Why the Military-Industrial Compensation Hypothesis?
I began this research project seeking to understand the domestic economic consequences of
the wars in Iraq and Afghanistan. Specifically, I sought to examine whether the increasingly
capital-intensive nature of war-related domestic spending incentivized the perpetuation of the
post-9/11 conflicts. These conflicts are the longest and, after the Second World War, the most
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expensive conflicts in U.S. history. While much of the post-9/11 military spending has
rhetorically been connected to the wars in Iraq and Afghanistan, there is only a weak relationship
between 2000’s military spending increases and the post-9/11 conflicts. Indeed, there were urgent
war-related spending requirements such as the eventual acquisition of body armor for ground
troops, and the procurement of mine-resistant v-shaped hull vehicles that have become
emblematic of counterinsurgencies. Billions were also expended to meet direct, in-theater,
logistical requirements.2 At times during the post-9/11 wars, the U.S. military was expending $10
million a day in ordnance through airstrikes which had the unfortunate side effect of creating a
number of jobs in key electoral districts. However, the dilemma that I kept coming back to was the
fact that the majority of post-9/11 military spending increases flowed to materiel acquisitions that,
political rhetoric notwithstanding, was not directly related to the wars in Iraq and Afghanistan.
A second, recurrent question was why these materiel spending surges occurred in the 2000s
but did not occur in the 1990s. Throughout the 1990s, the American armed forces also fought
wars that engendered a number of exogenous security shocks, any of which could have triggered
increases in military spending. The 1991 First Gulf War, the 1993 intervention into the Somali
Civil War, the Balkan wars and subsequent peacekeeping missions in Bosnia and Macedonia, the
expansion of permanent U.S. military presence in the Persian Gulf, and the 1999 Kosovo War all
had negligible impacts on military spending. The numbers of American troops committed
throughout the 1990s was roughly comparable to the number of troops committed to post-9/11
conflicts.
Surges in military spending are often associated with security shocks, however none of the
1990’s security shocks had a discernable effect on military spending. Security shocks such as the
rise of Al Qaeda, the 1993 Battle of Mogadishu and the World Trade Center bombing, the 1996
2For the purposes of this study, I excluded overseas contracts from aggregated figures on prime contract
awards. As a point of reference, roughly 94 percent of DoD prime contracts tend to be awarded domestically.
At their peak, the combined total contract obligations for Iraq and Afghanistan reached $32 billion in 2008
(Schwartz, Sargent, & Mann, 2018). The same year there was a total of $450 billion in prime contract awards
of which $412 billion was awarded domestically.
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bombing of the Khobar Towers, and 1998 bombings of the U.S. Embassies in Kenya and Tanzania
produced no discernable impact on U.S. military budgets. Throughout the 1990s, legislators
demonstrated a much greater tendency to adjust spending priorities rather than to increase military
spending. Perhaps most puzzling is how much of the post-9/11 military spending was being
driven by legislators. Why did 1990’s security shocks have so little effect on military spending?
Why did legislators become much more likely to support large materiel spending increases in the
2000s as opposed to the 1990s? Explaining the difference in patterns that occurred in the 1990s as
opposed to the 2000s increasingly appeared to be linked to other domestic factors.
There is precedent for legislators pushing pork-barrel spending or political clientelism. Pork
or clientelism tends to benefit a small group of constituents packed into unions, partisan donors,
or corporate headquarters. The magnitude of 2000’s materiel spending increases is far too large to
explain away as clientelism or legislative pork. Furthermore, these spending increases tended to
receive a far too broad and bipartisan support to rationalize as just budgetary pork. The puzzle is
not that materiel spending creates jobs—although there are a handful of economists who claim
that military spending contributes to local long-term unemployment and depresses wages. As the
economist John Maynard Keynes observed, it is a near political impossibility to organize enough
governmental consumption to stimulate the U.S. economy, with one notable exception. Keynes’
exception to this political impossibility was military spending (1940). Unlike pork, the scale,
capital, and labor-intensities of American materiel appropriations are large enough to broadly
impact the U.S. economy.
The pattern of U.S. materiel spending began to fit once I moved away from traditional
approaches to understanding the economic impacts of military spending and began considering
alternative economic incentives to surge materiel spending. The pieces of the puzzle began to fall
into place when one of my professors observed that there were a lot of similarities between my
research project on American military-industrial spending and the compensation hypothesis
literature. Viewed through the rubric of the compensation hypothesis, a theoretical framework for




Empirical examination of the 2000’s military spending surge requires an understanding of
the different labor market conditions in the preceding decade. The 1990s present a foil against
which the 2000’s spending surge can be better understood. Working within the compensation
hypothesis framework, there is a causal linkage between trade-induced economic insecurity and
higher levels of government spending. The primary mechanism by which economic insecurity is
transmitted to constituents is poor labor market performance. Given a level of intersectoral labor
mobility, both positive and negative effects of labor market performance may be broadly
distributed amongst constituents. Constituents and legislators may not be directly aware of the
trade-induced origins of a labor market adjustment, but political pressure will prompt a policy
response to flagging labor market performance. Of all the forms of government spending, military
materiel appropriations are one of the most readily scalable options that can positively impact
labor markets. Military appropriations also have the added advantage of being able to tap patriotic
sentiment in order to garner political support. Since surging military materiel spending is a readily
scalable and politically palatable form of government spending, the 2000’s military spending
surge was most likely a compensatory policy reaction to a trade-induced labor-market adjustment.
1.3.1 The 1990s & the 2000s: Two Different Labor Markets
The 1990s represent one of the longest periods of economic expansion and job growth in
U.S. history (Krueger & Solow, 2002). By the end of the 1990s, U.S. unemployment reached its
lowest point since 1969. The workforce participation rate also increased. In contrast, 2000s labor
markets experienced significant volatility and losses which increased the economic insecurity
experienced by millions of workers.
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Beginning in 2001, Chinese manufacturing import penetration began to reverse the labor
market gains of the 1990s. Over the next seven years, Chinese import penetration caused the U.S.
economy to shed between 2.0 and 2.4 million manufacturing sector jobs and additional secondary
losses which broadly increased economic insecurity across affected labor markets (Acemoglu,
Autor, Dorn, Hanson, & Brendan, 2016). The annual Chinese import trade imbalance increased
by more than $200 billion. By 2007, unemployment rose to the worst levels in more than a
generation. Worse still, U.S. workforce participation experienced one of the sharpest declines in
U.S. history. Most job losses were concentrated in the manufacturing sectors. The poor labor
market performance generated increased political support for increased government spending.
1.3.2 The 2000’s Military Spending Surge
Figure 1.1: US military expenditures in constant 2016 USD.
(Source: SIPRI)
The magnitude of
the 2000’s military spending surge
represents a significant departure
from the preceding decade.
With the dissolution of the Soviet
Union, the peaceful resolution of the
Cold War, and the dramatic easing
of international tensions, defense
budgets around the world fell. U.S.
military budgets steadily declined
until the mid-1990s and remained
stable for the remainder of the decade (Figure 1.1). This spending decline was only slightly
reversed for a single year in 1991 during the First Gulf War against an Iraqi attempt to forcibly
annex Kuwait. The 1991 spike in military spending was to fund the First Gulf War during which a
U.S.-led coalition retook Kuwait. In that conflict, the US deployed more than 500,000 troops to
the Persian Gulf — nearly three times more than the peak number of troops deployed to post-9/11
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conflicts. In contrast, 2000’s military spending steadily increased and quickly surpassed
peak-Cold War spending levels. In fact, U.S. military spending nearly doubled in the 2000s
representing the largest absolute increase in military spending since the Second World War.
On the basis of the American military-industrial compensation hypothesis, I argue that this
spending surge was a compensatory reaction to trade-induced labor market adjustment. There are
two principal counterarguments and evidence that refutes each counterargument. First is the
counterargument that the spending surge was a result of the post-9/11 conflicts. Evidence that
refutes this argument includes the lack of expansion of the armed forces and the nature of materiel
appropriations funded by the surge.
Figure 1.2: Domestic DoD prime contract awards in con-
stant 2017 USD. (Source: FPDS)
The 2000s represent the first
wartime surge in military spending
not accompanied by an expansion
of the armed forces. During previous
increases in military spending such
as in the Second World War, Korea
and Vietnam, increased wartime
funding was primarily dedicated to
the expansion of the standing armed
forces for the waging of extended
conflicts. However, the total
commitment of U.S. troops to post-9/11 conflicts was relatively small by historical standards and
required no expansion of the armed forces. Paradoxically, the US maintained a larger, active duty
end strength with smaller budgets in the 1990s than it did in the 2000s. There were 40 percent
more active duty U.S. military personnel in the early 1990s than there were during the 2000s.3
3In 1991, there were 1,985,555 active-duty members of the U.S. armed forces. By 2001, that number had
dropped to 1,385,116. During the 9/11 wars, the total number of active duty personnel peaked at 1,434,377
in 2003 and slowly declined thereafter.
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With the post-Cold War easing of international tensions, the size of the armed forces shrank by
600,000 active duty personnel down to an overall force of 1.38 million in 2001. The reduction in
personnel is the main reason for the overall decline in total military spending that occurred
between 1990 and 1995. During the 2000’s, the size of the armed forces only increased by 3
percent or roughly 40,000 additional active duty personnel. All of this growth occurred between
2001 and 2003, before the bulk of the spending surges. After 2003, the overall size of the active
duty armed forces began to gradually return to 2001 levels. Wartime personnel requirements did
not cause a significant increase in military spending. The main reason for the 2000s spending
surges were the dramatic increase in materiel appropriations; but these materiel costs were
unrelated to the ongoing wars.
Figure 1.3: US as a percentage of global military spending.
(Source: SIPRI)
Second, disaggregating materiel
spending from the defense budget
illustrates that the 2000s spending
surges were largely concentrated in
private-sector materiel acquisitions
that had little to do with the
post-9/11 conflicts. Figure 1.2 is the
change in funds obligated. Materiel
spending remained remarkably
steady throughout the 1990s.
Materiel spending at the start of the
decade stood at $182 billion and at the end the decade at $181 (Ellman et al., 2011; Schwartz et
al., 2018). In contrast, domestic materiel contract awards more than doubled over the next eight
years increasing from $189 billion in 2000 to $412 billion in 2008.4 A great deal of rhetoric links
these materiel spending surges to requirements stemming from the conflicts in Iraq and
4Only domestic obligations are included. Figures exclude overseas contract awards.
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Afghanistan; but this rhetoric deserves scrutiny.
Upon closer examination, few of the 2000’s materiel acquisitions were related to the
post-9/11 conflicts. The majority of these labor-intensive acquisitions were designed for
conventional interstate conflicts against near-peer competitors. These systems had little utility in
the counterinsurgent and counterterrorism campaigns of the post-9/11 wars. The majority of the
weapon systems used in the post-9/11 conflicts were first designed in the 1970s and entered
service in the 1980s.1 Substantial appropriations were allocated to shipbuilding yards to build a
new generation of capital warships. These acquisitions included the production of $13 billion
Ford-class aircraft carriers, $2.8 billion Virginia fast attack submarines, $3.4 billion
America-class amphibious assault ships, $1.8 billion Arleigh Burke-class destroyers, and a
number of $640 million littoral combat ships. The spending surge renewed emphasis on
anti-ballistic missile systems such as the Theater/Terminal High Altitude Area Defense
(THAAD), Ground-based Midcourse Defense (GMD), Aegis ballistic missile interceptor, and the
Space-Based Infrared System (SBIRS). The spending surge included contract awards for the
KC-46/KC-767/KC-X aerial refueling programs and the P-8A Poseidon naval reconnaissance
aircraft. While not incorporated into the defense budget, U.S. nuclear weapons activities saw a 21
percent spending increase between 2001 and 2010. Often against the recommendation of senior
military officials, the 2000’s spending surge supported the extension of existing programs such as
the M-1 Abrams main battle tanks, UH-60 Blackhawk utility helicopters, and the C-17
Globemaster cargo aircraft. By far the largest beneficiary has been the F-35 Joint Strike Fighter.
At an estimated $1.5 trillion, the F-35 is the costliest weapons program in history (Roblin, 2018).
F-35 production is also credited with the creation of 194,000 jobs and involves 1,500 suppliers
located in 46 states and Puerto Rico.
A second counterargument could be that the increase in U.S. military spending was part of a
global trend. A common tacit assumption is that defense budgets are based upon foreign policy
objectives or assessments of external threats. However, most of the growth in global military
spending was driven by the US and its allies. Between 2000 and 2010, the U.S. spending surge
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accounted for 56 percent of the global growth in military spending causing the U.S. defense
budget to carry the load of an increasingly large share of global spending (Figure 1.3). A
significant portion of the global growth in military spending also came from US allies such as
South Korea, Australia, Canada, and Poland. As a potential U.S. adversary, the Chinse defense
budget also increased, but at a significantly slower rate than U.S. spending. U.S. military
spending grew three times faster than Chinese military spending. At $144 billion, the Chinese
military budget was less than a quarter of the $758 billion U.S budget. In 2010, the U.S. defense
budget exceeded the budgets of the next ten highest spending countries, the majority of whom are
US allies (Table 1.1).
Country USDMillions
United States . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . $758,890
Peoples Republic of China . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . $144,499
Japan* . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . $64,230
South Korea* . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . $54,623
India . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . $53,494
Russian Federation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . $48,508
France* . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . $44,338
Germany* . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . $41,405
Italy* . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . $41,063
United Kingdom* . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . $32,422
Saudi Arabia* . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . $31,620
Countries with the largest defense budgets in 2010. Figures are in
2015 USD. * denotes US allies. Source: SIPRI
Table 1.1: Countries with the Largest Defense Budgets in 2010
The lack of a plausible external security requirement driving military spending implies that
the spending surge was likely the result of domestic political and economic causal factors. The
majority of the spending surges were neither necessary to meet requirements for the post-9/11
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wars nor were they a response to global or adversary trends in military spending. Given the lack
of military or foreign policy requirements driving the surge in military spending, the 2000’s labor
market adjustment appears to have driven the spending surge.
Figure 1.4: Absolute change from 2001 to 2008. (Sources:
FPDS, US Census Bureau trade data)
Comparing the absolute
change between growth in the
U.S. trade imbalance with China and
the growth in materiel spending, the
two figures are remarkably similar.
Figure 1.4 compares the change
in the two figures between 2001
and 2008 — the growth in materiel
spending compared to the value
of surge in Chinese imports. The rise
in Chinese import competition and
surges in U.S. military materiel appropriations produced significant and opposing effects on labor
market performance. I argue that U.S. military materiel appropriation surges were predominately
a compensatory policy reaction to increased economic insecurity within U.S. labor markets. In
regions with pre-existing defense industries or industries that could be converted to military
materiel and services, the ability to leverage military appropriations to mitigate the impact of a
growing trade-induced labor market adjustment is key.
The argument that surges in military expenditures may be a response to a trade-induced
adjustment contradicts much of the existing literature on military spending. The prevailing
argument in the literature suggests that military spending is the product of conflict, arm races,
external threats to national security, or foreign policy objectives. However, the traditional
literature on military spending has often created more questions than it has answered. The
American military-industrial compensation hypothesis cannot answer all the questions raised by
the traditional literature but may offer an additional insight into an understanding of military
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spending. Prior to conducting a more thorough examination of militarized compensatory
spending, a review of the two pertinent bodies of literature is presented.
1.4 Literature Review: Into the Thicket
The literature review is divided into two major subsections. The first is a review of the
traditional literature on military spending. Prior to the end of the Cold War, there was significant
attention devoted to understanding the determinants of military spending. The traditional
literature is subdivided into the literature on strategic arms races and incrementalism, defense
economics, peace dividends, and causality sensitivity. The section concludes with a brief
assessment of this body of literature. As Table 1.2 illustrates, findings are inconsistent throughout
this literature. Aspects of this literature contribute to a substantiation of the American
military-industrial compensation hypothesis. Findings from the defense economic literature are
the most inconsistent. A likely reason for these inconsistencies is the possibility that the economic
factors related to military spending vary over time. The peace dividend literature discusses the
relationship between military spending and labor markets. The section concludes with a brief
assessment of how this literature relates to the military-industrial compensation hypothesis.
The second section reviews the compensation hypothesis literature. Findings within this
body of literature are much more consistent. A major distinction between this body of literature
and the American military-industrial compensation hypothesis is the manner in which military
spending is often regarded. Most of the literature on the compensation hypothesis considers only
social or welfare spending as a means to buffer societies from the economic volatility of free trade
(Cameron, 1978; Rodrik, 1998; Ruggie, 1982; Walter, 2010). However, the shift in focus toward
spending on social welfare programs was a normative aspect of embedded liberalism. Much of
the foundational literature upon which the compensation hypothesis is based tends to view any
government spending intended to buffer domestic markets from external risk much more
generically. In contrast to the more recent compensation hypothesis literature, the American
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military-industrial compensation hypothesis argues that the jobs created by materiel spending
surges are just another form of social welfare.
1.4.1 The Traditional Military Spending Literature
Neglect of the study of military spending has not always been as acute as it is today. In “A
Widening Gyre,” James Kurth (1973b) suggests that the problem of understanding military
spending was not result of a of a lack of answers but because there were too many answers. He
referred to the cluster of competing explanations as a thicket of theories. These approaches can be
broadly simplified as strategic arms races, organizational incrementalism, and defense economics
models. The foundation for this body of literature was the Richardsonian arms race model.
Incrementalism tends to focus on organization behaviors and cybernetic approaches. These
incremental approaches were eventually combined with arms race approaches to explain military
spending patterns. Economic approaches generally focus on understanding the macroeconomic
impact of military spending policies. Consequently, defense economic research seldom considers
regional economic impacts or local labor market dynamics. Both the bureaucratic and economic
theoretical approaches originally evolved from a Richardsonian arms race approach. Therefore,
an overview of the literature on military spending should begin with strategic arms race models.
Strategic Arms Races & Organization Incrementalism:
Arms races were originally defined as a progressive competitive “peace time increase in
armament by two states or coalitions of states resulting from conflicting purposes.” (Huntington,
1958) These arms races were theorized to often lead to long-term stalemates. The foundational
work for most of this literature was Lewis Fry Richardson’s (1960) Arms and Insecurity.2 At the
core of these Richardsonian arms race models is the idea that countries react to the behavior of
rival countries (Mintz, 1992). With the addition of miscalculation, misinformation, or uncertainty,
these arms races could also culminate in armed conflicts (Gartzke, 1999). Notable theoretical
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development of arms race models came in the early 1970s through works by Brito (1972) and
Michael Intriligator (1975). Parallel studies such as Michael Ward’s “Differential Paths to Parity”
(1984) attempted to find empirical evidence to support the theoretical development of arms race
models.
By the 1960s, a number of scholars had become increasingly skeptical of the Richardsonian
arms races model. As the perception grew that U.S. military spending of the 1960s was a drastic
overreaction to the purported “missile gap,” some scholars began attributing the overreaction to
uncertainty. In other words, scholars defending the arms race models argued that the US
overreaction to the Soviets in the 1960s was due to US uncertainty over Soviet conventional and
nuclear capabilities (Rathjens, 1975). However, as more military assessments from that period
were declassified, it became increasingly difficult to support arguments that the military rivalry
between the US and the Soviet Union was the main determinant of military spending (Preble,
2003; Williamson & McGinnis, 1992). Another fact that challenged arms races models was that
the Soviet Union engaged in a significant military build-up in the 1970s while the US
significantly cut military spending (Mintz, 1992). Throughout the 1970s, the relative advantage of
the American armed forces declined sharply until the Reagan-era build-up — inefficiently —
arrested the relative decline of American military power. Much of the Reagan-era military
build-up was inefficient because it entailed significant spending on weapons procurement without
significant investments in training and combat readiness. These trends caused a number of
scholars to question the arms race models. A significant body of empirical research found that
arms races only provided a relatively weak explanation for dyadic rival military spending (Cusack
& Ward, 1981; Griffin, Devine, & Wallace, 1982; Hollist, 1977; Mintz & Ward, 1989; Williamson
& McGinnis, 1992).
Organizational incrementalism focuses on bureaucratic behaviors as a possible explanation
for military spending preferences. A number of scholars argued that bureaucratic organizations
tend to develop incremental adjustments to military spending policies (Allison, 1982; Crecine,
1971; Wildavsky, 1964). According to organizational behavior models, military bureaucracies
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have strong incentives to argue for spending increases when external threats become more
serious, but do not have incentives to argue for spending cuts when external threats decline. These
incentives are thought to lead to incremental increases in military spending. In an attempt to
improve arms race models, several scholars combined these incremental approach arms race
models (Majeski, 1983; Ostrom, 1977; Ostrom & Marra, 1986). Similarly, Kurth also found
evidence that legislators had strong incentives to protect defense-related industries once they were
established during the 1960s (Kurth, 1972, 1973a). Combined with incrementalism, other
scholars theorized that a security crisis can also produce a punctuated equilibrium in military
spending (Leventoglu & Slantchev, 2007).
A general critique of arms race models and incrementalism is that they tend to suffer from
the problem of overdetermination (Kurth, 1973b). Across the competing theoretical explanations,
nearly any existing theory of military spending was, a posteriori, a logical and plausible
explanation for virtually any security policy. Some form of national, bureaucratic, or
organizational interest could be constructed ex post facto to explain virtually any policy
preference.
Defense Economics:
Another significant body of literature that examines military spending is defense economics
which focuses on the macroeconomic impact of military spending on independent variables such
as foreign direct investment, gross domestic output, and economic growth (Hartley & Sandler,
1995). With a few sporadic exceptions, these studies do not focus much attention on the
relationship between military spending and employment. An early seminal work of the defense
economics literature was Hitch and McKean’s (1961) Economics of Defense in the Nuclear Age.
Hitch and McKean argued that military expenditures were a large enough component of federal
spending to make periods of underconsumption less probable, a concept that came to be known as
“Keynesian militarism.” However, a majority of economists continued to argue that military
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expenditures were an inefficient diversion of resources that ultimately limited economic growth.
Within the defense economics literature, Émile Benoit’s (1973) Defense and Economic
Growth in Developing Countries touched off a controversy that, four decades later, continues to
be debated. Benoit’s study found that higher levels of military spending in developing countries
correlates to higher levels of economic growth. Benoit’s empirical results were so unexpected that
much of the subsequent research on defense economics has been directed toward testing —
disproving — the validity of his findings (Ram, 1995). Benoit rationalized his finding by arguing
three possibilities: (a) alternative uses of resources may not be as productive, (b) aggregate
resource use may increase with increased military spending, and (c) military spending may
impact positive externalities by reducing the risk presented by foreign or domestic adversaries
(Benoit, 1978).
Benoit’s final point is arguably the factor that is most commonly used to explain the positive
correlations between military expenditures and economic growth—that military expenditures
indirectly increase economic growth by lowering transactional costs, safeguarding property
rights, and upholding jurisdictional integrity (Garfinkel, Skaperdas, & Syropoulos, 2009).
Thomas Friedman (1998) summed up this argument by quipping “The hidden hand of the market
will never work without a hidden fist. And the hidden fist that keeps the world safe for Silicon
Valley’s technologies to flourish is called the U. S. Army, Navy, Air Force, and Marine Corps.”
Overall, there is little consensus throughout the defense economics literature (Table 1.2) on
military spending. A slightly higher prevalence of studies find a positive effect of military
spending on economic growth. However, an even distribution of studies find a positive effect, a
negative effect, and no effect of military spending on economic growth. Despite decades of
research, there is little consensus as to whether military spending has a positive, negative or any
effect on economic growth whatsoever. As Dunne, Smith, & Willenbockel (2005) argue, there are
a number of methodological shortcomings associated with several models associated with much
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of this research.5
On the aggregate, there are two significant limitations to these studies. First are
counterfactual assumptions made regarding a guns-versus-butter trade-off. The
guns-versus-butter argument says that states curtail the provision of other public or private goods
in order to divert resources to the military. Deger (1986a, p. 193) finds a positive empirical
correlation between military expenditures, but counterfactually assumes that negative indirect
effects occur because these expenditures reallocate resources away from more productive civilian
forms of investment. DeRouen (1994) finds some evidence of the guns vs. butter argument in
three low-income Latin American countries making a trade-off between military spending at the
expense of economic development. One of the interesting aspects of DeRouen’s findings is that
correlation between negative economic growth and military expenditures also tends to occur in
countries with no domestic armaments industries. In several other Latin American countries,
DeRouen finds empirical time-series evidence of a positive effect of military expenditures on
growth. In developed countries, there is little evidence to support the guns-versus-butter trade-off
(Mintz, 1989; Mok & Duval, 1992; Oatley, 2015). In a Cold War era study, Domke, Eichenberg,
& Kellener (1983) found that NATO members only made minor trade-offs between military
spending and welfare programs in the early 1950s. In fact, NATO member states opted to either
raise taxes or finance debt rather than fund military expenditures by reducing social programs. Or
as Domke et al alternatively state:
Although there may be years in which one increases and the other decreases, the pattern is
not common enough to produce a significant negative reaction in the relationship between
two spending categories (i.e., defense and welfare) over the entire period. Defense and
welfare expenditures appear, on the basis of these analyses, to be driven by separate sets of
determinants which do not require one to be systematically sacrificed for the other. (Domke
5For an exceptional review of the techniques commonly used within the defense economics literature see
Dunne et al (2005). For macroeconomic approaches, they conclude that the Barro model holds the most
potential (Barro, 1990; Barro & Sala-i-Martin, 1995). The Barro model was adapted by Aizenman and Glick
(2003) to account for the non-linear effects foreign threats and risk have on economies. The advantage of the
Barro model is that it produces a non-linear effect that allows the economic benefit of military expenditures
to increase when expenditures are in response to a national security threat or external risk. They also give
an insightful critique of the shortcomings of the Feder-Ram and augmented Solow models.
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et al., 1983, p. 33)
Most research indicates that governments fund military spending surges by financing debt rather
than by diverting resources away from social programs. While much of the literature on the
guns-versus butter argument is dated, the findings are more valid today for the simple fact that the
only portion of federal budgets that have grown faster than military spending in the post-9/11 era
has been increased spending on entitlement and social programs. In fact, some of the most recent
surges in entitlement spending actually coincided with surges in military materiel appropriations.
Secondly, these studies aggregate the impacts of military spending at the national
macroeconomic level. Leontief’s “Economic Impact — Industrial and Regional — Of an Arms
Cut” (1965) found that the economic benefits of military spending were concentrated regionally.
As the effects of military expenditures are also often re-distributional from an interregional
input-output perspective, the economic consequences of military expenditures may also be
washed out at the macroeconomic level. Study used input-output economic modeling which
accounts for regional economic effects. Leontief found that military spending benefited the
coastal states at the expense of Midwestern states .3 Other studies have found that concentrations
of military spending led to the economic rise of California’s “Silicon Valley,” Massachusetts’
“Route 128 Technology Corridor,” and North Carolina’s “Research Triangle” (Crump & Archer,
1993). Within the U.S. economy, military spending has been concentrated in the coastal or
perimeter states since the 1960s; this suggests that macroeconomic approaches might also
obscure the regional impacts of military spending (Markusen, Deitrick, Hall, & Campbell, 1991;
Weida & Gertcher, 1987).
These macroeconomic approaches also make no distinction between different forms of
military spending. Materiel appropriations, military pay and compensation, training, and
operational costs are all aggregated into a single dependent variable despite the fact that different
categories of military spending are likely to have different economic consequences. Unlike
materiel acquisitions, military pay and compensation, and training budgets tend to benefit
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low-wage retail sectors often in a highly diffuse manner. The benefits of materiel appropriations
are more often packed into specific labor markets and produce a concentration of high-wage jobs.
One notable exception is the study by Hooker and Knetter (1997) which operationalizes U.S.
military spending as prime contract awards in excess of $25,000.
A recent example that focuses specifically on procurement contract awards is the work of
Rebecca Thorpe (2010). She developed an innovative approach for identifying where prime
contract funds are being spent. Thorpe used Security Exchange Commission filings and corporate
websites to identify 1,063 defense-industry facilities which she mapped onto congressional
districts. She restricted her analysis to the top six defense industry contractors. The rationale for
this approach is that contract awards tend to be awarded to regional corporate headquarters that
tend to be located in urban areas, whereas the production facilities tend to be located in adjacent
suburban or rural areas. Defense-industry regional headquarters typically serve as a hub with
several production facilities located in adjacent areas. The problem this creates for mapping
prime contract awards into congressional districts is that the actual production facility and
corresponding jobs may be located in an adjacent congressional district. Thorpe assessed the
district-level dependency on military expenditures based on the number of these facilities located
within the respective district. One of Thorpe’s interesting findings is that there is a relatively
equal distribution of defense-industry facilities between Democratic and Republican
congressional districts (2010, p. 648). Since the Republican districts tend to be more rural,
Thorpe argues that these districts have a higher dependency on military spending. One challenge
in Thorpe’s approach is that these administrative boundaries tend not to reflect local labor market
dynamics and commuting patterns. The advantage of using labor market commuting areas as a
unit of analysis over Thorpe’s approach is that labor market areas capture both the regional
corporate headquarters and the production facilities located in adjacent rural or suburban areas.
Defense-industries typically have multiple regional headquarters within states with a significant
volume of contract awards. Prime contracts are awarded to these regional corporate hubs that
oversee the production facilities. Using clustered labor market analysis allows for the regional
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Feder-type 3-sector model, LDC sample,
1974-1986
No effect of defense spending on growth
Aizenman and Glick
(2006)
Traditional OLS, 91 countries, 1989-1998 Positive and significant effect of defense spending on growth, but only
with low corruption and external threat
Alexander (1990) Feder-type 4-sector model, 9 DCs, 1974-
1985
No effect of defense spending on growth
Atesoglu and Mueller
(1990)
Feder-type 2-sector model, USA, 1949-1989 Positive effect of defense spending on growth
Aye, Balcilar, Dunne,
Gupta and Van Eyden
(2014)
Bootstrap Granger Causality, South Africa,
1951-2010
No effect of defense spending on growth
Benoit (1973, 1978) Traditional (ad hoc) model, 44 LDCs, 1950-
1965
Positive and significant effect of defense spending on growth
Biswas (1993) Traditional and Feder-type 2-sector models,
74 LDCs, 1981-1989
Positive and significant effect of defense spending on growth
Biswas and Ram (1986) Traditional and Feder-type 2-sector models,
58 LDCs, 1960-1970 and 1970-1977
No significant effect of defense spending on growth
Chang, Huang and Yang
(2011)
GMM panel data, 90 countries 1992-2006 Negative effect of defense spending on growth
Chang T. Lee, Hung (2014) Granger-causality test, G7 plus China, 1988-
2010
Two-way positive Granger causality between defense spending and
growth in the US and Japan. No relationship between defense spend-
ing and growth in Italy, Germany, and France. Negative effect of defense
spending on growth in the UK and Canada. One-way Granger causality
running from growth to military spending in China
Chowdhury (1991) Granger-causality test, 55 LDCs, time-series
data
No causality between ME/GDP and growth in most countries
Danek, Thomas (2015) OLS, 28 EU countries, 1993-2004 Positive effect of defense spending on growth in “resource-abundant”
countries and a negative effect in “resource-constrained” countries
Deger (Deger, 1986a,
1986b)
Traditional SEM (3-equation) model, 50
LDCs, 1965-1973
Positive direct effect of defense spending on growth, but negative indirect
effects
DeRouen (1994) ORR, Latin America, 1959-1989 Both positive and negative effects on growth
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Table 1.2 – Continued from previous page
Reference Model/Sample/Period Results
Faini, Annez and Taylor
(1984)
Demand-side traditional model, 69 countries,
1952-1970
A generally negative effect of defense spending on growth
Frederiksen and Looney
(1983)
Benoit’s sample and model with breakup in
subsamples
Defense spending has a positive effect on growth in the group of 24
“resource-abundant" countries, but the effect is negative for the group
of 9 “resource-constrained" countries
Hatemi-J, Chang, Chen,
Lin and Gupta (2017)
Asymmetric-panel causality test, top 6 mili-
tary spenders, 1988-2013
Positive effect of economic growth on defense spending in US, France,
Russia, and Saudia Arabia. Positive effect of defense spending on eco-
nomic growth in China and Japan.
Heo (2010) Combined Feder-Ram and augmented Solow
model, USA, 1954-2000
No significant effect of defense spending on growth
Heo and Eger (2005) Four-sector production function model, USA,
1951-2000
Small negative effect of defense spending on growth via investment.
Nonmilitary and military government spending both have similar neg-
ative effects on growth.
Hooker and Knetter (1997) Panel Data, USA 1963-1992 Positive effect of defense spending on employment
Huang and Mintz (1991) Feder-type 3-sector model, USA, 1952-1988 No significant externality or factor-productivity effect of defense spend-
ing on growth
Joerding (1986) Granger-causality tests, 57 LDCs, 1962-1977 Causality runs from growth to defense spending; little evidence of
causality from defense spending to growth.
Kollias, Manolas and Pale-
ologu (2004)
Co-integration causality, EU members, 1961-
2000
Generally a positive effect of economic growth on defense spending
Korkmaz, Suna (2015) Panel-data regression, 10 Mediterranean
countries, 2005-2012




Input-Output Model, USA, 1991 Positive effect of military activities on employment
Landau (1993) Traditional (ad hoc) growth model, 71 LDCs,
1969-1989, defense variable (ME/GDP) as
well as square used
Defense spending has an initial positive effect on growth, but the effect
turns negative at higher levels of the defense burden. No significant effect
in a subsample of 47 countries
Lebovic and Ishaq (1987) Traditional 3-SEM, 20 Middle-Eastern
LDCs, 1973-1982
Negative effect of defense spending on growth
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Reference Model/Sample/Period Results
Lee and Chen (2007) Panel Analysis, 99 countries, 1988-2003 Positive and significant effect of defense spending on growth in OECD
countries. Defense spending has a negative effect on growth in non-
OECD countries.
Lim (1983) Harrod-Domar growth model, 54 LDCs,
1965-1973
Negative effect of defense spending on growth
MacNair, Murdoch, Pi and
Sandler (1995)
Extended Feder-type model, NATO allies,
1951-1988, pooled annual data, spillins from
allies included
Positive effect of defense spending on growth
Mehay and Solnick (1990) Pooled cross-sectional times series USA,
1976-1985
Positive effect of defense spending on growth
Mintz and Stevenson
(1995)
Feder-type 3-sector model, 103 countries,
around 1950-1985




Feder-type model with technical change,
USA, 1948-1990
Small positive effect of defense spending on growth
Ram (1994) Traditional and Feder-type 2-sector models,
71 LDCs, 1965-1973, 1973 1980 and 1980-
1990, considers low- and middle-income
groups and interperiod pooling with fixed-
effect formats
No significant effect of defense spending on growth in Feder-type model
in any period, but parametric structure differs across periods. In tradi-
tional models, one can find positive as well as negative effects of defense
spending by using different proxies for defense and in different periods
and groups of countries.
Rasler and Thompson
(1988)
Demand-side investment models, 19th and
20th century "systemic leaders"
Some evidence of an adverse effect of defense spending on investment
Scheetz (1991) Deger-type 3-equation model, Argentina,
Chile, Paraguay, Peru, 1969-1987, time-
series/pooled
Negative effect of defense spending on investment
Sezgin, Ocal, and Yildirim
(2005)
Dynamic Panel Analysis, Middle East, 1989-
1999
Positive effect of defense spending on growth
Smith (1980) Keynesian model of investment demand,
time-series/pooled 14 OECD countries,
1954-1973
Negative effect of defense spending on investment
Stewart (1991) Keynesian demand model, LDCs,
simulation-based
Defense spending is conducive to growth, but non-defense spending is
even more conducive
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Panel Causality Analysis, 10 ME Countries Generally positive effect of defense spending on growth
Pradhan, Arvin, Norman,
and Bhinder (2013)
Multivariate-causality test, 22 countries,
1988-2012
Positive effect of defense spending on growth
Ward and Davis (1992) Feder-type 3-sector model, USA, 1948-1996 Net negative effect defense spending on growth, even though the exter-




Feder-type 3-sector model, India, 1950-1987 Positive effect of defense spending on growth
Wijeweera and Webb
(2011)
Panel data assessment, 5 South Asian Coun-
tries, 1988-2007
No significant effect of defense spending on growth
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corporate hub and the production facilities to be captured in a single unit of analysis.
Another notable approach is Kriesel and Gilbreath’s (1994) input-out model to assess the
impact of troop deployments on the retail businesses surrounding a military instillation. This
study is notable because it specifically examines the economic impact of military pay and
compensation as measured by the presence of military personnel in a community. This study, and
the study Hooker and Knetter (1997), came from outside the mainstream literature on defense
economics or conflict. For example, although the work was eventually published in the Journal of
Money, Credit, and Banking, the study by Hooker and Knetter was originally commissioned by
the National Bureau of Economic Research. Kriesel and Gilbreath’s study was published in the
The Southern Journal of Rural Sociology. Although both are respectable academic journals in
their own right, it is ironic that two of the main works that examine the relationship between
military spending and labor markets appeared in journals that do not typically examine national
security issues.
A recent and valuable contribution to this body of literature was Thomas Oatley’s (2015) A
Political Economy of American Hegemony which addressed an increasingly significant gap in the
literature. Oately’s work examines potential macroeconomic imbalances that can result from
surges in military spending. He argues that funding U.S. military spending surges through the
financing of debt injects capital into the domestic economy which can lead to macroeconomic
imbalances such as the savings and loan crisis and the subprime mortgage crisis. The argument I
present takes a step back from Oatley’s work and looks more closely at the underlying political
determinants of American military spending. My focus is also on the local labor market area and
the associated meso-level theory that may eventually complement Oatley’s macroeconomic
approach. The critical importance of Oatley’s work is that he drives home the fact that national
security issues cannot be isolated from the domestic political economy.
Another recent work that examines military spending focuses on the asymmetries of military
spending patterns (Zielinski, Fordham, and Schilde, 2017). The significant finding of this research
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is that macroeconomic factors that contribute to military spending increases may be different than
the economic factors that lead to reductions in military spending. Consistent with other empirical
research, the authors found little evidence that military spending cycles are the product of external
threats. Examining post Second World War military spending in a broad cross-section of
countries, they found that military spending increases often lag behind GDP growth. Conversely,
they also found that economic contractions tend to rapidly increase demands for military spending
cuts. There are two reasons that American military spending patterns may follow a different
pattern. The first is the considerable ability of the United States to borrow to finance government
spending. The second is that unlike many countries, the United States manufactures its own
weapons which implies American materiel acquisitions play a significant role in labor markets.
Peace Dividends:
While there was a gasp of interest in military spending at the end of the Cold War, interest in
military spending waned at a point when political economic approaches were beginning to take
hold. In their 1988 address on the state of International Securities Studies, John S. Nye and Sean
Lynn-Jones (1988, p. 25) argue that the division between the fields of national security and
political economy is “one of the most serious problems within the discipline of political science.”
Research almost uniformly assumes that “that the domestic and political economy and national
security issues are separate and distinct spheres.” (Barnett, 1990) The Political Economy of
Military Spending in the United States was a compilation of works assembled by Mintz (1992)
that attempted to address this shortcoming. While this collection of works is valuable, it focuses
on spending from within the Cold War context. And much like the Warsaw Pact, interest in the
political economics of military spending quickly faded.
Another notable compilation was Paukert and Richard’s (1991) Defense Expenditure,
Industrial Conversion and Local Employment which focused on the labor market impacts of
significant reductions to military spending. Much like Leontief’s work on the subject from two
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decades prior, Paukert and Richard’s work is oriented toward understanding the labor market
impacts on military expenditures. Nearly a decade earlier, the impetus for the study began as a
resolution from the International Labor Organization that condemned “the considerable waste of
resources resulting from the armaments race, particularly the nuclear arms race.” The resolution
also launched a research program intended to help minimize unemployment or loss of
remuneration that could result from transitioning armament industries. The collection of studies
found that transitioning armaments industries in regions with a high dependency on military
expenditures would be particularly difficult. There was also some concern that certain labor
unions would resist policy shifts toward disarmament. However, the labor markets of the 1990s
proved resilient and were able to quickly absorb the large transition of labor away from the
armaments industry.
Interestingly, one of the reflections that surface in Paukert and Richard (1991) study was that
military spending surges in Europe during the 1930s had effectively “mopped up” slack in
German labor markets. Despite this apparent realization, there was virtually no consideration that
the labor market impacts of military spending might, in certain instances, also move political
military spending preferences in the opposite direction.
Casualty Sensitivity versus Economic Theory:
Casualty sensitivity is another argument that has been put forth as a possible explanation for
military spending preferences. The foundation for this literature stems from the Kantian or
democratic peace theory. Since the masses tend to pay for the cost of wars in terms of casualties,
public opinion is argued to exert a pacifying influence within democracies (Ray, 1998; Stam,
1999). Potential public censure over battlefield losses is argued to constrain the actions of
democratically-elected leaders (Oneal & Russett, 1997; Rousseau, Gelpi, Reiter, & Huth, 1996).
However, closer examination regarding the impact battlefield casualties have on public opinion
produces inconsistent results. For example, in a study focusing on the Vietnam War, public
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sensitivity toward battlefield causalities actually increased as combat fatalities were decreasing
(Gartner, Segura, & Wilkening, 1997). This non-linear relationship between battlefield causalities
and public opinion indicates that other factors also influence public sensitivity to casualties.
The link between democratic casualty sensitivity and military spending preferences stems
from the argument that capital-intensive weapon systems reduce the potential for battlefield
losses. Capital-intensive weapons tend to transfer the casualties onto populations in the opposing
state. By investing in capital-intensive weapons systems, democratically-elected leaders are able
to circumvent the potential public disapproval associated with battlefield casualties (Gartzke,
2001, p. 469). Casualty aversion has also been used to explain the preference Western
democracies have for capital-intensive combat aircraft, drones, automated warships, cruise
missiles, and other semi-automatous weapon systems (Schornig & Lembcke, 2006). The ability
to replace group-troops with more capital-intensive weapons has also been used to explain the
willingness of democratic regimes to threaten the use of force.
In contrast, Eric Gartzke (2001) found evidence that economic theory most accurately
predicts military spending preferences. Building on a Stolper-Samuelson model, Gartzke found
that states leverage their most abundant resource or factor in structuring armed forces. Regardless
of regime type, empirical evidence indicates that a state’s relative endowments of capital and
labor are the strongest indicators of the way a state will structure its armed forces. As states tend
to structure their armed forces to leverage their most abundant factor, wealthier states produce
capital-intensive armed forces while less-wealthy states structure armed forces to rely more
heavily on personnel. In the structuring of armed forces, regime type does not appear to
significantly influence the structure of armed forces. The implication for American military
spending preferences is that as a wealthy nation the United States should be expected to exhibit a
preference for more capital-intensive armed forces.
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Traditional Literature and Military-Industrial Compensation:
Throughout the traditional literature on military spending, there are suggestions of the
plausibility of the military-industrial compensation hypothesis. Domestic political economic
factors work their way into a significant portion of the traditional literature on military spending.
One finding of the arms race literature is that domestic political economic factors tend to have
more influence over military spending than external security threats. These arguments tend to be
alternative explanations to explain null findings in the arms race literature. Within the literature
on defense economics, the issue of underconsumption and Keynesian militarism also suggests
that domestic economic considerations might be a driver of defense spending. The peace dividend
literature and the literature on the economics of casualty sensitivity also suggest that domestic
economic factors play a significant role in military spending. While there are a number of
suggestions that domestic political economic factors play a role in military spending, little
attention has been paid to exploring how factors such as trade-induced adjustments might also
affect military spending policies.
1.4.2 The Compensation Hypothesis Literature
The compensation hypothesis literature argues that governments leverage public spending to
compensate domestic constituents for exposure to the competitive risks of open international
economic systems. On the surface, government interference would seem to violate the legitimacy
and the norms of liberal free market systems; but this relationship tends to be strongest in the
most advanced capitalistic free-market economies. While aspects of the literature date back more
than a century, the foundational work for the compensation hypothesis is David R. Cameron’s
“The Expansion of the Public Economy: A Comparative Analysis” (1978). Cameron’s work was
the first work that comparatively evaluated a number of competing explanations for the expansion
of the public sectors in the World’s most advanced capitalist economies. His comparative research
found evidence that economic openness was the principal causal factor leading to public sector
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expansions and increases in government spending.
Embedded Liberalism:
An important adjunct to the compensation hypothesis literature is John Gerald Ruggie’s
“International Regimes, Transactions and Change: Embedded Liberalism in the Postwar
Economic Order” (1982). Embedded liberalism was a term first coined by Ruggie to describe the
compromise between pure free market capitalism and social demands for economic stability.4
The compromise of embedded liberalism was woven into the post-World War II economic order
known as Bretton Woods.5 Bretton Woods established a set of currency controls that reduced
trade imbalances while ensuring a relatively free flow of trade. This relationship maintained the
balance Ruggie refers to as embedded liberalism.
While Cameron’s work predates Ruggie by several years, Ruggie’s work was a recognition
of the long-term trend of government intervention into domestic markets to dampen the negative
aspects of trade imbalances and open economic regimes. Ruggie also recognized that following
the 1971 collapse of the Bretton Woods system, the methods governments used to dampen the
domestic effects of trade imbalances would need to evolve. This recognition that a new regime
was necessary to dampen the domestic effects of trade imbalances plays an important
complementary role to Cameron’s work.
Early Alternatives to the Compensation Hypotheses:
In the early development of the compensation hypothesis literature, there were a number of
competing explanations for the expansion of the public sector or welfare state spending in
advanced economies. Referring to this theory as the compensation hypothesis is relatively new,
but explanations for the expansion of public-sector spending date back several decades. Since
Cameron’s comparative analysis, successive studies have found consistent evidence that exposure
to open economic regimes produces a consistent causal relationship with government spending
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(Katzenstein, 1985; Rodrik, 1998; Saunders & Klau, 1985; Schmidt, 1983; Walter, 2010). A
study by Bates, Brock and Tiefenthaler (1991) found evidence that large government budgets
were strategies for reducing trade-induced risk to national economies. Other research has found a
positive correlation between trade induced structural adjustments and increased government
spending (Bernauer & Achini, 2000; Burgoon, 2001; Garrett & Mitchell, 2001; Hicks & Swank,
1992; Kim, 2007). As outlined by Cameron, alternative arguments for the compensation
hypothesis can be generalized as economic, fiscal, institutional, and political. Over time, each of
these alternatives have found little empirical support.
Economic: One of the earliest explanations originated with Adolph Wagner (1883) who
argued that the “pressure for social progress” was one of the main drivers of the expansion of
public spending. Wagner developed this theory amid the rapid urbanization and industrialization
of the late 1800s which also marked the beginning of the rise of the Bismarckian welfare state.
However, a number of twentieth century economists, including Cameron, have disproven this
hypothesis (Bird, 1971; Musgrave, 1981; Wildavsky, 1984).
Fiscal: The fiscal hypothesis is based on the argument that growth in public sector spending
rests on the ability to generate revenue through the fiscal illusion of indirect taxation (Buchanan
& Wagner, 2000; Downs, 1960). Fiscal argument focuses on the concept that for most individuals
the cost in taxes exceeds the benefit of public goods. According to this hypothesis, expansion of
public programs should rely on taxation policies that pass tax burdens on through third parties
such as employer contributions to social security or unemployment insurance. However,
empirical evidence demonstrates that these indirect forms of taxation actually have a dampening
effect on the expansion of public spending. (Cameron, 1978, pp. 1251-1255). Since the 1960s,
public spending has grown the fastest in countries that principally rely on direct taxation of
personal income and corporate earnings.
Political: As a forerunner of selectorate theory, political arguments posited that political
contenders offer to successively expand public spending in order to appeal to a broader electoral
31
base. One of the first observers of this trend was Valdimer Orlando Key in Southern Politics in
State and Nation(1949). Key noted that politicians in the American South made successive
campaign promises to expand social programs in attempts to appeal to broader sets of low-income
voters. This also became known as the political business cycle during which political incumbents
tended to increase spending ahead of elections to build reelection support, and political
contenders then promised even greater spending increases. (Lindbeck, 1976; Nordhaus, 1975).
Similar observations followed from Joseph Schumpeter (1950) and Anthony Downs (1957).
Empirical analysis indicates that while partisan competition and election cycles do exert some
inflationary pressure on public spending, the effect is negligible.
Institutional: The institutional argument is basically no different than the organizational
incrementalism arguments from the arms race literature. In institutional systems where there is no
central control of bulk spending, the theory predicts that government spending will become
unusually high (Tarschys, 1975). The systems that most resemble the lack of centralized control
of bulk spending are federal or federated systems. These federated systems have a higher number
of quasi-independent governmental institutions that can make independent spending decisions.
However, growth of public sector spending tends to be faster in the most centralized states with
the least amount of institutional structure (Heidenheimer, Heclo, & Adams, 1975). In other
words, higher levels of institutionalization dampen the growth of public spending.
Criticisms of Economic, Fiscal, Political, and Institutional Approaches : A significant
criticism of all of these early theoretical approaches toward understanding the growth of
government spending is that they all confine themselves to domestic factors. Prior to the late
1970s, only a small number of scholars recognized the linkage between domestic spending
policies and participation in open international economic regimes (Katzenstein, 1976, 1977). Part
of this criticism stemmed from the observation that the most successful advanced capitalist
economies were also some of the most open economies in countries and also had some of the
largest public sectors. Cameron’s comparative study helped illustrate the shortcoming of the
earlier approaches that failed to consider the role of international trade in domestic spending
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policies.
Open Economic Regimes and Government Spending:
According to Cameron’s comparative analysis, exposure to open economic regimes is the
principal factor that leads to the expansion of government spending. However, Cameron argues,
that open economic regimes not only increase constituent exposure to external risk, but also limit
the ability of governments to indirectly manage economic cycles through monetary policies. This
leaves government spending or government-stimulated consumption the main policy tool
available to control for the negative effects of trade imbalances.
Open economic regimes leave many of the decisions affecting aggregate demand,
production, consumption, and employment to external actors (Cameron, 1978, p. 1250; Myrdal,
1960). Prior to Cameron, a number of scholars such as Tufte (1973), Lindbeck (1975), Krasner
(1976) and Lehmbruch (1977) made the similar argument that trade-dependency limited the
effectiveness of monetary policies in managing economic cycles and trade-induced adjustments.
Monetary policy refers to the management of the money supply by adjusting interest rates,
controlling currency values, or adjusting the supply of capital. In economies with low
trade-dependencies, monetary policies tend to be effective policy instruments to stimulate
economic activity. Policy makers may counter-cyclically leverage monetary policies to manage
the economic boom and bust cycles of free market systems.
At higher trade-dependency levels, many of the factors that monetary policy seeks to
influence are moved to the economies of trading partners. Economic openness also increases the
transmittal of inflationary or deflationary pressures from foreign economies to domestic labor
markets (Aukrust, 1977). Lindbeck (1975, 1977) and Aukrust (1977) both argue that the early
expansion of public sector spending in Scandinavian countries was the result of high trade
dependencies and the diminished effectiveness of monetary policies. At the time, Scandinavian
countries represented Europe’s most trade dependent economies.
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Economic openness causes governments to employ more direct spending measures to
dampen the effects of economic cycles and reduce constituent exposure to external risk. All of
these more direct measures involve spending. Many of these spending programs include some
form of social insurance, subsidies, and/or tax breaks paid directly to business sectors to boost
employment. In more extreme instances, government intervention into the economy may also
involve more direct forms of governmental consumption of goods and services.
The importance of Cameron’s work within the compensation hypothesis literature is that it
establishes the centrality of economic openness within a theoretical framework for understanding
the growth of government spending in advanced capitalist economies. His framework established
a basis for understanding why participation in economically open regimes tends to produce larger
government budgets as a means to reduce exposure to external risk.
The correlation between economic openness and high government spending was initially
observed in the smaller European states. In Small States in World Markets, Katzenstein (1985)
framed the debate as the need to balance between government action and market competition.
Initially, the correlation between economic openness and large government budgets and generous
social insurance programs was observed in the Scandinavian states; but Katzenstein argued the
same relationship was present in Belgium, Austria, and Switzerland. In the mid-1980s,
Katzenstein also argued that accelerating economic openness would soon make the world’s
largest economies susceptible to similar adjustments imposed from abroad (Katzenstein, 1985,
pp. 21-22). The global acceleration of economic openness began in the 1970s and coincided with
the collapse of the Bretton Woods system.
Contemporary Compensation Hypothesis Arguments:
Recent quantitative studies have largely substantiated the compensation hypothesis. Of these
recent quantitative studies, one of the better-known is Dani Rodrik’s “Why Do More Open
Economies Have Bigger Governments?” (1998). Rodrik’s study compared the growth in
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government spending in 23 OECD countries against measures of economic openness during the
1980s and 1990s. Consistent with Cameron (1978) and Ruggie (1982), Rodrik argues that
governments leverage spending to compensate for the trade-induced volatility that results from
economic openness. Rodrik quantitatively demonstrated a strong positive relationship between
growth in economic openness and the growth of government spending throughout the 1980s and
early 1990s. Rodrik(1998) concluded that:
Openness exerts the strongest influence on government consumption in economies that are
subject to the greatest amounts of external risk. Governments appear to have sought to
mitigate the exposure to risk by increasing the share of domestic output they consume.
(p.1028).
At roughly the same time, Garrett (1998) published “Global Markets and National Politics:
Collision Course or Virtuous Cycle” in International Organization. Garrett also found empirical
evidence supporting the compensation hypothesis. Further empirical evidence supporting the
compensation hypothesis was found by three economists through their work on a research project
commissioned by the World Bank Development Institute. World Bank economists Simon
Commander, Hamid Davoodi, and Une Lee (1997) found that exposure to external trade-induced
risk was one of the main causal mechanisms that contributed to the expansion of government
spending. The findings of the World Bank report complemented Rodrik and Garrett and are
consistent with the expectations of the compensation hypothesis.
Contemporary Counterarguments:
The compensation hypothesis has not been without critics. However, rather than disputing
quantitative results, critics tend to offer alternative theoretical frameworks. Even critics of the
compensation hypothesis concede the strong positive correlations between economic openness
and the size of government. However, critics of the compensation hypothesis argue that the strong
positive correlation between economic openness and the size of government does not necessarily
substantiate a causal relationship.
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The initial counterargument to Rodrik stemmed from the work of Alesina and Wacziarg
(1998). The quantitative analysis presented by Rodrik (1998), Garrett (1998), and Commander,
Simon, Davoodi, & Lee (1997) challenged the theoretical framework that had been advanced in
Alesina’s previous work. As a stern, preemptive rebuttal, Alesina and Wacziarg (1998) published
“Openness, Country Size and Government” in the Journal of Public Economics which was
published a few months before Rodrik’s research appeared in the Journal of Political Economy.6
Alesina and Wacziarg’s rebuttal built on a number of Alesina’s earlier works (Alesina & Spolaore,
1997; Alesina, Spolaore, & Wacziarg, 2000).
Rather that refuting the quantitative findings of Commander et al (1997), Garret (1998),
Rodrik (1998), and Alesina and Wacziarg (1998) argue that a different causal mechanism was
producing the results — they actually replicated Rodrik’s quantitative findings. However, they
also argue that this positive correlation was endogenous because country size was a common
causal mechanism influencing both economic openness and growth in government spending.
Alesina and Wacziarg (1998) argue that smaller countries are more trade dependent. They also
argue that social-welfare programs in small countries tend to be less efficient. These results occur
because small countries are unable to capitalize on economies of scale. However, Alesina and
Wacziarg stop short of ruling out the compensation hypothesis.
Specifically addressing the debate between Rodrick (1998) and Alesina and Wacziarg
(1998), Rati Ram’s (2009) empirical examination supports Rodrik, and also concludes that it is
unlikely that country size is a contributing factor to the positive correlation between economic
openness and the size of government. Unlike Alesina and Wacziarg (1998) who only used
economic data from the 1980s, Ram used 41 years of panel data from 154 countries to conduct
6Alberto Alesina and Romain Wacziarg’s rebuttal was actually in response to an early version of Rodrik’s
working paper released as a National Bureau of Economic Research (NBER) working paper in 1996. The
NBER regularly commissions economic studies that later become formal papers. Working versions are
often released to solicit feedback. In October of 1998, the formal version of Rodrik’s “Why do More Open
Economies Have Bigger Governments?” was published in the Journal of Political Economy several months
after Alesina and Wacziarg’s (1998) rebuttal was published in the Journal of Public Economics. Despite the
stern rebuttal and subsequent works that built on Alesina and Wacziarg’s work, the majority of subsequent
research supports Rodrik’s research and the compensation hypothesis.
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one of the most extensive quantitative examinations of the compensation hypothesis. Ram also
employed more than one methodological approach to test the robustness of his findings. Ram did
not find evidence to support the argument that country size has a causal influence on government
spending.
Other studies have found mixed results but remain supportive of the compensation
hypothesis. In “the long run relationship between openness and government size,” Islam (2004)
found mixed results for the compensation hypothesis in specific countries. In a similar study,
Tayfur Bayat, İzzet Taşar , and Selim Kayhab (2017) analyzed panel data for G7 countries
between 1980 and 2015. Their results are similar to Ram’s in that they found evidence for the
compensation hypothesis in certain G7 countries. A trend that emerges from these studies is that
there is generally more evidence for the compensation hypothesis in non-European Economic
Community or non-European Union states. Several studies suggested additional research on the
compensation hypothesis be conducted at the regional level; but the existing literature does not
explore possible regional variations in the compensation hypothesis.
Additional counterarguments tend to argue that the compensation hypothesis is too narrowly
defined—either because it does not expand to include non-budgetary aspects of government or
because research supporting the compensation hypothesis tends to aggregate multiple forms of
government expenditures into a single dependent variable. Like the arguments made by Alesina
and Wacziarg (1998), these additional counterarguments confirm, ironically, the positive
relationship between economic openness and larger governments.
The set of counterarguments are theoretical frameworks that argue that the compensation
hypothesis is too narrowly defined. For example, Garen and Trask (2005) argue that defining the
size of government in budgetary terms is too narrow and included non-budgetary forms of
government in their analysis. In their research, they initially confirmed the positive relationship
between economic openness and fiscal government spending (2005, pp. 539-540). After adding
measures for non-budgetary forms of government such as price controls, government-owned
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industries, asset expropriation, and contract repudiation, this trend becomes reversed. With the
addition of non-budgetary government measures, Garen and Trask found that the scope of
government is much larger in less open economies when non-budgetary aspects are included in
the analysis. A potential explanation for Garen and Trask’s findings is that many of the states with
large, non-budgetary forms of government tend to be more authoritarian states. Several
subsequent studies found that compensatory spending is less likely to occur in authoritarian states
(Adserà Alìcia & Boix, 2002; Avelino, Brown, & Hunter, 2005; Rudra, 2002). Garen and Trask
stop short of refuting Rodrik (1998), but they argue that the focus on only fiscal expenditures is
too narrow to fully understand the compensation hypothesis.
Another counterargument that refutes the compensation hypothesis comes from the work of
Benarroch and Pandey (2012). Benarroch and Pandey confirm the presence of a positive
relationship between economic openness and the size of government. However, they argue that
aggregating government spending into a single dependent variable creates misleading results. In
their study, they disaggregated different forms of government spending and focused on social
security spending. They did not find a positive correlation between economic openness and social
security spending and argued that this disproved the results of the Rodrik’s study. However, this is
a misinterpretation of the compensation hypothesis. As Rodrik articulates, “government spending
appears to provide social insurance in economies subject to external shock.” In this context,
government spending is the general volume of goods and services consumed by government
spending rather that the amount of spending specifically dedicated to social security spending
(Rodrik, 1998, pp. 997-998). Therefore, the empirical evidence that Benarroch and Pandey
present does not actually test the compensation hypothesis.
Microfoundations of the Compensation Hypothesis:
Another contemporary take on the compensation hypothesis examines the micro foundations
of the theory. In “Globalization and the Welfare State”, Stefanie Walter (2010) tested the political
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sentiment of globalization’s winners and losers and found that the losers in trade-imbalances had
a higher propensity to vote for left wing parties promising to increase government spending than
the winners. The importance of her study is that it illustrates that trade-induced economic risk
translates into grassroots political support for increases in government spending.
The Compensation Hypothesis and Military Spending:
Existing compensatory hypothesis literature does not appreciably address defense spending,
the largest and most scalable form of discretionary spending, even as it shares a number of
commonalities with the literature on the welfare state. However, from a purely economics
perspective, the distinction between compensatory military spending and social welfare programs
is artificial. From the perspective of dampening the effects of trade-induced adjustment, military
materiel acquisitions are a viable form of economic compensation.
1.5 Military-Industrial Compensation
Well-established within the compensation hypothesis literature is the positive correlation
between economic volatility and higher levels of government spending. Military materiel
acquisitions are responsive and scalable fiscal policy instruments that have direct and timely
impacts on labor markets. Similar to other forms of government spending, military materiel
appropriations increase the consumption of private-sector goods and services that reduces and
minimizes trade-induced adverse labor market performance. Another contributing factor is that
military materiel appropriations are often protected from foreign competition by law. When the
U.S. military buys a fork for a soldier to eat with in Afghanistan, it must purchase the fork from a
U.S. manufacturer (Weiner, 2016). Within a labor-market-area, materiel acquisitions are an
effective fiscal policy instrument that can quickly remove slack from local labor markets.
With regard to the post-9/11 era, I argue that the surge in U.S military materiel acquisitions
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was a compensatory policy reaction to the trade-induced labor market adjustments. Since materiel
appropriations function as an external demand, prime contract awards economically function no
differently than an increase in exports. In labor market areas with defense-related industries, the
impact of the trade-induced structural adjustments increased support for additional government
consumption as compensation for trade-induced economic insecurity. As a result, the labor
market areas that received a significant increase in defense-related prime contract awards were
insulated against the effects of import competition.
1.5.1 Where is this compensatory military spending likely to occur?
Trade-induced increases in economic insecurity may be a necessary but not a sufficient
condition to trigger increased military spending as a compensatory reaction. Compensatory
military spending is more likely to be directed to regions with preexisting defense-related
industries or to sectors that can be adapted for such industries. Established industries possess
accumulations of capital goods. Capital goods are tangible and durable assets such as production
facilities, machinery, tools, test equipment, and information technologies used in the production
of other goods for consumption. Capital goods are expensive investments that create barriers for
the establishment of new defense industries. The expense and time associated with the
accumulation of capital goods suggests that compensatory military spending is less likely in areas
that do not have an established defense sector or adaptable industrial base.
1.5.2 Military-Industrial Compensation Hypotheses
There are two components to the military-industrial compensation hypothesis. First, military
expenditures should improve regional labor market performance, which yields the two closely
related testable hypotheses:
H1a: The post-2000 trade-induced labor market adjustments generated political-economic
incentives to engage in compensatory military-industrial spending, which was absent in the
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1990s.
H1b: Post-2000 military-industrial spending surges compensated for labor market effects of a
trade-induced adjustment.
The key factor is that military materiel appropriations can reduce economic volatility, and help
transmit economic benefit to individuals in affected labor market areas through a variety of
mechanisms. Assuming inter-sectoral labor mobility, the benefits of military materiel
appropriations can be transmitted across a regional labor market. Inter-sectoral labor mobility
implies that concentrations of military materiel appropriations would distribute general economic
benefits across a labor market area by reducing local labor market slack. The second and more
significant aspect of the military-industrial compensation hypothesis is the causal relationship
between trade-induced economic insecurity and the post-9/11 military spending increases. Thus,
the second major hypothesis is:
H2: Legislative interventions into post-2000s military spending decisions stemmed from labor
market concerns.
There are two measurable aspects of this hypothesis. The first is the quantitative change in prime
contract awards. The effects of these awards can be empirically evaluated. The second is the
political action that should accompany the changes in military appropriations.
1.6 Organization of Chapters
The subsequent chapters are as follows: Chapter 2 describes the development of a theoretical
framework for compensatory spending. The chapter begins with a review of the development of a
generalizable theoretical framework. The latter part of the chapter describes a refinement of the
theory within the context of the American political economy. This refinement illustrates why
military-industrial compensatory spending may be more likely than other forms of compensatory
spending within the context of the American economy.
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Chapter 3 includes an empirical examination of the effects of compensatory
military-industrial spending. This chapter presents a mixture of qualitative and quantitative
methodologies. The reason that a mix of qualitative and quantitative approaches is necessary is
because some aspects of the U.S. economy, such as structural adjustment, can cause empirical
correlations to vary over time. Different labor market conditions during the 1990s and the 2000s
altered the effects of materiel spending surges. The compelling aspect of this examination is that
materiel acquisitions, measured in per-capita dollars obligated, is the only factor that had a
positive, statistically significant impact on employment during the height of the 2000s
trade-induced structural adjustment.
Chapter 4 examines instances from the 2000s where legislators funded materiel acquisitions
against the recommendations of senior military officials. The majority of Chapter 4 is dedicated
to a case study of the Littoral Combat Ship, an acquisition program accelerated by legislators into
the most labor-intensive phase of production. This chapter content is qualitative in nature and is
intended to examine the legislative processes and their contributions to the surge in materiel
spending. Chapter five discusses the implication of the American military-industrial
compensation hypothesis along with the conclusion.
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ENDNOTES
1 U.S. weapon systems of post-9/11 wars — The Antiques Road Show: The fact that the majority of weapon
systems used in the post-9/11 conflicts had been in inventory for decades helps illustrate that the 2000s materiel
spending surge was not caused by these conflicts. The overwhelming majority of the weapon systems used in the
post-9/11 conflicts were systems initially designed in the 1970s and produced in the 1980s. Some examples include
the U.S. Army’s UH-60 Black Hawk utility and the AH-64 Apache attack helicopters. Respectively, these aircraft
made their maiden flights in 1974 and 1975 and began serial production in the early 1980s. Similarly, M-1 Abrams
main battle tanks and M-2 Bradley infantry fighting vehicles used extensively in the 2003 invasion of Iraq were
developed in the 1970s and produced in the 1980s. A stalwart multirole combat aircraft of the post-9/11 conflicts was
the F-16 Viper that first entered service in 1978. Serial production of the low-cost A-10 “Warthog” close air support
aircraft began in 1976 and ended in 1984. Despite the newest B-52 rolling off the production line in 1963, they were
still the go-to workhorse of the bomber community in the post-9/11 conflicts. Due to the ingenuity of their crews,
these strategic B-52 bombers became reliable close air support platforms for ground troops. Many of these post-9/11
weapon systems have undergone upgrades but are nonetheless often 30 or 40-year-old weapon systems. In the
post-9/11 conflicts, there were U.S. pilots operating military aircraft that were once flown by their grandfathers. The
key point being that since the majority of weapon systems were already well-established in the inventories of the
American armed forces when the post-9/11 conflicts began.
Many of the 9/11 weapon systems that were perceived as new innovations were also creations of the 1970s.
Two systems that became emblematic of the post-9/11 counterinsurgent warfare were MQ-1 Predator drones and
Mine Resistant Ambush Protected (MRAP) vehicles. U.S. interest in UAVs stemmed from the highly successful
employment of Israeli UAVs in the 1973 Yom Kippur War. Early U.S. UAVs such as the RQ-5A were initially
produced as a joint venture between American-owned automotive parts manufacturer TRW and Israeli Aircraft
Industries in the late 1980s. The better-known MQ-1 Predator was an incremental advancement of the General
Atomics’ GNAT 750 that made its debut in 1989. The MQ-1 Predator entered serial production in 1995.
Despite being the best-funded armed force in the world, there were significant inexpensive equipment gaps
in body armor and mine-resistant ground vehicles that would have significant consequences for U.S. ground forces in
the early years of the post-9/11 conflicts. A major challenge in the procurement of these systems is they are
inexpensive, have low profit margins, and have low labor requirements to produce. These factors translate into low
constituent and political support for peacetime acquisitions. Often associated with the post-9/11 conflicts, the MRAP
was originally developed in the late 1970s. While MRAPs are often portrayed as post-9/11-era innovations, V-hull
Casspirs (i.e. MRAPs) began production in 1980 during the South African Border War for precisely the reasons there
were needed in Iraq and Afghanistan. Recommendations for the U.S. military to procure MRAPs began surfacing
after the Battle of Mogadishu in 1993 where lightly armored vehicles proved vulnerable to small arms ambushes and
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land mines. These recommendations resurfaced again as U.S forces entered the Balkans in 1995 and faced
considerable threats from land mines. However, there was no political support for MRAP acquisitions. Instead, the
Army attempted to add armor to existing light-weight vehicles such as HMMWVs that were not designed to carry the
extra weight. Lumbering up-armored HMMWVs still remained particularly vulnerable to improvised explosive
devices (IEDs). Predictably, the majority of U.S. casualties in Iraq and Afghanistan were caused by IEDs and land
mines. The eventual procurement of MRAPs drastically reduced the rate of U.S. fatalities in these conflicts. Once the
decision was made, there were considerable expenditures to get MRAPs rapidly delivered to units in combat.
However, once military quotas for MRAPs were satisfied, these vehicles were ultimately overproduced because
Congress continued to add MRAP appropriations to spending bills in order to keep newly-established MRAP
production facilities operating in the late 2000s. As a result of the overproduction, large numbers of MRAPs were
ultimately transferred to foreign armed forces and domestic law enforcement agencies or have been deposited into
military storage facilities.
Another noteworthy materiel expenditure was body armor. The body armor used in Iraq and Afghanistan
was not fundamentally different than Kevlar body armor developed in early 1970’s. In 1964, Kevlar was originally
developed by DuPont chemists to replace steel belting in tires. The military quickly started looking at Kevlar as
replacement for the ballistic-nylon used in Vietnam-era flak jackets. Ballistic nylon is effective at stopping
low-velocity explosive case fragments — i.e. flak — but is ineffective against higher-velocity small arms projectiles
— i.e. bullets. Army researchers at the Edgewood Arsenal in Maryland successfully developed the U.S. military’s
first Kevlar body armor prototype in 1973. The National Institute of Justice (NIJ) subsequently took over body armor
prototyping and testing. The NIJ is the research, development, and evaluation agency of the U.S. Department of
Justice. In 1975, the NIJ tested 5,000 Kevlar body armor prototypes. The next year in 1976, the NIJ published an
extensive report finding that Kevlar-based body armor could increase the likelihood of surviving small-arms fire by as
much as 95 percent (Bellis, 2019). Body armor became relatively common for U.S. law enforcement agencies in the
1980s. Nevertheless, U.S. ground combat units entered post-9/11 conflicts with obsolete Vietnam-era ballistic-nylon
flak jackets that could be easily penetrated by small arms fire.
One challenge in the military faced in the acquisition of body armor is there is no strong constituent support
for many low-cost acquisitions. Relative to major weapon system acquisitions, body armor is inexpensive and does
not produce many jobs. The majority of the cost comes from materials but body armor production does not consume
a statistically significant volume of the Kevlar produced in the United States. Due to its light weight, resilience, and
lack of interference with signal transmissions, Kevlar fibers have become ubiquitous in hundreds of thousands of
consumer goods. The production of military body armor does not consume enough Kevlar to warrant a lobby for
body armor. The manufacturing of body armor also does not consume a significant amount of labor — even the
largest body armor manufacturers typically only employ a few hundred individuals needed to cut, size, and stitch or
44
laminated materials together. These factors create low constituent and political support for peacetime body armor
acquisitions. Political support for body armor procurement did not increase until it became widely and publicly
known that a substantial number of post-9/11 U.S. combat fatalities could have been prevented by Kevlar body armor.
However, the rapid procurement of body armor created its own set of problems.
Rushing half-a-million sets of body armor through production to get them to troops on the battlefield
created significant lapses in testing, quality control, and oversight. A major supplier of U.S. body armor, DHB
industries, took advantage of these lapses and cut addition corners in manufacturing to further reduce unit cost and to
marginalize competitors by speeding up their own delivery rates. The military first learned of these shortcomings
through members of the labor union at DHB industries. Less material and shortcuts in production proved deadly for
ground troops. In 2006, an independent medical examiners study commissioned by the U.S. Marine Corps found that
up to 80 percent of small-arms combat fatalities were attributable to poor-quality or defective body armor (Tyson,
2006). As a consequence, the Department of Defense was forced to replace hundreds of thousands of sets of body
armor at considerable cost. A complete set of updated interceptor body Armor costs approximately $1,550 and
includes the $500 ceramic chest plates. Despite the need to replace most body armor sets, total expenditures to
provide body armor to U.S. service members in deployed to Iraq and Afghanistan amounted to roughly $500 million
which is statistically insignificant compared to the overall 2000s spending surges. To put that number into
perspective, post-9/11 body armor expenditures accounted for less than one one-hundredth of one percent of U.S.
military spending between 2001 and 2010, or cost roughly the equivalent of producing a single Littoral Combat Ship.
2 Arms and Insecurity: Interest in Richardsonian arms race models is attributable to Anatol Rapoport (1956).
After a failed attempt in 1939, Richardson published the first edition of Arms and Insecurity in 1949. Much like the
debut of John Von Neumann and Oskar Morgernstern’s (1944) seminal Theory of Games and Economic Behavior,
Richardson’s work was at first almost instantly forgotten. By way of vocation, Richardson was a highly regarded
meteorologist and mathematician. After Richardson’s death, Rapoport (1956) discovered a chapter in a math book
written by Richardson and later published as“Lewis Fry Richardson’s Mathematical Theory of War,” a lengthy paper
in the first volume of the Journal of Conflict Resolution. Rapoport’s article kindled interest in Richardson’s models,
and he also played a role in the second publication of Arms and Insecurity. Following the republication of
Richardson’s Arms and Insecurity, hundreds of published works have either summarized, extended, or criticized
Richardsonian arms race model (Hess, 1995). The idea of arms races has served as the basis for much of the work on
defense economics.
Richardsonian arms race models also came at a time when games of strategy were becoming popular within
the study of conflict. Working with Oskar Morgenstern, Jessie Bernard — an outspoken feminist — first introduced
the concept of applying games of strategy to the study of conflict in a work titled The Theory of Games of Strategy as
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a Modern Sociology of Conflict(1954). Based on Bernard’s keen insights, a second foundational work was Thomas
Schelling’s (1960) The Strategy of Conflict. Schelling helped clarify the concepts of deterrence and compellent
threats. However, Jessie Bernard deserves far more recognition for introducing the concept of games of strategy to
the study of conflict. The application of games of strategy to the study of armed conflict complemented the concept
of Richardsonian arms race models and increased the popularity of arms race models.
3 Leontief’s Magnificent Machine: Leontief’s research into the effects of military spending on the U.S.
economy stemmed from a request from Senator William Proxmire (D-WI). A few days after the Japanese bombed
Pearl Harbor, Proxmire voluntarily enlisted in the US Army. Born in 1915, he was a Yale graduate and finished
Harvard School of Business in 1939. During the war, Proxmire rapidly progressed through the ranks and was
eventually commissioned as an army intelligence officer. Following the war, Proxmire had a brief career as a reporter
before being fired for “impertinence.” He made three unsuccessful attempts to become the governor of Wisconsin.
After the incumbent senator died in office, Proxmire finally managed to be elected to the US Senate in 1957. He
spurned campaign contributions and refused to accept public funds as reimbursements for official travel. He would
also become the longest serving senator from Wisconsin. At 10,252, Proxmire holds the record for the most
consecutive roll call votes ever cast by a member of the U.S. Congress.
In the early 1960s, Proxmire disagreed with the Kennedy Administration’s rapid expansion of military
spending. Following the Korean War, President Dwight Eisenhower emphasized keeping military expenditures low
which supported his campaign promises to reduce the overall size of the federal budget and to repay war debt
(Kinnard, 1977). As a deterrent to the Soviet Union, Eisenhower wanted to set military spending at levels that could
be sustained indefinitely without unduly burdening the American economy. However, Eisenhower came under
frequent criticism for his low levels of military spending. During the 1957 mid-term campaign, this criticism
intensified after the Soviet launch of Sputnik. One aspiring Presidential hopeful was a young Democratic Senator
from Massachusetts who became an outspoken critic of Eisenhower’s conservative military spending policies. Often
from Capitol Hill, Senator John F. Kennedy made a number of blistering speeches claiming that Eisenhower’s
“complacent miscalculation, penny-pinching budget cutbacks, incredibly confused mismanagement and wasteful
rivalries” had put the American armed forces years behind in the acquisition of strategic bombers, and ballistic
nuclear missiles (Preble, 2003).
In 1957, the Democrats took control of Congress in a landslide victory and aspiring democratic presidential
hopefuls repeatedly railed against the Eisenhower administration for neglecting national security interests. Democrats
were always particularly critical of Eisenhower. During Eisenhower’s presidential campaign, President Harry S.
Truman stated that “The general doesn’t know any more about politics than a pig knows about Sunday.” Kennedy
took center stage of the so-called “missile gap” debate calling for increased military spending to offset purported
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Soviet military advantages. Kennedy also publicly argued for the expansion of conventional forces to wage more
limited wars that might be necessary to contain the spread of communism in Asia (Preble, 2003). From the other side
of the isle, Republicans — namely aspiring presidential hopeful Barry Goldwater — also railed against Eisenhower
for neglecting national security interests.
However, the majority of Pentagon analysts assessed that U.S. maintained significant numerical and
capability superiorities over the Soviet armed forces; especially in the nuclear arena (Schwartz, 2013). By 1957, the
Eisenhower administration had high-confidence assessments of Soviet conventional and strategic nuclear forces. The
prior year, Eisenhower began authorizing secretive high-altitude U-2 reconnaissance flights over the Soviet Union
which were highly effective and revealing (Pedlow, Welzenbach, & Pocock, 2016). Successful US Corona spy
satellite launches also began in 1960. Between 1957 and 1961, Eisenhower made a number of speeches to counter
perpetuation of what many Pentagon analysists would eventually call the “missile gap myth.” These speeches
culminated with Eisenhower’s well-known 1961 farewell address emphasizing the need to guard against the influence
of the military-industrial complex associated with sustaining a permanent post-war armaments industry. However, on
this count, Eisenhower failed.
In his campaign against the incumbent Vice President Richard Nixon, Kennedy stepped up the rhetoric
claiming Republican fiscal conservatism was jeopardizing American national security. On the campaign trail,
Kennedy often pledged that “our nation’s security overrides budgetary considerations” occasionally implying that the
very survival of the United States was at stake (Preble, 2003). In the subsequent presidential election, Lyndon B.
Johnson continued similar rhetoric against Barry Goldwater. The epitome of these attacks was the Johnson
campaign’s 1964 “Peace Little Girl” political ad. The television ad featured a young girl counting daisy petals before
fading to the image of a nuclear detonation that begins as a reflection in the child’s eyes. After the image of the little
girl vanishes behind a blossoming nuclear mushroom cloud, the ad concludes with an ominous “these are the stakes”
pre-recorded message from President Johnson. While these types of ads were politically effective in helping to win
elections, they also contributed to public support for significantly larger defense budgets.
As a Senator, Proxmire’s impertinence made him popular among voters, but less popular amongst
researchers, Keynesian economists, many defense-industry elites, fellow members of Congress and a handful of US
Presidents. With a passion for the efficient expenditure of the people’s money, he established the ‘Order of the
Golden Fleece’ which he awarded to individuals and occasionally to entire organizations for conspicuously wasteful
public spending. Notable winners of the Golden Fleece include the Federal Aviation Administration for funding a
study on posterior measurements of airline stewardesses, a National Science Foundation study concerning whether
inebriation from tequila or gin made sun fish more aggressive, and a National Institute on Drug Abuse research grant
to determine whether smoking marijuana affected the sexual arousal responses of men watching pornographic films.
Proxmire once awarded a Golden Fleece to the Department of Justice for funding research to determine why
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prisoners want to escape from prison. The Department of Defense was a frequent recipient of Golden Fleeces
receiving noteworthy awards for a Pentagon spending on a Worcestershire steak sauce study and a separate award for
a military research to determine whether soldiers should carry umbrellas in the rain. However, the debate as to
whether soldiers should carry umbrellas continues to this very day.
Despite his popularity with Wisconsin voters, Proxmire was not as popular among many of his colleagues.
After being awarded Golden Fleeces, several individuals brought defamation law suits against Proxmire. Most
notably, he was also an outspoken critic of the expansion of the Vietnam War and military spending under the
Kennedy, Johnson, Nixon, and Reagan administrations. As the Chairman of the Joint Economic Committee in the
early 1960s, Proxmire proposed empirically assessing the impact of a hypothetical 20 percent reduction in military
spending to assuage concerns that military spending cuts would significantly increase national unemployment.
In the mid-1960s, many politicians and defense-industry elites often cited the work of the economist John
Maynard Keynes. Keynesian economists tend to argue for strong governmental intervention into the economy which
often translates into plentiful governmental spending. Many Keynesians also argue that military spending stimulates
job growth. Unlike other economists, Keynes was politically savvy and popular. Nearly two decades after his death,
Keynes was even featured as a pop-culture icon on the cover of December 1965 edition of Time magazine. The cover
story quoted Nobel laureate in economics Milton Friedman as stating “we are all Keynesians now.” Although,
Friedman argued for decades that Time quoted him out of context.
During the Great Depression, Keynes developed his General Theory of Employment, Interest, and Money.
He argued that aggregate macroeconomic demand was unstable and would produce periodic underconsumption,
economic downturns, and cyclical unemployment. For many, the rapid recovery of the US economy following the
massive Second World War military expenditures appeared to validate Keynes’ economic theories. In response to
proposed reductions in military spending, Keynesian economic arguments were often invoked. Keynes also argued
that countercyclical government spending could offset or mitigate these economic cycles and prevent periodic surges
in unemployment. The Keynesian logic was simple. Any governmental spending that puts money into peoples’
pockets increases economic consumption which decreases unemployment.
To assess the economic impact of a hypothetical 20 percent reduction in military spending, Proxmire turned
to an acerbic economics professor from his Harvard alma mater, Wassily Wassilyevich Leontief. Some of Leontief’s
former students were other notable economic wizards such as Nobel laureate Robert Solow, Nobel laureate Vernon
Smith, Nobel laureate Thomas Schelling, and Nobel laureate Paul Samuelson for whom half of the well-known
Stolper-Samuelson Theorem is named. As Proxmire was a former army intelligence officer, it is likely that he was
aware of Leontief’s work at the Office of Strategic Services.
Toward the end of the Second World War, the Office of Strategic Services asked Leontief to develop an
assessment of number of steel plants that would need to be shuttered following the end of the war. With the end of the
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war effort in sight, the military assumed that the US economy would consume less steel, and the War Department
wanted to develop an orderly plan to curtail excess steel production. At that time, the U.S. Government owned most
steel mills that had been purchased by the Reconstruction Finance Corps under New Deal legislation in the 1930s.
The military assumed that fewer aircraft carriers, ‘Liberty’ ships, tanks, machine guns, and bombers would decrease
the demand for steel. In response, Leontief developed an interregional input-output model (IOM) which, to the
surprise of many, predicted that the US would actually need more steel plants at the end of the war. Leontief argued
that steel consumption needed to increase to be able to meet the post-war release of pent-up consumer demand for
household appliances, cars, and a myriad of other products that required steel (Dietzenbacher & Lahr, 2004). Unlike
many Keynesian economists, Leontief attributed much of the post-Second World War economic boom to the sudden
release of pent-up consumer demand. And, the post-Second World War American economic recovery matched many
of Leontief’s economic predictions.
Another reason Proxmire likely sought out Leontief was the fact that Leontief frequently criticized
Keynesian economics. Leontief argued that Keynes failed to analytically justify this theories before offering political
advice. In an interview shortly before his death, Leontief described Keynes as being more of a politician than an
economist (Leontief, 1997).
Leontief was a Russian immigrant who received his first graduate degree in economics from the University
of Leningrad at the age of 19. He was an outspoken critic of socialism arguing that Karl Marx was terrible at math.
These criticisms also help explain why Leontief wound up becoming a Harvard professor rather than teaching
economics in the Soviet Union. He also criticized Keynes for making unrealistic assumptions regarding the elasticity
of labor markets. While not diametrically opposed to every aspect of Keynes’ General Theory, Leontief argued that
Keynes generally failed to support his theories with empirical analysis. Leontief acolytes would agree with most
Keynesian economists that governmental spending stimulates economic growth at some level. However, his acolytes
would caution that different forms of governmental spending also generate regional concentrations of economic
winners and losers. Leontief’s IOM’s depicted economies as interdependent sets of industries that could be
represented by matrices of linear equations. Many of Leontief’s students good-naturedly referred to Leontief’s IOMs
as the magnificent machine (Polenske, 2004).
In response to Proxmire’s request from Capitol Hill, Leontief along with a group of Harvard graduate
students, Alison Morgan, Karen Polenske, David Simpson and Edward Tower, spent nearly two years creating a
magnificent machine capable of modeling military spending within US economy (1965). This group of Harvard
economists not only set out to analyze the impact of a cut to military spending, they also set out to make a policy
recommendation that would not add to national US unemployment. Their research estimated that a 2 percent increase
in civilian consumption would keep a defense cut from negatively impacting national unemployment. In the era of
Johnson’s “Great Society” programs, the study found that the economic impact of a 20 percent military spending cut
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could be offset by other simulative programs. But, there was one snag, — and it was one really, really, big political
snag.
The magnificent machine predicted that while job losses could be kept unchanged at the national level,
some regions benefited while other regions suffered economically from a defense cut. For politicians representing
many geographic regions, this meant that the political stakes of military spending cuts were grave. The study
predicted that a 20 percent reduction in military spending would lead to increased employment and incomes in
Midwestern states. According to Leontief’s IOM, more civilian consumption would boost demand for products and
resources concentrated in the Midwest. Some argued that this effect would even help alleviate growing income
inequality because poorer interior states were predicted to benefit over states with higher per-capita GDPs (Haveman,
Peirce, & Stanfield, 1976). However, this Midwestern increase in employment was predicted come at the expense of
jobs and economic activity along the coastal regions with high concentrations of seats in the House of
Representatives and large numbers of Electoral College votes. Fewer bombers, fighters, ballistic missiles, and
warships would cost many coastal workers their jobs.
About this time, a handful of regional economists also began to realize that military materiel appropriations
were actually reshaping the landscape of American manufacturing. Military spending was transitioning
manufacturing to locations outside the traditional Northeastern manufacturing belts into electorally powerful states
such as California, Texas, and Florida (Markusen, Deitrick, Hall, & Campbell, 1991). Some economists credit
military research and development as providing the impetus for the economic rise of California’s “Silicon Valley,”
Massachusetts’ “Route 128 Technology Corridor,” and North Carolina’s “Research Triangle” (Crump & Archer,
1993). Military research and development spending eventually led the establishment of independent information
technology sectors. Along with the new burgeoning military manufacturing hubs, these sectors helped stoke
significant political opposition to cutting military spending from a number of coastal states.
Under the clunky title “the Economic Impact - Industrial and Regional - of an Arms Cut,” Leontief’s study
was published on page 217 of MIT’s Review of Economics and Statistics, Volume 47 (1965). Four months later and
with a much wider circulation and fanfare, Keynes appeared on the cover of Time magazine. Within the fading
literature on defense economics, Leontief’s IOM study is still frequently cited as one of the seminal studies on
defense economics because it remains one of the few studies that accounts for both the direct and indirect jobs
created by military expenditures at the regional level (Dunne & Smith, 1990). Leontief’s input-output model
structures economies as sets of interdependent industries that transmits the economic benefits of military spending
across a broad range of indirectly connected firms (Braddon, 1995). As opposed to relative simplicity of many
Keynesian models, Leontief’s magnificent machines are data intensive, involve complex sets of matrix computations,
and often produce lagged, nonlinear or otherwise counterintuitive predictions. Thus, many people tend to grasp
simpler Keynesian economics much more readily than they grasp Leontief’s magnificent machines.
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It was not until 1967 that Leontief was finally afforded the opportunity to present his findings on how to
mitigate the effects of a 20 percent cut to military spending to the U.S. Congress. The year following Leontief’s
policy recommendations, the US Congress did the exact opposite — Congress instead voted to increased military
spending by 20 percent. With encouragement from MIT economics professor Walt Whitman Rostow and Harvard’s
McGeorge Bundy, Johnson also decided to significantly expand the American military commitment to the Vietnam
War. Upon hearing the news, Leontief sadly shook his head telling group of Harvard economists who had worked on
the project “well, all we have to do is change all our minuses to pluses and vice versa” (Polenske, 2004). According
to Leontief’s magnificent machine, the increased military spending now would increase employment and economic
development along the coastal regions and depress employment and economic growth for many Midwestern states.
Before fading into complete obscurity, defense economics has moved toward much simpler and easier to
grasp economic models such as the Feder-Ram production frontier possibility model that was developed in the 1980s
(Ram, 1995). The emergence of richer sources of local economic data has made other geographically-focused
economic studies more feasible. However, these studies have typically avoided the inclusion of military expenditures.
While these richer data sources increase the feasibility of newer methodological approaches, Leontief’s magnificent
machines were the early predecessors of these contemporary geographical economic methodological approaches.
Five years after he took his magnificent machine to Capitol Hill, Leontief was awarded the Nobel Prize in
economic sciences for the development of the input-output analysis. But, Leontief soon stopped working on issues of
military spending. There was some speculation that Leontief stopped his research on the economic aspects of
American military spending out of concern that it might be used to justify further expansion of military spending. In
the following years, Proxmire awarded numerous Golden Fleeces conspicuously wasteful spending on military
materiel acquisitions.
4 Embedded Liberalism: With increasing frequency, embedded liberalism is more specifically used to refer to
the Bretton Woods era from 1945 through the early 1970s. However, when Ruggie coined the term, he intended it to
refer to the compromise between the free-market capitalist economic systems and the social demands for economic
security. The Bretton Woods era period ended when President Richard Nixon took the U.S. dollar off the gold
standard, an event sometimes referred to as the “Nixon shock.” Following the subsequent collapse of the Bretton
Woods system, neoliberalism, and the Washington Consensus (Williamson, 1989) became the dominant economic
schools of thought. However, the essence of embedded liberalism adapted and established a new set of norms for
government intervention into free markets.
5 The Bretton Woods System: The post-Second World War economic order was a monetary system established
at the 1944 Bretton Woods Conference held in Bretton Woods, New Hampshire and attended by delegates from 44
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countries. The International Monetary Fund (IMF), the International Bank for Reconstruction and Development
(IBRD), and the World Bank were established at the conference.
The primary aim of the Bretton Woods system was to establish a liberal international system that buffered
domestic economies from trade imbalances to ensure stable employment and growth without hampering free
international trade. The emphasis on protection of domestic markets stemmed from the recent experience of the Great
Depression. The emphasis on a liberal free market world order grew from the widely held belief that both the World
Wars were caused by trade wars and economic discrimination. U.S. Secretary of State Cordell Hull (1948) argued
that:
Unhampered trade dovetail[s] with peace; high tariffs, trade barriers, and unfair economic competition
with war. . . if we could get a freer flow of trade. . . freer in the sense of fewer discriminations and
obstructions. . . so that one country would not be deadly jealous of another and the living standards of
all countries might rise, thereby eliminating the economic dissatisfaction that breeds war, we might
have a reasonable chance of lasting peace.
However, liberal economic regimes would be unsustainable without policy mechanisms to reduce domestic exposure
to external risk. A significant controlling mechanism was the establishment of pegged currency exchange rates and
currency controls that regulated trade. Global currencies were pegged to the value of the dollar which was fixed to the
gold standard. While this arrangement was controversial, the peg system helped keep trade imbalances or “balance of
payments” low. Low trade imbalances also increased the effectiveness of domestic monetary policy as an economic
stimulus.
Operation of the Bretton Woods System: The Bretton Woods system used pegged currency rates to ensure
the predictability of trade and encourage investment in developing states. Rather than having to resort to rapidly
devaluing their currency to reduce imports and increase exports, the Bretton Woods system made it possible for
countries to take short-term loans from the International Monetary Fund to manage their trade deficits. Rapid
currency deflations can also lead to increased inflation which can increases unemployment and may cause states to
slip into a depression. For persistent trade imbalances, member states could adjust their currency peg to restore an
equilibrium between imports and exports.
The system relied on fixed currency exchange rates that were pegged to the U.S. dollar. To build confidence
in the U.S. dollar, the dollar was set to the gold standard. The prevailing belief of policy makers at the time was that a
liberal economic order was the best chance at a lasting peace after the World War. A number of political leaders
believed that both the World Wars were the product of trade wars and economic discrimination (Hull, 1948). The
recent memory of the Great Depression also made cushioning domestic labor markets from the effects of trade
imbalances an imperative.
The Nixon Shock: In the long run, fixing the U.S. dollar to the gold standard was not sustainable, and the
system collapsed after President Richard Nixon took the U.S. dollar off the gold standard. In the subsequent
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monetary system, currency exchange rates were allowed to float. Floating exchange rates allowed countries to run
increasingly large trade imbalances, but also reduced the effectiveness of monetary policy as a tool to smooth out the
effects of economic cycles. As a result, more direct forms of government spending have often replaced monetary
policy adjustments as reactions to economic downturns.
The balancing act Ruggie recognized as embedded liberalism mitigated risk for exposure to external risk.
After President Richard Nixon took the U.S. dollar off the gold standard and caused the Bretton Woods system to
collapse, international currencies moved from a pegged valuation system to floating exchange rates. The removal of
the dollar from the gold standard was unavoidable because the growth in international trade surpassed the gold
reserves necessary to maintain liquidity requirements of the gold standard. Floating exchange rates allowed countries
to run increasingly higher trade deficits which reduced governments’ ability to leverage monetary policies to mitigate
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CHAPTER 2: A THEORY OF AMERICAN MILITARY-INDUSTRIAL
COMPENSATION
War is a racket.
Major General Smedley Butler
U.S. Marine Corps - 1935
Participation in open economic regimes increases political demand for large government
spending as compensation for exposure to external economic risk. As the American
military-industrial compensation hypothesis argues, post-9/11 materiel appropriation surges
were compensatory policy reactions to trade-induced labor market adjustments. Legislators and
constituents may not be directly aware of the causal relationship between poor labor market
performance and trade imbalances; however, they will react to the economic insecurity that is
transmitted through periodic labor-market adjustments. Although this research focuses
specifically on American military-industrial compensatory spending, compensatory spending can
take on a number of forms including redistribution, welfare, or economically-stimulative
spending. The aim of virtually all compensatory spending is oriented toward stabilizing labor
markets through consumption which provides economic ballast against the turbulence of open
free-market regimes. The stabilization of consumption increases general economic security by
moderating the volatility associated with liberal free markets or open economic regimes.
The general theory of compensatory spending presented in this chapter is intended to first
offer an abstract general framework for understanding compensatory spending and the
relationship between compensatory spending, free markets, and the balance of trade. Subsequent
refinement of this abstract theory will establish a more specific theoretical explanation for
American military-industrial compensatory spending. The basis for this theory stems from the
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broader compensation hypothesis literature. The roots of this literature can be traced back to the
emergence of liberal economic orders and the volatility incurred by open free-markets. All forms
of compensatory spending serve the same purpose: Compensatory spending insures constituents
against exposure to external risk without sacrificing the benefits of liberal open economic
regimes. Although political rhetoric often focuses on the redistributional aspects of compensatory
spending, the principal aim of compensatory spending is to stabilize consumption to ameliorate
disruptions to labor markets and reduce economic insecurity for constituents. Compensatory
government spending programs add ballast to otherwise turbulent free-market economic systems
and stability to labor markets. Since open economic regimes increase labor market exposure to
external risk, trade imbalances and foreign import penetration play significant roles in shaping
legislative and constituent preferences toward compensatory spending.1
The general theory presented here expands on the more traditional conceptualizations of
compensatory spending. The traditional compensatory hypothesis literature focuses on
redistribution or social insurance programs that indirectly stimulate consumption. I argue that
more direct forms of government consumption, such as spending on public works or jobs
programs, may serve the same compensatory purpose. A diametric distinction often made
between military spending versus social insurance programs is referred to as the guns versus
butter argument. However, when military materiel appropriations are leveraged to stimulate
1So as not to get distracted with the evolution of this literature, I consolidated mention of specific
economists and their theories into endnotes. I also added endnotes that offer some historical context regarding
past compensatory spending such as the 1930’s American New Deal. Consistent with the argument that
military appropriations are a politically expedient means to stimulate labor markets, New Deal spending
was much more militaristic than portrayed in contemporary reminiscences.
Arguably, the theoretical roots of this argument can be traced through the works of Adam Smith (1778),
David Ricardo (1817), Karl Marx (1848), John Maynard Keynes (1930, 1936), Jacob Viner (1937), Joseph
Schumpeter (1950), Friedrich Hayek (1944), David Cameron (1978), John Ruggie (1982), and Dani Rodrick
(1998). Economic insights from each of these individuals contributed to the development of the compensation
hypothesis. However, their direct inclusion would detract from the development of an abstract theory.
Another potential distraction within some of this literature are that certain definitions have varied overtime
which many also communicate misleading political connotations. Several of the endnotes clarify the mean
of some of the economic terminology. I have made an effort to avoid terms that have slippery definitions.
The endnotes include some richer expository explanations of the origins of related theoretical concepts that
could have detracted from the development of an abstract theory.
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economic activity or as a jobs creation program, military appropriations become another de facto
form of welfare spending.
The underlying economic logic of compensatory spending programs is that they either
directly or indirectly increase the end use of privately-produced goods and services which, in
economic parlance, is also known as consumption. The economic rationale behind increasing
consumption is that higher levels of consumption increase the demand for labor. Higher demands
for labor translate into increased employment and potentially higher wages which broadly benefit
constituents. Programs that stimulate the economy by increasing consumption can be positively
reinforcing for a number of reasons. Higher levels of employment tend to further increase
consumption which further increases employment. Increasing consumption also makes
investment in emerging industries more attractive which leads to further economic growth and
expansion. This cycle leads to increases in capital investment and an accrual of economic benefits
for both labor markets and owners of capital. However, it is necessary to maintain some
distinction between compensatory spending and the provision of public goods.
Public goods are not compensatory. Generally, public goods are non-rivalry and
non-excludable goods such as environmental protection, public education, judicial systems,
infrastructure, and national security (Samuelson, 1954). Public goods benefit the economy by
lowering transactional costs which encourages economic development and investment. National
security, an educated workforce, regulatory systems, consumer protections, and an established
reliable judicial system lower transactional cost by reducing risk. In part, the distinctions between
the credible provision of public goods and compensatory spending is intent. When military
spending increases security and reduces risk, the spending is a public good that reduces
transaction costs and encourages economic growth.6 Spending on public works or military
materiel appropriations with doubtful national security utilities qualifies as compensatory
spending. There can also be overlap between the credible provision of public goods and
compensatory spending. Spending on the provision of public goods in a deliberately inefficient
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way in order to consume excess labor doubles a form of compensatory spending.
The balance of trade affects where the economic benefits of compensatory spending accrue.7
Assuming legislators prefer to maximize the economic benefits delivered to constituents, trade
imbalances may shift legislative preferences between supporting more individually-oriented
redistributional programs and more direct forms of compensatory governmental consumption.
These shifts may vary across different regions depending on whether the dominant industries in a
particular labor market area are export-oriented or import-competing industries. Ideally,
redistribution increases the consumption of domestic goods which causes economic benefits to
accumulate within domestic labor markets and encourages domestic growth. In countries with
trade surpluses, the domestic economic benefits of redistribution are multiplied by their
stimulative effect on the domestic economy which, in most cases, increases the supply of revenue
to the government.
With significant trade deficits, the stimulative labor market effects of compensatory spending
may accrue within foreign labor markets. If a portion of redistributional compensation increases
the consumption of imports, the long-term economic benefits of redistribution incrementally leak
out to foreign labor markets. This leakage of economic benefits may incentivize other, more
direct forms of compensatory governmental consumption that can be focused on increasing the
consumption of domestically produced goods and services. The relationship between trade
imbalances and compensatory spending will be explained in greater detail in the subsequent
sections.
This remainder of this chapter comprises a broader conceptualization of compensatory
spending. A general theory helps explain the interaction between compensatory spending and
trade. This general theoretical development of compensatory spending will be followed by a more
specific theory of military-industrial compensatory spending. A more specific theoretical
development explains why military-industrial compensatory spending gains favor under extreme
economic conditions such as a structural labor-market adjustment. This theoretical development
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draws on observations from earlier cycles of military spending for justification, but is intended
more specifically to explain the dramatic shift in legislative preferences toward military spending
that occurred between the decade of the 1990s and the early 2000s (2000-2010).
2.1 The Compensation Hypothesis
Compensatory spending programs are designed to insure constituents against exposure to
external risk without sacrificing the benefits of market capitalism and open economic regimes.
Societies have significant incentives to promote laissez-faire free market economic systems. The
logic of these liberal economic regimes was succinctly captured by David Ricardo (1817) in this
passage:
Under a system of perfectly free trade each country naturally devotes its capital and labour to
such employments as are most beneficial to each. This pursuit of individual advantage is
admirably connected with the universal good of the whole. By stimulating industry, by
rewarding ingenuity, and by using most efficaciously the peculiar powers bestowed by nature,
it distributes labour most effectively and most economically; while, by increasing the general
mass of productions, it diffuses general benefit, and binds together, by one common tie of
interest and intercourse, the universal society of nations throughout the civilized world
(Ricardo, 1817).
Free market systems broadly distribute significant economic power and freedoms while
increasing general social prosperity. Early free markets replaced a number of older, planned
economies such as guild, manor, and mercantilist economic systems.8
The centrally-planned economic systems that preceded market capitalism tended to produce
inefficient allocations of resources and were slow to adapt which impeded economic growth. The
establishment of liberal economic systems freed the masses from a number of archaic economic
systems, increased general social prosperity, gave rise to individualism, and eventually led to the
cultural and political ascendency of the middle classes (Kindleberger, 1986). The broad
distribution of economic prosperity that occurs under liberal economic systems creates significant
incentives for societies to promote open free-market regimes. With the shift toward open
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economic regimes, the role of governments transitioned from being a central authority to a role of
primarily establishing and safeguarding open, self-regulating economic regimes (Ruggie, 1982).2
The competition that occurs within open economic regimes increases the efficiency of
production. Industries and labor must continuously innovate, advance, and reorganize in order to
maintain market competitiveness. Technological advances, demographic shifts, marginal and
implicit taxes, and adjustments to monetary policies are often sources of shifting comparative
advantages among industries—not only in competing countries but also among industries in
competing regions. Industries that fail to adapt face obsolescence and elimination from the
market. As outdated firms fail, new more-efficient firms replace them. Comparative advantages
are also dynamic which means free markets result in a ceaseless process of adaptation in an
unending pursuit of efficiency. Marxist writer Joseph (Schumpeter, 1950) referred this process as
“the perennial gale of creative destruction.”9 As a result of this perennial gale, open economic
regimes facilitate the production of the highest quality goods at the lowest price. However, open
free-market economic regimes are not without negative consequences.
Although the market process of creative destruction tends to distribute higher aggregated
levels of social prosperity, open economic systems also come at the cost of exposing constituents
to greater external risk. With increased economic opportunities come increased economic
uncertainty. This uncertainty or risk comes in two forms. First, open economic regimes produce
persistently higher levels of market turbulence. The process of competitive adaptation and
advancement comes at the price of greater labor and capital market volatility. At the individual
level, this persistent labor market turbulence increases individual economic uncertainty because
firms must continuously adjust or be eliminated from the market. Second, open economic regimes
2Ricardian Idealistic Free Markets: Of course, there is no such thing as a truly free liberal economic
regime. The Ricardian ideal of a free economic system does not take into account uneven transactional costs.
An example of a transactional cost is the risk of expropriation or the absence of an exchange system that
standardizes transactions. Societies have incentives to reduce these transactional costs through expenditures
on public goods. This lowering of transactional costs through the provision of public goods is a distinct
concept from the concept of compensatory spending.
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expose domestic constituents to the risk of trade-induced structural labor market adjustments.
Structural adjustments are often the result of a shift in international comparative advantages
which cause much more drastic structural reorganizations within affected labor markets.
Structural adjustments will also produce concentrated economic insecurity within specific labor
market sectors such as manufacturing and during more extended periods of economic loss.
Structural adjustments are changes in national economic frameworks that resolve current account
deficit problems by adapting to dynamic comparative advantages.10
Unlike the general turbulence associated with free markets, structural adjustments are more likely
to be concentrated within a limited number of sectors and geographic locations. These factors
increase the difficulty many unemployed workers face reentering the labor market, and produce
more concentrated and protracted periods of unemployment. A specific example of a
trade-induced structural adjustment was the loss of manufacturing sector jobs in the US as a result
of the surge in Chinese manufacturing import penetration in the early 2000s. Given the fact that
export-oriented and import-competing firms tend to be geographically concentrated in order to
maximize regional comparative advantages, the effects of structural labor-market adjustments are
also likely to be regionally concentrated. Most redistributional spending programs such as
unemployment insurance or transitional assistance are designed to facilitate rapid reentry into the
workforce which may not be tenable in regions undergoing a structural adjustment. Redistribution
programs are not always readily scalable nor are they regionally responsive, which limits their
utility in compensating for structural labor-market adjustments.
While societies seek to promote the economic benefits of open economic regimes,
constituents also demand compensation for the increased exposure to the external risks of
economic uncertainty.11 Compensatory spending programs are intended to reduce economic
insecurity and market volatility without sacrificing the benefits of open free-market regimes.12
The economic function of compensatory governmental spending is that it reduces uncertainty by
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smoothing consumption which decreases exposure to economic risk.3 Societies with higher levels
of economic openness increased their demands for governmental expenditures as compensation
for the increased exposure to free market volatility and participation in open economic regimes.
As a consequence, there is a significant empirical correlation between higher levels of
compensatory governmental spending and the market risks associated with free-markets and open
economic regimes (Bernauer & Achini, 2000; Burgoon, 2001; Cameron, 1978; Garrett &
Mitchell, 2001; Katzenstein, 1985; Rodrik, 1998; Ruggie, 1982; Walter, 2010).
2.1.1 Types of Compensatory Spending
There are two broad categories of compensatory spending. Both forms of compensatory
spending are intended to smooth consumption and act as buffers against free-market volatility
without sacrificing the benefits of open economic regimes. Conceptually, all compensatory
spending is artificially-induced consumption. The two principal policy mechanisms governments
have at their disposal are redistribution and market-compensation:
◇ Redistribution: This type of spending directly compensates individuals for their exposure to
free-market volatility. Redistribution serves as ballast against economic volatility because it
indirectly encourages steady consumption which also reduces the amplitude of market cycles.13
Redistributional compensation policies include unemployment insurance, minimum wages,
old-age pensions, relief programs, tax credits, healthcare benefits, and subsidies all of which are
compensation paid to directly to individuals. These redistributional programs also help
discourage precautionary savings which increase consumption.
◇Market-compensation: Compensatory spending that functions by directly consuming market
3Prior to the establishment of the post-Second World War, open economic regime, states relied on pro-
tectionist trade quotas and tariffs to protect domestic free markets from exposure to external risk. However,
these approaches are believed to have contributed to the twenty years crisis and the economic nationalism
that preceded the Second World War. The open economic order that was created following the Second World
War was intentionally designed to reduce trade barriers which were thought to prevent a recurrence of the
economic crises that preceded the Second World War.
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surpluses, especially labor market surpluses. While governments apply this type of compensatory
spending to certain commodity markets, they primarily leverage market-compensation to broadly
reduce labor market volatility.14 Market-compensation is most likely to occur as a policy reaction
to structural labor market adjustments. The two most common forms of market compensation are
public works and military appropriations. These forms of compensation also offer legislators the
opportunity to concentrate spending into specific regions or labor market areas.
The principal difference between the two forms of compensatory spending is whether the
spending compensates individuals to indirectly encourage consumption, or whether it adopts a
direct market-oriented consumption approach. Redistribution in the form of direct transfers to
individuals is intended to encourage individual consumption by providing a social safety net
which indirectly encourages consumption. As a direct government consumption of goods and
services, market-compensation can be responsively directed toward certain sectors of the
economy or toward specific regions.
2.1.2 Differing Marginal Utilities of Consumption
As compensation for exposure to economic uncertainty, redistribution disproportionately
increases the consumption of discretionary goods. The marginal utility of consumption is a
measure of the willingness to expend income on a consumable good or service. Economic
uncertainty or sagging labor markets cause a general decline in the marginal utility of
consumption. In other words, when individuals feel economically threatened, their propensity to
curtail consumption increases in order to accumulate more precautionary savings. Economists
often refer to this as an increased preference for liquidity.15 Liquidity measures how easily one
resource can be exchanged for another type of resource. Greater liquidity reduces economic risk,
and the most liquid asset an individual can own is cash.
As economic insecurity increases, the general marginal utility of consumption declines, and
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preferences for liquidity increase. Many of the original arguments for social insurance programs
were made to prevent loss of consumer confidence which could trigger mass precautionary
savings. Loss of confidence and mass precautionary savings were believed to be one of the
underlying causes of the Great Depression (Keynes, 1936). During the Great Depression, U.S.
financial institutions and investors had significant cash reserves but they refused to spend or invest
these reserves due to immense economic uncertainty. However, the variation in the marginal
utility of consumption depends on whether a good is a necessity or a discretionary consumer
good.
Economic pressure affects the marginal utility of the consumption of different categories of
goods and services differently. The marginal utility of consumption for necessities is likely to
remain high in periods of economic uncertainty. Necessities and semi-necessities include goods
and services such as housing, healthcare, utilities, and food. Although structural labor market
adjustments may increase economic uncertainty and the propensity for precautionary savings, the
marginal utility of consumption for necessities will remain high.
Economic pressure is more likely to reduce consumption of discretionary goods. Consumer
discretionary goods are non-essential personal items such as electronics, recreational and leisure
equipment, apparel, and transportation. As exposure to economic risk increases, the marginal
utility of consumption for discretionary goods decreases more rapidly than it does for necessities.
Consumers will reduce discretionary spending before they will reduce spending on necessities.
As a consequence of the different marginal utilities of consumption, sagging labor markets or
structural adjustments will cause a more significant reduction in the consumption of discretionary
goods and have a less significant impact on necessities.
Within economies running trade deficits such as the American economy, the distinction
between necessities and consumer discretionary goods is important. Necessities tend to be
produced domestically and more consumer discretionary goods are imported. The effect of
economic downturns on discretionary goods is greater than the effect on the consumption of
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necessities. Stimulative programs often increase the consumption of discretionary goods more
than they increase the consumption of necessities. In countries that import a significant volume of
discretionary goods, the long-term benefits of stimulative programs that involved direct transfers
to individuals tend to accrue in foreign labor markets.
2.1.3 Compensatory Spending and the Balance of Trade
The balance of trade has significant repercussions for compensatory spending. The principal
intent of these programs is to reduce exposure to external risk by smoothing consumption. Since
the economic benefit of compensatory spending centers on consumption, a significant portion of
compensatory spending’s benefits accrue to the producers of the goods and services. In the case
of redistribution, the balance of trade influences the markets in which those economic benefits
accrue.
◇ Redistribution with a Trade Surplus: The ideal situation for redistributional spending is in a
country with a trade surplus. Since countries with a trade surplus are able to export market
surpluses, redistribution predominately compensates constituents for exposure to the turbulence
of open economic regimes. The additional consumption encouraged by redistribution increases
the consumption of domestic goods and services which stimulates the domestic economy. The
increase in domestic consumption has a multiplier effect on the domestic economy. The
multiplier effect occurs because increased consumption of domestic goods and services increases
the demand for labor which reduces unemployment, increases wages, and encourages capital
investment in domestic industries.
◇ Redistribution with a Trade Deficit: In countries with large trade deficits, many of the economic
benefits of redistribution are likely to accrue in foreign labor markets. If a significant portion of
compensatory spending stimulates the consumption of imports, then that portion of economic
benefit “leaks” to foreign labor markets (Keynes, 1936).16 Increased consumption of imports
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causes foreign labor markets to expand which also increases investment in countries producing
imports. As a consequence, trade deficits can make redistributional spending programs
economically counterproductive. Since redistribution may divert resources away from the
economy, countries with trade deficits are more likely to fund redistributional programs through
deficit spending.
Direct market-compensation is affected differently by the balance of trade. The advantage of
market-consumption is that it can be specifically focused on increasing the consumption of
domestic goods and services. This reduces leakage that occurs when compensatory redistribution
increases the consumption of imports. As long as it does not divert resources away from
exporting industries, market-compensation has a stimulative effect on the domestic economy.
◇Market-compensation with a Trade Surplus: With a trade surplus, market-compensation is less
likely to occur because countries are already producing more than they consume. In some, limited
circumstances, compensatory spending may be employed to stimulate the economy in regional,
comparatively disadvantaged labor market areas. For example, military materiel appropriations
might shift toward economically disadvantaged areas to provide an economic stimulus to those
regions.
◇Market-compensation with a Trade Deficit: Market-compensation is more likely to occur in
countries with a trade deficit. Countries with a trade deficit are consuming more than they
produce which implies that there is a surplus of production capacity and labor. In such countries,
structural labor market adjustments are likely to trigger market-compensation. Trade deficits also
make it more difficult for markets to absorb trade-induced structural adjustments which further
increases demands for compensation. Since regions with the greatest comparative advantage are
likely to have the highest exposure to external risk, direct compensatory spending is likely to
occur in regions with the greatest comparative advantage. This also implies that this type of
compensatory spending does not necessarily flow toward the most economically disadvantaged
labor market areas or the poorest regions.
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Trade Surplus Trade Deficit
Redistribu-
tion
Mitigates market volatility Mitigates market volatility
More domestic goods consumed More imports consumed
Domestic labor markets benefit Foreign labor markets benefit
Market-
compensation
Mitigates structural adjustments Mitigates structural adjustments
Unlikely to occur Consumes market surpluses
May compete with exports Advantaged regions benefit
Table 2.1: Compensation Type & Balance of Trade.
Trade imbalances do not necessarily trigger structural adjustments. Other factors such as the
balance of capital may offset the macroeconomic impacts of trade imbalances that may make
protracted trade deficits workable.
The two forms of compensatory spending are not mutually exclusive. The balance of trade
shifts the economic benefits of each type of spending; however, legislative preferences are likely
to be tempered by the dominant constituent groups. Since open economic regimes produce
persistent levels of market volatility, compensation in the form of redistribution or social welfare
programs will be relatively persistent. As market-compensation is a response to structural
adjustments, this form of compensatory spending will tend to occur during specific periods.
Direct market-compensation such as surges in military appropriations should occur as lagged
responses to structural adjustments or following other more extreme forms of economic volatility.
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2.2 American Compensatory Spending
Within the American economy, compensatory spending reduces constituents’ exposure to
external risk without sacrificing the benefits of open economic regimes. Compensation is usually
associated with the establishment of welfare and social insurance programs, but it can also
include direct compensatory governmental consumption of goods and services. The underlying
rationale for these compensatory programs is to insure constituents against market turbulence by
adding an economic ballast to consumption smoothing.17
Since the mid-1970s, the U.S. economy has maintained consistent trade deficits which has
caused many of the economic benefits of redistribution to accumulate to labor markets in other
countries. With a persistent trade deficit, a portion of the stimulative benefits leaks to the labor
markets in the countries producing U.S. imports. Since diverting sufficient resources away from
the U.S. economy to support these programs would slow the US economy and become
economically counterproductive, the U.S. government tends to run budget deficits to support
social insurance programs. The resistance of the US dollar to significant inflationary pressure
helps sustain long-term trade deficits.
2.2.1 Sustainable US Deficits
From an abstract, macroeconomic perspective, deficit-funded social insurance programs
should result in inflation. Governments frequently cover their debt obligations by increasing the
supply of money which devalues the currency and causes inflation. However, the fact that the US
dollar is resistant to inflationary pressure that results from deficit spending helps sustain persistent
trade imbalances. In most cases, inflation would devalue the dollar making imports more
expensive and exports less expensive. Inflation of the dollar would reduce or reverse trade
imbalances. However, three factors limit the dollar’s sensitivity to inflation. First, the dollar still
functions as the global reserve currency despite the collapse of the gold standard. As the US
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expands the supply of currency to cover its obligations, foreign institutions continue to
accumulate dollars as a reserve currency. The foreign accumulation of U.S. currency helps keep
inflation low by reducing the available money supply. Another factor that sustains the appeal of
the dollar as a reserve currency is the fact that a number of countries and institutions issue
dollar-denominated debt. Due to the stability of the US dollar, investing in dollar-denominated
bonds reduces currency risk for investors. The prevalence of dollar-denominated debt reinforces
the use of the dollar as a reserve currency.
Second, the U.S. maintains a significant inflow or “balance of capital” that offsets much of
the trade imbalance (Obstfeld, 2012). A significant portion of this capital inflow is generated
through the issuance of U.S. treasury bonds foreign investment in the U.S. stock market,
corporate bonds, and direct investment. Another contributing factor is that since the early 1990s,
U.S. investors have made significant investments in foreign markets. A significant portion of
these investments have flowed to Brazil, Russia, India and China — the BRIC emerging markets.
The profits from these overseas capital investments flow back to U.S. investors. Arguably, the
portion of U.S. redistributional spending that contributes to the consumption of Chinese
manufacturing imports profits U.S. investors in emerging market.
The final factor is the movement toward vertical production models. Under vertical
production models, corporations based in the United States move the labor-intensive phases of
production to foreign labor markets that have an abundance of low-cost labor. Hundreds of U.S.
companies have moved the manufacturing phases of their enterprises to emerging markets such as
China. These vertical production arrangements also tend to benefit emerging labor markets and
US investors. As China has become one the largest suppliers of U.S. manufacturing imports, the
economic benefits of redistributional programs stimulate the Chinese labor market and return
profits to investors in emerging markets.
From a general theory perspective of compensatory spending, direct government
consumption of private sector goods and services is a more effective response to significant
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disruptions to the economy or the adverse impacts of structural adjustments than direct transfers
to individuals. With persistent trade deficits, redistribution has little impact on the consumption of
domestic goods. This limits the stimulative benefits of redistribution on US labor markets. As a
consequence, direct government consumption has become a more effective method to compensate
for significant market disruptions such as structural adjustments.
2.2.2 PNTR and the Early-2000s Structural Adjustment
The US economy underwent a significant structural adjustment in the 2000s. While structural
adjustments can result from a number of causes, structural adjustments during this period were
induced by a shift in comparative advantages between the US and China. The shift has been
attributed to China’s 2001 ascendency to the World Trade Organization. However, the more
proximate cause is likely the U.S. Congress granting permanent normal trade relations (PNTR)
status to China in 2000 ("Public Law 106-286," 2000). While tariff duties on Chinese imports
were generally low prior to the PNTR, the maintenance of normal trade relations (NTR) with
China required annual renewals from Congress. Under the Trade Act of 1974, Congress
designated China a non-market economy. Originally established under the 1930 Smoot-Hawley
Tariff Act, higher non-NTR tariffs were assigned to non-market economies such as China, but
these could be removed through the annual awarding of NTR status.4 Any failure to renew
China’s NTR status would result in a sudden jump in tariffs on imports from China. The
uncertainty that resulted from this annual requirement discouraged firms from investing in
Chinese manufacturing (Pierce & Schott, 2016).
4Prior to 1998, PNTR was formally referred to as most favored nation (MFN). Under U.S. law, the legal
meaning of MFN means equal or “nondiscriminatory” treatment in international trade. In 1998, Congress
replaced the term MFN with “normal trade relations” or NTR within U.S. law (Pregelj, 2005). For many
decades, human rights activists lobbied against granting China a favorable status over China’s intense repres-
sion of the Uighur minority and the brutal crackdown against Chinese dissidents during the 1989 Tiananmen
Square protests. Despite the fact that the two terms have exactly the same legal definitions, American
political commentator Reihan Morshed Salam (2018) argued that re-branding “most favored nation” as
“normal trade relations” had an anodyne-effect making the permanent normalization of trade with China
more politically palatable and reduced support for addressing concerns of human rights activist.
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As China has an abundance of low-wage labor, PNTR status increased incentives for firms to
invest in labor-intensive manufacturing facilities in China. The initial proposal came in 1998 from
the Clinton Administration. While it took two years for the resolution to be voted on in Congress,
the initiative received bipartisan congressional support and the resolution became law within the
first year of the Bush Administration in 2001. Many of the firms that invested in Chinese
manufacturing were based in the United States and could adopt more efficient vertical production
models buy moving more labor-intensive manufacturing phases of production to China while also
maintaining business units in the US that required a more skilled workforce. Throughout the
1980s and 1990s, China had also made considerable investments in economic reforms to attract
foreign direct investment by fostering technological and industrial development in urban areas
(Naughton, 2006). China further encouraged this trend by offering subsidies to their burgeoning
manufacturing sector and developing their manufacturing sector by completely phasing out export
licensing requirements (Haley & Haley, 2013).
The impact PNTR had on the balance of trade between the US and China was immediate and
dramatic (Figure 2.1). The decade prior to the PNTR represented a remarkably robust period of
growth for the US economy. Despite starting the decade with a two-year recession, the 1990s
were one of longest sustained economic expansions in U.S. history (Krueger & Solow, 2002).
Beyond quickly erasing 1990-1991 recessionary losses, the US economy added an additional 21
million nonfarm payroll jobs between 1992 and 1999 (Hatch & Clinton, 2000). Private-sector
employment in 1999 was 20.5 percent higher than in the pre-recessionary levels observed in
1989. At the end of the decade, one out of every five U.S. employees was in a job that did not
exist during the prior decade.
Prior to the PNTR, the U.S. manufacturing sector was remarkably stable for nearly a
generation. Total U.S. manufacturing sector employment remained relatively unchanged from
1965 through 2000 (Pierce & Schott, 2016) and was particularly stable throughout the 1990s.
According to economic census Community Business Pattern (CBP)18 data, there were 17.0
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million manufacturing sector jobs in 1991 compared to 17.1 million at the end of the decade.5
The stability of the manufacturing sector in the 1990’s endured despite deep military
spending cuts at the end of the Cold War. These defense spending cuts caused significant declines
in defense-industry manufacturing. Aircraft manufacturing lost 216,000 workers which was
almost half of the workers in that sector. Guided missile and space vehicle manufacturing shed
another 106,000 jobs which was 54.6 percent of the sector’s workforce. Despite losing nearly
550,000 defense-industry manufacturing sector jobs between 1989 and 1999, U.S. economic
growth was robust enough that the overall U.S. manufacturing sector added a modest number of
jobs by the end of the decade
Many of these economic gains began to unravel in 2000. The main cause of this reversal was
the surge in imported Chinese manufacturing goods that started with the PNTR. The share of
imports from low-income countries rose from 15 percent in 2000 to 28 percent in 2007. China
accounted for 89 percent of this growth (Autor, Dorn, & Hanson, 2013). In absolute terms, this
represented an annual increase of $212 billion in Chinese manufacturing imports which
accounted for 4.6 percent of U.S. GDP going toward the consumption of Chinese imports. Since
many Chinese manufacturing imports also tended to be discretionary consumer products,
redistributional compensation disproportionately increases the consumption of Chinese imports.
In contrast to the job growth and stability of the manufacturing sector during the 1990s, the,
the leakage of spending on Chinese manufacturing imports caused a contraction in U.S. labor
markets that was concentrated in the manufacturing sectors. Between 2000 and 2011, the U.S.
5The North American Free Trade Agreement (NAFTA) also had minor effects on the US labor markets
during this period. NAFTA was signed in 1994 and produced modest aggregated welfare gains. Consistent
with expectations from either a Heckscher-Ohlin or Richardo-Viner model, NAFTA appears to have predomi-
nately redistributed income from low-wage, blue-collar workers to workers with college educations (McLaren
& Hakobyan, 2016). With more college-educated workers in the US than in Mexico, blue-collar workers
in the US faced increased competition with Mexican blue-collar workers, which tended to depress wages;
whereas, real wages increased slightly for college-educated workers in the US in the years following NAFTA.
This effect tended to be restricted to a limited number of sectors (eg., textiles and footwear industries), and
to regions isolated from labor markets with significant exposure to trade in these sectors.
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Figure 2.1: US balance of trade since 1960. (Source: US Census Bureau)
manufacturing sector lost 5.7 million jobs with a majority is these losses occurring prior to 2007
(Acemoglu, Autor, Dorn, Hanson, & Brendan, 2016). These losses were widely distributed as the
upstream manufactures of the intermediate products used to make final consumable products
suffered as well (Pierce & Schott, 2016). Following the Ricardo-Viner model, some portion of the
losses in the manufacturing were absorbed into stronger preforming and less import-sensitive
sectors such as the service sector (Feenstra & Taylor, 2010; Viner, 1937). However, the loss of
domestic consumption caused by manufacturing sector job losses extended job losses in other
sectors that were not directly exposed to import competition and the U.S. economy shed millions
of jobs across multiple sectors. As this process unfolded, constituents and legislators began
seeking policy solutions to compensate for the economic uncertainty and loss induced by the
structural labor market adjustment in the early 2000s.
2.2.3 Alternatives to Military-Industrial Compensation
The American Recovery and Reinvestment Act (ARRA) of 2009 illustrates some of the
challenges inherent in alternatives to compensatory military-industrial spending. The ARRA was
an $840 billion mixture of redistributional spending, healthcare subsidies, relief payments,
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educational grants, tax credits, investments in renewable energy, and infrastructure projects.
Initial annual ARRA expenditures began at $114 billion in 2009 and peaked at $235 billion in
2011 before falling back to $147 billion in 2012 (CBO, 2015).
The peak economic impact of ARRA occurred in 2012 when the legislative measure was
reported to have directly funded 113,000 full-time jobs which is less than the number of jobs
created by several individual major weapon system programs (CBO, 2013). In 2012, the most
optimistic Congressional Budget Office (CBO) assessment was that the ARRA created a
combined total of 200,000 to 1 million direct and indirect jobs, which was still considerably less
than estimates of jobs created by military materiel appropriation surges in the 2000s. Subsequent
revised estimates ranged from ARRA having no statistically significant impact on U.S. labor
markets to it adding approximately 300,000 jobs to the U.S. economy. The ARRA also included
more than $100 billion in new infrastructure spending. One of the problems with the legislation
was the lack of new infrastructure projects that were readily available. Despite the increased
allocation of federal funding for infrastructure projects, government infrastructure spending
actually declined in the years following the enactment of the ARRA (Worstall, 2013). Instead of
requiring new infrastructure, the US needed repairs to existing infrastructure which does not
produce a significant number of jobs. In terms of the ARRA’s long-run macroeconomic impact,
the CBO eventually concluded that the ARRA had “no effect on employment” and that the ARRA
resulted in a slight loss of aggregate U.S. economic output (CBO, 2015).
The problem with ARRA was that the legislation did little to directly increase consumption
and the question is, did the spending significantly increase employment (Fitzgerald, 2009)? The
redistributional aspects of the bill were spread too thinly to alter consumption or increase
consumer confidence. A significant portion of redistributional spending, relief payments, and tax
cuts went primarily toward reducing personal debt which had no stimulative economic benefit.
Economic Sciences Nobel Laurate Paul Krugman argued that the ARRA tended to help
individuals least affected by the economic downturn at the expense of those most effected
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(Krugman, 2008). Other economists argued that long-term projects such as infrastructure
spending would have been more effective as a second tranche of stimulative spending. More
short-term “quick-hitting expenditures” (Esdall, 2009) were needed instead of those included in
the ARRA. An example of a quick-hitting expenditure that surfaced during these debates was a
rapid increase in military procurement.
A similar dilemma had surfaced during the New Deal in the 1930s. While there is substantial
nostalgia surrounding New Deal infrastructure projects, peak employment achieved under these
programs did not result from infrastructure spending. In fact, peak New Deal employment was
not achieved until many Works Progress Administration programs shifted toward building
military infrastructure and equipment. Often omitted from romanticized accounts, the highest
levels of New Deal employment were achieved as spending on public works transitioned to
constructing armories, airfields, and other infrastructure that would facilitate the rapid
militarization of the U.S. economy. For example, U.S. aircraft carrier construction started in the
mid-1930s as a public works program and was also a major source of New Deal jobs. The largest
sources of New Deal jobs came through financial reforms and loans. Throughout the 1930s, the
U.S. government made billions in financial assistance loans and supported industries by
purchasing exchange-traded securities (Hyman, 2019; Olson, 2017). These government loans
were made through the New Deal’s Reconstruction Finance Corporation and two-thirds of these
loans were made to support the rapid expansion of the defense sector. Through these loans, the
U.S. government eventually acquired a dominant position within a number of defense industries
by the end of the 1930s (White, 2005). The militarization of many New Deal programs coincided
with the peak levels of employment achieved under these programs. In many European
economies during the 1930s, military materiel acquisitions were similarly leveraged as a public
policy instrument to reduce unemployment (Paukert & Richards, 1991). Not unlike the 2000s,
1930’s military-industrial spending in the US was a quick-hitting policy option that could be
rapidly scaled to stimulate labor markets.
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2.3 American Military-Industrial Compensation
As a compensatory policy reaction to trade-induced labor market adjustments, military
materiel spending surges are a more effective economic stimulus that other forms of
compensatory spending. The 2000s trade-induced structural adjustment increased demand for
compensation. The proximate cause of early 2000s structural adjustments was increased Chinese
manufacturing import penetration, a fact that was not well-known to policy makers and
constituents. There are three factors that make military-industrial compensatory spending more
likely — persistent trade deficits, labor intensity, and partisan consensus.
2.3.1 Trade Deficits, Labor Intensity, & Partisan Consensus
◇ Persistent trade deficits: A as form of compensatory spending, direct market compensation
is a more effective economic stimulus because persistent trade deficits cause many of the
economic benefits of redistribution to accumulate in foreign labor markets. One aspect of the
American economy that makes this leakage more acute is the fact that that the majority of imports
tend to be discretionary consumer goods. The marginal utility of consumption decreases more
rapidly for discretionary consumer imports than it does for domestically produced necessities.
Redistribution that affects consumption will primarily increase consumption of discretionary
consumer imports.
◇ High labor intensity of materiel spending: As a form of direct market compensation,
military-industrial spending is more labor intensive that other forms of compensatory spending.
Since employment is the primary mechanism by which economic benefits or compensatory
spending are transmitted to constituents, military-industrial compensation has an advantage over
other forms of compensatory spending. The United States’ military materiel appropriations are
technologically advanced highly specialized systems that require a high number of skilled
workers to produce. The production of combat aircraft, warships, armored fighting vehicles,
85
military satellite constellations, guided munitions, hypersonic ballistic missile interceptors, and
command, control, intelligence, surveillance, and reconnaissance systems are all labor-intensive
goods and services.
While the growing complexity of modern weapons has increased the labor-intensity within
the military-industrial complex, the labor intensity in other forms of government consumption has
declined. In infrastructure projects, mechanization has replaced the need for large numbers of
unskilled labor. Replication of many of the works programs of the 1930s with contemporary
“shovel ready” projects will not have a significant impact on employment which significantly
reduces the stimulative effectiveness of the spending. The economic impact of New Deal
infrastructure spending is also nostalgically overstated and the stimulative programs were much
more complex that simply spending on infrastructure.19 Planning infrastructure projects is time
consuming which further diminishes infrastructure spending as an economic stimulus.
◇ Bipartisan consensus: In the current economic climate, military spending attracts broad
bipartisan support, but for different underlying economic reasons. This trend is a broad
generalization. In absolute terms, House Districts held by Democrats receive large shares of
military materiel appropriations. Two of the highest concentrations of military materiel spending
are the San Francisco Bay Area and Seattle, traditionally Democratic districts. There is a rough
equivalency in the amount of military spending that flows to Democratic and Republican political
districts. However, two-thirds of the House Districts that are highly dependent on military
appropriations are represented by Republicans (Thorpe, 2010). There is also a rural bias favoring
military spending that contributes to the Republican pro-military spending stance.20 While
Democratic districts tend to be less dependent on military appropriations spending, the political
importance of military appropriations will increase when labor markets undergo structural
adjustments. This generates a strong bipartisan support for military spending that is likely to be
stronger when U.S. labor markets are stressed.
The 2000’s shift toward compensatory military industrial spending is reflected is an abrupt
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departure from the spending patterns that had been established in the preceding decade. The
1990s represented a long period of sustained job growth which generated few incentives for
market compensation or direct governmental consumption to stabilize markets. In the post-Cold
War period of the 1990s, U.S. military materiel appropriations had remained remarkably stable.
In inflation adjusted dollars, materiel appropriations were $182 billion in 1990 and $181 billion in
1999 (Ellman, Livergood, Morrow, & Sanders, 2011).6 Manufacturing sector employment had
also remained stable throughout the 1990s starting at 17.0 million in 1991 and adding 100,000
additional jobs to end the decade with 17.1 million jobs (Acemoglu et al., 2016). Contrary to
popular perception, aggregate U.S. manufacturing sector employment had been remarkably stable
since the mid-1960s (Pierce & Schott, 2016). In absolute terms, U.S. manufacturing sector jobs
were stable for about 35 years from 1965 until 2000. These modest sector gains came despite the
loss of 550,000 defense-industry manufacturing jobs in the first two years of the 1990s. Large
employment gains were made across a number of sectors, but especially in the service,
information technology, and financial sectors. Overall, the U.S. economy added an astonishing 21
million jobs during the last eight years of the 1990s.
Increasing import penetration induced a labor market adjustment in the 2000s which led
constituents to demand compensation for increased economic insecurity resulting from exposure
to open economic regimes. According to CBP data, the U.S. manufacturing sector abruptly lost
5.7 million jobs between 2001 and 2007. The cause of this structural adjustment was the
permanent normalization of trade relations between the US and China along with China’s
ascendency to the World Trade Organization (WTO) which shifted comparative manufacturing
advantages in China’s favor. Multinational corporations, including a number of firms based in the
US, rapidly moved the manufacturing phases of production to China to take advantage of China’s
abundance of labor while keeping segments of their businesses that required skilled workers in
the US or other advanced economies. The resulting capital flows from this shift benefited U.S.
6Figures are adjusted for inflation to reflect constant 2017 US dollars.
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investors and Chinese manufacturing goods surged on global markets.
With sagging labor markets, demand for market compensation increased in the early 2000s.
Persistent trade deficits, a bipartisan consensus, and high labor-intensity of materiel
appropriations encouraged policy makers to channel compensatory spending into
military-industrial compensation. U.S. economic data indicates that within the American
economy, redistributional compensation exacerbates trade deficits and does little to stimulate
domestic consumption or domestic labor markets. Since many Chinese imports are predominately
discretionary consumer goods, redistribution can increase the consumption of imported
discretionary consumer goods without increasing the consumption of domestically produced
necessities. In contrast to redistributional compensation, there is evidence that direct market
compensation is a more efficient method to stimulate the consumption of domestic goods.
2.3.2 Military-Industrial Market Compensation
As a compensatory policy response to the 2000s economic downturn, annual U.S. military
appropriations surged from $189 in 2001 to $412 million in 2008 which represented a 118 percent
increase in materiel acquisitions (Ellman et al., 2011; Schwartz, Sargent, & Mann, 2018). These
levels of materiel spending exceeded peak Cold War era acquisitions including the spending that
occurred during the Korean and Vietnam Wars. While much of this spending is associated with
the post-9/11 wars, in reality, the overwhelming majority of this spending flowed toward military
materiel and weapons systems that were outdated and saw little to no use in the post-9/11 wars.
The majority of the signature weapon systems used in these conflicts were designed or
conceptualized in the 1970s and first manufactured in the 1980s. The post-9/11 military spending
surges predominately flowed toward labor intensive systems designed for high-intensity interstate
conflicts against future near-peer competitors. These weapons systems had little utility in the
counterinsurgencies of the post-9/11 wars. By the late 2000s, U.S. materiel spending exceeded
the increase in manufacturing imports and helped compensate for the rapid decline in national
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labor markets.
Job losses in the US during the 2000’s were also concentrated into labor market areas with a
high manufacturing dependency. However, some of these losses were offset by growth in the
service and financial sectors. The gains and losses largely occurred within different labor markets
areas, which is characteristic of structural adjustment. However, the aggregated jobs losses still
numbered in the millions. As a consequence of the job losses and economic insecurity of
structural adjustment, demand for compensatory spending increased.
Military-industrial compensatory spending is not intended to compensate the
military-industrial complex. Rather, the principal aim of military-industrial compensation, the
ultimate aim, is to increase the consumption of labor which is generated by consuming
domestically produced goods and services. These materiel appropriations have the advantage of
being labor intensive. Like transitions in the civilian sector, significant portions of military
materiel appropriations have transitioned from manufacturing sectors into service sectors. As a
form of compensatory spending, military materiel appropriations can rapidly compensate labor
markets for structural adjustments. As labor is mobile between industries, absorbing excess labor
through military appropriations broadly distributes economic benefits across affected labor
market areas.
The 2000’s labor market adjustment was a necessary but not the only incentive to trigger
military-industrial compensatory spending. Compensatory military spending was directed toward
labor market areas with existing defense industries that could be expanded into areas with
industries that could then be converted to military uses. This also allows compensatory military
spending to capitalize on existing accumulations of capital goods.
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2.4 Military-Industrial Compensation Hypotheses
In this study, the theory of military-industrial compensation will be subdivided into
hypotheses concerning its economic impacts. Since labor market performance and
trade-imbalances vary over time, the underlying economic incentives for compensatory spending
will also vary. These economic incentives will be observed and measured using quantitative
methods. Quantitative evidence that materiel spending surges did improve labor market
performance during economic down turns will also be presented. A second aspect of testing the
American military-industrial compensation will be to examine political intervention to increase
materiel spending and whether this intervention was linked to labor market performance.
2.4.1 Economic Hypotheses
While materiel acquisitions will undoubtedly create jobs, the question is whether materiel
appropriations have a stimulative effect on labor markets. In strong economies, the diversion of
resources to defense industries can be economically counterproductive. In the 1990s, a number of
economists argued this specific point. Trade imbalances were low, and the economy was
undergoing a significant expansion. Many economists argued that the defense industry was
consuming labor that was needed to support the expansion of the U.S. economy (Uchtelle,
1990).7 However, the same is not true during labor markets adjustments. In contrast to demand
for labor in the 1990s, the labor market adjustment of the 2000s created a surplus of labor.
Military materiel appropriations were in competition with other goods and services. Thus during
the late 2000s, military spending should have had an aggregate positive effect on employment
which leads to hypothesis 1a:
7Samuel M. Ehrenhalt and Audrey Freedman were two economists at the U.S. Bureau of Labor Statistics
(BLS) who predicted the demand increase in demand for labor in the 1990s (Chira, 1989). Their economic
predictions were also supported by Howard Fullerton, a BLS demographic statistician who predicted that as
the last of the “baby boomers” entered the workforce in the late 1980s, the demand for labor would begin
to outstrip supply in the 1990s.
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H1a: The post-2000 trade-induced labor market adjustments generated political-economic
incentives to engage in compensatory military-industrial spending that were absent in the 1990s.
The second hypothesis questions whether the surges in military spending in the 2000s did
actually compensate for the effects of the trade-induced adjustments. Compensatory materiel
spending should have had a positive impact on labor markets during labor market adjustments.
Thus:
H1b: textitPost-2000 military-industrial spending surges compensated for labor market effects of
a trade-induced adjustment.
2.4.2 Political Intervention
A second aspect of the military-industrial compensation hypothesis is testing whether
legislative intervention into materiel spending decisions was linked to labor market performance.
This hypothesis helps rule out other explanations for the spending surges of the 2000’s such as
security policy concerns and whether legislative preferences for these were being driven by
considerations for the wars in Iraq and Afghanistan. Thus:
H2: Legislative interventions into post-2000s military spending decisions stemmed from labor
market concerns.
The method for examining this hypothesis will be largely qualitative. In part, this can be
demonstrated by an assessment of spending priorities, and whether they are linked to national
security concerns.
The subsequent two chapters will examine these hypotheses. The two economic hypotheses
will be considered in a single, empirical chapter. The hypothesis on political intervention with be
assessed in a subsequent chapter.
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ENDNOTES
6 Transaction Costs and Liberal Economic Regimes: Due to transactional costs there can be no truly free
market. However, societies and their governments have significant incentives to drive down transactional costs. In
large part, the purpose of public goods such as national security, law enforcement, and judiciaries is to lower
transactional costs and encourage trade. The concept of transaction costs stems from Ronald H Coase’s “The Nature
of the Firm” (1937) and “The Problem of Social Cost” (1960). Transactional cost can imply a number of ancillary
costs such as informational and bargaining costs which reduce incentives to trade. The most significant cost generally
entails policing and enforcement costs which are generally ensured by governments and funded through taxation.
Government protections guarantee property rights by protecting against material expropriation or safeguarding
investments in intellectual property.
7 Balance of Trade & Balance of Capital: In many ways, current account deficits are reductionist
oversimplifications of the current economic system that can be traced back to sixteenth-century mercantilism. From a
mercantilist perspective, long-term trade imbalances are unsustainable. However, modern financial systems are more
complex than these simplistic mercantilist models suggest. In the American economy, trade imbalances are largely
offset by capital inflows which means the US can sustain significant long-term trade imbalances (Obstfeld, 2012).
The importation of goods generated significant trade deficits; however, trade deficits do not take into account capital
flows. Beginning in the 1990s, American investors began heavily investing in growing foreign markets. In pursuit of
cheap labor, many American corporations also shifted toward vertical production models which is another form of
foreign investment. Vertical production often entails shifting the labor-intensive phase of production to countries with
cheap labor. These overseas investments generate a flow of capital returning to domestic investors. Today, US trade
deficits are largely offset by the balance of capital. The US economy benefits from a significant flow of capital
generated by the ownership of foreign assets or through foreign direct investment. This relationship implies that
many of the economic benefits of US redistributional programs accrue within foreign labor markets and the domestic
owners of capital. Given the tendency for wage-growth to lag behind inflation and the uneven distribution of equity
ownership, the structure of deficit-financed redistributional programs, combined with the US trade deficit, may
exasperate US economic inequality.
8 A Brief History of Capitalism: Understanding free-market capitalism requires a brief summary of how
capitalist free markets evolved. While there are competing definitions of capitalism, a majority of economists
commonly use capitalism which most accurately equated to market capitalism to refer to the open market-based
economic regimes that replace mercantilism. Usually this definition is reduced to the private ownership of the means
of production. However, this is in contrast to socialists who tend to base their definitions of capitalism on social class
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hierarchies or European caste systems.
Competing Definitions of Capitalism: Market capitalism has grown to refer to the decentralized free market
systems first described by David Hume (1752), Adam Smith (1778), and David Ricardo (1817). Although, the term
capitalism was not applied to these economic concepts until much later in the nineteenth century. Capitalism
eventually came to describe the free market system that replaced mercantilism. In this context, capitalism is an
economic system in which individuals voluntarily exchange goods, services, and wage labor — where prices,
production, and the distribution of goods and labor are determined by free market competition — and private control
of the means of production distinguishes capitalism from older state-controlled command economies. The central
role that the expansion of money — capital — played in the development of free markets is the reason that many
economists refer to open free market systems as capitalism. However, opposed to these economic definitions,
capitalism was also used to describe a social hierarchy in nineteenth century France.
Socialists tend to use the term capitalism to focus on uneven distributions of wealth rather than to describe
a market-based economic system. The actual word capitalism was first coined by mid-nineteenth century socialists to
describe their opposition. However, the term capitalist is much older, and has existed in French literature since the
seventeenth century to define the wealthy and landed aristocratic upper class. The word capital originally stems from
term caput which is a Latin term that was often used to refer to heads of cattle. In antiquity, head of cattle were
frequently used as a measure of wealth. The term capital was eventually applied to money along with other movable
assets or property. Capitalistes or capitalists first appears in the 1633 edition of the journal Hollandische Mercurius
(Braudel, 1979, p. 232). In this context, capitalist was used to refer to a member of the aristocratic class.
The first use of the term capitalism originated with mid-nineteenth century French socialists Pierre-Joseph
Prodhon, a self-described anarchist, and Louis Blanc, a politician (Braudel, 1979). Their use of the capitalism was
used to describe the mid-nineteenth century French social hierarchy or ancien régime class structures that survived
the French Revolution. Ironically, early socialist definition of capitalism refers to a class structure that conflicted with
market capitalism. While Karl Marx (1848, 1867) seldom used the term capitalism, his frequent use of the term
‘capitalist mode of production’ is consistent with the social or class hierarchy that early French socialists associate
with the term. Marx also heavily stresses a similar social class structure.
However, the concept of market capitalism also began to be applied to the development of liberal free
market economic systems in the nineteenth century. Due to the significance role capital or money plays in supporting
transactions in free market systems, capitalism became synonymous with free markets. Under market capitalism,
market demand is driven by what consumers are willing to pay for a product. Since value-maximizing consumers
what the highest quality product at the lowest price, producers must allocate resources to their most highly valued
uses which encourages efficiency (Smith, 1776). Since individuals also compete for the best wages, competitive labor
markets also tend to produce more efficient distributions of labor. Most significantly, the expansion of the use of
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money allowed laypeople to sell their labor for wages or financial capital which led to the eventually demise of
centrally-managed command economies. This transition to competitive labor markets originated in the agrarian
sector.
Early Agrarian Capitalism: Arab traders introduced Europeans to early modern capitalism in the cities of
Venice, Genoa, and Pisa during the fifteenth century (Koehler, 2014). While money had been in use in Europe for
centuries, money was only used on a limited scale prior the introduction of Islamic banking and bookkeeping
practices (Warburton, 2003). With the spread of Islam and expansion of Islamic trade, Baghdad became the medieval
center for banking innovation. Islamic societies developed sophisticated forms of banking and bookkeeping which
spread among their Mediterranean trading partners. This spread also facilitated the adoption of Indo-Arabic
numerical systems across Europe. Adoption of Arab bookkeeping practices facilitated the rise of the Italian Medici
Banks which subsequently led to the rapid increase in the supply and use of money across European economies. Prior
to this period, commodities were most often traded for other commodities which restricted free trades and stifled the
development market-based labor systems.
While capitalism facilitated free trade, the increased use of money in European economies led to the
establishment of labor markets (Brenner, 1982). Expansion of the use of money led directly to the commodification
of labor. As the supply of financial capital in the form of money increased, workers became able sell their labor for
wages which created a new labor market system that competed with older guild, feudal, and manorial labor systems.
Competitive labor markets first arose in agrarian markets because other sectors were dominated by trade guilds or
journeyman appetence systems. By the sixteenth century, agrarian capitalism began replacing serf-based manorial
and feudal systems in England. In stark contrast to the stagnation of manorial and feudal systems, the development of
market competition forced landowners to become more efficient or be forced out of agricultural markets. Nascent
labor markets also began to reduce the coercive power held by aristocratic landowners.
The commodification of labor spread to colonies through indentured servitude which threatened the landed
colonial aristocrats and ancien régime caste systems in the colonies. This threat led to the expansion of chattel slavery
or other coercive forms of forced labor. In British colonies, chattel slavery was used to reduce reliance on indentured
servants that were becoming a growing threat to the power of landed aristocrats. Despite the majority of abducted
Africans being sent to Spanish colonies, the Spanish also made extensive use of coercive forced labor practices such
as encomiendas, repartimientos, the selling of convict labor, and debt peonage. As state-sanctioned alternatives to
chattel slavery, these practices decimated Indian populations in the Spanish colonies (Reséndez, 2016). Encomiendas
and repartimientos were brutally coercive labor practices that granted landed aristocrats the legal authority to forcibly
extract labor from Indian populations in colonies in the Americas and in the Philippines. Encomieda began in Spain
as a forced labor system that was implemented as Spanish Christians began reclaiming territory from the Muslim
Moors in the fourteenth century. As part of a number of legal reforms in the colonies in 1542, the Spanish monarchy
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prohibited the enslavement of Indians. As a substitute, the Spanish monarchy instituted repartimientos which was
loosely adopted from the ancien régime practice of corvée. Repartimientos was a system that allowed the colonial
Spanish owners of plantations, mines and shipyards to forcibly demand unpaid labor from Indian tribes a form of
tribute. This system ensured a constant flow of resources back to Spain from its colonies which appeased
mercantilists. The systems were typically more difficult to eradicate because there were typically few records kept of
repartimiento laborers or the amounts of labor extracted from Indian tribes. These coercive practices were also part of
an effort to preserve Spanish caste system that was beginning to fade in the Americas. After the Spanish monarchy
banned the enslavement of Indians, the practices of repartimientos increased in the New World and often persisted
after the formal abolishment of chattel slavery. These practices also provided a template for the establishment of Jim
Crow laws in the American South following the U.S. abolishment of slavery. All of these practices shared the
common goal which was maintaining the power of landed aristocratic elites over the working masses. However, by
the nineteenth and early twentieth centuries, the enfranchisement of the masses through competitive labor markets led
to the establishment of increasingly more liberal democratic regimes as a compromise between propertied elites and
increasingly powerful labor classes.
The Conflict between Domestic Capitalism and International Mercantilism: Although agrarian capitalism
was beginning to take hold with domestic European economies, mercantilism still dominated international trade, and
internationally-traded commodities were still primarily produced by non-capitalist means of production. A
fundamental tenant of mercantilism was the belief that the global wealth was constant, and that a state could only
increase their own wealth or power at the expense of another state. The belief in mercantilism led states to compete
through territorial conquest and extractive colonial practices. For three centuries, mercantilism was supported by
strong state-controlled command economies that included the subsidization of industries, state-backed monopolies,
price regulation, and colonialization.
The zero-sum tenants of mercantilism were not challenged until the late eighteenth-century when
economists such as David Hume (1752) and Adam Smith (1778) argued that national wealth could be created. In the
nineteenth century, the mechanization of agriculture and industrial revolution further accelerated the decentralized
control of economies through the demise of many guild, journeyman or coercive labor systems. Industrialists
replaced mercantilists, and capitalist labor market systems became a dominate mode of production in the nineteenth
century. While industrialization played an important role in the transformation to free market systems, it was
expansion of capital and commodification of labor on free markets that enabled the industrial revolution.
Capitalism — More Prosperity, More Freedoms, and New Risks: In contrast to mercantilism, the
responsibility of governments became promoting free markets rather than centrally controlling the means of
production. The value of colonial possessions declined. An individual’s ability to sell their labor for wages led to the
creation of a politically powerful middle class. Within this context, a capitalist is defined as an individual that
95
supports the principles of liberal free markets. In the latter half of the twentieth century, capitalist countries have
consistently experienced more rapid economic growth, are associated with higher levels of individualism, innovation,
and more liberal and democratic forms of government (Dahl, 1971, Mukand & Rodrik, 2015, Preworski, 1991,
Rueschemyer, Stephens & Stephens, 1992). However, capitalism created new trading regimes which created a new
set of risks and conflicts. Open economic regimes exposed labor markets to external trade-induced risks and created
new economic conflicts between states in the twentieth century. To support free-market capitalism, governments had
to learn to develop new policies to compensate for increased exposure to external trade-induced risk.
9 The Creative Destruction within Free Markets: Coining the phrase creative destruction, Schumpeter (1950)
echoes Karl Marx and Friedrich Engels’ criticism that capitalist systems are volatile cycles of creation and
destruction. A great deal of criticism of capitalist markets stems from Marx and Engels’ observations. As
economists, Marx and Engels (1848) argue that market capitalism ceaselessly destroys and reconfigures economic
orders while devaluing existing wealth in order to create new wealth. Transferring the means of production to a
centrally controlled system was argued to reduce much of this turbulent creative destruction and create more
equitable distributions of wealth. While Marxist theories often fuel populist political rhetoric, Marx’s economic
theories are functionalist arguments and class reductionist which limit their applicability (Giddens, 1981). Marx also
drew the majority of his economic observations from the early to mid-1800s when industrialization was urbanizing
societies—a period which predates many compensatory government spending programs. Marx’s economic
observations also tend to predate much of the cultural and political ascendency of the middle class.
Marx’s writings are not necessarily teleological, but many Marxist interpretations evolved into extremely
teleological theories. The teleological nature of many Marxist interpretations view the private ownership of property
associated with capitalism as a sociological phase in human development that will inevitably lead toward a socialist
economic system. In many regards, compensatory spending is the free-market solution to many of Marx’s critical
observations. In the 1930s, a number of Marxists saw compensatory spending as a capitalist means of inhibiting
natural progression toward centrally planned, socialist societies. The contemporary debate on compensatory spending
programs appears to have changed because the popular definition of socialism has drifted away from its original
definition of being a centrally planned economy. Contemporary definitions of socialism generally refer to the
governmental provision of social services which more accurately should be described as compensatory spending.
Perhaps due to the evolution of compensatory spending programs, the creative destruction of free markets
has evolved to being a social positive. Schumpeter, Marx, Engels, and Polanyi (1944) saw this creative destruction
process as exacting a heavy and unsustainable toll on the working class. Compensatory spending, along with more
emphasis in leveraging monetary policy, has reduced exposure to much of the economic volatility of open economic
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regimes. Today, the failure of obsolete industries and their replacement with newer, more-innovative industries, is
seen as progress and a natural market occurrence.
10 Structural Adjustment versus Structural Adjustment Programs: Structural adjustments are changes in a
country’s economic framework that are oriented toward increasing international competitiveness. While structural
adjustments are economic processes that occur as part of open economic regimes, the term “structural adjustment”
has become associated with several proscriptive International Monetary Fund (IMF) and the World Bank poverty
reduction programs. The first Structural Adjustment Programmes (SAPs) began in the 1950s as loans to developing
countries. These early programs have been criticized because they tended to focus on extracting resources from
developing countries for the benefit of Organization for Economic Co-operation and Development (OECD) countries
rather than increasing the competitiveness of least developed countries. Since the 1990s, structural adjustments have
also become associated with neoliberalism or the Washington Consensus, a term coined by John Williamson (1989).
The Washington Consensus is a set of narrow prescriptions for structural reforms that focuses on trade liberalization,
deregulation, and privatization. Ironically for constituents in developing countries, Washington Consensus reforms
also ignore the concept of compensatory spending as insurance against exposure to open economic regimes. These
narrow policies are proscriptive in nature and tend to protect the economic interests of OECD donor states. More
recently, these proscriptive policies have focused on preserving liquidity and stability in international debt markets
which principally benefits bond investors from wealthy IMF donor states.
11 Compensation for Free-Market Volatility: The risks that volatile self-regulating markets transmit to
individuals through labor markets were critical issues for many mid-twentieth century economists and sociologists.
Reflecting on the Great Depression and the twenty-years crisis that preceded the Second World War, economists such
as Karl Polanyi (1944) and Joseph Alois Schumpeter (1950) argue that the volatility of self-regulating markets made
free market capitalism unsustainable and ultimately, doomed. Acknowledging the economic volatility of
self-regulating markets, many liberal economists warned that retreating from open free-market systems would
threaten advances in civil liberties and lead to the demise of democratic systems of governance. In the Road to
Serfdom, Friedrich Hayek (1944) argued that planned economies eventually produced the authoritarian regimes as
observed in Nazi Germany and Fascist Italy. Open free market regimes also produced more efficient economies
which lead to higher general levels of prosperity. The compromise between the competing view were increased
government expenditures which evolved into the contemporary welfare state.
One of the reasons that Hayek (1944) does not resonate with contemporary readers is that the American
definition of socialism is inconsistent and differs from the European definition. Hayek is highly critical of socialism
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but used the term with reference to centrally planned economic systems. Hayek considered himself a liberal and
supported free, self-regulating markets. In contemporary American vernacular, socialism is often used
interchangeably with welfare-state, social insurance programs, or other forms of compensatory spending even though,
at the start, these concepts were distinct from each other. In the 1930’s, American socialists were often opposed to
many welfare programs arguing that they were attempts to delay the inevitable collapse of capitalism. Definitions
also often do not travel well with regard to language and geography. For example, many politicians of the American
Left have claimed that the Nordic states are socialist countries despite a number of European economists arguing that
the Nordic states are liberal, free-market capitalist systems (Grant, 2015; Sanandaji, 2016). After the 2016 U.S.
presidential hopefuls repeatedly referred to the Nordic states as socialist, the Danish Prime Minister responded by
publically stating that American politicians should stop insulting Denmark with socialist slurs (Jackson, 2015).
12 Architects of Early Social Insurance Programs: Reducing economic volatility without sacrificing economic
benefits was a key concern of policy makers like Henry Dexter White during the Roosevelt administration. Henry
Dexter White (first hired to work at the US Treasury Department by Jacob Viner), was one of the architects of
President Franklin D. Roosevelt’s New Deal policies in the 1930’s which introduced many US social welfare
programs and compensatory spending (Ruggie, 1982). Many of John Maynard Keynes’ arguments from A Treatise
on Money (1930) and General Theory of Employment, Interest, and Money (1936) were adopted by New Deal social
welfare policies. White and Keynes were also two of the principal architects of the Bretton Woods system that
dominated economic policy following the Second World War. While the Bretton Woods system had its flaws such as
its reliance on the gold standard, the system was designed to reduce economic volatility while allowing open,
self-regulating free markets to thrive. Many of the economists at Bretton Woods believed that strong social welfare
systems would promote resilient labor markets which would in turn promote open economic regimes.
Although White was one of the policy architects of a system that helped perpetuate sustainable and open
free market systems, the irony is that he was labeled a communist sympathizer. At the outset of the Cold War, White
was called to testify before the U.S. House Un-American Activities Committee (HUAC) for contact with a Soviet spy
named Whittaker Chambers. White died of a heart attack in 1948 soon after completing his HUAC testimony. Many
of the allegations against White were also connected to his role in the development of compensatory spending under
President Franklin Roosevelt’s New Deal. A number of McCarthy Republicans claimed that White had promoted
socialism with these programs. Following White’s death, Joseph McCarthy publically accused White of being a
communist sympathizer. Whittaker Chambers eventually renounced communism and was posthumously awarded the
U.S. Presidential Medal of Freedom by President Ronald Reagan in 1984. After Chamber’s renouncement of
communism, he claimed that he did have contact with White, but that White was never helpful to the Soviet cause.
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Chambers stated he thought that White believed he could manipulate the Soviet Union. Despite being labeled a
communist sympathizer, in the 1930s and 1940s, many socialists had denounced White’s welfare policies as
perpetuating capitalism at the expense of the working class.
13 Economic Insecurity, Redistribution, and Consumption: One of the early arguments for social insurance
programs was that they reduce the propensity to hoard cash which increases consumption. The decrease in individual
economic insecurity increases consumption by discouraging precautionary savings. The propensity to save is also
referred to as a liquidity preference. When individuals face economic uncertainty from impending job loss, infirmity,
or aging out of the workforce, they tend to respond by increasing their propensity to save income. From a Keynesian
economic perspective, saved income reduces consumption which slows the economy, reduces employment, and
amplifies market cycles (Keynes, 1930, 1936). Redistributional compensation reduces economic insecurity and the
propensity to save which smooths consumption, adds ballast to the economy, and increases the stability of labor
markets.
14 Compensatory Consumption within Certain Commodity Markets and: Given the high volatility of certain
commodity markets, a number of governments have programs to purchase commodity surpluses. Many governments
absorb agricultural commodities by purchasing market surpluses which helps stabilize prices. These programs do not
necessarily increase consumption, but they can help insure domestic agricultural producers against the price volatility
of agricultural commodity markets. Governmental clearing of agricultural commodity surpluses are often transferred
to food aid programs and distributed to developing markets. Some of the main beneficiaries of these food aid
programs are agricultural conglomerates and shipping corporations from the donor states.
15 Marginal Utility of Consumption and Liquidity Preferences: This concept stems from Keynes’ well-worn
argument from A Treatise on Money (1930). One of Keynes’ observation from the Great Depression was that many
Americas had significant cash reserves; banks and corporations also had significant cash reserves but were reluctant
to invest in the US economy (Hyman, 2019). This was despite the fact that the United States had emerged from the
First World War as the world’s largest creditor. Keynes argued that the “propensity to hoard” cash rather consume
goods and services was one of the main causes of the Great Depression. According to Keynes, as individuals feel
increasingly insecure, they tend to divert portions of their income into precautionary savings which reduces
consumption and leads to higher unemployment. As unemployment increases, individuals feel even more insecure
which translates into subsequent cycles of precautionary savings, increasingly lower levels of consumption, and even
higher unemployment. This is the underlying rationale for the Consumer Confidence Index and is also referred to as
the “liquidity preference.” Keynes further argued that governments should develop programs that increase
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consumption and discourage savings.
These arguments evolved into arguments to support more contemporary social insurance programs such as
those contained in the New Deal. Keynes’ theories have been disputed by notable economists such as Milton
Friedman, a monetarist, and James M. Buchanan, a behavioral economist. Friedman and Buchanan do not directly
refute many of Keynes policy proscriptions. Rather they argue that implementing Keynesian-type economic policies
are political impossibilities because they would require politicians act as dispassionate economic technocrats
unswayed by the short-term concerns of constituents. Other economists have argued that adoption of Keynesian-type
economic policies has led to rampant consumerism which deters the average American from accumulating wealth
and leads to greater wealth inequality. Canadian economist Alex Tabarrok argues that “even if Keynesian economics
works in theory, Keynesian politics fails in practice — at least in a Democracy” (McArdle, 2011).
Keynes was denounced throughout most of his life by the political left for advancing the interests of
capitalists at the expense of the working class. However, Keynesian economics has undergone two revivals
principally driven, ironically, by politicians from the left. While Keynes died in 1946, portions of Keynes theories
saw their first revival in the 1960s. A second revival of Keynes occurred during the economic crisis of the 2000s. The
two prominent Keynesian enthusiasts leading the second Keynesian revival were U.S. President Barrack Obama and
U.K. Prime Minister Gordon Brown. Keynesian politics are often selective interpretations of portions of Keynes
theories designed to serve political agendas. For example, Keynes is often used to justify increasing government
budgets in times of recession. However, Keynes was opposed to attempting countercyclical social welfare programs
with and open international free-trade systems. Few contemporary invocations of Keynes include his concerns
regarding trade-induced economic volatility or his concerns over trade imbalances. Keynes argued that offering social
welfare programs in countries running trade deficits was economically self-defeating which is why he often argued
countries should strive to moderating trade imbalances. Keynes also caution against prolonged periods of deficit
spending and would be alarmed by today’s deficits. Contrary to most political rhetoric on Keynesian economics,
Keynes argued against governments carrying deficits except during the most extreme economic downturns such as
the Great Depression.
16 Vertical Production and Leakage: Leakage also occurs as a result of transnational corporations with vertical
production structures. Under vertical production, industries move the labor-intensive portion of their production to
low-wage countries which causes an accrual of economic benefits to low-wage workers in exporting countries rather
than within domestic markets.
17 American Compensatory Spending: Although limited instances of welfare spending did exist in the 1930s,
Franklin Delano Roosevelt’s New Deal was a significant expansion of compensatory spending within the American
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economy. Roosevelt and his administration were heavily influenced by Keynes’ A Treatise on Money (1930) and The
General Theory of Employment, Interest, and Money (1936) as well as by John Stuart Mill’s On Liberty (1859) in
creating the New Deal. In 1935, when the New Deal was launched, U.S. unemployment was 17.2 percent. Thus, the
central aim of New Deal spending programs was to stimulate the economy by creating jobs. Programs such as the
Civilian Conservation Corps and the Public Works Administration were two of the economic “priming the pump”
methods to stimulate the economy.
18 CBP versus BLS data: Community Business Pattern (CBP) and Bureau of Labor Statics (BLS) employment
data differ slightly for this period because they use different methods to collect data. However, the two data sources
generally agree. CBP data consists of data from annual extension of the quinquennial economic censuses, federal
administrative records, and business surveys. BLS aggregates Employment and Wage (also known as ES-202) data
which employers are required to submit annually. Employers subject to unemployment compensation laws are
required to submit these reports quarterly. CBP data are annual, industry-level estimates for the month of March
whereas BLS averages monthly employment data for each year. Some sector level inconsistencies also arise because
the North American Industry Classification System (NAISC) is updated every five years with the quinquennial
economic censuses. The NAISC also replaced Standard Industry Codes (SIC) in 1997. One of the largest differences
is that CBP data excludes most government employees while BLS includes civilian government employees. Finally,
BLS also includes some agricultural and household employees that are excluded in CBP data. (Source: US
Department of Commerce, Bureau of Economic Analysis.)
19 New Deal Rhetoric and Reality: A significant misunderstanding of the New Deal jobs programs is that they
were quickly enacted and the scale of the problems confronting the US economy. The emphasis on infrastructure
disregards that New Deal spending also included spending on the arts, archaeology, historical preservation, and a
substantial volume of New Deal spending dedicated to the military. Following the stock market crash on October 24,
1929, crushing job losses followed. In less than a year, unemployment climbed from 1.5 million to 7.5 million. By
the time Roosevelt was inaugurated in 1933, the number of unemployed had increased to 12 million which at the time
represented one in five American jobs disappearing within four years. A year later, unemployment peaked at 12.8
million or just under 25 percent unemployment. Unemployment dropped to 7.7 million or 14 percent unemployment
by 1937, but surged back to 10.3 million unemployed in 1938 or roughly 19 percent unemployment. US
unemployment did not drop under 10 percent until the US initiated the draft in 1940. Between 1940 and 1943, US
unemployment fell from 14.6 percent to 1.9 percent which was lower than pre-depression levels.
Many of the jobs programs of the New Deal have been also nostalgically re-conceptualized as having been
“shovel ready” projects. Most New Deal programs were not so-called shovel ready and took years to create. Much of
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the political rhetoric supporting the 2009 economic stimulus package referenced the New Deal spending of the
1930s. While often associated with the New Deal, the term shovel ready did not emerge until the mid-1990s. The
term later took on a negative connotation after being associated with the 2009 American Recovery and Reinvestment
Act (ARRA). Shovel ready is used to describe infrastructure projects that can have an immediate impact on
employment. As previously stated, with the decline in infrastructure spending in the years following the enactment of
the ARRA, attempts to rapidly expand infrastructure projects often did not have the intended economic impacts.
Infrastructure spending actually declined under the ARRA because the government faced challenges in identifying a
sufficient number of infrastructure projects to implement rapidly (Worstall, 2013).
Reminiscences of New Deal jobs programs also tend to be overly nostalgic and misrepresentative of the
time it took many of these programs to be created. On June 16, 1933, the National Industrial Recovery Act (NIRA) of
1933 laid the framework to establish a myriad of organizations such as the Civilian Conservation Corps (1933-1942),
the Federal Emergency Administration of Public Works (1933-1935) the Federal Emergency Relief Administration
(1933-1935), the National Recovery Administration (1933-1935), the Reconstruction Finance Corporation
(1933-1957) and the Civil Works Administration (1933-1934). The “Emergency Relief Appropriation Act” of 1935
established several new organizations including the Resettlement Administration (1935-1937), the Farm Security
Administration (1935-1947), and the National Youth Administration (1936-1943). The 1935 act also renamed the
Federal Emergency Relief Administration (1933-1935) as the Works Progress Administration (1935-1943) and the
Federal Emergency Administration of Public Works as the Public Works Administration (1935-1944). The Works
Progress Administration (WPA) and the Public Works Administration (PWA) are often confused, one for the other.
However, the WPA was significantly smaller than the PWA, and the WPA included many controversial programs
such as Federal Project Number One that employed 40,000 writers, artists, musicians, and actors. By far the largest
of all these programs was the PWA which underwent a significant expansion as part of the militarization of the U.S.
economy in the years preceding the entry of the US into the Second World War.
A number of New Deal programs continued to survive long after the end of the Second World War. These
organizations included the Social Security Administration, the Federal Deposit Insurance Corporation, the Rural
Electrification Administration, the Tennessee Valley Authority, the Farm Security Administration (renamed the
Farmers Home Administration in 1946 and transferred to the USDA Rural Development Agency in 2006), the
National Labor Relations Board, Glass-Steagall Act (repealed in 1996), and the Federal Crop Insurance Corporation
(renamed the Risk Management Agency and transferred to the USDA in 1996.)
An aspect of New Deal programs that is often misconstrued is that the New Deal established itself quickly
when in reality it got off to a quick start by funding existing projects. A number of the early projects funded under the
PWA were already in progress prior to the New Deal and so were indeed shovel ready (Means, 2013). These early
programs were archeological and archeologists were some of the early beneficiaries of New Deal programs. PWA
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projects such as the Hoover Dam were already under construction when the New Deal went into effect and New Deal
programs added workers to this and a number of other ongoing projects.
Figure 2.2: New Deal/PWA-funded USS Enterprise (CV-6):
Most decorate ship of America’s New Deal Navy. Photo was
taken in October 1945, two years before the ship was decom-
missioned. (Source: US Navy Achieves)
Another factor that
is overlooked in the New Deal jobs programs
are the controversies that surrounded the
programs. One criticism of New Deal spending
was that the spending did not flow to the
areas in greatest need. Some of the Nation’s
wealthier regions received about 175 percent
of the per capita spending as poorest regions.
(Lee, 1982, p. 70) Under the Roosevelt
administration, the leading beneficiaries of new
deal spending tended to be swing states rather
than poor states or regions with the highest
unemployment (Lee, 1982). This created a
number of controversies surrounding the New
Deal. Representative Martin Dies (TX-D) was
an outspoken critic of the New Deal programs
claiming that the Roosevelt administration
was paying people to “lean on shovels.”
However, Dies was prone to hyperbole having
once accused a 10-year-old Shirley Temple
of being a leader of “dangerous radicals.”
Robert Moses, a New York Republican, proved
particularly adept at leveraging the partisan politics of New Deal spending to garner disproportionate allocations of
New Deal spending for the New York metropolitan area. There were also widespread allegations that the Democratic
Party used PWA employees during their campaigns for the 1938 Congressional elections. These allegations led to an
alliance between conservative Democrats and Republicans in the passage of the Hatch Act of 1939 that prohibits
federal employees from participating in most political activities. However, these controversies obscure the role that
New Deal programs had in the militarization of the US economy.
The major reason that New Deal dollars tended to flow to wealthier, industrialized regions was because it
played a major role in the late-1930s militarization of the US economy. Defense-industries also happened to be a
major source of employment. The large employment figures associated with New Deal spending came at the end of
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the 1930s which also coincided with the pre-war militarization of the US economy. In the early years of the PWA, the
works programs created only about 1 million jobs. Employment under the PWA peaked at 3.3 million in 1938, but
much of that increase was driven by the transition of the PWA toward military projects (Levine, 2010). The PWA
funded the construction of hundreds of armories across the United States supporting the expansion of the National
Guard. PWA airfields capable of supporting the rapidly organizing Army Air Corps were also constructed.
Roosevelt also enthusiastically supported ship construction because 85 percent of the cost of shipbuilding
went to labor (McBride, 2003). In addition to being the foundational legislation creating the New Deal, the National
Industrial Recovery Act (NIRA) of 1933 also gave Roosevelt the blanket authority to start the construction of
warships and aircraft by executive order. One the same day that Roosevelt signed the NIRA into law, he also signed
an executive order to place thirty-two new U.S. warships under contract which he paid for using $238 million in 1933
public works funding. The shipbuilding contracts also provided a significant economic boost to traditional Democrat
areas. Roosevelt often personally oversaw the selection of shipyards for the construction of warships. By 1939, the
PWA reported the completion of 60 U.S. Navy capital warships and the completion of an additional 66 U.S. Coast
Guard cutters and frigates (Public Works Administration, 1939). At the outset of the Second World War, these Coast
Guard cutters and frigates were integrated into the U.S. Navy and proved invaluable in protecting shipping convoys
and turning the tide during the Battle of the Atlantic. Coast Guard cutters and frigates also protected U.S. troop ships
transiting the Atlantic to North African and the United Kingdom. Two of the U.S. Navy’s earliest aircraft carriers, the
USS Yorktown (CV-5), commissioned in 1937, and the USS Enterprise (CV-6), commissioned in 1938, were PWA
projects (Figure 2.2). The Yorktown was engaged in the Battle of Coral Sea and was sunk by Japanese torpedoes at
the Battle of Midway. The Enterprise was deployed to support the launch the Doolittle Raid, and to fight in the battles
of Midway, Guadalcanal, the Philippine Sea, Leyte Gulf, Iwo Jima, and Okinawa. She became the most decorated
warship to survive the Second World War. After the war, the Enterprise was sold as scrap metal. The PWA also
funded the construction of nearly two dozen destroyers to serve as escorts for the new aircraft carriers (DD-357
through DD-379). One such PWA destroyer was the USS Selfridge (DD-357) that would survive the Japanese attack
at Pearl Harbor and would go on to earn four battle stars fighting in the Pacific theater (Figure 2.3). In the mid-1930s,
the PWA also funded the construction of four battle cruisers (CL-41, CL-42, CL-43, & CA-44), four submarines
(SS-172 through SS-175), and two gunboats (PG-50 & PG51). Most of these PWA ships were constructed in the
Brooklyn Navy Yard. On occasion, the U.S. Navy in the 1930s was referred to as “America’s New Deal Navy.”
While the Civilian Conservation Corps (CCC) tends to invoke sanguine images of workers building trails,
roads, and bridges in bucolic national forests, the CCC partly grew out of efforts to defer monetary compensation for
First World War veterans but, more importantly, gave the U.S. government a supply of pre-trained manpower for the
Second World War draft (Heller, 2009). The organization never engaged in tactical military training, but CCC skills
easily translated into the jobs such as supply sergeants, mess sergeants, cooks, and military engineers. Part of the
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Figure 2.3: New Deal Destroyers — USS Winslow (DD-359), USS Blach (DD-363), and USS Selfridge
(DD-357) — anchored in San Diego Harbor in the late 1930s (Photo: Fred Weiss)
early impetus for the Civilian Conservation Corps stemmed from the demands of First World War veterans. The
World War Adjustment Act of 1924 was intended to compensation First World War draftees that had been
demobilized immediately after the end of the war. Breaking with tradition dating back to the Revolutionary War,
President Woodrow Wilson demobilized First World War veterans with no war-related bonuses — World War
Adjustment Act of 1924 sought to redress Wilson’s decision. Traditionally, these bonuses were intended to enable
demobilizing soldiers return to civilian life and have evolved into the modern G.I. Bill. An early version of the World
War Adjustment Act was vetoed by President Warren G. Harding, a Republican fiscal hawk, in 1922. In 1924,
President Calvin Coolidge became the second Republican president to veto the World War Adjustment Act. Later
that year, Congress passed another version of the bill with a veto-proof majority. However, instead of receiving
immediate cash payments, First World War veterans received Service Certificates which were government bonds
maturing in 20 years. The 20-year maturation was necessary to gain the support of congressional Republican
fiscal-hawks because it allowed the funding for the bill to be accumulated over two decades. The 20-year maturing
bond also prevented First World War veterans from redeeming their war bonuses prior to 1945 (Dickson & Allen,
2006). As unemployment soared in the early 1930s, thousands of veterans known as the Bonus Army or Bonus
Expeditionary Force began protesting in Washington to demand immediate cash redemption of their Service
Certificates. Both the Hoover and the Roosevelt administrations refused to grant early redemption of Service
Certificates. Members of the Hoover administration labeled many of the Army veterans as communist sympathizers.
In 1932, thousands of veterans built shanties and set up tents on the below the capital or along the Anacostia River
until President Herbert Hoover order that the U.S. Army use tank units to destroy the encampments of protesting
veterans. Notably, one of the officers responsible for razing these encampments was Douglas MacArthur. The
encampments returned shortly thereafter. However, to more peacefully defuse the situation in 1933, the Roosevelt
administration instead started offering First World War veterans jobs in the Civilian Conservation Corps. Eleanor
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Roosevelt played a significant role in negotiating CCC jobs for unemployed veterans. By executive order in 1933,
Roosevelt exempted First World War veterans from CCC requirements that they be unmarried and under the age of
25 which allowed thousands of Army veterans into CCC as it was being created (Brands, 2008). Once they took
control of a majority of both the House and the Senate, Democrats voted to allow First World War veterans to claim
their bonuses in 1936 — legislatively nine years early — or eighteen years after the end of the First World War.
The CCC and the Works Progress Administration (WPA) played a significant role in rescuing most military
installations from obsolescence when military budgets were lean in the 1930s (Goodfellow, Nowick, Blackwell, Hart,
& Plimption, 2009, p 32). Tens of thousands CCC and WPA projects expanded military infrastructure at bases such
as Maxwell Field in Alabama, Bolling Field in Washington D.C., Fort Lewis in Washington, Fort Sill in Oklahoma,
Fort Riley in Kansas, Fort Huachuca in Arizona, Fort Benning in Georgia, and Forts Hood, Bullis, Bliss and Sam
Houston in Texas just to name a few. In an extensive study conducted by the Department of Defense Legacy
Program, Susan Goodfellow, Marjorie Nowick, Chad Blackwell, Dan Hart and Kathryn Plimpton (2009) found that
much of the materiel infrastructure necessary for World War II mobilizations was the product of the CCC and WPA.
Today, the U.S. armed forces still use many of the airfields, training facilities, gunnery ranges, and parachute drop
zones constructed by the CCC and WPA in the 1930s.
The CCC also help provide leadership for during the Second World War draft. Army policy was to induct
CCC alumni as corporals or sergeants. The CCC was led by a mix of Reserve and Active Army officers, including
General Douglas MacArthur, which gave the officer corps notable leadership experience. The program also played an
important role in developing systems for mass wartime mobilizations. The CCC camps were the forerunners of
state-side U.S. military training camps and resembled overseas cantonment areas or bases of operations in remote
areas. Constructing camps, roads, and bridges are also essentials skills needed to support offensive ground campaigns
in war-torn countries.
In addition to the CCC and PWA military programs, the New Deal played a critical role in financing the
rapid expansion of the U.S. defense industries. As part of the National Industrial Recovery Act of 1933, Congress
created the Reconstruction Finance Corporation (RFC) to facilitate the growth of industry through financial
assistance programs (Olson, 2017). The RFC also supported industrial expansion through loans and by purchasing
exchange-traded securities or stocks. These programs were originally focused on bolstering the agricultural and
financial sectors. However, two-thirds of RFC’s $20 billion in total loans were made to defense industries. At that
time, $20 billion represented a significant portion of the U.S. GDP. In 1940, Congress created the Defense Plant
Corporation (DPC) which was one of eight government-owned RFC subsidiaries created to manage the militarization
of U.S. industries (Herman, 2013). On top of existing RFC defense-sector loans, the DPC made an additional $9
billion in investments into the defense sector. Through RFC loans and securities purchases, the U.S. government
acquired controlling ownership in a number of vital defense industries such as aircraft manufacturing and
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shipbuilding, and established dominant, government-owned positions among the suppliers of nonferrous metals and
synthetic rubber.
20 Republican Pro-Military Bias: Separate from the political-economic incentives to support materiel
appropriations, rural areas tend to be more supportive of military spending because they have less access to social
services, educational, and employment opportunities. Since most rural areas are represented by Republicans, they
have two additional partisan incentives to support increased military budgets. First, military installations are typically
located in rural regions because they require access to large expanses of land for training. These military bases
generate significant revenues for local retailers and raise property values (Kriesel & Gilbreath, 1994). But the
majority of military spending does not occur near military installations; instead, military spending is
disproportionately concentrated in industrial centers far from rural military installation. However, the rural regions
near military installations have a high level of economic dependency on the base. A second reason Republicans
support increased military budgets is a sociotropic one. Individuals living in rural area are more likely to see military
service as an escape from a place of disadvantage (Scanlan, 2014). Demographically, most military recruits come
from families with above median incomes and tend to be more educated than the average American. However,
military recruits disproportionately come from rural areas (Murphy & Bishop, 2009; O’Hare & Bishop, 2006). Some
reasons rural areas produce a disproportionate number of military recruits include limited accessibility to social
programs, thin labor markets, and lack of nearby educational opportunities. Individuals from these rural areas see
military service as one of a limited number career paths, which could explain why rural communities are more
tolerant of war-related causalities than urban communities (Edwards, 2010).
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CHAPTER 3: EMPIRICAL EXAMINATION OF COMPENSATORY U.S.
MILITARY-INDUSTRIAL SPENDING
Our swollen budgets constantly have been misrepresented to the public. Our government has kept us
in a perpetual state of fear — kept us in a continuous stampede of patriotic fervor — with the cry of
grave national emergency. Always there has been some terrible evil at home or some monstrous
foreign power that was going to gobble us up if we did not blindly rally to furnish the exorbitant funds
demanded. Yet, in retrospect, these disasters seem never to have happened — seem never to have been
quite real.
General Douglas MacArthur
U.S. Army - 1957
Empirical evidence of compensatory U.S. materiel spending is observable in the post-2000
relationship between labor market performance and materiel appropriations. Due to the lagged
effects of increases in manufacturing imports and increases in materiel acquisitions, these effects
become evident between 2005 and 2010. As manufacturing import penetration increased, military
spending surges had an opposing and ameliorating impact on adjustments within certain labor
markets. Since these spending surges are compensatory reactions to trade-induced labor market
adjustments, this positive correlation only emerges once import-sensitivity is integrated into
empirical analysis. The significance of these correlations holds as additional control variables
such as immigration, female workforce participation, and workforce educational attainment are
integrated into the empirical analysis. While a more quantitative analysis method is appropriate
for studying the effects of materiel spending surges, a case-study approach will be used in a
subsequent chapter to assess legislative intervention to garner compensatory spending for their
constituents.
This empirical examination of compensatory U.S. military-industrial spending stems from the
more generalizable compensation hypothesis, with some modifications. While open economic
regimes promote growth, general prosperity, and consumer-oriented cost efficiency; these regimes
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also increase exposure to external risk. The compensation hypothesis states that polities will tend
to seek policies that insure constituents against exposure to external risk, but without sacrificing
the benefits of participation in open economic regimes. Large government expenditures are the
principle mechanism by which societies compensate for external risk exposure in most liberal
economic systems. This relationship produces a well-substantiated correlation between economic
openness and higher levels of government spending (Cameron, 1978; Rodrik, 1998; Ruggie,
1982; Saunders & Klau, 1985; Walter, 2010). However, the existing literature tends to focus on
aggregate social insurance spending or welfare programs rather than more scalable forms of
direct-governmental intervention through market compensation. The modification presented by
this study to the traditional compensation hypothesis is that it evaluates the compensatory
response to a specific trade-induced labor market adjustment.
External risk exposure is transmitted to constituents through a persistent or so-called
“perennial” churn in labor markets and long with more extreme labor market adjustments.
Constituents demand social insurance programs that compensate for the persistent labor market
turbulence associated with liberal economic regimes. Since individually-oriented social insurance
programs often do not effectively compensate for trade-induced labor market adjustments,
governments often implement broader, market-based forms of compensation to directly stimulate
consumption; these forms of compensation also improve labor market performance. Within the
American economy, the largest and most readily scalable form of direct government consumption
is materiel spending on weapons. In contrast to infrastructure spending or other potential forms of
market compensation, including government spending, materiel procurement can be more rapidly
scaled or increased in order to ameliorate the economic impact of structural adjustments. In the
traditional view, military spending is thought to undermine or compete with social welfare
spending. Within the American military-industrial compensations hypothesis, compensatory
materiel spending surges are a form of social insurance intended to ease poor labor market
performance by increasing the demand for labor.
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For the American military-industrial compensation hypothesis to be valid, there must be
quantitative relationships between military spending and prime contract awards that are
demonstrably different in the 1990s than in the 2000s. This is because the U.S. labor markets
underwent a prolonged period of sustained growth in the 1990s as opposed to the trade-induced
adjustment that occurred in the 2000s. As a result, there were few political incentives for
compensatory spending in the 1990s, but such incentives emerged after the labor market
adjustments of the 2000s. In contrast to the 2000s, there is a statistically significant negative
correlation between reductions in prime contract awards and job growth in the 1990s. In other
words, the 1990’s labor markets that experienced military spending cuts also tended to experience
positive job growth. This does not necessarily imply a direct causal relationship between military
spending cuts and job growth during this specific period. Military spending cuts may have had no
direct relationship to the 1990’s job growth. Alternatively, the directionality of causation may
have also been reversed in that strong job growth may have discouraged military materiel
spending. Positive job growth may have also occurred because the capital and labor resources
normally allocated to the defense sectors were put to more effective use in rapidly expanding
labor markets. Nonetheless, the negative correlation between job growth and military spending
cuts explains the lack of political incentives for compensatory military-industrial spending in the
1990s; also, large increases in military spending would have competed for labor and capital
against the production of household consumer goods.
In the absence of consideration for balance of trade effects, the statistical significance of the
relationship between military spending and labor market performance initially appeared
insignificant in the 2000s. However, may have occurred because much of the 2000s-military
spending surges were a compensatory policy reactions to the labor market effects of sudden
increases in manufacturing imports. Surges in prime contract awards often offset the impact of
surging manufacturing imports. As the compensatory spending of the 200s partly offset the
effects of increased import penetration, the compensatory effects of the military spending surge
only become evident once import sensitivity is incorporated into the quantitative analysis. During
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this period, constituents and political leaders were not reacting directly to shifts in the balance of
trade; rather, constituents and political leaders reacted to changes in labor market performance.
This compensatory reaction also explains why the relationship between labor market volatility
and materiel expenditures faded in the 2000s.
It is important when conducting a quantitative analysis to identify and understand the periods
of time when economic incentives to engage in compensatory spending occur. This quantitative
analysis focuses on changes in labor market area performance in five-year increments. In
examinations over longer periods, the relationship between compensatory materiel spending and
labor market performance has less or no apparent statistical significance. The reason for these
differences is that the underlying economic and political incentives to engage in compensatory
materiel spending, along with labor market performance, varies over time. As a consequence of
ever shifting balance of trade, and duration of structural adjustments, correlations between
materiel appropriations and labor market performance also vary over time. Different underlying
economic conditions influenced incentives for compensatory spending throughout the 1990s and
2000s. In quantitative analysis over longer periods, such as a decade, the potential effects of
compensatory spending will wash out yielding what appears to be null or statistically insignificant
results because of variations in the underlying economic and political incentives. Analysis of
individual years may also produce inconclusive results because there are lags between when
trade-imbalances or spending policies occur and when they produce labor market effects.
Five-year increments tend to be long enough periods to capture these lagged effects.
This chapter is organization in three parts. The first part is a general explanation of the data,
and an overview of some general trends in military materiel appropriations in the early 2000s.
The subsequent two sections focus on two hypotheses:
H1.) The post-2000 trade-induced labor market adjustments generated political-economic
incentives to engage in compensatory military-industrial spending that were absent in the 1990s.
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H2.) Post-2000 military-industrial spending surges ameliorated the effects of a trade-induced
adjustment.
The first hypothesis focuses on the difference political incentives to engage in compensatory
military-industrial spending between the 2000s and the 1990s. These relationships help
substantiate the argument that the compensatory materiel spending surges were reactionary. The
second hypothesis takes a closer look at the actual economic impact of materiel spending in the
2000s. While this hypothesis does not capture legislative intent, it does examine whether
compensatory spending ameliorates the effects of labor market adjustments as suggested by
theory. This chapter concludes with a brief assessment of the empirical evidence.
3.1 Data
The data supporting the empirical examination of the U.S. military-industrial compensation
hypothesis is derived from four main sources — U.S. Bureau Labor Statistics, the Census Bureau,
the Department of Agriculture, Economic Research Service, and the Federal Procurement Data
System. Bureau Labor Statistics and Census Bureau data sources are used for demographic and
employment information. The Federal Procurement Data System (FPDS) provides transactional
data on prime contract awards and materiel acquisitions. The FPDS holds information on all
Federal prime contract awards and these can be filtered by department or governmental agency.
Data from these sources will be aggregated into common units of analysis or commuting zones.
Units of Analysis - Commuting Zones: An important aspect of this analysis is the
incorporation of commuting zones (CZs) as the unit of analysis. Utilizing the CZ offers more
accurate results and allows for examination of economic interactions that might be obscured at the
macroeconomic or national levels. CZs were developed as an alternative to arbitrarily relying on
political or administrative boundaries. From an economics perspective, political boundaries are
not always representative of local labor markets; nor are they appropriate units of economic
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analysis. Many existing studies make the mistake of analyzing support for military spending
based on voting districts, counties, city limits, or in some cases, states. Since workers often
commute outside the administrative boundaries in which they reside, political and economic
incentives often extend beyond the administrative district in which the spending occurs. Multiple
administrative political sub-units often function together as a single labor market or economy.
CZs group political administrative units into a hierarchical structure based on commuting-to-work
patterns. Commute-to-work data is collected as part of the U.S. Census. This process accounts for
the impact variations in geography have on labor mobility. Labor mobility tends to be very high
within a CZ; and, conversely, labor mobility tends to be low in relation to industries located
outside the CZ. As a consequence of high, within CZ labor mobility, labor market performance
are distributed within a CZ, and CZs function as intermediate or sub-economies within the
broader national economy.
CZs were initially developed by Charles Tolbert and Molly Sizer (Tolbert & Sizer, 1996)
under the U.S. Department of Agriculture, Rural Economy Division, Economic Research Service.
Commuting zones are synonymous with labor markets.1 This approach identifies meso-level
economic units of analysis by grouping administrative political units into economic subunits. In
the US, there are roughly 3,142 county-equivalent subdivisions. Based on the 2000 Census
commuting data, hierarchical cluster analysis identified 709 CZs in the US that are structured
around these county-equivalent subdivisions. CZs range widely in size. Due to the absence of
commuting in sparsely populated regions, many Alaskan boroughs are in their own CZs. The
largest number of counties in a single CZ are in the Virginia Beach-Norfolk-Newport News CZ
with 19 counties across eastern Virginia extending south into parts of North Carolina.
1The term “labor market” should not be confused with the term “labor market area.” While incorrect,
the term CZ or labor market, is occasionally used interchangeably with the term labor market areas (LMAs).
LMAs have a lower limit of 100,000 people whereas CZs are strictly a product of hierarchical cluster analysis
with no lower limit. Actual LMAs have fallen out of usage. LMAs are often much larger than CZs, and
most researchers deemed LMAs as too large to be useful as a meso-level unit of economic analysis. As a
result, the Economic Research Service stopped estimating LMAs in the 1990s and now only estimates CZs
on a decennial basis. However, the term LMA has persisted.
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CZs vary considerably by populations as well. The average CZ population in 2000 was
441,000. By population, the smaller CZs tend to be in sparsely populated regions, such as
Wyoming, and larger CZs clustered around major metropolitan areas (Table 3.1). The smallest CZ
in 2000 was the Bristol Bay Borough (CZ: 639) in Alaska with a population of 998 individuals.
At 17.9 million, the largest CZ population was in the greater Los Angeles, Long Beach and
Glendale (CZ: 323) area and includes Los Angles, La Paz, Orange, Riverside, San Bernardino and
Ventura counties. Large CZs may also include counties in adjacent states. For example, the New
York-Wayne-White Plains CZ (CZ: 134) includes eight New York state counties plus Bergen,
Hudson, and Passaic Counties in New Jersey. In the New York City case, the three New Jersey
counties are within the city’s commuting zone and function economically as part of New York
City’s labor market.
Rank Commuting Zone Population
1. Los Angeles-Long Beach-Glendale, CA (323) . . . . . . . . . . . . . . . . . . . . . 17,897,496
2. New York-Wayne-White Plains, NY-NJ (134) . . . . . . . . . . . . . . . . . . . . 11,008,016
3. Chicago-Naperville-Joliet, IL (58) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9,050,672
4. Houston-Baytown-Sugarland, TX (9) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5,996,366
5. Newark-Union, NJ-PA (250) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5,372,961
6. San Francisco Bay Area, CA (294) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5,369,098
7. Boston-Quincy-Cambridge-Newton-Framingham, MA (76) . . . . . . . 5,148,477
8. Washington-Arlington -Bethesda-Gaithersburg, DC, VA, MD (74) 5,080,559
9. Atlanta-Sandy Springs-Marietta, GA (141) . . . . . . . . . . . . . . . . . . . . . . . 4,570,154
10. Philadelphia-Trenton-Ewing, PA-NJ (316) . . . . . . . . . . . . . . . . . . . . . . . 4,375,508
Top 10 CZs by 2010 population. Parentheses indicate the 2000 CZ number.
Table 3.1: Top 10 Commuter Zones by Population
Another aspect of military materiel spending that makes CZs a suitable unit of analysis is the
manner in which most prime contracts are managed. Rather than awarding contracts to the
national corporate headquarter, prime contracts tend to be directed toward the local corporate
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office that directly manages the adjacent facilities conducting the work. In many cases, the major
subcontracting locations or local corporate offices are located in urban or downtown business
districts; but the facilities where the work is actually performed are often located in the exurban or
peripheries of major urban areas (Thorpe, 2010, 2014). Unlike aggregating spending data by zip
code, city, congressional district, or county, aggregating by CZ captures both the local
subcontracting headquarters and the production facilities in the same unit of analysis.
Since the 1990s, CZs have gained traction as an intermediate or meso-level economic unit of
analysis. A notable work that incorporated CZs as the unit of analysis is “The China Syndrome:
Local Labor Market Effects of Import Competition in the United States” (Dorn, Gordan &
Hanson, (2013). The quantitative approaches adopted in this research were largely pioneered by
the work of Dorn and Hanson.
Independent Variable - Prime Contract Awards: The data source for military materiel
acquisitions are available through the Federal Procurement Data System. Information on all
government contractual transactions was made publically available through the Federal Funding
Accountability and Transparency Act of 2006, Pub. L. No. 109-282 and Digital Accountability
and Transparency Act of 2013, Pub. L. No. 113-101. Interested parties can make queries on all
federal contracts awarded by the Department of Defense by year. These queries exclude prime
contract obligations that occurred outside the United States. The majority of these contracts made
outside of the United States were in-theater support contracts for the wars in Iraq and Afghanistan
The value of individual transactions ranges broadly. Statute requires that the Department of
Defense enters contractual obligations of $3,000 or more into the system, but it is not uncommon
for obligations of less than $1,000 to routinely be reported in the database for accountability
purposes. Within a given year, the amount for individual contractual awards can range from a few
hundred dollars to somewhere into the billions. Between 2000 and 2007, the number of individual
contract awards exceeding $1 billion varied between eight to ten transactions a year. With thirteen
individual multibillion prime contract obligations, 2008 had the most individual contracts that
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exceeded $ 1 billion. Some examples of obligations that were in excess of $1 billion from 2008
included $1,863,407,908 as an installment on the construction of the USS Gerald R. Ford Aircraft
Carrier, $1,630,919,120 for a batch purchase of 9,300 medium ground-combat vehicles, and
$1,370,670,910 for a batch purchase of UH-60M Black Hawk utility helicopters along with a
$1,205,865,672 maintenance contract. The total number of individual transactions in a given year
ranged from a low of 319,043 contractual obligations in 2001 to a high of 1,468,011 contractual
obligations in 2008. By 2010, the number of individual contractual awards exceeding $1 billion
settled back to six.
Rank Commuting Zone Mean Obligations
1. Washington-Arlington-Bethesda-Gaithersburg, DC, VA, MD (74)* $42,927,872,874
2. Los Angeles-Long Beach-Glendale, CA (323)* . . . . . . . . . . . . . . . . . . . . $16,539,307,152
3. Fort Worth-Arlington, TX (102) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . $13,591,367,814
4. Bridgeport-Hartford-New Haven-Torrington- Willimantic, CT (78) $9,380,111,655
5. San Diego-Carlsbad-San Marcos, CA (902) . . . . . . . . . . . . . . . . . . . . . . . $8,671,397,691
6. Boston-Quincy-Cambridge-Newton-Framingham, MA (76)* . . . . . . . $8,226,023,082
7. St. Louis, MO-IL (2) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . $8,174,864,332
8. Virginia Beach-Norfolk-Newport News, VA-NC (39) . . . . . . . . . . . . . . $7,169,622,748
9. Payson Phoenix-Mesa-Scottsdale, AZ (158) . . . . . . . . . . . . . . . . . . . . . . . $6,084,135,738
10. Baltimore-Towson, MD (36) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . $5,407,178,556
Mean military contract obligations from 1990 through 2010 by CZ. *denotes CZs that are also in the top
10 by population.
Table 3.2: Top 10 Commuter Zones by Materiel Obligations
An important aspect of these spending figures is that they are actual obligations. The
obligation of funds connotes the actual transfer of funding to the producer of military materiel or
services. Tracking obligations provides a more accurate number than tracking appropriations
because appropriations may not be obligated within the same year as they are legislated. Once
contractual obligation authorities are granted or appropriated by the U.S. Congress, the
Department of Defense may have two to three years to obligate the funds to a private vendor. In
limited cases, longer periods between legislated contractual obligation authorities and obligation
may occur. While an unusual occurrence, appropriated funding may also be statutorily rescinded
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and never obligated. In such cases, the funds are returned to the U.S. Department of Treasury.
In absolute terms, prime contract awards or materiel spending tend to be concentrated within
the Northeast, Mid-Atlantic, and Pacific and Gulf Coasts (Figure 3.1). Throughout the 1990s and
the 2000s, the top five states by military spending were California, Virginia, Texas, Maryland, and
Florida with little variation. Six of the top 10 CZs by materiel spending are located within
California, Virginia, Maryland, and Texas (Table ??). While none of Florida’s CZs rank among
the top 10, there are seven CZs in Florida that receive an annual average in excess of $1 billion in
prime contract awards. A significant volume of materiel obligations is also distributed among the
New England states which, from a regional perspective, rival spending in larger states such as
California or Virginia.
Figure 3.1: Mean annual materiel obligations with totals in excess of $500 million per CZ; 2000-
2010. (Source: FPDS)
Dependent & Control Variables - Demographics & Labor Markets: The main dependent
variable is employment, aggregated by CZ. Decennial U.S. Census data provide the demographic
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data used for controls. Employment data is taken from U.S Census. Community Business Pattern
(CBP) data. While CBP data generally agrees with Bureau of Labor Statistics (BLS) data, the two
organizations use different methods to collect data. CBP data are annual extensions of the
quinquennial economic censuses, federal administrative records, and business surveys. Each year,
CBP data are consistently based on estimates for the month of March. The BLS aggregates
annual and quarterly reports from employers to develop monthly estimates that are averaged for
each year.2 One of the largest differences is that CBP data excludes most government employees
while BLS data includes civilian government employees. BLS data also includes some
agricultural and household employees that are excluded in CBP data. In breaking data down by
industry, there are some inconsistencies because of the 1997 transition from Standard Industry
Codes (SIC) to the North American Industry Classification System (NAISC). For the most part,
NASIC codes and be cross-referenced against older SIC codes.
The set of control variables is derived from U.S. census and CBP data. References to BLS
data are also included. Other control variables include percentage of female workforce
participation, percentage of foreign-born as a measure of the impact of immigration, educational
attainment, and manufacturing import sensitivity. Educational attainment, female workforce
participation, and percentage foreign born are controls for other potential factors that may be
influencing changes in employment. To control for CZ population size, some regression models
rely on per-capita prime contract awards rather than the absolute value of prime contract awards.
For example, Los Angeles-Long Beach-Glendale, CA (CZ: 323) has the second highest average
for aggregate prime contract awards. It is also the most populous CZ in the United States;
therefore, changes in the volume of prime contract awards has to be considerably high in order to
impact those labor markets. In smaller labor markets or CZs, a nominal increase in prime contract
awards can have a significant impact on employment.
2These reports are also known as ES-202 reports that employers subject to unemployment compensation
laws are required to submit on a quarterly basis.
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3.2 Empirical Analysis
Empirical analysis conducted in support of the American military industrial compensation
hypothesis centers on understanding the relationship between military materiel spending, and
labor market performance. This analysis is divided into two sections in order to address the two
hypotheses related to the American military-industrial compensatory spending.
3.3 1990’s verses 2000’s Materiel Obligations
The first empirical step is to show an observable difference in patterns of military materiel
spending in the 1990s versus the 2000s. For the military-industrial compensation hypothesis to be
valid, there must be a demonstrably different relationship between materiel spending and labor
markets in the 1990s versus the 2000s. The first hypothesis developed to test the
military-industrial compensation hypothesis is:
H1.) The post-2000 trade-induced labor market adjustments generated political-economic
incentives to engage in compensatory military-industrial spending that were absent in the 1990s.
As the intent behind compensatory spending is to reduce insecurity by ameliorating the economic
effects of structural adjustments, there should be a quantitatively different relationship between
1990 and 2000’s labor market indicators and materiel spending that explains the differences in
terms of the presence of absence of incentives.
The distinction between the two decades were robust job growth in the 1990s as opposed to
the trade-induced structural adjustment of the 2000s. At the beginning of the 1990s, economists
argued that the resources committed to defense industries and the military stymied job growth and
were economically counterproductive allocations of resources (Chira, 1989; Uchtelle, 1990).
They based their argument on a prediction that the 1990s would be a period of rapid job growth,
and several economists argued that excess military spending would syphon resources away from
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supporting growth in the civil sector. The 1990s would prove these predictions to be accurate.
The 1990s represent one of the longest periods of sustained economic expansion and job creation
in U.S. history (Krueger & Solow, 2002). In that decade, the U.S. economy added 21 million
nonfarm payroll jobs, which represented an incredible 20.5 percent increase in private sector
employment (Hatch & Clinton, 2000). This robust growth of 1990’s labor markets generated few
incentives for compensatory materiel appropriations. Under the expanding labor markets of the
1990s, compensatory military-industrial spending was economically counterproductive because it
consumed labor and capital resources that could more effectively be put to use in the production
of privately consumed goods and services. U.S. materiel spending was also remarkably stable
during the 1990s, remaining virtually unchanged from 1990 to 1999.
The principal difference between the 1990s and the 2000s was the effects of a structural
adjustment. The effects of structural adjustments are transmitted to constituents through labor
market performance. In contrast to the roaring job growth of the 1990s, the sagging labor markets
in the 2000’s increased political incentives to engage in compensatory materiel spending. The
rapid expansion of trade deficits induced structural adjustment in U.S. labor markets that
produced a surge in unemployment in manufacturing-dependent regions. This adjustment has also
been referred to as “the great U.S. employment sag of the 2000s” (Acemoglu, Autor, Dorn,
Hanson, & Brendan, 2016).
As shown in previous research, the principal cause of the 2000’s labor market sag was the
surge in Chinese manufacturing imports (Acemoglu et al., 2016; Autor et al., 2013). During this
period, manufacturing imports from low income countries nearly doubled between 2000 and 2007
with Chinese manufacturing imports accounting for 89 percent of this growth (Autor et al., 2013).
The sudden increase in manufacturing imports was the result of a shift in comparative advantages
between the US and China stemming from the permanent normalization of trade relations
(PNTR) and China’s ascendency to the World Trade Organization. The preponderance of these
effects was concentrated in the latter half of the 2000s, which also coincides with the precipitous
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increases in military materiel appropriations.
3.3.1 Jobs and Materiel Budgets
With the end of the Cold War, U.S. military spending rapidly declined. As a result of these
spending cuts, the defense-industry shed 550,000 manufacturing sector jobs in defense industries
in the early 1990s (Thorpe, 2010). These losses were more than offset by robust job growth in the
civil sector. Despite these defense-industry manufacturing losses, the U.S. manufacturing sector
rapidly rebounded and increased slightly from 17 million to 17.1 million by the end of the decade;
labor markets continued to grow in the 1990s despite the turbulence in labor markets with high
dependencies on military spending and the loss of half-a-million-defense manufacturing sector
jobs, This is evident from a simple linear regression model (Equation 3.1).
∆EmploymentLMA ∼ Materiel ObligationsLMA (3.1)
This relationship shows a positive correlation between military spending and job growth only
during the 1990s. However, the results shown in Table 3.3 should not be interpreted as implying a
causal relationship. This model produces low R-squared values meaning military spending does
not explain the variation in labor market performance in the 1990s. The significance of the results
shown in Table 3.3 is that there is no apparent impact of the military spending surges in the 2000s
despite the more than doubling of U.S. materiel spending over a short period (Figure 3.4). Despite
the increase in military materiel spending that slightly exceeded the increase in manufacturing
imports between 2000 and 2008, there is no discernable impact on aggregate employment when
only considering military materiel spending. The question, given the results in Table 3.3 is how
could an increase in military spending that rivaled the surge in manufacturing imports have no




1990-1995 1995-2000 2000-2005 2005-2010
Per-Capita Materiel 9.161∗∗∗ 31.048∗∗∗ 1.479 −1.864∗
Spending (2.560) (4.664) (1.024) (1.107)
Observations 678 681 679 680
Note: Units of analysis are CZs; No scaling. ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Table 3.3
3.3.2 Job Growth and Materiel Budget Cuts
A slight deviation of the model above helps illustrate the lack of political incentives for
compensatory military spending in the 1990s. Again, the statistically significant correlation in the
1990s should not be interpreted as a direct-causal relationships. Much like the preceding model,
this model produces low R-squared values; this means that the change in military spending does
not explain much of the change in the dependent variable. This relationship is intended to
illustrate the lack of political incentives to engage in compensatory spending. In the 1990s,
materiel spending cuts had a negative and statistically significant correlation with the number of
jobs throughout the 1990s (Table 3.4). A simple linear regression of the change in employment
against changes in military spending illustrates this point (Equation 3.1).
∆EmploymentLMA ∼∆ Materiel ObligationsLMA (3.2)
The significance of this negative relationship is that materiel spending cuts have a significant
correlation to positive job growth. In other words, labor markets that did experience materiel
spending cuts still experienced positive job growth during the 1990s. There are a number of
explanations for this relationship. This relationship may validate the prediction of economists
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who argued that the allocation of substantial resources to defense industries would have been
economically counterproductive. Within this model, the relationship between military spending
and job growth also loses its statistical significance in the 2000s.
Dependent variable:
∆ Employment
1990-1995 1995-2000 2000-2005 2005-2010
∆ Per-capita −227.680∗∗∗ −548.541∗∗∗ 0.177 −1.478
Materiel Spending (26.192) (112.514) (1.766) (1.562)
Observations 677 680 679 679
Note: Units of analysis are CZs; No scaling. ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Table 3.4
The implication of the negative correlation between materiel spending cuts and job growth in
the 1990’s explains the lack of political incentives to engage in market compensation. The
principal contributing factors to this statistically significant negative correlation is that job losses
incurred as a result of a decline in defense sector manufacturing jobs were quickly replaced by a
growing labor market. The defense sector shed roughly 550,000 jobs in the first half of the 1990s;
this loss of jobs should have also resulted in the loss of another 500,000 to 1,000,000 indirect jobs,
but did not. As several economists predicted, a second factor is that reductions in prime contract
obligations freed labor and capital resources that could more effectively be put to use to support
the expanding U.S. economy. The data indicates a strong correlation between reductions in prime
contract obligations and strong job growth. This statistically significant negative correlation
illustrates why there was a lack of political incentives to support compensatory military-industrial
spending in the 1990s. The loss of a statistically significant relationship is noteworthy because
materiel acquisitions more than doubled in the 2000s increasing from $189 billion in 2000 to
$412 billion in 2008 (Ellman, Livergood, Morrow, & Sanders, 2011; Schwartz, Sargent, & Mann,
2018). By 2008, military materiel spending increases exceeded the change in manufacturing
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imports. Yet, when import sensitivity is excluded from the analysis, these dramatic increases in
prime contract awards have no apparent effect on labor markets in the 2000’s. However, a closer
examination of the 2000’s labor markets that included consideration of manufacturing import
sensitivity helps illustrate the compensatory impact on materiel spending surges in the 2000s.
3.4 Compensatory Materiel Spending in the 2000s
Political incentives to engage in military-industrial compensatory spending stemmed from
poor labor market performance. Beginning in roughly 2002, U.S. labor markets began a long and
precipitous decline that added approximately 2 million workers to the unemployment rolls
between 2002 and 2004 (Figure 3.2). As many of these job losses were caused by the surge in
Chinese manufacturing import penetration, job losses tended to be concentrated in areas with
higher dependencies on manufacturing. Since unemployment figures do not necessarily capture
long-term unemployment, they are not able to capture the full extent of labor market adjustments.
The close to 4 million job losses that resulted from the structural adjustment of the 2000s
provides more evidence of the low workforce participation ratios (Figure 3.3).
Figure 3.2: US unemployment; 2000-2010. (Source: BLS)
Another trend that illustrates the impact of the labor market adjustments of the 2000’s was the
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decline in the employment-to-population ratio (Figure 3.3). Since unemployment statistics only
include individuals actively seeking employment, unemployment statistics often underestimate
the extent of the shifts in the U.S. labor market. For the Bureau of Labor Statistics (BLS) to count
an individual as unemployed, he or she must have been actively looking for a job in the previous
four weeks. This is a more inclusive measure than simply relying on unemployment insurance
data. However, along with higher unemployment in the 2000s, there was also a significant rise in
the percentage of long-term unemployed. The longer a worker is unemployed, the more likely it
is that the worker will completely leave the workforce. BLS defines long-term unemployment as
being unemployed for at least 27 weeks with the caveat that the individual is continuously seeking
employment. Between 2000 and 2004, the percentage of unemployed workers increased from 12
percent of unemployed workers to approximately 24 percent. By the end of the decade, the
number of long-term unemployed often exceeded 40 percent (Kosanovich & Sherman, 2015).
These numbers may be misleading because they do not include individuals who have stopped
seeking work; this is often the case with individuals who have been unemployed for an excess of
27 weeks. The decline in the employment-to-population ratio illustrates how drastic of an impact
poor labor market performance had on employment in the 2000s.
Figure 3.3: US employment-to-population ratio; 2000-2010. (Source: BLS)
Consistent with expectations, there was also a significant increase in compensatory materiel
129
appropriations in the 2000s. After a decade of stability, materiel appropriations more than
doubled between 2000 and 2008 (Figure 3.4). As labor markets underwent a trade-induced
adjustment, domestic materiel appropriations increased from $189 billion in 2000 to $412 billion
in 2008 (Ellman et al., 2011; Schwartz et al., 2018). While much of this spending is assumed to
have been associated with the post-9/11 conflicts, there is little evidence that much of this
domestic spending was a result of these conflicts. The overwhelming majority of these
acquisitions were weapons systems that were not used in post-9/11 conflicts. Over this same
period, the annual trade imbalance with China increased by $212 billion.
Political support for compensatory military spending is not a direct result from trade
imbalances. Rather, compensatory materiel spending is a reaction to poor labor market
performance. Part of the compensatory political reaction to these job losses was to find policy
solutions to stimulate U.S. job markets. Legislation such as the American Recovery and
Reinvestment Act (ARRA) was one such attempt to mitigate poor labor market performance.
ARRA was largely oriented toward infrastructure spending but this spending had little immediate
or discernable impact on labor market performance. Conversely, the rapid expansion of materiel
procurement added jobs to impacted labor markets in a relatively rapid manner.
Figure 3.4: US Materiel Acquisitions; 2000-2010. (Source: BLS)
While portions of the 2000s-compensatory spending surge flowed toward existing defense
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industries, per-capita prime contract awards significantly increased in a number of additional
areas (Figure 3.5). Spending surges benefited a number of Mid-Atlantic states, but spending
surges spread to more CZs inland. Significant expansions of prime contract awards were spread
across southern states and along the Gulf Coast with significant spending increases clustered in
eastern Texas. A number of individual Mid-Western or North Central CZs also benefited. Along
the Pacific Coast, Northern California and Washington State saw significant increases in prime
contract awards. While Southern California traditionally receives some of the largest shares of
military acquisition spending, prime contract awards in Southern California were virtually
unchanged in absolute and per-capita terms in the 2000s. One reason for the lack of increases in
materiel spending in Southern California is likely due to the size of the greater Los Angles labor
market (CZ:323). With a population of nearly 18 million, most prime contract awards would not
have a statistically significant impact on aggregate employment. This gave legislators
representing Southern California fewer incentives to fight for new prime contract awards.
As the uneven distribution of the compensatory U.S. military spending surge implies,
market-based compensation or direct stimulative government consumption does not necessarily
flow to the labor markets with the greatest need. In terms of increased spending, the Washington,
DC-Arlington, VA-Bethesda-Gaithersburg, MD community zones (CZ:74) saw the largest
increase in prime contract awards. This area also enjoys some of the highest wages in the US.
Similarly, the San Francisco Bay Area CZs (CZ:294) and the surrounding commuter zones, which
tend to be high-wage and low unemployment labor markets, also saw considerable increases in
per-capita prime contract awards. This uneven distribution occurs because a trade-induced
adjustment is a necessary but not sufficient condition for compensatory spending. A pre-existing
industrial base or sector is necessary for compensatory spending. Political influence and elections
may also have considerable influence on where compensatory spending is likely to occur. Similar
challenges arose during compensatory spending associated with the New Deal in the 1930s. One
of the criticisms of New Deal spending was that the majority of the compensatory spending
flowed to wealthier parts of the country rather than to the poorest parts of the country with the
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Figure 3.5: Mean change per-capita prime contract awards from 2000-2002 to 2008-2010. (Source:
FPDS)
highest levels of unemployment. A significant factor cited as to why this occurred is that political
leaders in the late 1930s began to leverage compensatory spending to sway elections in their favor
(Lee, 1982).
3.4.1 Import Sensitivity and Materiel Spending
In the 2000s, the statistically significant impact of materiel spending became apparent in the
latter half of the decade, but only once the effect of manufacturing import penetration was taken
into account. This analysis tests the hypothesis:
H2.) Post-2000 military-industrial spending surges ameliorated the labor market effects of
trade-induced adjustments.
The principal significance of this quantitative finding is that it shows that military spending had
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the opposite effect on labor markets as manufacturing import penetration — which supports the
military-industrial compensation theory. The statistical significance of this relationship appears in
the second half of the decade (Table 3.5). This is likely due to lagged effects of both
compensatory spending surges and increased import penetrations. Although, it should be said, the
manufacturing sector became distressed before there was a significant jump in unemployment.
While the manufacturing sector experienced an adjustment, the service sector saw modest growth
and was able to absorb some of the early losses from the manufacturing sector. As losses in
manufacturing accelerated, they exceeded the capacity of modest growth in other sectors. This
supports the assertion that the 2000’s spending surges were compensatory policy reactions to
manufacturing import penetration. Since the shift in trade imbalances largely occurred within
manufacturing imports, import sensitivity is measured by the concentration of manufacturing





where L(cz,m) is the size of the manufacturing sector per CZ and Lm is the total U.S.
manufacturing sector. M denotes manufacturing imports measured in dollars. The subscript t
denotes the time period.
The reason that the positive correlation between prime contract awards does not emerge until
the 2005-2010 time period is because there is a lagged effect between the initial prime contract
awards and the most labor-intensive phases of materiel acquisition — Congress legislated
significant increases to the aggregate levels of prime contract awards beginning in 2003 with a
number of subsequent spending increases (Figure 3.4).
There is also a lag between the initial investment in a new weapon system and the most
labor-intensive phase of the acquisition process. However, legislation in the 2000s tended to move





Per-Capita Materiel 0.058 0.065 −0.065∗ 0.089∗∗∗
Spending (0.040) (0.041) (0.039) (0.025)
Manufacturing Import −0.039 −0.780∗∗∗
Sensitivity (0.039) (0.025)
Observations 679 679 680 680
R2 0.003 0.005 0.004 0.601
Adjusted R2 0.002 0.002 0.003 0.599
Residual Std. Error 1.016 1.016 1.007 0.638(df = 677) (df = 676) (df = 678) (df = 677)
F Statistic 2.087 1.561 2.836
∗ 508.984∗∗∗
(df = 1; 677) (df = 2; 676) (df = 1; 678) (df = 2; 677)
Note: Unit of analysis CZ; Data rescaled. ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Table 3.5
decade. Initial procurement of major weapon systems begins in research and development and the
production of prototypes for testing. The initial phases of materiel acquisition are referred to as
research, development, testing, and evaluation (RDT&E). Compared to full serial production,
RDT&E tends to employ small handfuls of researchers and engineers. Congress also appropriates
RDT&E separately from procurement appropriations that support the more labor-intensive serial
production. RTD&E phases create a lag between the initiation of most weapon systems
acquisition programs and the more labor-intensive full-serial production. These RTD&E phases
also explain the lagged effect of early surges in materiel spending in the first half of the decade
and the positive correlation with job growth in the second half of the decade.
While the RTD&E phases continued to cause some lag in the initiation of weapon systems
programs and labor-intensive serial production, appropriations for RTD&E did not keep pace with
134
the procurement spending surges of the 2000s. Historically, RTD&E can be as short as three years
or can last as long as a decade depending on the complexity of the weapon system. The
development of new combat aircraft or warships often takes the better part of a decade. During the
materiel spending surges of the 2000s, the percentages of budgetary allocations to RTD&E fell
sharply which helps to further support the American military-industrial compensation hypothesis.
Curtailing RDT&E moves acquisitions into labor-intensive serial-production more rapidly. On
average, during the 1990s, RTD&E accounted for 17 percent of legislated contractual obligation
authorities. Beginning in the early 2000s, legislated RDT&E appropriations dropped sharply to 8
percent of annual contractual obligation authorities (Schwartz et al., 2018). In absolute terms,
RTD&E increased along with surges in procurement spending albeit at a much slower rate.
Beginning in 2007, Congress began reducing RTD&E appropriations in absolute terms while
increasing procurement spending. Since procurement obligation authorities are separate from
RTD&E obligation authorities, the effect of these legislative appropriation decisions is that they
began accelerating weapon systems into more-labor-intensive serial production in the mid-2000s.
These spending decisions decreased the lag between initiating new weapon systems programs and
increases in employment. The 2000’s legislative prioritization of serial procurement over RTD&E
also substantiates the argument that these spending surges were compensatory.
Even with the addition to the legislated increases in procurement, along with the reduction in
the share of spending allocated to RDT&E, the full impact of compensatory military-industrial
spending would not have taken effect until the latter half of the decade. The effects of this
compensatory spending are observable in the quantitative results presented in Table 3.5. However,
this model represents a basic correlation and further controls need to be incorporated to further
substantiate the results.
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3.4.2 Import Sensitivity and Materiel Spending with Controls
A significant and positive relationship between prime contract awards and job growth hold
with the incorporation of control variables. The control variables of interest are educational
attainment, female workforce participation, and the size of the foreign-born population within
each labor market. Educational attainment is defined as having the minimum of a bachelor or
post-secondary undergraduate degree. Consistent with previous research on the impact of Chinese
manufacturing import penetration during this period, the size of the foreign-born population
appears to have a negative correlation with employment. The negative correlation between the
size of foreign-born population and employment only holds in the 2000s. Also consistent with the
findings of existing research is that the number of college-educated workers and females in the
workforce does not have a significant impact on aggregate changes in employment.
As multiple controls are incorporated into the analysis, the statistical significance and the
opposing impacts of materiel appropriations and manufacturing import penetration vary. The
results are consistent as different combinations of control variables are added to the linear
regression model (Table 3.7). These models produce adjusted R2s that are between .61 and .62
indicating that this model explains a significant portion of variation in employment.
3.4.3 Estimated Coefficients
The magnitude of the coefficients indicates that manufacturing import penetration is the
principle driver of the change in employment. While smaller in magnitude, prime contract awards
is the only independent variable that has a positive impact on employment. The positive
relationship supports the compensatory spending hypothesis in that the post-9/11 military
spending surges did have a positive impact on job growth.
Perhaps the magnitude of the coefficient for prime contract awards is lower than the estimated





Per-Capita Materiel 0.064 0.063 0.065 0.086∗∗∗ 0.099∗∗∗ 0.091∗∗∗
Spending (0.039) (0.041) (0.041) (0.025) (0.025) (0.025)
Manufacturing −0.671∗∗∗ −0.123 −0.036 −0.622∗∗∗ −0.683∗∗∗ −0.778∗∗∗
Import Sensitivity (0.091) (0.088) (0.039) (0.042) (0.050) (0.025)
Foreign-Born 0.712∗∗∗ −0.199∗∗∗
Population (0.093) (0.042)




Observations 678 678 678 679 679 679
R2 0.084 0.006 0.008 0.613 0.603 0.602
Adjusted R2 0.080 0.002 0.003 0.611 0.602 0.600
Residual Std. 0.976 1.016 1.016 0.629 0.637 0.638Error
Note: Unit of analysis CZ; Data rescaled. ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Table 3.6
select labor markets. Beneficiary labor markets were often not the labor markets most impacted
by the surge in import penetration and the labor market slump. Compensatory spending is often
disproportionately concentrated for political reasons. Political leaders are not dispassionate
economic technocrats and are often swayed to support the economic interests of key constituent
groups. This disproportionate concentration can occur for a number of political reasons.
Legislators may prioritize the economic interests of constituent groups that factor into elections.
Or, specific regions may have competitive advantages over other regions in attracting
compensatory spending. For example, the San Francisco Bay area (CZ:294) and surrounding
labor markets experienced less of an impact from the surge in manufacturing imports than the
greater Los Angeles area, but received a disproportionately larger increase in prime contract




(1) (2) (3) (4) (5)
Per-capita Materiel 0.089∗∗∗ 0.088∗∗∗ 0.077∗∗∗ 0.101∗∗∗ 0.077∗∗∗
Spending (0.025) (0.025) (0.025) (0.025) (0.026)
Manufacturing −0.780∗∗∗ −0.612∗∗∗ −0.659∗∗∗ −0.681∗∗∗ −0.655∗∗∗
Import Sensitivity (0.025) (0.042) (0.049) (0.050) (0.049)
Foreign-Born −0.208∗∗∗ −0.257∗∗∗ −0.277∗∗∗
Population (0.043) (0.059) (0.060)
Females in −0.050∗∗ −0.038 −0.055∗∗
Workforce (0.024) (0.024) (0.024)
College 0.099 −0.114∗∗ 0.116
Graduates (0.070) (0.051) (0.071)
Constant 0.008 0.005 0.005 0.007 0.005
(0.024) (0.024) (0.024) (0.024) (0.024)
Observations 680 679 679 679 679
R2 0.601 0.616 0.614 0.605 0.617
Adjusted R2 0.599 0.613 0.612 0.603 0.614
Residual Std. 0.638 0.628 0.629 0.636 0.627Error
Note: Unit of analysis CZ; Data rescaled. ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Table 3.7
significant trade-induced adjustments without significant compensatory spending. In general, the
effects of the surge in manufacturing imports was much more widely distributed than the surges
in prime contract awards despite the two being roughly equivalent in terms of magnitude (Figures
3.5 and 3.6). In short, a poor labor market is not a sufficient reason for compensatory spending to
occur.
While the post-2000’s military spending surges were compensatory policy reactions, the
concentration of this spending was often driven by other political factors as opposed to underlying
economic need. Factors such as partisan politics can affect compensatory spending legislation.
Even though the magnitude of the surge in military spending eventually exceeded the increase in
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Figure 3.6: Concentration of manufacturing sectors sensitive to import competition. (Source: CBP)
manufactured goods, the lesser economic impact of this spending most likely occurred because
partisan politicization of the spending diminished the economic impact of compensatory
military-industrial spending.
3.5 Summary
Quantitatively, the post-9/11 military spending surges appear to have compensated for the
trade-induced adjustments between 2005 and 2010. During this period, military spending is the
only factor that had a positive impact on labor markets. Materiel spending surges buffered the
impact of trade-induced adjustments, which is consistent with expectations of military-industrial
compensation theory. These effects only emerge during structural adjustment. While this
quantitative relationship is statistically significant, the correlation does not necessarily prove
intent. Other factors such as external threats could have driven the spending surges; this is why
qualitative examination is also needed to understand the relationship between the military
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spending surges and labor market performance. The legislative concerns that led to many of these
spending increases will be examined in the subsequent chapter.
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CHAPTER 4: LEGISLATIVE ACTION AND COMPENSATORY
MATERIEL SPENDING
victoribus spolia
Maxim of the Roman Empire
Circa 300 A.D.
A significant concept underpinning the military-industrial compensation hypothesis is that
compensatory spending surges are indirect legislative reactions to shifts in trade imbalances.
Legislators and key constituent groups do not necessarily react directly to shifts in the
balance-of-trade, and may not be aware that a shift in the balance-of-trade has occurred. Within
this theoretical framework, compensatory spending is a consequence of poor or deteriorating
labor performance that results from trade-induced adjustments. In the 1990s, there appeared to be
little need for trade-induced adjustments and legislative action to bolster labor markets through
materiel spending. As flagging labor-market performance became a political issue, legislators’
tendency to fund materiel appropriations as a response to poor labor market performance
increased. Rather than serving a military or foreign policy purpose, much of the 2000’s materiel
spending served as compensation for poor labor market performance. Closer examination of the
legislative process during these years yields additional evidence that legislators increasingly acted
to surge materiel spending as labor markets sagged. This chapter examines and assesses the
underlying policy concerns through the hypothesis:
H2: Legislative interventions into post-2000 materiel spending decisions stemmed from poor
labor market performance.
An examination of the underlying interests driving compensatory materiel spending surges
complements the empirical analysis of the subject presented in the previous chapter. It does so by
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addressing potential alternative hypotheses and alternative explanations for compensatory
spending as a result of other foreign policy objectives or national security concerns. Closer
examination of the legislative actions that led to many of these materiel spending increases helps
to illustrate that national security interests were not the main drivers of these spending surges.
The disconnect between materiel spending surges is most apparent when Congress funds materiel
appropriations against the recommendations of senior military leaders.
The primary method used to evaluate this hypothesis was an examination of an illustrative
case study focused on procurement of the Littoral Combat Ship (LCS). The LCS concept
originated in the early 2000s to mitigate a credible capability gap. However, pressure from
legislators curtailed the ship’s research, development and testing phases in order to quickly move
the LCS into more the labor-intensive phase of serial production. Legislators also intervened to
ensure that the LCS was built in two separate shipyards which resulted in two unique versions of
the ship being produced. This decision created a number of inefficiencies and significantly
increased the program’s cost. Legislator intervention also significantly increased the number of
individuals employed by the program and the speed at which new jobs were created. Many of
these legislative decisions were also contrary to the recommendations of the U.S. Department of
the Navy.
This chapter proceeds as follows. First, the post-2000 materiel spending surges will be briefly
reviewed providing contextualization and discussion on spending priorities. While much of the
post-2000s materiel spending is associated with the 9/11 wars, the materiel spending priorities
had little to do with these wars. Second, before delving specifically into the LCS example, there
will be a brief examination of spending on C-17 cargo aircraft and M-1 main battle tanks against
the recommendations of the U.S. Department of Defense. While compensatory materiel spending
may occur with the introduction of materiel spending on new weapon systems, compensatory
spending also occurs when legislators fund programs at levels above military necessity. Finally,
the largest portion of this chapter will be dedicated to examining the legislative action behind the
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LCS program.
4.1 Contextualizing 2000’s Materiel Spending Surge
Three puzzling aspects of post-2000 materiel spending suggest these spending surges were
compensatory. These aspects also help address potential alternative hypotheses that the spending
surges were a result of the post-9/11 wars. First, while conventional wisdom argues that these
spending surges were the result of the post-9/11 wars, these spending surges far exceeded
historical spending norms associated with wars in the latter half of the twentieth century. The
troop levels associated with the post-9/11 conflicts were much smaller than any other, recent U.S.
conflicts. Second, the 2000s represent the first time in U.S. history when a major increase in
military spending was not accompanied by an expansion of the armed forces. Historically, a large
part of military spending surges funds the expansion of the armed forces. Between 2000 and
2010, the size of the armed forces essentially remained unchanged with the exception of a minor
increase in 2003. Instead of funding the expansion of the armed forces, legislators funded large
materiel spending increases. Finally, the vast majority of materiel spending priorities was
dedicated to weapon systems that were not used in the post-9/11 conflicts. The majority of the
2000’s materiel spending increases were dedicated to prime contract awards and materiel
acquisitions, all of which flowed to the private sector.
4.1.1 Cost and Committed Troops
While the post-2000 military spending surge was the largest increase in U.S. military
spending since the Second World War, the number of troops committed to the post-9/11 conflicts
was less than half the number of troops committed to the Vietnam or the First Gulf War. In both
the Vietnam and First Gulf Wars, the peak number of troops committed exceeded 500,000. In
comparison, the US had a combined total of 78,100 troops committed to Iraq and Afghanistan in
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2003 (Belasco, 2009). The peak levels of troops committed to all post-9/11 conflicts was 187,900
in 2008 (Belasco, 2009). Despite the lower levels of committed troops to the post-9/11 conflicts,
the post-2000 spending surge was more than twice the spending surge associated with the
Vietnam War. The comparatively low number of troops committed to the post-9/11 conflicts fails
to explain the dramatic increases in U.S. military spending in the 2000’s.
Perhaps more puzzling is the fact that some of the largest increases in post-2000 military
spending occurred in 2008 just as the number of troops committed to overseas post 9/11 conflicts
began to decrease. In contrast to historical examples such as World War II, and the wars in Korea,
and Vietnam, 2000’s military spending increased as the number of overseas troops fell. While the
number of troops committed to post-9/11 was 20 percent less in 2009 than it was 2008, Congress
added an additional $55 billion to the Defense budget in 2009.
4.1.2 Spending Surges and Expansions of the Armed Forces
Another puzzling aspect of the 2000’s military spending surges is the fact that these were the
first spending surges in U.S. history not accompanied by an expansion in the size of the armed
forces. The Korea and Vietnam Wars both represented significant military spending increases
with corresponding expansions of the armed forces. Historically, military spending surges fund
the rapid expansion of the armed forces. Given the brevity of the First Gulf War, there was a
slight increase in military spending in 1991, and no expansion of the armed forces. Comparison
of spending surges and the size of the armed forces during the Vietnam and post-9/11 wars
illustrates this point.
During the Vietnam War, U.S. military spending increased by $145 billion which represented
a 35 percent increase in the overall defense budget. With the draft, the Vietnam-era size of the
active duty armed forces increased by 34 percent.1 In terms of percentages, Vietnam era spending
1The change is spending compares peak Vietnam-era spending and end strength two years before initiation
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increases were proportional to the explanation of the armed forces. A similar correlation holds for
the spending increases during the Korean and Second World Wars.
In comparison, overall post 9/11 military spending increased by 83 percent and the overall
size of the armed forces only increased by 3 percent.2 Additionally, all of the 3 percent of the end
strength growth occurred prior to 2003, before the majority of the 2000’s spending surge took
place. The post -9/11 wars were the first wars in U.S. history where spending increases did not
correspond to an expansion of the armed forces. The reason that there was so little growth in the
size of the armed forces was because 70 to 80 percent of the spending increase flowed into
materiel acquisitions which is unprecedented in the history of U.S. military spending.
4.1.3 2000’s Materiel Spending Priorities
The largest beneficiaries of the spending surges have been capital-intensive systems that saw
little or no use in the post-9/11 conflicts. These top spending priorities also tended to be some of
the most labor-intensive armament programs. The post-9/11 conflicts have been characterized by
counter-insurgent type operations where the conventional weapons designed for interstate wars
often have little utility; however, most of the largest recipients of these spending increases were
allocated materiel appropriations designed for interstate wars against near-peer competitors.
Some of the major recipients of the post-9/11 military spending surges have been programs such
of hostilities. The first U.S. combat troops were not deployed to Vietnam until 1965, shortly after the Gulf of
Tonkin Resolution (1964). The comparison is between 1963 and 1968. In constant inflation-adjusted dollars,
U.S. military spending increased from $405 billion in 1963 to a peak level of $550 billion in 1968. The
increase represents a 35 percent increase in the overall defense budget. During this same period, military
end strength increased from 2,698,000 to 3,546,000 which represents a 34 percent increase in military end
strength (Stockholm International Peace Research Institute: Military Expenditure Database).
2The size of the number of active duty personnel only increased from 1,384,000 in 2000 to 1,431,000 in
2010 which represents an increase of 46,647 troops or a 3 percent increase. The highest end strength occurred
in 2003 at 1,434,000 soldiers on active duty. Total military spending during this period increased from $415
billion in 2000 and peaked at $759 billion in 2010. These increases reflect an 83 percent increase in military
spending which is significantly higher than the 3 percent increase in the size of the armed forces. (Source:
SIPRI)
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as: Ballistic Missile Interceptors (Terminal High Altitude Area Defense (THAAD), Ground-based
Midcourse Defense (GMD), PAC-3 Patriot and Aegis), Virginia-Class Fast-Attack Submarines,
P-8A Poseidon Naval Reconnaissance Aircraft, Brigade Combat Team Modernization, Arleigh
Burke-Class Destroyers, Ford-Class Aircraft Carriers, KC-46/KC-767/KC-X aerial refueling
programs, Littoral Combat Ships, and Space-Based Infrared System (SBIRS) designed to detect
adversarial launches of ballistic missile launch. While not incorporated into the defense budget,
U.S. nuclear weapons activities also saw a 21 percent real (inflation-adjusted) increase between
2001 and 2010. By far the largest beneficiary has been the F-35 Joint Strike Fighter. F-35
production is also credited with the creation of 194,000 jobs primarily concentrated along the
West Coast and Texas, and involves 1,500 suppliers located in 46 states and Puerto Rico. To put
that number into perspective, there are more jobs associated with the F-35 program than there are
active-duty military personnel in 25 of the 29 NATO member states. With a total estimated cost of
ownership of $1,500,000,000,000, the F-35 will be the most expensive weapons program in
history (Roblin, 2018). The common denominator for these systems is that all of them are
primarily designed for conventional interstate wars. They are also some of the most capital and
labor-intensive systems to manufacture.
Notwithstanding the budgetary materiel spending surges, the weapon systems used in the
post-9/11 conflicts were primarily developed in the 1970s and initially fielded in the 1980s. Some
examples include the Army’s UH-60 Black Hawk Utility helicopters and the AH-64 Apache
Attack helicopters that made their respective initial flights in 1974 and 1975 and were fielded in
the 1980s. Similarly, M-1 main battle tanks and M-2 infantry fighting vehicles used in the 2003
invasion of Iraq were developed in the 1970s, and manufactured and fielded in the 1980s. The
A-10 close air support aircraft that were commonly used in Iraq and Afghanistan ended
production in 1984. Another stalwart multirole combat aircraft in the post-9/11 conflicts was the
F-16 Viper that first entered service in 1978. Despite the newest B-52s rolling off the production
line in 1963, these 50-year-old aircraft are still the go-to workhorse of the bomber community in
these conflicts. The key point being that the vast majority of the weapons systems used in Iraq
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and Afghanistan were in inventory long before the post-9/11 conflicts began, illustrating that the
surge in military procurements were, largely, not directly related to the conflicts.
4.2 Planes, Tanks, and Jobs
Figure 4.1: Soldiers from 1st Battalion, 501st
Parachute Infantry Regiment exit a 62nd Airlift
Wing C-17 during exercise Talisman Saber 2013.
(Source: U.S. Air Force photo, JBLM Public Af-
fairs)
Compensatory spending
can occur not only via the introduction of new
materiel spending measures, but also when
legislators continue to fund programs that
have outlived their military utility.21 A notable
difference in materiel spending in the 2000s
versus the 1990s was the increased reluctance
of Congress to curtail materiel spending
based on the recommendation of senior
Department of Defense officials in the 2000s.
It was a different story in the mid-1990s when
Congress acted on the advice from the DOD.
Specifically, in the mid-1990s, a number of senior leaders in the armed forces raised significant
concerns over combat readiness. The Army reported to Congress that only three of the Army’s
twelve divisions were fully trained and ready for combat. As the military adjusted to smaller,
post-Cold War budgets, these combat readiness problems affected all the Services. In response,
Congress added $25 billion to Pentagon training and personnel budgets. Most notably, Congress
acted on the Pentagon’s recommendation by cutting unnecessary materiel spending to divert
additional funds into training (Schmitt, 1994). Based on Pentagon recommendations, Congress
eliminated Northrup Grumman’s $2.1 billion Tri-Service Stand-off Attack Missile system which
immediately resulted in 1,700 layoffs in Southern California. Congress cuts also reallocated
shipbuilding and aircraft production funding to support training and readiness in the Army, Navy,
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and Air Force. A number of aircraft acquisitions were either reduced or ended to increase training
budgets which caused more defense-industry layoffs along the coasts. Congress reduced the
numbers of Aegis destroyers which caused more layoffs at Maine’s Bath Iron Works and in
Mississippi’s Litton shipbuilding yards. Congress also reduced spending on helicopter programs
with Boeing and Sikorsky to divert more spending to training. The 1990’s pattern of reallocating
spending from materiel acquisitions into training was the result of Congress acting on military
assessments and budgetary recommendations.
With the poorly preforming labor markets of the 2000s, Congress became became less
supportive of refocusing materiel spending to support military spending priorities — especially
when that meant diverting funding away from labor intensive materiel acquisitions. In contrast to
prior legislators’ willingness to refocus resources toward training and readiness in the 1990s,
Congress began to oppose any Pentagon recommendations that negatively impacted labor
markets. In these cases, the Pentagon sought to refocus funding allocated to these programs.
Unlike the 1990s, Congress began to mount more significant opposition to Pentagon spending
recommendation that could negatively impact labor markets in the 2000s. Two examples from the
2000s were the M-1 main battle tank and the C-17 Globmaster cargo aircraft.
4.2.1 Overproduction of C-17 Globemasters
The production of C-17 was planned to end in 2007 with the production of 180 aircraft; but
Congress repeatedly intervened to extend C-17 production often citing the impact that ending
production would have on job markets (Bolkcom, 2007). McDonnell Douglas first developed the
C-17 in the 1980s to replace the aging fleet of 1960s-era C-141 Starlifters; the C-17 first entered
active service in 1995 (Figures 4.1 & 4.2). As part of the consolidation of a number of defense
industries that occurred at the end of the Cold War, Boeing acquired McDonnell Douglas in 1997
and along with the acquisition came the C-17 contract. C-17 production progressed as originally
planned up through 2003. Between 2004 and 2010 however, Congress added billions to fund
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C-17 procurement against the recommendations of the U.S. Department of Defense and the U.S.
Air Force.
Between 2007 and 2010, senior Department of Defense officials repeatedly recommended
that Congress end C-17 production because the military did not need or have plans for additional
C-17s. As President Obama took office, Secretary of Defense Robert Gates renewed attempts to
halt C-17 production and ultimately issued the following statement (Garamone, 2010):
As I have stated repeatedly, should the Congress insist on adding funding for a costly and
unnecessary JSF extra engine or direct changes that seriously disrupt the JSF program, or
impose additional C-17 aircraft, I will strongly recommend that the president veto such
legislation.22
In contrast to U.S. Air Force assessments, a number of representatives and senators expressed
concerns over the halting of C-17 production. Between 2004 and 2010, Congress added several
C-17s to appropriations legislation each year. Despite not being a member of the Senate Armed
Services Committee, California Senator Dianne Feinstein (D-CA) expressed her opposition to Air
Force recommendations arguing that halting C-17 production would undermine U.S. military
efforts in Iraq and Afghanistan (Tiron & Alarkon, 2009). It is likely Senator Feinstein opposed
ending C-17 production because the aircraft’s main Long Beach assembly facility was located in
her home state. As a former Delaware senator, Joe Biden was also a strong advocate of continuing
C-17 production even during the 2008 election. Biden’s support for C-17 production likely
stemmed from the fact that a large number of C-17s are based out of Dover Air Force Base, the
source of a large number of jobs in Biden’s home state.
Significant opposition to halting C-17 production also came from the House of
Representatives. Representative John Murtha (D-PA) argued that halting C-17 production would
lead to the loss of 30,000 jobs, across 43 states. While C-17s are assembled in California, C-17
manufacturer Boeing employs thousands of workers in Murtha’s home state of Pennsylvania.
Representing another district with a large number of Boeing employees, Representative Norm
Dicks (D-WA) was such an outspoken advocate for Boeing that critics referred to him as “the
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Figure 4.2: C-17s from the 62nd Airlift Wing from Joint Base Lewis-McChord, WA.
(Source: U.S. Air Force photo, JBLM public affairs).
Senator from Boeing” (Dorr, 2010). Between 2004 and 2010, Congress added 53 C-17s to
National Defense Authorization Acts and other legislation which increased spending on C-17s by
$13.3 billion by the end of the decade.
4.2.2 Overproduction of M-1 Abrams Main Battle Tanks
In a similar case, Congress continued to legislate the procurement of M-1 Abrams main battle
tanks throughout the 2000s, against the recommendation of the U.S. Army. The M-1 was first
developed in the 1970s and put into active service in 1981. M-1 tanks are produced in an
government-owned facility in Lima, Ohio. The Lima Army Tank Plant has been producing
armored vehicles since the Second World War.23 While the M-1 was the world’s best main battle
tank in the 1980s, the Army began arguing that M-1s were becoming obsolete and ill-suited for
future conflicts in the 2000s (Figure 4.3). In the 2000s, the Army also reported that it had 2,384
excess M-1s in storage in facilities such as the Sierra Army Depot in Herlong, California (Figure
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4.4). To put the number of excess M-1s into perspective, the Army’s total inventory of M-1s is
approximately 6,000. Including all of National Guard and Regular Army Armor Brigades, there
are only 1,260 M-1s assigned to front line units. The Army also maintains a larger number of
prepositioned M-1s in wartime stockpiles at forward-deployed locations around the world. The
2,384 excess M-1s were above and beyond the total number of M-1s allocated to front-line units,
prepositioned wartime stockpiles, and training combined. At a cost of $5 million per tank, this
represented a $12 billion excess costing millions per year to keep in storage. The excess in tanks
joined the list of other excess armored vehicles such as the Mine Resistant Ambush Protection
(MRAP) vehicles that had been overproduced for the wars in Iraq and Afghanistan.
Prior to recommending the end of tank production, the Army hired an independent consulting
firm in 2005 to access vulnerabilities of the ground combat vehicle supply chain. The study found
that ground combat vehicle suppliers were easily replaceable, and that halting tank production
posed no threat to national security interests. The study concluded that if the United States needed
to restart tank production in the future, other commercial vehicle manufacturers could be easily
converted to produce future ground combat vehicles. In 2005, the Army also added the Lima
Tank Plant to the Base Realignment and Closure List (BRAC). The House Armed Services
Committee subsequently removed the Lima Tank Plant from the BRAC list a few weeks later
(109th Congress, 2005, p. H9304).
Throughout the late 2000s, the Army made repeated recommendations to end M-1 production
and Congress repeatedly ignored those recommendations. U.S. Army Chief of Staff General
Raymond Odierno summarized the Army’s position on tank production in Congressional
testimony saying: “We don’t need more tanks. Our tank fleet is two and a half years old on
average. We’re in good shape and these are additional tanks we don’t need.” In response to
General Odierno’s testimony, 173 bipartisan members of Congress signed a letter to the Secretary
of Defense opposing the Army’s recommendation to end tank production. In a separate statement,
Representative Silvestre Reyes (D-TX) argued that curtailment of tank production was
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Figure 4.3: M-1 live fire exercise at Fort Irwin, CA. (Source: U.S. Army photo: Sergeant Sarah
Dietz).
tantamount to “playing Russian roulette with the national security of this country” (Kelley, 2012).
Also in opposition to the Army’s assessment, Senator Sherrod Brown (D-OH) argued that
sustaining the M-1 program was “vital to our country’s national security.” Representing the
Congressional District that includes the Lima Tank production facility, Representative Mike
Turner (R-OH) argued that maintaining M-1 production was necessary for ensuring both national
security and “ensuring that our skilled, technical workers are protected.” M-1 production also
sustained 16,000 jobs primarily concentrated in Representative Turner and Senator Brown’s
districts along with an additional 800 suppliers that manufacture M-1 subcomponents that are
distributed across more than a dozen states.
4.3 Case Study: Littoral Combat Ships
The Littoral Combat Ship (LCS) program is also illustrative of the shift in legislative behavior
toward military appropriations between the 1990s and 2000s. While compensatory spending
might involve overfunding existing programs such as the M-1 or C-17, it may also occur through
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Figure 4.4: Excess M-1s in storage at the Sierra U.S. Army Depot, Herlong, CA. (Source: Google
Maps)
the introduction of new spending programs such as the LCS. While this example focuses on a
single weapon system that only accounts for a modest $20 billion in 2000’s procurement, it is
illustrative of the political trend that emerged during the economic downturn of the 2000s.
Individually, a twenty-billion-dollar hike in procurement may not have made a significant
difference in procurement spending especially when it is spread across several years. However,
this process repeated itself across multiple subcommittees and acquisition decisions throughout
the 2000s.
In the simplest terms, the LCS program helps illustrate how the increased emphasis on labor
markets affected appropriative decisions in the 2000s. There are two main reasons that the LCS is
illustrative of a compensatory reaction. First, legislators pushed the LCS program through the
research development, test, and evaluation phases (RTD&E) and into production. There was a
great deal of friction between Navy leadership and legislators throughout the program. The
tension over the program largely centered on when the program should be transitioned into full
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serial production. The Navy did want an LSC, but had significant concerns over the existing LCS
designs. Between 2004 and 2009, the Navy made continuous effort to delay full production in
order to create the opportunity for a redesign. However, Congress had competing compensatory
incentives to push the LCS into more labor-intensive serial production. Second, legislators also
facilitated the award of the ship to multiple shipyards, once again against Navy recommendations.
Congress repeatedly directed the Navy to reduce the program’s cost, but the Navy’s number one
cost-reducing recommendation was to stop production in one of the shipyards. Congress opposed
this measure and amended a National Defense Authorization Act to allow multiple versions of the
LCS to go into production in different shipyards. Using multiple shipyards increased the number
of shipbuilders that could be employed, but it also increased the program’s cost. A third possible
indicator of compensatory spending is the fact that legislators increased LCS production rates
beyond the Navy’s annual requests. The higher legislated production rate also helped ensure that
multiple shipyards would be used.
4.3.1 Acquisition Reforms
The acquisition reforms of the 1990s were a significant factor shaping the trajectory of the
LCS program. 1990’s reforms shaped the acquisition environment in which the LCS program was
developed. A brief discussion of the acquisition reforms leading up to the 2000s offers important
additional context. There are two important aspects of the 2000’s acquisition environment that
affected the LCS program. First was the emphasis placed on reducing the time major weapon
systems before entered a serial production phase. Second was the increased emphasis placed on
abandoning traditional military design specifications and integrating of civilian practices and
standards into the military procurement process.
Throughout the Cold War and into the 1990s, U.S. military acquisitions underwent cycles of
centralization and decentralization while also cycling between fixed-price and
cost-reimbursement contracting. These cycles were either responses to acquisition cost overruns,
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or efforts to improve cost effectiveness. However, these reforms generally had little or no
long-term impact on controlling cost and resulted in a ridiculous decades-long and expensive
cycles of centralizing and decentralizing military acquisitions.24 A significant shortcoming of
these reform cycles is that they leave the underlying political incentives to meddle in defense
budgets unchanged. As identified by a 1985 report from Senator Barry Goldwater (R-AZ) and
Senator Sam Nunn (D-GA), congressional meddling in defense budgets was a major cause of
waste and inefficiency during the first half of the Reagan-era military build-up (Fox, 2012, p.
125). Ironically, wasteful military spending tends to result in more calls for greater congressional
oversight of acquisition spending.
In 1986, Congress passed significant legislation reforming the military acquisition system.
These acquisition reforms occurred concurrently with the Goldwater-Nichols Department of
Defense Reorganization Act of 1986, but many of these reforms were not fully implemented until
1990. However, with the inauguration of a new president in 1993 came a new cabinet and new a
set of ideas for reforming military acquisition. Prior to serving as President Clinton’s Secretary of
Defense, William Perry had served as a member of the commission responsible for drafting the
1986 legislation that had previously reformed the military acquisition system. Despite helping
develop many of the most-recent legislative reforms, Perry had grown dissatisfied with the
progress of made by many of these reforms. He began seeing many of these organizational
reforms as overly burdensome to the defense industry, and saw many of these reforms as
impediments to implementing newer and more-innovative business approaches within the military
acquisition system. Six days after the was confirmed as the Secretary of Defense, Perry released a
mandate for changing the military acquisition system, and the next major cycle of reforming
military acquisitions got underway (Fox, 2012, p. 153).
Many of Perry’s reforms essentially decentralize the acquisition system in order to reduce the
cost of oversight and decrease the time involved in the acquisition process. This also reversed
many of the late-1980s organizational reforms that were intended to ensure proper oversight and
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accountability was maintained throughout the acquisition process. Congress also played a key
role in undermining its own reforms. 1986 acquisition reform legislation included laws intended
to prevent cost overruns. By law, excessive cost overruns are supposed trigger termination of a
program. However, Congress almost invariably grants waivers to these laws which allows the cost
overruns to occur. Paradoxically, the most expensive and complex weapon systems are the
programs most likely to experience excessive cost overruns — the most expensive and complex
programs are also more likely garner broad political support and be exempted from laws requiring
program termination due to cost overruns.
Another significant component of the 1990’s reforms to military acquisition was the
movement away from of traditional military specifications (MILSPECs) and toward adoption of
more civilian or commercial-off-the-shelf (COTS) products and standards. This transition also
included the divestiture of Department of Defense software developers and shifted reliance onto
commercial software vendors. This transition did produce some short-term cost savings but in the
long-run has increased the U.S. military’s susceptibility to adversarial cyberattacks (Velarde,
2008). Software is now the most rapidly growing expense in the acquisition of major weapon
systems. As an illustrative fact, there are 8.3 million lines of code in the operating system that
keeps an F-35 Joint Strike Fighter in the air. Adoption of COTS realized some short-term savings,
but a number of military acquisition analysts would argue that the transition to COTS resulted in
and overall increase in acquisition costs.
Within the Services, Perry’s military acquisitions initiatives were condensed into the slogan
“faster, cheaper, better.” Adoption of COTS standards help support the Perry’s imperative to be
faster. However, this did not always translate into cheaper or better. Faster and cheaper also
translates into curtailment of research and development which discourages building and testing
prototypes. Another technique make acquisitions faster is concurrency. With concurrency, serial
production begins prior to the completion of testing and evaluation. Identified design flaws are
either corrected on systems still in production or retrofitted into completed systems. This
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technique can drastically shorten acquisition timelines and may reduce the amount of early
funding necessary in a program which can help reduce the risk that a program is eliminated.
However, concurrency can also increase the risk of significant cost overruns later in the
acquisition process. The military program managers will also leverage concurrency for weapon
systems if they are uncertain about sustained congressional support for a program.
These factors had significant implications for the LCS. With slightly different slogans, the
manta of faster, cheaper, better continued into the 2000s as did the continued emphasis on COTS.
Due to the adoption of COTS standards and the emphasis on shortening the acquisition timeline,
the LCS was originally designed using commercial maritime standards. The adoption of
commercial maritime standards would eventually lead to significant cost overruns in the program.
To save money early in the process, the LCS also underwent a truncated testing and evaluation
process which means the ship was in full-serial production before full testing, evaluation and
redesigns was truly complete. This approach reduces the risk that programs are cancelled because
it is politically more difficult to eliminate weapons system acquisition programs once they have
entered a labor-intensive serial production.
A final factor that exacerbated acquisitions in the 2000s were 1990s reductions to Department
of Defense auditors and acquisition personnel. Between 1990 and 2000, the total size of the active
armed forces was reduced by 600,000 personnel or roughly a 30 percent decrease. The Pentagon
disproportionately concentrated the majority of these cuts into non-combat support functions such
as acquisition in order to retain more combat units. In the 1990s, these was little impact to drastic
cuts to acquisition personnel because appropriations were also drastically reduced. Congress also
gradually reduced civilian personnel authorizations in agencies intended to provide oversight of
military acquisitions. For example, there were 7,000 auditors in the Defense Contract Audit
Agency (DCAA) in 1990. By the end of the decade, Congress had reduced that number of DCAA
auditors to roughly 3,600 auditors which was prudent at the time given levels of acquisition
spending throughout the 1990s. When the spending surge began, Congress did not also increase
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DCAA’s budget to hire more auditors. Other agencies such as the Defense Contract Management
Agency (DCMA) also did not receive significant budget increases with the post-2000 spending
surges. It was not until 2008 that Congress finally funded an increase to DCAA personnel and
that was only an increase of 600 personnel. That left DCAA with 4,100 personnel in 2008 — a
number significantly less than the number of auditors overseeing a smaller acquisition budget in
1990. The wars in Iraq and Afghanistan created additional requirements for military contracting
officers to deploy and manage in-theater contracting requirements which pulled them away from
their peace-time roles of managing acquisition programs. With personnel being stretched thin by
the post-9/11 wars, the military did not have a population of officers it could transition into
acquisition or contracting officers. Fewer acquisition officers and auditors in the 2000s was likely
a contributing factor to cost overruns of many 2000’s programs such as the LCS.
4.3.2 Capability Gap in the Littorals
In the late 1990s, the U.S. Navy identified capability limitations for operating in the shallow
waters close to shore. These shallow waters are also known as the littorals. The capability gap
was the result of post-Cold War era elimination of U.S. Navy frigates. As personnel cuts forced
the early decommissioning of inexpensive general-purpose U.S. Navy frigates, their ancillary
missions were increasingly performed by larger, more heavily armed, and more expensive capital
warships, such as destroyers and cruisers. The commitment of these capital warships to these
ancillary missions also pulled diverted them from their intended purposes of supporting fleet
operations. In 1990, there were 103 U.S Navy frigates indicating that more than one out of every
five surface warfare ship was a frigate. Because of their low procurement, maintenance, and
operational costs, the U.S. Navy purchased large numbers of these relatively small and
inexpensive general-purpose ships during the 1980s. Their shallow draft, speed, and
maneuverability made frigates ideal for anti-submarine warfare, countermine operations,
merchant ship escort duties, and for operations in the shallow waters of the littorals. Despite their
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cost effectiveness in supporting these ancillary missions, lightly-armed frigates are not effective
for high-intensity blue-water combat operations. While frigates are inexpensive from a materiel
perspective, crewing a large number of small surface ships also requires a large number of Navy
personnel.
During the personnel drawdowns of 1990’s, U.S. Navy officials and policymakers elected to
sacrifice these smaller frigates to protect the capital warships that are essential to the Navy’s
strategic deterrence, power projection, and core naval warfighting functions. Capital warships
include the U.S. Navy’s aircraft carriers, fast attack and ballistic missile submarines, Wasp-class
amphibious assault ships, tenders, oilers, and Arleigh Burke-class destroyers. Between 1991 and
1994, all 46 of the older Knox-class frigates were rapidly decommissioned. By 1995, the 55
newer Oliver Hazard Perry-class frigates were placed in early retirements to support the personnel
cuts which led to the eventual decommissioning of all 103 U.S. Navy frigates. The ancillary fleet
missions previously performed by inexpensive frigates were subsequently assumed by the much
more capable and capital-intensive Arleigh Burke destroyers and a limited number of
Ticonderoga-class missile cruisers. The dilemma this created for the Navy was that allocating
destroyers and cruisers to preform missions previously performed by frigates did not turn out to
be cost effective. Destroyers and cruisers perform essential functions as part of carrier task forces
or blue-water fleets. These capital warships are also more expensive to operate. These additional
missions also resulted in capital warship crews that were overtasked and undertrained across the
broadened range of mission requirements. The time spent performing ancillary missions meant
less time for destroyer training and for performing the missions for which these warships were
designed. Destroyers are also heavy warships with deep drafts that reduce their effectiveness in
the shallows of the littorals.
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4.3.3 LCS Concept and Development
The concept for the LCS first emerged in the late 1990s and was formally launched as a
program on November 1, 2000. The LCS program was intended to meet two emerging needs.
First, the new ship had to be capable of mitigating identified capability gaps in the littorals. The
LCS needed to be capable of defeating swarms of small ships, conducting counter-mine
operations, and anti-submarine operations in the littorals. Second, the ship needed to be a
low-cost utility ship capable of handling some of the day-to-day ancillary missions of the fleet
such as merchant-ship escort duties, special-operations mission support, counter-piracy
operations, and counter-narcotics missions. As a key mechanism of cost savings, legislators
directed the Navy to minimize personnel requirements.
Figure 4.5: Freedom-class (LCS-1) (Source: U.S. Navy
photo, Specialist Seaman Christopher Frost )
Despite being the first
of a new class of warship, Congressional
appropriation bills placed the LCS on
an aggressive procurement timeline. For
the Navy, the lack of a frigate or LCS was
a problem, but not a crisis. The lack of
a general-purpose ship makes U.S. Navy
fleets inefficient, but from the Navy’s
perspective they had time that could
be invested in research and development.
While LCSs were generally a
replacement of Oliver Hazzard Perry-class frigates and a few aging Minesweepers, the LCS
timeline was a significant departure from the Cold War-era ship development timelines. Within
seven years of the concept being introduced, Congressional appropriations measures called for the
Navy to take delivery of 13 LCSs by 2008 with an additional 6 LCSs being placed under contract
in 2009. The program called for an eventual production of 55 ships that would be spread out over
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a twenty-year acquisition program for this new class of warship.
Within 36 months of the initial concept being formally introduced, the first keels were being
laid — a fraction of the time usually taken for the development of a new class of warship. One of
the time-savings measures was the adoption of commercial maritime shipbuilding standards.
Much of the emphasis on adopting commercial shipbuilding standards came from legislators
hoping to reduce the time needed to move the LCS program from development into production.
Commercial shipping vessels often move from concept to production within three years.
However, warship development usually takes at least twice as long as that of commercial vessels
because warships are built to much higher reliability standards. Hulls, propulsion, navigation, and
on-board weapons systems have to be able to withstand significant shocks such as those that
might be experienced in combat. Warships are also optimized for a different operating
environment with a much more complex sets of tasks than their commercial counterparts. While
the adoption of commercial shipbuilding standards created some innovative efficiencies in the
LCS program, the decision has proven costly in the long-run.
Bids from two vendors were selected to compete for the LCS contract. The first was from the
Marinette Marine shipyard in Marinette, Wisconsin. While geographically located in Wisconsin’s
eighth congressional district, Marinette marine is located on the Menominee River which also
serves as the boundary between Michigan and Wisconsin. The regional labor market straddles the
border and extends well into the northern Michigan peninsula. This area comprises Michigan’s
first congressional district then represented by Representative Bartholomew Stupak (D-MI).
Marinette Marine produces commercial ships and is also a long-time military builder that got its
start during the Second World War. In its bid for the LCS, Marinette Marine designed a traditional
steel semi-planning monohull (Figure 4.5). As part of the northcentral industrial belt, the 2000’s
economic downturn hit the Wisconsin labor markets particularly hard and so increased the
political importance of bolstering the local shipbuilding industry with the LCS contract.
As a newcomer to the defense industry, the second contender was Austral USA located in
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Mobile, Alabama. In 1999, Austral was a small company and employed only a few hundred
employees. The economic impact of Hurricane Katrina and its damage to Austral’s facilities,
followed by the 2000’s economic downturn, had been set-backs for the company. Prior to 2004,
Austral had never competed for a defense contract. Austral USA proposed an innovative
aluminum trimaran LCS hull design (Figure 4.6) and won a bid to compete for the LCS contract
in 2004. In spite of the economic turmoil, the LCS became a beacon of hope for the area.
Billboards advertising Mobile as the home of America’s future warship began to appear. Local
business journals began to suggest that the LCS might turn local labor markets around. Building
the first LCS began adding jobs back to the Mobile area with a promise of thousands more jobs to
come. Austral quickly abandoned its civilian business segments to focus exclusively on defense
contracts and won a smaller Expeditionary Fast Transport contract. LCS production also began
adding jobs at shipbuilding subcontractor firms in nearby Gulfport and Pascagoula. Both these
cities are located in Mississippi’s fourth congressional district represented by Gene Taylor
(D-MS).
Although members of Congress initially hailed the LCS as being the “poster child for its
transformational and affordable acquisition strategy,” (H.A.S.C. No. 111-18, 2009, p. 1) the Navy
quickly grew skeptical of the concept. The initial design called for a modest crew of 59 which
was considerably smaller than for the Cold War-era frigates that required a crew of 176 Sailors.
The LCS’s core crew comprised 40 sailors along with 19 Sailors as part of interchangeable
mission modules. The mission modules are payloads that supported one of three primary
missions—mine countermine, surface warfare, and anti-submarine warfare. The 19-sailor mission
module crew were intended to be payload specialists that could be swapped out along with the
interchangeable mission modules.
Significant crew savings were made possible by the decision to move “legacy” shipboard
logistical, training, and maintenance functions ashore. This approach also includes a heavily
reliance on automated shipboard systems which allows for a concept referred to as
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“conditions-based maintenance.” The aggressive integration of automated systems was intended
to drive down personnel cost. As a means to realize further savings, port maintenance functions
were performed by contractors to reduce the number of uniformed service members engaged in
maintenance. Adoption of commercial maritime industrial standards facilitated the integration of
commercial navigation, automated engineering, and damage control systems with human
interfaces to reduce crew workload. To replace preventative maintenance checks and periodic
inspection of 350 critical valves that help keep an LCS afloat, diagnostic sensors were directly
integrated into these valves to alert crews in advance of pending maintenance issues. The
trade-off for fewer personnel is a more capital intensive and complex ship that is heavily reliant
on shore-based maintenance contractors.




allows for a smaller crew, the
lack of underway maintenance quickly
became a significant issue in the early
sea trials. LCS crews quickly became
task saturated and keeping the basic
functions on the ship running proved to
be more labor-intensive than anticipated.
In addition to becoming considerably
more expensive than initially forecasted,
heavily reliance on shore-based
maintenance contractors became
an increasingly troublesome for a warship
that was supposed to withstand the rigors
of combat. To compensate for challenges
experienced in early sea trials, the Navy initially added 20 additional Sailors to the core crew
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(GAO, 2013). The 19-sailor mission module crews were also integrated into running basic ship
functions calling into question the utility of the interchangeable mission modules. Because these
ships were designed with limited crew berthing and life support, further expansion of the crew
was not possible without a massive overhaul of the ship’s design.
The Navy recognized many of these design concerns early in the LCS program. Faced with
LSC design concerns and spiraling costs, the Navy began cancelling LCS contracts in 2006. The
initial reason for the increased costs was that Navy structural engineers did not think the ship hulls
would survive shock testing and recommended a stronger hull. Shock testing determines whether
a ship or ship subcomponents would survive a high-impact mechanical shock resulting from a
nearby underwater explosion. Shock testing is intended to approximate the combat conditions
warships are expected to survive. As per the original program guidance for the adoption of
commercial maritime industry standards to expedite development, commercial standards had been
applied to the initial design of the ship’s hull; but the ship’s hull design did not meet the Navy’s
shock standards. Strengthening the ship hulls and reengineering other components to withstand
shock testing caused the per ship cost to jump from $220 to $460 million.
By 2008, the Navy had taken delivery of only one LCS from the Marinette Marine shipyard
in Wisconsin. A second LCS from the Austral shipyard in Mobile Alabama was undergoing sea
trials during that time. The Navy began incrementally funding third and fourth prototype ships
using research and development funds. Perhaps most significantly, the Navy cancelled all
remaining LCS contracts in 2008 and had no plans to place any additional LCSs under contract in
2009. These cancellations had significant economic consequences for the shipbuilders that
prompted a response from the House Armed Services Committee. Under the original
procurement timeline legislated by congress, the Navy should have taken delivery of 13 LCSs by
2008 with another 6 under construction. Between 2004 and 2006, Congress approved billions in
LCS contract authority obligations that the Navy refused to exercise. Due to statutory
requirements, the contract obligations authorities were eventually rescinded. In less budgetary
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terms, Congress gave the Navy a few billion dollars to buy new LCSs, and the Navy instead
handed the money back to Congress.
Between 2006 and 2008, the Navy also submitted a number of proposals for adjusting LCS
program development to the House Armed Services Committee. All of these proposals
significantly extended the time the LCS program would spend in a developmental phase. More
importantly, all of these proposals significantly delayed the start of full serial production that
would translate into jobs. A less extreme proposals called for further investment in a class
redesign that would result in the production of two new flight 0+ ships.3
As a cost savings strategy, the Navy made several attempts to move away from a reliance on
two vendors and proposed a flight-0 fly-off between the two competing vendors, followed by
vendor “down-select” and flight-1 redesign.4 A down-select means that the Navy would choose
between the two competing vendors with a winner-take-all contract award at the end of a
competition process. The Navy also argued that the winner-take-all strategy would force the two
competing shipbuilders to reduce costs. However, there was significant political pressure to
maintain production contracts with both the Northeastern and Gulf states vendors.
Another recommendation was to redesign both the Marinette Marine and the Austral flight-0
concepts to increase subsystem commonality that would then reduce program cost. Since both
systems were produced by different vendors with different sets of subcontractors, the ship
incorporated different subcomponents that required the Navy to maintain different supply chains
and seperate training programs for each ship. The most extreme proposal called for a complete
3A flight-0 ship is typically the first ship of a new class that is built for testing and evaluation. Following
evaluation and testing, a ship redesign ensues to rectify any performance or design issues that may arise
during testing. The proposed flight-0+ was a redesign of the initial flight-0 prototype, but would undergo
another round of testing and evaluation before transitioning into serial production. This proposal would
have delayed production by another four to seven years.
4A flight-0 fly off is service slang for a competition between two or more competing design prototypes.
Multiple flight-0 prototypes are competitively evaluated to identify design issues. The flight-0 prototype
with fewest issues wins the fly-off.
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class re-competition that would delay the serial production by several years. A class
re-competition would essentially be the equivalent of restarting the program and would delay
serial production by a minimum of three years — a political non-starter.
4.3.4 LCS Hearings and NDAA Amendments
In response to the Navy’s cancellations of LCS contracts, the House Armed Services
Committee called for a hearing on the Littoral Combat Ship program. While legislators had given
the Navy guidance on the program throughout the process, the House Seapower and
Expeditionary Subcommittee convened the hearing in early 2009. The committee chairman, Gene
Taylor (D-MS), admonished the Navy for allowing the program cost to spiral upwards. Taylor
also forcefully rebuked, Admiral Victor Guillory and Admiral William Landay, the two Navy rear
admirals in attendance, for allowing the program to fall behind schedule. Taylor stressed that
under the original schedule, 13 LCSs should have been delivered or be nearing completion, with
an additional six LCSs under contract. Taylor also emphasized that as the market price of
aluminum had fallen, the Gulf Coast-manufactured aluminum hull trimarans would be a less
expensive alternative to the Marinette Marine steel hulls.
Although not a member of the House Armed Services Committee, Representative
Bartholomew Stupak (D-MI) also made opening remarks at the hearing as a “representative of the
greater Menominee-Marinette area” (H.A.S.C. No. 111-18, 2009, p. 6). Stupak was also critical
of the Navy’s decision to cancel LCS contracts. He made a point of emphasizing that the Navy’s
cancellation of the LCS contracts had already forced layoffs from Marinette Marine. He stressed
the vital economic importance of LCS production for northern Michigan and Wisconsin to the
committee members. Stupak also gave the committee an optimistic assessment of the Marinette
Marine insisting that:
The program is ready for an early transition to full rate production. Doing so will reduce the
costs and minimize learning curves. The LCS program is not only important to my
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Menominee-Marinette area, but also to the future capabilities of the Navy and to the defense
of this nation (H.A.S.C. No. 111-18, 2009, p. 6)
Stupak argued that the Navy should already have received 19 ships and closed by stating that
Marinette Marine was happy to build the next 18 ships.
Both rear admirals in attendance assured the committee that the Navy remained committed to
support the eventual full acquisition of 55 ships. Rear Admiral Victor Guillory emphasized this
point repeatedly in his opening remarks; he stressed that the Navy was working to find
efficiencies in the construction, test, and evaluation phases to ensure that the Littoral Combat
Ships were delivered as deployable assets in as timely a manner as practical.
Admiral Landay’s remarks were much more defensive (H.A.S.C. No. 111-18, 2009, p. 8)
Landry was the chief of Naval Research and served as the Senior Program Executive Officer for
all non-nuclear shipbuilding programs. Landay’s appointment preceded cancellations of LCS
contracts. The cancellations came with proposals to delay LCS production while redesigns could
be developed. While Landry offered some positive assessments of the LCS program, he briefed
the committee that overall results of the program were mixed. Landry held multiple engineering
degrees and was also a graduate of the Harvard School of Business. He had academic credentials
that were equivalent to the senior executives of the vendors tendering LCS bids. Over two years,
Landry established a pattern of delaying serial production while attempting to invest in a ship
redesign.
A few members of the committee directed the majority of their comments back toward the
committee. The committee’s ranking member, Todd Akin (R-MO), argued that many of the
decisions regarding the LCS had been made to protect industries and prevent layoffs (H.A.S.C.
No. 111-18, 2009):
The high cost of shipbuilding frequently has its roots in decisions we make to protect the
industrial base. These decisions have merit. We want to ensure that this nation has surge
capability and doesn’t lose the national treasure that is the shipyard worker, but we need to be
very cautious about increasing capacity for which the Navy lacks the volume to support.
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When the Navy has canceled ships, failed to award the fiscal year 2008 ship before
appropriations rescinded the funds, and has yet to reach agreement on the 2009 ships, it has
elected to incrementally fund construction on follow-on vessels. Again, these decisions may
be expedient in the near term to avoid layoffs, but we will be back here in two years
discussing root causes of cost growth for the follow-on vessels (p. 5) .
Similarly, Roscoe Bartlett (R-MD) argued that “this committee was complicit in agreeing to the
original schedule on how soon the ships could be put in the water which enormously increased
cost” (H.A.S.C. No. 111-18, 2009, p. 17). Bartlett’s comments reflected that the committee had
pushed the Navy into an aggressive timeline to transition from conceptual development into serial
production. The hearing concluded with the committee chair instructing the two Admirals to get
the program per ship cost under control.
A month after the hearing, the Navy publically announced that it would down-select the
Littoral Combat Ship program in order to reduce the program’s cost. All existing LCS
solicitations were cancelled. Marinette Marine and Austral were each given the opportunity to
submit new bids. At down select, the Navy planned to award a single contract for two LCSs in
2010 with future options for eight additional ships to a single vendor. The Navy argued that
focusing on a single vendor would significantly reduce program cost and increase efficiency. The
chief of naval operations, Admiral Gary Roughead, issued the statement that “down selecting now
will improve affordability and will allow us to build LCS at a realistic cost and not compromise
critical warfighting capabilities” (Department of Defense, 2009). The strategy was intended to
encourage lower pricing by forcing the two vendors to compete for a winner-take-all production
award.
Initially, the 2010 National Defense Authorization Act (NDAA) largely reflected this plan.
The original NDAA established contract authority for the production of 10 Littoral Combat Ships
and 15 mission modules. The 2010 NDAA authorized $ 1.38 billion for LSC procurement with an
additional $ 360 million for LCS test and evaluation. To address the spiraling per ship cost, the
2010 NDAA also increased the per vessel procurement authorization from $220 million to $480
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million. The NDAA specifically directed the Navy to enter into “a contract” which reflected the
Navy’s proposal to down select the LCS program. However, as the Navy got close to the down
select decision, the House Armed Services Committee again intervened.
Figure 4.7: USS Jackson, LCS-6 Crest.
(Source: U.S. Department of the Navy)
In late 2010, Gene Taylor (D-MS) introduced
H.R. 6494 that negated the Navy’s down select
proposal (111th Congress, 2010a, pp. H8359-H8360).
H.R. 6494 amended the NDAA by doubling the
procurement rates of LCS which would require multiple
shipyards. The amendment also increased the number of
mission modules from 15 to a number deemed suitable
by the Secretary of the Navy. The amendment struck
the provision for the Navy to enter into “a contract”
and inserted the word “contracts.” The higher LCS
procurement rate under H.R. 6494 required multiple
shipyards. Taylor credited Under Secretary of Defense
Sean Stackley and the Navy for reducing LCS program
cost. However, Stackley and the Navy primarily
recommended the elimination of one of the vendors as the most effective means to reduce
program cost. Maintaining both contractors added considerable expense and complicated the LCS
program management. The duplication of the training and maintenance programs would increase
long-term operational, maintenance and total-cost-of-ownership costs by billions. In direct
contradiction to Pentagon estimates, Taylor argued from the House floor that the two-vendor
solution and increased rate of ship production would reduce program cost by $2 billion (111th
Congress, 2010a). However, according to a subsequent GAO report, the two-vendor solution
added billions to the operation and support cost of the LCS (GAO, 2013).
Within the House, H.R. 6494 received 15 bipartisan cosponsors. A notable cosponsor was
170
Bartholomew Stupak (D-MI) who had argued on behalf of Marinette Marine during the LCS
hearings although he was not a member of the House Armed Services Committee (111th
Congress, 2010b). Jo Bonner (R-AL) representing the Mobile Alabama congressional district also
co-sponsored the H.R. 6494 bill. Four additional representatives from Wisconsin also joined in to
co-sponsor the amendment. In total, 8 democrats and 7 republicans co-sponsored the H.R. 6494
bill. The amendment passed the House via a verbal vote and without objection.
Despite the House referring the H.R. 6494 bill to the Senate, the Senate Committee never
debated or voted on H.R. 6494. Instead, the language from H.R. 6494 appears in the Continuing
Appropriations and Surface Transportation Act ("Public Law 111-322," 2010, p. STAT 3519).
The main change to the language was the amendment was retroactively applied to the 2008
NDAA rather than amending that year’s NDAA.
The first ship built under this amendment was the USS Jackson which was named in honor of
Representative Taylor’s home state of Mississippi. Paid for by Mississippi business owners, the
ship’s commissioning ceremony was held in Gulfport Mississippi. Surrounding the “State of
Mississippi” on the ship’s crest was the motto Victoribus Spolia — Latin for “to the victor goes
the spoils.” (Figure 4.7).
In the aftermath of H.R. 6494, the LCS was plagued by some spectacular failures as many of
the Navy’s early concerns came to fruition. According to GAO studies, the LCSs are chronically
undermanned. Crews are overworked and overcrowded (Freedberg, 2014). Training LCS crew
members has also proven difficult because of the wide variety of tasks each of the limited crew
members are expected to perform. In one instance, the USS-Freedom (LCS-1) experienced
cascading electrical system failures that left the ship adrift at sea (Schuler, 2015). In another
incident, the USS-Milwaukee (LCS-5) lost propulsion and had to be towed back to port after
attempts to repair the ship at sea failed (Freedberg, 2014). Systemic issues eventually earned the
half-billion-dollar LCS the moniker “Little Crappy Ships” (Rogoway, 2018). Maintaining these
ships had proven so challenging that there is speculation that none of these ships would be
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seaworthy for the entirety of 2018 (O’Rourke, 2018).
The inability to overcome relatively routine maintenance issues at sea has caused critics of
the LCS concept to question whether any battle-damaged LCS would be able to survive in
combat. The LCSs became tethered to port facilities with growing cadres of contract maintenance
support. Growth in shore-based contract support personnel has also far outstripped crew
reductions. Amid these rather spectacular failures, the Navy began quietly soliciting bids for a
ship that could replace the LCS. This new ship that the Navy hopes will replace the LCS is a
frigate (RFI: FFG(X) - US Navy Frigate Replacement Program, 2017).
4.4 National Security Interests and Materiel Spending
National security interests are frequently invoked during testimony or legislative debates on
materiel spending, but there is a conspicuous absence of any mention of specific external threats,
foreign policy objectives, or military necessity in these testimonies or debates. In these debates,
the specific national or security interests are rarely defined. National interests are often de facto
aggregations of subnational, constituent, or domestic interests.
In the case of M-1 acquisition, Representative Silvestre Reyes (D-TX) and Senator Sherrod
Brown (D-OH) both argued that maintaining the Lima Tank Plant/JSMC was vital to national
security interests. In the case of C-17s, there was relatively little said on national security interest.
However, Senator Dianne Feinstein (D-CA) argued that ending of C-17 production would
undermine ongoing military operations in Iraq and Afghanistan. In the case of the LCS, national
security interests were invoked in arguments supporting H.R. 6494. In House debates,
Representative Todd Akin (R-MO) argued that the expansion of the LCS program represented “a
significant investment in the security of our country.” He further argued that the expansion of the
LCS program would “give Americans the security that we believe is necessary and to provide a
safe and peaceful world” (111th Congress, 2010a, p. H8361).
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Despite frequent references to national interests during political debates over military
spending, the divergence between military and political assessments indicates that the term
national security is somewhat ambiguous. During the Great Depression and the beginning of the
New Deal, national interests were largely defined in terms of economic welfare. In Charles
Beard’s The Idea of the National Interest (1934), the debate focused on whether American foreign
policy promoted the economic welfare of the nation as a whole or was oriented toward benefiting
sub-national constituent groups. The shift away from associating national interests with economic
welfare and toward a security interpretation occurred at the beginning of the Cold War.
The shift in the collective understanding of national interests toward a more security centric
definition occurred with few paying attention to this transition except for one political scientist in
the early 1950s. Arnold Wolfers (1952) argued that the term national security interest had become
ambiguous and that any national security policy could either be effective or ineffective, laudable
or deleterious, or simply too much or too little. The national interest is a rhetorical device that
often obscures the underlying domestic factors and constituent interests affecting support for a
policy. In the cases above, the policy for materiel spending is rhetorically attributed to national
security; however, the primary factor motivating support for this policy is a demand for
compensation for poor trade-induced labor market performance.
4.5 Summary
The example of the LCS provides insights into the micro-level actions that contributed to the
sudden growth of military spending in the 2000s. During any period it is possible that legislators
will fund materiel appropriations for the benefit of their constituents rather than out of military
necessity. At least one case similar to the LCS can be found in any decade. However, single
instances of this type do not generate significant impacts on the overall levels on spending.
A significant indicator that the 2000s materiel spending increases were not caused by external
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security issues is that the military recommended against materiel spending in many cases. While
it might be possible to find a similar scenario of profligate materiel spending against military
advice in the 1990s, the overall stability of materiel spending during that decade indicates such
was rarely the case. Beginning the decade at $182 billion in 1990, annual materiel spending
actually declined to $181 billion by 1999.5 Materiel spending even dropped slightly below this
level during the Clinton administration’s first term. This drop occurred because the administration
and Congress eliminated materiel spending programs and shifted funding toward training and
readiness. The shift in spending also followed and supported of military recommendations.
The dramatic increase in 2000s materiel spending had no plausible external cause. During
this period, materiel spending rose from $189 billion in 2000 to $384 billion in 2010 (Ellman,
Livergood, Morrow, & Sanders, 2011; Schwartz, Sargent, & Mann, 2018). At $412 billion, peak
materiel spending occurred in 2008 which was one year after the most drastic labor market
adjustments. This was also the first time in U.S. history where a significant increase in military
spending was not accompanied by an expansion of the armed forces. While a significant portion
of the surges in materiel spending may not have served a foreign policy objective, the surge in
materiel spending help compensate for poor trade-induced labor market performance.
5Figures are inflation adjusted to reflect constant 2015 dollars.
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ENDNOTES
21 The Follow-On Imperative: There is some evidence that legislators will manipulate materiel acquisitions
programs to keep existing production lines open as a substitute for an alternative weapon system just to keep the
production line open. This tendency was first identified by James Kurth and referred to as the “follow-on imperative”
(Kurth, 1972, 1973). Kurth’s research focused on the aerospace industries of the 1960 and early 1970s; he observed
an instance when Congress extended the production of F-4 fighters, beyond the Air Force’s requested number, to
keep a production facility in Saint Louis, MO open until the F-15 was ready for production in 1973. A similar pattern
of follow-on substitution occurred with Minuteman and Minuteman III ballistic nuclear missiles, Nike-Zeus and
Spartan anti-ballistic missiles, F-111 “Aardvark” interceptor/tactical attack and F-14 “Tomcat” variable-sweep wing
fighters, and C-130, C-141, and C-5 Cargo aircraft. With the exception of the F-15 production facilities, all of these
production lines were shuttered in the mid-1970s. Over longer periods, the pattern is less consistent than Kurth’s
follow-on imperative suggests. The history of the Lima tank plant illustrates this point. The Lima Tank Plant was
shut down multiple times and for two decades was leased to make automobile parts. However, the intermittent nature
of Kurth’s follow-on imperative is consistent with surges in materiel spending being a compensatory reaction to labor
market adjustments.
22 Alternative JSF Engine: The JSF extra engine refers to legislation adding $485 million to the development of
an alternative engine for the F-35 Joint Strike Fighter (JSF). The original F-35 engine was the Pratt & Whitney F-135
which was based on the existing P & W F-119 engine used in the F-22 Raptor. The alternative JSF engine began as a
directive from a U.S. House of Representative Defense Authorization Conference that directed the Department of
Defense to have an alternative to the P & W F-135 engine developed (U.S. House Report 104-350, p. 706, 1996). A
contract for the alternate JSF engine was eventually awarded to General Electric/Rolls-Royce to produce the F-136
engine. Through 2009, Congress allocated $2.5 billion for General Electric/Rolls-Royce to develop the F-136
engines (CRS, 2012). In 2007, 2008, 2009 and 2010, the Department of Defense made successive requests to
terminate the alternate JSF engine program citing the program’s redundancy and due to concerns over the program’s
lack of progress. In 2011, the alternate F-35 engine program was finally terminated once it was projected to require
an additional $1.9 to $2.9 billion and five more years to complete development. All F-35s still use the original P & W
F-135 engines. It is also interesting to note that the name of the individual who wrote the Congressional Research
Service report on the alternative F-135 engine has been redacted from public records.
23 History of the Lima Tank Plant: The Lima Tank Plant began in 1941 as a U.S. government-owned steel mill.
Under a number of 1930’s New Deal programs, the US government acquired a number of material manufacturers as
President Franklin Roosevelt prepared to militarize the U.S. economy amid rising global tensions. Lima, Ohio was
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selected for its central location and access by rail and highway networks. The Lima facility was transferred to the
U.S. Army in 1942 and began production of M-5 Stuart and M-26 Pershing tanks. During the Second World War, the
Lima tank facility produced over 100,000 ground combat vehicles. After World War II, Lima briefly served as a tank
storage depot before being shuttered in 1948. During the Korean War, the Army reopened the facility to make combat
vehicles before closing it again at the end of the war. In 1959, the Lima facility was leased to Chrysler. For the next
two decades, Chrysler used the Lima facility to manufacture parts for commercial automobiles.
In 1979, Chrysler won the contract to produce the M-1 Abrams tanks. The M-1 program started in 1971
after the failure of a joint project between West Germany and the United States to develop the MBT-70. Chrysler
delivered the first M-1 prototypes to the Army for testing in 1976. Following successful testing, Chrysler upgraded
casting facilities to support the manufacture of Chobham composite armor plating. The facility began producing M-1
tanks in February of 1980. Two years later, General Dynamic purchased the M-1 contract from Chrysler and took
over production at the Lima Tank Plant. In 1990, the facility switched to producing M1A2s and primarily
incorporated improvements to the tanks’ targeting and communications systems. However, most of the new M1A2
tanks produced in the 1990s were sold to Egypt, Saudi Arabia, and Kuwait. A few were also later sold to Australia.
Existing U.S. Army M1s were upgraded to M1A2. All armor vehicle production at the facility halted in 1996.
In the early 2000s, General Dynamics won a limited contract to resume tank upgrades at the Lima facility.
The newer upgrades were the M1A2 SEP (system enhancement package). Unlike previous upgrades that retrofitted
exiting tanks, these upgrades were built from the ground up. Prior to shutting down M-1 tank hull production,
General Dynamics manufactured hundreds of excess M-1 hulls that were put into storage in the 1990s. One of
General Dynamics’ concerns in shutting down hull production was that the production of Chobham composite armor
was a complex process that could be time-consuming to restart. Arguably, in hopes of a growing export market,
Chrysler produced a large number of excess M-1 hulls that were placed in storage before shutting down the
production of Chobham armor. Often referred to as “rusties,” these excess 1990’s tank hulls are taken out of storage
and “upgraded.” However, with the exception of the hull, the process is no different than manufacturing a new M1A2
SEP from scratch. In the 2000s, General Dynamics also won contracts for an U.S. Marines amphibious assault
vehicle and a limited production of Wolverine Heavy Assault Bridges that are built on M-1 chassis.
Throughout the 2000s, the Army consistently made recommendations to halt M-1 production. Despite
upgrades, the Army argued that the M1 remains a tank designed in the 1970s for Cold War-era battlefields. On
contemporary battlefields, the effectiveness of Chobham composite armor has also been reduced by advances in
anti-tank missiles, improvised explosively formed projectiles, and improved adversary tank guns such as the Russian
T-90 that was designed to penetrate Chobham armor. Current M1A2 SEP V3s are 80-ton behemoths that no longer
dominate contemporary battlefields as they once did. In addition to Army recommendations to end tank production,
the Army placed the Lima Tank Plant on the Base Realignment and Closure (BRAC) list in 2005. The Army’s
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recommendation was not meant to completely eliminate the facility, but to reduce the size of the facility by 27
percent so as to reduce installation upkeep cost. The Army argued that there is no national security need to maintain a
tank producer because most heavy commercial vehicle manufacturers could be quickly retooled to make new tanks if
the need arose. The Army assessed that sustaining Lima Tank Plant was not cost effective or militarily necessary.
Based on input from local community leaders, the Lima Tank Plant was renamed the Joint Systems
Manufacturing Center (JSMC) in 2004. According to Lima’s long-time mayor David Berger, the inclusion of “Joint
Systems” was part of a strategy to prevent the Army from closing the facility by highlighting that the facility was
more than just a tank plant (Skalaka, 2019). In Congressional hearings, the renaming of the facility appears to have
successfully contributed to political opposition toward the Army’s recommendations to close the facility. During the
2005 Congressional hearings on BRAC, Representative Mike Oxley (R-OH) expressed concerns that reductions to
the JSMC would impede weapon system production and increase cost for future weapons systems (109th Congress,
2005, p. H9304). At the time, Oxley represented Ohio’s 4th Congressional District which included the JSMC in
Lima, Ohio. Based on Oxley’s input, the House committee removed the newly renamed JSMC from the 2005 BRAC
list. Subsequent Army attempts to reduce the size of the JSMC have also failed.
24 The Ridiculous Cycles of Centralizing and Decentralizing U.S. Weapon System Acquisition: Within U.S.
military acquisitions, a cycle of centralization and decentralization persisted throughout and beyond the Cold War.
Transitioning to a centralized or decentralized acquisition management structure are always argued to be a means to
control cost. These cycles also include transitions back and forth from cost-based to fixed-price contracts and include
the establishment and disbandment of various independent and unified commands for acquisition. However, after five
decades of these cyclical changes, it appears that most of these efforts have had little-to-no long-term impact on
controlling acquisition costs. The reason these reform efforts fail to reduce military acquisition costs is they never
affect the underlying political incentives to meddle in defense budgets (Przemieniecki, 1993, p 18).
1960’s Reforms: Under the Eisenhower Administration in the 1950s, acquisitions were generally
decentralized and distributively managed within the respective services. During the 1957 mid-term elections, both
parties railed against Eisenhower’s management of the defense budget. An aspiring young Democratic Presidential
hopeful, John F. Kennedy argued that Eisenhower’s “complacent miscalculation, penny-pinching budget cutbacks,
incredibly confused mismanagement, and wasteful rivalries” had put the U.S. years behind the Soviets in the
acquisition of strategic weapon systems (Preble, 2003). The centralization of acquisitions began with Congress
passing the Defense Reorganization Act of 1958. However, many of these reforms were not fully implemented until
1961 when Robert McNamara became President Kennedy’s Secretary of Defense. McNamara strongly believed in
top-down and active management of acquisition programs. Rather than cost reimbursement contracts that had been
more common during the Eisenhower Administration, McNamara also emphasized fix-price contracting. As a cost
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savings measure, McNamara actively discouraged the development of system prototypes — instead advocating for
more paper-only studies. However, McNamara’s top down management of acquisition failed to prevent significant
cost overruns in programs such as the C-5A Galaxy cargo aircraft, F-111 Fighter Bomber, and the Short-Range
Attack Missile which was a nuclear missile designed to penetrate Soviet air defense systems. Cost overruns in the
C-5A program became so egregious that the aircraft was nicknamed FRED for ‘freaking’ ridiculous economic
disaster. In addition to these cost overruns, McNamara’s centralized management of acquisition was also criticized
for stifling innovation and creating inefficiencies by inhibiting flexibility in the acquisition process.
1970’s Reforms: Under the Nixon Administration, Deputy Secretary of Defense David Packard quickly
reversed McNamara’s centralization beginning in 1968. As Richard Nixon had served as President Eisenhower’s Vice
President, the Nixon administration was supportive of returning to a more decentralized management style of weapon
system acquisition similar to the system established by Eisenhower Administration. Another significant difference
from McNamara was Packard pushed for extensive almost excessive prototyping of military hardware. Packard
disagreed with McNamara’s approach that concentrated on paper studies. Packard believed that investing in extensive
hardware prototyping would produce long-term cost savings through better-quality weapon system development and
improved contractor competition and selection (Przemieniecki, 1993). Packard initiated DoD Directive 5000.1
“Acquisition of Major Defense Systems” which emphasized Packard’s belief that successful weapon system
development depended on decentralized execution by competent, rational program managers with clearly defined
responsibilities. An updated version of DoD Directive 5000.1 is still in use today. Packard also moved the
Department of Defense away from fix-price contracting and back toward more cost-reimbursement types of contracts
similar to the contracting practices used during the Eisenhower administration.
It is noteworthy that many of the signature weapon systems of the American armed forces in post 9-11
conflicts were developed during Packard’s period of extensive prototyping. A number of major weapon systems such
as A-10 close air support aircraft, AH-1 Apache attack helicopters, UH-60 Black Hawk utility helicopters, F-15
Eagle air superiority fighters, F-16 Fighting Falcons, KC-10 aerial refueling tankers, M-1 Abrams main battle tanks
and M-2 Bradley infantry fighting vehicles were all initially developed during this 1970’s era of extensive hardware
prototyping. It should also be noted that the development of these systems coincided with the development of
Air-Land Battle Doctrine. Air-Land Battle Doctrine developed using lessons observed form the 1973 Yom Kippur
War. It also came about out of a growing recognition that the U.S. military was losing its military advantage over the
Soviet Army, and that the Mobile Defense strategy to defend Europe would likely end in a routing of NATO forces
from the continent of Europe. The combination of developing a clearly-defined and unifying national defense
strategy along with a commitment to extensive prototyping and develop produced and extended period of
tremendously positive acquisition results. It is also worth noting that much of this truly innovative and successful
development occurred before the Reagan-era military spending surges.
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Not all programs during this period were as successful. Several early prototypes of the supersonic B-1A
variable-sweep wing heavy bomber were constructed in the early 1970s. The B-1 program was officially recognized
in1965 when the program started receiving official funding. However, the B-1 concept developmentally dates back to
1961 when the U.S. Air Force started producing paper studies for McNamara as part of a search for alternatives to the
B-70 bomber (Knaak, 1973). The B-70 was an ambitious program from that started in the late-1950s, but was
challenged by a series of conceptual and design problems. Eisenhower opposed the development of the B-70, but
Kennedy made funding the development of the B-70 part of his presidential campaign platform. McNamara also
opposed the development of the B-70, but Congress overrode his objections.
With rapid 1970’s advances in U.S. cruise missiles and early development of the B-2 stealth bomber, the
military necessity of the B-1A began to be questioned. Soviet development of MIG-31 fighters cast further doubt on
the B-1A program. B-1As are particularly vulnerable to the MIG-31’s look-down/shoot down radars. While most of
the B-1’s cost increases were the result of inflation rather than growth in real cost, increases in program cost made the
program a ripe political target. In the 1970s, Senator William Proxmire (D-WI) referred to the B-1 as an outlandishly
expensive dinosaur (Jenkins 1999, p 44). After the production of a total of three prototypes for testing and evaluation
and the production of a fourth prototype funded, President Jimmy Carter finally cancelled the program in 1977.
The decentralization of military acquisition and the strong emphasis on hardware prototyping continued
until 1977 at which time military acquisition underwent another cycle of centralization. However, this cycle of
acquisition recentralization stemmed from broader efforts to curb overall federal spending rather than being
specifically aimed at military spending. In 1976, the Office of Management and Budget (OMB) published OMB
Circular A-109 titled “Acquisition of Major Systems” which applied to all federal agencies to include the Department
of Defense. The OMB circular emphasized conducting thorough department-level reviews throughout the acquisition
process, but was not specifically geared toward the Department of Defense. As the Carter Administration’s Secretary
of Defense, Harold Brown implementation of OMB Circular A-109 reversed much of Packard’s decentralization of
acquisition. Much of this recentralization was argued to support the Carter administration’s efforts to reduce overall
federal spending (Przemieniecki, 1993). While Brown recentralized management of the acquisition process within
the Office of the Secretary of Defense, he did not reverse Packard’s cost-reimbursement guidelines for contracting.
Brown also attempted to save money by cutting prototype testing and increasing reliance of more
off-the-self technologies. In contrast to the series of successful weapon system developments that had occurred
between 1970 and 1976, the M247 Sergeant York Division Air Defense (DIVAD) started development in 1977 and
was a spectacular failure. Under Brown’s new acquisition guidelines, part of the argument for the Sergeant York was
that it could be built with virtually zero research and development cost. The Sergeant York was built as a hodgepodge
of existing off-the-shelf components. Most notably, the Sergeant York was built on an M48 tank chassis. M48s had
been produced at a plant in Newark Delaware since 1951. Incredibly, more than 14,000 M48s were produced over a
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twenty-year period and were used in the militaries of two dozen different countries to include Iran. The problem was
that M48s were almost completely obsolete. M48s were already being rendered obsolete by Chrysler’s production of
more advanced M60s at the Detroit Arsenal in Warren, Michigan. Chrysler was also preparing to start production of
the M-1 Abrams at the Lima Tank Plant in Ohio. With the M48 only holding on to a tiny share of the export market
for tanks, start of M-1 tank production would push the Newark tank plant completely out of business. The main
reason the Sergeant York was introduced was to keep the Newark tank plant open by creating a new demand for more
M48 tank chassis. As a result, members of congress from Delaware placed significant pressure on the Army to
develop the Sergeant York.
The Army also did not want the Sergeant York. The Sergeant York was a self-propelled anti-aircraft gun
which had become obsolete with the introduction of man-portable surface-to-air missiles such as the FIM-43 Redeye
that had been introduced back in 1964. Furthermore, development of the more advance Stinger FIM-92 Stinger was
nearing completion when the concept for the Sergeant York emerged which also made the Sergeant York irrelevant.
The U.S. Army also believed that the U.S. Air Force would quickly gain air superiority in a war with the Soviet
Union which made anti-aircraft systems an extremely low priority for the Army. The Sergeant York was also
supposed to fight alongside of the M-1 tanks underdevelopment, but antiquated M48 chassis were too slow to keep up
with modern M-1s in combat.
The Sergeant York was eventually cancelled in 1985 and was one of the few weapon systems cancelled
during the Reagan Administrations military build-up. The cancellation came only after an additional $54 million was
spent in 1984 in an attempt to salvage the development of the system. While it stands in sharp contrast to many of the
successful weapon system developments that occurred between 1970 and 1976, the Sergeant York should not be
conflated with those systems. It does illustrate how rapidly a reorientation of acquisition strategies can affect weapon
system development.
1980’s Reforms: In 1981, Secretary of Defense Casper Weinberger was highly critical the centralization of
acquisition spending that had occurred under Brown, his predecessor the Secretary of Defense. Weinberger believed
that centralization had exacerbated cost overruns and led to the failure of weapon systems to preforms as planned. To
remedy these concerns, Weinberger called for a process he described as “controlled decentralization” (Bold, 2016).
Weinberger returned the acquisition process to a fixed-price contracting mode similar to that implemented by
McNamara. To implement these reforms, Weinberger delegated much of the responsibility for decentralizing
acquisition to Deputy Secretary of Defense Frank C. Carlucci. Carlucci made a series of 32 recommendations to
streamline the acquisition process which became known as “Carlucci initiatives.” In the July-August 1981 edition of
Army Research Development and Acquisition magazine, Carlucci argued for decentralized and a much less
adversarial buyer-seller relationship between the defense industry and the military (Figure 4.8). While the Carlucci
initiatives did not have a discernable impact on controlling spending, they did facilitate smaller and more start-up
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companies competing for and winning defense contracts. The expansion of firms able to compete for defense
contacts also complemented the Reagan Administration’s that believed rejuvenating the American economy was its
principal election mandate. The more decentralized and less-adversarial buy-seller guidance occurred as the Reagan
administration was drastically increasing acquisition spending. The Reagan administration also reversed Carter’s
decision and restarted the B-1 bomber program in 1981. Between 1983 and 1989, more than 100 B-1B were
produced. Many of which not scheduled to be retired until 2036. The Reagan administration also ramped up M-1
tank, intercontinental ballistic missiles and began building toward a 600-ship Navy.
Figure 4.8: U.S. Army Research, Development, and Acquisition
Magazine, Jul-Aug 1981: Cover features a letter from Deputy
SECDEF Carlucci highlighting his intent to reform the DoD Ac-
quisition System.
Pentagon program managers and
acquisition officers were not prepared for
the combination of rapid decentralization of
acquisition decisions and drastic increases
in acquisition spending. Compounding
these issues, managers had difficulty
managing multiyear acquisition programs
that were inconsistently funded through
annual congressional budgets. Mismanaged
acquisition funding led wasteful
spending and eventually to more serious
issues of fraud and corruption. Allegations
of $600 ash trays and $7,600 coffee
makers generated considerable political
pressure for congressional intervention.
The next cycle of recentralization
was driven by public pressure on Congress
and the White House. In 1983, a young
Senator Charles Grassley (R-IA) disparaged
Carlucci’s initiatives as being ineffective.
Grassley later accused the defense industry
of representing the “next generation of
welfare queens." (Fox p 125). After a failed attempt to organize a Military Reform Caucus in 1981, Senator Barry
Goldwater (R-AZ) and Senator Sam Nunn (D-GA) released a critical report on Defense spending in 1985 (Record,
2010, Fox, 2012). The report found that despite the rapid increase in defense spending, U.S. combat readiness was at
a lamentable state. The report found there these had been no correlation between Reagan’s increased defense
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spending and combat readiness. Surprisingly, the report placed significant blame much of spiraling waste and
inefficiency on congressional meddling in defense budgets (Fox, 2012 pg. 125).
Amid considerable pressure from the public, the media and Congress, Reagan establish a blue-ribbon panel
chaired by Nixon’s former Deputy Secretary of Defense David Packard. The panel eventually became known as the
Packard Commission. As a result of recommendations from the commission, sweeping reorganizations of the military
acquisition process occurred. A series of new acquisition procedures and training programs were implemented along
with significant reorganizations occurring across the acquisition community. Acquisition processes became highly
centralized under the Office of the Secretary of Defense, but this time under the Under Secretary for Defense for
Acquisitions (USD-A) — a newly established high-ranking presidential appointee. Component Acquisition
Executives (CAEs) such as the were also established within each branch as assistant secretaries for acquisition —
Assistant Secretary of the Army (Acquisition, Logistics, and Technology), Assistant Secretary of the Navy
(Research, Development and Acquisition), and Assistant Secretary of the Air Force (Acquisition). The rationale for
extending civilian control of the acquisition was because the services lacked clearly defined career paths for
acquisition officers. However, extension of civilian oversight of the acquisition process has been mixed. The USD-A
and CAEs are often resisted by career military officers who, sometimes justifiably, seen then as politically-appointed
outsiders lacking expertise on certain weapon systems. Other times, Secretaries of Defense have undermined the
USD-A and CAEs. These positions also tend to have high turn-over rates as appointees cycle back into the business
sector or use these positions as stepping stones to their next politically-appointed position.
The Packard Commission also made recommendations for extensive hardware prototyping that eventually
became known as fly-before-buy. Despite the success of extensive hardware prototyping in the 1970s, there is now
significant resistance to the practice of fly-before-buy. Since the early 1990s, there has been increased pressure to
reduce acquisition timelines which runs contrary to extensive prototype testing. Extensive operational testing of
prototypes also exposes programs to risk. Failing a testing phase can result in the elimination of the program.
Extensive prototyping also opens up the possibility of more contractors competing for the award of a single contract
as was the case in the Joint Strike Fighter competition between Boeing’s X-32 prototype and Lockheed Martin’s
X-35. Or the military requirement justifying the acquisition could change which was the case with the 1977
cancellation of the B-1A bomber. Fly-before-buy also requires a lot of funding to occur upfront which many military
officers with tend to avoid because they believe large upfront expenditures will limit flexibility in future decisions.
The final major innovation that came out of the Packard Commission was the decision to increase reliance
on commercial-off-the-shelf (COTS) technologies. This was a significant departure from the traditional MILSPEC
procurement requirements that were often viewed as archaic by civilians. However, the movement toward COTS did
not produce significant cost savings in military acquisitions. These reforms included another transition back to
cost-reimbursement contracting in 1992 (Przemieniecki, 1993). While the Packard Commission published its
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findings in 1986, many of its recommendations were not fully implemented until 1990 which was just in time for the
next cycle of changes to the acquisition system to begin.
1990’s Reforms: In 1993, President William Clinton entered officer with the hope of “reinventing
government” which included reforming the defense acquisition process. William Perry who initially served as
Clinton’s Deputy Secretary of Defense and later rose to become Clinton’s Secretary of Defense took this opportunity
to implement a number of innovative ideas from the civilian sector into the Pentagon’s acquisition process. Perry had
been a part of the Packard Commission and supported the Commission’s recommendations, but he was not satisfied
with the military’s progress in adoption of more civilian-like business practices.
Perry also increased pressure to move the military away from traditional MILSPECs to employing more
civilian standards. While MILSPEC were considered archaic by the business community, more stringent MILSPECs
are often warranted. There are good reasons why the steam pipe gaskets on a nuclear ballistic missile submarine are
made to much higher specifications that civil standards require. This movement away from MILSPECs was the
reason the Littoral Combat Ships were originally designed using commercial shipping standards. The transition away
from MILSPECs included divesting from military software developers and increasing reliance on civilian software
vendors (Velarde, 2008). In the long-run, shifting reliance to civilian software vendors has increased the U.S.
Military’s vulnerability to attack and increased development cost of software intensive weapon systems.
Perry’s vision for reforming military acquisitions did not translate well to the Pentagon’s acquisition
workforce. Many of Perry’s reforms were translated into the mantra “faster, cheaper, better.” Faster, cheaper, better
was also inconsistent with the practice of fly-before-buy. Perry also sought to reduce costs by eliminating
unnecessary and burdensome oversight which arguably undermined many recent organizational reforms intended to
extend civilian oversight and centralize the acquisition process under the USD-A (Fox, 2012, p. 153). Perry also
advocated tearing down what he referred to as the “Chinese Wall” between the defense industry and the military.
Again, tearing during these walls also had the effect of again decentralizing the acquisition process.
Why don’t these reforms matter? These cyclical reforms are generally irrelevant because none of them
address the root causes of wasteful materiel appropriations. DoD reorganizations do not affect underlying and
counterproductive political incentives that lead to wasteful acquisition spending (Fox 2012, p. 149). Arbitrary
procedural changes and organizational restructuring may also be a strategy to placate critics of military spending
while avoiding truly substantive changes to military acquisition processes. Reorganizations are politically palatable
and do not threaten the underlying constituent interests or political incentives affecting military acquisitions.
Somewhat cynically, the military has grown accustom to these cycles of reorganization. As a 1980’s DoD acquisition
handbook states:
The central cry heard in the halls of the Pentagon when things go wrong is reorganize, restructure the
management system. Some think that if enough organizational boxes or enough people are moved, the
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problem will go away. Of course, it doesn’t, yet those responsible for creating the organizational mess
think so. Consequently, we are left with the legacy that only grows worse with time. Why is this the
case? Most probably because it is the path of least resistance. (DoD Manual 4245.7 Transition from
Development to Production, Assistant Secretary of Defense for Acquisition and Logistics, September
1985.)
In 1993, J. S. Przemieniecki, a prolific writer on the military acquisition from the Air Force Institute of
Technology, stated that it was difficult to predict the procedural and reorganizational changes that would occur in the
future. He did confidently predict that congressional micro-management of military acquisitions would significant
factor regardless of any future reforms to the acquisition system (1993, pg 17).
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CHAPTER 5: CONCLUSIONS AND IMPLICATIONS
During the 2000s, the U.S. materiel spending surge was a compensatory response to a
trade-induced adjustment. Only a small portion of these spending increases can be explained by
the post-9/11 wars. The cause of this particular trade-induced adjustment was a surge in Chinese
import penetration. The American military-industrial hypothesis specifically seeks to explain the
2000’s materiel spending surge as a response to this trade-induced labor market adjustment, while
the more generalizable compensation hypothesis simply seeks to establish a causal linkage
between economic openness and the growth of public sector spending. The context of the
American political economy increases the likelihood of military-industrial spending as a major
form of compensatory spending. The 2000s-structural adjustment may have prompted the
dramatic increase in materiel spending, but the economic openness and growing trade-dependency
of the American economy is likely to cause high levels of materiel spending to persist.
5.1 Implications
There are two main implications of this research. The first is that the continuing separation
of materiel appropriations decisions from military necessity and foreign policy objectives may
have negative consequences for national security. Second, a change in the domestic political
economic incentives affecting military spending may be causing a partisan shift in support for
large defense budgets. Both of these implications warrant future investigation.
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5.1.1 The Widening Gap between Materiel Spending and National Security
The initial implication of the American military-industrial compensation hypothesis is that
military necessity is increasingly taking a back seat in decision-making in materiel
appropriations. This trend is argued to have begun with the politicization of the defense budgets
in the early 1960s; but the recent effects of compensatory military spending have further
diminished the military’s role in materiel acquisition decision-making (Betts, 2011). There is also
evidence that armaments spending was used to soak up excess labor across a number of
struggling economies as far back as the 1930s.
This most recent trend can lead to an expensively ill-equipped armed force. Expensively
ill-equipped armed forces do not necessarily imply that the armed forces will be outgunned on
future battlefields. To the contrary, the capital-intensive U.S. weaponry tends to far overmatch
opponents when it comes to firepower. However, the strategic efficacy and morality of unleashing
multi-million-dollar weapon systems with millions of dollars in semi-automatous
precision-guided ordnance against poverty-stricken insurgents with vintage Kalashnikovs in
timeworn Hilux pick-up trucks is questionable. As history teaches, winning every battle is not the
same as winning a war (Summers, 1982). These politically-popular and capital-intensive weapons
may also be increasingly ill-suited for the protracted, low-intensity, noncontiguous, urban,
asymmetric, and irregular conflicts predicted to occur in future.
5.1.2 A Shift in Partisan Support for Defense Spending
A second implication is the potential shift in partisan support for military spending. This
would not be the first-time partisan support for military spending has flipped. During the 1950s
and early 1960s, Republicans tended to be much less supportive of military spending than
Democrats. Constituent economic interests played a significant role in reversing partisan support
for military spending (Fordham, 2007, 2008). By the mid-1980s, partisan support for military
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spending reversed, with the Republicans becoming the leading advocates for military spending.
As a potential consequence of compensatory military-industrial spending, partisan support
for military spending may be shifting again. Democratic support for large defense appropriations
has been growing. More congressional Democrats voted in favor of the National Defense
Appropriation Act (NDAA) for Fiscal Year 2019 H.R. 6157 (115th Congress, 2018) than
congressional Republicans. The 2019 NDAA also included appropriations that exceeded peak
Cold War-era materiel appropriations. A surprisingly high percentage percent — 97 percent — of
House Democrats voted in favor of the 2019 NDAA compared to only 76 percent of House
Republicans. Senate support for the 2019 NDAA was slightly more balanced between the parties
with 87 percent of Republicans and 100 percent of Democratic Senators voting in favor of the
military appropriations bill. However, future NDAAs may see a larger partisan shift from
Republican toward more Democratic support.
The assumption that materiel spending is a form of compensatory spending could help
explain the partisan shift in support for military spending. The dynamics of trade-induced
adjustments and compensatory military-industrial spending affects which partisan constituent
groups benefit most from materiel spending. Many of the areas that have been affected by
trade-induced adjustments are Democratic areas which make materiel spending more politically
valuable to Democratic politicians. While anecdotal, strong Democratic support for the 2019
NDAA came just over a month ahead of the 2018 mid-term election during which the House
Democrats won 41 additional seats and gained a majority in the House. More bipartisan support
for military spending may also produce more bipartisan support for more militarily aggressive
foreign policies in the future. However, more research is necessary to determine whether the




The research presented offers support for the American military-industrial compensation
hypothesis. However, it is far from being conclusive. It combines aspects of two traditional
bodies of literature to form a new theoretical framework that offers the beginnings of an
alternative explanation for understanding defense spending. As with any burgeoning theoretical
framework, it is a balancing act falling somewhere between the untidiness of innovation and the
elegance of a mature theoretical concept. Although other studies on military and compensatory
spending have been based on more mature theoretical frameworks, I argue that I have presented
sufficient evidence to conclude the viability of the American military-industrial hypothesis.
Although the American military-industrial compensation hypothesis may help expand
knowledge on how domestic political economic factors affect military budgets, it may also
contain cause for concern. Larger military budgets do not necessarily translate into more
aggressive foreign policies. Large materiel budgets also do not necessarily translate into more
capable, effective, or combat ready armed forces. However, acquisition decisions do translate into
military capabilities, and military capabilities do shape foreign policy decisions on the use of
force. As a consequence, the leveraging of military appropriations to reduce trade-induced slack
in labor markets may have significant long-term ramifications for foreign policy.
The 2000s also may not be the only decade during which countries attempted to soak up
excess labor with military spending. Historians tend to characterize the 1930’s military spending
and rearmaments as a Richardsonian global arms race. In fact, Lewis Fry Richardson’s
mathematical arms race model began as a laudable attempt to explain interwar rearmament (Hess,
1995). However, political scientists have largely debunked arms race models in the later decades
of the Cold War. Empirical studies have consistently found evidence that domestic political
economic factors are usually a stronger determinant of military spending than external threats.
Yet, most historians still casually accept that the 1930s-rearmament was the result of an arms
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race, and not potentially the product of domestic political economics. Another strong influence on
historical perceptions of the 1930s was E. H. Carr’s The Twenty Year’s Crisis: 1919-1939.
However, Carr’s work approaches an understanding of the 1930s through the prism of modern
realism which has since lost much of its theoretical credibility. The 1930s-rearmament is still
largely conceptualized within obsolete theoretical constructs that are no longer accepted by the
majority of political scientists or conflict scholars. Viewing the 1930s through Carr’s prism of
modern realism or Richardson’s mathematical arms race models may be theoretical constructs
that obscure more than they reveal.
Similar to the 2000’s trade-induced adjustments, the 1930s were rife with trade imbalances,
financial crises, protectionist economic discrimination, structural adjustments, and surges in
unemployment across dozens of countries. There was immense domestic political pressure across
a number of countries to ease unemployment. In the 1930s, government spending on armaments
across Europe, Japan, and the United States helped soak up a substantial volume of excess labor.
For the 1930s German economy suffering from crushing inflation and staggering unemployment,
large armament programs were effective domestic public policies that eased unemployment and
became politicized as restorative symbols of national economic pride. Across many countries the
1930s were a contrast of wide-spread unemployment and economic depressions juxtaposed
against a decade of incredible advances in military-industrial innovation and weaponry that made
Blitzkriegs, carrier warfare, strategic bombing, and airborne assaults possible (Winton & Metz,
2003).
While often romanticized as building parks, observatories, and public swimming pools, a
disproportionately large portion of American New Deal jobs were created within the U.S.
military-industrial complex. Prior to the Second World War, the New Deal established the
military-industrial base used to build fleets of warships, bombers, tanks, and fighters. A large
portion of New Deal infrastructure spending were investments in shipyards, airfields, highways,
and armories that would support mass wartime mobilizations. In fact, within hours of the first
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piece of New Deal legislation being signed into law, executive orders to place the construction
thirty-two American warships under contract when into effect (McBride, 2003). The aircraft
carriers and many of the warships that turned the tide of the war at the Battle of Midway and
during the Battle of the Atlantic were the direct products of New Deal jobs programs originally
authorized under the National Industrial Reconstruction Act of 1933. The Lima Tank Plant that is
still producing American tanks started as a New Deal government-owned steel mill.
In the 1930s, the United States was not unique its armament spending. These
military-industrial spending programs were argued as a means to ease unemployment but these
programs also built the global military-industrial complex that helped make the costliest war in
human history possible. If the past is prologue, understanding where compensatory
military-industrial spending is headed becomes a question worthy of considerably more attention.
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