The aim of this paper is to analyze a mixed discontinuous Galerkin discretization of the time-harmonic elasticity problem. The symmetry of the Cauchy stress tensor is imposed weakly, as in the traditional dual-mixed setting. We show that the discontinuous Galerkin scheme is well-posed and uniformly stable with respect to the mesh parameter h and the Lamé coefficient λ. We also derive optimal a-priori error bounds in the energy norm. Several numerical tests are presented in order to illustrate the performance of the method and confirm the theoretical results.
Introduction
In this paper we are interested in the dual-mixed formulation of the elasticity problem with weakly imposed symmetry. We introduce and analyze a mixed interior penalty discontinuous Galerkin (DG) method for the elasticity system in time-harmonic regime. The interior penalty DG method can be traced back to [1, 9] and its application for elliptic problems is now well understood; see [8] and the references cited therein for more details. The mixed interior penalty method introduced here can be viewed as a discontinuous version of the Arnold-Falk-Winther div-conforming finite element space [3] . It approximates the unknowns of the mixed formulation, given by the Cauchy stress tensor and the rotation, by discontinuous finite element spaces of degree k and k − 1 respectively. This permits one to enjoy the well-known flexibility properties of DG methods for hp-adaptivity and to implement high-order elements by using standard shape functions. Moreover, our scheme is immune to the locking phenomenon that arises in the nearly incompressible case.
The first step in our study of the mixed DG scheme consists in providing a convergence analysis for the corresponding div-conforming Galerkin method based on the Arnold-FalkWinther element. We point out that there are many finite element methods for the mixed formulation of the elasticity problem with reduced symmetry [3, 4, 7, 13, 16] . All of them have been analyzed in the static case, i.e., in the case ω = 0 in problem (1) below. In time harmonic regime, the operator underlying the mixed formulation is not Fredholm of index zero as in the classical displacement-based formulation. The same challenge is encountered when analyzing the curl-conforming variational formulation of the Maxwell system [6, 12] . Actually, the abstract theory given in [6] can also be applied to the dualmixed variational formulation of linear elasticity as shown (implicitly) in the analysis given in [11] for a fluid-solid interaction problem. Instead of using this approach, we take here advantage of the recent spectral analysis obtained in [15] to directly deduce the stability of the Arnold-Falk-Winther finite element approximation of the indefinite elasticity problem.
An interior penalty discontinuous Galerkin method has also been introduced in [14] for the Maxwell system. The DG formulation we are considering here is, in a certain sense, its counterpart in the H(div)-setting. Notice that, in contrast to [14] , our approach does not rely on a duality technique. We prove the convergence of the DG scheme by exploiting the stability of the corresponding div-conforming method and without requiring further regularity assumption than the one needed to write properly the right-hand side of (21) below. Moreover, if the analytic Cauchy stress tensor, its divergence and rotation belong to a Sobolev space with regularity exponent s > 1/2, then it is shown that the error in the DG-energy norm converges with the optimal order O(h min(s,k) ) with respect to the mesh size h and the polynomial degree k.
The paper is organized as follows. In Section 2, we recall the dual formulation of the linear elasticity problem with reduced symmetry and prove its well-posedness when the wave number is different from a countable set of singular values. In Section 3 we prove the convergence of the conforming Galerkin scheme based on the Arnold-Falk-Winther element. In Section 4, we introduce the mixed interior penalty discontinuous Galerkin method and its convergence analysis is carried out in Section 5. Finally, in Section 6 we present numerical results that confirm the theoretical convergence estimates.
We end this section with some of the notations that we will use below. Given any Hilbert space V , let V 3 and V 3×3 denote, respectively, the space of vectors and tensors of order 3 with entries in V . In particular, I is the identity matrix of R 3×3 and 0 denotes a generic null vector or tensor. Given τ := (τ ij ) and σ := (σ ij ) ∈ R 3×3 , we define as usual the transpose tensor τ t := (τ ji ), the trace tr τ :=
(tr τ ) I, and the tensor inner product τ : σ := 0 (div; Ω). Henceforth, we denote by C generic constants independent of the discretization parameter, which may take different values at different places.
The model problem
Let Ω ⊂ R
3 be an open bounded Lipschitz polyhedron representing a solid domain. We denote by n the outward unit normal vector to ∂Ω and assume that ∂Ω = Γ ∪ Σ with int(Γ) ∩ int(Σ) = ∅. The solid is supposed to be isotropic and linearly elastic with mass density ρ and Lamé constants µ and λ. Under the hypothesis of small oscillations, the time-harmonic elastodynamic equations with angular frequency ω > 0 and body force f : Ω → R 3 are given by
where
[∇u + (∇u) t ] is the linearized strain tensor and C is the elasticity operator defined by Cτ := λ (tr τ ) I + 2µτ .
Our aim is to introduce the Cauchy stress tensor σ : Ω → R 3×3 as a primary variable in the variational formulation of (1) . To this end, we consider the closed subspace of H(div, Ω) given by W := {τ ∈ H(div, Ω); τ n = 0 on Σ} and the space of skew symmetric tensors
Introducing the rotation r := 1 2
[∇u − (∇u) t ], the constitutive equation (1a) can be rewritten as,
Testing the last identity with τ ∈ W, integrating by parts and using the momentum equation (1b) to eliminate the displacement u, we end up with the following mixed variational formulation of problem (1): find σ ∈ W and r ∈ Q such that
where the wave number κ is given by √ ρ ω. We notice that equation (2b) is a restriction that imposes weakly the symmetry of σ, and r is the corresponding Lagrange multiplier. We also point out that the dual formulation (2) degenerates as ω → 0. The static case ω = 0 is then not covered by our analysis. We introduce the symmetric bilinear forms
and denote the product norm on
Proposition 2.1. There exists a constant α A > 0, depending on µ and Ω (but not on λ), such that
Proof. It is important to notice that the bilinear form
is bounded by a constant independent of λ when λ is too large in comparison with µ. Moreover, it is shown in [15, Lemma 2.1] that there exists a constant α 0 > 0, depending on µ and Ω (but not on λ), such that
On the other hand, there exists a constant β > 0 depending only on Ω (see, for instance, [4] ) such that
The Babuška-Brezzi theory shows that, for any bounded linear form L ∈ L(W × Q), the problem: find (σ, r) ∈ W × Q such that
is well-posed, which proves (3).
We deduce from Proposition 2.1 and the symmetry of A(·, ·) that the operator T :
is well-defined and bounded. It is clear that, for a given wave number κ > 0, (σ, r) = 0 is a solution to the homogeneous version of problem (2) if and only if η = 1 1+κ 2 , (σ, r) is an eigenpair for T . The following characterization of the spectrum of T will be useful for our analysis.
Proposition 2.2. The spectrum sp(T ) of T decomposes as follows
where {η k } k is a real sequence of finite-multiplicity eigenvalues of T which converges to 0. Moreover, η = 1 is an infinite-multiplicity eigenvalue of T while η = 0 is not an eigenvalue.
Proof. See [15, Theorem 3.7] .
Proof. Let us first recall that, given z ∈ C \ {sp(T )}, the resolvent
by a constant C only depending on Ω and |z|. We deduce from (3) and the symmetry of A(·, ·) that the problem:
is well-posed. The solution of problem (2) is then given by
and (6) follows from the boundedness of 
A continuous Galerkin discretization
We consider shape regular affine meshes T h that subdivide the domainΩ into tetrahedra K of diameter h K . The parameter h := max K∈T h {h K } represents the mesh size of T h . Hereafter, given an integer m ≥ 0 and a domain D ⊂ R 3 , P m (D) denotes the space of polynomials of degree at most m on D. The space of piecewise polynomial functions of degree at most m relatively to T h is denoted by
For any k ≥ 1, we consider the finite element spaces
Let us now recall some well-known properties of the Brezzi-Douglas-Marini (BDM) mixed finite element [5] . LetK be a fixed reference tetrahedron. Given K ∈ T h , there exists an affine and bijective map
withP k (K) representing the space of homogeneous polynomials of total degree exactly k inx ∈K.
A polynomial v ∈ P k (K) 3 is uniquely determined by the set of BDM degrees of freedom
where n K is the outward unit normal vector to ∂K. Conditions (8) are avoided in the case k = 1. Let us consider an arbitrary, but fixed, orientation of all internal faces F of T h by normal vectors n F . On the faces F lying on ∂Ω we take n F = n| F . We can introduce the global BDM-interpolation operator
We have the following classical error estimate, see [4] ,
Moreover, thanks to the commutativity property,
where R h is the L 2 (Ω)-orthogonal projection onto P k−1 (T h ). Finally, we denote by S h : Q → Q h the orthogonal projector with respect to the L 2 (Ω) 3×3 -norm. It is well-known that, for any s ∈ (0, 1], we have
We propose the following continuous Galerkin (CG) discretization of problem (2): find
Proposition 3.1. There exists a constant α c A > 0 independent of h and λ such that
Proof. We prove this result by following the same steps given in Proposition 2.1. We deduce from (5) that the bilinear form
h . Moreover, the following discrete inf-sup condition is proved in [2, 4] : There exists β c > 0, independent of h, such that
Therefore, we can use the Babuška-Brezzi theory to ensure that, for any bounded linear form L ∈ L(W × Q), the problem:
admits a unique solution and there exists a constant C > 0 independent of h and λ such that
which gives (15).
We can now consider the discrete counterpart
As a consequence of Proposition 3.1, T h is well-defined and uniformly bounded with respect to h and λ. Moreover, we deduce from [15, Theorem 5.2] that, if 1 1+κ 2 / ∈ sp(T ), there exists a mesh size h 0 > 0 such that, for h ≤ h 0 ,
with a constant C 0 > 0 independent of h and λ.
We introduce the bilinear form
and notice that there exists a constant M c D > 0 independent of h and λ such that
Proposition 3.2. Assume that 1 1+κ 2 / ∈ sp(T ) and let h 0 > 0 be the parameter for which
with α c D > 0 independent of the mesh size h and λ.
Proof. We deduce from Proposition 3.1 that there exists an operator (16) and (19) that 
Moreover, if the exact solution u of (1) belongs to H 1+s (Ω)
with C > 0 independent of h and λ.
Proof. The Céa estimate (20) is a direct consequence of (17) and (18). The asymptotic error estimate follows from (11), (12) and (13).
A discontinuous Galerkin discretization
From now on we assume that there exists
J} is a set of polyhedral subdomains forming a disjoint partition ofΩ, i.e.,
We deduce from this additional hypothesis on f and the momentum equation (1b) that (div σ)| Ω j belongs to H min(s 0 ,1) (Ω j ) for any j = 1, · · · , J. In what follows, we assume that T h is compatible with the partitionΩ = ∪ J j=1Ω j , i.e.,
We say that a closed subset F ⊂ Ω is an interior face if F has a positive 2-dimensional measure and if there are distinct elements K and K ′ such that F = K ∩ K ′ . A closed subset F ⊂ Ω is a boundary face if there exists K ∈ T h such that F is a face of K and F = K ∩ Γ. We consider the set F 0 h of interior faces and the set F ∂ h of boundary faces. We assume that the boundary mesh F ∂ h is compatible with the partition ∂Ω = Γ ∪ Σ, i.e.,
We denote
and for any element K ∈ T h , we introduce the set
of faces composing the boundary of K. For any s ≥ 0, we consider the broken Sobolev space
3×3 the components v K and τ K represent the restrictions v| K and τ | K . When no confusion arises, the restrictions of these functions will be written without any subscript. We will also need the space given on the skeletons of the triangulations T h by
Similarly, the components µ F of µ := {µ F } ∈ L 2 (F h ) coincide with the restrictions µ| F and we denote
where n K is the outward unit normal vector to ∂K. On the boundary of Ω we use the following conventions for averages and jumps:
Similarly, for matrix valued functions
and on the boundary of Ω we set
For any k ≥ 1 we introduce the finite dimensional space 
and the linear form
and consider the DG method:
We notice that, as it is usually the case for DG methods, the essential boundary condition is directly incorporated within the scheme. We need the following technical result to show that the bilinear form D a h (·, ·) is uniformly bounded on W h . Proposition 4.1. There exists a constant C > 0 independent of h such that
Proof. It is straightforward that
The result follows now from the following discrete trace inequality (cf. [8] ):
where C 0 > 0 is independent of K.
With the aid of the Cauchy-Schwarz inequality and Proposition 4.1, we can easily prove that there exists constants M d D > 0 independent of h and λ such that
We end this section by showing that the DG scheme (21) is consistent. 
Proof. By definition,
The identity div σ = f − κ 2 u and integration by parts yield
Substituting back into (25) by taking into account that ∇u = C −1 σ − r and
and the result follows.
Well-posedness and stability of the DG method
By using the transformation rules
we can easily show that
where F is the image of the faceF under the affine map F K :K → R 3 defined in Section 3.
Proposition 5.1. There exists a constant C > 0 independent of h such that
Proof. We will use here the notation a b to express that there exists C > 0 independent of h such that a ≤ C b for all h. The notation A ≃ B means that A B and B A simultaneously. We first notice that, thanks to the unisolvency of conditions (7)- (8), the norms
and sup
are equivalent on the finite dimensional space
Hence, we deduce from (27) that
We introduce the projection P h : W h → W c h uniquely characterized, for any τ ∈ W h , by the conditions
We point out that the projection P h may be viewed as the div-conforming counterpart of the projection with curl-conforming range introduced in [14] .
Proposition 5.2. The norm equivalence
holds true on W h with constants C > 0 andC > 0 independent of h.
Proof. Using Proposition 5.1 row-wise we deduce that there exists C 0 > 0 independent of h such that
It is easy to obtain, from the definition of P h , the identity
h . Hence, using the Cauchy-Schwarz inequality and summing up over K ∈ T h we deduce that
which proves that
The lower bound of (33) is then a consequence of the uniform boundedness of P h on W h ,
for all τ ∈ W h which gives the upper bound of (33). ∈ sp(T ). There exist parameters h * > 0 and a * > 0 such that, for h ≤ h * and a ≥ a * ,
with α d D > 0 independent of the mesh size h and λ.
Proof. We deduce from (18) that there exists an operator Ξ h :
Using the Cauchy-Schwarz inequality we have that
It follows from (22) and (35) that
with a constant C 2 > 0 independent of h and λ. The remaining two terms of (39) are bounded from below by using (23), (22) and (35). Indeed, it is straightforward that
with C 3 > 0 and C 4 > 0 independent of h and λ. Summing up, we have that,
Hence, if a > C * + 1/2, by virtue of (33) we have that
Finally, using (35) and (38) we deduce that there exists α
provided that h is sufficiently small and a is sufficiently large, which gives (37).
The first consequence of the inf-sup condition (37) is that the DG problem (21) admits a unique solution. Moreover, we have the following Céa estimate. ∈ sp(T ) and let (σ, r) ∈ W × Q be the solution of (2a)-(2b). There exist parameters h * > 0 and a * > 0 such that, for h ≤ h * and a ≥ a * ,
Moreover, if the exact solution u of (1) belongs to H 1+s (Ω) 3 for some s > 1/2 and if div σ ∈ H s (Ω) 3 , then the error estimate
holds true with a constant C > 0 independent of h and λ.
Proof. The first estimate follows from (23), (24) and (37) as shown in [8, Theorem 1.35 ].
On the other hand, under the regularity hypotheses on u and σ,
and we notice that
Using the commuting diagram property satisfied by Π h , the trace theorem and standard scaling arguments we obtain that
Consequently, by virtue of the error estimates (11), (12) and (13),
Numerical results
We present a series of numerical experiments confirming the good performance of the continuous Galerkin scheme (14) and the discontinuous Galerkin scheme (21). For simplicity we consider our model problem in two dimensions. The corresponding theory and results from three dimensions apply with trivial modifications. All the numerical results have been obtained by using the FEniCS Problem Solving Environment [10] . We choose Ω = (0, 1) × (0, 1), λ = µ = 1 and select the data f so that the exact solution is given by
. Table 2 : Convergence of the CG method in r for different wave numbers (k = 2). Table 4 : Convergence of the CG method in r for different wave numbers (k = 4). Table 6 : Convergence of the DG method in r for different wave numbers (k = 4, a = 100). Table 7 : Convergence of the DG method in σ for different wave numbers (k = 6, a = 100). k = 4, respectively. It is clear that the correct quadratic and quartic convergence rates of the errors are attained in each variable and for each fixed wave number κ.
The subsequent numerical tests are for the discontinuous Galerkin scheme (21). We present throughout Tables 5, 6 , 7 and 8 results corresponding to k = 4 with a range of wave numbers given by κ = 4, 8, 16, 32. We also show results corresponding to k = 6 with κ = 16, 28, 32, 40. For both polynomial degrees (k = 4, 6) we take a stabilization parameter a = 100. The expected rates of convergence are attained in all the cases. We notice that the higher the value of the wave number κ is, the smaller is the mesh size needed to reduce the error below a given tolerance.
To test the locking-free character of the method in the nearly incompressible case, we consider now Lamé coefficients λ and µ corresponding to a Poisson ratio ν = 0.499 and a Young modulus E = 10. We fix the polynomial degree to k = 2, take a stabilization parameter a = 50 and report in Tables 9 and 10 the experimental rates of convergence for κ = 4, 8, 16, 32. We observe that the method is thoroughly robust for nearly incompress- Table 8 : Convergence of the DG method in r for different wave numbers (k = 6, a = 100). Table 9 : Convergence of the DG method in σ for different wave numbers (k = 2, a = 50, ν = 0.499). Table 10 : Convergence of the DG method in r for different wave numbers (k = 2, a = 50, ν = 0.499). ible materials. However, it seems that the pre-asymptotic region increases in this case for big values of κ.
We now study the influence of κ on the choice of the stabilization parameter a of the discontinuous Galerkin scheme (21). To this end, we present in Figure 1 different approximations corresponding to κ = 2, 4, 8, 16, 32, obtained with the mesh h = 1/32 and a polynomial degree k = 3. In each case, we represent in a double logarithmic scale the errors versus the parameter a. Clearly, a is not sensible to the variations of κ. However, higher polynomial degrees k require higher values for the stabilization parameter a. This is made clear in Figure 2 where the polynomial degrees k = 1, · · · , 7 are considered on a fixed mesh h = 1/32, with a fixed wave number κ = 16. In each case, the errors are depicted versus a. 
