Asymptotic distribution-free change-point detection for data with
  repeated observations by Song, Hoseung & Chen, Hao
Asymptotic distribution-free change-point detection for data
with repeated observations
BY HOSEUNG SONG AND HAO CHEN
Department of Statistics, University of California, Davis, Davis, CA 95616, U.S.A.
hosong@ucdavis.edu hxchen@ucdavis.edu
SUMMARY
In the regime of change-point detection, a nonparametric framework based on scan statistics
utilizing graphs representing similarities among observations is gaining attention due to its flexi-
bility and good performances for high-dimensional and non-Euclidean data sequences, which are
ubiquitous in this big data era. However, this graph-based framework encounters problems when
there are repeated observations in the sequence, which often happens for discrete data, such as
network data. In this work, we extend the graph-based framework to solve this problem by aver-
aging or taking union of all possible “optimal” graphs resulted from repeated observations. We
consider both the single change-point alternative and the changed-interval alternative, and derive
analytic formulas to control the type I error for the new methods, making them fast applicable to
large data sets. The extended methods are illustrated on an application in detecting changes in a
sequence of dynamic networks over time.
Some key words: discrete data; categorical data; nonparametrics; scan statistics; tail probability; high-dimensional
data; non-Euclidean data.
1. INTRODUCTION
1.1. Background
Change-point analysis plays a significant role in various fields when a sequence of observa-
tions is collected. In general, the problem concerns testing whether or not a change has occurred,
or several changes might have occurred, and identifying the locations of any such changes. In this
paper, we consider the offline change-point detection problem where a sequence of independent
observations {yi}i=1,...,n is completely observed at the time when data analysis is conducted.
Here, n is the length of the sequence, and i is the time index or other meaningful index depend-
ing on the specific application. We consider testing the null hypothesis
H0 : yi ∼ F0, i = 1, . . . , n, (1)
against the single change-point alternative
H1 : ∃ 1 ≤ τ ≤ n, yi ∼
{
F1, i > τ
F0, otherwise,
(2)
or the changed-interval alternative
H2 : ∃ 1 ≤ τ1 ≤ τ2 ≤ n, yi ∼
{
F1, i = τ1 + 1, . . . , τ2
F0, otherwise,
(3)
where F0 and F1 are two different disbtributions.
ar
X
iv
:2
00
6.
10
30
5v
1 
 [s
tat
.M
E]
  1
8 J
un
 20
20
2 H. SONG AND H. CHEN
This problem has been extensively studied for univariate data (see Carlstein et al. (1994); Chen
& Gupta (2011) for a survey). However, in many modern applications, yi is high-dimensional or
even non-Euclidean. Following are some examples.r Network Analysis: Graph-structured data is ubiquitous in several high-impact applications
including social sciences and computer graphics, and one of fundamental importances is net-
work evolution (Peel & Clauset (2015); Wang et al. (2017b); Ranshous et al. (2015)). Main
goal of this problem is to charaterize how the network evolves through time and when a net-
work significantly changes. However, most studies are based on certain generative models,
such as the Erdo˝s-Re´nyi model or stochastic blockmodels, and they rely on computationally
expensive method, such as the permutation test (Peel & Clauset (2015); Wang et al. (2017b)).r DNA sequence segmentation: Segmentation of DNA sequences serves some biological so-
lutions such as detection of anomalous segments or structure comparison between sequences
(Karlin & Brendel (1993); Braun & Muller (1998)). The DNA sequence consists of adenosine
(A), cytosine (C), guanine (G) or thymine (T). In this case, the multinomial distribution can be
used to model the nucleotides yi = (yi,1,yi,2,yi,3,yi,4), where yi = (1, 0, 0, 0) if the ith nu-
cleotide is an A, and so on. Thus, the observations are multinomial vectors and change-point
fitting for multinomial data can be applied (Braun et al. (2000); Wang et al. (2018)), but these
methods lead to the fact that they are not applicable to other discrete distributed data.r Text or document comparisons: In the digitized texts era, it is often of interest to capture
abrupt changes in the word compotision collected over time in tasks such as topic detection
and questions generation in text (Gomaa et al. (2013)). For example, the multivariate Bernoulli
model or multinomial model can be used to capture word frequency information in documents.
Typically, the number of words in this example can be very large, while the counts for each
word can be small. Feature selection can be done to reduce the vocabulary size, but calculating
high mutual information is demanding (Yang & Pedersen (1997)). In this case, classical tests
do not work since the number of categories is comparable to or even larger than the number
of subjects, making the asymptotic theory not applicable.
For high-dimensional data, most methods are based on parametric models (see for example
Zhang et al. (2010); Wang et al. (2017a); Wang & Samworth (2018)), and to apply these meth-
ods, the data sequence needs to follow specific parametric models. In the nonparametric do-
main, Harchaoui et al. (2009) made use of kernel methods, Lung-Yut-Fong et al. (2011) utilized
marginal rankings, and Matteson & James (2014) made use of distances among observations.
These methods can be applied to a wider range of problems than parametric methods. How-
ever, it is in general difficult to conduct theoretical analysis on nonparametric methods and none
of these nonparametric methods provides analytic formulas for false discovery control, making
them difficult to be applied to large datasets.
1.2. Graph-based change-point methods
Recently, Chen & Zhang (2015) proposed a nonparametric framework that can be applied to
any data type as long as there is a reasonable similarity measure on the sample space. They
managed to work out a set of tools to conduct theoretical analysis on the framework in deriving
analytic formulas for false discovery control. The method exhibits power higher than parametric
methods when the dimension is high. Later, Chu & Chen (2019) introduced more powerful test
statistics to this framework.
While the methods proposed by Chen & Zhang (2015) and Chu & Chen (2019) work well
for continuous data, they are problematic for data with repeated observations, which is common
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for discrete data, such as network data. The reason is that these methods depend on a similarity
graph constructed on observations. When there are repeated observations, the similarity graph is
in general not uniquely defined and these methods are troublesome. For example, Chen & Zhang
(2015) analyzed a phone-call network dataset and the task was to test whether there is any change
in the dynamics of the networks over time. In this dataset, a few networks in the sequence are
exactly the same. Chen & Zhang (2015) used the minimum spanning tree (MST) as the similarity
graph, which is a spanning tree that connects all observations with the sum of distances of the
edges in the tree minimized. The MST is uniquely defined for continuous data with probability
1. While, when there are repeated observations, there are multiple spanning trees having equally
minimum sum of distances, i.e., the MST is not uniquely defined.
More specifically, in the phone-call network dataset, there are in total 330 networks
{y1, . . . ,y330} in the sequence and among them are 290 distinct networks. For example, y1, y6,
y16 are exactly the same, y2, y3 are exactly the same, Table 1 in Supplement A lists all repeated
observations. Due to this, there are numerous ways in assigning edges in the MST with repeated
observations. Hence, the MST is not uniquely defined and existing graph-based methods are not
reliable since they are formulated by the unique similarity graph on pooled observations.
Table 1 lists test statistics and their corresponding p-values of four testing procedures proposed
in Chen & Zhang (2015) and Chu & Chen (2019) on three randomly chosen MSTs. We see that
the p-value depends heavily on the choice of the MST: It could be very small under one MST, but
very large on another MST, leading to completely different conclusions on whether the sequence
is homogeneous or not. Also, since the number of possible MSTs is huge, it is impractical to
compute the test statistics on all possible MSTs directly to get a summary.
Table 1: The test statistics and corresponding p-values (in parentheses) for four testing pro-
cedures proposed in Chen & Zhang (2015) and Chu & Chen (2019): an original edge-count
scan statistic (maxn0≤t≤n1 Z0(t)), a generalized edge-count scan statistic (maxn0≤t≤n1 S(t)), a
weighted edge-count scan statistic (maxn0≤t≤n1 Zw(t)), and a max-type edge-count scan statis-
tic (maxn0≤t≤n1 M(t)). Here, n0 is set to be d0.05ne = 17 and n1 = 330− n0, where dxe
denotes the smallest integer greater than or equal to x.
MST #1 MST #2 MST #3
maxn0≤t≤n1 Z0(t) 2.32 (0.09) 0.92 (0.91) 1.57 (0.51)
maxn0≤t≤n1 S(t) 13.61 (0.04) 12.31 (0.08) 16.36 (0.01)
maxn0≤t≤n1 Zw(t) 2.11 (0.44) 3.49 (0.02) 1.54 (0.88)
maxn0≤t≤n1 M(t) 3.05 (0.09) 3.49 (0.02) 3.27 (0.05)
1.3. Our contribution
We propose new graph-based testing procedures that can deal with repeated observations prop-
erly (Section 3). This work fills the gap for the graph-based framework in dealing discrete data.
The new tests are asymptotically distribution-free under the null hypothesis of no change. We
also derive analytic formulas to approximate permutation p-values for those modified test statis-
tics, making them fast applicable to real datasets (Section 4). We show that the proposed tests
work well to detect a change when the data has repeated observations (Section 5). We illustrate
the new testing procedures through an analysis on phone-call network dataset (Section 6).
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2. NOTATIONS AND RELATED EXISTING WORKS
Chen & Zhang (2015) and Chu & Chen (2019) developed a graph-based framework to detect
change-points for high-dimensional and non-Euclidean data sequences. This framework is based
on a similarity graph G constructed on the sample space, representing similarities among ob-
servations. For example, the distance matrix can be obtained from L1 norm for Euclidean data
or Spearmans distance for ranking data, and optimization criteria can be the MST. For more
discussions on the choice of graph G, see Chen & Zhang (2013, 2015). Based on G over t, test
statistics rely on three basic quantities,R0,G(t),R1,G(t) andR2,G(t), where for each t R0,G(t) is
the number of edges connecting observations before and after t, R1,G(t) is the number of edges
connecting observations prior to t, and R2,G(t) is the number of edges connecting observations
after t. Then, four scan statistics were studied: the original edge-count scan statistic, the weighted
edge-count scan statistic, the generalized edge-count scan statistic, and the max-type edge-count
scan statistic that can be applied to various alternatives. Broadly speaking, when the change is
only in the mean, the weighted edge-count test is recommended; for more general changes, the
generalized edge-count test and max-type edge-count tests are useful. For more detailed compar-
isons, see Chu & Chen (2019). However, although they exhibit good performance for continuous
data, tests are not reliable when data has repeated observations.
For data with repeated observations, we represent the data using a contingency table for each
t. Suppose that there are in total n observations and K distinct values, which we also refer to
as categories in the following. Each t divides the sequence into two groups, before or at time t
(Group 1) and after time t (Group 2). Let nik(t) be the number of observations in grfoup i (i =
1, 2) and category k (k = 1, . . . ,K) and mk (k = 1, . . . ,K) be the number of observations in
category k. Notice that mk = n1k(t) + n2k(t) (k = 1, . . . ,K),
∑K
k=1mk = n,
∑K
k=1 n1k(t) =
t, and
∑K
k=1 n2k(t) = n− t.
Table 2: Notations at time t.
Index of distinct values 1 2 · · · K Total
Group 1 n11(t) n12(t) · · · n1K(t) t
Group 2 n21(t) n22(t) · · · n2K(t) n− t
Total m1 m2 · · · mK n
In Chen & Zhang (2013) and Zhang & Chen (2017), the authors studied ways to extend the
underlying graph-based two-sample tests to accommodate data with repeated observations under
the two-sample testing framework. When data has repeated observations, the similarity graph is
not uniquely defined based on common optimization criteria, such as a MST, leading to multi-
ple ‘optimal’ graphs. The authors considered two ways to incorporate information from these
graphs: “averaging” and “union”. To be more specific, they first construct a similarity graph on
the distinct values, denoted by C0. Here, C0 could be the MST on all distinct values, the nearest
neighbor link (NNL)1 when the MST on the distinct values is not unique, or some other mean-
ingful graphs. Then, the optimal graph initiated from C0 is defined in the following way: For
each pair of edges (k1, k2) ∈ C0, randomly choose an observation with the value indexed by k1
and an observation with the value indexed by k2, and connect these two observations; then, for
each ki (i = 1, 2), if there are more than one observation (repeated observations) with the value
indexed by ki, connect them by a spanning tree (any edges in this spanning tree has distance 0).
Based on these optimal graphs, “averaging” statistic is defined by averaging the test statistic over
1 NNL is the union of all possible MSTs on the distinct values. See Zhang & Chen (2017) for the algorithm in constructing NNL.
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all optimal graphs and “union” statistic is defined by calculating the test statistic on the union of
all optimal graphs.
3. PROPOSED TESTS
3.1. Extended test statistics for data with repeated observations
Here, we focus on extending the weighted, generalized, and max-type test statistics for re-
peated observations. Details for extending the original edge-count test is in Supplement C. Based
on the two-sample test statistics in Chen & Zhang (2013) and Zhang & Chen (2017), we could
define the extended basic quantities at time t under the “averaging” approach as follows:
R1,(a)(t) =
K∑
k=1
n1k(t)
(
n1k(t)− 1
)
mk
+
∑
(u,v)∈C0
n1u(t)n1v(t)
mumv
, (4)
R2,(a)(t) =
K∑
k=1
n2k(t)
(
n2k(t)− 1
)
mk
+
∑
(u,v)∈C0
n2u(t)n2v(t)
mumv
, (5)
and under the “union” approach as follows:
R1,(u)(t) =
K∑
k=1
n1k(t)
(
n1k(t)− 1
)
2
+
∑
(u,v)∈C0
n1u(t)n1v(t), (6)
R2,(u)(t) =
K∑
k=1
n2k(t)
(
n2k(t)− 1
)
2
+
∑
(u,v)∈C0
n2u(t)n2v(t). (7)
These are discrete data version of R1,G(t) and R2,G(t) to address infeasibility of computing test
statistics in data with repeated observations. Hence, relatively large value of the sum of R1,(a)(t)
and R2,(a)(t) or R1,(u)(t) and R2,(u)(t) could be the evidence against the null hypothesis.
Under the null hypothesis H0 (1), the joint distribution of {yi}i=1,...,n is the same under the
permutation distribution. The null distribution is defined to be the permutation distribution, which
places 1/n! probabilities on each of the n! permutations of {yi}i=1,...,n. With no further spec-
ification, P, E, Var, and Cov denote the probability, the expectation, the variance, and the co-
varaince, respectively, under the permutation null distribution.
Under the permutation null distribution, analytic formulas for the expectation and the variance
of extended basic quantities can be calculated through combinatorial analysis, and they can be
obtained straightforwardly following Zhang & Chen (2017). Let EC0u be the subgraph of C0
containing all edges that connect to node u and |EC0u | be the number of edges connected the
category u in C0. In averaging approach, we have
E
(
R1,(a)(t)
)
= (n−K + |C0|)p1(t),
E
(
R2,(a)(t)
)
= (n−K + |C0|)q1(t),
Var
(
R1,(a)(t)
)
= 4
(
p2(t)− p3(t)
)(
n−K + 2|C0|+
K∑
u=1
|EC0u |2
4mu
−
K∑
u=1
|EC0u |
mu
)
+
(
p3(t)− p21(t)
)(
n−K + |C0|
)2
+
(
p1(t)− 2p2(t) + p3(t)
) ∑
(u,v)∈C0
1
mumv
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+ 2 (p1(t)− 4p2(t) + 3p3(t))
(
K −
K∑
u=1
1
mu
)
,
Var
(
R2,(a)(t)
)
= 4
(
q2(t)− q3(t)
)(
n−K + 2|C0|+
K∑
u=1
|EC0u |2
4mu
−
K∑
u=1
|EC0u |
mu
)
+
(
q3(t)− q21(t)
)(
n−K + |C0|
)2
+
(
q1(t)− 2q2(t) + q3(t)
) ∑
(u,v)∈C0
1
mumv
+ 2
(
p1(t)− 4q2(t) + 3q3(t)
)(
K −
K∑
u=1
1
mu
)
,
Cov
(
R1,(a)(t), R2,(a)(t)
)
= f1(t)
(
− 4
(
n−K + 2|C0|+
K∑
u=1
|EC0u |2
4mu
−
K∑
u=1
|EC0u |
mu
)
+ 6
(
K −
K∑
u=1
1
mu
)
+
∑
(u,v)∈C0
1
mumv
)
+
(
f1(t)− p1(t)q1(t)
)(
n−K + |C0|
)2
,
where
f1(t) =
t(t− 1)(n− t)(n− t− 1)
n(n− 1)(n− 2)(n− 3) , pj(t) =
j∏
i=0
(t− i)
(n− i) , qj(t) =
j∏
i=0
(n− t− i)
(n− i)
for j = 1, 2, 3.
Let G¯ be the set of graphs that the union of all possible optimal graphs between observations
{yi}, EG¯i be the subgraph of G¯ containing all edges that connect to node yi, and |EG¯i | be the
number of edges in EG¯i or the degree of node yi in G¯. Note that |EG¯i | =mu − 1 +
∑
v∈VG¯u \{u}mv
if observation i is in category u where VG¯i is the set of nodes in EG¯i . Also, G¯ =
∑K
u=1mu(mu −
1)/2 +
∑
(u,v)∈C0 mumv. For the union approach, we have
E
(
R1,(u)(t)
)
= |G¯|p1(t),
E
(
R2,(u)(t)
)
= |G¯|q1(t),
Var
(
R1,(u)(t)
)
=
(
p1(t)− p3(t)
)|G¯|+ (p2(t)− p3(t)) n∑
i=1
|EG¯i |
(|EG¯i | − 1)
+
(
p3(t)− p21(t)
)|G¯|2,
Var
(
R2,(u)(t)
)
=
(
q1(t)− q3(t)
)|G¯|+ (q2(t)− q3(t)) n∑
i=1
|EG¯i |
(|EG¯i | − 1)
+
(
q3(t)− q21(t)
)|G¯|2,
Cov
(
R1,(u)(t), R2,(u)(t)
)
= f1(t)
(
|G¯|2 − |G¯| −
n∑
i=1
|EG¯i |
(|EG¯i | − 1))− p1(t)q1(t)|G¯|2.
Then, for any candidate value t of τ , the extended test statistics can be defined as
• Zw,(a)(t) =
Rw,(a)(t)− E
(
Rw,(a)(t)
)√
Var
(
Rw,(a)(t)
) , Zw,(u)(t) = Rw,(u)(t)− E
(
Rw,(u)(t)
)√
Var
(
Rw,(u)(t)
) ,
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• S(a)(t) = Z2w,(a)(t) + Z2d,(a)(t), S(u)(t) = Z2w,(u)(t) + Z2d,(u)(t),
• M(a)(t) = max
(
Zw,(a)(t), |Zd,(a)(t)|
)
, M(u)(t) = max
(
Zw,(u)(t), |Zd,(u)(t)|
)
,
where
Rw,(a)(t) = (1− w(t))R1,(a)(t) + w(t)R2,(a)(t), Rw,(u)(t) = (1− w(t))R1,(u)(t) + w(t)R2,(u)(t),
Zd,(a)(t) =
Rd,(a)(t)− E
(
Rd,(a)(t)
)√
Var
(
Rd,(a)(t)
) , Rd,(a)(t) = R1,(a)(t)−R2,(a)(t),
Zd,(u)(t) =
Rd,(u)(t)− E
(
Rd,(u)(t)
)√
Var
(
Rd,(u)(t)
) , Rd,(u)(t) = R1,(u)(t)−R2,(u)(t),
with w(t) = t−1n−2 . Relatively large values of test statistics are the evidence against the null.
3.2. New scan statistics
Based on the extended statistics, we could define the scan statistics for the single change-point
alternative to handle data with repeated observations as follows:r Extended weighted edge-count scan statistic: max
n0≤t≤n1
Zw,(a)(t) & max
n0≤t≤n1
Zw,(u)(t)r Extended generalized edge-count scan statistic: max
n0≤t≤n1
S(a)(t) & max
n0≤t≤n1
S(u)(t)r Extended max-type edge-count scan statistic: max
n0≤t≤n1
M(a)(t) & max
n0≤t≤n1
M(u)(t)
where n0 and n1 are set to be pre-specified values. Each scan statistic has its own characteris-
tics aimed for different situations (see Section 5 for a comparison of them). For example, the
extended weighted edge-count test is useful when a change-point occurs away from the middle
of the sequence. The extended generalized edge-count test is effective under location and scale
alternatives. The extended max-type edge-count test is similar but gives more accurate p-value
approximation. The null hypothesis is rejected if the maxima is greater than a certain threshold.
How to choose the threshold to control the type I error rate is described in Section 4.
For illustration, Figure 1 plots the processes of S(a)(t) and S(u)(t) for the first 50 ob-
servation from Multinomial
(
10, (0.2, 0.3, 0.3, 0.2)T
)
and the second 50 observations from
Multinomial
(
10, (0.4, 0.3, 0.2, 0.1)T
)
with NNL on Euclidean distance. We see that both S(a)(t)
and S(u)(t) peak at the true change-point τ = 50 (left panel). On the other hand, when there is no
change-point, S(a)(t) and S(u)(t) have random fluctuations with smaller maximum values (right
panel). Illustrations of other test statistics are provided in Supplement B.
For testing the null H0 (1) against the changed-interval alternative H2 (3), test statistics can
be derived in a similar way to the single change-point case, and the four scan statistics for the
changed-interval alternative arer Extended weighted edge-count scan statistic:
max
1<t1<t2≤n
n0≤t2−t1≤n1
Zw,(a)(t1, t2) & max
1<t1<t2≤n
n0≤t2−t1≤n1
Zw,(u)(t1, t2)
r Extended generalized edge-count scan statistic:
max
1<t1<t2≤n
n0≤t2−t1≤n1
S(a)(t1, t2) & max
1<t1<t2≤n
n0≤t2−t1≤n1
S(u)(t1, t2)
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Fig. 1: Plots of S(a)(t) and S(u)(t) against t from a typical observation from
Multinomial(10, prob1) and the second 50 observations from Multinomial(10, prob2) where
prob1 = (0.2, 0.3, 0.3, 0.2)T and prob2 = (0.4, 0.3, 0.2, 0.1)T (left panel), and all 100 obser-
vations from Multinomial(10, prob1) (right panel). C0 is the NNL on Euclidean distance.
r Extended max-type edge-count scan statistic:
max
1<t1<t2≤n
n0≤t2−t1≤n1
M(a)(t1, t2) & max
1<t1<t2≤n
n0≤t2−t1≤n1
M(u)(t1, t2)
where S(a)(t1, t2) is the averaging extended generalized edge-count statistic testing observations
in [t1, t2) against observations not in [t1, t2), and similar for others. Detailed expressions of the
above scan statistics for the changed-interval alternative are given in Supplement D.
4. ANALYTICAL p-VALUE APPROXIMATION
We are concerned with the tail distribution of the scan statistics under H0. Take the extended
generalized edge-count scan statistic as an example, we want to compute
P
(
max
n0≤t≤n1
S(a)(t)
)
, P
(
max
n0≤t≤n1
S(u)(t)
)
(8)
for the single change-point alternative, and
P
 max
1<t1<t2≤n
n0≤t2−t1≤n1
S(a)(t1, t2)
 , P
 max
1<t1<t2≤n
n0≤t2−t1≤n1
S(u)(t1, t2)
 (9)
for the changed-interval alternative.
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Under the null hypothesis, the scan statistics are defined as the permutation distribution. For
small sample size n, we can directly sample from the permutation distribution to compute the
permutation p-value. However, when n is large, one needs to draw a large number of random
permutations to get a good estimate of the p-value, which is very time consuming. Hence, we
seek to derive analytic approximations to these tail probabilities.
In this section, we first study the asymptotic properties of the stochastic processes {Zw,(a)(t)},
{Zw,(a)(t1, t2)}, {S(a)(t)}, {S(a)(t1, t2)}, {M(a)(t)}, and {M(a)(t1, t2)} in Section 4.1 , and
{Zw,(u)(t1, t2)}, {S(u)(t)}, {S(u)(t1, t2)}, {M(u)(t)}, and {M(u)(t1, t2)} in Section 4.2. Then
we derive analytical p-value approximation based on the asymptotic distributions in Section 4.3.
To achieve more accurate approximation in the case of small n and more general graphs, we
refine our approximations by correcting the skewness in the marginal distribution (Section 4.4).
The performance of the approximations is checked in Section 4.5.
4.1. Asymptotic distributions of the stochastic processes based on “averaging”
By the definition of Zw,(a)(t), S(a)(t) and M(a)(t), stochastic processes {Zw,(a)(t)},
{S(a)(t)}, and {M(a)(t)} boil down to two pairs of basic processes: {Zw,(a)(t)} and {Zd,(a)(t)}
for the single change-point case and {Zw,(a)(t1, t2)} and {Zd,(a)(t1, t2)} for the changed-interval
case in the similar way. Therefore, we first study the properties of these basic stochastic pro-
cesses. To derive the asymptotic behavior of the stochastic processes in averaging approach, we
work under the following conditions:
Condition 1. |C0|,
∑
(u,v)∈C0
1
mumv
= O(n).
Condition 2.
∑K
u=1mu
(
mu + |EC0u |
)(∑
v∈VC0u mv + |E
C0
u,2|
)
= o(n
3
2 ).
Condition 3.
∑
(u,v)∈C0
(
mu +mv + |EC0u |+ |EC0v |
)(∑
w∈VC0u ∪VC0v mw + |E
C0
u,2|
+|EC0v,2|
)
= o(n
3
2 ).
Condition 4.
∑K
u=1
(|EC0u |−2)2
4mu
− (|C0|−K)2n = O(n).
THEOREM 1. Under Conditions 1-4, as n→∞,
1. {Zw,(a)([nw]2) : 0 < w < 1} and {Zd,(a)([nw]) : 0 < w < 1} converge to independent
Gaussian processes in finite dimensional distributions, which we denote as {Z∗w,(a)(w) : 0 <
w < 1} and {Z∗d,(a)(w) : 0 < w < 1}, respectively.
2. {Zw,(a)([nw1], [nw2]) : 0 < w1 < w2 < 1} and {Zd,(a)([nw1], [nw2]) : 0 < w1 < w2 < 1}
converge to independent Gaussian random fields in finite dimensional distributions, which we
denote as {Z∗w,(a)(w1, w2) : 0 < w1 < w2 < 1} and {Z∗d,(a)(w1, w2) : 0 < w1 < w2 < 1},
respectively.
The proof for this theorem uses the technique developed in Chen & Zhang (2015) that utilizes
the Steins method (Chen & Shao (2005)). The details of the proof are in Supplement E.
Remark 1. Conditions 1-4 all constrain the number of repeated observations. Condition 1 can
usually be satisfied by choosing the right C0. Condition 2 and 3 constrain the degrees of nodes in
the graph C0 such that they cannot be too large. Condition 4 ensures that (R1,(a)(t), R2,(a)(t))T
does not degenerate asymptotically so that S(a)(t) is well defined.
2 [x] denotes the largest integer that is no larger than x.
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Let ρ∗w,(a)(u, v) = Cov
(
Z∗w,(a)(u), Z
∗
w,(a)(v)
)
, and ρ∗d,(a)(u, v) = Cov
(
Z∗d,(a)(u), Z
∗
d,(a)(v)
)
.
The next theorem states explicit expressions for the covariance functions of the limiting Gaussian
process, {Z∗w,(a)(w), 0 < w < 1}, and {Z∗d,(a)(w), 0 < w < 1}.
THEOREM 2. The convariance functions of the Gaussian processes Z∗w,(a)(w), and Z
∗
d,(a)(w)
have the following expressions:
ρ∗w,(a)(u, v) =
(u ∧ v)(1− (u ∨ v))
(u ∨ v)(1− (u ∧ v)) ,
ρ∗d,(a)(u, v) =
√
(u ∧ v)(1− (u ∨ v))
(u ∨ v)(1− (u ∧ v)) ,
where u ∧ v = min(u, v) and u ∨ v = max(u, v).
The above theorem is proved through combinatorial analysis and details are given in the Sup-
plement F. From the above theorem, we see that the limiting processes {Z∗w,(a)(w), 0 < w < 1}
and {Z∗d,(a)(w), 0 < w < 1} do not depend on the graph at all.
4.2. Asymptotic ditributions of the stochastic processes based on “union”
We work under
Condition 5. |G¯| = O(n).
Condition 6.
∑K
u=1m
3
u
∑
v∈VC0u mv
∑
v∈VC0u mv
(
mv +
∑
w∈VC0v \{v}mw
)
= o(n
3
2 ).
Condition 7.
∑
(u,v)∈C0 mumv
(
mu
∑
w∈VC0u mw +mv
∑
w∈VC0v mw
)
×
(∑
w∈VC0u ∪VC0v
y∈VC0w \{w}
mw
(
mw +my
))
= o(n
3
2 ).
Condition 8.
∑n
i=1 |EG¯i |2 − 4n |G¯|2 = O(n).
THEOREM 3. Under Conditions 5-8, as n→∞,
1. {Zw,(u)([nw]) : 0 < w < 1} and {Zd,(u)([nw]) : 0 < w < 1} converge to independent
Gaussian processes in finite dimensional distributions, which we denote as {Z∗w,(u)(w) : 0 <
w < 1} and {Z∗d,(u)(w) : 0 < w < 1}, respectively.
2. {Zw,(u)([nw1], [nw2]) : 0 < w1 < w2 < 1} and {Zd,(u)([nw1], [nw2]) : 0 < w1 < w2 < 1}
converge to independent Gaussian random fields in finite dimensional distributions, which we
denote as {Z∗w,(u)(w1, w2) : 0 < w1 < w2 < 1} and {Z∗d,(u)(w1, w2) : 0 < w1 < w2 < 1},
respectively.
The proof for this theorem the technique developed in Chen & Zhang (2015) that utilizes the
Steins method (Chen & Shao (2005)). The details of the proof are in Supplement G.
Remark 2. Conditions 5-8 all constrain the number of repeated observations. Condition 6 and
7 constrain the degrees of nodes in the graph C0 such that they cannot be too large. Condition 8
ensures that
(
R1,(u)(t), R2,(u)(t)
)T does not degenerate asymptotically.
Change-Point Detection for data with repeated observations 11
Let ρ∗w,(u)(u, v) = Cov
(
Z∗w,(u)(u), Z
∗
w,(u)(v)
)
, and ρ∗d,(u)(u, v) = Cov
(
Z∗d,(u)(u), Z
∗
d,(u)(v)
)
.
The next theorem states explicit expressions for the covariance functions of the limiting Gaussian
processes, {Z∗w,(u)(w), 0 < w < 1}, and {Z∗d,(u)(w), 0 < w < 1}.
THEOREM 4. The convariance functions of the Gaussian processes Z∗w,(u)(w), and Z
∗
d,(u)(w)
have the follwoing expressions:
ρ∗w,(u)(u, v) =
(u ∧ v)(1− (u ∨ v))
(u ∨ v)(1− (u ∧ v)) ,
ρ∗d,(u)(u, v) =
√
(u ∧ v)(1− (u ∨ v))
(u ∨ v)(1− (u ∧ v)) .
The above theorem is proved through combinatorial analysis and details are given in the Sup-
plement H. From the above theorem, we see that the limiting processes {Z∗w,(u)(w), 0 < w < 1}
and {Z∗d,(u)(w), 0 < w < 1} do not depend on the graph at all.
Remark 3. By Theorems 2, 4, we see that the limiting distributions for {Zw,(a)([nw]) : 0 <
w < 1} and {Zw,(u)([nw]) : 0 < w < 1} are the same, and the same story for Zd’s. In addition,
their covariance functions in Theorem 2 and 4 are the same as Theorem 4.3 in Chu & Chen
(2019). Hence, limiting distributions of the extended graph-based tests based on Zw, S, M are
exactly the same as their corresponding versions for continuous data. On the other hand, the
limiting distributions of the extended original edge-count scan statistics differ from their corre-
sponding versions under the continuous setting (see details in Supplement C).
4.3. Asymptotic p-value approximation
We now examine the asymptotic behavior of tail probabilities. Our approximation will involve
the function ν(s) defined as
ν(s) = 2s−2 exp
(
−2
∞∑
m=1
m−1Φ(−1
2
sm−
1
2 )
)
(s > 0). (10)
This function is closely related to the Laplace transform of the overshoot over the boundary of a
random walk. Siegmund & Yakir (2007) suggested simple approximation sufficient for numerical
purpose:
ν(s) ≈ (2/s)
(
Φ(s/2)− 0.5)
(s/2)Φ(s/2) + φ(s/2)
, (11)
where Φ(·) and φ(·) denote the standard normal cumulative density function and standard normal
probability density function, respectively.
Following similar arguments in the proof for Proposition 3.4 in Chen & Zhang (2015),
we can obtain the foundation for analytical approximations to the probabilities. Assume that
n0, n1, n, b→∞ in a way such that for some 0 < x0 < x1 < 1 and b1 > 0
n0
n
→ x0, n1
n
→ x1, b√
n
→ b1.
Then, as n→∞, for both averaging and union approaches, we have
P
(
max
n0≤t≤n1
Z∗w(t/n) > b
)
∼ bφ(b)
∫ x1
x0
h∗w(x)ν
(
b1
√
2h∗w(x)
)
dx,
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P
(
max
n0≤t2−t1≤n1
Z∗w(t1/n, t2/n) > b
)
∼ b3φ(b)
∫ x1
x0
(
h∗w(x)ν
(
b1
√
2h∗w(x)
))2
(1− x)dx,
P
(
max
n0≤t≤n1
|Z∗d(t/n)| > b
)
∼ 2bφ(b)
∫ x1
x0
h∗d(x)ν
(
b1
√
2h∗d(x)
)
dx,
P
(
max
n0≤t2−t1≤n1
|Z∗d(t1/n, t2/n)| > b
)
∼ 2b3φ(b)
∫ x1
x0
(
h∗d(x)ν
(
b1
√
2h∗d(x)
))2
(1− x)dx,
where
h∗w(x) = lim
s↗x
∂ρ∗w,(a)(s, x)
∂s
= − lim
s↘x
∂ρ∗w,(a)(s, x)
∂s
= lim
s↗x
∂ρ∗w,(u)(s, x)
∂s
= − lim
s↘x
∂ρ∗w,(u)(s, x)
∂s
,
h∗d(x) = lim
s↗x
∂ρ∗d,(a)(s, x)
∂s
= − lim
s↘x
∂ρ∗d,(a)(s, x)
∂s
= lim
s↗x
∂ρ∗d,(u)(s, x)
∂s
= − lim
s↘x
∂ρ∗d,(u)(s, x)
∂s
.
It can be shown that
h∗w(x) =
1
x(1− x) , (12)
h∗d(x) =
1
2x(1− x) . (13)
Since Z∗w,(a)(t) and Z
∗
d,(a)(t) are independent and Z
∗
w,(u)(t) and Z
∗
d,(u)(t) are independent, for
both averaging and union approaches, we have
P
(
max
n0≤t≤n1
M∗(t/n) > b
)
= 1− P
(
max
n0≤t≤n1
|Z∗d(t/n)| < b
)
P
(
max
n0≤t≤n1
Z∗w(t/n) < b
)
,
P
(
max
n0≤t2−t1≤n1
M∗(t1/n, t2/n) > b
)
= 1− P
(
max
n0≤t2−t1≤n1
|Z∗d(t1/n, t2/n)| < b
)
P
(
max
n0≤t2−t1≤n1
Z∗w(t1/n, t2/n) < b
)
.
In addition, following similar arguments in the proof for Proposition 4.4 in Chu & Chen
(2019), we obtain the analytical p-value approximations for the extended generalized edge-count
test. Assume that n0, n1, n, bS →∞ in a way such that for some 0 < x0 < x1 < 1 and b2 > 0
n0
n
→ x0, n1
n
→ x1, bS
n
→ b2.
Then, as n→∞, for both averaging and union approaches, we have
P
(
max
n0≤t≤n1
S∗(t/n) > bS
)
∼ bSe
− bS
2
2pi
∫ 2pi
0
∫ x1
x0
h∗s(x,w)ν(
√
2b2h∗s(x,w))dxdw,
P
(
max
n0≤t2−t1≤n1
S∗(t1/n, t2/n) > bS
)
∼ b
2
Se
− bS
2
2pi
∫ 2pi
0
∫ x1
x0
(
h∗s(x,w)ν(
√
2b2h∗s(x,w))
)2
(1− x)dxdw,
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where
h∗s(x,w) = h
∗
d(x) cos
2(w) + h∗w(x) sin
2(w),
with h∗w(x) and h∗d(x) provided in (12) and (13), respectively.
Based on the above results, when Conditions 1-4 hold for averaging approach and Conditions
5-8 hold for union approach, we approximate the tail probabilities by
P
(
max
n0≤t≤n1
Zw(t) > bw
)
∼ bwφ(bw)
∫ n1
n
n0
n
h∗w(x)ν
(
bw
√
2h∗w(x)/n
)
dx, (14)
P
(
max
n0≤t2−t1≤n1
Zw(t1, t2) > bw
)
(15)
∼ b3wφ(bw)
∫ n1
n
n0
n
(
h∗w(x)ν
(
bw
√
2h∗w(x)/n
))2
(1− x)dx,
P
(
max
n0≤t≤n1
M(t) > bM
)
= 1− P
(
max
n0≤t≤n1
|Zd(t)| < bM
)
P
(
max
n0≤t≤n1
Zw(t) < bM
)
,
(16)
P
(
max
n0≤t2−t1≤n1
M(t) > bM
)
(17)
= 1− P
(
max
n0≤t2−t1≤n1
|Zd(t1, t2)| < bM
)
P
(
max
n0≤t2−t1≤n1
Zw(t1, t2) < bM
)
,
P
(
max
n0≤t≤n1
S(t) > bS
)
∼ bSe
− bS
2
2pi
∫ 2pi
0
∫ n1/n
n0/n
h∗s(x,w)ν(
√
2bSh∗s(x,w)/n)dxdw, (18)
P
(
max
n0≤t2−t1≤n1
S∗(t1, t2) > bS
)
(19)
∼ b
2
Se
− bS
2
2pi
∫ 2pi
0
∫ n1/n
n0/n
(
h∗s(x,w)ν(
√
2bSh∗s(x,w)/n)
)2
(1− x)dxdw,
where
P
(
max
n0≤t≤n1
|Zd(t)| < bM
)
∼ 1− 2bMφ(b)
∫ n1
n
n0
n
h∗d(x)ν
(
bM
√
2h∗d(x)/n
)
dx, (20)
P
(
max
n0≤t2−t1≤n1
|Zd(t1, t2)| < bM
)
(21)
∼ 2b3Mφ(bM )
∫ n0
n
n0
n
(
h∗d(x)ν
(
bM
√
2h∗d(x)/n
))2
(1− x)dx.
Remark 4. In practice, when using (14)-(19) to approximate the tail probabilities, we use
hw(n, x) in place of h∗w(x), where hw(n, x) is the finite-sample equivalent of h∗w(x). That is,
hw(n, x) = n lim
s↗nx
∂ρw(s, nx)
∂s
,
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with ρw(s, t)
4
= Cov (Zw(s), Zw(t)). The explicit expression for hw(n, x) is
hw(n, x) =
(n− 1)(2nx2 − 2nx+ 1)
2x(1− x)(n2x2 − n2x+ n− 1) .
It is clear from above expression that hw(n, x) does not depend on the graph C0 as well and it is
easy to show that limn→∞ hw(n, x) = h∗w(x).
The finite-sample equivalent of h∗d(x) is exact the same as h
∗
d(x), that is,
hd(n, x) = n lim
s↗nx
∂ρd(s, nx)
∂s
=
1
2x(1− x) ,
where ρd(s, t)
4
= Cov (Zd(s), Zd(t)).
4.4. Skewness correction
The analytic p-value approximations based on asymptotic results give ballpark esti-
mates of the p-values. However, they are in general not accurate enough if we set
n0 and n1 close to the two ends and when the dimension is high (see tables in
Section 4.5). The inaccuracy is largely attributed to the fact that the convergence of
Zw,(a)(t), Zw,(u)(t), Zd,(a)(t), Zd,(u)(t) to the Gaussian is slow when tn → 0 or 1. Figure 2 plots
skewness of Zw,(a)(t), Zw,(u)(t), Zd,(a)(t), Zd,(u)(t). We see that the test statistics Zw,(a)(t) and
Zw,(u)(t) are right-skewed. Then p-value approximations based on the asymptotic results un-
derestimate the tail probabilities. On the other hand, Zd,(a)(t) and Zd,(u)(t) are right skewed
for small t and left skewed for large t, which also causes inaccuracy of the analytical p-value
approximation based on the asymptotic results.
To improve the analytical p-value approximation, we add extra terms in the analytic formulas
to correct for skewness. In our problem, the extent of the skewness depends on the value of t.
Figure 2 shows that test statistics are more skewed towards the two ends. Hence, we adopt a
skewness correction approach discussed in Chen & Zhang (2015) where different amount of the
correction is done for different t: In particular, this approach utilizes better approximation of the
marginal probability by using the third moment, γ.
After skewness correction, the analytical p-value approximations for averaging approach are
P
(
max
n0≤t≤n1
Zw,(a)(t) > bw
)
∼ bwφ(bw)
∫ n1
n
n0
n
Hw,(a)(nx)hw(n, x)ν
(
bw
√
2hw(n, x)/n
)
dx,
(22)
P
(
max
n0≤t2−t1≤n1
Zw,(a)(t1, t2) > bw
)
(23)
∼ b3wφ(b)
∫ n1
n
n0
n
Hw,(a)(nx)
(
hw(n, x)ν
(
bw
√
2hw(n, x)/n
))2
(1− x)dx,
where
Hw,(a)(t) =
exp
(
1
2
(
bw − θˆbw,w,(a)(t)
)2
+ 16γw,(a)(t)θˆ
3
bw,w,(a)
(t)
)
√
1 + γw,(a)(t)θˆbw,w,(a)(t)
,
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Fig. 2: Plots of skewness of Zw,(a)(t), Zw,(u)(t), Zd,(a)(t), Zd,(u)(t) against t with the NNL C0
constructed on Euclidean distance on a sequence of 1,000 points randomly generated from multi-
nomial distribution with dimension 10 and equal probabilities.
with
θˆbw,w,(a)(t) =
−1 +
√
1 + 2γw,(a)(t)bw
γw,(a)(t)
,
and
P
(
max
n0≤t≤n1
Zd,(a)(t) > b
)
∼ bφ(b)
∫ n1
n
n0
n
Hd,(a)(nx)h
∗
d(x)ν
(
b
√
2h∗d(x)/n
)
dx, (24)
P
(
max
n0≤t2−t1≤n1
Zd,(a)(t1, t2) > b
)
(25)
∼ b3φ(b)
∫ n1
n
n0
n
Hd,(a)(nx)
(
h∗d(x)ν
(
b
√
2h∗d(x)/n
))2
(1− x)dx,
where
Hd,(a)(t) =
exp
(
1
2
(
b− θˆb,d,(a)(t)
)2
+ 16γd,(a)(t)θˆ
3
b,d,(a)(t)
)
√
1 + γd,(a)(t)θˆb,d,(a)(t)
,
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with
θˆb,d,(a)(t) =
−1 +
√
1 + 2γd,(a)(t)b
γd,(a)(t)
.
The skewness corrected analytical p-value approximations for union approach are
P
(
max
n0≤t≤n1
Zw,(u)(t) > bw
)
∼ bwφ(bw)
∫ n1
n
n0
n
Hw,(u)(nx)hw(n, x)ν
(
bw
√
2hw(n, x)/n
)
dx,
(26)
P
(
max
n0≤t2−t1≤n1
Zw,(u)(t1, t2) > bw
)
(27)
∼ b3wφ(bw)
∫ n1
n
n0
n
Hw,(u)(nx)
(
hw(n, x)ν
(
bw
√
2hw(n, x)/n
))2
(1− x)dx,
where
Hw,(u)(t) =
exp
(
1
2
(
bw − θˆbw,w,(u)(t)
)2
+ 16γw,(u)(t)θˆ
3
bw,w,(u)
(t)
)
√
1 + γw,(u)(t)θˆbw,w,(u)(t)
,
with
θˆbw,w,(u)(t) =
−1 +
√
1 + 2γw,(u)(t)bw
γw,(u)(t)
,
and
P
(
max
n0≤t≤n1
Zd,(u)(t) > b
)
∼ bφ(b)
∫ n1
n
n0
n
Hd,(u)(nx)h
∗
d(x)ν
(
b
√
2h∗d(x)/n
)
dx, (28)
P
(
max
n0≤t2−t1≤n1
Zd,(u)(t1, t2) > b
)
(29)
∼ b3φ(b)
∫ n1
n
n0
n
Hd,(u)(nx)
(
h∗d(x)ν
(
b
√
2h∗d(x)/n
))2
(1− x)dx,
where
Hd,(a)(t) =
exp
(
1
2
(
b− θˆb,d,(u)(t)
)2
+ 16γd,(u)(t)θˆ
3
b,d,(u)(t)
)
√
1 + γd,(u)(t)θˆb,d,(u)(t)
,
with
θˆb,d,(u)(t) =
−1 +
√
1 + 2γd,(u)(t)b
γd,(u)(t)
.
The only unknown quantities in the above expressions are γw,(a)(t), γw,(u)(t), γd,(a)(t), and
γd,(u)(t). Since
E
(
Z3w(t)
)
=
E
(
R3w(t)
)− 3E(Rw(t))Var(Rw(t))− E3(Rw(t))
Var3/2
(
Rw(t)
) ,
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E
(
Z3d(t)
)
=
E
(
R3d(t)
)− 3E(Rd(t))Var(Rd(t))− E3(Rd(t))
Var3/2
(
Rd(t)
) ,
for both averaging and union approaches and the analytic expressions for the expectations and
variances of Rw,(a)(t), Rw,(u)(t), Rd,(a)(t), and Rd,(u)(t) can be found in Section 3.1, we only
need to figure out the analytic expressions for the expectations of R3w,(a)(t), R
3
w,(u)(t), R
3
d,(a)(t),
and R3d,(u)(t). Their exact analytic expressions are long and are provided in Supplement I.
Remark 5. When the marginal distribution is highly left-skewed, the third moment γ(t) is so
small that 1 + 2γ(t)b can be negative. Since this issue usually happens when tn is close to 0 or
1, we apply a heuristic fix discussed in Chen & Zhang (2015), the extrapolation for θb(t) using
its values outside the problematic region.
Remark 6. By jointly correcting for the marginal probabilities of Zw(t) and Zd(t),
we can derive skewness corrected p-value approximations for maxn0≤t≤n1 S(t) =
max0≤w≤2pi maxn0≤t≤n1(Zw(t) sin(w) + Zd(t) cos(w)) (See Chu & Chen (2019)). How-
ever, the integrand could be easily non-finite, so the method heavily relies on extrapolation. We
thus do not perform skewness correction on S(a)(t) and S(u)(t).
4.5. Checking analytical p-value approximations under finite n
Here, we check the performance of analytical p-value approximations obtained in Section 4.3
and 4.4. In particular, we compare the critical values for 0.05 p-value threshold through analytical
p-value approximations based on asymptotic results, (14), (16), and (18), and after skewness
correction (22), (24), (26), and (28) to those obtained from doing 10,000 permutations under
various simulation settings to check how analytical approximation works well for finite samples.
We focus on the single change-point alternative here, and the results for the changed-interval
alternative are provided in Supplement J.
We consider three distributions with different dimensions (Multinomial d = 10 with equal
probabilities (C1), Gaussian with repeated observations d = 100 (C2), Multinomial d = 1000
with equal probabilities (C3)) and let C0 be the NNL constructed on Euclidean distance. The
analytic approximations depend on constraints, n0 and n1, on the region where the change-point
is searched. To make things simple, we set n1 = n− n0.
Since analytical p-value approximations without skewness correction do not depend on C0
in the extended weighted, generalized, and max-type tests, the critical value is determined by
n, n0, and n1 only. Notice that analytical p-value approximations without skewness correction
provide the same result in both averaging and union approaches. The first table of Table 3, 4,
and 5 labeled ‘A1’ presents the analytical critical values without skewness correction. On the
other hand, the skewness corrected approximated p-values depend on certain characteristics of
the graph structure. The structure of the NNL depends on the underlying dataset, and thus the
critical values vary by simulation runs. In Table 3, 4, and 5, ‘A2 (a)’ and ‘A2 (u)’ represent
skewness corrected analytical critical values in averaging and union approaches, respectively,
and ‘Per (a)’ and ‘Per (u)’ represent permutation critical values in averaging and union cases,
respectively. We also show results for 2 randomly simulated sequences in each setting.
Table 3 shows results of the extended generalized scan statistics. Since we do not perform
skewness correction for S(a)(t) and S(u)(t), the main factors that influence on the accuracy of
approximation are the minimum window size n0 and the graph structure. We see that the asymp-
totic p-value approximation is doing reasonably well for (C1) when n0 ≥ 50. As the dimension
increases, n0 needs to be larger to achieve resonable approximation.
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Table 3: Critical values for the single change-point scan statistic maxn0≤t≤n1 S(a)(t) and
maxn0≤t≤n1 S(u)(t) based on the NNL at 0.05 significance level. n = 1000.
n0 = 100 n0 = 75 n0 = 50 n0 = 25
A1 13.14 13.42 13.74 14.15
Critical Values
n0 = 100 n0 = 75 n0 = 50 n0 = 25
Per (a) Per (u) Per (a) Per (u) Per (a) Per (u) Per (a) Per (u)
(C1) 13.24 13.29 13.75 13.92 13.94 14.34 15.06 15.3713.22 13.36 13.64 13.79 14.20 14.41 15.39 15.91
(C2) 13.39 13.41 14.06 13.95 15.13 14.73 18.29 16.6013.61 13.82 14.25 13.99 15.58 15.05 18.68 17.34
(C3) 13.49 13.49 14.05 14.05 15.42 15.42 18.26 18.2613.12 13.12 14.02 14.02 15.37 15.37 17.86 17.86
Table 4: Critical values for the single change-point scan statistic maxn0≤t≤n1 Zw,(a)(t) and
maxn0≤t≤n1 Zw,(u)(t) based on the NNL at 0.05 significance level. n = 1000.
n0 = 100 n0 = 75 n0 = 50 n0 = 25
A1 2.99 3.03 3.08 3.14
Critical Values (a)
n0 = 100 n0 = 75 n0 = 50 n0 = 25
A2 (a) Per (a) A2 (a) Per (a) A2 (a) Per (a) A2 (a) Per (a)
(C1) 3.09 3.08 3.15 3.17 3.23 3.26 3.37 3.453.09 3.08 3.16 3.16 3.23 3.24 3.36 3.46
(C2) 3.09 3.08 3.16 3.18 3.26 3.29 3.43 3.583.09 3.12 3.17 3.19 3.26 3.31 3.44 3.56
(C3) 3.05 3.04 3.12 3.16 3.22 3.27 3.40 3.553.05 3.05 3.12 3.14 3.22 3.31 3.40 3.58
Critical Values (u)
n0 = 100 n0 = 75 n0 = 50 n0 = 25
A2 (u) Per (u) A2 (u) Per (u) A2 (u) Per (u) A2 (u) Per (u)
(C1) 3.11 3.08 3.17 3.20 3.25 3.26 3.38 3.433.11 3.14 3.17 3.16 3.25 3.27 3.37 3.48
(C2) 3.13 3.15 3.20 3.24 3.29 3.32 3.43 3.593.14 3.17 3.21 3.22 3.29 3.31 3.43 3.56
(C3) 3.05 3.04 3.12 3.16 3.22 3.27 3.40 3.553.05 3.05 3.12 3.14 3.22 3.31 3.40 3.58
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Table 4 shows results for maxZw,(a)(t) and maxZw,(u)(t). Similar to S(t), as window size
decreases, the analytical critical values become less precise. However, skewness corrected ap-
proximation performs much better than the approximation without skewness correction. Overall,
the skewness corrected analytical approximation is doing reasonably well when n0 ≥ 50, espe-
cially when the dimension increases, while the approximation performs well even when n0 = 25
under (C1).
Table 5 shows results for maxM(a)(t) and maxM(u)(t). Similarly, when the dimension is
not too high, such as (C1), the skewness corrected analytical approximation is doing reasonably
well for n0 as low as 25. When the dimension is high, such as (C2) and (C3), the approximation
performs well when n0 ≥ 50.
Table 5: Critical values for the single change-point scan statistic maxn0≤t≤n1 M(a)(t) and
maxn0≤t≤n1 M(u)(t) based on the NNL at 0.05 significance level. n = 1000.
n0 = 100 n0 = 75 n0 = 50 n0 = 25
A1 3.24 3.28 3.32 3.38
Critical Values (a)
n0 = 100 n0 = 75 n0 = 50 n0 = 25
A2 (a) Per (a) A2 (a) Per (a) A2 (a) Per (a) A2 (a) Per (a)
(C1) 3.30 3.30 3.36 3.37 3.43 3.43 3.54 3.583.30 3.30 3.35 3.36 3.43 3.46 3.55 3.62
(C2) 3.36 3.34 3.44 3.45 3.56 3.59 3.72 3.983.34 3.36 3.42 3.47 3.53 3.64 3.76 4.03
(C3) 3.30 3.30 3.38 3.41 3.48 3.57 3.67 3.933.30 3.28 3.38 3.39 3.48 3.56 3.67 3.87
Critical Values (u)
n0 = 100 n0 = 75 n0 = 50 n0 = 25
A2 (u) Per (u) A2 (u) Per (u) A2 (u) Per (u) A2 (u) Per (u)
(C1) 3.32 3.30 3.37 3.40 3.44 3.43 3.54 3.593.31 3.32 3.36 3.35 3.43 3.46 3.55 3.63
(C2) 3.35 3.36 3.42 3.43 3.51 3.52 3.62 3.803.34 3.39 3.40 3.46 3.48 3.55 3.67 3.84
(C3) 3.31 3.30 3.39 3.41 3.50 3.57 3.69 3.933.31 3.28 3.39 3.39 3.50 3.56 3.69 3.87
5. PERFORMANCE OF THE NEW TESTS
We study the performance of the new tests in two aspects: (1) whether the test can reject
the null hypothesis of homogenity when there is a change, and (2) if the test can reject H0,
whether the test can estimate the location of the change-point accurately. We use the configura-
tion model random graph G(v,
−→
k ) to generate networks. Here, v is the number of vertices and−→
k = (k1, . . . , kv) is a degree sequence on v vertices, with ki being the degree of vertex i. To
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generate configuration model random graphs, given a degree sequence, we choose a uniformly
random matching on the degree ‘stubs’ (half edges).
We generate a sequence of n = 200 networks from the following model:
yi ∼
{
G(v,
−→
k 1), i = 1, . . . , τ ;
G(v,
−→
k 2), i = τ + 1, . . . , 200.
We explore a balanced case (τ = 100) and an unbalance case (τ = 170) for v = 6 vertices in
this simulation. This dataset has repeated networks. Also, we use two different settings:
1. An equal degree changes in the network (all elements in
−→
k 1 are 2 and 2 elements in
−→
k 2 are
4 and the rest are 2),
2. A random degree changes in the network (all elements in
−→
k 1 are 2 and 2 elements in
−→
k 2 are
randomly selected from 3 to 5 and the rest are 2).
For network at t, we use an adjacency matrix Mt to represent the network, with 1 for element
(i, j) if vertex i and j are connected, and 0 otherwise. We consider the dissimilarity defined as the
number of different entries normalized by the geometric mean of the total edges in each of two
networks, ‖Mi −Mj‖F /
√‖Mi‖F · ‖Mj‖F , where ‖ · ‖F is the Frobenius norm of a matrix.
We set C0 to be the NNL as a similarity graph for our new methods.
Table 6: The configuration graph random model with nodes v = 6.
Balanced (τ = 100), equal degree changes
Scan Statistic Zw,(a)(t) Zw,(u)(t) S(a)(t) S(u)(t) M(a)(t) M(u)(t)
Empirical Power 0.98 (0.96) 0.96 (0.89) 0.96 (0.94) 0.95 (0.89) 0.96 (0.95) 0.95 (0.88)
Balanced (τ = 100), random degree changes
Scan Statistic Zw,(a)(t) Zw,(u)(t) S(a)(t) S(u)(t) M(a)(t) M(u)(t)
Empirical Power 0.88 (0.83) 0.89 (0.85) 0.90 (0.84) 0.91 (0.85) 0.89 (0.83) 0.90 (0.87)
Unbalanced (τ = 170), equal degree changes
Scan Statistic Zw,(a)(t) Zw,(u)(t) S(a)(t) S(u)(t) M(a)(t) M(u)(t)
Empirical Power 0.86 (0.83) 0.65 (0.59) 0.85 (0.83) 0.85 (0.82) 0.81 (0.80) 0.70 (0.64)
Unbalanced (τ = 170), random degree changes
Scan Statistic Zw,(a)(t) Zw,(u)(t) S(a)(t) S(u)(t) M(a)(t) M(u)(t)
Empirical Power 0.81 (0.81) 0.73 (0.70) 0.86 (0.84) 0.93 (0.91) 0.84 (0.81) 0.86 (0.82)
Table 6 shows the number of null rejection, out of 100, at 0.05 significance level for each
method. For the accuracy of estimating the location of change-point, the count where the esti-
mated change-point is within 20 from the true change-point is provided in parentheses when the
null hypothesis is rejected. We see that all tests work well in the balanced equal degree changes
case, while the extended generalized edge-count test outperforms in random degree changes
case. In this simulation, equal degree changes would be considered the mean change and random
degree changes would be considered the change in both location and scale. Hence, the extended
generalized edge-count test and max-type edge-count test perform well in this general scenario.
When the change-point is not in the center of the sequence, the extended weighted edge-count
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test outperforms, which complies with what we would expect. We see that the extended general-
ized edge-count test and max-type edge-count test work well when the change is in both mean
and variance in the unbalnced sample size case.
6. PHONE-CALL NETWORK DATA ANALYSIS
Here, we apply the new tests to the phone-call network dataset mentioned in Section 1 in
details. The MIT Media Laboratory conducted a study following 87 subjects who used mobile
phones with a pre-installed device that can record call logs. The study lasted for 330 days from
July 2004 to June 2005 (Eagle et al. (2009)). Given the richness of this dataset, one question of
interest to answer is that whether there is any change in the phone-call pattern among subjects
over time. This can be viewed as the change of friendship along time.
We bin the phone-calls by day and we construct t = 330 of networks in total with 87 subjects
as nodes. We encode each network by the adjacency matrix Bt with value 1 for element (i, j)
if subject i called j on day t and 0 otherwise. We define the distance measure as the number of
different entries, i.e., d(Bi, Bj) = ‖Bi −Bj‖2F , where‖ · ‖F is the Frobenius norm of a matrix.
Due to the repeated observations, many equal distances among distinct values exist. We set C0
to be the NNL in this example.
We apply the single change-point detection method using the extended generalized scan statis-
tic to the phone-call network dataset recursively so as to detect all possible change-points. As
this dataset has a lot of noise, we focus on estimated change-points with p-value less than 0.001.
Table 7 shows estimated change-points by averaging approach, union approach, and the inter-
section of both approaches. Based on this result, 6 major change-points can be estimated in the
phone-call pattern. Since we do not know the underlying distribution of the dataset, we perform
more sanity check with the distance matrix of the whole period (Figure 4). It is evident that there
are some signals in this dataset and they show comparably good match with our results from the
new tests.
Fig. 3: The order where change-points are detected for averaging and union approaches.
7. CONCLUSION
We propose the extended graph-based tests for existence and estimation of change-points in
data with repeated observations that address the restriction in Chen & Zhang (2015) and Chu &
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Table 7: Estimated change-points.
Days (t)
(a) 53 68 97 140 164 247 289
(u) 28 52 66 79 140 164 247 293 323
Intersection 52 66 140 164 247 289
Fig. 4: Heatmap of L1 norm distance matrix corresponding to 330 networks. Red triangles, blue
triangles, and purple triangles indicate estimated change-points by union approach, averaging
approach, and the intersection, respectively.
Chen (2019). Based on the optimal graphs in addition to two ways to formulate the test statis-
tics, averaging and union approaches, we suggest scan statistics for the single change-point and
changed-interval alternatives.
Analytical p-value approximations based on limiting distributions are derived for all statistics
and skewness corrections are performed for the extended weighed edge-count test and max-type
edge-count test. The asymptotic p-value approximations are quite accurate and the skewness-
corrected versions provide much better approximations for more general graphs.
Simulation study shows that our new methods perform well for detecting change-points and
estimating the location of change-points. Specifically, simulation results show that the extended
weighted edge-count test is effective for the unbalanced sample size case. When the change is in
both location and scale, the extended generalized edge-count test and max-type edge-count test
are useful in detecting changes and estimating the location of change-points.
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