We study classical chaotic motions in the Berenstein-Maldacena-Nastase (BMN) matrix model. For this purpose, it is convenient to focus upon a reduced system composed of two-coupled anharmonic oscillators by supposing an ansatz. We examine three ansätze: 1) two pulsating fuzzy spheres, 2) a single Coulomb-type potential, and 3) integrable fuzzy spheres. For the first two cases, we show the existence of chaos by computing Poincaré sections and a Lyapunov spectrum. The third case leads to an integrable system. As a result, the BMN matrix model is not integrable in the sense of Liouville, though there may be some integrable subsectors.
Introduction
One encounters non-linear differential equations everywhere in theoretical physics. String theory is no exception, as a matter of course. For example, when a string is moving on a curved space, the classical equation of motion becomes non-linear generally. If the curved background has a special coset-structure like AdS 5 ×S 5 , the string theory is classically integrable in the sense that the Lax pair exists [1] . Then classical solutions can be studied analytically, for example, by using the classical inverse scattering method. However, in most cases, one cannot solve analytically non-linear differential equations. The systems are non-integrable and exhibit chaos.
Recently, chaotic string solutions have been well studied in various ways [2] [3] [4] [5] . Motivation lies on potential applications to the AdS/CFT correspondence [6] [7] [8] beyond integrability [9] , but it has not been clarified yet what corresponds to chaotic strings in the gauge-theory side. Note that chaotic motions cannot be described with analytic functions. This is a characteristic of chaos. So it may be intriguing to ask whether the correspondence holds even in the non-analytic region or not. One can test it at a deeper level.
the largest Lyapunov exponents were computed by reducing the system to simple models.
However, it does not seem that the results converge on definite values. In addition, the time scale of (would-be) convergence is also much larger than the inverse of the Lyapunov exponent. Thus, it would be worth revisiting chaotic motions in the BFSS matrix model.
A more appropriate system is the Berenstein-Maldacena-Nastase (BMN) matrix model [13] . It contains mass terms 1 and flat directions are lifted up. Hence there is no subtlety with the boundedness of chaos. In addition, the Myers term may give rise to a separatrix structure in the phase space. It means a bifurcation of the behavior of classical solutions and may be a source of chaos. In total, the BMN matrix model is a good laboratory to study chaotic motions.
In this paper, we will study classical chaos in the BMN matrix model. For this purpose, it is useful to reduce the full system to a simple model composed of two-coupled anharmonic oscillators by supposing an ansatz. We examine three cases: 1) two pulsating fuzzy spheres,
2) a single Coulomb-type potential, and 3) integrable fuzzy spheres. For the first two cases, we show the existence of chaos by computing Poincaré sections and a Lyapunov spectrum.
The third case leads to an integrable system. As a result, the BMN matrix model is not integrable in the sense of Liouville, though there may be some integrable subsectors.
This paper is organized as follows. In section 2 we give a brief review of chaos. In particular, the characteristics of chaos in the Hamiltonian system. Section 3 considers the Hénon-Heiles system as an example of non-integrable Hamiltonian systems. In section 4 we consider chaotic motions and an integrable subsector in the BMN matrix model. Section 5 is devoted to conclusion and discussion. In Appendix A, the computation scheme of Lyapunov spectrum is summarized.
What is chaos?
Probably, anybody has said the term, "chaos". For example, when you see the top of the desk in a mess, you would say "It's chaos". So it seems likely that "chaos" implies that some things are completely messed up. In fact, this point captures an aspect of chaos, randomness.
There would be no universally accepted definition of chaos. The following is a list of characteristics of chaos commonly seen in almost any books:
1. High sensitivity to initial conditions, 2. Randomness of motions (continuous spectrum),
3. Non-periodic and bounded motions (non-analyticity).
The item 1) is significant and it is sometimes called the Butterfly effect. One may know the following famous sentence, "Does the flap of a butterfly's wings in Brazil set off a tornado in Texas?" Here the flapping wing corresponds to a small change of the initial condition and it may cause a chain of events leading to large scale phenomena.
Suppose a continuous dynamical system described by a set of non-linear differential equations. The system is deterministic because the dynamics is determined by fixing an initial condition. But one cannot predict the motions generally after long time has passed because of the non-linearity. That is, it is impossible to forecast weather in the far future. This indicates that some information is lost dynamically and it is measured by the Kolmogorov-Sinai (KS) entropy. This entropy production is concerned with the randomness [the item 2)].
The item 3) can be intuitively understood. If the motion is periodic, then it does not satisfy the other properties. It exhibits the line spectrum and no sharp sensitivity to initial conditions. To see that the boundedness is necessary, let us consider a simple systemẋ = x .
The orbits run away exponentially to infinity, hence it seems to exhibit high sensitivity to initial conditions. However, it just means an attracting fixed-point at infinity and does not indicate chaotic motions. The recurrence of motions should be required implicitly so as to exclude fixed points. Non-analyticity follows from the continuous spectrum. The smooth behavior in the Fourier space indicates a random, non-analytic motion in the real space (i.e., the motion is continuous but not differentiable everywhere). Hence chaotic motions do not behave in an analytic way in comparison to (quasi-)periodic ones. Indeed, if the motion is described by an analytic function, then one can predict the motion for an arbitrarily long time and it does not satisfy the item 1).
There are three methods to see chaos, 1) Poincaré sections, 2) Lyapunov spectrum and 3) power spectrum. Since some readers are not familiar to these issues, it would be helpful to introduce each of them below.
Poincaré sections
To study complex trajectories in the phase space, it is helpful to use a Poincaré section, which is a surface of section intersecting the flow in the phase space. It is defined so that all of the possible orbits cross the section repeatedly. The dimension of the flow (i.e., the dynamical system) is the number of the first-order ordinary differential equations 2 , and the dimension of Poincaré sections is one lower than it. On a Poincaré section, an orbit is mapped to dots, which are the intersection points of the orbit and the Poincaré section. Since the dynamics is governed by a set of differential equations, the original trajectory can be reconstructed Suppose that a small perturbation makes an integrable system be non-integrable. Then the Kolmogorov-Arnold-Moser (KAM) theory [15] [16] [17] claims that trajectories incline to be chaotic gradually as the perturbation becomes larger. When the perturbation is small enough, most of the orbits are (quasi-)periodic. These are called KAM tori, which are the remnants of Liouville tori in the unperturbed integrable system. In other words, almost all of the Liouville tori survive the small perturbation, though the tori are distorted and translated. As the perturbation becomes larger, chaotic trajectories appear and coexist with KAM tori. Then the region of chaotic trajectories enlarges while the KAM tori tend to get broken. When the perturbation is larger, KAM islands and islets are in the sea of chaos.
Lyapunov spectrum
The next is to introduce the Lyapunov spectrum. It is very useful to measure the dynamical information loss.
Let us first introduce a Lyapunov exponent. We basically follow the description in [18] .
Suppose that a solution x(t) is chaotic and consider a nearby point x(t) + δ(t) . Then the deviation δ(t) grows exponentially like
Here λ is a positive constant called a Lyapunov exponent. This behavior indicates that the deviation of the initial value δ(0) is amplified exponentially even if it is very tiny. This is nothing but a realization of sensitive dependence on initial conditions.
In general, the phase space is higher-dimensional. Then there are N different Lyapunov exponents for an N -dimensional phase space. An intuitive explanation is the following.
Consider time evolution of an infinitesimal sphere of perturbed initial configurations. During its evolution, the sphere tends to be distorted into an infinitesimal ellipsoid. Let δ k (t) (k = 1, . . . , N ) denote the length of the k-th principal axis of the ellipsoid. Then the deviations behave as
The set of the exponents λ k generates a spectrum called the Lyapunov spectrum. For large t , the diameter of the ellipsoid is controlled by the most positive λ k , and it is called the largest Lyapunov exponent.
The Lyapunov spectrum is also related to the dynamical entropy production. For example, the sum of all of the positive Lyapunov exponents is identified with the KS entropy when the system is ergodic. It would be very interesting to look for an application of the KS entropy in the context of string theory and M-theory.
Power spectrum
The power spectrum is defined as
where y(t)y(s) is a two time correlation function. It is quite helpful when one needs to distinguish quasi-periodic motions and chaotic motions. When the ratio of periods is irrational, the former leads to dense orbits in the phase space (the denseness). On the other hand, the latter is related to a stochastic motion (the randomness). In the Hamiltonian system, there is no attractor because the phase space volume has to be preserved due to
Liouville's theorem. Hence it is often difficult to distinguish them at a first glance. However, the power spectrum shows clear distinction. For quasi-periodic motions, the spectrum contains sharp peaks associated with periods (the line spectrum) . On the other hand, the continuous spectrum appears for chaotic motions.
In the following, we will focus upon the first two methods, Poincaré sections and a Lyapunov spectrum.
Warming up -the Hénon-Heiles system
In this section, let us consider the Hénon-Heiles system [19] . This is a famous example of non-integrable Hamiltonian systems containing chaotic motions. This model was originally
proposed by Hénon and Heiles (1964) in the study of celestial mechanics.
Hénon-Heiles system
The Hamiltonian is given by
where a is an arbitrary real constant parameter. The system is composed of two particles with the same mass (normalized to 1) and the interaction is third-order. The positions of the particles are described by q 1 and q 2 , and the conjugate momenta are p 1 and p 2 . It is well-known that this system is non-integrable.
Before going to the detailed analysis, it may be interesting to see that the form of the interaction term in (3.1) is very important. If the interaction term is slightly modified like
, then the system becomes classically integrable. The resulting system is often called "anti Hénon-Heiles system".
The system with (3.1) is equivalent to a periodic lattice with three particles,
The unperturbed Hamiltonian H 0 describes a system of three connected harmonic oscillators.
Hence the equations of motion for H 0 are exactly solved by using the normal coordinates.
By using the normal coordinate for H 0 , one can rewrite the total Hamiltonian H . Then, after dropping the total momentum, the Hénon-Heiles system is reproduced.
Here one may sum up higher-order interaction terms with appropriate numerical coefficients and obtain an exponential-type potential. The resulting system is nothing but a Toda lattice system [20] . Hence, inversely speaking, the Hénon-Heiles system may be regarded as a truncation of the Toda lattice system.
Poincaré sections and Lyapunov spectrum
Let us see chaotic motions in the Hénon-Heiles system (3.1) . It is a good exercise to understand chaotic motions in the Hamiltonian system. Here we will consider Poincaré sections We set that a = 1 . In Fig. 1 (a), most of the solutions are (quasi-)periodic (KAM tori). In Fig. 1 (b) , chaotic motions appear but still (quasi-)periodic motions coexist. In Fig. 1 (c) , most of the solutions are chaotic. This positive value indicates high sensitivity to initial conditions and provides a positive support for the existence of chaos in this system. As a feature of the Hamiltonian system, the spectrum is symmetric and the total sum of all of the exponents becomes zero. The remaining two exponents become zero due to the energy conservation.
The features presented in Fig. 1 are characteristics of chaos in the Hamiltonian system.
In the next section, we will show similar results in the case of the BMN matrix model.
Chaotic motions in the BMN matrix model
We study here classical chaotic motions in the BMN matrix model. It is useful to reduce the full theory to a simple model so as to extract a mechanism which induces chaotic motions.
We examine three reduction ansätze and argue whether chaotic motions exist or not.
Setup
The BMN matrix model [13] was originally proposed as a realization of M-theory on the maximally supersymmetric pp-wave background [21] . That is, it can be regarded as a deformation of the BFSS matrix model [10] . This model can also be derived as the matrix regularization of a supermembrane theory on the pp-wave [22, 23] by following a seminal work [24] .
The BMN matrix model is a one-dimensional U (N ) gauge theory composed of matrixvalued variables X r (t) (r = 1, . . . , 9) , a gauge field A and 16 fermions. For the present purpose, we will focus upon the bosonic sector.
The bosonic part of the classical action is given by
where i, j = 1, 2, 3 and a, b = 4, . . . , 9 . The covariant derivative D t is defined as
The symbol "·" denotes the derivative with respect to t . The real constant parameter µ measures the deformation. When µ = 0 , the system is reduced to the BFSS matrix model.
When µ = 0 , mass terms and the Myers term [25] are turned on 3 .
In the BMN matrix model, the classical trajectories are bounded due to the mass terms.
Hence there is no flat direction in comparison to the BFSS case. This characteristic would be so important as to study chaotic behavior definitely for sufficiently long time.
Due to the presence of the Myers term, there exist fuzzy sphere vacua as well as the trivial vacuum X r = 0 . Thus the BMN matrix model has the rich vacuum structure. Furthermore, the Myers term leads to a separatrix structure in the phase space and may provide a new source of chaotic motions.
We will work with the Weyl gauge A = 0 hereafter. Then the classical equations of motion are given by
In addition, one has to take account of the Gauss law constraint,
This comes from the equation of motion of A .
In the next subsection, we will study classical solutions of the equations of motion (4.2) equipped with the Gauss law constraint (4.3) .
Reduction to simple models
To argue classical chaotic motions in the BMN matrix model, it is sufficient to study a simple reduced system by imposing an ansatz. We will examine three examples of the reduction ansatz below.
3 Note that the mass ratio for X i and X a is fixed by requiring the maximal 32 supersymmetries for the pp-wave background [13, 21] . The coefficient of the Myers term is fixed as well. In this sense, supersymmetries are implicitly concerned with our analysis, though the present argument is restricted to the bosonic sector.
(1) Two pulsating fuzzy spheres (N = 2)
First of all, let us suppose the following 2 × 2 ansatz of classical solutions:
2 (a = 4, 5, 6) ,
Here σ i (i = 1, 2, 3) are the standard Pauli matrices. Then x(t) and r(t) are real functions to be determined. This ansatz (4.4) describes two pulsating fuzzy spheres and satisfy the Gauss law constraint (4.3).
With the ansatz (4.4) , the classical equations of motion (4.2) are reduced to
The resulting system (4.5) is a non-linear dynamical system in which two anharmonic oscillators are coupled. Note that the system (4.5) can also be obtained from the Lagrangian, Fig. 2 (b) ]. This is a typical example of local chaos. When E = 0.1 , KAM tori around the outer circle are destroyed and a ring of global chaos appears, according to the Chirikov overlap criterion. There is a big island in the sea of chaos [ Fig. 2 (c) ]. When E = 1.0 , the island in Fig. 2 (c) splits into two islands [ Fig. 2 (d) ]. When E = 10 , (quasi-)periodic orbits appear outside the sea of chaos [ Fig. 2 (e) ]. This is the onset of re-ordered motions. This phenomenon is quite natural because motions tend to be harmonic oscillation as the energy becomes much higher.
The Lyapunov spectrum for E = 10 and µ = 2.0 is presented in Fig. 2 
(f). It is computed
by taking an initial condition randomly from the region around r = 0.0, p r = 3.8, x = −0.50, (2) A single Coulomb potential (N = 3)
As the next example, let us consider the following 3 × 3 ansatz:
Here x(t) and y(t) are real functions to be determined. The angle variable ϕ(t) is cyclic and the associated constant of motion is L ≡ y 2φ . This ansatz (4.7) was originally proposed by Arnlind and Hoppe [26] . Then the resulting differential equations are given by
The system (4.8) can also be obtained from the Lagrangian,
This system can be seen as a system composed of two-coupled anharmonic oscillators with a repulsive Coulomb-type potential.
Poincaré sections are shown in Figs. 3 (a)-(c) . The sections are taken with x = 0 anḋ x > 0 . For E = 2.0 , 2.8 and 5.0 with µ = 3.0 , the sections are numerically computed.
by the right KAM tori, but the energy is not sufficiently high and hence there is no chaotic behavior. When E = 2.8 , the energy is high enough to destroy the contiguous KAM tori in Fig. 3 (a) . Hence chaotic motions appear along the contiguous line [ Fig. 3 (b) ]. This behavior would be understood as local chaos again, according to the Chirikov overlap criterion. When E = 5.0 , almost trajectories become chaotic and few ones remain (quasi-)periodic.
The Lyapunov spectrum in Fig. 3 (d . In Fig. (a) , two KAM tori are contiguous. In Fig. (b) , local chaos appears around the boundary.
(3) Integrable fuzzy spheres (N = 4)
Let us concentrate on the SO(3) subsector and consider the following ansatz:
Here σ i are the standard Pauli matrices and hence the matrix size of X i is 4 × 4 . Then r(t) and x(t) are real functions to be determined. The ansatz (4.10) satisfies the Gauss law constraint (4.3). With the ansatz (4.10) , the equations of motion (4.
One can derive this system (4.11) from the following Lagrangian:
Note that the system (4.11) is completely integrable. This means that there exists the second integral of motion as well as the Hamiltonian. In fact, the integrability of this system was shown in [27] . In order to show the integrability, it is helpful to shift r as r = y + µ/6 .
Then the resulting Lagrangian is 13) where the constant term has been dropped off. Now it is easy to compare the expression (4.13) with the results in [27] , and the second integral is given by
14)
It may be interesting to rewrite the Hamiltonian H by subtracting I . One can easily show the following expression:
Here R ≡ x+y and P is the conjugate momentum for R . Thus the Hamiltonian H = H R +I is nothing but a system of two independent oscillators.
In this paper, we have studied classical chaotic motions in the BMN matrix model. We have examined three ansätze: 1) two pulsating fuzzy spheres, 2) a single Coulomb-type potential, and 3) two coupled fuzzy spheres. For the first two cases, we have shown the existence of chaos by computing Poincaré sections and a Lyapunov spectrum. The third case has led to an integrable system. As a result, the BMN matrix model is not integrable in the sense of Liouville, though there may be some integrable subsectors.
It would be worth to comment on preceding works on the integrability of the BMN matrix model [28] [29] [30] [31] [32] . The integrability argument is based on the fact that the BMN matrix model is obtained as a consistent Kaluza-Klein (KK) reduction of the N =4 super Yang-Mills (SYM) theory on R × S 3 [28] . The dilatation operator of the N =4 SYM on R 1,3 is identified with the Hamiltonian of the N =4 SYM on R × S 3 via the operator-state mapping. It is now realized that the dilatation operator is closely connected with an integrable spin chain
Hamiltonian [33] [34] [35] . Hence the integrability of the dilatation operator might be inherited to the BMN matrix model through the KK-reduction. Note here that the dilatation operator D is divided into the classical part D cl and the quantum correction D qu like
The latter part is relevant to the integrability and the preceding works are concerned with D qu . On the other hand, our focus is on the former D cl and hence our result has no overlap with the preceding one directly.
The BMN matrix model was originally proposed in the context of M-theory and it can be regarded as a deformation of the M(atrix) theory [10] . It would be very intriguing to try to understand the chaotic motions from the point of view of the D0-brane dynamics.
With some generalizations, those may capture an aspect of black hole physics such as the fast scrambling process [36] . For interesting works along this direction, see [37] . In the very recent, a bound on a Lyapunov exponent has been argued [38] .
It seems promising that non-linear dynamical perspectives of string theory and M-theory would be more and more important. The way and result presented here would be a key ingredient in tackling the fundamental problems like information loss due to a black hole formation.
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Appendix
A How to compute the Lyapunov spectrum
In Section 2, we have explained the notion of the Lyapunov spectrum in an intuitive way.
More practically, in order to numerically evaluate the Lyapunov spectrum, we have to follow a mathematical formulation. The basic method is based on the expansion rate of the volume [39, 40] . With this method, all of the N Lyapunov exponents can be computed.
Consider a system of the first differential equations described bẏ
Then, by taking a variation, the following relation is obtained,
Hence a deviation vector δx (t) can be expressed as
Here U t is a time evolution operator and δx (0) is the initial value of the deviation vector.
This is a solution of (A.2).
The linearity of U t leads to the following relation:
Then the Lyapunov exponent for this deviation vector is defined as
Here in the last expression T is divided into n small steps like T = n∆t . The convergence of this limit is proven by Oseledec [41] .
Let us next introduce a fancy trick to compute the Lyapunov spectrum composed of N exponents. The first is to prepare an orthonormal basis set {v Then it is necessary to rebuild a new set of the orthogonal vectors { v Thus a single cycle has been completed. Then the same cycle should be repeated n times.
This means that the set {v In a similar way, the k-th Lyapunov exponent λ k is defined as
(A.9)
Thus the set of the exponents {λ 1 , . . . , λ N } is obtained. This set is called the Lyapunov spectrum. Note that the computation time can be estimated by the inverse of the smallest positive Lyapunov exponent. This is because all of the exponents converge within this scale.
A characteristic of the Lyapunov spectrum in the Hamiltonian system is that the total sum of the exponents becomes zero, i.e., Liouville's theorem says that the phase-space volume is conserved in the Hamiltonian system (i.e., V (t) = V (0)). Thus the relation (A.10) must be satisfied.
As a side note, for the dissipative system, the following inequality is satisfied:
This is just because the volume V (t) monotonically decreases.
