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Introduction
Branch groups were defined only recently although they make non-explicit appearances in the
literature in the past, starting with the article of John Wilson [Wil71]. Moreover, such examples as
infinitely iterated wreath products or the group of tree automorphisms Aut(T ), where T is a regular
rooted tree, go back to the work of Lev Kaloujnine, Bernard Neumann Philip Hall and others.
Branch groups were explicitly defined for the first time at the 1997 St-Andrews conference in
Bath in a talk by the second author. Immediately, this sparked a great interest among group
theorists, who started investigating numerous properties of branch groups (see [Gri00, BG00b,
BG02, GW00]) as well as John Wilson’s classification of just-infinite groups.
There are two new approaches to the definition of a branch group, given in [Gri00]. The first
one is purely algebraic, defining branch groups as groups whose lattice of subnormal subgroups is
similar to the structure of a spherically homogeneous rooted tree. The second one is based on a
geometric point of view according to which branch groups are groups acting spherically transitively
on a spherically homogeneous rooted tree and having structure of subnormal subgroups similar to
the corresponding structure in the full group Aut(T ) of automorphisms of the tree.
Until 1980 no examples of finitely generated branch groups were known and the first such
examples were constructed in [Gri80]. These examples are usually referred to as the first and the
second Grigorchuk groups, following Pierre de la Harpe ([Har00]). Other examples soon appeared
in [Gri83, Gri84, Gri85a, GS83a, GS83b, GS84, Neu86] and these examples are the basic
examples of branch groups, the study of which continues at the present time. Let us mention that
the examples of Sergey Ale¨shin [Ale72] and Vitali˘ı Sushchanski˘ı [Susˇ79] that appeared earlier also
belong to the class of finitely generated branch groups, but the methods used in the study the groups
from [Ale72] and [Susˇ79] did not allow the discovery of the branch structure and this was done
much later.
Already in [Gri80] the main features of a general method which works for almost any finitely
generated branch group had appeared: one considers the stabilizer of a vertex on the first level and
projects it on the corresponding subtree. Then either this projection is equal to the initial group
and thus one gets a self-similarity property, or otherwise one gets a finite or infinite chain of branch
groups related by some homomorphisms. One of the essential properties of this chain is that these
homomorphisms satisfy a “Lipschitz” property of norm reduction, which lends itself to arguments
using direct induction on length in the case of a self-similar group, or simultaneous induction on
length for all groups in a chain.
Before we give more information of a historical character and briefly describe the main directions
of investigation and the main results in the area, let us explain why the class of branch groups is
important. There is a lot of evidence that this is indeed the case. For example
(1) The class of branch groups is one of the classes into which the class of just-infinite groups
naturally splits (just-infinite groups are groups whose proper quotients are finite).
(2) The class contains groups with many extraordinary properties, like infinite finitely gener-
ated torsion groups, groups of intermediate growth, amenable but not elementary amenable
groups, groups of finite width, etc.
(3) Branch groups have many applications and are related to analysis, geometry, combinatorics,
probability, computer science, etc.
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(4) They are relatively easy to handle and usually the proofs even of deep theorems are short
and do not require special techniques. Therefore the branch groups constitute an easy-to-
study class of groups, whose basic examples have already appeared in many textbooks and
lecture notes, for example in [KM82, Bau93, Rob96, Har00].
This survey article deals almost exclusively with abstract branch groups. The theory of profinite
branch groups is also being actively developed at present (see [GHZ00, Gri00, Wil00]), but we
hardly touch on this subject.
The survey does not pretend to be complete. There are several topics that we did not include
in the text due to the lack of space and time. Among them, we mention the results of Said Sidki
from [Sid97] on thin algebras associated to Gupta-Sidki groups, the results on automorphisms of
branch groups of Said Sidki from [Sid87a] and the recent results of Lavreniuk and Nekrashevich
from [LN02], the results of Claas Ro¨ver on embeddings of Grigorchuk groups into finitely pre-
sented simple groups and on abstract commensurators from [Ro¨v99, Ro¨v00], the results of Vitali˘ı
Sushchanski˘ı on factorizations based on the use of torsion branch groups [Sus89, Sus94], the results
of B. Fine, A. Gaglione, A. Myasnikov and D. Spellman from [FGMS01] on discriminating groups,
etc.
0.1. Just-infinite groups
Let P be any property which is preserved under homomorphic images (we call such a property
an H-property). Any infinite finitely generated group can be mapped onto a just-infinite group
(see [Gri00, Har00]), so if there is an infinite finitely generated group with the H-property P then
there is a just-infinite finitely generated group with the same property. Among the H-properties
let us mention the property of being a torsion group, not containing the free group F2 on two
elements as a subgroup, having subexponential growth, being amenable, satisfying a given identity,
having bounded generation, finite width, trivial space of pseudocharacters (for a relation to bounded
cohomology see [Gri95]), only finite-index maximal subgroups, T -property of Kazhdan etc.
The branch just-infinite groups are precisely the just-infinite groups whose structure lattice of
subnormal subgroups (with some identifications) is isomorphic to the lattice of closed and open
subsets of a Cantor set. This is the approach of John Wilson from [Wil71].
In that paper, John Wilson split the class of just-infinite groups into two subclasses – the
groups with finite and the groups with infinite structure lattice. The dichotomy of John Wilson can
be reformulated (see [Gri00]) in the form of a trichotomy according to which any finitely generated
just-infinite group is either a branch group or can easily be constructed from a simple group or from
a hereditarily just-infinite group (i.e., a residually finite group all of whose subgroups of finite index
are just-infinite).
Therefore the study of finitely generated just-infinite groups naturally splits into the study
of branch groups, infinite simple groups and hereditarily just-infinite groups. Unfortunately, at
the moment, none of these classes of groups are well understood, but we have several (classes of)
examples.
There are several examples and constructions of finitely generated infinite simple groups, prob-
ably starting with the example of Graham Higman in [Hig51], followed by the finitely pre-
sented example of Richard Thompson, generalized by Graham Higman in [Hig74] (see also the
survey [CFP96] and [Bro87]), the constructions of different monsters by Alexander Ol’shanski˘ı
(see [Ol′91]), as well as by Sergei Adyan and Igor Lysionok in [AL91], and more recently some
finitely presented examples by Claas Ro¨ver in [Ro¨v99]. The H-properties that can be satisfied by
such groups are, for instance, the Burnside identity xp, for large prime p, and triviality of the space
of pseudocharacters. The latter holds for the simple groups T and V of Richard Thompson (this
follows from the results on finiteness of commutator length, see [GS87, Bro87]).
All known hereditarily just-infinite groups (like the projective groups PSL(n,Z) for n > 2) are
linear (in the profinite case there are extra examples like Nottingham group), so by the alternative
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of Tits they contain F2 as a subgroup and therefore cannot be amenable, of intermediate growth,
torsion etc. However, they can have bounded generation: it is shown in [CK83] that this holds for
SL(n,Z), n > 2, and therefore also for PSL(n,Z).
It seems that there are fewer constraints in the class of branch groups and that they can have
various H-properties, some of which are listed below. It is conjectured that many of these properties
do not hold for groups from the other two classes. On the other hand, branch groups cannot satisfy
nontrivial identities (see [Leo97b] and [Wil00] where the proof is given for the just-infinite case).
0.2. Algorithmic aspects
Branch groups have good algorithmic properties. In the branch groups of G or GGS type (or
more generally spinal type groups) the word problem is solvable by an universal branch algorithm
described in [Gri84]. This algorithm is very fast and requires a minimal amount of memory.
The conjugacy problem was unsettled for a long time, and it was solved for the basic examples
of branch groups just recently. The article [WZ97] solves the problem for regular branch p-groups,
where p is an odd prime, and the argument uses the property of “conjugacy separability” as well
as profinite group machinery. In [Leo98a] and [Roz98] a different approach was used, which also
works in case p = 2. This ideas were developed in [GW00] in different directions. For instance,
it was shown that, under certain conditions, the conjugacy problem is solvable for all subgroups of
finite index in a given branch group (we mention here that the property of solvability of conjugacy
problem, in contrast with the word problem, is not preserved when one passes to subgroups of finite
index). Still, we are far from understanding if the conjugacy problem is solvable in all branch groups
with solvable word problem.
The isomorphism problem was also considered in [Gri84] where it is proven that each of the
uncountably many constructed groups Gω is isomorphic to at most countably many of them, thus
showing that the construction gives uncountably many non-isomorphic examples. It would be very
interesting to distinguish all these examples.
Branch groups are related to groups of finite automata. A brief account is given in Section 1.5
(see also [GNS00]). Every group generated by finite automata has a solvable word problem. It
is unclear if every such group has solvable conjugacy problem. On the other hand, it seems that
the isomorphism problem cannot be solved in this particular case. Indeed, according to the results
in [KBS91], the freeness of a matrix group with integer entries cannot be determined, and the
general linear group GL(n,Z) can be embedded in the group of automata defined over an alphabet
on 2n letters as shown by A. Brunner and Said Sidki (see [BS98]).
0.3. Group presentations
In Chapter 4 we study presentations of branch groups by generators and relations. It seems
probable that no branch group is finitely presented. However, the regular branch groups have nice re-
cursive presentations called L-presentations. The first such presentation was found for the first Grig-
orchuk group by Igor Lysionok in [Lys85]. Shortly afterwards, Said Sidki devised a general method
yielding recursive definitions of such groups, and applied it to the Gupta-Sidki group [Sid87b].
In [Gri98, Gri99] the idea and the result of Igor Lysionok were developed in different directions.
In [Gri99] it was proven that the Igor Lysionok system of relations is minimal and the Schur mul-
tiplier of the group was computed: it is (Z/2)∞. Thus the second homology group of the first
Grigorchuk group is infinite dimensional. In [Gri99] it was indicated that the Gupta-Sidki p-groups
also have finite L-presentations. On the other hand, it was shown in [Gri98] how L-presentations
can be used to embed some branch groups into finitely presented groups using just one HNN ex-
tension. The important feature of this embedding is that it preserves the amenability. The first
examples of finitely presented, amenable but not elementary amenable groups were constructed this
way, thus providing new examples of good fundamental groups (in the terminology of Freedmann
and Teichler [FT95]).
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In [Bar] the notion of an L-presentation was slightly extended to the notion of an endomorphic
presentation in a way that allowed to show that a finitely generated, fractal, regular branch group
satisfying some natural extra conditions has a finite endomorphic presentation. A number of concrete
L and endomorphic presentations of branch groups appear in the article along with general facts on
such presentations.
As was stated, no known branch group has finite presentation. For the first Grigorchuk group
this was already mentioned in [Gri80] with a sketch of a proof that was given completely in [Gri99].
In [Gri84] two other proofs were presented. Yet another approach in proving the absence of finite
presentations is used by Narain Gupta in [Gup84]. More on the history of the presentation problem
and related methods appears in Section 4.1.
0.4. Burnside groups
The third part of the survey is devoted to the algebraic properties of branch groups in general
and of the most important examples.
The first examples of branch groups appeared in [Gri80] as examples of infinite finitely gen-
erated torsion groups. Thus the branch groups are related to the Burnside Problem on torsion
groups. This difficult problem has three branches: the Unbounded Burnside Problem, the Bounded
Burnside Problem and the Restricted Burnside problem (see [Ady79, Kos90, and]) and, in one
way or another, all of them are solved. However, there is still a series of unsolved problems in the
neighborhood of the Burnside problem and which are very important to the theory of groups — to
name one, “is there a finitely presented infinite torsion group?”. The first example of an infinite
finitely generated torsion group, which provided a negative answer to the General Burnside Prob-
lem, was constructed by Golod in [Gol64] and it was based on the Golod-Shafarevich Theorem.
The actual problem of constructing simple examples which do not require the use of such deep re-
sults as Golod-Shafarevich Theorem remained open until such examples appeared in [Gri80]. Soon,
more examples appeared in [Gri83, Gri84, Gri85a, GS83a, GS83b, GS84] and more recently
in [BSˇ01, Gri00, Bar00a, Sˇun00]. The early examples are finitely generated infinite p-groups,
for p a prime, and the latter papers contain interesting examples that are not p-groups.
We already mentioned the idea of using induction on word length, based on the fact that
the projections on coordinates decrease the length. In conjunction, the idea of fixing larger and
larger layers of the tree under taking powers was developing. The stabilization occurs in the first
Grigorchuk group from [Gri80] after three steps, and for the second example from the same article
it occurs after the second step of taking p-th powers. Using a slightly modified metric on the
group [Bar98], the stabilization can be made to appear after just one step; this is extensively
developed in [BSˇ01]. Examples with strong stabilization properties for the standard word metric
are constructed in [GS83a], where stabilization takes place after the first step. The notion of depth
of an element, i.e., the number of decompositions one must perform to decrease the length down to
1 was introduced by Said Sidki in [Sid87a], and is very useful in some situations.
One of the important principles of modern group theory is to try to develop asymptotic meth-
ods related to growth, amenability and other asymptotic notions. In [Gri84] the torsion growth
functions were introduced for finitely generated torsion groups and it was shown that some examples
from [Gri80, Gri83, Gri84] have polynomial growth in this sense. These results were improved in
many directions in [Lys98, Leo97a, Leo99, BSˇ01] and some of them are described in Chapter 6.
Among the main consequences of the theory of Efim Zelmanov (see [Zel90, Zel91]) is that
if a finitely generated torsion residually finite group has finite exponent (i.e., there exists n 6= 0
such that gn = 1 for every element g in the group) then the group is finite. Although the results
of Efim Zelmanov do not depend on the classification of finite simple groups, the above mentioned
consequence does and it would be nice to produce a proof that is independent of the classification. A
simple proof that finitely generated torsion branch groups always have infinite exponent is provided
(Theorem 6.9).
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The profinite completion of a group of finite exponent is a torsion profinite group. If it has a
just-infinite quotient (and this is the case if the group G is a virtually pro-p-group) then one gets a
profinite just-infinite torsion group of bounded exponent. By Wilson’s alternative such a group is
either just-infinite branch, or hereditarily just-infinite; but by the results from [GHZ00] if it were
branch it would have unbounded exponent, so the search for profinite groups of bounded exponent
can be narrowed to hereditarily just-infinite groups. We believe such groups do not exist.
In Chapter 6 we give a simple proof of the fact that a finitely generated torsion branch group has
infinite exponent. An interesting question is to describe the type of torsion growth that distinguishes
the finite and infinite groups (it follows from the results of Efim Zelmanov that there exists a
recursive, unbounded function zk(n), depending on the number of generators k, such that every
torsion group on k generators whose torsion growth is bounded above by zk(n) is finite). It seems
likely that the problem can be reduced to the case of branch torsion groups.
In Chapter 6 we also analyze carefully the idea of the first example in [Gri80] which is not related
to the stabilization, but rather uses a covering of a group by kernels of homomorphisms. The torsion
groups (called G groups) that generalize the constructions of [Gri84, Gri85a] are investigated in
greater detail in [BSˇ01, Sˇun00]. We exhibit the construction and some interesting examples, based
on existence of finite groups with certain required properties (Derek Holt’s example, for instance).
Until recently, it was not known whether there exist torsion-free just-infinite branch groups.
Such an example was constructed in [BG02].
0.5. Subgroups of branch groups
The study of the subgroup structure of any class of groups is an important part of the investi-
gation. Branch groups have a rich and nice subgroup structure which has not yet been completely
investigated. In the early works attention was paid to some particular subgroups of small index
such as the stabilizers of the first few levels, the initial members of the lower central series, derived
series, etc. A fundamental observation made by Narain Gupta and Said Sidki in [GS84] is that
many GGS groups contain a normal subgroup K of finite index with the property that K contains
geometrically Km (m is the degree of the tree and “geometrically” means that the product Km acts
on the subtrees on the first level) as a subgroup of finite index. It so happens that all the main
examples of branch groups have such a subgroup and this fact lies at the base of the definition of
regular branch groups.
Rigid stabilizers and stabilizers of the first Grigorchuk group are described in [Roz90, BG02].
For the Gupta-Sidki p-groups this is done in [Sid87a]. The structure of normal subgroups of Peter
Neumann’s groups [Neu86] is very simple, since the normal subgroups coincide with the (rigid)
stabilizers. For branch p-groups it is more difficult to obtain the structure of the lattice of normal
subgroups (this is related to the fact that pro-p-groups usually have rich structure of subgroups of
finite index). The lattice of normal subgroups of the first Grigorchuk group was recently described
by the first author in [Bar00c] (see also [CST01] where the normal subgroups are described up to
the fourth level).
In the study of infinite finitely generated groups an important role is played by the maximal and
weakly maximal subgroups (i.e., subgroups of infinite index maximal with respect to this property).
It is strange that little attention was paid to the latter until recently. The main result of Ekaterina
Pervova [Per00] claims that in the basic examples of branch groups every proper maximal subgroup
has finite index. This is in contrast with lattices in semisimple Lie groups, as follows from results of
Margulis and Soifer [MS81].
Important examples of weakly maximal subgroups are the parabolic subgroups, i.e., the stabi-
lizers of infinite paths in the tree. The structure of parabolic subgroups is described in [BG02] for
some particular examples. They are not finitely generated and have a tree-like structure. It would
be interesting to obtain a complete description of weakly maximal subgroups in branch groups.
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0.6. Lie algebras
Chapter 8 deals with central series and associated Lie algebras of branch groups. There is
a canonical way, due to Wilhelm Magnus in which a central series corresponds to a graded Lie
ring or Lie algebra. The most interesting central series are the lower central series and the series
of dimension subgroups. It was proved in [Gri89] that the Cesaro` averages of the ranks of the
factors in the lower central series of the first Grigorchuk group (which are elementary 2-groups) are
uniformly bounded and it was conjectured that the ranks themselves were uniformly bounded, i.e.,
that the first Grigorchuk group has finite width. An important step in proving this conjecture was
made in [Roz96], and a complete proof appears in [BG00a], using ideas of Lev Kaloujnine [Kal48]
and the notion of uniserial module. Moreover, a negative answer to a problem of Efim Zelmanov
on the classification of just-infinite profinite groups of finite width is provided in [BG00a], a new
example of a group of finite width was constructed and the structure of the Cayley graph of the
associated Lie algebras was described. This is one of the few cases of a nontrivial computation of a
Cayley (or Lie) graph of a graded Lie algebra.
The question of the finiteness of width of other basic branch groups (first of all the Gupta-Sidki
groups) was open for a long time and recently answered negatively by the first author in [Bar00c].
These results are also presented in Chapter 8.
An important role in the study of profinite completions of branch group is played by the “congru-
ence subgroup property” with respect to the sequence of stabilizers, meaning that every finite-index
subgroup contains a level stabilizer StG(n) for some n, and which holds for many branch groups.
Nevertheless, there are branch groups without this property and the complete solution of the con-
gruence subgroup property problem for the class of all branch groups is not completely resolved.
0.7. Growth
The fourth part of the paper deals with some geometric and analytic properties of branch groups.
The main notion in asymptotic group theory is the notion of growth of a finitely generated group.
The growth function γ(n) of a finitely generated group G with respect to a system of generators S
counts the number of group elements of length at most n. The group’s type of growth — exponential,
intermediate, polynomial — does not depend on the choice of S. One can easyly construct an example
of a group of polynomial growth of any given degree d (for instance Zd) or a group of exponential
growth (like F2, the free group on two generators) but it is a highly non-trivial task to construct a
group of intermediate growth. The question of existence of such groups of intermediate growth was
posed by John Milnor [Mil68c] and solved fifteen years later in [Gri83, Gri84, Gri85a], were the
second author shows that the first group in [Gri80] and all p-groups Gω in [Gri84, Gri85a] have
intermediate growth; the estimates are of the form
e
√
n - γ(n) - en
β
, (1)
for some β < 1, where for two functions f, g : N → N we write f - g to mean that there exists a
constant C with f(n) ≤ g(Cn) for all n ∈ N.
Milnor’s problem was therefore solved using branch groups. Up to the present time all known
groups of intermediate growth are either branch groups or groups constructed using branch groups
and we believe that all just-infinite groups of intermediate growth are branch groups.
By using branch groups, the second author showed in [Gri84] that there exist uncountable
chains and anti-chains of intermediate growth functions of groups acting on trees.
The upper bound in (1) was improved in [Bar98], and a general improvement of the upper
bounds for all groups Gω was given in [BSˇ01] and [MP01].
One of the main remaining question on growth is whether there exists a group with growth
precisely e
√
n. It is known that if a group is residually nilpotent and its growth is strictly less than
e
√
n, then the group is virtually nilpotent and therefore has polynomial growth [Gri89, LM89].
Using arguments given in [Gri89] (see also [BG00a]), it follows that if a group of growth e
√
n
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exists in the class of residually-p groups, then it must have finite width. For some time, among all
known examples of groups of intermediate growth only the first Grigorchuk group was known to have
finite width, and the second author conjectured that this group has precisely this type of growth.
However, his conjecture was infirmed by Yuri˘ı Leonov [Leo00] and the first author [Bar01]; indeed
the growth of the first Grigorchuk group is bounded below by en
α
for some α > 12 .
The notion of growth can be defined for other algebraic and geometric objects as well: algebras,
graphs, etc. A very interesting topic is the study of the growth of graded Lie algebras L(G) associated
to groups. In case of GGS groups some progress is achieved in [Bar00c], where the growth of L(G)
for the Gupta-Sidki 3-group and some other groups is computed; in particular, it is shown that the
Gupta-Sidki group does not have finite width. A connection between the Lie algebra structure and
the tree structure is used in the majoration of the growth of the associated Lie algebra by the growth
of any homogeneous space G/P , where P is a parabolic subgroup, i.e., the stabilizer of an infinite
path in a tree [Bar00c]. As metric spaces, these homogeneous spaces are equivalent to Schreier
graphs. These graphs have an interesting structure: they are substitutional graphs, and have a
fractal behavior in the case of many fractal branch groups. They have polynomial growth, usually
of non-integral degree. These results are presented in Section 10.3.
One of the promising directions of research is the study of spectral properties of the above graphs.
This question is linked to several famous problems of operator K-theory and theory of C∗-algebras.
One of the first works in this direction is [BG00b], where it is shown that the spectrum of the
discrete Laplace operator on such graphs can be a Cantor set, optionally with extra isolated points.
The computation of these spectra is related to operator recursions that hold for the Laplace or
Hecke-type operators associated to the dynamical system (G, ∂T , µ), where (∂T , µ) is the boundary
of the tree endowed with the uniform measure. The main results are presented in Chapter 11.
Finally, there are a great number of open questions on branch groups. Some of them are listed
in the final part of the paper; we hope that they will stimulate the development of the subject.
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0.9. Some notation
We include zero in the set of natural numbers N = {0, 1, 2, . . .}. The set of positive integers is
denoted by N+ = {1, 2, . . .}.
Expressions as ((1, 2)(3, 4, 5)) listing non-trivial cycles are used to describe permutations in the
group of symmetries Sym(n) of n elements
We want all the group actions to be on the right. Thus we conjugate as follows,
gh = h−1gh,
and we denote
[g, h] = g−1h−1gh = g−1gh.
The commutator subgroup of G is denoted by [G,G] and the abelianization G/[G,G] by Gab.
Let the group A act on the right on the group H through α : A → Aut(H). We define the
semidirect product G = H ⋊α A as the group whose elements are the ordered pairs from the set
H ×A and the operation is given by
(h, a)(g, b) = (hg(a
−1)α, ab).
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After the identification (h, 1) = h and (1, a) = a we see that G is a group containing H as a normal
subgroup and A as its complement, i.e., HA = G and H ∩A = 1. Moreover, the conjugation of the
elements in H by the elements in A is given by the action α, i.e., ha = h(a)α.
If we start with a group G that has a normal subgroup H with a complement A in G, we say
that G is the internal semidirect product of H and A. Indeed, G = H ⋊A where the action of A on
H is through conjugation (note that hagb = hga
−1
ab for h, g ∈ H and a, b ∈ A).
Let G and A be groups acting on the set X and the finite set Y , respectively. We define the
permutational wreath product G ≀Y A that acts on the set Y ×X (note the change in the order) as
follows: let A act on the direct power GY on the right by permuting the coordinates of GY by
(ha)y = hya−1 , (2)
for h ∈ GY , a ∈ A, y ∈ Y ; then define G ≀Y A as the semidirect product
G ≀Y A = GY ⋊A
obtained through the action of A on GY ; finally let the wreath product act on the right on the set
Y ×X by
(y, x)ha = (ya, xhy),
for y ∈ Y , x ∈ X , h ∈ GY and a ∈ A. Note that the equality (2) which represents the action of A
on GY , also represents conjugation in the wreath product, exactly as we want, and that this wreath
product is associative, modulo the necessary natural identifications.
All actions defined by now were right actions. However, we achieved this by introducing inversion
at several crucial places, thus introducing left actions through the back door. Another possibility
was to let the semidirect product of A and H as above be the group whose elements the ordered
pairs in A×H and define (a, h)(b, g) = (ab, h(b)αg). This works well, but we choose not to do it.
We introduce here the basic notation of growth series. Growth series will be used in Chapters 8
and 10.
Let X be a set on which the group G acts, and fix a base point ∗ ∈ X and a set S that generates
G as a monoid. The growth function of X is
γ∗,G(n) = |{x ∈ X |x = ∗s1...sn for some si ∈ S}|.
The growth series of X is
growth(X) =
∑
n≥0
γ∗,G(n)~n.
Let V =
⊕
n≥0 Vn be a graded vector space. The Hilbert-Poincare´ series of V is the formal
power series
growth(V ) =
∑
n≥0
dimVn~
n.
A preorder - is defined on the set of non-decreasing functions R≥0 → R≥0 by f - g if there
exists a positive constant C such that f(n) ≤ g(Cn), for all n in R≥0. An equivalence relation ∼ is
defined by f ∼ g if f - g and g - f .
Several branch groups are distinguished enough to be given separate notation. They are the first
Grigorhuk group G, the Grigorchuk supergroup G˜, the Gupta-Sidki 3-group Γ, the Fabrykowski-
Gupta group Γ and the Bartholdi-Grigorchuk group Γ. See Section 1.6 for the definitions.
Part 1
Basic Definitions and Examples
CHAPTER 1
Branch Groups and Spherically Homogeneous Trees
1.1. Algebraic definition of a branch group
We start with the main definition of the survey, namely the definition of a branch group. The
definition is given in purely algebraic terms, emphasizing the subgroup structure of the groups. We
give a geometric version of the definition in Section 1.3 in terms of actions on rooted trees. The two
definitions are not equivalent and we will say something about the difference later.
Definition 1.1. Let G be a group. We say that G is a branch group if there exist two decreasing
sequences of subgroups (Li)i∈N and (Hi)i∈N and a sequence of integers (ki)i∈N such that L0 = H0 =
G, k0 = 1, ⋂
i∈N
Hi = 1
and, for each i,
(1) Hi is a normal subgroup of G of finite index.
(2) Hi is a direct product of ki copies of the subgroup Li, i.e., there are subgroups L
(1)
i , . . . L
(ki)
i
of G such that
Hi = L
(1)
i × · · · × L(ki)i (3)
and each of the factors is isomorphic to Li.
(3) ki properly divides ki+1, i.e., mi+1 = ki+1/ki ≥ 2, and the product decomposition (3)
of Hi+1 refines the product decomposition (3) of Hi in the sense that each factor L
(j)
i of
Hi contains mi+1 of the factors of Hi+1, namely the factors L
(ℓ)
i+1 for ℓ = (j − 1)mi+1 +
1, . . . , jmi+1.
(4) conjugations by the elements in G transitively permute the factors in the product decompo-
sition (3).
The definition implies that branch groups are infinite, but residually finite groups. Note that
the subgroups Li are not normal, but they are subnormal of defect 2.
Definition 1.2. Let G be a branch group. Keeping the notation from the previous definition,
we call the sequence of pairs (Li, Hi)i∈N a branch structure on G.
The branch structure of a branch group is depicted in Figure 1.1. The branch structure on a
L0 = H0
L
(1)
1 × . . . ×L(k1)1 = H1
L
(1)
2 × . . . ×L(m2)2 × . . . ×L2× . . . ×L(k2)2 = H2
'
'
'
'
'
'
h
h
h
h
h
h
[
'
[
[
'
Figure 1.1. Branch structure of a branch group
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group G is not unique, since any subsequence of pairs (Lij , Hij )
∞
j=1 is also a branch structure on G.
One can quickly construct examples of branch groups, using infinitely iterated wreath products.
For example, let p be a prime and Z/pZ act on the set Y = {1, . . . , p} by cyclic permutations. Define
the permutational wreath product
Gn = ((Z/pZ ≀Y . . . ) ≀Y Z/pZ) ≀Y Z/pZ︸ ︷︷ ︸
n
,
and let G be the inverse limit lim←−Gn, where the projections from Gn to Gn−1 are just the natural
restrictions. Since G = G ≀Y Z/pZ, G is a branch group.
Similarly, for m ≥ 2, let Sym(m) be the group of permutations of Y = {1, . . . ,m}, define Gn as
the permutational wreath product
Gn = ((Sym(m) ≀Y . . . ) ≀Y Sym(m)) ≀Y Sym(m)︸ ︷︷ ︸
n
,
and G as the inverse limit lim←−Gn. Since G = G ≀Y Sym(m), G is a branch group.
In the next section we will look at the last group from a geometric point of view. We will also
develop some terminology for groups acting on rooted trees that will be used for the second, more
geometric, definition of branch groups.
1.2. Spherically homogeneous rooted trees
We will define the notion of a spherically homogeneous tree as a set of words ordered by the
prefix relation and then make a connection to the graph-theoretical version of the same notion. We
find it useful to live in both worlds and use their terminology and notation.
1.2.1. The trees. Let
m = m1,m1,m3, . . .
be a sequence of integers with mi ≥ 2 and let
Y = Y1, Y2, Y3, . . .
be a sequence of alphabets with |Yi| = mi. A word of length n over Y is any sequence of letters of
the form w = y1y2 . . . yn where yi ∈ Yi for all i. The unique word of length 0, the empty word, is
denoted by ∅. The length of the word u is denoted by |u|. Denote the set of words over Y by Y ∗.
We introduce a partial order on the set of all words over Y by the prefix relation ≤. Namely, u ≤ v
if u is an initial segment of the sequence v, i.e., if u = u1 . . . un, v = v1 . . . vk, n ≤ k, and ui = vi, for
i ∈ {1, . . . , n}. The partially ordered set of words over Y , denoted by T (Y ), is called the spherically
homogeneous tree over Y . The sequence m is the sequence of branching indices of the tree T (Y ). If
there is no room for confusion we denote T (Y ) by T . For the remainder of the section (and later
on) we think of Y as being fixed, and let Yi = {yi,1, . . . , yi,mi}, for i ∈ N+. In case all the sets Yi
are equal, say to Y , the tree T (Y ) is said to be regular , and is denoted by T (Y ).
Let us give now the graph-theoretical interpretation of T and thus justify our terminology. Every
word over Y represents a vertex in a rooted tree. Namely, the empty word ∅ represents the root , the
m1 one-letter words y1,1, . . . , y1,m1 represent the m1 children of the root, the m2 two-letter words
y1,1y2,1, . . . , y1,1y2,m2 represent the m2 children of the vertex y1,1, etc. More generally, if u is a
word over Y , then the words uy, for y in Y|u|+1, of length |u|+ 1 represent the m|u|+1 children (or
successors) of u (see Figure 1.2).
The graph structure of T induces a distance function on the set of words by
d(u, v) = |u|+ |v| − 2|u ∧ v|,
where u∧v is the longest common prefix of u and v. In particular, the words of length n represent the
vertices that are at distance n to the root. Such vertices constitute the level n of the tree, denoted
by L(Y )n or, when Y is assumed, just by Ln. In the terminology of metric spaces, the vertices on the
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Figure 1.2. The tree T
level n are precisely the elements of the sphere of radius n with center at the root. In the sequel,
we will rarely make any distinction between a word u over Y , the vertex represented by u and the
unique path from the root to the vertex u.
1.2.2. Tree automorphisms. A permutation of the words over Y that preserves the prefix
relation is an automorphism of the tree T . From the graph-theoretical point of view an automorphism
of T is just a graph automorphism that fixes the root. We denote the group of automorphisms of T
by Aut(T ). Clearly, the orbits of the action of Aut(T ) on T are precisely the levels of the tree. The
fact that the automorphism group acts transitively on the spheres centered at the root is precisely
the reason for which these trees are called spherically homogeneous.
Consider an automorphism f of T and a word u over Y . The image of u under f is denoted by
uf . For a letter y in Y|u|+1 we have (uy)f = ufy′ where y′ is a uniquely determined letter in Y|u|+1.
Clearly, the induced map y 7→ y′ is a permutation of Y|u|+1, we denote this permutation by (u)f
and we call it the vertex permutation of f at u. If we denote the image of y under (u)f by y(u)f , we
have
(uy)f = ufy(u)f , (4)
and this easily extends to
(y1y2 . . . yn)
f = y
(∅)f
1 y
(y1)f
2 . . . y
(y1y2...yn−1)f
n . (5)
Any tuple ((u)g)u∈Y ∗ , indexed by the words u over Y , where the entry (u)g is a permutation of
the alphabet Y|u|+1, determines an automorphism g of T given by
(y1y2 . . . yn)
g = y
(∅)g
1 y
(y1)g
2 . . . y
(y1y2...yn−1)g
n .
Therefore, we can think of an automorphism f of T as the tuple of vertex permutations ((u)f)u∈Y ∗
and we can represent the automorphism f on the tree T by decorating each vertex u in T by its
permutation (u)f (see Figure 1.3). The decorated tree that represents f is called the portrait of f .
The portrait of f gives an intuitively clear picture of the action of f on T , if we can imagine
what happens when we perform all the vertex permutations at once. If only finitely many vertex
permutations are non-trivial this is not difficult to do.
By using (4), we can easily see that
(u)fg = (u)f ◦ (uf )g and (u)f−1 = [(uf−1)f ]−1, (6)
for all words u over Y and automorphisms f and g of T .
We introduce the shift operator σ that acts on sequences as follows:
σ(s1, s2, s3, . . . ) = s2, s3, s4, . . . .
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Figure 1.3. The automorphism f of T
Acting n times on the sequence of alphabets Y gives the shifted sequence of alphabets
σnY = Yn+1, Yn+2, Yn+3, . . . .
which has the following shifted sequence of branching indices
σnm = mn+1,mn+2,mn+3, . . . ,
and this new sequence of alphabets defines the spherically homogeneous tree T (σnY ). Let u be a word
over Y of length n and denote by T (Y )u the spherically homogeneous tree that consists of all words
over Y with prefix u ordered by the prefix relation. It is the subtree of T (Y ) that is hanging below
the vertex u. Clearly, the trees T (Y )u and T (σnY ) are canonically isomorphic under the isomorphism
δu that deletes the prefix u from the words in T (Y )u , and any two trees T (Y )u and T (Y )v , where u
and v are words over Y of the same length, are canonically isomorphic under the isomorphism that
deletes the prefix u and replaces it by the prefix v (this isomorphism is just the composition δuδ
−1
v ).
In order to avoid cumbersome notation we denote the tree T (σnY ) by Tn and the tree T (Y )u by Tu
when Y is assumed to be fixed. The previous observations then say that T|u| and Tu are canonically
isomorphic (see Figure 1.4).
T T T T
T
u v w
u v w | u |
= = =
Figure 1.4. Canonically isomorphic subtrees and shifted trees
Let f be an automorphism of T and u a word over Y . The section of f at u (other words in
use are component , projection and slice), is the the automorphism fu of T|u| defined by the vertex
permutations
(w)fu = (uw)f, (7)
for all words w over σ|u|Y . Therefore, fu uses the vertex permutations of f at and below the vertex
u and assigns them to words over σ|u|Y in a natural way.
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The set Gu = {gu| g ∈ G} of sections at u of the elements in G is called the section of G at u.
We mention that the section Gu is not necessarily a subgroup of G even if the tree is regular.
It is easy to show, using (5) and (7), that
(uv)f = ufvfu (8)
for all automorphisms f of T , words u over Y and words v over σ|u|Y . Using (6), (7) and (8) we
obtain the equalities
(fg)u = fuguf and (f
−1)u = (fuf−1 )
−1, (9)
that hold for all automorphisms f and g of T and words u over Y .
Before we move on, let us look at trees and automorphisms from another point of view. The set
of infinite paths (rays) from the root ∅ in T is called the boundary of T and is denoted by ∂T . We
define a metric d on ∂T by
d(r, s) =
{
1
2|r∧s| if r 6= s
0 if r = s,
for all infinite rays r and s in ∂T . Any automorphism f of T defines an isometry f of the space ∂T
given by
(y1y2y3 . . . )
f = y
(∅)f
1 y
(y1)f
2 y
(y1y2)f
3 . . . .
Conversely, any isometry g of ∂T defines an automorphism g of T as follows: ug is the prefix of rg
of length |u|, where r is any infinite path in ∂T with prefix u. Therefore, Aut(T ) = Isom(∂T ).
Note that the definition of the metric d above was very arbitrary. Given a strictly decreasing
sequence d = (di)i∈N of positive numbers with limit 0, we could define a metric on ∂T by d(r, s) =
d|r∧s| if r 6= s, and it can be shown that the topology of the metric space ∂T is independent of the
choice of the sequence d.
The metric space (∂T , d) is a universal model for ultrametric homogeneous spaces as is mentioned
in [Gri00] and explained in more details in Proposition 6.2 in [GNS00].
1.2.3. Level and rigid stabilizers. We introduce the notions of (rigid) vertex and level sta-
bilizers, as well as the congruence subgroup property.
Definition 1.3. Let G be a group of automorphisms of T . The subgroup StG(u) of G, called
the vertex stabilizer of u in G, consists of those automorphisms in G that fix the vertex u.
For any two automorphisms f and g in StG(u), by using (9), we have
(fg)u = fuguf = fugu,
so that the map
ϕGu : StG(u)→ Aut(T|u|)
given by
(f)ϕGu = fu
is a homomorphism. We call this homomorphism the section homomorphism at u, and we usually
avoid the superscript. We denote the image of the section homomorphism ϕu by U
G
u , or just by Uu
when G is assumed, and call it the upper companion of G at u. Note that the upper companion of
G at u is a subgroup of Aut(T|u|), and is not necessarily a subgroup of G, even in case of a regular
tree. Nevertheless, in many important cases in which the tree T is regular the upper companion
groups are equal to G after the canonical identification of the original tree T with its subtrees.
Definition 1.4. Let G be a group of automorphisms of a regular tree T . The group G is fractal
if for every vertex u the upper companion group Uu is equal to G (after the tree identifications
T = T|u|).
The vertex stabilizers lead to the notion of level stabilizers as follows:
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Definition 1.5. Let G be a group of automorphisms of T and let StG(Ln), called the n-th
level stabilizer in G, denote the subgroup of G consisting of the automorphisms of T that fix all the
vertices on the level n (and up of course), i.e.,
StG(Ln) =
⋂
u∈Ln
StG(u).
The homomorphism
ψGn : StG(Ln)֌
∏
u∈Ln
Uu ≤
∏
u∈Ln
Aut(T|u|)
given by
(f)ψGn = ((f)ϕ
G
u )u∈Ln = (fu)u∈Ln
is an embedding, since the only automorphism that fixes all the vertices at level n and acts trivially
on all the subtrees hanging below the level n is the trivial one. In case n = 1 we almost always omit
the index 1 in ψ1, and we omit the superscript G, for all n. We will see in a moment that the level
stabilizers of G have finite index in G. It follows that the same is true for the vertex stabilizers.
We note that the current literature contains several versions of definitions of fractal branch
groups. In some of them the sufficient condition from Lemma 1.7 below is used as a definition. One
can impose even stronger conditions.
Definition 1.6. Let G be a group of automorphisms of a regular tree T . The group G is
strongly fractal if it is fractal and the embedding
ψ : StabG(L1)→
m∏
i=1
G
is subdirect, i.e. surjective on each factor.
Lemma 1.7. Let G be a group of automorphisms of T (p), p a prime, and let all vertex permu-
tations of the automorphisms in G are powers of a fixed cyclic permutation of order p. Then, G is
fractal if and only if G is strongly fractal.
Definition 1.8. A group G of tree automorphisms satisfies the congruence subgroup property
if every finite index subgroup of G contains a level stabilizer StG(Ln), for some n.
We now move to the rigid version of stabilizers:
Definition 1.9. The rigid vertex stabilizer of u in G, denoted by RstG(u), is the subgroup of
G that consists of those automorphisms of T that fix all vertices not having u as a prefix.
The automorphisms in RstG(u) must also fix u, and the only vertex permutations that are
possibly non-trivial are those corresponding to the vertices in Tu (see Figure 1.5).
u
all vertex permutations
in this region are 
trivial
T
possibly some
nontrivial vertex
permutations
here
Figure 1.5. An automorphism in the rigid stabilizer of u
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The rigid stabilizer RstG(u) is also known as the lower companion of G at u, denoted by L
G
u , or
by Lu when G is assumed. Clearly, the lower companion group at u can be embedded in the upper
companion group which is contained in the corresponding section, i.e.
Lu֌ Uu ⊆ Gu.
Definition 1.10. The subgroup of G generated by all the rigid stabilizers of vertices on the level
n is the rigid n-th level stabilizer and it is denoted by RstG(Ln).
Clearly, automorphisms in different rigid vertex stabilizers on the same level commute and
RstG(Ln) =
∏
u∈Ln
RstG(u).
The level stabilizer StG(Ln) and the rigid level stabilizer RstG(Ln) are normal in Aut(T ). Fur-
ther, the following relations hold:∏
u∈Ln
Lu = RstG(Ln) ≤ StG(Ln)
ψ
֌
∏
u∈Ln
Uu.
In contrast to the level stabilizers, the rigid level stabilizers may have infinite index, and may
even be trivial.
Let us restrict our attention, for a moment, to the case when G is the full automorphism group
Aut(T ). Clearly, every automorphism of T|u| is a section of an automorphism of T , since any choice
of vertex permutations at and below u is possible for automorphisms of the tree T that fix u.
Therefore, Aut(T )u = Aut(T|u|) = Aut(Tu), i.e., the section is equal to the full automorphism group
of the corresponding subtree. Moreover, the section groups are equal to the corresponding upper
companion groups. It is also clear that the rigid stabilizer RstAut(T )(u) is canonically isomorphic to
Aut(Tu), that the rigid and the level stabilizer of the same level are equal, and ψ is an isomorphism.
Consider the subgroup Autf (T ) of automorphisms that have only finitely many non-trivial ver-
tex permutations. The automorphisms in this group are called finitary. The group of finitary
automorphisms is the union of the chain of subgroups Aut[n](T ) for n ∈ N, where Aut[n](T ) denotes
the group of tree automorphisms whose vertex permutations at level n and below are trivial. The
group Aut[n](T ) is canonically isomorphic to the automorphism group Aut(T[n]) of the finite tree T[n]
that consists of the vertices of T represented by words no longer than n (level n and above). The
group Aut(T[n]) is isomorphic to the iterated permutational wreath product
Aut(T[n]) ∼= ((. . . (Sym(Yn) ≀ Sym(Yn−1)) ≀ . . . ) ≀ Sym(Y1),
and its cardinality is m1!(m2!)
m1(m3!)
m1m2 . . . (mn!)
m1m2...mn−1 . Also, the equality
Aut(T ) = StAut(T )(Ln)⋊ Aut[n](T ),
holds. As the intersection of all level stabilizers is trivial we see that Aut(T ) is residually finite and,
as a corollary, every subgroup of Aut(T ) is residually finite.
We organize some of the remarks we already made in the following diagram:
Aut(T ) Aut(T ) Aut(T )
StAut(T )(L0) StAut(T )(L1) StAut(T )(L2) . . .
⋊ ⋊ ⋊
Aut[0](T ) Aut[1](T ) Aut[2](T ) . . .
u { u { u {
u u u u u u
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The homomorphisms in the bottom row are the natural restrictions, and Aut(T ) is the inverse limit
of the inverse system represented by this row. Thus Aut(T ) is a profinite group with topology that
coincides with the Tychonoff product topology.
In this topological setting, we recall the Hausdorff dimension of a subgroup of Aut(T ):
Definition 1.11 ([BS97]). Let G < Aut(T ) be a closed subgroup. Its Hausdorff dimension is
lim sup
n→∞
log |G/ StG(Ln)|
log |Aut(T )/ StAut(T )(Ln)|
,
a real number in [0, 1].
Note that, according to our agreements, the iterated permutational wreath product
n∏
i=1
(≀)Sym(mi) = ((. . . (Sym(mn) ≀ Sym(mn−1)) ≀ . . . ) ≀ Sym(m1),
naturally acts on Y1 × Y2 × . . . Yn which is exactly the set of words of length n. The action is by
permutations f that respect prefixes in the sense that
|u ∧ v| = |uf ∧ vf |,
for all words u and v of length n. This allows us to define the action on the set of all words of length
at most n, which is exactly why we may think of
∏n
i=1(≀)Sym(mi) as being the automorphism group
Aut(T[n]) of the finite tree T[n].
Since
∏n
i=1(≀)Sym(mi) acts on the words of length n, the inverse limit lim←−n
∏n
i=1(≀)Sym(mi)
acts on the set of infinite words by isometries, which is one of the interpretations of Aut(T ) we
already mentioned.
We agree on a simplified notation concerning the word u = y1,j1y2,j2 . . . yn,jn over Y , the section
fu of the automorphism f and the homomorphism ϕu. We will write sometimes just u = j1j2 . . . jn
since the sequence of indices j1j2 . . . jn uniquely determines and is uniquely determined by the word
u. Also, we will write fj1j2...jn and ϕj1j2...jn for the appropriate section fu and section homomorphism
ϕu. Actually, we could agree that Yi = {1, 2, . . . ,mi}, for i ∈ N+, in which case the original and the
simplified notation are the same.
1.3. Geometric definition of a branch group
For the length of this section we make an important assumption that G is a group of automor-
phisms of T that acts transitively on each level of the tree. In this case we say that G acts spherically
transitively.
It follows easily from (9), that all vertex stabilizers StG(u) corresponding to vertices u on the
same level are conjugate in G. Indeed, if h fixes u then hg fixes ug and (hu)
gu = (hg)ug . This also
shows that, in case of a spherically transitive action, the upper companion groups Uu, u a vertex
in the level Ln, are conjugate in Aut(Tn), we denote by UGn , or just by Un, their isomorphism type,
and we call it the upper companion group of G at level n or the n-th upper companion:
Lu = RstG(u) StG(u) Uu
(hu)
gu = (hg)ug
Lug = RstG(u
g) StG(u
g) Uug
y w
E
v
u
u
(.)g
ww
ϕu
v
u
u
(.)g
v
u
u
(.)gu
y w
E
wwϕug
Moreover, we note that if the section gu is trivial then the upper companion groups Uu and Uug
are not only conjugate, but they are equal.
Similarly, the rigid vertex stabilizers of vertices on the same level are also conjugate in G, we
denote by LGn , or just by Ln, their isomorphism type, and we call it the lower companion group of
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G at level n or the n-th lower companion (see the above diagram). We note that the rigid vertex
stabilizer RstG(u) is a normal subgroup in the corresponding vertex stabilizer StG(u). Moreover,
the lower companion group Lu naturally embeds via the section homomorphisms ϕu in the upper
companion group Uu as a normal subgroup. In case of the full automorphism group, we already
remarked that this embedding is an isomorphism. In general, this is not true, and we will study
more closely the “next best case” when the embedded subgroup has a finite index.
Proposition 1.12. Let G be a group of automorphisms of T acting spherically transitively. If
RstG(Ln) has finite index in G for all n, then G is branch group with branch structure (LGn ,RstG(Ln))∞i=1.
Definition 1.13. Let G be a group of automorphisms of T acting spherically transitively. We
say that G is a
(1) branch group acting on a tree if all rigid stabilizers of G have finite index in G.
(2) weakly branch group acting on a tree if all rigid stabilizers of G are non-trivial (which
implies that they are infinite).
(3) rough group acting on a tree if all rigid stabilizers of G are trivial.
The branch structure from the previous proposition is not unique, as usual, and we see that for
G to be branch group it is enough if we require that each rigid vertex stabilizer group RstG(u), u a
vertex in T , has a subgroup L(u) such that Hn =
∏ {L(u)|u ∈ Ln} is normal of finite index in G,
for all n.
Particularly important type of branch groups is introduced by the following definitions.
Definition 1.14. A fractal branch group G acting on the regular tree T (m) is a regular branch
group if there exists a finite index subgroup K of G such that Km is contained in (K)ψ as a subgroup
of finite index. In such a case, we say that G is branching over K. We also say that K geometrically
contains Km. In case K contains Km but the index is infinite we say that G is weakly regular branch
over K.
Definition 1.15. Let G be a regular branch group generated as a monoid by a finite set S, and
consider the induced word metric on G. We say G is contracting if there exist positive constants
λ < 1 and C such that for every word w ∈ S∗ representing an element of StG(L1), writing (w)ψ =
(w1, . . . , wm), we have
|wi| < λ|w| for all i ∈ Y, as soon as |w| > C. (10)
The constant λ is called a contracting constant.
In a loose sense, the abstract branch groups are groups that remind us of the full automorphism
groups of the spherically homogeneous rooted trees. Any branch group has a natural action on a
rooted tree. Indeed, let G be a branch group with branch structure (Li, Hi)i∈N. The set of subgroups
{L(j)i | i ∈ N, j = 1, . . . , ki} ordered by inclusion forms a spherically homogeneous tree with branching
sequence m = m1,m2, . . . , where mi = ki/ki−1. The group G acts on this set by conjugation
and, because of the refinement conditions, the resulting permutation is a tree automorphism (see
Figure 1.1)
The action of the branch group G on the tree determined by the branch structure is not faithful
in general. Indeed, it is known that a branch group that satisfies the conditions in Proposition 1.12
is centerless (see [Gri00]). On the other hand, a direct product of a branch group G in the sense
of our algebraic definition with a finite group H is still a branch group. If H has non-trivial center,
then G×H is a branch group with non-trivial center.
It would be interesting to understand the nature of the kernel of the action in the passing from
an abstract branch group to a group that acts on a tree. In particular, is it correct that this kernel is
always in the center (Question 2)? We note that the kernel is trivial in case of a just-infinite branch
group (see Chapter 5).
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1.4. Portraits and branch portraits
A tree automorphism can be described by its portrait, already defined before, and repeated here
in the following form:
Definition 1.16. Let f be an automorphism of T . The portrait of g is a decoration of the tree
T , where the decoration of the vertex u belongs to Sym(Y|u|+1), and is defined inductively as follows:
first, there is π∅ ∈ Sym(Y1) such that g = hπ∅ and h stabilizes the first level. This π∅ is the label of
the root vertex. Then, for all y ∈ Y1, label the tree below y with the portrait of the section gy.
The following notion of a branch portrait based on the branch structure of the group in question
is useful in some considerations:
Definition 1.17. Let G be a branch group, with branch structure (Li, Hi)i∈N. The branch
portrait of g ∈ G is a decoration of the tree T (Y ), where the decoration of the root vertex belongs
to G/H1 and the decoration of the vertex y1 . . . yi belongs to L
(y1...yi)/
∏
y∈Yi+1 L
(y1...yiy). Fix once
and for all transversals for the above coset spaces. The branch portrait of g is defined inductively as
follows: the decoration of the root vertex is H1g, and the choice of the transversal gives us an element
(gy1)y1∈Y1 of H1. Decorate then y1 ∈ Y1 by
∏
y2∈Y2 L
(y1y2)gy1 ; again the choice of transversals gives
us elements gy1y2 ∈ L(y1y2); etc.
There are uncountably many possible branch portraits that use the chosen transversals, even
when G is a countable branch group. We therefore introduce the following notion:
Definition 1.18. Let G be a branch group. Its tree completion G is the inverse limit
lim←−G/ StG(n).
This is also the closure in Aut T of G in the topology given by its action on the tree T .
Note that since G is closed in Aut(T ) it is a profinite group, and thus is compact, and totally
disconnected. If G has the congruence subgroup property [Gri00], then G is also the profinite
completion of G.
Lemma 1.19. Let G be a branch group and G its tree completion. Then Definition 1.17 yields a
bijection between the set of branch portraits over G and G.
Branch portraits are very useful to express, for instance, the lower central series. They appear
also, in more or less hidden manner, in most results on growth and torsion.
1.5. Groups of finite automata and recursively defined automorphisms
We introduce two more ways to think about tree automorphisms in the case of a regular tree. It
is not impossible to extend the definitions to more general cases, but we choose not to do so. Thus for
the length of this section we set Y = {1, . . . ,m} and we work with the regular tree T = T (Y ) = T (m).
1.5.1. Recursively defined automorphisms. Let X = {x(1), . . . , x(n)} be a set of symbols
and F a finite set of finitary automorphisms of T . The following equations
x(i) = (wi,1, . . . , wi,m)f
(i), i ∈ {1, . . . , n}, (11)
where wi,j are words over X ∪ F and f (i) are elements in F , define an automorphism of T , still
written x(i), for each symbol x(i) in X . The way in which the equations (11) define automorphisms
recursively is as follows: we interpret the m-tuple (wi,1, . . . , wi,m) as an automorphism fixing the
first level and wi,j are just the sections at j, j ∈ {1, . . . ,m}; the equations (11) clearly define the
vertex permutation at the root for all x(i); if the vertex permutations of all the x(i) are defined for
the first k levels then the vertex permutations of all the wi,j are defined for the first k levels, which
in turn defines all the vertex permutations of all the x(i) for the first k + 1 levels.
24 1. BRANCH GROUPS AND SPHERICALLY HOMOGENEOUS TREES
Every automorphism of T that can be defined as a member of some set X of recursively defined
automorphisms as above is called a recursively definable automorphism of T . The set of recursively
definable automorphisms of T forms a subgroup Autr(T ) of Aut(T ). The group Autr(T ) is a regular
branch group which properly contains Autf (T ).
When one defines automorphisms recursively it is customary to choose all finitary automor-
phisms f (i) to be rooted automorphisms (see Definition 1.23). The advantage in that case is that
wi,j is exactly the section of x
(i) at j. As an example of a recursively defined automorphisms consider
b = (a, b)
acting on the binary tree T (2), where a = ((1, 2)) is the non-trivial rooted automorphism of T (2).
Clearly, the diagram in Figure 1.6 represents b through its vertex permutations.
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Figure 1.6. The recursively defined automorphism b
It is easy to see that all tree automorphisms are recursively definable if we extend our definition
to allow infinite sets X . Indeed
gu = (gu1, . . . , gum)(u)g, u ∈ Y ∗
defines recursively g and all of its sections.
1.5.2. Groups of finite automata. Since we want to define automata that behave like tree
automorphisms we need automata that transform words rather then recognize them, i.e., we will be
working with transducers. The fact that we want our automata to preserve lengths and permute
words while preserving prefixes strongly suggests the choices made in the following definition.
Definition 1.20. A synchronous invertible finite transducer is a quadruple T = (Q, Y, τ, λ)
where
(1) Q is a finite set (set of states of T ),
(2) Y is a finite set (the alphabet of T ),
(3) τ is a map τ : Q× Y → Q (the transition function of T ), and
(4) λ is a map λ : Q×Y → Y (the output function of T ) such that the induced map λq : Y → Y
obtained by fixing a state q is a permutation of Y , for all states q ∈ Q.
If T is a synchronous invertible finite transducer and q a state in Q we sometimes give q a distin-
guished status, call it the initial state and define the initial synchronous invertible finite transducer
Tq as the transducer T with initial state q.
We say just (initial) transducer in the sequel rather then (initial) synchronous invertible finite
transducer.
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Figure 1.7. An example of a transducer
It is customary to represent transducers with directed labelled graphs where Q is the set of
vertices and there exists an edge from q0 to q1 if and only if τ(q0, y) = q1, for some y ∈ Y , in which
case the edge is labelled by y|λ(q0, y). The diagram in Figure 1.7 gives an example.
Informally speaking, given an initial transducer Tq and an input word w over Y we start at the
vertex q and we travel through the graph by reading w one letter at a time and following the values
of the transition function. Thus if we find ourselves at the state q′ and we read the letter y we move
to the state τ(q′, y) by following the edge labelled by y|λ(q′, y). In the same time, we write down an
output word, one letter at a time, simply by writing down the letters after the vertical bar in the
labels of the edges we used in out journey.
More formally, given an initial transducer Tq we define recursively the maps τq : Y
∗ → Q and
λq : Y
∗ → Y ∗ as follows:
τq(∅) = q
τq(wy) = τ(τq(w), y) for w ∈ Y ∗
λq(∅) = ∅
λq(wy) = λq(w)λ(τq(w), y) for w ∈ Y ∗
It is not difficult to see that λq, the output function of the initial transducer Tq, represents an
automorphism of T . The set of all tree automorphisms Autft(T ) that can be realized as output
functions of some initial transducer forms a subgroup of Aut(T ) and this subgroup is a regular
branch group sitting properly between the group of finitary and the group of recursively definable
automorphisms of T .
If we allow infinitely many states, then every automorphism g of T can be realized by an
initial transducer. Indeed, we may define the set of states Q to be the set of sections of g, i.e.
Q = {gu|u ∈ Y ∗} and
τ(gu, y) = guy and λ(gu, y) = y
(u)g.
We could index the states by the vertices in T , but by indexing them by the sections of g we see that
an automorphism g can be defined by a finite initial transducer if it has only finitely many distinct
sections. The converse is also true.
Proposition 1.21. An automorphism of T is the output function of some initial transducer if
and only if it has finitely many distinct sections.
Every transducer T defines a group GT of tree automorphisms generated by the initial trans-
ducers of T (one for each state). Groups that are defined by transducers are known as groups of
automata.
Note that the notion of a group of automata is different from the notion of automatic group
in the sense of Jim Cannon. For more information on groups of automata we refer the reader
to [GNS00].
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1.6. Examples of branch groups
We have already seen a couple of examples of branch groups acting on a regular tree T . Namely,
the groups Autf (T ), Autft(T ), Autr(T ) and the full automorphism group Aut(T ).
Proposition 1.22. Let T be regular tree and G be any of the groups Autf (T ), Autft(T ), Autr(T )
or Aut(T ). Then G is a regular branch group with G = G ≀Y1 Sym(Y1).
None of the groups in the previous proposition is finitely generated, but the first three are
countable. Another example of a regular branch group is, for a permutation group A of Y , the group
AutA(T (Y )) that consists of those automorphisms of the regular tree T (Y ) whose vertex permutations
come from A. A special case of the last example was mentioned before as the infinitely iterated
wreath product of copies of the cyclic group Z/pZ and the full automorphism group is another
special case.
In the sequel we give some examples of finitely generated branch groups. We make use of rooted
and directed automorphisms.
Definition 1.23. An automorphism of T is rooted if all of its vertex permutations that corre-
spond to non-empty words are trivial.
Clearly, the rooted automorphisms are precisely the finitary automorphisms from Aut[1]. A
rooted automorphism f just permutes rigidly the m1 trees T1,. . . ,Tm1 as prescribed by the root
permutation (∅)f . It is convenient not to make too much difference between the root vertex per-
mutation (∅)f and the rooted automorphism f defined by it. Therefore, if a is a permutation of Y1
we also say that a is a rooted automorphism of T . More generally, if a is the vertex permutation of
f at u and all the vertex permutations below u are trivial, then we do not distinguish a from the
section fu defined by it, i.e., we write (f)ϕu = fu = a = (u)f .
Definition 1.24. Let ℓ = y1y2y3 . . . be an infinite ray in T . We say that the automorphism f
of T is directed along ℓ and we call ℓ the spine of f if all vertex permutations along the ray ℓ and
all vertex permutations corresponding to vertices whose distance to the ray ℓ is at least 2 are trivial.
In the sequel, we define many directed automorphisms that use the rightmost infinite ray in T
as a spine, i.e., the spine is m1m2m3 . . . . Therefore, the only vertices that can have a nontriv-
ial permutation are the vertices of the form m1m2 . . .mnj where j 6= mn+1. Note that directed
automorphisms fix the first level, i.e., their root vertex permutation is trivial.
1.6.1. The first Grigorchuk group G. A description of the first Grigorchuk group, denoted
by G, appeared for the first time in 1980 in [Gri80]. Since then, the group G has been used as an
example or counter-example in many non-trivial situations.
The groupG acts on the rooted binary tree T (2) and it is generated by the four automorphisms a,
b, c and d defined below. The automorphism a is the only possible rooted automorphism a = ((1, 2))
that permutes rigidly the two subtrees below the root. Parts of the portraits along the spine of the
generators b, c, and d are depicted in Figure 1.8, Figure 1.9 and Figure 1.10. We implicitly assume
that the patterns that are visible in the diagrams repeat indefinitely along the spine, i.e., along the
rightmost ray.
Another way to define the directed generators of G is by the following recursive definition:
b = (a, c) c = (a, d) d = (1, b).
It is clear from this recursive definition that G can also be defined as a group of automata.
The group G is a 2-group, has a solvable word problem and intermediate growth (see [Gri84]).
The best known estimates of the growth of the first Grigorchuk group are given by the first author
in [Bar98] and [Bar01] (see also [Leo98b, Leo00]). The subgroup structure of G is a subject of
many articles (see [Roz96, BG02] and Chapter 7) and it turns out that G has finite width. An
infinite set of defining relations is given by Igor Lysionok in [Lys85], and the second author shows
that this system is minimal in [Gri99]. The conjugacy problem is solved by Yuri˘ı Leonov in [Leo98a]
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Figure 1.8. The directed automorphism b
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Figure 1.9. The directed automorphism c
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Figure 1.10. The directed automorphism d
and Alexander Rozhkov in [Roz98]. A detailed exposition of many of the known properties of G
is included in the book [Har00] by Pierre de la Harpe. Another exposition (in Italian) appears
in [CMS01].
Most properties of G, in one way or another, follow from the following
Proposition 1.25. The group G is a regular branch group over the subgroup K = 〈[a, b]〉G.
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Proof. The first step is to prove thatK has finite index in G. We check that a2, b2, c2, d2, bcd, (ad)4
are relators in G. It follows that B = 〈b〉G has index 8,since G/B is 〈aB, dB〉, a dihedral group of
order 8. Consequently B = 〈b, ba, bad, bada〉. Now B/K is 〈bK〉, of order 2, so K has index 2 in B
and thus 16 in G.
Then we consider L = 〈[b, da]〉G in K. A simple computation gives ([b, da])ψ = ([a, b], 1), so
(L)ψ = K × 1, and we get (K)ψ ≥ (L× La)ψ = K ×K. 
The index of K in G is 16 and the index of K ×K in (K)ψ is 4.
1.6.2. The second Grigorchuk group. The second Grigorchuk group was introduced in the
same paper as the first one ([Gri80]). It acts on the 4-regular tree T (4) and it is generated by
the cyclic rooted automorphism a = ((1, 2, 3, 4)) and the directed automorphism b whose portrait is
given in Figure 1.11.
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Figure 1.11. The directed automorphism b in the second Grigorchuk group
A recursive definition of b is
b = (a, 1, a, b).
The second Grigorchuk group is not investigated nearly as thoroughly as the first one. It is
finitely generated, infinite, residually finite and centerless. In addition, it is not finitely presented,
and is a torsion group with a solvable word problem. More on this group can be found in [Vov00].
1.6.3. Gupta-Sidki p-groups. The first Gupta-Sidki p-groups were introduced in [GS83a].
For odd prime p, we define the rooted automorphism a = ((1, 2, . . . , p)) and the directed automor-
phism b of T (p) whose portrait is given in Figure 1.12.
The group G = 〈a, b〉 is a 2-generated p-group with solvable word problem and no finite presen-
tation (consider [Sid87b]). In case p = 3 the automorphism group, centralizers and derived groups
were calculated by Said Sidki in [Sid87a].
More examples of 2-generated p-groups along the same lines were constructed by Narain Gupta
and Said Sidki in [GS83b]. In this paper the directed automorphism b is defined recursively by
b = (a, a−1, a, a−1, . . . , a, a−1, b).
It is shown in [GS83b] that these groups are just-infinite p-groups. Also, every finite p-group is
contained in the corresponding Gupta-Sidki infinite p-group.
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Figure 1.12. The directed automorphism b in the Gupta-Sidki groups
1.6.4. Three groups acting on the ternary tree. We define three groups acting on the
ternary tree T (3). Each of them is 2-generated, with generators a and b, where a is the rooted
automorphism a = ((1, 2, 3)) and b is one of the following three directed automorphisms
b = (a, 1, b) or b = (a, a, b) or b = (a, a2, b).
The corresponding group G = 〈a, b〉 is denoted by Γ, Γ and Γ, respectively. The group Γ is called
the Fabrykowski-Gupta group and is the first example of a group of intermediate growth that is not
constructed by the second author. The construction appears in [FG85], with an incorrect proof,
and in [FG91]. The group Γ is called the Bartholdi-Grigorchuk group and is studied in [BG02].
The article shows that both Γ and Γ are virtually torsion-free with a torsion-free subgroup of index
3. The group Γ is known as the Gupta-Sidki group, it is the first one of the three to appear in
print in [GS83a]. All three groups have intermediate growth. The first author has calculated the
central lower series for Γ and Γ (see [Bar00a, Bar00b]). We note here that Γ is not branch group
but only weakly branch group, and the other two are regular branch groups over their commutator
subgroups.
1.6.5. Generalization of the Fabrykowsky-Gupta example. The following examples of
branch groups acting on the regular tree T (m), for m ≥ 3, are studied in [Gri00]. The group G =
〈a, b〉 is generated by the rooted automorphism a = ((1, 2, . . . ,m)) and the directed automorphism
b whose portrait is given in Figure 1.13.
The groupG is a regular branch group over its commutator. Moreover, the rigid vertex stabilizers
are isomorphic to the commutator subgroup. Clearly, for m = 3 we obtain the Fabrykowsky-Gupta
group Γ. For m ≥ 5, G is just-infinite, and for a prime m ≥ 7 the group G has the congruence
subgroup property. The last two results can probably be extended to other branching indices.
1.6.6. Examples of Peter Neumann. The following example is constructed in [Neu86]. Let
A = Alt(6) be the alternating group acting on the alphabet Y = {1, . . . , 6}. For each pair (a, y) with
y ∈ Y and a ∈ StA(y), define an automorphism b(a,y) of the regular tree T (6) recursively by
b(a,y) = (1, . . . , 1, b(a,y), 1, . . . , 1)a,
where the only nontrivial section appears at the vertex y. Let G be the group generated by all these
tree automorphisms, i.e.
G =
〈{b(a,y)| y ∈ Y, a ∈ StA(y)}〉.
Since G is generated by 6 perfect subgroups (one copy of Alt(5) for each y ∈ Y ) we see that G is
perfect. It is also easy to see that if a and a′ fix both x and y, with x 6= y, then [b(a,x), b(a′,y)] = [a, a′].
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Figure 1.13. The directed automorphism b
Since 〈 ⋃
x 6=y∈Y
[StA({x, y}), StA({x, y})]
〉
= A,
we see that G contains A as a rooted subgroup. It follows that G ∼= G ≀Y A.
Theorem 1.26 (Peter Neumann [Neu86]). Let A be a non-abelian finite simple group acting
faithfully and transitively on the set Y . If G is a perfect, residually finite group such that G ∼= G ≀Y A
then
(1) All non-trivial normal subgroups subgroups of G have finite index, i.e., G is just-infinite
(see Chapter 5).
(2) Every subnormal subgroup of G is isomorphic to a finite direct power of G, but G does not
satisfy the ascending chain condition on subnormal subgroups.
(3) G is minimal (see Chapter 5 again).
A group that satisfies the conditions of the previous theorem is a regular branch group over
itself, acting on the regular tree T (Y ). Furthermore, the only normal subgroups of G are the (rigid)
level stabilizers StG(Ln) = RstG(Ln) ∼= Gmn .
1.6.7. The examples of Dan Segal. For more details on the following examples check [Seg01].
Precursors can be found in [Seg00].
For i ∈ N, let Ai be a finite, perfect, transitive permutation subgroup of Sym(Yi+1), where
Yi+1 is a set of mi+1 elements. We assume that all stabilizers StAi(y) are distinct, for fixed i and
y ∈ Yi+1. Let Ai = 〈a(1)i , . . . , a(k)i 〉. For j ∈ {1, . . . , k}, the diagram in Figure 1.14 represents the
directed automorphism b
(j)
0 of T (Y ), which is recursively defined through
b
(j)
i = (a
j
i+1, 1, . . . , 1, b
(j)
i+1), i ∈ N, j ∈ {1, . . . , k}.
We define a group Gi = 〈Ai ∪Bi〉 where Bi = 〈b(1)i , . . . , b(k)i 〉, for i ∈ N.
Let x be an element in A0 such that x fixes 1 but not m1. Then
[b
(i)
0 , (b
(j)
0 )
x] = ([a
(i)
1 , a
(j)
1 ], 1, . . . , 1)
which, by the perfectness of A1, shows that the rigid stabilizers of the vertices on the first level
contain the rooted subgroup A1. Since ((a
(j)
1 )
−1, 1, . . . , 1)bj0 = (1, . . . , b
(j)
1 ) we see that the rigid
vertex stabilizers of the vertices on the first level are exactly the upper companion groups. Similar
claims hold for the other levels and we see that G = G0 is a branch group with
StG(Ln) = RstG(Ln) ∼=
m1m2...mn∏
Gn.
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Figure 1.14. The directed automorphism in the examples of Segal
In a similar fashion, in case k = 2 we can construct a branch group on only three generators as
follows. For each i ∈ N choose a permutation µi ∈ Ai of Yi+1 that fixes mi+1 but µ2i does not fix
the symbol ri+1 ∈ Yi+1. Then define the directed automorphism b0 recursively through
bi = (1, . . . , 1, a
(1)
i+1, 1, . . . , 1, a
(2)
i+1, 1, . . . , 1, bi+1), i ∈ N,
where a
(1)
i+1 is on position ri+1 and a
(2)
i+1 is on position r
µi
i+1, for i ∈ N. Define Gi = 〈Ai ∪ {bi}〉, for
i ∈ N. Then we also get a branch group G = G0 with
StG(Ln) = RstG(Ln) ∼=
m1m2...mn∏
Gn.
Different choices of groups Ai together with appropriate actions give various groups with various
interesting properties. We list two interesting results from [Seg01], one below and another in
Theorem 8.21 that use the above examples:
Theorem 1.27. For every collection S of finite non-abelian simple groups, there exists a 63-
generated just-infinite group G whose upper composition factors (composition factors of the finite
quotients) are precisely the members of S. In addition, there exists a 3-generated just-infinite group
G¯ whose non-cyclic upper composition factors are precisely the members of S.
CHAPTER 2
Spinal Groups
In this chapter we introduce the class of spinal groups of tree automorphisms. This class is rich
in examples of finitely generated branch groups with various exceptional properties, constructed by
the second author in [Gri80, Gri84, Gri85a], Narain Gupta and Said Sidki in [GS83a, GS83b],
Alexander Rozhkov in [Roz86], Jacek Fabrykowski and Narain Gupta in [FG85, FG91], and
more recently the first and the third author in [BSˇ01, Bar00a, Bar00b, Sˇun00] and Dan Segal
in [Seg00]. We will discuss some of these examples in the sequel, after we give a definition that
covers all of them. Many of these examples were already presented in Section 1.6.
All examples of finitely generated branch groups that we mentioned by now are spinal groups,
except for the examples of Peter Neumann from [Neu86] (see Section1.6). It is not known at present
if the groups of Peter Neumann are conjugate to spinal groups (Question 4).
2.1. Construction, basic tools and properties
2.1.1. Definition of spinal groups. Let ω be a triple consisting of a group of rooted auto-
morphisms Aω, a group B and a doubly indexed family ω of homomorphisms:
ωij : B → Sym(Yi+1), i ∈ N, j ∈ {1, . . . ,mi − 1}.
Such a triple is called a defining triple. Each b ∈ B defines a directed automorphism bω whose
portrait is depicted in the diagram in Figure 2.1.
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Figure 2.1. The directed automorphism bω
Therefore, Bω = {bω| b ∈ B} is a set of directed automorphisms. We can think of B as acting
on the tree T by automorphisms. We define now the group Gω , where ω is a defining triple, as the
group of tree automorphisms generated by Aω and Bω, namely Gω = 〈Aω ∪ Bω〉. We call Aω the
rooted part , or the root group, and B the directed part of Gω. The family ω is sometimes referred to
as the defining family of homomorphisms.
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Let us define the shifted triple σrω, for r ∈ N+. The triple σrω consists of the group Aσrω of
rooted automorphisms of Tr defined by
Aσrω =
〈
mr−1⋃
j=1
(B)ωrj
〉
,
the same group B as in ω, and the shifted family σrω of homomorphisms
ωi+r,j : B → Sym(Yi+r+1), i ∈ N, j ∈ {1, . . . ,mi+r − 1}.
With the natural agreement that σ0ω = ω, we see that σrω defines a group Gσrω of tree automor-
phisms of Tr for each r ∈ N . Note that the diagram in Figure 2.2 describes the action of bσω on the
shifted tree T (σY ) = T1, and that bσω is just the section of bω at m1.
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Figure 2.2. The directed automorphism bσω
We are ready now for the
Definition 2.1. Let ω = (Aω , B, ω) be a defining triple. The group
Gω = 〈Aω ∪Bω〉
is called the spinal group defined by ω if the following two conditions are satisfied:
(1) spherical transitivity condition: Aσrω acts transitively on the corresponding alphabet Yr+1,
for all r ∈ N.
(2) strong kernel intersection condition:⋂
i≥r
mi−1⋂
j=1
Ker(ωij) = 1, for all r.
The spherical transitivity condition guarantees that Gω acts spherically transitively on T , as
well as that the same is true for the actions of the shifted groups Gσrω on the corresponding shifted
trees. Similarly, the strong intersection condition guarantees that the action of B on T is faithful,
and that the same is true for the actions of the shifted groups Gσrω on the corresponding shifted
trees.
The class of defining triples ω that satisfy the above two conditions will be denoted by Ω. The
above considerations indicate that Ω is closed under the shift, i.e., if ω is in Ω then so is any shift
σrω. This fact is crucial in many arguments involving spinal groups, but we will rarely mention it
explicitly.
In the following subsections we introduce the tools and constructions we use in the investi-
gation of the spinal groups along with some basic properties that follow quickly from the given
considerations.
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2.1.2. Simple reductions. The abstract group B is canonically isomorphic to the group of
tree automorphisms Bσrω, for any r, so that we will not make too much difference between them
and will frequently omit the index in the notation. Letters like b, b1, b
′, . . . are exclusively reserved
for the nontrivial elements in B and are called B-letters. Letters like a, a1, a
′, . . . are exclusively
reserved for the nontrivial elements in Aσrω, r ∈ N, and are called A-letters. Note that the groups
Aσrω, r ∈ N are not necessarily isomorphic but we omit the index sometimes anyway.
The set Sω = (Aω ∪Bω) \ {1} is the canonical generating set of Gω . The generators in Aω \ {1}
are called A-generators and the generators in Bω \ {1} are called B-generators . Note that Sω does
not contain the identity and generates Gω as a monoid, since it is closed under inversion.
We will not be very careful to distinguish the group elements in Gω from the words in the
canonical generators that represent them. At first, it is a sacrifice to the clarity of presentation, but
our opinion is that in the long run we only gain by avoiding useless distinctions.
Define the length of an element g of Gω to be the shortest length of a word over S that represents
g, and denote this length by |g|. There may be more than one word of shortest length representing
the same element.
Clearly, Gω is a homomorphic image of the free product Aω ∗Bω. Therefore, every g in Gω can
be written in the form
[a0]b1a1b2a2 . . . ak−1bk[ak] (12)
where the appearances of a0 and ak are optional. Relations of the following 4 types:
a1a2 → 1, a3a4 → a5, b1b2 → 1, b3b4 → b5,
that follow from the corresponding relations in A and B are called simple relations. A simple
reduction is any single application of a simple relation from left to right (indicated above by the
arrows). Any word of the form (12) is called a reduced word and any word can be rewritten in unique
reduced form using simple reductions. Among all the words that represent an element g, the ones
of shortest length are necessarily reduced, but those that are reduced do not necessarily have the
shortest length.
Note that the system of reductions described above is complete, i.e., it always terminates with
a word in reduced form and the order in which we apply the reductions does not change the final
reduced word obtained by the reduction.
In some considerations one needs to perform cyclic reductions. A reduced word F over S of the
form F = s1us2 for some s1, s2 ∈ S, u ∈ S∗, is cyclically reduced if the word us2s1 obtained from
F by a cyclic shift is also reduced. If F = s1us2 is reduced but not cyclically reduced, the word
obtained form us2s1 after one application of a simple reduction is said to be obtained from F by
one cyclic reduction. On the group level the simple cyclic reduction described above corresponds to
conjugation by s1.
2.1.3. Level stabilizers. In order to simplify the notation we denote the level stabilizer
StGω(Ln) by Stω(Ln). In the sequel we often simplify notation by replacing Gω as a superscript or
subscript just by ω, and we do this without warning. Since each element in B fixes the first level, a
word u over S represents an element in Stω(L1) if and only if the word in A-letters obtained after
deleting all B-letters in u represents the identity element.
Further, Stω(L1) is the normal closure of Bω in Gω , Gω = Stω(L1)⋊Aω, and Stω(L1) is generated
by the elements bgω = g
−1bωg, for bω in Bω and g in Aω .
Clearly, (bω)ψ = ((b)ω1,1, (b)ω1,2, . . . , (b)ω1,m1−1, bσω). For any a in Aω, (baω)ψ has the same
components as (bω)ψ does, but in different positions depending on a. More precisely:
Lemma 2.2. For any h in Stω(L1), g in Aω, b in B and i ∈ {1, . . . ,m1}, we have
(1) (hg)ϕi = (h)ϕig−1 .
(2) The coordinates of (bg)ψ are: (b)ω1,j at the coordinate j
g, for j ∈ {1, . . . ,m1 − 1}, and b
at mg1.
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For example, if a is the cyclic permutation a = ((m1, . . . , 2, 1)), the images of b
aj
ω under various
ϕωi are given in Table 1.
ϕ1 ϕ2 ϕ3 · · · ϕm1−1 ϕm1
bω (b)ω1,1 (b)ω1,2 (b)ω1,3 · · · (b)ω1,m1−1 bσω
baω (b)ω1,2 (b)ω1,3 (b)ω1,4 · · · bσω (b)ω1,1
ba
2
ω (b)ω1,3 (b)ω1,4 (b)ω1,5 · · · (b)ω1,1 (b)ω1,2
...
...
...
...
. . .
...
...
ba
m1−2
ω (b)ω1,m1−1 bσω (b)ω1,1 · · · (b)ω1,m1−3 (b)ω1,m1−2
ba
m1−1
ω bσω (b)ω1,1 (b)ω1,2 · · · (b)ω1,m1−2 (b)ω1,m1−1
Table 1. The maps ϕi associated with the permutation a = ((m1, . . . , 2, 1))
Since the root group Aω acts transitively on Y1 we get all the elements from Aσω and all the
elements from Bσω in the image of Stω(L1) under ϕi, for any i. Therefore, the shifted group Gσω is
precisely the image of the first level stabilizer Stω(L1) under any of the section homomorphisms ϕi,
i ∈ {1, . . . ,m1}.
Let g be an element in Gω . There are unique elements h in Stω(Ln) and a in Aω such that
g = ha. Clearly, a is the vertex permutation of g at the root, i.e., a = (∅)g, and (h)ψ = (g1, . . . , gm1)
where gi is the section automorphisms of g at the vertex yi, i ∈ {1, . . . ,m1}. Therefore, the section
Gyi is contained in the image of Stω(L1) under ϕi, and we already established that this image is the
shifted group Gσω . Therefore, for all i = 1, . . . ,m1,
Gyi = Uyi = Gσω ,
i.e., the sections on the first level, upper companion group and the shifted Gσω group coincide for
spinal groups.
Further, the n-th upper companion group of Gω is the shifted group Gσnω and the homomor-
phism
ψn : Stω(Ln)→
m1m2...mn∏
i=1
Gσnω
given by
(g)ψn = ((g)ϕ1...1, . . . , (g)ϕm1...mn) = (g1...1, . . . , gm1...mn)
is an embedding.
We end this subsection with an easy proposition:
Proposition 2.3. Every spinal group Gω is infinite.
Proof. The proper subgroup Stω(L1) of Gω maps under ϕ1 onto Gσω, which is also spinal. 
The above proof is very simple, so let us use the opportunity here to point out an important
feature that is shared by many of the proofs involving spinal groups. The proof does not work
with a fixed sequence ω, but rather involves arguments and facts about all the shifts of ω (note
the importance of the fact that Ω is closed for shifts). In other words, the group Gω is always
considered together with all of its companions, and the only way we extract some information about
some spinal group Gω is through such a synergic cooperation between the group and its companions.
Unavoidably, we also make observations about the companion groups.
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2.1.4. Portraits. The following construction corresponds to the constructions exhibited in [Gri84,
Gri85a, Bar98], but it is more general and allows different modifications and applications.
A profile is a sequence P = (Pt)t∈N of sets of automorphisms, called profile sets , where Pt ⊆
Aut(Tt). We define now a portrait of an element f of Gω with respect to the profile P . The portrait
is defined inductively as follows: if f belongs to the profile set P0 then the portrait of f is the tree
that consists of one vertex decorated by f ; otherwise the portrait of f is the tree that is decorated
by a = (∅)f at the root and has the portraits of the sections f1, . . . , fm1 , with respect to the
shifted sequence σP of profile sets, hanging on the m1 labelled vertices below the root. Therefore,
the portrait of f is a subtree (finite or infinite) of the tree on which f acts, its interior vertices are
decorated by the corresponding vertex permutations of f , and its leaves are decorated by elements
in the chosen profile sets and are equal to the corresponding sections.
For example, if all the profile sets are empty, we obtain the portrait representation of f through
its vertex permutations that we already defined (see Figure 1.3). We sometimes refer to this portrait
as the full portrait of f . If Pt is empty for t = 0, . . . , r − 1 and equal to Gσrω for t = r, then the
portrait of f is the subtree of T that consists of the first r levels, the vertices at the levels 0 through
r − 1 are decorated by their vertex permutations and the vertices at level r are decorated by their
corresponding sections. Such a portrait is called the depth-r decomposition of f . The depth-1, depth-
2 and depth-3 decompositions of the element g = abacadacabadac in G are given in the Figure 2.3,
Figure 2.4 and Figure 2.5. The decompositions can be easily calculated from Table 2 that describes
ba
a
cabab
Figure 2.3. Depth-1 decomposition of g
a1
aca dac ca
a
Figure 2.4. Depth-2 decomposition of g
d a d ba
1 a
a
a
1
1 1 d
1
a
a
Figure 2.5. Depth-3 decomposition of g
ϕ1 and ϕ2 (recall the definition of G from Subsection 1.6.1. The calculations follow, in which we
2.1. CONSTRUCTION, BASIC TOOLS AND PROPERTIES 37
ϕ1 ϕ2
b a c
c a d
d 1 b
ba c a
ca d a
da b 1
Table 2. The table for ϕ1 and ϕ2 in G
identified the elements and their images under the decomposition map ψ:
g = abacadacabadac = bacdacbadcaa = (cabac1d, ad1daba)a = (cabab, ba)a
cabab = cbab = (aca, dac)
ba = (a, c)a
aca = ca = (d, a)
dac = dcaa = (d, ba)a
a = (1, 1)a.
Let us note that, in general, the leaves of a portrait do not have to be all at the same level, and
it is possible that some paths from the root end with a leaf and some are infinite. The various types
of portraits carry important information about the elements they represent, which is not surprising,
since different elements have different portraits.
Consider the construction of a portrait more closely. Let f be represented by a reduced word
F = [a0]b1a1b2a2 . . . ak−1bk[ak]
over S. We rewrite f = F in the form
f = b
[a−10 ]
1 b
([a0]a1)
−1
2 . . . b
([a0]a1...ak−1)−1
k [a0]a1 . . . ak−1[ak]
= bg11 b
g2
2 . . . b
gk
k g, (13)
where gi = ([a0]a1 . . . ai−1)−1 and [a0]a1 . . . ak−1[ak] = g are in Aω . Next, using the homomorphisms
ω1,j, j ∈ {1, . . . ,m1− 1}, and a table similar to Table 1 (but for all possible a) we compute the (not
necessarily reduced) words F1, . . . , Fm1 representing the first level sections f1, . . . , fm1 , respectively.
Then we reduce these m1 words using simple reductions and obtain the reduced words F1, . . . , Fm1 .
Note that, on the word level, the order in which we perform the reductions is unimportant since the
system of simple reductions is complete.
Let us consider any of the words F1, . . . , Fm1 , say Fj , and study its possible content. Each factor
bg from (13) contributes to the word Fj either
• one appearance of the B-letter b, in case j = mg1 or
• one appearance of the A-letter (b)ω1,jg−1 , in case j 6= mg1 and b 6∈ Ker(ω1,jg−1 ) or
• the empty word, in case j 6= mg1 and b ∈ Ker(ω1,jg−1 ).
Therefore, the length of any of the reduced words F1, . . . , Fm1 does not exceed k, i.e does not exceed
(n+ 1)/2 where n is the length of F . As a consequence we obtain the following:
Lemma 2.4. For any f ∈ Gω,
|fi| ≤ (|f |+ 1)/2.
The canonical profile is the profile P = (Sσiω ∪{1})i∈N, whose profile set, on each level, consists
of the canonical generators together with the identity. For example the canonical portrait of g =
abacadacabadac is given in Figure 2.6.
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a c
d a d a
1 a c
a
a
1
a
Figure 2.6. The canonical portrait of g
Corollary 2.5. The depth of the canonical portrait of a word w over Sω is no larger than
⌈log2(|w|)⌉ + 1.
2.2. G groups
The G groups are natural generalizations of the first Grigorchuk group G from [Gri80] and of
the groups Gω from [Gri84, Gri85a]. The idea of these examples is based on the strong covering
property (see Definition 2.6). The section presents uncountable family of spinal groups of G type.
All of them are finitely generated, just-infinite, residually finite, centerless, amenable, not elementary
amenable, recursively but not finitely presented torsion groups of intermediate growth (a definition
of intermediate growth will come later in Chapter 10). For proofs see [Gri84, Gri85a], as well as
the later chapters in this text.
These examples were generalized in [BSˇ01, Sˇun00]. The generalized examples share many of
the properties of Grigorchuk groups mentioned above.
In all Grigorchuk examples the homomorphisms ωi,j are trivial for all j 6= 1, and we denote
ωi = ωi,1, for all i ≥ 1. Therefore, the only homomorphisms in the defining family of homomorphisms
ω that we need to specify are the homomorphisms in the sequence ω1ω2ω3 . . . , which we call the
defining sequence of the triple ω, and we avoid complications in our notation by simply writing
ω = ω1ω2ω3 . . . .
2.2.1. Grigorchuk p-groups. The Grigorchuk 2-groups, which are a natural generalization
of G, were introduced in [Gri84]. They act on the rooted binary tree T (2). The rooted group
A = {1, a} and the group B = {1, b, c, d} = Z/2Z × Z/2Z are still the same as for G. There are
three non-trivial homomorphisms from B to Sym(2) = {1, a}, and we denote them as follows:
0 =
(
1 b c d
1 a a 1
)
,
1 =
(
1 b c d
1 a 1 a
)
,
2 =
(
1 b c d
1 1 a a
)
.
Note that the vectors representing the elements of P also correspond to the lines in the projective
2-dimensional space over the finite Galois field Fp. A Grigorchuk 2-group is defined by any infinite
sequence of homomorphisms ω = ω1ω2ω3 . . . , where the homomorphisms ω1, ω2, ω3, . . . come from
the set of homomorphisms H = {0, 1, 2} and each homomorphism from H occurs infinitely many
times in ω. In this setting, the first Grigorchuk group G is defined by the periodic sequence of
homomorphisms ω = 012012 . . . .
Grigorchuk p-groups, introduced in 1985 in [Gri85a], act on the rooted p-ary tree T (p), for p a
prime. The rooted group A = 〈a〉 is the cyclic group of order p generated by the cyclic permutation
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a = ((1, 2, . . . , p)) and the group B is the group Z/pZ × Z/pZ. Denote by
[
u
v
]
the homomorphism
from B to Sym(p) sending (x, y) to aux+vy and let P be the set of homomorphisms
P =
{ [
0
1
]
,
[
1
1
]
,
[
2
1
]
, . . . ,
[
p− 1
1
]
,
[
1
0
] }
.
A Grigorchuk p-group is defined by any infinite sequence of homomorphisms ω = ω1ω2ω3 . . . ,
where the homomorphisms ω1, ω2, ω3, . . . come from the set P and each homomorphism from P
occurs infinitely many times in ω.
Only those Grigorchuk p-groups that are defined by a recursive sequence ω have solvable word
problem (see [Gri84]). The conjugacy problem is solvable under the same condition (see Chapter 3).
2.2.2. G groups. The following examples generalize the class of Grigorchuk groups from the
previous subsection. A subclass of the class of groups we are about to define is the subject of [BSˇ01]
and the general case is considered in [Sˇun00].
We are now going to specify the triples ω that define the groups in the class of G groups. As
before, the homomorphisms ωi,j are trivial for all j 6= 1, and we denote ωi = ωi,1, for all i ≥ 1. For
b ∈ B, the corresponding directed automorphism bω is given by the diagram in Figure 2.7
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Figure 2.7. The directed automorphism bω in G groups
For all positive r, we have
Aσrω = (B)ωr
and we denote
Ki = Ker(ωi).
Therefore, for positive r, each of the rooted groups Aσrω is a homomorphic image of B.
Definition 2.6. Let Gω be a spinal group defined by the triple ω = (Aω , B, ω) with ωi,j = 1
whenever j 6= 1. The group Gω is a G group if the following strong covering condition is satisfied:
∞⋃
i=r
Ki = B, for all r.
The strong kernel intersection condition is equivalent to a statement that (b)ωi is nontrivial for
infinitely many indices, while the strong covering conditions is equivalent to a statement that (b)ωi
is trivial for infinitely many indices. The class of triples ω that satisfy the above conditions and thus
define G groups will be denoted by Ω̂. Clearly, Ω̂ is closed for shifting under σ, and the use of this
fact is essential but hardly ever emphasized.
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Let us show an easy way to build examples of G groups. Start with a group B that has a covering
by a family of proper normal subgroups {Nα|α ∈ I} of finite index and with trivial intersection, i.e.,⋃
α∈I
Nα = B and
⋂
α∈I
Nα = 1.
Choose a sequence of normal subgroupsN1N2N2 . . . , where Ni come from the above family of normal
subgroups, such that the strong intersection and covering conditions hold, i.e.,
∞⋃
i=r
Ni = B, and
∞⋂
i=r
Ni = 1, for all r.
For each i, let the factor group B/Ni act transitively and faithfully as a permutation group on some
alphabet Yi+1, and let ωi be the natural homomorphism from B to the permutation group B/Ni
followed by the embedding of B/Ni in the symmetric group Sym(Yi+1). Choose a group Aω and an
alphabet Y1 on which Aω acts transitively and faithfully. The triple ω that consist of Aω , B and the
sequence of homomorphisms ω = ω1ω2ω3 . . . defines a spinal group Gω which is a G group acting on
the tree T (Y ). Clearly, the strong intersection and covering conditions are satisfied since Ki = Ni,
and the spherical transitivity condition is satisfied since Aσiω = B/Ni.
It is of special interest to consider the case when B is finite. The family of all groups B that
have a covering by a finite family of proper normal subgroups can be characterized, according to
a theorem of Marc Brodie Robert Chamberlain and Luise-Charlotte Kappe from [BCK88], as the
family of those finite groups that have Z/pZ×Z/pZ as a factor group, for some prime p (actually the
theorem holds in general and characterizes both finite and infinite groups B that have coverings with
a finite family of proper normal subgroups). In addition, to make sure that there exist a covering
with trivial intersection, we must add the condition that B is not subdirectly irreducible, i.e., the
intersection of all non-trivial normal subgroups of B must be trivial.
However, for some reason (aesthetics or something deeper) we might want to restrict our atten-
tion only to G groups that act on regular trees. For example, such a case appears in [BSˇ01] where
the added restriction is that all the factors B/Ni = Aσiω are isomorphic to a fixed group A, and
they all act in the same way on the same alphabet {1, 2, . . . ,m}. The G groups defined in this way
act on the regular tree T (m). It is fairly easy to construct examples of G groups with this added
restrictions in case of an abelian group B. Any group that is a direct product of proper powers of
cyclic groups can be used as B in the above construction, i.e., any group of the form
B = (Z/n1Z)
k1 × (Z/n2Z)k2 × . . . (Z/nsZ)ks
with k1, . . . , ks ≥ 2 has a family of normal subgroups of the required type such that all the factors
are isomorphic to
A = (Z/n1Z)
k1−1 × (Z/n2Z)k2−1 × . . . (Z/nsZ)ks−1.
In particular, we see that any finite abelian group can be used in the role of the rooted group A.
Characterizing the family of finite groups B that have a covering with a family of proper normal
subgroups with trivial intersection and such that all factors are isomorphic is an interesting problem.
The smallest known non-abelian example so far was communicated to the authors by Derek Holt
through the Group Pub Forum (see http://www.bath.ac.uk/~masgcs/gpf.html)
Let B = 〈b1, b2, b3, b4, b5, b6, x12, x34〉 where b1, b2, b3, b4, b5, b6 all have order 3 and commute with
each other, x12 and x34 have order 2, commute and
b
xjk
i =
{
bi if i ∈ {j, k},
b−1i otherwise.
In other words, B is the semidirect product (Z/3Z)6⋊(Z/2Z)2 where (Z/2Z)2 = 〈x12, x34〉, x12 fixes
the first two and acts by inversion on the last four coordinates of (Z/3Z)6 , x34 fixes the middle two
and acts by inversion on the other four coordinates and, consequently, x56 = x12x34 fixes the last
two and inverts the first four coordinates.
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The following 12 subgroups are normal in B, their intersection is trivial, their union is B, and
each factor is isomorphic to the symmetric group Z/3Z ⋊ Z/2Z = Sym(3):
〈b1, b3, b4, b5, b6, x12〉, 〈b1, b2, b3, b5, b6, x34〉, 〈b1, b2, b3, b4, b5, x56〉,
〈b2, b3, b4, b5, b6, x12〉, 〈b1, b2, b4, b5, b6, x34〉, 〈b1, b2, b3, b4, b6, x56〉,
〈b1b2, b3, b4, b5, b6, x12〉, 〈b1, b2, b3b4, b5, b6, x34〉, 〈b1, b2, b3, b4, b5b6, x56〉,
〈b1b22, b3, b4, b5, b6, x12〉, 〈b1, b2, b3b24, b5, b6, x34〉, 〈b1, b2, b3, b4, b5b26, x56〉.
The smallest example of a non-abelian group B that has a covering by normal subgroups with
trivial intersection is the dihedral group D6 on 12 elements. Indeed, D6 is covered by its 3 normal
subgroups, call themN1,N2 andN3, of index 2. The intersection of these 3 groups is not trivial, but if
we include the center Z(D6) in the covering, we do get trivial intersection. The corresponding factors
are Z/2Z = D6/N1 = D6/N2 = D6/N3 and the dihedral group on six elements D3 = D6/Z(D6).
The first three factors can act as the symmetric group on {1, 2}, and the last one can act either
regularly on {1, 2, 3, 4, 5, 6} by the right regular representation or as the symmetric group of {1, 2, 3}.
We can define even more involved examples of G groups. For example, we can let B itself be the
first Grigorchuk group G. It has 7 subgroups of index 2, and 3 of them cover the group. Since we
need trivial intersection we can use the level stabilizers to accomplish this. Therefore, we can easily
define a G in which the directed part itself is a G group, for example G.
It is clear that in the examples when B is infinite the branching indices of the trees on which
the group acts is not bounded. On the other hand, in case of a finite B, the branching indices
are bounded by the order of B and they have to be divisors of the order of B, except for the first
branching index m1, which can be arbitrarily large.
2.3. GGS groups
The GGS groups (Grigorchuk-Gupta-Sidki groups, the terminology comes from [Bau93]) are
natural generalizations of the second Grigorchuk group from [Gri80] and the Gupta-Sidki examples
from [GS83a]. They act on a regular tree T (m), where in most of the examples we present m is
prime or a prime power, and they have a special stabilization property, namely if an element g ∈ G
is not in the level stabilizer StG(L1) then the first level sections of the power gm are either in the
stabilizer or are closer to be in the stabilizer than the original element g.
In all examples that we give here, except the general case considered by Bartholdi in [Bar00b],
the rooted partA = 〈a〉 is the cyclic group of orderm generated by the permutation a = ((1, 2, . . . ,m)).
The group B = 〈b〉 is also a cyclic group of order m. All homomorphisms ωi,j map the elements
from B to powers of a and ωi,j = ωi′,j, for all indices. Therefore, in order to define a spinal group
we only need to specify a vector E = (ε1, . . . , εm−1), where εj are integers, and let (b)ωi,j = aεj , for
all indices. The group defined by the vector E is denoted by GE .
Therefore, GE = 〈a, b〉 where a is the rooted automorphism defined by the cyclic permutation
a = ((1, 2, 3, . . . ,m)), and the directed automorphism b = bE is defined by the diagram in Figure 2.8.
In order forE to define a spinal group it is necessary and sufficient that gcd(ε1, ε2, . . . , εm−1,m) =
1. Note that in this situation ω = σω, Gω = Gσω , etc., and we have fractal groups.
2.3.1. GGS groups with small branching index. In the case m = 2, the only possible
non-trivial vector E = (1) defines the infinite dihedral group. This is clear since this spinal group is
infinite and generated by two elements of order 2.
There are only three essentially different vectors in case m = 3, and they are (1, 0), (1, 1)
and (1, 2). The corresponding groups were already introduced as the Fabrykowski-Gupta group Γ,
Bartholdi-Grigorchuk group Γ and Gupta-Sidki group Γ.
We have already mentioned one example of GGS group in case m = 4 and it is the second
Grigorchuk group. The defining vector for the second Grigorchuk group is E = (1, 0, 1).
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Figure 2.8. The directed automorphism bE
2.3.2. Gupta-Sidki examples. The Gupta-Sidki groups from [GS83a] act on the regular tree
T (p) where p is an odd prime and are defined by the vector E = (1,−1, 0, 0, . . . , 0). The p-groups
introduced in [GS83b] are defined by the vector E = (1,−1, . . . , 1,−1).
2.3.3. More examples of GGS groups. The defining vector E = (ε1, ε2, . . . , εm−1), where
m = pn is a prime power, defines an infinite 2-generated p-group if and only if∑
s∈Ok(m)
εs ≡ 0 (mod pk+1),
for k = 0, . . . , n− 1, where
Ok(m) = { pk, 2pk, . . . , (pn−k − 1)pk }.
The sufficiency in the above claim (in a more general setting) is proved by Narain Gupta and Said
Sidki in [GS84] and the necessity by Vovkivsky in [Vov00]. The latter article also shows that in
case the defining vector E does satisfy the condition above, the obtained p-group is just-infinite, not
finitely presented branch group.
2.3.4. General version of GGS groups. One chapter of the Ph.D. dissertation of Laurent
Bartholdi [Bar00b] is devoted to a class of groups that comes as a natural generalization of all of
the previous examples of GGS groups. The groups act on the tree T (m), where m is arbitrary. A
defining vector E = (ε1, ε2, . . . , εm−1) is a vector of permutations of the alphabet Y = {1, 2, . . . ,m}
of the tree such that the group of permutations A = 〈ε1, ε2, . . . , εm−1〉 acts transitively on Y , and
the spinal group GE is generated by the rooted automorphisms from A together with the directed
automorphism bE (simply written b) defined by the diagram in Figure 2.9
To see how these examples fit in our general scheme, note that the groupB = 〈b〉 is a cyclic group
of order equal to the least common multiple of the orders of ε1, ε2, . . . , εm−1, and the homomorphisms
in the triple ω are defined by (b)ωi,j = εj for all indices.
The first author shows in his dissertation ([Bar00b]) that unless m = 2 (in which case the group
is the infinite dihedral group) the GGS groups are finitely generated, residually finite, centerless and
not finitely presented groups. He also presents a sufficient and necessary condition for a GGS group
to be torsion group (see Chapter 6).
Theorem 2.7. Let G be a GGS group. Then G is weakly regular branch on the non-trivial
subgroup
K =
(
0|A|(G′)
)′
,
where 0|A|(G′) denotes the subgroup of G′ generated by the |A|-th powers.
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Figure 2.9. The directed automorphism bE in GGS groups
Sketch of a proof. G′ contains all elements of the form [b, ba], which can be written through
ψ as
(a1, . . . , [ai, b], ai+1, . . . , [b, am]).
Write n = |A|. then 0n(G′) contains all elements of the form (1, . . . , [ai, b]n, 1, . . . , [b, am]n), and
its derived subgroup contains all elements of the form (1, . . . , 1, [[b, a]n, [b, a′]n]). We therefore have
1× · · · × 1×K ≤ ψ(K).
To show that K is not trivial, we first argue that G′ is non-trivial, since it has finite index in an
infinite group. Then, since the torsion has unbounded order in G, 0n(G
′) is non-trivial; now this
last group has a subgroup mapping onto G (namely StG(LN ) for large N), and therefore cannot be
abelian. 
Part 2
Algorithmic Aspects
CHAPTER 3
Word and Conjugacy Problem
Branch groups have good algorithmic properties. A universal algorithm solving the word problem
for G and GGS groups and many other branch groups was mentioned in [Gri80] and described
in [Gri84] (see also [Gri98, Gri99]). This algorithm is very fast and needs a minimal amount of
space and we will describe it below.
However, there are branch groups with unsolvable word problem. For instance, the following
claim is proved in [Gri84]
Theorem 3.1. The group Gω has solvable word problem if and only if ω is a recursive sequence.
Note that the proof in [Gri84] is given for the considered case of 2-groups (see Section 2.2.1),
but it can be easily extended to the other cases.
This result inspired the second author to use Kolmogorov complexity to study word problems
in branch groups and other classes of groups in [Gri85b].
The generalized word problem (is there an algorithm which for any element g ∈ G and a finitely
generated subgroup H ≤ G given by a generating set decides if g belongs to H) was considered
only recently in [GW01] for the first Grigorchuk group G and it was shown that G has a solvable
generalized word problem.
The solution of the conjugacy problem for the basic examples of branch groups came much
later. First, Wilson and Zaleskii solved the conjugacy problem in GGS p-groups, for p an odd prime,
by using the notion of Maltcev’s conjugacy separability and pro-p methods (see [WZ97]. Slightly
later, simultaneously and independently, Leonov in [Leo98a] and Rozhkov in [Roz98] solved the
conjugacy problem for p = 2. The paper of Rozhkov deals only with the first Grigorchuk group G,
while Leonov considers all 2-groups Gω from [Gri84]. Also, the results of Leonov are stronger, since
upper bounds on the length of conjugating elements are given in terms of depth.
The idea of Leonov and Rozhkov was developed in [GW00] in different directions. Still, there
are some GGS groups with unsettled conjugacy problem. For example, the results from [GW00] do
not apply to the group Γ (see 1.6.4), which is not branch but only weakly branch.
One of the improvements reached in [GW00] is that the conjugacy problem is solvable not only
for the considered groups, but for their subgroups of finite index (note that there are groups with
solvable conjugacy problem that contain subgroups of index 2 with unsolvable conjugacy problem,
see [CM77])
Theorem C from [GW00] is the strongest result on the conjugacy problem. The corresponding
algorithm in Corollary C in the same article uses the principle of Dirichlet and is quite different from
the Leonov-Rozhkov algorithm.
There is also a result on the isomorphism problem for the spinal 2-groups Gω defined in [Gri84].
Namely, for every sequence ω there are only countably many sequences ω′ with Gω ∼= Gω′ . Thus,
there are uncountably many finitely generated branch groups.
3.1. The word problem
We describe an algorithm that solves the word problem in the case of spinal groups modulo an
oracle that has effective knowledge of the defining triple ω in a sense that we make clear below. In
fact, the way in which we answer the question “does the word F over S represent the identity in
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Gω?” is by constructing the canonical portrait of F and we need tables similar to Table 1, for all
possible a, in order to do that.
Let us assume that we have an oracle Oω(n) that has effective knowledge of the first n levels of
the defining triple ω, meaning that
(1) the multiplication table of B is known,
(2) the permutation groups Aω, . . . , Aσnω are known, in the sense that we can actually perform
the permutations,
(3) the homomorphisms in the first n levels in ω are known, i.e. for all b ∈ B, i ∈ {1, . . . , n},
j ∈ {1, . . . ,mi − 1}, it is known exactly what permutation in Aσiω is equal to (b)ωi,j .
Note that if we have an oracle Oω(n), then we also have oracles Oσtω(n− t), for t ∈ {0, . . . , n}.
Proposition 3.2. Let Gω be a spinal group and let the oracle Oω(n) have effective knowledge
of the first n levels of ω. The word problem in Gω is solvable, by using the oracle, for all words of
length at most 2n+1 + 1.
Proof. If F is not reduced we can reduce it since we have the multiplication tables for B and
Aω (even in case n = 0). So assume that F is reduced and let
F = [a0]b1a1 . . . ak−1bk[ak].
Note that if [a0]a1 . . . ak−1[ak] 6= 1 in Aω then F does not stabilize the first level of T and does not
represent the identity.
We prove the claim by induction on n, for all spinal groups simultaneously.
No reduced non-empty word F of length at most 3 represents the identity. This is true because
either F does not fix the first level or it represents a conjugate of b, for some b ∈ B. This completes
the base case n = 0.
Let F be reduced, 4 ≤ |F | ≤ 2n+1 + 1 and [a0]a1 . . . ak−1[ak] = 1 in Aω. Rewrite F as
F = bg11 . . . b
gk
k ,
where gi = ([a0]a1 . . . ai−1)−1 and then use the oracle’s knowledge of the first level of ω to construct
tables similar to Table 1 and calculate the possibly unreduced words Fi, i ∈ {1, . . . ,m1}, that
represent the first level sections of F . Each of these words has length no greater than |F |+12 ≤ 2n+1
and we may apply the inductive hypothesis to solve the word problem for each of them by using the
oracle Oσω(n − 1). The word F represents the identity in Gω if and only if each of the the words
F1, . . . , Fm1 represents the identity in Gσω which is clear since (F )ψ = (F1, . . . , Fm1) and ψ is an
embedding. 
Corollary 3.3. If an oracle Oω has effective knowledge of all the levels of Gω, the word problem
in Gω is solvable.
For many spinal groups the converse is also true. Namely, if the word problem is solvable, one
can use the strategy from [Gri84] and construct test-words that would help to recover the kernels
of the homomorphisms used in the definition of ω, which is then enough to recover the actual
homomorphisms. For example, if we know that Gω is one of the Grigorchuk 2-groups from [Gri84]
and we have an oracle that solves the word problem, we can check the test-words (ab)4, (ac)4 and
(ad)4 and find out which one represents the identity, which then tells us that ω1 was 2, 1 or 0,
respectively. Depending on this result, we construct longer test-words that give us information
about ω2, and then longer for ω3, etc.
3.2. The conjugacy problem in G
Two algorithms which solve the conjugacy problem for regular branch groups satisfying some
natural conditions involving length functions are described in [GW00]. The first one accumulates
the ideas from [Leo98a, Roz98] and is presented here in the simplest form for the first Grigorchuk
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group G. The second one, based on the Dirichlet principle, is quite different and has more potential
for applications.
We describe now the first algorithm for the case of G. Recall that G is fractal regular branch
group with K ×K  K E G, where K is the normal closure of [a, b]. For g, h ∈ G we define
Q(g, h) = { Kf | gf = h }.
Clearly, Q(g, h) = ∅ if and only if g and h are not conjugate in G.
Theorem 3.4. The conjugacy problem is solvable for G.
Proof.
Lemma 3.5. Let f, g, h ∈ G and let
gf = h. (14)
Let g = (g1, g2), h = (h1, h2) ∈ StG(L1).
(1)a If f ∈ StG(L1) and f = (f1, f2) then (14) is equivalent to{
gf11 = h1
gf22 = h2
b) If f 6∈ StG(L1) and f = (f1, f2)a then (14) is equivalent to{
gf11 = h2
gf22 = h1
(2) Let g = (g1, g2)a, h = (h1, h2)a 6∈ StG(L1).
a) If f ∈ StG(L1) and f = (f1, f2) then (14) is equivalent to{
(g1g2)
f1 = h1h2
f2 = g2f1h
−1
2
b) If f 6∈ StG(L1) and f = (f1, f2)a then (14) is equivalent to{
(g1g2)
f1 = h2h1
f2 = g
−1
1 f1h2
Lemma 3.6. Let x = (x1, y1) and y = (y1, y2) be elements of G. Let
Q(x, y) = {Kzi|i ∈ I}
Q(x1, y1) = {Kzj|j ∈ J}
Q(x2, y2) = {Kzj′ |j′ ∈ J ′}
For every i ∈ I there exists j ∈ J and j′ ∈ J ′ such that the element zjj′ = (zj , zj′) is in G and
Kzi = Kzjj′ .
The meaning of Lemma 3.6 is that if we have Q(x1, y1) and Q(x2, y2) already calculated, then
we can calculate Q(x, y). We just need to check all pairs (zj , zj′) that are in G and chose one in
each coset of K.
We describe an algorithm that solves the conjugacy problem in G by calculating Q(g, h), given
g and h.
Split Q(g, h) as
Q(g, h) = Q1a(g, h) ∪Q1b(g, h)
or as
Q(g, h) = Q2a(g, h) ∪Q2b(g, h)
according to the cases described in Lemma 3.5.
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If we knew how to calculate Q(g1, h1) and Q(g2, h2) for the case 1a, we could compute Q1a(g, h).
Thus to prove the theorem we need only to show that there is a reduction in length in each of the
cases. This is obvious for the cases 1a and 1b as
|gi|+ |hj | < |g|+ |h|,
for i, j ∈ {1, 2}, except when |g| = |h| = 1, which case can be handled directly. For the cases 2a and
2b we only have
|g1g2|+ |h1h2| ≤ |g|+ |h|,
and equality is possible only if the letter d does not appear in the word representing g nor in the
one representing f . In case of an equality we repeat the argument with the pair (g1g2, h1h2) or
(g1g2, h2h1) depending on the case.
After at most three steps there must be some reduction in the length and we may apply induction
on the length. 
CHAPTER 4
Presentations and endomorphic presentations of branch
groups
Branch groups are probably never finitely presented and this is established for the known ex-
amples. There are many approaches one can use to prove that a given branch group cannot have a
finite presentation and we will say more about them below, along with some historical remarks.
Every branch group that has a solvable word problem, as all basic examples do, has a recursive
presentation.
An important discovery was made by Igor Lysionok in 1985, who showed in [Lys85] that the
first Grigorchuk group can be given by the presentation (15). No due attention was given to this fact
for a long time, until the second author used this presentation in [Gri98] to construct an example
of finitely presented amenable but not elementary amenable group, thus answering a question of
Mahlon Day from [Day57].
The idea of Igor Lysionok was developed in a different direction in [Gri99], where the presenta-
tions of the form (15), which are finite presentations modulo the iteration of a single endomorphism,
were called L-presentations. It was shown in [Gri99] that some GGS groups (for example the
Gupta-Sidki p-groups, for p > 3) have such presentations.
The study of L-presentations was continued, and some aspects were completely resolved in [Bar].
First of all, the notion of L-presentations was extended to the notion of endomorphic presentation
in a way that allows several endomorphisms to be included in the presentation. On the basis of this
extended definition, a general result was obtained, claiming that all regular branch groups satisfying
certain natural requirements have finite endomorphic presentations (see Theorem 4.7 below). It
would be interesting to answer the question what branch groups have L-presentations in the sense
of [Gri99] and, in particular, resolve the status of the Gupta-Sidki group Γ (Question 7).
We finish the chapter by providing several examples of groups with finite endomorphic presen-
tations, mostly taken from [Bar].
4.1. Non-finite presentability
In his early work, the second author proved in various ways that G is not finitely presented. We
review briefly these ideas, since they generalize differently to various other examples.
Theorem 4.1. The first Grigorchuk group G is not finitely presented.
First proof, from [Gri80]. More details can be found in [Gri99]. Assume for contradiction
that G is finitely presented, say as 〈S|R〉. The Reidemeister-Schreier method then gives a presenta-
tion of StG(1) with relators R∪Ra; writing for each relator (r)ψ = (r1, r2) we obtain a presentation
of G with relators {r1, r2}r∈R. Now since |ri| ≤ |r|/2 for all r ∈ R of length at least 2 (using
cyclic reductions), we obtain after enough applications of the above process a presentation of G with
relations of length 1, i.e. a free group.
This contradicts almost every property of G: that it is torsion, of subexponential growth, just-
infinite, or contains elements (x, 1) and (1, y) that commute. 
Second proof, from [Gri84]. The set of groups with given generator set {a1, . . . , am} is a
topological space, with the “weak topology”: a sequence (Gi) of groups converges to G if for all
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radii R the sequence of balls BGi(R) in the Cayley graphs of the corresponding groups stabilize to
the ball BG(R).
Assume for contradiction that G is finitely presented, say as 〈S|R〉. Then for any sequence
Gi → G the groups Gi are quotients of G for i large enough. However, if one considers all Grigorchuk
groups Gω from [Gri84], defined through infinite sequences ω ∈ {0, 1, 2}N, one notes that the map
ω → Gω is continuous, with the Tychonoff topology on {0, 1, 2}N. There are therefore infinite groups
converging to G, which contradicts G’s just-infiniteness. 
A third proof involves a complete determination of the presentation, and of its Schur multiplier.
The results are:
Theorem 4.2 (Lysionok, [Lys85]). The Grigorchuk group G admits the following presentation:
G =
〈
a, c, d
∣∣φi(a2), φi(ad)4, φi(adacac)4 (i ≥ 0)〉, (15)
where φ : {a, c, d}∗ → {a, c, d}∗ is defined by φ(a) = aca, φ(c) = cd, φ(d) = c.
Theorem 4.3 (Grigorchuk, [Gri99]). The Schur multiplier H2(G,Z) of the first Grigorchuk
group is (Z/2)∞, with basis {φi[d, da], φi[dac, daca]}i∈N.
Given a presentation G = F/R, where F is a free group, the Schur multiplier may be computed
as H2(G,Z) = (R ∩ [F, F ])/[F,R] (see [Kar87] or [Bro94] for details). This implies instantly that
G may not be finitely presented, and moreover that no relation can be omitted.
Another approach that deserves attention is demonstrated in [Gup84]. Namely, certain recur-
sively presented groups are constructed there and the strategy is to build an increasing sequence of
normal subgroups (Rn)n∈N of the free group F whose union is the kernel R of the presentation of
the constructed group G as F/R.
The most general result, at least for spinal groups, is given in the third author’s disserta-
tion [Sˇun00], and it follows the “topological” approach from [Gri84], but without the explicit use
of the topology.
Theorem 4.4. Let C be a class of groups that is closed under homomorphic images and subgroups
(of finite index) and ω = (Aω , B, ω) be a sequence that defines a spinal group in C. Further, assume
that, for every r, there exists a triple η(r) of the form η(r) = (Aσrω, B, η), where η
(r) is a doubly
indexed family of homomorphisms
ηi,j : B → Sym(Yj+1), i ∈ {r + 1, r + 2, . . . }, j ∈ {1, . . . ,mi − 1}
defining a group of tree automorphisms (not necessarily spinal) Gη(r) that acts on the shifted tree
T (σrY ) and is not in C. Then, the spinal group Gω is not finitely presented.
Proof. Assume, on the contrary, that Gω is finitely presented.
Further, assume that the length of the longest relator in the finite presentation of Gω is no
greater than 2n+1 + 1. If ω′ is any triple (not necessarily defining a spinal group) that agrees with
ω on the first n levels then any word of length no greater than 2n+1+ 1 representing the identity in
Gω represents the identity in Gω′ . Thus all relators from the finite presentation of Gω represent the
identity in Gω′ , so that Gω′ is a homomorphic image of Gω, and, therefore, a member of C.
Define ω′ so that it agrees with ω on the first n levels and it uses the definition of η(n) to define
the rest of the levels (just concatenate the definition of η(n) to the definition of the first n levels
of ω). Since Gω′ is a member of C, so is each of its upper companion groups, including Gη(n) , a
contradiction. 
Since the class of torsion groups is closed for subgroups and images and since it is fairly easy to
construct triples η(r) that define groups containing elements of infinite order, we obtain the following:
Corollary 4.5. No torsion spinal group is finitely presented.
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4.2. Endomorphic presentations of branch groups
The recursive structure of branch groups appears explicitly in their presentations by generators
and relators, and such presentations have been described since the mid-80’s for the first example,
the Grigorchuk group.
In this section, we will mainly consider finitely generated, regular branch groups, the reason
being that the regularity of presentations becomes much more apparent in these cases. The main
result is best formulated in terms of “endomorphic presentations” [Gri99, Bar]:
Definition 4.6. An endomorphic presentation is an expression of the form
L =
〈
S
∣∣Q∣∣Φ∣∣R〉,
where S is an alphabet (i.e., a set of symbols), Q,R ⊂ FS are sets of reduced words (where FS is the
free group on S), and Φ is a set of group homomorphisms φ : FS → FS.
L is finite if Q,R, S,Φ are finite. It is ascending if Q is empty.
L gives rise to a group GL defined as
GL = FS
/〈
Q ∪
⋃
φ∈Φ∗
(R)φ
〉#
,
where 〈·〉# denotes normal closure and Φ∗ is the monoid generated by Φ, i.e., the closure of {1}∪Φ
under composition.
As is customary, we identify the endomorphic presentation L and the group GL it defines.
An endomorphic presentation that has exactly one homomorphism in Φ is called L-presentation.
The geometric interpretation of endomorphic presentations in the context of branch groups is
the following: one has a finite generating set (S), a finite collection of relations, some of which (R)
are related to the branching and therefore can be “moved from one tree level down to the next” by
endomorphisms (Φ).
The main result of this chapter is:
Theorem 4.7 ([Bar]). Let G be a finitely generated, contracting, regular branch group. Then
G has a finite endomorphic presentation. However, G is not finitely presented.
The motivations in studying group presentations of branch groups are the following:
• They exhibit a regularity that closely parallels the branching structure;
• They allow explicit embeddings of branch groups in finitely presented groups (see Theo-
rem 4.9);
• They may give an explicit basis for the Schur multiplier of branch groups (see Theorem 4.3).
This section sums up the proof of Theorem 4.7. Details may be found in [Bar].
Let G be regular branch on its subgroup K, and fix generating sets S for G and T for K.
Without loss of generality, assume K ≤ StG(L1), since one may always replace K by K ∩ StG(L1).
First, there exists a finitely presented group Γ = 〈S|Q〉 with subgroups ∆ and Υ = 〈T 〉 corre-
sponding to StG(L1) and K, such that the map ψ : StG(L1)→ Gm lifts to a map ∆→ Γm.
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The data are summed up in the following diagram:
Γ G
Γm ∆ StG(L1) Gm
Υm Υ K Km
ww
u
ψ˜
ww y w
ψ
ww u {
Since Im ψ˜ contains Υm, it has finite index in Γm. Since Γm is finitely presented, Im ψ˜ too is
finitely presented. Similarly, ∆ is finitely presented, and we may express Ker ψ˜ as the normal closure
〈R1〉# in ∆ of those relators in Im ψ˜ that are not relators in ∆. Clearly R1 may be chosen to be
finite.
We now use the assumption that G is contracting, with constant C. Let R2 be the set of words
over S of length at most C that represent the identity in G. Set R = R1∪R2, which clearly is finite.
We consider T as a set distinct from S, and not as a subset of S∗. We extend each ϕy to a
monoid homomorphism ϕ˜y : (S ∪ T )∗ → (S ∪ T )∗ by defining it arbitrarily on S.
Assume Γ = 〈S|Q〉, and let wt ∈ S∗ be a representation of t ∈ T as a word in S. We claim that
the following is an endomorphic presentation of G:
G =
〈
S ∪ T ∣∣Q ∪ {t−1wt}t∈T ∣∣ {ϕ˜y}y∈Y ∣∣R1 ∪R2〉. (16)
For this purpose, consider the following subgroups Ξn of Γ: first Ξ0 = {1}, and by induction
Ξn+1 =
{
γ ∈ ∆∣∣ (γ)ψ˜ ∈ Ξmn }.
We computed Ξ1 = 〈R〉#. Since G acts transitively on the n-th level of the tree, a set of normal
generators for Ξn is given by
⋃
y∈Y n(R)ϕy1 · · ·ϕyn . We also note that (Ξn+1)ψ˜ = Ξmn .
We will have proven the claim if we show G = Γ
/⋃
n≥0 Ξn. Let w ∈ Γ represent the identity in
G. After ψ is applied |w| times, we obtain m|w| words that are all of length at most C, that is, they
belong to Ξ1. Then since (Ξn+1)ψ˜ = Ξ
m
n , we get w ∈ Ξ|w|+1, and (16) is a presentation of G.
As a bonus, the presentation (16) expresses K as the subgroup of G generated by T .
4.3. Examples
We describe here a few examples of branch groups’ presentations. As a first example, let us
consider the group Autf (T (2)) of finitary automorphisms of the binary tree.
Theorem 4.8. A presentation of Autf (T (2)) is given by
T =
〈
x0, x1, . . .
∣∣ x2i , [xj , xxik ] ∀j, k > i〉,
and these relators are independent.
Proof. The generator xi is interpreted as the element whose portrait has a single non-trivial
label, at level i. The relations are easily checked, and they yield a presentation because they are
sufficient to put words in the xi in wreath product normal form.
Finally, if Gn is the quotient of Autf (T ) acting on the n-th level, H2(Gn,Z) = (Z/2)(
n+1
3 )
by [Bla72] or [Kar87]. 
We now stick to the L-presentation notation, and give presentations for the following examples:
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The “first Grigorchuk group”: The group G admits the ascending L-presentation
G =
〈
a, c, d
∥∥φ∣∣ a2, [d, da], [dac, (dac)a]〉,
where φ : {a, c, d}∗ → {a, c, d}∗ is defined by
φ(a) = aca, φ(c) = cd, φ(d) = c.
These relators are independent, and H2(G,Z) = (Z/2)∞.
The “Grigorchuk supergroup” [BG02]: The group G˜ = 〈a, b˜, c˜, d˜〉 acting on the binary
tree, where a is the rooted automorphism a = ((1, 2)) and the other three generators are
the directed automorphisms defined recursively by
b˜ = (a, c˜) c˜ = (1, d˜) d˜ = (1, b˜),
admits the ascending L-presentation
G˜ =
〈〈a, b˜, c˜, d˜∥∥ φ˜∣∣ a2, [b˜, c˜], [c˜, c˜a], [c˜, d˜a], [d˜, d˜a], [c˜ab˜, (c˜ab˜)a], [c˜ab˜, (d˜ab˜)a], [d˜ab˜, (d˜ab˜)a]〉,
where φ˜ : {a, b˜, c˜, d˜}∗ → {a, b˜, c˜, d˜}∗ is defined by
a 7→ ab˜a, b˜ 7→ d˜, c˜ 7→ b˜, d˜ 7→ c˜.
These relators are independent, and H2(G˜,Z) = (Z/2)∞.
The “Fabrykowski-Gupta group” [FG91, BG02]: The group Γ admits the ascending
endomorphic presentation〈
a, r
∥∥φ, χ1, χ2∣∣ a3, [r1+a−1−1+a+1, a], [a−1, r1+a+a−1 ][ra+1+a−1 , a]〉,
where σ, χ1, χ2 : {a, r}∗ → {a, r}∗ are given by
φ(a) = ra
−1
, φ(r) = r,
χ1(a) = a, χ1(r) = r
−1,
χ2(a) = a
−1, χ2(r) = r.
These relators are independent, and H2(Γ,Z) = (Z/3)∞.
The “Gupta-Sidki group” [Sid87b]: The Gupta-Sidki group Γ admits the endomorphic
presentation〈
a, t, u, v
∣∣ a3, t3, u−1ta, v−1ta−1∣∣φ, χ∣∣ (tuv)3, [v, t][vt, u−1tv−1u], [t, u]3[u, v]3[t, v]3〉,
where φ, χ : {t, u, v}∗ → {t, u, v}∗ are given by
φ :

t 7→ t,
u 7→ [u−1t−1, t−1v−1]t = u−1tv−1tuvt−1,
v 7→ t[tv, ut] = t−1vutv−1tu−1,
χ :

t 7→ t−1,
u 7→ u−1,
v 7→ v−1.
These relators are independent, and H2(Γ,Z) = (Z/3)∞. Note that χ is induced by
the automorphism of Γ defined by a 7→ a, t 7→ t−1; however, φ does not extend to an
endomorphism of Γ.
It is precisely for that reason that no ascending endomorphic presentation of Γ is
known.
The “Brunner-Sidki-Vieira group” [BSV99]: Consider the group G = 〈µ, τ〉 acting on
the binary tree, where µ and τ are defined recursively by
µ = (1, µ−1)a, τ = (1, τ)a.
Note that G is not branch, but it is weakly branch. Writing λ = τµ−1, G admits the
ascending L-presentation
G =
〈
λ, τ
∥∥φ∣∣ [λ, λτ ], [λ, λτ3 ]〉,
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where φ is defined by τ 7→ τ2 and λ 7→ τ2λ−1τ2.
The above L-presentation for G allowed the second author to answer a question of Mahlon
Day [Day57] for the class of finitely presented groups (the question is formulated in [CFP96] in
this special setting ):
Theorem 4.9 (Grigorchuk, [Gri98]). There exists a finitely presented amenable group that is
not elementarily amenable.
Recall that a group G is amenable if it admits a left-invariant finitely-additive measure. Exam-
ples include the finite groups, the abelian groups and all groups obtained from previous examples by
short exact sequences and direct limits. The smallest class containing the finite and abelian groups
and closed for the mentioned basic constructions is known as the class of elementarily amenable
groups.
Proof. Consider the presentation of the first Grigorchuk group given above, and form the HNN
extension H amalgamating G with φ(G). It is an ascending HNN extension, so H is amenable; and
H admits the (ordinary) finite presentation
H =
〈
a, c, d, t
∣∣ a2, [d, da], [dac, daca], ataca, ctcd, dtc〉.

Another presentation of the group H from the previous proof, due to the first author, is given
in [CGH99]
H =
〈
a, t
∣∣ a2, T aTatataTatataTataT, (Tata)8, (T 2ataTat2aTata)4〉,
where T denotes the inverse of t.
Part 3
Algebraic Aspects
CHAPTER 5
Just-Infinite Branch Groups
Definition 5.1. A group G is just-infinite if it is infinite but all of its proper quotients are
finite, i.e., if all of its nontrivial normal subgroups have finite index.
The following simple criterion from [Gri00] characterizes the just-infinite branch groups acting
on a tree.
Theorem 5.2. Let G be a branch group acting on a tree and let (Li, Hi)i∈N be a corresponding
branch structure. The following three conditions are equivalent
(1) G is just-infinite.
(2) the abelianization Habi of Hi is finite, for each i ∈ N.
(3) the commutator subgroup H ′i of Hi has finite index in G, for each i ∈ N.
The statement is a corollary of the fact that H ′i, being characteristic in the normal subgroup
Hn, is a normal subgroup of G, for each i ∈ N, and the following useful lemma that says that weakly
branch groups satisfy the following property:
Lemma 5.3. Let G be a weakly branch group acting on a tree and let (Li, Hi)i∈N be a corre-
sponding branch structure. Then every non-trivial normal subgroup N of G contains the commutator
subgroup H ′n, for some n depending on N .
Proof. Let g be an element in G \ StG(L1) and let N = 〈g〉G be its normal closure in G. Then
g = ha for some h ∈ StAut(T )(L1) with decomposition h = (h1, . . . , hm1) and a a nontrivial rooted
automorphism of T . Without loss of generality we may assume that 1a = m1.
For arbitrary elements ξ, ν ∈ L1, we define f, t ∈ H1 by f = (ξ, 1, . . . , 1) and t = (ν, 1, . . . , 1)
and calculate
[g, f ] = (ξ, 1, . . . , 1, (ξ−1)h1),
[[g, f ], t] = ([ξ, ν], 1, . . . , 1).
Since [[g, f ], t] is always in N = 〈g〉G, we obtain L′1×1×· · ·×1  N and, by the spherical transitivity
of G, it follows that
L′1 × L′1 × · · · × L′1 = H ′1  N.
Thus any normal subgroup of G that contains g also contains H ′1.
Similarly, if g is an element in StG(Ln)\StG(Ln+1) and N is the normal closure N = 〈gG〉, then
N contains H ′n+1. 
In particular, the above results imply that all finitely generated torsion weakly branch groups
are just-infinite branch groups.
The study of just-infinite groups is motivated by their minimality. More precisely, we have the
following
Theorem 5.4. [Gri00] Every finitely generated infinite group has a just-infinite quotient.
Therefore, if C is a class of groups closed for taking quotients and it contains a finitely generated
infinite group, then it contains a finitely generated just-infinite group.
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Note that there are non-finitely generated groups that do not have just-infinite quotients, for
example, the additive group of rational numbers Q.
It is known (see [Wil71]) that a just-infinite group with non-trivial Baer radical is a finite
extension of a free abelian group of finite rank (recall that the Baer radical of the group G is the
subgroup of G generated by the cyclic subnormal subgroups of G). Moreover, the only just-infinite
group with non-trivial center is the infinite cyclic group Z. Therefore, an abelian group has just-
infinite quotient if and only if it can be mapped onto Z. In particular, no abelian torsion group has
just-infinite quotients. The last fact is in a sharp contrast with the fact that there are large classes
of centerless, torsion, just-infinite, branch groups, for instance G groups with finite directed part B
(see Chapter 6) and many GGS groups.
Definition 5.5. A group G is hereditarily just-infinite if it is residually finite and all of its
non-trivial normal subgroups are just-infinite.
We mention that our definition of hereditarily just-infinite group differs from the one given
in [Wil00] in that we require residual finiteness. Note that all non-trivial normal subgroups of a
group G are just infinite if and only if all subgroups of finite index in G are just infinite. This is
true since every subgroup of finite index in G contains a normal subgroup of G of finite index.
Examples of hereditarily just-infinite groups are the infinite cyclic group Z, the infinite dihedral
group D∞ and the projective special linear groups PSL(n,Z), for n ≥ 3. However, the whole class
is far from well understood and described.
The following result from [Gri00], which modifies the result of John Wilson from [Wil71] (see
also [Wil00]), strongly motivates the study of the branch groups.
Theorem 5.6 (Trichotomy of just-infinite groups). Let G be a finitely generated just-infinite
group. Then exactly one of the following holds:
(1) G is a branch group.
(2) G has a normal subgroup H of finite index of the form
H = L(1) × · · · × L(k) = Lk,
where the factors are copies of a group L, the conjugations by the elements in G transitively
permute the factors of H and L has exactly one of the following two properties:
(a) L is hereditary just-infinite (in case G is residually finite).
(b) L is simple (in case G is not residually finite).
The proof of this theorem presented in [Gri00] uses only the statement from [Wil71] that every
subnormal subgroup in a just-infinite group with trivial Bear radical has a near complement (but
this is probably one of the most important facts from Wilson’s theory). The proof actually works
for any (not necessarily finitely generated) just-infinite group with trivial Baer radical, for instance
just-infinite groups which are not virtually cyclic.
The results of Wilson in [Wil71] (see also [Wil00]) combined with the above trichotomy result
show that the following characterization of just-infinite branch groups is possible. Define an equiva-
lence relation on the set of subnormal subgroups of a group G by, H ∼ K if the intersection H ∩K
has a finite index booth in H and in K. The set of equivalence classes of subnormal subgroups,
ordered by the order induced by inclusion, forms a Boolean lattice, which, following John Wilson,
is called the structure lattice of G.
Theorem 5.7. Let G be a just-infinite group. Then G is branch group if and only if it has
infinite structure lattice.
Moreover, in such a case, the structure lattice is isomorphic to the lattice of closed and open
subsets of the Cantor set.
On the intuitive level, the just-infinite groups should be considered as “small” groups in contrast
to, say, the free or non-elementary hyperbolic groups, which are “large” groups.
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There is a rigorous approach to the concept of largeness in groups. Namely, following Pride
([Pri80]), we say that a group G is larger than a group H , and we denote G  H , if H has a
subgroup of finite index that is a homomorphic image of a subgroup of G of finite index. The groups
G and H are equally large (or Pride equivalent) if G  H and H  G. The set of equivalence classes
of equally large groups is partially ordered by  and the class of finite groups is the obvious smallest
element.
We denote the class of groups equally large to G by [G]. A group G is called minimal if the only
class below [G] is the class of finite groups [1]. The height of a group G is the height of the class
[G] in the ordering, i.e. the length of a maximal chain between [1] and [G]. Therefore, the minimal
groups are the groups of height 1. Such groups are called atomic in [Neu86]
Theorem 5.8 ([GW]). The first Grigorchuk group G and the Gupta-Sidki p-groups are minimal.
A number of questions about just-infinite groups was asked in [Pri80, EP84]. Positive answer to
Problem 5 from [Pri80] (Problem 4’ in [EP84]) that asks if there exist finitely generated just-infinite
groups that do not satisfy the ascending chain condition on subnormal subgroups was provided
in [Gri84]. Later, Peter Neumann constructed in [Neu86] more examples of finitely generated just-
infinite regular branch groups answering the same question (and also some other quastions) raised by
Martin Edjvet and Steve Pride in [EP84]. In particular, Peter Neumann provided negative answer
to the question if every finitely generated minimal group is finite-by-D2-by-finite (here D2 denotes
the class of groups in which every nontrivial subnormal subgroup has finite index). Negative answer
to this last question also follows form Theorem 5.8 above.
The question of possible heights of finitely generated just-infinite groups is an interesting one.
All hereditarily just-infinite and all infinite simple groups are minimal. It is plausible that the
Grigorchuk 2-groups from [Gri84] that are defined by non-periodic sequences have infinite height
(see Question 13).
CHAPTER 6
Torsion Branch Groups
As mentioned in the introduction, the most elegant examples of finitely generated infinite torsion
groups were constructed within the class of branch groups ([Gri80, GS83a]). Therefore, branch
groups play important role in problems of Burnside type. At the moment, there is a number of con-
structions of torsion branch groups. Besides the early works ([Ale72, Susˇ79, Gri80, Gri83, Gri84,
GS83a, GS83b, GS84] there are more modern and general constructions ([BSˇ01, Gri00, Sˇun00].
Nevertheless, all these constructions follow the same idea of stabilization and length reduction.
Recall that finitely generated torsion branch groups acting on a tree are just-infinite (Theo-
rem 5.2).
We provide a proof here that all G groups with torsion directed group B are themselves torsion
groups, and the argument follows the mentioned general scheme. This is an improvement over
the result in [BSˇ01] that deals only with regular trees and all the root actions (the actions of
Aσtω, for all t) are isomorphic and regular. Thus whenever B is a finitely generated torsion group
the corresponding G group is a Burnside group and there are uncountably many non-isomorphic
examples. We know that torsion spinal groups cannot have finite presentation (see Corollary 4.5.
The results in Theorem 6.9 below show that these groups cannot have finite exponent. Therefore,
in the finitely generated case, one of our goals is to give upper bounds on the order of an element
depending on its length. This leads to the notion of torsion growth.
Let G be finitely generated infinite torsion group and let S be a finite generating set that
generates G as a monoid. For any non-negative real number n, the maximal order of an element of
length at most n is finite, and we denote it by πSG(n). The function π
S
G, defined on the non-negative
real numbers, is called the torsion growth function of G with respect to S.
The group order of an element g is denoted by π(g). In case F is a word π(F ) denotes the order
of the element represented by the word F .
We describe a step in a procedure that successfully implements the ideas and constructions
introduced in [Gri84]. The final result of the procedure is a tree that helps us to show that all G
groups whose directed part B is torsion are themselves torsion groups and also to determine some
upper bounds on the torsion growth of the constructed groups. The construction presented here is
slightly more complicated than the construction from [Gri84] because of the fact that we need to
take into account the possibility of non-cyclic (and even non-regular) actions of the groups Aσtω on
their corresponding alphabets.
Let Gω, be a G group defined by the triple ω (recall Definition 2.1 and Definition 2.6) and let
F be a reduced word of even length of the form
F = b1a1 . . . bkak, (17)
where ai represent non-trivial rooted automorphisms in Aω and bj represent non-trivial directed
automorphisms in Bω. Rewrite F in the form F = b1b
g2
2 . . . b
gk
k a1 . . . ak, where gi = (a1 . . . ai−1)
−1,
i = 2, . . . , k. Set g = a1 . . . ak ∈ Aω and let its order be s. Note that g = 1 corresponds to
F ∈ Stω(L1). Put
H = b1b
g2
2 . . . b
gk
k ,
consider the word F s = (Hg)s ∈ Stω(L1) and rewrite it in the form F s = HHg−1Hg−2 . . .Hg−(s−1) .
Next, by using tables similar to Table 1, but for all possible a, we calculate the possibly unreduced
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words F1, . . . , Fm1 representing the first level sections (F
s)ϕ1,. . . , (F
s)ϕm1 , respectively. We have
Fi = HiHig . . .Higs−1 ,
for i = 1, . . . ,m1, where Hj represents the corresponding section of H . Note that any two words Fi
and Fj that correspond to two indices in the same orbit of g represent conjugate elements of Gω.
This is clear since
Fig = HigHig2 . . . Higs−1Hi = Fi
Hi
.
For i = 1, . . . ,m1, let the length of the cycle of i in g be ti. Then
Fi = (HiHig . . . Higti−1 )
s/ti .
and let Fi be a cyclically reduced word obtained after applying simple reductions (including the
cyclic ones) to the word F˜i = HiHig . . . Higti−1 . Clearly
(F s)ψ = (F˜
s/t1
1 , . . . , F˜
s/tm1
m1 )
and F has finite order if and only if F1,. . . ,Fm1 all have finite order. In the case of a finite order,
the order π(F ) of F is a divisor of s · lcm(π(F1), . . . , π(Fm1)), since the order π(F s/tii ) divides the
order π(Fi).
Let us make a couple of simple observations on the structure of the possibly unreduced words
F˜1, . . . , F˜m1 used to obtain the reduced words F1, . . . , Fm1 . We have
F˜i = HiHig . . .Higti−1 =
= (b1)ϕi(b
g2
2 )ϕi . . . (b
gk
k )ϕi (b1)ϕig (b
g2
2 )ϕig . . . (b
gk
k )ϕig . . .
(b1)ϕigti−1 (b
g2
2 )ϕigti−1 . . . (b
gk
k )φigti−1 . (18)
It is important to note that the indices i, ig, . . . , ig
ti−1
are all distinct, since the length of the cycle
of i in g is ti. This means that at most one of (b1)ϕi, (b1)ϕ(i)g ,. . . , (b1)ϕ(i)gti−1 can be equal to b1,
at most one can be equal to (b1)ω1, and all others are empty. Thus we conclude that the word F˜i
consists of some of the letters b1, . . . , bk, possibly not in that order, and no more than k A-letters.
In particular, it is possible to get k A-letters only if none of the letters b1, . . . , bk is in the kernel K1.
We have already observed that any two, possibly unreduced, words F˜i and F˜j such that the
indices i and j are in the same cycle of g are conjugate. Choose a representative for each cycle of g,
and let F˜j1 , . . . , F˜jc be such representatives. The important feature of our construction is that each
letter bi from the representation of F as in (17), as well as each (bi)ω1, will appear in exactly one of
the representatives F˜j1 , . . . , F˜jc before reduction.
The tree that has F at its root and the cyclically reduced cycle representatives Fj1 , . . . , Fjc at
the vertices below the root is called the pruned period decomposition of F .
Theorem 6.1. A G group is a torsion group if and only of its directed part B is a torsion group.
Proof. We prove that the order of any element g in Gω is finite in case B is a torsion group.
The proof is by induction on the length n of g, for all G groups simultaneously.
The statement is clear for n = 0 and n = 1. Assume that it is true for all words of length less
than n, where n ≥ 2, and consider an element g of length n.
If n is odd the element g is conjugate to an element of smaller length and we are done by the
inductive hypothesis. Assume then that n is even. Clearly, g is conjugate to an element that can be
represented by a word of the form
F = b1a1 . . . bkak.
If all the cycle representatives Fi from the pruned period decomposition of F have length shorter
than n we are done by the inductive hypothesis.
Assume that some of the cycle representatives Fi have length n. This is possible only when F
does not have any B-letters from K1. Also, the words F˜i corresponding to the words Fi of length n
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must be reduced, so that the words Fi that have length n must have the same B-letters as F does.
For each of these finitely many words we repeat the discussion above. Either all of the constructed
words Fij are strictly shorter than n, and we get the result by induction; or some have length n,
but the B-letters appearing in them do not come from K1 ∪K2.
This procedure cannot go on forever since K1 ∪ K2 ∪ · · · ∪ Kr = B holds for some r ∈ N.
Therefore at some stage we get a shortening in all the words and we conclude that the order of F is
finite. 
In the sequel we just list some estimates on the period growth in case the directed part B is a
finite group. The proofs can be found in [BSˇ01].
A finite subsequence ωi+1ωi+2 . . . ωi+r of the defining sequence ω = ω1ω2 . . . is complete if each
element ofB is sent to the identity by at least one homomorphism from the sequence ωi+1ωi+2 . . . ωi+r,
i.e., if
⋃r
j=1Ki+j = B. We note that the complete sequence ωi+1ωi+2 . . . ωi+r must have length at
least m + 1, where m is the minimal branching index in the branching sequence, since each kernel
Ki+j has index |Aσi+jω| ≥ mi+j+1 ≥ m in B, for all j = 1, . . . , r. In particular, the length of a
complete sequence is never shorter than 3. By the definition of a G group, all sequences that define
a G group can be factored into finite complete subsequences.
A defining sequence ω is r-homogeneous , for r ≥ 3, if all of its finite subsequences of length r
are complete. A defining sequence ω is r-factorable, for r ≥ 3, if it can be factored in complete
subsequences of length at most r.
Theorem 6.2 (Period η-Estimate). If ω is an r-homogeneous sequence and B has exponent q,
then there exist a positive constant C such that the torsion growth function of the group Gω satisfies
πω(n) ≤ Cnlog1/ηr (q)
where ηr is the positive root of the polynomial x
r + xr−1 + xr−2 − 2.
Theorem 6.3 (Period 3/4-Estimate). If ω is an r-factorable sequence and B has exponent q,
then there exists a positive constant C such that the torsion growth function of the group Gω satisfies
πω(n) ≤ Cnr log4/3(q).
Theorem 6.4 (Period 2/3-Estimate). If ω is an r-factorable sequence such that each factor
contains three letters whose kernels cover B and B has exponent q, then there exists a positive
constant C such that the torsion growth function of the group Gω satisfies
πω(n) ≤ Cnr log3/2(q).
Let us assume now that all the branching indices are prime numbers and the groups Aσtω are
cyclic of prime order, for all t. There is no loss in generality if we assume that Aσtω is generated by
the cyclic permutation a = (1, 2, . . . ,mt+1). Note that our assumptions force B to be abelian group,
since B is always a subdirect product of several copies of the root groups Aσtω.
Theorem 6.5. Let the branching sequence consists only of primes, B have exponent q and ω be
an r-homogeneous word. There exists a positive constant C such that the torsion growth function of
Gω satisfies
πω(n) ≤ Cn(r−1) log2(q).
Finally we give a tighter upper bound on the period growth of the Grigorchuk 2-groups (as
defined in [Gri84]).
Theorem 6.6. Let Gω be a Grigorchuk 2-group. If ω is an r-homogeneous word, then there
exists a positive constant C such that the torsion growth function of the group Gω satisfies
πω(n) ≤ Cnr/2.
64 6. TORSION BRANCH GROUPS
In addition to the above estimates [BSˇ01] provides lower bounds on the torsion growth function
in some cases and, in particular, shows that some Grigorchuk 2-groups have torsion growth functions
π(n) that are at least linear in n (for example the group defined by the sequence ω = 01020102 . . . ).
Previous results of Igor Lysionok and Yuri˘ı Leonov ([Lys98, Leo97a] already established a lower
bound of C1n
1
2 for the torsion growth function of the first Grigorchuk group, while Theorem 6.6
establishes an upper bound of C2n
3
2 .
The result following the definition below finds its predecessor in the work of Narain Gupta and
Said Sidki [GS83b], where they prove that the Gupta-Sidki p-groups contain arbitrary long iterated
wreath products of cyclic groups of order p and therefore contain a copy of each finite p-group.
The general argument below follows the approach from [GHZ00] and applies well to more broad
settings.
Definition 6.7. Let P be a non-empty set of primes. A group G of automorphisms of T has
omnipresent P-torsion if, for every vertex u ∈ T , the lower companion group LGu (the rigid stabilizer
at u) has non-trivial elements of P-order.
In case P consists of all primes we just say that G has omnipresent torsion and in case P = {p}
we say that G has omnipresent p-torsion. We note that every spherically transitive group with
omnipresent P-torsion must be a weakly branch group. We also note that if G has omnipresent P-
torsion then so does each of its lower companion groups Lu considered as a group of automorphisms
of Tu.
Lemma 6.8. Let P be a non-empty set of primes and G a group of tree automorphisms with
omnipresent P-torsion. Then G contains arbitrary long iterated wreath products of cyclic groups of
the form
((Z/p1Z ≀ . . . ) ≀ Z/pn−1Z) ≀ Z/pnZ
where n ∈ N and each pi is a P-prime, for i ∈ {1, . . . , n}.
Sketch of a proof. We prove the claim by induction on n, simultaneously for all groups of
tree automorphisms with omnipresent P-torsion. The claim is obvious for n = 1. Assume that n ≥ 2
and that the claim holds for all positive natural numbers < n.
Choose an arbitrary non-trivial element g of G of finite P-prime order pn. Let g fix the level
Lk but not Lk+1 and let u be a vertex on level k with non-trivial vertex permutation (u)g = a. All
non-trivial cycles of a have length p and, without loss of generality, we may assume that one such
cycle is (1,2,. . . ,p). Without loss of generality we may also assume that the sections gu1, . . . , gup are
trivial (we may accomplish this by conjugation if necessary). By the inductive hypothesis, the lower
companion group Luy contains an iterated wreath product of length n− 1
Q = ((Z/p1Z ≀ . . . ) ≀ Z/pn−2Z) ≀ Z/pn−1Z
of the required form. But then
〈Q, g〉 ∼= Q ≀ 〈g〉 = ((Z/p1Z ≀ . . . ) ≀ Z/pn−1Z) ≀ Z/pnZ.

The above lemma has many corollaries, some of which are summed up in the following theorem:
Theorem 6.9. Let G be a group of tree automorphisms. If, for each vertex u, the lower com-
panion group Lu of G has an element of finite order, then G has elements of unbounded finite order.
Further,
(1) Every weakly branch torsion group has infinite exponent.
(2) Every weakly branch p-group contains a copy of every finite p-group.
(3) Every weakly regular branch group is weakly branched over a torsion free group or contains
a copy of every finite p-group, for some prime p.
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(4) A regular branch group is either virtually torsion free or it contains a copy of every finite
p-group, for some prime p.
Finally, we note that the class of GGS groups is also rich with examples of torsion groups, starting
with the second Grigorchuk group from [Gri80], Gupta-Sidki p-groups from [GS83a, GS83b] and
certain Gupta-Sidki extensions from [GS84]. For a wide class of torsion branch GGS groups see
Subsection 2.3.3.
CHAPTER 7
Subgroup Structure
We study in this chapter some subgroup series (derived series, powers series) and general facts
about branch groups. We then describe important small-index subgroups in the examples G,Γ,Γ,Γ
(recall the definitions form Section 1.6. The lower central series is treated in the next chapter. Most
of the results come from [BG02].
7.1. The derived series
Let G be a group. The derived series (G(n))n∈N of G is defined by G(0) = G and G(n) =
[G(n−1), G(n−1)]. A group is solvable if G(n) = {1} for some n ∈ N. It is residually solvable if⋂
n∈NG
(n) = {1}. Note that if (γn(G))n∈N is the lower central series of G, then a general result
states that G(n) ≤ γ2n(G) holds for all n.
7.1.1. The derived series of G. Since G is regular branch over K = 〈x〉G, where x = [a, b],
we consider the finite-index subgroups RistG(Ln) = K × · · · ×K with 2n factors, for n ≥ 2.
Theorem 7.1. G(n) = RistG(L2n−3) for all n ≥ 3, and K(n) = RistG(L2n) for all n ≥ 1.
Proof. First, one may check by elementary means that G(3) = RistG(L3) = K×8. Then K ′ is
the normal closure in G of [xd, x], and [xd, x]ψ = ([(ca)b, ca], 1), and [(ca)b, ca]ψ = (x, 1). Therefore
K ′ = K×4. 
7.1.2. The derived series of Γ. The result is even slightly simpler for Γ, which is regular
branch over Γ
′
:
Theorem 7.2. Γ
(n)
= (Γ
′′
)×3
n−2
for all n ≥ 2.
Proof. The core of the argument is to show that Γ
(3)
= Γ
′′ × Γ′′ × Γ′′. This follows from
Γ
(3)
= γ8(Γ) and Γ
′′
= γ5(Γ), but the computations are tricky — see Subsection 8.2.3 for details. 
7.2. The powers series
Let G be a group and d an integer. The powers series (0nd (G))n∈N is defined by 0
0
d(G) = G and
0
n
d (G) = 〈xd for all x ∈ 0n−1d (G)〉.
Theorem 7.3. The 2-powers series of G is as follows 02(G) = G
′ and
0
n
2 (G) = 〈∆((02K)×2
n−2
),∆(K×2
n−1
)〉,
where ∆(Gj) = {(g, . . . , g)| g ∈ G} is the diagonal subgroup.
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7.3. Parabolic subgroups
In the context of groups acting on a hyperbolic space, a parabolic subgroup is the stabilizer of a
point on the boundary. We give here a few general facts concerning parabolic subgroups of branch
groups, and recall some results on growth of groups and sets on which they act.
More information and uses of parabolic subgroups appear in the context of representations
(Subsection 9.0.1), Schreier graphs (Section 10.3) and spectrum (Chapter 11).
Definition 7.4. A ray e in T is an infinite geodesic starting at the root of T , or equivalently
an element of ∂T = Y N.
Let G ≤ Aut(T ) be any subgroup acting spherically transitively and e be a ray. The associated
parabolic subgroup is Pe = StG(e).
The following important facts are easy to prove:
• For any e ∈ ∂T , we have ⋂f∈∂T Pf = ⋂g∈G P ge = 1.
• Let e = e1e2 . . . be an infinite ray and define the subgroups Pn = StG(e1 . . . en). Then Pn
has index m1m2 · · ·mn in G (since G acts transitively) and
Pe =
⋂
n∈N
Pn.
• P has infinite index in G, and has the same image as Pn in the quotient Gn = G/ StG(Ln).
Definition 7.5. Two infinite sequences σ, τ : N → Y are confinal if there is an N ∈ N such
that σn = τn for all n ≥ N .
Confinality is an equivalence relation, and equivalence classes are called confinality classes.
The following result is due to Volodymyr Nekrashevych and Vitaly Sushchansky.
Proposition 7.6. Let G be a group acting on a regular rooted tree T (m), and assume that for
any generator g ∈ G and infinite sequence τ , the sequences τ and τg differ only in finitely many
places. Then the confinality classes are unions of orbits of the action of G on ∂T . If moreover for
all u ∈ T and v ∈ T \u there is some a ∈ StG(u)∩StG(v) transitive on the m subtrees below v, then
the orbits of the action are the confinality classes.
Definition 7.7. The subgroup H of G is weakly maximal if H is of infinite index in G, but all
subgroups of G strictly containing H are of finite index in G.
Note that every infinite finitely generated group admits maximal subgroups, by Zorn’s lemma.
However, some branch groups may not contain any infinite-index maximal subgroups; this is the
case for G, as was shown by Ekaterina Pervova (see [Per00])
Proposition 7.8. Let P be a parabolic subgroup of a branch group G with branch structure
(Li, Hi)i∈N. Then P is weakly maximal.
Proof. Let P = StabG(e) where e = e1e2 . . . . Recall that G contains a product of kn copies
of Ln at level n, and clearly P contains a product of kn − 1 copies of Ln at level n, namely all but
the one indexed by the vertex e1 . . . en.
Take g ∈ G \ P . There is then an n ∈ N such that (e1 . . . en)g 6= e1 . . . en, so 〈P, P g〉 contains
the product Hn = L
1
n × · · · × Lknn of kn copies of Ln at level n, hence is of finite index in G. 
7.4. The structure of G
Recall that G, introduced in Subsection 1.6.1, is the group acting on the binary tree, generated
by the rooted automorphism a and the directed automorphisms b, c, d satisfying ψ(b) = (a, c),
ψ(c) = (a, d) and ψ(d) = (1, b).
68 7. SUBGROUP STRUCTURE
G has 7 subgroups of index 2:
〈b, ac〉, 〈c, ad〉, 〈d, ab〉,
〈b, a, ac〉, 〈c, a, ad〉,〈d, a, ab〉,
StG(1) = 〈b, c, ba, ca〉.
As can be computed from its presentation [Lys85] and a computer algebra system [S+93], G has
the following subgroup count:
Index Subgroups Normal In StG(L1) Normal
1 1 1 0 0
2 7 7 1 1
4 19 7 9 4
8 61 7 41 7
16 237 5 169 5
32 843 3 609 3
See [Bar00c] and [CST01] for more information.
7.4.1. Normal closures of generators. They are as follows:
A = 〈a〉G = 〈a, ab, ac, ad〉, G/A ∼= Z/2Z× Z/2Z,
B = 〈b〉G = 〈b, ba, bad, bada〉, G/B ∼= D8,
C = 〈c〉G = 〈c, ca, cad, cada〉, G/C ∼= D8,
D = 〈d〉G = 〈d, da, dac, daca〉, G/D ∼= D16.
7.4.2. Some other subgroups. To complete the picture, we introduce the following subgroups
of G:
K = 〈(ab)2〉G, L = 〈(ac)2〉G, M = 〈(ad)2〉G,
B = 〈B,L〉, C = 〈C,K〉, D = 〈D,K〉,
T = K2 = 〈(ab)4〉G,
T(m) = T × · · · × T︸ ︷︷ ︸
2m
, K(m) = K × · · · ×K︸ ︷︷ ︸
2m
, N(m) = T(m−1)K(m).
Theorem 7.9. • In the Lower Central Series, γ2m+1(G) = N(m) for all m ≥ 1.
• In the Derived Series, K(n) = RistG(2n) for all n ≥ 2 and G(n) = RistG(2n − 3) for all
n ≥ 3.
• The rigid stabilizers satisfy
RistG(n) =
{
D if n = 1,
K(n) if n ≥ 2.
• The level stabilizers satisfy
StG(Ln) =

〈b, c, d〉G if n = 1,
〈D,T 〉 if n = 2,
〈N(2), (ab)4(adabac)2〉 if n = 3,
StG(L3)× · · · × StG(L3)︸ ︷︷ ︸
2n−3
if n ≥ 4.
Consequently, the index of StG(Ln) is
|G/ StG(Ln)| = 25·2n−3+2. (19)
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G Index
StG(L1) 2
B C D 4
B C G′ StG(L2) 8
K L D = RistG(1) 16
N(1) = γ3(G) M 32
K(1) 64
G
(2) γ4(G) StG(L3) 128
T N(2) = γ5(G) 256
T(1) K(2) = K
′ StG(L4)
N(3) = γ9(G)
K(3) = G
(3)
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Table 1. The top of the lattice of normal subgroups of G below StG(L1). The
index of the inclusions are indicated next to the edges.
• There is for all σ ∈ Y n a surjection ·|σ : StG(Ln) ։ G given by projection on the factor
indexed by σ.
The top of the lattice of normal subgroups of G below StG(L1) is given in Table 1.
Corollary 7.10. The closure of G in Aut(T ) has Hausdorff dimension 5/8.
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7.4.3. The Subgroup P . Let e be the ray 2∞ and let P be the corresponding parabolic
subgroup. We describe completely its structure as follows:
Theorem 7.11. P/P ′ is an infinite elementary 2-group generated by the images of c, d = (1, b)
and of all elements of the form (1, . . . , 1, (ac)4) in RistG(n) for n ∈ N. The following decomposition
holds:
P =
(
B ×
((
K × ((K × . . . )⋊ 〈(ac)4〉))⋊ 〈b, (ac)4〉))⋊ 〈c, (ac)4〉,
where each factor (of nesting n) in the decomposition acts on the subtree just below some en but not
containing en+1.
Note that we use the same notation for a subgroup B or K acting on a subtree, keeping in mind
the identification of a subtree with the original tree. Note also that ψ is omitted when it would
make the notations too heavy.
Proof. Define the following subgroups of Gn:
Hn = 〈b, c〉Gn ; Bn = 〈b〉Gn ; K(n) = 〈(ab)2〉Gn ;
Qn = Bn ∩ Pn; Rn = K(n) ∩ Pn.
Then the theorem follows from the following proposition. 
Proposition 7.12. These subgroups have the following structure:
Pn = (Bn−1 ×Qn−1)⋊ 〈c, (ac)4〉;
Qn = (Kn−1 ×Rn−1)⋊ 〈b, (ac)4〉;
Rn = (Kn−1 ×Rn−1)⋊ 〈(ac)4〉.
Proof. A priori, Pn, as a subgroup of Hn, maps in (Bn−1×Bn−1)⋊ 〈(a, d), (d, a)〉. Restricting
to those pairs that fix en gives the result. Similarly, Qn, as a subgroup of Bn, maps in (Kn−1 ×
Kn−1)⋊〈(a, c), (c, a)〉, and Rn, as a subgroup ofKn, maps in (Kn−1×Kn−1)⋊〈(ac, ca), (ca, ac)〉. 
Corollary 7.13. The group Gn and its subgroups Hn, Bn,Kn, Pn, Rn, Qn are arranged in a
lattice
Gn
Hn
Bn Pn
Kn Qn
Rn
〈a〉



〈d,da〉
[
[
[
2n−1



〈b〉
[
[
[
2n−1



22
[
[
[
2n−1



2
where the quotients or the indices are represented next to the edges.
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7.5. The structure of Γ
Recall that Γ is the group acting on the ternary tree, generated by the rooted automorphism
a = ((1, 2, 3)) and the directed automorphism t satisfying (t)ψ = (a, 1, t).
Define the elements x = at, y = ta of Γ. Let K be the subgroup of Γ generated by x and y, and
let L be the subgroup of K generated by K ′ and cubes in K. Write H = StΓ(L1).
Proposition 7.14. We have the following diagram of normal subgroups:
Γ
K StΓ(L1)
Γ′ = K ∩H = [K,H ]
L = 〈K ′,K3〉 = γ3(Γ)
K ′ H ′ = (Γ′ × Γ′ × Γ′)ψ−1 = StΓ(L2)
〈L× L× L, x3y−3, [x, y3]〉 = γ4(Γ)
〈L × L× L, [x, y3]〉 = γ5(Γ)
'
'
'
'
'
'
'
'
'
'
'
'
'
〈a| a3〉
h
h
h
h
h
h
h
h
h
h
h
h
〈a| a3〉
h
h
h
h
h
h
h
h
h
h
h
〈x|x3〉
'
'
'
'
'
'
'
'
'
'
〈t| t3〉
'
'
'
'
'
'
'
'
'
'
'
h
h
h
h
h
h
h
h
h
where the quotients are represented next to the edges; all edges represent normal inclusions of index
3. Furthermore L = K ∩ (K ×K ×K)ψ−1.
Proof. First we prove K is normal in Γ, of index 3, by writing yt = x−1y−1, ya
−1
= y−1x−1,
yt
−1
= ya = x; similar relations hold for conjugates of x. A transversal of K in Γ is 〈a〉. All
subgroups in the diagram are then normal.
Since [a, t] = y−1x = tat−1, we clearly have Γ′ < K ∩H . Now as Γ′ 6= K and Γ′ 6= H and Γ′
has index 32, we must have Γ′ = K ∩H . Finally [a, t] = [x, t]t−1 , so Γ′ = [K,H ].
Next x3 = [a, t][t, a−1][a−1, t−1] and similarly for y, so K3 < Γ′ and L < Γ′. Also, [x, y]ψ =
(y−1, y−1, x−1) and (x3)ψ = (y, x, y) both belong to K × K × K, while [a, t] does not; so L is a
proper subgroup of Γ′, of index 3 (since K/L is the elementary abelian group (Z/3Z)2 on x and y).
Consider now H ′. It is in StΓ(L2) since H = StΓ(L1). Also, [t, ta] = y3[y−1, x] and similarly for
other conjugates of t, so H ′ < L, and [t, ta]ψ = ([a, t], 1, 1), so (H ′)ψ = Γ′ × Γ′ × Γ′. Finally H ′ it
is of index 3 in L (since H/H ′ = (Z/3Z)3 on t, ta, ta
−1
), and since StΓ(L2) is of index 34 in Γ (with
quotient Z/3Z ≀ Z/3Z) we have all the claimed equalities. 
Proposition 7.15. Γ is a just-infinite fractal group, is regular branch over Γ′, and has the
congruence property.
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Proof. Γ is fractal by Lemma 1.7 and the nature of the map ψ. By direct computation,
[Γ : Γ′] = [Γ′ : (Γ′ × Γ′ × Γ′)ψ−1] = [(Γ′ × Γ′ × Γ′)ψ−1 : Γ′′] = 32, so Γ is branched on Γ′. Then
Γ′′ = γ5(Γ), as is shown in [Bar00c], so Γ′′ has finite index and Γ is just-infinite by Theorem 5.2.
Γ′ ≥ StΓ(L2), so Γ has the congruence property. 
Proposition 7.16. Writing 〈S〉 for the 3-abelian quotient of 〈S〉, we have exact sequences
1→ Γ′ × Γ′ × Γ′ → (H)ψ → 〈t, ta, ta2〉3−ab,
1→ Γ′ × Γ′ × Γ′ → (Γ′)ψ → 〈[a, t], [a2, t]〉3−ab.
Theorem 7.17. The subgroup K of Γ is torsion-free; thus Γ is virtually torsion-free.
Proposition 7.18. The finite quotients Γn = Γ/ StΓ(Ln) of Γ have order 33n−1+1 for n ≥ 2,
and 3 for n = 1.
Proof. Follows immediately from [Γ : Γ′] = 32 and [Γ′ : (Γ′ × Γ′ × Γ′)ψ−1] = 32. 
Corollary 7.19. The closure of Γ in Aut(T ) is isomorphic to the profinite completion Γ̂ and
is a pro-3-group. It has Hausdorff dimension 1/3.
7.6. The structure of Γ
Recall that Γ is the group acting on the ternary tree, generated by the rooted automorphism
a = ((1, 2, 3)) and the directed automorphism t defined by (t)ψ = (a, a, t).
Define the elements x = ta−1, y = a−1t of Γ, and let K be the subgroup of Γ generated by
x and y. Then K is normal in Γ, because xt = y−1x−1, xa = x−1y−1, xt
−1
= xa
−1
= y, and
similar relations hold for conjugates of y. Moreover K is of index 3 in Γ, with transversal 〈a〉. Write
H = StΓ(L1).
Lemma 7.1. H and K are normal subgroups of index 3 in Γ, and Γ
′
= StK(L1) = H ∩K is of
index 9; furthermore (H ∩K)ψ ⊳ K ×K ×K. For any element g = (u, v, w) ∈ (H ∩K)ψ one has
wvu ∈ H ∩K.
Proof. First note that StK(L1) = 〈x3, y3, xy−1, y−1x〉, for every word in x and y whose number
of a’s is divisible by 3 can be written in these generators. Then compute
(x3)ψ = (y, x−1y−1, x), (y3)ψ = (x−1y−1, x, y),
(xy−1)ψ = (1, x−1, x), (y−1x)ψ = (y, 1, y−1).
The last assertion is also checked on this computation. 
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Proposition 7.20. Writing c = [a, t] = x−1y−1x−1 and d = [x, y], we have the following
diagram of normal subgroups:
Γ
K H
Γ
′
= 〈c, ct, ca−1 , cat〉 = K ∩H = [K,H ]
K ′ = 〈d, dt, da−1 , dat〉 H ′
Γ
′′
= (K ′ ×K ′ ×K ′)ψ−1
K ′′
'
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h
h
h
h
h
h
h
h
h
h
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h
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h
h
h
h
h
〈x,y|x3,y3,x=y〉
'
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'
'
'
'
'
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〈t0,t1,t2| t30,t0=t1=t2〉
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'
'
'
'
'
Z2
h
h
h
h
h
h
h
h
h
h
h
(Z/3Z)2
h
h
h
h
h
h
h
h
h
Z2
'
'
'
'
'
'
'
'
'
'
'
(Z/3Z)2
where the quotients are represented next to the edges; additionally,
K/K ′ = 〈x, y| [x, y]〉 ∼= Z2,
Γ
′
/Γ
′′
= 〈c, ct, ca−1 , cat| [c, ct], . . . 〉 ∼= Z4,
K ′/K ′′ = 〈d, dt, da−1 , dat| [d, dt], . . . , (d/dat)3, (da−1/dt)3〉 ∼= Z2 × (Z/3Z)2.
Writing each subgroup in the generators of the groups above it, we have
K = 〈x = at−1, y = a−1t〉,
H = 〈t, t1 = ta, t2 = ta
−1〉,
Γ
′
= 〈b1 = xy−1, b2 = y−1x, b3 = x3, b4 = y3〉 = 〈c1 = tt−11 , c2 = tt1t, c3 = tt−12 , c4 = tt2t〉.
Corollary 7.21. The congruence property does not hold for Γ; nor is it regular branch.
Proposition 7.22. Γ is a fractal group, is weakly branch, and just-nonsolvable.
Proof. Γ is fractal by Lemma 1.7 and the nature of the map ψ. The subgroup K described
above has an infinite-index derived subgroup K ′ (with infinite cyclic quotient), from which we
conclude that Γ is not just-infinite; indeed K ′ is normal in Γ and Γ/K ′ ∼= Z2⋊
(−1 1
−1 0
)
is infinite. 
Proposition 7.23. The subgroup K of Γ is torsion-free; thus Γ is virtually torsion-free.
Proof. For 1 6= g ∈ K, let |g|t, the t-length of g, denote the minimal number of t±1’s required
to write g as a word over the alphabet {a±1, t±1}. We will show by induction on |g|t that g is of
infinite order.
First, if |g|t = 1, i.e., g ∈ {x±1, y±1}, we conclude from (x3)ψ = (∗, ∗, x) and (y3)ψ = (∗, ∗, y)
that g is of infinite order.
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Suppose now that |g|t > 1, and g ∈ StΓ(Ln) \ StΓ(Ln+1). Then there is some sequence σ of
length n that is fixed by g and such that g|σ 6∈ H . By Lemma 7.1, g|σ ∈ K, so it suffices to show
that all g ∈ K \H are of infinite order.
Such a g can be written as (u, v, w)ψ−1z for some (u, v, w) ∈ (K ∩H)ψ and z ∈ {x±1, y±1}; by
symmetry let us suppose z = x. Then g3 = (uavawt, vawtua, wtuava)ψ−1 = (g0, g1, g2)ψ−1, say.
For any i, we have |gi|t ≤ |g|t, because all the components of (x)ψ and (y)ψ have t-length ≤ 1. We
distinguish three cases:
(1) gi = 1 for some i. Then consider the image gi of gi in Γ/Γ
′
. By Lemma 7.1, wvu ∈ G′, so
gi = 1 = a2t. But this is a contradiction, because Γ/Γ
′
is elementary abelian of order 9,
generated by the independent images a and t.
(2) 0 < |gi|t < |g|t for some i. Then by induction gi is of infinite order, so g3 too, and g too.
(3) |gi|t = |g|t for all i. We repeat the argument with gi substituted for g. As there are finitely
many elements h with |h|t = |g|t, we will eventually reach either an element of shorter
length or an element already considered. In the latter case we obtain a relation of the form
(g3
n
)ψn = (. . . , g, . . . ) from which g is seen to be of infinite order.

Proposition 7.24. The finite quotients Γn = Γ/ StΓ(Ln) of Γ have order 3
1
4 (3
n+2n+3) for n ≥ 2,
and 3
1
2 (3
n−1) for n ≤ 2.
Proof. Define the following family of two-generated finite abelian groups:
An =
{
〈x, y|x3n/2 , y3n/2, [x, y]〉 if n ≡ 0[2],
〈x, y|x3(n+1)/2 , y3(n+1)/2 , (xy−1)3(n−1)/2 , [x, y]〉 if n ≡ 1[2].
First suppose n ≥ 2; Consider the diagram of groups described above, and quotient all the groups
by StΓ(Ln). Then the quotient K/K ′ is isomorphic to An, generated by x and y, and the quotient
K ′/Γ
′′
is isomorphic to An−1, generated by [x, y] and [x, y]t. As |An| = 3n, the index of K ′n in Γn
is 3n+1 and the index of Γ
′′
n is 3
2n. Then as Γ
′′
n
∼= K3n−1 and |Γ
′′
2 | = 1 we deduce by induction that
|Γ′′n| = 3
1
4 (3
n−6n+3) and |K ′n| = 3
1
4 (3
n−2n−1), from which |Γn| = 32n + |Γ′′n| = 3
1
4 (3
n+2n+3) follows.
For n ≤ 2 we have Γn = Aut(T )n = Z/3 ≀ · · · ≀ Z/3. 
Corollary 7.25. The closure of Γ in Aut(T ) has Hausdorff dimension 1/2.
Proposition 7.26. We have exact sequences
1→ K ′ ×K ′ ×K ′ → (H)ψ → Z4 ⋊ Z/3Z→ 1,
1→ K ′ ×K ′ ×K ′ → (K ′)ψ → Z2 → 1.
7.7. The structure of Γ
Recall that Γ is the group acting on the ternary tree, generated by the rooted automorphism
a = ((1, 2, 3)) and the directed automorphism t satisfying (t)ψ = (a, a−1, t). Write H = St
Γ
(L1).
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Proposition 7.27. We have the following diagram of normal subgroups:
Γ
H = St
Γ
(L1)
Γ
′
= [G,H ]
γ3(Γ) = Γ
3
= St
Γ
(L2)
H ′ = (Γ
′ × Γ′ × Γ′)ψ−1
〈a| a3〉
〈t| t3〉
[a,t]
(at)3
where the quotients are represented next to the arrows; all edges represent normal inclusions of index
3.
Proposition 7.28. Γ is a just-infinite fractal group, and is a regular branch group over Γ
′
.
Proposition 7.29. Γ
′ ≥ St
Γ
(L2), so Γ has the congruence property.
CHAPTER 8
Central Series, Finiteness of Width and Associated Lie
Algebras
In this chapter we study the lower central, lower p-central, and dimension series of basic examples
of branch groups, and describe the associated Lie algebras. This chapter is very much connected to
the previous one.
We exhibit two branch groups of finite width: G and Γ, and describe the “Lie graph” of their
associated Lie algebras. We show that the Gupta-Sidki 3-group has unbounded width, and its Lie
algebra has growth of degree nlog 3/ log(1+
√
2)−1; we also describe its Lie graph.
For all regular branch groups, the corresponding Lie algebras have polynomial growth (usually
of non-integral degree), see Theorem 8.9. The technique used below, described in [Bar00c], is an
extension of the methods of [BG00a].
We start by recalling the famous construction, due to Wilhelm Magnus [Mag40].
8.1. N-series
Definition 8.1. Let G be a group. An N -series is series {Gn} of normal subgroups with G1 = G,
Gn+1 ≤ Gn and [Gm, Gn] ≤ Gm+n for all m,n ≥ 1. The associated Lie ring is
L(G) =
∞⊕
n=1
Ln,
with Ln = Gn/Gn+1 and the bracket operation Ln ⊗ Lm → Lm+n induced by commutation in G.
For p a prime, an Np-series is an N -series {Gn} such that 0p(Gn) ≤ Gpn, and the associated
Lie ring is a restricted Lie algebra over Fp [Jac41],
LFp(G) =
∞⊕
n=1
Ln,
with the Frobenius operation Ln → Lpn induced by raising to the power p in G. (Recall the definition
of 0d(G) from Section 7.2.)
The standard example of N -series is the lower central series , {γn(G)}∞n=1, given by γ1(G) = G
and
γn(G) = [G, γn−1(G)], or the lower p-central series or Frattini series given by P1(G) = G and
Pn(G) = [G,Pn−1(G)]0p(Pn−1(G)). It differs from the lower central series in that its successive
quotients are all elementary p-groups.
The standard example ofNp-series is the dimension series , also known as the Zassenhaus [Zas40],
Jennings [Jen41], Lazard [Laz53] or Brauer series, given byG1 = G and Gn = [G,Gn−1]0p(G⌈n/p⌉),
where ⌈n/p⌉ is the least integer greater than or equal to n/p. It can alternately be described, by a
result of Lazard [Laz53], as
Gn =
∏
i·pj≥n
0pj (γi(G)),
or as
Gn = {g ∈ G| g − 1 ∈ ∆n},
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where ∆ is the augmentation (or fundamental) ideal of the group algebra FpG. Note that this last
definition extends to characteristic 0, giving a graded Lie algebra LQ(G) over Q. In that case, the
subgroup Gn is the isolator of γn(G):
Gn =
√
γn(G) = {g ∈ G| 〈g〉 ∩ γn(G) 6= {1}}.
We mention finally for completeness another Np-series, the Lie dimension series Ln(G) defined
by
Ln(G) = {g ∈ G| g − 1 ∈ ∆(n)},
where ∆(n) is the n-th Lie power of ∆ < kG, given by ∆(1) = ∆ and ∆(n) = [∆(n),∆] =
{xy − yx|x ∈ ∆(n), y ∈ ∆}. It is then known [PS75] that
Ln(G) =
∏
(i−1)·pj≥n
0pj (γi(G))
if k is of characteristic p, and
Ln(G) =
√
γn(G) ∩ [G,G]
if k is of characteristic 0.
Definition 8.2. An N -series {Gn} has finite width if there is a uniform constant W such that
ln := rankGn/Gn+1 ≤ W holds for all n, where rankA is the minimal number of generators of the
abelian group A. A group has finite width if its lower central series has finite width — this definition
comes from [KLP97].
The following result is well-known, and shows that sometimes the Lie ring L(G) is actually a
Lie algebra over Fp.
Lemma 8.3. Let G be a group generated by a set S. Let L(G) be the Lie ring associated to the
lower central series.
(1) If S is finite, then Ln is a finite-rank Z-module for all n.
(2) If there is a prime p such that all generators s ∈ S have order p, then the Lie algebra
associated to the lower p-central series coincides with L. As a consequence, Ln is a vector
space over Fp for all n.
We return to the lower p-central series of G. Consider the graded algebra
FpG =
⊕
n∈N
∆n/∆n+1.
A fundamental result connecting LFp(G) and FpG is the
Proposition 8.4 (Quillen [Qui68]). FpG is the enveloping p-algebra of LFp(G).
The Poincare´-Birkhoff-Witt Theorem then gives a basis of FpG consisting of monomials over a
basis of LFp(G), with exponents at most p− 1. As a consequence, we have the
Proposition 8.5 (Jennings [Jen41]). Let G be a group, and let
∑
n≥1 ln~
n be the Hilbert-
Poincare´ series of LFp(G). Then
growth(FpG) =
∞∏
n=1
(
1− ~pn
1− ~n
)ln
.
As a consequence, we have the following proposition, firstly observed by Bereznii (for a proof
see [Pet99] and [BG00a]:
Proposition 8.6. Let G be a group and expand the power series growth(LFp(G)) =
∑
n≥1 ln~
n
and growth(FpG) =
∑
n≥0 fn~
n. Then
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(1) {fn} grows exponentially if and only if {ln} does, and we have
lim sup
n→∞
ln ln
n
= lim sup
n→∞
ln fn
n
.
(2) If ln ∼ nd, then fn ∼ en(d+1)/(d+2) .
Finally, we recall a connection between the growth of G and that of FpG:
Proposition 8.7 ([BG00a], Lemma 2.5). Let G be a group generated by a finite set S. Then
growth(G)
1− ~ ≥
growth(FpG)
1− ~ ,
the inequality being valid coefficient-wise.
The following result exhibits a “gap in the spectrum” of growth, for residually-p groups:
Corollary 8.8 ([Gri89, BG00a]). Let G be a residually-p group for some prime p. Then the
growth of G is either polynomial, in case G is virtually nilpotent, or is at least e
√
n.
8.2. Lie algebras of branch groups
Our main purpose, in this section, is to illustrate the following result by examples:
Theorem 8.9. Let G be a finitely generated regular branch group and LG the Lie ring associated
to its lower central series. Then growth(LG) has polynomial growth (not necessarily of integer
degree).
Its proof relies on branch portraits, introduced in Section 1.4.
Sketch of proof. Let G be regular branch over K. The Lie algebra of G is isomorphic to
that of G, so we consider the latter. For each n ∈ N, consider the set of branch portraits associated
to γn(G). Since K has finite index, it suffices to consider only the γn(G) ≤ K. Let n(ℓ) be minimal
such that the branch portraits of γn(ℓ)(G) are trivial in their first ℓ levels. It suffices to show that
this function is exponential. Consider the portraits of γn(G), for n(ℓ) ≤ n ≤ n(ℓ+1). For n close to
n(ℓ), there will be all portraits that are trivial except in a subtree at level ℓ. Then for larger n there
will be, using commutation with a generator that is nontrivial at the root vertex, portraits trivial
except in two subtrees, where they have labels P and P−1 respectively. As n becomes larger and
larger, the only remaining portraits will be those whose labels in all subtrees at level ℓ are identical.
This passage from one level to the next is exponential. 
We obtain an explicit description of the lower central series in several cases, and show:
• For the first Grigorchuk groupG, the Grigorchuk supergroup G˜ and the Fabrykowski-Gupta
group Γ, the Lie algebras L and LFp have finite width.
• For the Gupta-Sidki group Γ, the Lie algebras L and LFp have polynomial growth of degree
d = log 3/ log(1 +
√
2)− 1.
The first result obtained in that direction is due to Alexander Rozhkov. He proved in [Roz96]
that for the first Grigorchuk group G one has
rankγn(G)/γn+1(G) =

3 if n = 1,
2 if n = 2m + 1 + r, with 0 ≤ r < 2m−1,
1 if n = 2m + 1 + r, with 2m−1 ≤ r < 2m.
However, the Lie algebra structure contained in an N -series {Gn} is much richer than the series
{rankGn/Gn+1}, and we will give a fuller description of the γn(G) below.
All our examples will satisfy the following conditions:
(1) G is finitely generated by a set S;
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(2) there is a prime p such that all s ∈ S have order p.
It then follows from Lemma 8.3 that γn(G)/γn+1(G) is a finite-dimensional vector space over Fp,
and therefore that L(G) is a Lie algebra over Fp that is finite at each dimension. Clearly the same
property holds for the restricted algebra LFp(G).
We describe such Lie algebras as oriented labelled graphs, in the following notation:
Definition 8.10. Let L = ⊕n≥1 Ln be a graded Lie algebra over Fp, and choose a basis Bn
and a scalar product 〈|〉 of Ln for all n ≥ 1.
The Lie graph associated to these choices is an abstract graph. Its vertex set is
⋃
n≥1Bn, and
each vertex x ∈ Bn has a degree, n = deg x. Its edges are labelled as αx, with x ∈ B1 and α ∈ Fp,
and may only connect a vertex of degree n to a vertex of degree n+ 1. For all x ∈ B1, y ∈ Bn and
z ∈ Bn+1, there is an edge labelled 〈[x, y]|z〉x from y to z.
If L is a restricted algebra of Fp, there are additional edges from vertices of degree n to vertices
of degree pn. For all x ∈ Bn and y ∈ Bpn, there is an edge labelled 〈xp|y〉 · p from x to y.
Edges labelled 0x are naturally omitted, and edges labelled 1x are simply written x.
There is some analogy between this definition and that of a Cayley graph — this topic will be
developed in Section 10.3. The generators (in the Cayley sense) are simply chosen to be the ad(x)
with x running through B1, a basis of G/[G,G].
As an example of Lie graph, let G be the infinite dihedral group D∞ = 〈a, b| a2, b2〉. Then
γn(G) = 〈(ab)2n−1〉 for all n ≥ 2, and its Lie ring is again a Lie algebra over F2, with Lie graph
a
(ab)2 (ab)4 (ab)8
b
'
'
'
)
b
w
a,b
w
a,b a,b
[
[
[
℄
a
Note that the lower 2-central series of G is different: we have G2n = G2n+1 = · · · = G2n+1−1 =
γn+1(G), so the Lie graph of LF2(G) is
a
(ab)2 (ab)4 (ab)8
b
[
[℄b
w
·2
w
·2 ·2

a
We shall also need the following notation: let G be a regular branch group over K, embedded
in G ≀ (Z/mZ). For all i ∈ N and all g ∈ G define the maps
i(g) = ad((1, . . . ,m))i(g, 1, . . . , 1) =
(
g(
i
0), g−(
i
1), . . . , g(−1)
m−1( im−1)
)
;
concretely, for m = 2 one has
0(g) = (g, 1), 1(g) = (g, g)
and for m = 3 one has
0(g) = (g, 1, 1), 1(g) = (g, g−1, 1), 2(g) = (g, g−2, g) ≡ (g, g, g) mod 03(G).
When m is prime, one clearly has i(g) = 0 for all i ≥ m, and if g ∈ K then i(g) ∈ K for all
i ∈ {0, 1, . . . , d− 1}.
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8.2.1. The group G. We give an explicit description of the Lie algebra of G, and compute its
Hilbert-Poincare´ series. These results were obtained in [BG00a].
Set x = (ab)2. Then G is branch over K = 〈x〉G, and K/(K ×K) is cyclic of order 4, generated
by x.
Extend the generating set of G to a formal set S =
{
a, b, c, d, { bc }, { cd }, { db }
}
, whose meaning
shall be made clear later. Define the transformation σ on words in S∗ by
σ(a) = a{ bc }a, σ(b) = d, σ(c) = b, σ(d) = c,
extended to subsets by σ{ xy } = { σxσy }. Note that for any fixed g ∈ G, all elements h ∈ StG(1)
such that ψ(h) = (g, ∗) are obtained by picking a letter from each set in σ(g). This motivates the
definition of S.
Theorem 8.11. Consider the following Lie graph: its vertices are the symbols X(x) and X(x2),
for words X ∈ {0, 1}∗. Their degrees are given by
degX1 . . . Xn(x) = 1 +
n∑
i=1
Xi2
i−1 + 2n,
degX1 . . . Xn(x
2) = 1 +
n∑
i=1
Xi2
i−1 + 2n+1.
There are four additional vertices: a, b, d of degree 1, and [a, d] of degree 2.
Define the arrows as follows: an arrow labelled { xy } stands for two arrows, labelled x and y,
and the arrows labelled c are there to expose the symmetry of the graph (indeed c = bd is not in our
chosen basis of G/[G,G]):
a x a [a, d]
b x d [a, d]
x x2 x 0(x)
[a, d] 0(x) 0∗ 1∗
1n(x) 0n+1(x) 1n(x) 0n(x2)
1n0∗ 0n1 ∗ if n ≥ 1.
w
b,c
w
c,d
w
a
w
a
w
a,b,c
w
c,d
w
b,c
w
a
w
σn{ cd }
w
σn{ b
d
}
w
σn{ cd }
Then the resulting graph is the Lie graph of L(G). A slight modification gives the Lie graph of
LF2(G): the degree of X1 . . . Xn(x2) is 2 degX1 . . .Xn(x); and the square maps are given by
X(x)
·2−→ X(x2),
1n(x2)
·2−→ 1n+1(x2).
The subgraph spanned by a, t, the X1 . . . Xi(x) for i ≤ n− 2 and the X1 . . . Xi(x2) for i ≤ n− 4
is the Lie graph associated to the finite quotient G/ StG(n).
Proof. The proof proceeds by induction on length of words, or, what amounts to the same, on
depth in the lower central series.
First, the assertion is checked “manually” up to degree 3. The details of the computations are
the same as in [BG00a].
We claim that for all words X,Y with degY (x) > degX(x) we have Y (x) ∈ 〈X(x)〉G, and
similarly Y (x2) ∈ 〈X(x2)〉G. The claim is verified by induction on degX .
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Figure 8.1. The beginning of the Lie graphs of L(G) (top) and LF2(G) (below).
We then claim that for any non-empty word X , either ad(a)X(∗) = 0 (if X starts by “1”) or
ad(v)X(∗) = 0 for v ∈ {b, c, d} (if X starts by “0”). Again this holds by induction.
We then prove that the arrows are as described above. For instance, for the last one,
ad(σn{ cd })1n0∗ =

(
ad(σn{ db })1n−10∗, ad({ a1 })1n−10 ∗
)
= 0ad(σn−1{ cd })1n−10∗ = 0n1∗ if n ≥ 2,
(ad({ bc })0∗, ad(a)0∗) = 01∗ if n = 1.
Finally we check that the degrees of all basis elements are as claimed. Fix a word X(∗), and
consider the largest n such that X(∗) ∈ γn(G). Thus there is a sequence of n − 1 arrows leading
from the left of the Lie graph of L(G) to X(∗), and no longer sequence, so degX(∗) = n.
The modification giving the Lie graph of LF2(G) is justified by the fact that in L(G) we always
have degX(x2) ≤ 2 degX(x), so the elementX(x2) appears always last as the image ofX(x) through
the square map. The degrees are modified accordingly. Now X(x2) = X1(x2), and 2 degX1(x) ≥
4 degX(x), with equality only when X = 1n. This gives an additional square map from 1n(x2) to
1n+1(x2), and requires no adjustment of the degrees. 
Corollary 8.12. Define the polynomials
Q2 = −1− ~,
Q3 = ~+ ~
2 + ~3,
Qn(~) = (1 + ~)Qn−1(~2) + ~+ ~2 for n ≥ 4.
Then Qn is a polynomial of degree 2
n−1 − 1, and the first 2n−3 − 1 coefficients of Qn and Qn+1
coincide. The term-wise limit Q∞ = limn→∞Qn therefore exists.
The Hilbert-Poincare´ series of L(G/ StG(n)) is 3~+ ~2 + ~Qn, and the Hilbert-Poincare´ series
of L(G) is 3~+ ~2 + ~Q∞.
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The Hilbert-Poincare´ series of LF2(G) is 3 + 2~+~
2
1−~2 .
As a consequence, G/ StG(n) is nilpotent of class 2
n−1, and G has finite width.
8.2.2. The group Γ. We give here an explicit description of the Lie algebra of Γ, and compute
its Hilbert-Poincare´ series.
Theorem 8.13 ([Bar00c]). In Γ write c = [a, t] and u = [a, c] ≡ 2(at). For words X =
X1 . . . Xn with Xi ∈ {0, 1, 2} define symbols X1 . . .Xn(c) (representing elements of Γ) by
i0(c) = i0(c)/i(u),
i2m+11n(c) = i
(
2m+11n(c) · 01m0n(u)(−1)n),
and iX(c) = iX(c) for all other X.
Consider the following Lie graph: its vertices are the symbols X(c) and X(u). Their degrees are
given by
degX1 . . .Xn(c) = 1 +
n∑
i=1
Xi3
i−1 +
1
2
(3n + 1),
degX1 . . . Xn(u) = 1 +
n∑
i=1
Xi3
i−1 + (3n + 1).
There are two additional vertices, labelled a and t, of degree 1.
Define the arrows as follows, for all n ≥ 1:
a c t c
c 0(c) c u
u 1(c) 2n(c) 0n+1(c)
0∗ 1∗ 1∗ 2∗
2n0∗ 0n1∗ 2n1∗ 0n2∗
X1 . . .Xn(c) (X1 − 1) . . . (Xn − 1)(u)
w
−t
w
a
w
−t
w
a
w
−t
w
−t
w
a
w
a
w
t
w
t
w
−(−1)
∑
Xi t
Then the resulting graph is the Lie graph of L(Γ).
The subgraph spanned by a, t, the X1 . . . Xi(c) for i ≤ n− 2 and the X1 . . .Xi(u) for i ≤ n− 3
is the Lie graph associated to the finite quotient Γ/ StΓ(n).
Corollary 8.14. Define the integers αn =
1
2 (5 · 3n−2 + 1), and the polynomials
Q2 = 1,
Q3 = 1 + 2~+ ~
2 + ~3 + ~4 + ~5 + ~6,
Qn(~) = (1 + ~+ ~
2)Qn−1(~3) + ~+ ~αn−2 for n ≥ 4.
Then Qn is a polynomial of degree αn−2, and the first 3n−2+1 coefficients of Qn and Qn+1 coincide.
The term-wise limit Q∞ = limn→∞Qn therefore exists.
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t u 0(u) 2(u) 00(u) 20(u) 11(u) 02(u) 22(u)
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Figure 8.2. The beginning of the Lie graph of L(Γ). The generator ad(t) is shown
by plain/blue arrows, and the generator ad(a) is shown by dotted/red arrows.
The Hilbert-Poincare´ series of L(Γ/ StΓ(n)) is 2~ + ~2Qn, and the Hilbert-Poincare´ series of
L(Γ) is 2~+ ~2Q∞.
As a consequence, Γ/ StΓ(n) is nilpotent of class αn, and Γ has finite width.
In quite the same way as for Γ, we may improve the general result Γ(k) ≤ γ2k(Γ):
Theorem 8.15. The derived series of Γ satisfies Γ′ = γ2(Γ) and Γ(k) = γ5(Γ)×3
k−2
for k ≥ 2.
We have for all k ∈ N
Γ(k) ≤ γ2+3k−1(Γ).
Theorem 8.16. Keep the notations of Theorem 8.13. Define now furthermore symbols X1 . . . Xn(u)
(representing elements of Γ) by
2n(u) = 2n(u) · 2n−10(c) · 2n−201(c) · · · 201n−2(c),
and X(u) = X(u) for all other X.
Consider the following Lie graph: its vertices are the symbols X(c) and X(u). Their degrees are
given by
degX1 . . . Xn(c) = 1 +
n∑
i=1
Xi3
i−1 +
1
2
(3n + 1),
deg 2n(u) = 3n+1,
degX1 . . . Xn(u) = max{1 +
n∑
i=1
Xi3
i−1 + (3n + 1),
1
2
(9− 3n) + 3
n∑
i=1
Xi3
i−1}.
There are two additional vertices, labelled a and t, of degree 1.
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Define the arrows as follows, for all n ≥ 1:
a c t c
c 0(c) c u
u 1(c) 2n(c) 0n+1(c)
0∗ 1∗ 1∗ 2∗
2n0∗ 0n1∗ 2n1∗ 0n2∗
X1 . . . Xn(c) (X1 − 1) . . . (Xn − 1)(u)
c 00(c) 2n(u) 2n+1(u)
∗0(c) ∗2(u) if 3 deg ∗0(c) = deg ∗2(u)
w
−t
w
a
w
−t
w
a
w
−t
w
−t
w
a
w
a
w
t
w
t
w
−(−1)
∑
Xi t
w
·3
w
·3
w
·3
Then the resulting graph is the Lie graph of LF3(Γ).
The subgraph spanned by a, t, the X1 . . . Xi(c) for i ≤ n− 2 and the X1 . . .Xi(u) for i ≤ n− 3
is the Lie graph of the Lie algebra LF3(Γ/ StΓ(n)).
As a consequence, the dimension series of Γ/ StΓ(n) has length 3
n−1 (the degree of 2n(u)), and
Γ has finite width.
8.2.3. The group Γ. We give here an explicit description of the Lie algebra of Γ, and compute
its Hilbert-Poincare´ series.
Introduce the following sequence of integers:
α1 = 1, α2 = 2, αn = 2αn−1 + αn−2 for n ≥ 3,
and βn =
∑n
i=1 αi. One has
αn =
1
2
√
2
(
(1 +
√
2)n − (1−
√
2)n
)
,
βn =
1
4
(
(1 +
√
2)n+1 + (1−
√
2)n+1 − 2
)
.
The first few values are
n 1 2 3 4 5 6 7 8
αn 1 2 5 12 29 70 169 398
βn 1 3 8 20 49 119 288 686
Theorem 8.17 ([Bar00c]). In Γ write c = [a, t] and u = [a, c] = 2(t). Consider the following
Lie graph: its vertices are the symbols X1 . . . Xn(x) with Xi ∈ {0, 1, 2} and x ∈ {c, u}. Their degrees
are given by
degX1 . . . Xn(c) = 1 +
n∑
i=1
Xiαi + αn+1,
degX1 . . .Xn(u) = 1 +
n∑
i=1
Xiαi + 2αn+1.
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There are two additional vertices, labelled a and t, of degree 1.
Define the arrows as follows:
a c c 0(c)
t c c u
u 1(c)
0∗ 1∗ 1∗ 2∗
2∗ 0# whenever ∗ t−→#
2(c) 1(u) 1(c) 0(u)
10∗ 01∗ 11∗ 02∗
20∗ 11∗ 21∗ 12∗
w
−t
w
t
w
a
w
a
w
t
w
a
w
a
w
t
w
t
w
−t
w
−t
w
−t
w
t
w
t
(Note that these last 3 lines can be replaced by the rules 2∗ t−→1# and 1∗ −t−→0# for all arrows
∗ a−→#.)
Then the resulting graph is the Lie graph of L(Γ). It is also the Lie graph of LF3(Γ), with the
only non-trivial cube maps given by
2n(c)
·3−→ 2n00(c), 2n(c) ·3−→ 2n1(u).
The subgraph spanned by a, t, the X1 . . . Xi(c) for i ≤ n− 2 and the X1 . . .Xi(u) for i ≤ n− 3
is the Lie graph associated to the finite quotient Γ/ St
Γ
(n).
Corollary 8.18. Define the following polynomials:
Q1 = 0,
Q2 = ~+ ~
2,
Q3 = ~+ ~
2 + 2~3 + ~4 + ~5,
Qn = (1 + ~
αn−αn−1)Qn−1 + ~αn−1(~−αn−2 + 1 + ~αn−2)Qn−2 for n ≥ 3.
Then Qn is a polynomial of degree αn, and the polynomials Qn and Qn+1 coincide on their first
2αn−1 terms. The coefficient-wise limit Q∞ = limn→∞Qn therefore exists.
The largest coefficient in Q2n+1 is 2
n, at position 12 (α2n+1 + 1), so the coefficients of Q∞ are
unbounded. The integers k such that ~k has coefficient 1 in Q∞ are precisely the βn + 1.
The Hilbert-Poincare´ series of L(Γ/ St
Γ
(n)) is ~+Qn, and the Hilbert-Poincare´ series of L(Γ)
is ~+Q∞. The same holds for the Lie algebra LF3(Γ/ StΓ(n)) and LF3(Γ).
As a consequence, Γ/ St
Γ
(n) is nilpotent of class αn, and Γ does not have finite width.
We note as an immediate consequence that
[Γ : γβn+1(Γ)] = 3
1
2 (3
n+1),
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1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
200(c) 020(c) 220(c)
100(c) 110(c) 120(c) 011(c)
000(c) 010(c) 210(c) 101(c) 111(c)
00(c) 20(c) 02(c) 22(c) 001(c) 201(c)
a 0(c) 2(c) 10(c) 11(c) 12(c) 01(u) 21(u) 22(u)
c 1(c) 1(u) 01(c) 21(c) 10(u) 11(u) 12(u)
t u 0(u) 2(u) 00(u) 20(u) 02(u)
2 1 2 1 2 2 2 2 1 2 2 2 3 2 4 2 3 2 2 2 1
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Figure 8.3. The beginning of the Lie graph of L(Γ). The generator ad(t) is shown
by plain/blue arrows, and the generator ad(a) is shown by dotted/red arrows.
so that the asymptotic growth of ln = dim(γn(Γ)/γn+1(Γ)) is polynomial of degree d = log 3/ log(1+√
2)− 1, meaning that d is minimal such that
lim sup
n→∞
∑n
i=1 li∑n
i=1 i
d
<∞.
We then have by Proposition 8.6 the
Corollary 8.19. The growth of Γ is at least en
log 3
log(1+
√
2)+log 3 ∼= en0.554 .
We may also improve the general result Γ
(k) ≤ γ2k(Γ) to the following
Theorem 8.20. For all k ∈ N we have
Γ
(k) ≤ γαk+1(Γ).
8.3. Subgroup growth
For a finitely generated groupG, its subgroup growth function is an(G) = |{H ≤ G| [G : H ] = n}|,
and its normal subgroup growth is the function bn(G) = |{N ⊳ G| [G : N ] = n}|. Building on their
earlier papers [Seg86a, Seg86b, GSS88, MS90, LM91] Alex Lubotzky, Avinoam Mann and Dan
Segal obtained in [LMS93] a characterization of finitely generated groups with polynomial subgroup
growth. Namely, the finitely generated groups of polynomial subgroup growth are precisely the vir-
tually solvable groups of finite rank. For a well written survey refer to [Lub95b].
Since an and bn only count finite-index subgroups, it is especially interesting to estimate the
subgroup growth of just-infinite groups, and branch groups appear naturally in this context. A
recent result lends support to that view:
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Theorem 8.21 ([Seg01]). Let f : N → R≥0 be non-decreasing and such that log(f(n))/ log(n)
is unbounded as n → ∞. Then there exists a 4-generator branch (spinal) group G whose subgroup
growth is not polynomial, but satisfies
an(G) - n
f(n).
In order to prove the above theorem Dan Segal uses the construction described in Subsection 1.6.7
with Ai = PSL(2, pi), i ∈ N, as rooted subgroups and the action is the natural doubly transitive
action of PSL(2, pi) on a set of pi+1 elements. The subgroup growth function can be made slow by
a choice of a sequence of primes (pi)i∈N that grows quickly enough. In addition, Dan Segal shows
that there exists a continuous range of possible “slow” subgroup growths.
CHAPTER 9
Representation Theory of Branch Groups
This chapter deals with the representation theory of branch groups and of their finite quotients
over vector spaces of finite dimension and over Hilbert spaces. For infinite discrete groups the theory
of infinite-dimensional unitary representations is a quite a difficult subject. Fortunately, for branch
groups the situation is easier to handle, and we produce several results, all taken from [BG00b],
confirming this.
The study of unitary representations of profinite branch groups is of great importance and
is motivated from several directions. For just-infinite branch groups it is equivalent to the study
of irreducible representations of finite quotients G/ StG(Ln). The first step in this direction is to
consider the quasi-regular representations ρG/Pn , where Pn is the stabilizer of a point of level n, and
this will be done below, again following [BG00b]. Another direction is the study of representations
of all 3 types of groups (discrete branch p-groups, branch pro-p-groups, and their finite quotients)
in vector spaces over the finite field Fp. This last study was initiated by Donald Passman and Will
Temple in [PT96].
The spectral properties of the quasi-regular representations ρG/P will be described in Chapter 11.
We introduce the following notion:
Definition 9.1. Let G be a group, and k an algebraically closed field. We define FG(n) ∈
N ∪ {∞} as the number of irreducible representations of degree at most n of G over k. Similarly,
fG(n) denotes the number of such representations of degree exactly n.
Therefore, fG(n) is the growth function of the representation ring of G over k, whose degree-n
component is generated by kG-modules of dimension n, and whose addition and multiplication are
⊕ and ⊗.
First, we remark that if G is finitely generated, k is algebraically closed, and G does not have
any char(k)-torsion, then FG(n) is finite for all n. This follows from a theorem of Weil (see [Far87]).
We assume these conditions are satisfied by G.
If H is a finite-index subgroup of G, we have FG ∼ FH , as shown in [PT96].
The first lower bound on F (n) appears in a paper by Donald Passman and Will Temple [PT96],
where it was stated for the Gupta-Sidki p-groups. We improve slightly the result:
Theorem 9.2 ([PT96]). Let G be a finitely-generated m-regular branch group over K, and
consider its representations over any field k. Then
FG % n
(m−1) log[ψ(K):Km][K:K′]−1.
The proof given in [PT96] extends easily to all regular branch groups. We note that this result
is obtained by considering all possible inductions of degree-1 representations from K up to G; it may
well be that the function FG grows significantly faster than claimed, and the whole representation
theory of (K)ψ/Km should be taken into account.
As a consequence, we obtain:
• FG % n2, since [K : K ′] = 64 and [(K)ψ : K2] = 4;
• FΓ % n3, since [Γ′ : Γ′′] = 81 and [(Γ′)ψ : (Γ′)2] = 9;
• F
Γ
% n3, for the same reason;
• for the Gupta-Sidki p-groups Gp of Subsection 1.6.3, the general result FGp % np−2.
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Note that since these groups are just-infinite, non-faithful representations in vector spaces must
factor through a finite quotient; and since these groups are of intermediate growth, they cannot be
linear (by Tits’ alternative), so in fact all finite-dimensional representations factor through a finite
quotient of G, which may even be taken to be of the form Gn = G/ StG(Ln) if G has the congruence
subgroup property.
For concrete cases, like G and Γ, we may exhibit some unitary irreducible representations as
follows:
9.0.1. Quasi-regular representations. The representations we consider here are associated
to parabolic subgroups, i.e., stabilizers of an infinite ray in the tree (see Section 7.3).
For G a group acting on a tree and P a parabolic subgroup, we let ρG/P denote the quasi-regular
representation of G, acting by right-multiplication on the space ℓ2(G/P ). This representation is
infinite-dimensional, and a criterion for irreducibility, due to George Mackey, follows:
Definition 9.3. The commensurator of a subgroup H of G is
commG(H) = {g ∈ G|H ∩Hg is of finite index in H and Hg}.
Equivalently, letting H act on the left on the right cosets {gH},
commG(H) = {g ∈ G|H · (gH) and H · (g−1H) are finite orbits}.
Theorem 9.4 (Mackey [Mac76, BH97]). Let G be an infinite group and let P be any subgroup
of G. Then the quasi-regular representation ρG/P is irreducible if and only if commG(P ) = P .
The following results appear in [BG02]:
Theorem 9.5. If G is weakly branch, then commG(P ) = P , and therefore ρG/P is irreducible.
Note that the quasi-regular representations we consider are good approximants of the regular
representation, in the sense that ρG is a subrepresentation of
⊗
P parabolic ρG/P . We have a contin-
uum of parabolic subgroups Pe = StG(e), where e runs through the boundary of a tree, so we also
have a continuum of quasi-regular representations. If G is countable, there are uncountably many
non-equivalent representations, because among the uncountably many Pe only countably many are
conjugate. As a consequence,
Theorem 9.6. There are uncountably many non-equivalent representations of the form ρG/P ,
where P is a parabolic subgroup.
We now consider the finite-dimensional representations ρG/Pn , where Pn is the stabilizer of the
vertex at level n in the ray defining P . These are permutational representations on the sets G/Pn of
cardinality m1 . . .mn. The ρG/Pn are factors of the representation ρG/P . Noting that P =
⋂
n≥0 Pn,
it follows that
ρG/Pn ⇒ ρG/P ,
in the sense that for any non-trivial g ∈ G there is an n ∈ N with ρG/Pn(g) 6= 1.
We describe now the decomposition of the finite quasi-regular representations ρG/Pn . It turns
out that it is closely related to the orbit structure of Pn on G/Pn. We state the result for the
examples G, G˜,Γ,Γ,Γ:
Theorem 9.7 ([BG02]). ρG/Pn and ρG˜/Pn decompose as a direct sum of n + 1 irreducible
components, one of degree 2i for each i ∈ {1, . . . , n− 1} and two of degree 1.
ρΓ/Pn , ρΓ/Pn and ρΓ/Pn
decompose as a direct sum of 2n + 1 irreducible components, two of
degree 2i for each i ∈ {1, . . . , n− 1} and three of degree 1.
Part 4
Geometric and Analytic Aspects
CHAPTER 10
Growth
The notion of growth in finitely generated groups was introduced by Efremovich in [Efr53] and
Shvarts in [Sˇva55] in their study of Riemannian manifolds. The works of John Milnor in the late
sixties ([Mil68b, Mil68a]) contributed to the current reinforced interest in the topic. Before we
make brief historical remarks on the research made in connection to word growth in finitely generated
groups, let us introduce the necessary definitions. We concentrate solely on finitely generated infinite
groups.
Let S = {s1, . . . , sk} be a non-empty set of symbols. A weight function on S is any function
τ : S → R>0. Therefore, each symbol in S is assigned a positive weight. The weight of any word
over S is then defined by the extension of τ to a homomorphism, still written τ : S∗ → R≥0, defined
on the free monoid S∗ of words over S. Therefore, for any word over S we have
τ(si1si2 . . . siℓ) =
ℓ∑
j=1
τ(sij ).
Note that the empty word is the only word of weight 0. For any non-negative real number n there
are only finitely many words in S∗ of weight at most n.
Let G be an infinite group and ρ : S∗ ։ G a surjective monoid homomorphism. Therefore, G is
finitely generated and ρ(S) = {ρ(s1), . . . , ρ(sk)} generates G as a monoid. The weight of an element
g in G with respect to the triple (S, τ, ρ) is, by definition, the smallest weight of a word u in S∗ that
represents g, i.e., the smallest weight of a word in ρ−1(g). The weight of g with respect to (S, τ, ρ)
is denoted by ∂
(S,τ,ρ)
G (g).
For n a non-negative real number, the elements in G that have weight at most n with respect
to (S, τ, ρ) constitute the ball of radius n in G with respect to (S, τ, ρ), denoted by B
(S,τ,ρ)
G (n).
Let G act transitively on a set X on the right, and let x be an element of X . We define
B
(S,τ,ρ)
x,G = {xg| g ∈ B(S,τρ)G } to be the ball in X of radius n with center at x.
The number of elements in B
(S,τ,ρ)
x,G (n) is finite and we denote it by γ
(S,τ,ρ)
x,G (n). The function
γ
(S,τ,ρ)
x,G , defined on the non-negative real numbers, is called the growth function of X at x as a G-set
with respect to (S, τ, ρ).
The equivalence class of γ
(S,τ,ρ)
x,G under ∼ (recall the notation from the introduction) is called
the degree of growth of G and it does not depend on the (finite) set S, the weight function τ defined
on S, the homomorphism ρ, nor the choice of x.
Proposition 10.1 (Invariance of the growth function). If γ
(S,τ,ρ)
x,G and γ
(S′,τ ′,ρ′)
x′,G are two growth
functions of the group G, then they are equivalent with respect to ∼.
When we define a weight function on a group G we usually pick a finite generating subset of
G closed for inversion and not containing the identity, assign a weight function to those generating
elements and extend the weight function to the whole group G in a natural way, thus blurring the
distinction between a word over the generating set and the element in G represented by that word,
and completely avoiding the discussion of ρ.
A standard way to assign a weight function is to assign the weight 1 to each generator. In that
case we use the standard notation and terminology, i.e., we denote the weight of a word u by |u|
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and call it the length of u. In this setting, the length of the group element g is the distance from g
to the identity in the Cayley graph of the group with respect to the generating set S.
If we let G act on itself by right multiplication we see that the growth function of G just counts
the number of elements in the corresponding ball in G, i.e γ
(S,τ,ρ)
1,G (n) = |B(S,τ,ρ)G (n)|. Since the
degree of growth is an invariant of the group we are more interested in it than in the actual growth
function for a given generating set.
In the next few examples the weight 1 is assigned to the generating elements. If G = Z and
S = {1,−1} then γG(n) = 2n+ 1 ∼ n. More generally, if G is the free abelian group of rank k, we
have γG ∼ nk. If G is the free group of rank k ≥ 2 with the standard generating set together with
the inverses, then γG(n) =
k(2k−1)n−1
k−1 ∼ en. It is clear that the growth functions of groups on k
generators are bounded above by the growth function of the free group on k generators. Therefore,
the exponential degree of growth is the largest possible degree of growth.
For any finitely generated infinite group G, the following trichotomy exists: G is of
• polynomial growth if γG(n) - nd, for some d ∈ N;
• intermediate growth if nd  γG(n)  en, for all d ∈ N;
• exponential growth if en ∼ γG(n).
We say G is of subexponential growth if γG(n)  en and of superpolynomial growth if nd  γG(n) for
all d ∈ N.
By the results of John Milnor, Joseph Wolf and Brian Hartley (see [Mil68a] and [Wol68]),
solvable groups have exponential growth unless they are virtually nilpotent in which case the growth
is polynomial. There is a formula giving the degree of polynomial growth in terms of the lower central
series of G, due to Yves Guivarc’h and Hyman Bass [Gui70, Bas72]. Namely, if dj represents the
torsion-free rank of the j − th factor in the lower central series of the finitely generated nilpotent
group G, then the degree of growth of G is polynomial of degree
∑
jdj .
By the Tits’ alternative [Tit72], a finitely generated linear group is either virtually solvable or
it contains the free group of rank two. Therefore, the growth of a linear group must be exponential
or polynomial. In the same spirit, Ching Chou showed in [Cho80] that the growth of elementary
amenable groups must be either polynomial or exponential (recall that the class of elementary
amenable groups is the smallest class containing all finite and all abelian groups that is closed under
subgroups, homomorphic images, extensions and directed unions). Any non-elementary hyperbolic
group must have exponential growth ([GH90]).
A fundamental result of Mikhael Gromov [Gro81] states that every group of polynomial growth
is virtually nilpotent. The results of John Milnor, Joseph Wolf, Yves Guivarc’h, Hyman Bass and
Mikhael Gromov together imply that a group has a polynomial growth if and only if it is virtually
nilpotent, and in this case the growth function is equivalent to nd where d is the integer
∑
jdj , as
stated above.
We recall the definition of amenable group:
Definition 10.2. Let G be a group acting on a set X. This action is amenable in the sense of
von Neumann [vN29] if there exists a finitely additive measure µ on X, invariant under the action
of G, with µ(X) = 1.
A group G is amenable if its action on itself by right-multiplication is amenable.
The following criterion, due to Følner, can sometimes be used to show that a certain action is
amenable.
Theorem 10.3. Let G act transitively on a set X and let S be a generating set for G. The
action is amenable if and only if, for every positive real number λ there exists a finite set F such
that |F∆Fs| < λ|F |, for all s ∈ S, where ∆ denotes the symmetric difference.
Using the Følner’s criterion one can show that groups of subexponential growth are always
amenable.
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In [Mil68c] John Milnor asked the following question: ”Is the function γ(n) necessarily equiva-
lent either to a power of n or to the exponential function en?”. In other words, Milnor asked if the
growth is always polynomial or exponential.
The first examples of groups of intermediate growth were constructed by the second author
in [Gri80], and they are known as the first and the second Grigorchuk group. Both examples are
2-groups of intermediate growth and they are both amenable but not elementary. These examples
show that the answer to Milnor’s question is “no”. In the same time, these examples show that
there exist amenable but not elementary amenable groups, thus answering a question of Mahlon
Day from [Day57].
Other examples of groups of intermediate growth are Γ, see Section 7.5 and the first torsion-free
example from [Gri85a], which is based on the first Grigorchuk group G.
It was shown in [Gri84, Gri85a] that the Grigorchuk p-groups are of intermediate growth and
that there are uncountably large chains and antichains of growth functions associated with these
examples, which are all branch groups.
An important unanswered question in the theory of groups of intermediate growth is the exis-
tence of a group whose degree of growth is e
√
n. We remarked before that residually-p groups that
have degree of growth strictly below e
√
n must be virtually nilpotent, and therefore of polynomial
growth (see 8.8). The same conclusion holds for residually nilpotent groups (see [LM91]).
The historical remarks on the research on growth above are biased towards the existence and
development of examples of groups of intermediate growth. There is plenty of great research on
growth in group theory that is not concerned with this aspect. An excellent review of significant
results and a good bibliography can be found in [Har00] and [GH97].
Before we move on to more specific examples, we make an easy observation.
Proposition 10.4. No weakly branch group has polynomial growth, i.e. no weakly branch group
is virtually nilpotent.
10.1. Growth of G groups with finite directed part
We will concentrate on the case of G groups with finite directed part B. Note that all branching
indices, except maybe the first one, are bounded above by |B| since each homomorphic image
Aσrω = (B)ωr acts transitively on a set of mr+1 elements. Therefore, |B| ≥ |Aσrω| ≥ mr+1, for all
r. Let us denote, once and for all, the largest branching index by M and the smallest one by m.
All the estimates of word growth that we give in this and the following sections are done with
respect to the canonical generating set Sω = (Aω ∪Bω)− 1. As a shorthand, we use γω(n) instead
of γGω(n).
In order to express some of the results we use the notions of complete subsequence and r-
homogeneous and r-factorable sequence (see the remarks before Theorem 6.2). We recall that all
sequences in Ω̂, i.e. sequences that define G groups (see Definition 2.6), can be factored into finite
complete subsequences.
Theorem 10.5. All G groups with finite directed part have subexponential growth.
The following lemma is a direct generalization of [Gri85a, Lemma 1]. The proof is similar, but
adapted to our more general setting.
Lemma 10.6 (3/4-Shortening). Let ω be a sequence that starts with a complete sequence of length
r. Then the following inequality holds for every reduced word F representing an element in Stω(Lr):
|Lr(F )| ≤ 3
4
|F |+M r,
where |Lr(F )| represents the total length of the words on the level r of the r-level decomposition of
F .
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Proof. Define ξi to be the number of B-letters from Ki \ (Ki−1 ∪ · · · ∪K1) appearing in the
words at the level i − 1, and νi to be the number of simple reductions performed to get the words
Fj1...ji on the level i from their unreduced versions Fj1...ji .
A reduced word F of length n has at most (n + 1)/2 B-letters. Every B-letter in F that is in
K1 contributes one B-letter and no A-letters to the unreduced words F1, . . . , Fm1 . The B-letters in
F that are not in K1, and there are at most (n+1)/2− ξ1 such letters, contribute one B-letter and
one A-letter. Finally, the ν1 simple reductions reduce the number of letters on level 1 by at least ν1.
Therefore,
|L1(F )| ≤ 2((n+ 1)/2− ξ1) + ξ1 − ν1 = n+ 1− ξ1 − ν1.
In the same manner, each of the ξ2 B-letters on level 1 that is in K2\K1 contributes one B-letter
to the unreduced words on level 2. The other B-letters, and there are at most (|L1(F )|+M)/2− ξ2
of them, contribute at most 2 letters, so, after simple reductions, we have
|L2(F )| ≤ n+ 1 +M − ξ1 − ξ2 − ν1 − ν2.
Proceeding in the same manner, we obtain the estimate
|Lr(F )| ≤ n+ 1 +M + · · ·+M r−1 − ξ1 − ξ2 − · · · − ξr − ν1 − ν2 − · · · − νr. (20)
If ν1 + ν2 + · · ·+ νr ≥ n/4, the claim of the lemma immediately follows.
Let us therefore consider the case when
ν1 + ν2 + · · ·+ νr < n/4. (21)
For i = 0, . . . , r − 1, define |Li(F )|+ to be the number of B-letters from B \ (K1 ∪ · · · ∪ Ki)
appearing in the words at the level i. Clearly, |L0(F )|+ is the number of B-letters in F and
|L0(F )|+ ≥ n− 1
2
.
Going from the level 0 to the level 1, each B-letter contributes one B letter of the same type.
Therefore, the words F1, . . . , Fm1 from the first level before the reduction takes place have exactly
|L0(F )|+ − ξ1 letters that come from B −K1. Since we lose at most 2ν1 letters due to the simple
reductions, we obtain
|L1(F )|+ ≥ n− 1
2
− ξ1 − 2ν1.
Next, we go from level 1 to level 2. There are |L1(F )|+ B-letters on level 1 that come from
B \K1, so there are exactly |L1(F )|+−ξ2 B-letters from B \ (K1∪K2) in the words F11, . . . , Fm1m2 ,
and then we lose at most 2ν2 B-letters due to the simple reductions. We get
|L2(F )|+ ≥ n− 1
2
− ξ1 − ξ2 − 2ν1 − 2ν2,
and, by proceeding in a similar manner,
|Lr−1(F )|+ ≥ n− 1
2
− ξ1 − · · · − ξr−1 − 2ν1 − · · · − 2νr−1. (22)
Since ω1 . . . ωr is complete, we haveKr\(K1∪· · ·∪Kr−1) = B\(K1∪· · ·∪Kr−1) and ξr = |Lr−1(F )|+
so that the inequalities (20), (21) and (22) yield
|Lr(F )| ≤ n
2
+
1
2
+ 1 +M + · · ·+M r−1 + ν1 + · · ·+ νr−1 − νr,
which implies the claim. 
Now we can finish the proof of Theorem 10.5 using the approach used by the second author
in [Gri85a] (see also [Har00, Theorem VIII.61]). We use the following easy lemma, which follows
from the fact every subgroup of index L has a transversal whose representatives have length at most
L− 1 (use a Schreier transversal).
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Lemma 10.7. Let G be a group and H be a subgroup of finite index L in G. Let γ(n) denote the
growth function of G with respect to some finite generating set S and the standard length function
on S, and let β(n) denote the number of words of length at most n that are in H, i.e.
β(n) = |{g| g ∈ H, |g| ≤ n}| = |BSG(n) ∩H |.
Then
γ(n) ≤ Lβ(n+ L− 1).
Let
eω = lim
n→∞
n
√
γω(n)
denote the exponential growth rate of Gω. It is known that this rate is 1 if and only if the group in
question has subexponential growth. Therefore, all we need to show is that this rate is 1.
Proof of Theorem 10.5. For any ǫ > 0 there exists n0 such that
γω(n) ≤ (eω + ǫ)n,
for all n ≥ n0. If we denote Cω = γω(n0), we obtain
γω(n) ≤ Cω(eω + ǫ)n,
for all n. Note that Cω depends on ǫ.
Let ω start with a complete sequence of length r. Denote
βω(n) = |{g| g ∈ Stω(Lr), |g| ≤ n}|.
By Lemma 10.6 and the fact that ψr is an embedding we have
βω(n) ≤
∑
γσrω(n1)γσrω(n2) . . . γσrω(ns),
where s = m1 ·m2 · · · ·mr, and the summation is over all tuples (n1, . . . , ns) of non-negative integers
with n1 + n2 + · · ·+ ns ≤ 34n+M r. Let L be the index of Stω(Lr) in Gω . By the previous lemma
and the above discussions we have
γω(n) ≤ Lβω(n+ L− 1) ≤ LCsσrω
∑
(eσrω + ǫ)
n1+···+ns .
where the summation is over all tuples (n1, . . . , ns) of non-negative integers with n1 + · · · + ns ≤
3
4 (n + L − 1) +M r. The number of such tuples is polynomial P (n) in n (depending also on the
constants L, M and r). Therefore,
γω(n) ≤ LCsσrωP (n)(eσrω + ǫ)
3
4 (n+L−1)+Mr .
Taking the n-th root on both sides and the limit as n tends to infinity gives
eω ≤ (eσrω + ǫ) 34 ,
and since this inequality holds for all positive ǫ, we obtain
eω ≤ (eσrω) 34 .
Since the exponential growth rate eσtω is bounded above by |Aσtω|+ |Bσtω| − 1 ≤ 2|B| − 1, for all
t > 0, it follows that eω = 1 for all ω ∈ Ω̂. 
A general lower bound, tending to en when m → ∞, exists on the word growth, and holds for
all G groups:
Theorem 10.8. All G groups with finite directed part have superpolynomial growth. Moreover,
the growth of Gω satisfies
en
α
- γω(n),
where α = log(m)
log(m)−log 12
.
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A proof can be found in [BSˇ01] for the more special case that is considered there. Note that
α > 12 , as long as m 6= 2. Putting the last several results together gives
Theorem 10.9. All G groups with finite directed part have intermediate growth.
For the special case of G a slightly better lower bounds exist, due to Yuri˘ı Leonov [Leo98b]
who obtained en
0.5041  γ(n), and to the first author [Bar01] who obtained en0.5157  γ(n).
10.2. Growth of G groups defined by homogeneous sequences
Implicitly, all defining triples ω have r-homogeneous defining sequence ω for some fixed r. The
following estimate holds:
Theorem 10.10 (η-Estimate). If ω is an r-homogeneous sequence, then the growth function of
the group Gω satisfies
γω(n) - e
nα
where α = log(M)log(M)−log(ηr) < 1 and ηr is the positive root of the polynomial x
r + xr−1 + xr−2 − 2.
We mentioned already that the weight assignment is irrelevant as far as the degree of growth is
concerned. But, appropriately chosen weight assignments can make calculations easier, and this is
precisely how the above estimates are obtained.
Let G be a group that is generated as a monoid by the set of generators S that does not
contain the identity. A weight function τ on S is called triangular if τ(s1)+ τ(s2) ≥ τ(s3) whenever
s1, s2, s3 ∈ S and s1s2 = s3.
In the case of spinal groups, in order to define a triangular weight we must have
τ(a1) + τ(a2) ≥ τ(a1a2) and τ(b1) + τ(b2) ≥ τ(b1b2),
for all a1, a2 ∈ A and b1, b2 ∈ B such that a1a2 6= 1 and b1b2 6= 1.
Every g in Gω admits a minimal form with respect to a triangular weight τ
[a0]b1a1b2a2 . . . ak−1bk[ak]
where all ai are in A− 1, all bi are in B − 1, and the appearances of a0 and ak are optional.
The following weight assignment generalizes the approach taken in [Bar98] by the first author
in order to estimate the growth of G (see also [BSˇ01]).
The linear system of equations in the variables τ0, . . . , τr:{
ηr(τ0 + τi) = τ0 + τi−1 for i = r, . . . , 2,
ηr(τ0 + τ1) = τr.
(23)
has a solution, up to a constant multiple, given by{
τi = η
r
r + η
r−i
r − 1 for i = r, . . . , 1,
τ0 = 1− ηrr .
(24)
We also require τ1+τ2 = τr and we get that ηr must be a root of the polynomial x
r+xr−1+xr−2−2.
We choose ηr to be the root of this polynomial that is between 0 and 1 obtain that the solution (24)
of the system (23) satisfies the additional properties
0 < τ1 < · · · < τr < 1, 0 < τ0 < 1, (25)
τi + τj ≥ τk for all 1 ≤ i, j, k ≤ r with i 6= j. (26)
The index r in ηr will be omitted without warning.
Now, given ω ∈ Ω(r), we define the weight of the generating elements in Sω as follows: τ(a) = τ0,
for a in A − 1 and τ(bω) = τi, where i is the smallest index with (b)ωi = 1, i.e., the smallest index
with b ∈ Ki = Ker(ωi).
98 10. GROWTH
Clearly, τ is a triangular weight function. The only point worth mentioning is that if b and c
are two B-letters of the same weight and bc = d 6= 1 then d has no greater weight than b or c (this
holds because bω, cω ∈ Ki implies dω ∈ Ki).
For obvious reasons, the weight ∂
(Sω,τ,ρ)
Gω
(g), for g ∈ Gω, is denoted by ∂τ (g) and, more often,
just by ∂(g).
We define the portrait of an element of Gω of size n with respect to the weight τ as the portrait
with respect to the sequence of profile sets BτGω(n), B
τ
Gσω
(n), . . . , which is the sequence of balls of
radius n in the corresponding companion groups. Therefore, in the process of building a portrait only
those vertices that would be decorated by an element that has weight larger than n are decomposed
further at least one more level and become interior vertices decorated by vertex permutations.
Just as an easy example, we give the portraits of size 3 and size 2 with respect to the standard
word length of the element g = abacadacabadac in G in Figure 10.1 and Figure 10.2. Other
ba1
aca dac
a
Figure 10.1. Portrait of g of size 3 (same as the portrait of size 4)
d a d ba
1
ba
a
1
a
Figure 10.2. Portrait of g of size 2
portraits of the same element are given in Subsection 2.1.4.
The following lemma says that the total sum of the weights of the sections of an element f is
significantly shorter (by a factor less than 1) than the weight of f . This observation leads to upper
bounds on the word growth in G groups.
Lemma 10.11 (η-Shortening). Let f ∈ Gω and ω be an r-homogeneous sequence. Then
m1∑
i=1
∂τ (fi) ≤ ηr
(
∂τ (f) + τ0
)
.
Proof. Let a minimal form of f be
f = [a0]b1a1 . . . bk−1ak−1bk[ak].
Further let f = hg where g ∈ Aω and h ∈ Stω(L1). Then h can be written in the form h =
[a0]b1a1 . . . ak−1bk[ak]g−1 and rewritten in the form
h = bg11 . . . b
gk
k , (27)
where gi = ([a0]a1 . . . ai−1)−1 ∈ Aω. Clearly, ∂(f) ≥ (k − 1)τ0 +
∑k
j=1 τ(bj), which yields
k∑
i=1
η(τ0 + τ(bj)) ≤ η(∂(f) + τ0). (28)
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Now, observe that if the B-generator b is of weight τi with i > 1 then (b
g)ψ has as components
one B-generator of weight τi−1 and one A-generator (of weight τ0 of course) with the rest of the
components trivial. Therefore, such a bg (from (27)) contributes at most τ0 + τi−1 = η(τ0 + τ(b))
to the sum
∑
∂(fi). On the other hand, if b is a B-generator of weight τ1 then (b
g)ψ has as
components one B-generator of weight at most τr , and the rest of the components are trivial. Such
a bg contributes at most τr = η(τ0 + τ(b)) to the sum
∑
∂(fi). Therefore
m1∑
i=1
∂(fi) ≤
k∑
j=1
η(τ0 + τ(bj)) (29)
and the claim of the lemma follows by combining (28) and (29). 
For a chosen C we can now construct the portraits of size C of the elements of Gω. In case C
is large enough, the previous lemma guarantees that these portraits are finite.
Lemma 10.12. There exists a positive constant C such that
L(n) - nα,
with α = log (M)log(M)−log(ηr) , where L(n) is the maximal possible number of leaves in the portrait of size
C of an element of weight at most n.
We give a proof that does not work exactly, but gives the right idea. One can find a complete
proof in [BSˇ01].
Sketchy proof. We present how the proof would work if
m1∑
i=1
∂(fi) ≤ η∂(f) (30)
holds rather than the inequality in Lemma 10.11.
We choose C big enough so that the portraits of size C are finite. Define a function L′(n) on
R≥0 by
L′(n) =
{
1 if n ≤ C,
nα if n > C.
We prove, by induction on n, that L(n) ≤ L′(n). If the weight n of g is ≤ C, the portrait has 1
leaf and L′(n) = 1. Otherwise, the portrait of g is made up of those of g1, . . . , gm1 . Let the weights
of these m1 elements be n1, . . . , nm1 . By induction, the number of leaves in the portrait of gi is
at most L′(ni), i = 1, . . . ,m1, and the number of leaves in the portrait of g is, therefore, at most∑m1
i=1 L
′(ni).
There are several cases, but let us just consider the case when all of the numbers n1, . . . , nm1 are
greater than C. Using Jensen’s inequality, the inequality 30, the facts that ηα =Mα−1, 0 < α < 1,
and direct calculation, we see that
m1∑
i=1
L′(ni) =
m1∑
i=1
nαi ≤ m1
(
1
m1
m1∑
i=1
ni
)α
≤
≤ 1
(m1)α−1
(ηn)α =
(
M
m1
)α−1
nα ≤ nα = L′(n).

Proof of Theorem 10.10. The number of labelled, rooted trees with at most L(n) leaves,
whose branching indices do not exceed M , is - en
α
. A tree with L(n) leaves has ∼ L(n) interior
vertices, so there are - en
α
ways to decorate the interior vertices. The decoration of the leaves can
also be chosen in - en
α
ways. Therefore γω(n) - e
nα . 
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10.2.1. Growth in the case of factorable sequences. An upper bound on the degree of
word growth in case of r-factorable sequences can thus be obtained from Theorem 10.10, since
every r-factorable sequence is (2r − 1)-homogeneous, but we can do slightly better if we combine
Lemma 10.6 with the idea of portrait of an element. We omit the proof because of its similarity to
the other proofs in this chapter.
Theorem 10.13 (3/4-Estimate). If ω is an r-factorable sequence, then the growth function of
the group Gω satisfies
γω(n) - e
nα
where α = log(M
r)
log(Mr)−log(3/4) =
log(M)
log(M)−log
(
r
√
3/4
) < 1.
The 3/4-Estimate was obtained only for the class of Grigorchuk p-groups defined by r-homogeneous
(not r-factorable as above) sequences by Roman Muchnik and Igor Pak in [MP01] by different
means. The same article contains some sharper considerations in case p = 2.
We can provide a small improvement in a special case that includes all Grigorchuk 2-groups.
Namely, we are going to assume that ω is an r-factorable sequence such that each factor contains
three homomorphisms whose kernels cover B.
Lemma 10.14 (2/3-Shortening). Let ω ∈ Ω̂ defines a group acting on the rooted binary tree. In
addition, let the defining sequence ω be such that there exist 3 terms ωk, ωℓ and ωs, 1 ≤ k < ℓ <
m ≤ r, with the property that Kk ∪ Kℓ ∪ Ks = B. Then the following inequality holds for every
reduced word F representing an element in Stω(Lr):
|Lr(F )| < 2
3
|F |+ 3 ·M r.
We note that the above shortening lemma cannot be improved, unless one starts paying attention
to reductions beyond the simple ones. Indeed, in the first Grigorchuk group G the word F =
(abadac)4k has length 24k, while |L3(F )| = 16k = 23 |F |. On the other hand F = (abadac)16 = 1
in G, so by taking into account other relations the multiplicative constant of Lemma 10.14 could
possibly be sharpened.
As a corollary to the shortening lemma above, we obtain:
Theorem 10.15 (2/3-Estimate). If ω is an r-factorable sequence such that each factor contains
three letters whose kernels cover B, then the growth function of the group Gω satisfies
γω(n) - e
nα
where α = log(M
r)
log(Mr)−log(2/3) =
log(M)
log(M)−log
(
r
√
2/3
) < 1.
10.3. Parabolic space and Schreier graphs
We describe here the aspects of the parabolic subgroups (introduced in Section 7.3) related to
growth. The G-space we study is defined as follows:
Definition 10.16. Let G be a branch group, and let P = StG(e) be a parabolic subgroup of G.
The associated parabolic space is the G-set G/P .
We consider in this section only finitely-generated, contracting groups. We assume a branch
group G, with fixed generating set S, has been chosen.
The proof of the following result appears in [BG00b].
Proposition 10.17. Let G, a group of automorphisms of the regular tree of branching index m,
satisfy the conditions of Proposition 7.6, and suppose it is contracting (see Definition 1.15). Let P
be a parabolic subgroup. Then G/P , as a G-set, is of polynomial growth of degree at most log1/λ(m),
where λ is the contracting constant. If moreover G is spherically transitive, then G/P ’s asymptotical
growth is polynomial of degree log1/λ′(m), with λ
′ the infimum of the λ as above.
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The growth of G/P is also connected to the growth of the associated Lie algebra (see Chapter 8).
The following appears in [Bar00c]:
Theorem 10.18. Let G be a branch group, with parabolic space G/P . Then there exists a
constant C such that
Cgrowth(G/P )
1− ~ ≥
growthL(G)
1− ~ ,
where growth(X) denotes the growth formal power series of X.
Anticipating, we note that in the above theorem equality holds for G, but does not hold for Γ
nor Γ (see Corollaries 8.8 and 8.19).
The most convenient way to describe the parabolic space G/P by giving it a graph structure:
Definition 10.19. Let G be a group generated by a set S and H a subgroup of G. The Schreier
graph S(G,H, S) of G/H is the directed graph on the vertex set G/H, with for every s ∈ S and
every gH ∈ G/H an edge from gH to sgH. The base point of S(G,H, S) is the coset H.
Note that S(G, 1, S) is the Cayley graph of G relative to S. It may happen that S(G,P, S)
have loops and multiple edges even if S is disjoint from H . Schreier graphs are |S|-regular graphs,
and any degree-regular graph G containing a 1-factor (i.e., a regular subgraph of degree 1; there is
always one if G has even degree) is a Schreier graph [Lub95a, Theorem 5.4].
For all n ∈ N consider the finite quotient Gn = G/ StG(n), acting on the n-th level of the tree.
We first consider the finite graphs Gn = S(G,Pn StG(n), S) = S(Gn, P/(P ∩ StG(n), S). Due to the
fractal (or recursive) nature of branch groups, there are simple local rules producing Gn+1 from Gn,
the limit of this process being the Schreier graph of G/P . Before stating a general result, we start
by describing these rules for two of our examples: G and Γ.
10.3.1. S(G, P, S). Assume the notation of Section 7.4. The graphs Gn = S(Gn, Pn, S) will
have edges labelled by S = {a, b, c, d} (and not oriented, because all s ∈ S are involutions) and
vertices labelled by Y n, where Y = {1, 2}.
First, it is clear that G0 is a graph on one vertex, labelled by the empty sequence ∅, and four
loops at this vertex, labelled by a, b, c, d. Next, G1 has two vertices, labelled by 1 and 2; an edge
labelled a between them; and three loops at 1 and 2 labelled by b, c, d.
Now given Gn, for some n ≥ 1, perform on it the following transformation: replace the edge-
labels b by d, d by c, c by b; replace the vertex-labels σ by 2σ; and replace all edges labelled by a
connecting σ and τ by: edges from 2σ to 1σ and from 2τ to 1τ , labelled a; two edges from 1σ to 1τ
labelled b and c; and loops at 1σ and 1τ labelled d. We claim the resulting graph is Gn+1.
To prove the claim, it suffices to check that the letters on the edge-labels act as described on
the vertex-labels. If b(σ) = τ , then d(2σ) = 2τ , and similarly for c and d; this explains the cyclic
permutation of the labels b, c, d. The other substitutions are verified similarly.
As an illustration, here are G2 and G3 for G. Note that the sequences in Y ∗ that appear
correspond to “Gray enumeration”, i.e., enumeration of integers in base 2 where only one bit is
changed from a number to the next:
a
. .......
....... ........ ....... ....... ............. ....... ........ ....... .......
.....
b, c a
21
b, c, d
11
d
12
d
22
b, c, d
a
. .......
....... ....... ........ ....... ............. ....... ....... ........ .......
.....
b, c a
. .......
....... ........ ....... ....... ............. ....... ........ ....... .......
.....
b, d a
. .......
....... ........ ....... ....... ............. ....... ........ ....... .......
.....
b, c a
221
b, c, d
121
d
111
d
211
c
212
c
112
d
122
d
222
b, c, d
10.3.2. S(Γ, P, S). Assume the notation of Section 7.5. First, G0 has one vertex, labelled by
the empty sequence ∅, and four loops, labelled a, a−1, t, t−1. Next, G1 has three vertices, labelled
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Figure 10.3. The Schreier Graph of Γ6. The edges represent the generators s and a.
1, 2, 3, cyclically connected by a triangle labelled a, a−1, and with two loops at each vertex, labelled
t, t−1. In the pictures only geometrical edges, in pairs {a, a−1} and {t, t−1}, are represented.
Now given Gn, for some n ≥ 1, perform on it the following transformation: replace the vertex-
labels σ by 2σ; replace all triangles labelled by a, a−1 connecting ρ, σ, τ by: three triangles labelled
by a, a−1 connecting respectively 1ρ, 2ρ, 3ρ and 1σ, 2σ, 3σ and 1τ, 2τ, 3τ ; a triangle labelled by t, t−1
connecting 1ρ, 1σ, 1τ ; and loops labelled by t, t−1 at 2ρ, 2σ, 2τ . We claim the resulting graph is Gn+1.
As above, it suffices to check that the letters on the edge-labels act as described on the vertex-
labels. If a(ρ) = σ and t(ρ) = τ , then t(1ρ) = 1σ, t(2ρ) = 2ρ and t(3σ) = 3τ . The verification for a
edges is even simpler.
10.3.3. Substitutional graphs. The two Schreier graphs presented in the previous subsection
are special cases of substitutional graphs , which we define below.
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Substitutional graphs were introduced in the late 70’s to describe growth of multicellular organ-
isms. They bear a strong similarity to L-systems [RS80], as was noted by Mikhael Gromov [Gro84].
Another notion of graph substitution has been studied by [Pre98], where he had the same conver-
gence preoccupations as us.
Let us make a convention for this section: all graphs G = (V (G), E(G)) shall be labelled , i.e.,
endowed with a map E(G)→ C for a fixed set C of colors, and pointed , i.e., shall have a distinguished
vertex ∗ ∈ V (G). A graph embedding G′ →֒ G is just an injective map E(G′)→ E(G) preserving the
adjacency operations.
Definition 10.20. A substitutional rule is a tuple (U,R1, . . . , Rn), where U is a finite m-regular
edge-labelled graph, called the axiom, and each Ri, i = 1, . . . , n, is a rule of the form Xi → Yi, where
Xi and Yi are finite edge-labelled graphs. The graphs Xi are required to have no common edge.
Furthermore, for each i = 1, . . . , n, there is an inclusion, written ιi, of the vertices of Xi in the
vertices of Yi; the degree of ιi(x) is the same as the degree of x for all x ∈ V (Xi), and all vertices
of Yi not in the image of ιi have degree m.
Given a substitutional rule, one sets G0 = U and constructs iteratively Gn+1 from Gn by listing
all embeddings of all Xi in Gn (they are disjoint), and replacing them by the corresponding Yi. If
the base point ∗ of Gn is in a graph Xi, the base point of Gn+1 will be ιi(∗).
Note that this expansion operation preserves the degree, so Gn is a m-regular finite graph for
all n. We are interested in fixed points of this iterative process.
For any R ∈ N, consider the balls B∗,n(R) of radius R at the base point ∗ in Gn. Since there
is only a finite number of rules, there is an infinite sequence n0 < n1 < . . . such that the balls
B∗,ni(R) ⊆ Gni are all isomorphic. We consider G, a limit graph in the sense of [GZ˙97] (the limit
exists), and call it a substitutional graph.
Theorem 10.21 ([BG00b]). The following four substitutional rules describe the Schreier graph
of G:
a
σ τ
?
b
σ τ
?
c
σ τ
?
d
σ τ
?
a
. ..... ...... ..... .......... ...... ..... ....
b, c a
d d
2σ 1σ 1τ 2τ d2σ 2τ b2σ 2τ c2σ 2τ
axiom
b, c, d
a1 2
where the vertex inclusions are given by σ 7→ 2σ and τ 7→ 2τ . The base point is the vertex 222 . . . .
Theorem 10.22 ([BG00b]). The substitutional rules producing the Schreier graphs of Γ, Γ and
Γ are given below. Note that the Schreier graphs of Γ and Γ are isomorphic:
Γ :
a
a a
ρ σ
τ
-
a
a a
3ρ
2ρ
1ρ
a
a a
2σ
1σ
3σ
a
a a
1τ
3τ
2τ
s
s
s
axiom
a
a a
3
s
2
s
1
s
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Γ,Γ :
a
a a
ρ σ
τ
-
a
a a
3ρ
2ρ
1ρ
a
a a
2σ
1σ
3σ
a
a a
1τ
3τ
2τ
t
t
t
axiom
a
a a
3
t
2
t
1
t
where the vertex inclusions are given by ρ 7→ 3ρ, σ 7→ 3σ and τ 7→ 3τ . The base point is the vertex
333 . . . .
By Proposition 10.17, these two limit graphs have asymptotically polynomial growth of degree
no higher than log2(3).
Note that there are maps πn : V (Gn+1) → V (Gn) that locally (i.e., in each copy of some right-
hand rule Yi) are the inverse of the embedding ιi. In case these πn are graph morphisms one
can consider the projective system {Gn, πn} and its inverse limit Ĝ = lim←−Gn, which is a profinite
graph [RZ00]. We devote our attention to the discrete graph G = lim−→Gn.
The growth series of G can often be described as an infinite product. We give such an expression
for the graph in Figure 10.3.2, making use of the fact that G “looks like a tree” (even though it is
amenable).
Consider the finite graphs Gn; recall that Gn has 3n vertices. Let Dn be the diameter of Gn
(maximal distance between two vertices), and let γn =
∑
i∈N γn(i)X
i be the growth series of Gn
(here γn(i) denotes the number of vertices in Gn at distance i from the base point ∗).
The construction rule for G implies that Gn+1 can be constructed as follows: take three copies
of Gn, and in each of them mark a vertex V at distance Dn from ∗. At each V delete the loop
labelled s, and connect the three copies by a triangle labelled s at the three V ’s. It then follows
that Dn+1 = 2Dn+1, and γn+1 = (1+ 2X
Dn+1)γn. Using the initial values γ0 = 1 and D0 = 0, we
obtain by induction
Dn = 2
n − 1, γn =
n−1∏
i=0
(1 + 2X2
i
).
We have also shown that the ball of radius 2n around ∗ contains 3n points, so the growth of G is at
least nlog2(3). But Proposition 10.17 shows that it is also an upper bound, and we conclude:
Proposition 10.23. Γ is an amenable 4-regular graph whose growth function is transcendental,
and admits the product decomposition
γ(X) =
∏
i∈N
(1 + 2X2
i
).
It is planar, and has polynomial growth of degree log2(3).
Any graph is a metric space when one identifies each edge with a disjoint copy of an interval
[0, L] for some L > 0. We turn Gn in a diameter-1 metric space by giving to each edge in Gn the
length L = diam(Gn)−1. The family {Gn} then converges, in the following sense:
Let A,B be closed subsets of the metric space (X, d). For any ǫ, let Aǫ = {x ∈ X | d(x,A) ≤ ǫ},
and define the Hausdorff distance
dX(A,B) = inf{ǫ|A ⊆ Bǫ, B ⊆ Aǫ}.
This defines a metric on closed subsets of X . For general metric spaces (A, d) and (B, d), define
their Gromov-Hausdorff distance
dGH(A,B) = inf
X,i,j
dX(i(A), j(B)),
where i and j are isometric embeddings of A and B in a metric space X .
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We may now rephrase the considerations above as follows: the sequence {Gn} is convergent in
the Gromov-Hausdorff metric. The limit set G∞ is a compact metric space.
The limit spaces are then: for G and G˜, the limit G∞ is the interval [0, 1] (in accordance with its
linear growth, see Proposition 10.17). The limit spaces for Γ, Γ and Γ are fractal sets of dimension
log2(3).
CHAPTER 11
Spectral Properties of Unitary Representations
We describe here some explicit computations of the spectrum of the Schreier graphs defined in
Section 10.3. The natural viewpoint is that of spectra of representations, which we define now:
Definition 11.1. Let G be a group generated by a finite symmetric set S. The spectrum
spec(τ) of a representation τ : G→ U(H) with respect to the given set of generators is the spectrum
of ∆τ =
∑
s∈S τ(s) seen as an bounded operator on H.
(The condition that S be symmetric ensures that spec(τ) is a subset of R.)
Let H be a subgroup of G. Then the spectrum of the (ℓ2-adjacency operator of the) Schreier
graph S(G,H, S) is the spectrum of the quasi-regular representation ρG/H of G in ℓ2(G/H). This
establishes the connection with the previous chapter.
11.1. Unitary representations
Let G act on the rooted tree τ . Then G also acts on the boundary ∂T of the tree. Since G pre-
serves the uniform measure on this boundary, we have a unitary representation π of G in L2(∂T , ν),
where ν is the Bernoulli measure; equivalently, we have a representation in L2([0, 1],Lebesgue). Let
Hn be the subspace of L2(∂T , ν) spanned by the characteristic functions χσ of the rays e starting by
σ, for all σ ∈ Y n. It is of dimension kn, and can equivalently be seen as spanned by the characteristic
functions in L2([0, 1],Lebesgue) of intervals of the form [(i− 1)/kn, i/kn], 1 ≤ i ≤ kn. These Hn are
invariant subspaces, and afford representations πn = π|Hn . As clearly πn−1 is a subrepresentation
of πn, we set π
⊥
n = πn ⊖ πn−1, so that π = ⊕∞n=0π⊥n .
Let P be a parabolic subgroup (see Section 7.3), and set Pn = P StG(n). Denote by ρG/P the
quasi-regular representation of G in ℓ2(G/P ) and by ρG/Pn the finite-dimensional representations
of G in ℓ2(G/Pn), of degree kn. Since G is level-transitive, the representations πn and ρG/Pn are
unitary equivalent.
The G-spaces G/P are of polynomial growth when the conditions of Proposition 10.17 are
fulfilled, and therefore, according to the criterion of Følner given in Theorem 10.3, they are amenable.
The following result belongs to the common lore:
Proposition 11.2. Let H be a subgroup of G. Then the quasi-regular representation ρG/H is
weakly contained in ρG if and only if H is amenable.
(“Weakly contained” is a topological extension of “contained”; it implies for instance inclusion
of spectra.)
Theorem 11.3. Let G be a group acting on a regular rooted tree, and let π, πn and π
⊥
n be as
above.
(1) If G is weakly branch, then ρG/P is an irreducible representation of infinite dimension.
(2) π is a reducible representation of infinite dimension whose irreducible components are pre-
cisely those of the π⊥n (and thus are all finite-dimensional). Moreover
spec(π) =
⋃
n≥0
spec(πn) =
⋃
n≥0
spec(π⊥n ).
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(3) The spectrum of ρG/P is contained in ∪n≥0 spec(ρG/Pn) = ∪n≥0 spec(πn), and thus is
contained in the spectrum of π. If moreover either P or G/P are amenable, these spectra
coincide, and if P is amenable, they are contained in the spectrum of ρG:
spec(ρG/P ) = spec(π) =
⋃
n≥0
spec(πn) ⊆ spec(ρG).
(4) ∆π has a pure-point spectrum, and its spectral radius r(∆π) = s ∈ R is an eigenvalue,
while the spectral radius r(∆ρG/P ) is not an eigenvalue of ∆ρG/P . Thus ∆ρG/P and ∆π are
different operators having the same spectrum.
11.1.1. Can one hear a representation? We end by turning to a question of Mark Kac´ [Kac66]:
“Can one hear the shape of a drum?” This question was answered in the negative in [GWW92],
and we here answer by the negative to a related question: “Can one hear a representation?” Indeed
ρG/P and π have same spectrum (i.e., cannot be distinguished by hearing), but are not equivalent.
Furthermore, if G is a branch group, there are uncountably many nonequivalent representations
within {ρG/ StG(e)| e ∈ ∂T }, as is shown in [BG02].
The same question may be asked for graphs: “are there two non-isomorphic graphs with same
spectrum?” There are finite examples, obtained through the notion of Sunada pair [Lub95a]. Ce´dric
Be´guin, Alain Valette and Andrzej Z˙uk produced the following example in [BVZ97]: let Γ be the
integer Heisenberg group (free 2-step nilpotent on 2 generators x, y). Then ∆ = x+ x−1 + y + y−1
has spectrum [−2, 2], which is also the spectrum of Z2 for an independent generating set. As a
consequence, their Cayley graphs have same spectrum, but are not quasi-isometric (they do not
have the same growth).
Using the result of Nigel Higson and Gennadi Kasparov [HK97] (giving a partial positive answer
to the Baum-Connes conjecture), we may infer the following
Proposition 11.4. Let Γ be a torsion-free amenable group with finite generating set S = S−1
such that there is a map φ : Γ→ Z/2Z with φ(S) = {1}. Then
spec(
∑
s∈S
ρ(s)) = [−|S|, |S|].
In particular, there are countably many non-quasi-isometric graphs with the same spectrum,
including the graphs of Zd, of free nilpotent groups and of suitable torsion-free groups of intermediate
growth (for the first examples, see [Gri85a]).
In contrast to Proposition 11.4 stating that the spectrum of the regular representation is an
interval, the spectra of the representation π may be totally disconnected. The first two authors
prove in [BG00b] the following
Theorem 11.5. For λ ∈ R, define
J(λ) = ±
√
λ±
√
λ±
√
λ±√. . .
(note the closure operator written in bar notation on the top). Then we have the following spectra:
G spec(π)
G [−2, 0] ∪ [2, 4]
G˜ [0, 4]
Γ {4, 1} ∪ 1 + J(6)
Γ,Γ {4,−2, 1} ∪ 1±
√
9
2 ± 2J(4516 )
In particular, the spectrum of the graph in Figure 10.3.2 is the totally disconnected set {4, 1}∪
1 + J(6), which is the union of a Cantor set of null Lebesgue measure and a countable collection of
isolated points.
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11.2. Operator recursions
We now describe the computations of the spectra for the examples in Theorem 11.5, which share
the property of acting on an m-regular tree T . Let H be an infinite-dimensional Hilbert space, and
suppose Φ : H → H⊕ · · · ⊕ H is an isomorphism, where the domain of Φ is a sum of m ≥ 2 copies
of H. Let S be a finite subset of U(H), and suppose that for all s ∈ S, if we write Φ−1sΦ as an
operator matrix (si,j)i,j∈{1,...,d} where the si,j are operators in H, then si,j ∈ S ∪ {0, 1}.
This is precisely the setting in which we will compute the spectra of our five example groups:
for G, we have m = 2 and S = {a, b, c, d} with
a =
(
0 1
1 0
)
, b =
(
a 0
0 c
)
,
c =
(
a 0
0 d
)
, d =
(
1 0
0 b
)
.
For G˜, we also have m = 2, and S = {a, b˜, c˜, d˜} given by
b =
(
a 0
0 c
)
, c =
(
1 0
0 d
)
, d =
(
1 0
0 b
)
.
For Γ = 〈a, s〉, Γ = 〈a, t〉 and Γ = 〈a, r〉, we have m = 3 and
a =
0 1 00 0 1
1 0 0
 , s =
a 0 00 1 0
0 0 s
 ,
t =
a 0 00 a 0
0 0 t
 , r =
a 0 00 a2 0
0 0 r
 .
Each of these operators is unitary. The families S = {a, b, c, d}, . . . generate subgroups G(S) of
U(H). The choice of the isomorphism Φ defines a unitary representation of 〈S〉.
We note, however, that the expression of each operator as a matrix of operators does not
uniquely determine the operator, in the sense that different isomorphisms Φ can yield non-isomorphic
operators satisfying the same recursions. Even if Φ is fixed, it may happen that different operators
satisfy the same recursions. We considered two types of isomorphisms: H = ℓ2(G/P ), where Φ
is derived from the decomposition map ψ; and H = L2(∂T ), where Φ : H → HY is defined by
Φ(f)(σ) = (f(0σ), . . . , f((m − 1)σ)), for f ∈ L2(∂T ) and σ ∈ ∂T . There are actually uncountably
many non-equivalent isomorphisms, giving uncountably many non-equivalent representations of the
same group, as indicated in Subsection 11.1.1.
11.2.1. The spectrum of G. For brevity we shall only describe the spectrum of π for the first
Grigorchuk group. Details and computations for the other examples appear in [BG00b].
Denote by an, bn, cn, dn the permutation matrices of the representation πn = ρG/Pn . We have
a0 = b0 = c0 = d0 = (1),
an =
(
0 1
1 0
)
, bn =
(
an−1 0
0 cn−1
)
,
cn =
(
an−1 0
0 dn−1
)
, dn =
(
1 0
0 bn−1
)
.
The Hecke-Laplace operator of πn is
∆n = an + bn + cn + dn =
(
2an−1 + 1 1
1 ∆n−1 − an−1
)
,
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µ
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0
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-4 -2 2 4
Figure 11.1. The spectrum of Qn(λ, µ) for G
and we wish to compute its spectrum. We start by proving a slightly stronger result: define
Qn(λ, µ) = ∆n − (λ+ 1)an − (µ+ 1)
and
Φ0 = 2− µ− λ,
Φ1 = 2− µ+ λ,
Φ2 = µ
2 − 4− λ2,
Φn = Φ
2
n−1 − 2(2λ)2
n−2
(n ≥ 3).
Then the following steps compute the spectrum of πn: first, for n ≥ 2, we have
|Qn(λ, µ)| = (4− µ2)2n−2
∣∣∣∣Qn−1( 2λ24− µ2 , µ+ µλ24− µ2
)∣∣∣∣ (n ≥ 2).
Therefore, for all n we have
|Qn| = Φ0Φ1 · · ·Φn.
Then, for all n we have
{(λ, µ) : Qn(λ, µ) non invertible} = {(λ, µ) : Φ0(λ, µ) = 0} ∪ {(λ, µ) : Φ1(λ, µ) = 0}
∪ {(λ, µ) : 4− µ2 + λ2 + 4λ cos
(
2πj
2n
)
= 0 for some j = 1, . . . , 2n−1 − 1}.
In the (λ, µ) system, the spectrum of Qn is thus a collection of 2 lines and 2
n−1 − 1 hyperbolæ.
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The spectrum of ∆n is precisely the set of θ such that |Qn(−1, θ−1)| = 0. From the computations
above we obtain
Proposition 11.6.
spec(∆n) = {1±
√
5− 4 cosφ : φ ∈ 2πZ/2n} \ {0,−2}.
Therefore the spectrum of π, for the group G, is
spec(∆) = [−2, 0] ∪ [2, 4].
The first eigenvalues of ∆n are 4; 2; 1±
√
5; 1±
√
5± 2√2; 1±
√
5± 2
√
2±√2; etc.
The numbers of the form ±
√
λ±√λ±√. . . appear as preimages of the quadratic map z2− λ,
and after closure produce a Julia set for this map (see [Bar88]). In the given example this Julia set
is just an interval. For the groups Γ,Γ,Γ, however, the spectra are simple transformations of Julia
sets which are totally disconnected, as similar computations show.
CHAPTER 12
Open Problems
This chapter collects questions for which no answer is yet known. Here we use the geometric
definition of branch group given in Definition 1.13, except in Question 2.
The theory of branch group is a recent development and the questions arise and die almost
every day, so there are no longstanding problems in the area and there is no easy way to say which
questions are difficult and which are not. The list below just serves as a list of problems that one
should naturally ask at this given moment. We kindly invite the interested readers to solve as many
of the problems below.
Added in the proof. The authors had a chance to proofread the article 18 months after the
initial submission. Some of the proposed problems have been solved in the meantime and we include
appropriate comments to that effect.
Question 1. Is there a finitely generated fractal regular branch group G, branched over K,
acting on the binary tree, such that the index of the geometric embedding of K ×K into K is two?
Question 2. Every branch group from Definition 1.1 acts canonically on the tree determined
by its branch structure as a group of tree automorphisms. Is the kernel of this action necessarily
central?
Question 3. Does every finitely generated branch p-group, where p is a prime, satisfy the
congruence subgroup property?
Question 4. Is every finitely generated branch group isomorphic to a spinal group?
Question 5. Is the conjugacy problem solvable in all branch groups with solvable word problem?
Question 6. When do the defining triples ω and ω′ define non-isomorphic examples of branch
groups in [Gri84, Gri85a] and more generally in G and GGS groups?
Question 7. Which branch groups have finite L-presentations? Finite ascending L-presentations?
In particular, what is the status of the Gupta-Sidki 3-group?
All that is known at present is that the Gupta-Sidki 3-group has a finite endomorphic presen-
tation.
Question 8. Do there exist finitely presented branch groups?
Question 9. Is it correct that there are no finitely generated hereditary just-infinite torsion
groups?
Question 10. Is every finitely generated just-infinite group of intermediate growth necessarily
a branch group?
Question 11. Is every finitely generated hereditarily just-infinite group necessarily linear?
Question 12. Recall that G has bounded generation if there exist elements g1 . . . , gk in G such
that every element in G can be written as gn11 . . . g
nk
k for some n1, . . . , nk ∈ Z. Can a just-infinite
branch group have bounded generation? Can infinite simple group have bounded generation?
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Question 13. What is the height (in the sense of [Pri80], see Chapter 5) of a Grigorchuk
2-group Gω when the defining sequence ω is not periodic? Same question for arbitrary G groups. In
particular, can the height be infinite?
Question 14. Is every maximal subgroup in a finitely generated branch group necessarily of
finite index?
Question 15. Is there is a finitely generated branch group containing the free group F2 on two
generators?
Positive answer is provided by Said Sidki and John Wilson in [SW02]
Question 16. Are there finitely generated branch groups with exponential growth that do not
contain the free group F2?
Question 17. Is there a finitely generated branch group whose degree of growth is e
√
n? Is there
such a group in the whole class of finitely generated groups?
Question 18. What is the exact degree of growth of any of the basic examples of regular branch
groups (for example G, Γ, Γ, . . . )?
Question 19. What is the growth of the Brunner-Sidki-Vieira group (see [BSV99] and Sec-
tion 4.3)?
It is known that the Brunner-Sidki-Vieira group does not contain any non-abelian free groups,
but it is not known whether it contains a non-abelian free monoid. Note that this group is not a
branch group, but it is a weakly branch group.
Question 20. Are there finitely generated non-amenable branch groups not containing the free
group F2?
Question 21. Is it correct that in each finitely generated fractal branch group G every finitely
generated subgroup is either finite or Pride equivalent with G?
A stronger property holds for G, namely, John Wilson and the second author have proved
in [GW01] that every finitely generated subgroup of G is either finite or commensurable with G.
Claas Ro¨ver has announced that the answer is also positive for the Gupta-Sidki group Γ. However,
the answer is negative in general.
Question 22. Do there exist branch groups with the property (T)?
Bibliography
[Ady79] Sergei I. Adyan, The Burnside problem and identities in groups, Springer-Verlag, Berlin, 1979, Translated
from the Russian by John Lennox and James Wiegold. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[AL91] Sergei I. Adyan and Igor G. Lyse¨nok, Groups, all of whose proper subgroups are finite cyclic, Izv. Akad.
Nauk SSSR Ser. Mat. 55 (1991), no. 5, 933–990. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[Ale72] Sergei V. Alesˇin, Finite automata and the Burnside problem for periodic groups, Mat. Zametki 11 (1972),
319–328. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[and] Rostislav I. Grigorchuk and. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[Bar] Laurent Bartholdi, L-presentations and branch groups, to appear in J. Algebra. . . . . . . . . . . . cited on p.
[Bar88] Michael Barnsley, Fractals everywhere, Academic Press Inc., Boston, MA, 1988. . . . . . . . . . . . cited on p.
[Bar98] Laurent Bartholdi, The growth of Grigorchuk’s torsion group, Internat. Math. Res. Notices 20 (1998),
1049–1054. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[Bar00a] Laurent Bartholdi, A class of groups acting on rooted trees, unpublished, 2000. . . . . . . . . . . . . cited on p.
[Bar00b] Laurent Bartholdi, Croissance des groupes agissant sur des arbres, Ph.D. thesis, Universite´ de Gene`ve,
2000. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[Bar00c] Laurent Bartholdi, Lie algebras and growth in branch groups, preprint, 2000. . . . . . . . . . . . . . . cited on p.
[Bar01] Laurent Bartholdi, Lower bounds on the growth of a group acting on the binary rooted tree, 2001.
cited on p.
[Bas72] Hyman Bass, The degree of polynomial growth of finitely generated nilpotent groups, Proc. London Math.
Soc. (3) 25 (1972), 603–614. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[Bau93] Gilbert Baumslag, Topics in combinatorial group theory, Lectures in Mathematics, ETH Zu¨rich,
Birkha¨user Verlag, Basel, 1993. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[BCK88] Marc A. Brodie, Robert F. Chamberlain, and Luise-Charlotte Kappe, Finite coverings by normal sub-
groups, Proc. Amer. Math. Soc. 104 (1988), no. 3, 669–674. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[BG00a] Laurent Bartholdi and Rostislav I. Grigorchuk, Lie methods in growth of groups and groups of finite width,
Computational and Geometric Aspects of Modern Algebra (Michael Atkinson et al., ed.), London Math.
Soc. Lect. Note Ser., vol. 275, Cambridge Univ. Press, Cambridge, 2000, pp. 1–27. . . . . . . . . . cited on p.
[BG00b] Laurent Bartholdi and Rostislav I. Grigorchuk, On the spectrum of Hecke type operators related to some
fractal groups, Trudy Mat. Inst. Steklov. 231 (2000), 5–45, math.GR/9910102. . . . . . . . . . . . . cited on p.
[BG02] Laurent Bartholdi and Rostislav I. Grigorchuk, On parabolic subgroups and Hecke algebras of some fractal
groups, Serdica Math. J. 28 (2002), no. 1, 47–90. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[BH97] Marc Burger and Pierre de la Harpe, Constructing irreducible representations of discrete groups, Proc.
Indian Acad. Sci. Math. Sci. 107 (1997), no. 3, 223–235. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[Bla72] Norman Blackburn, Some homology groups of wreath products, Illinois J. Math. 16 (1972), 116–129.
cited on p.
[Bro87] Kenneth S. Brown, Finiteness properties of groups, Proceedings of the Northwestern conference on coho-
mology of groups (Evanston, Ill., 1985), vol. 44, 1987, pp. 45–75. . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[Bro94] Kenneth S. Brown, Cohomology of groups, Springer-Verlag, New York, 1994, Corrected reprint of the 1982
original. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[BS97] Yiftach Barnea and Aner Shalev, Hausdorff dimension, pro-p groups, and Kac-Moody algebras, Trans.
Amer. Math. Soc. 349 (1997), no. 12, 5073–5091. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[BS98] Andrew M. Brunner and Said N. Sidki, The generation of gl(n,Z) by finite state automata, Internat. J.
Algebra Comput. 8 (1998), no. 1, 127–139. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[BSˇ01] Laurent Bartholdi and Zoran Sˇunik´, On the word and period growth of some groups of tree automorphisms,
2001. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[BSV99] Andrew M. Brunner, Said N. Sidki, and Ana Cristina Vieira, A just nonsolvable torsion-free group defined
on the binary tree, J. Algebra 211 (1999), no. 1, 99–114. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[BVZ97] Ce´dric Be´guin, Alain Valette, and Andrzej Zuk, On the spectrum of a random walk on the discrete Heisen-
berg group and the norm of Harper’s operator, J. Geom. Phys. 21 (1997), no. 4, 337–356. . cited on p.
[CFP96] James W. Cannon, William J. Floyd, and William R. Parry, Introductory notes on Richard Thompson’s
groups, Enseign. Math. (2) 42 (1996), no. 3-4, 215–256. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
113
114 BIBLIOGRAPHY
[CGH99] Tullio G. Ceccherini-Silberstein, Rostislav I. Grigorchuk, and Pierre de la Harpe, Amenability and para-
doxical decompositions for pseudogroups and discrete metric spaces, Trudy Mat. Inst. Steklov. 224 (1999),
no. Algebra. Topol. Differ. Uravn. i ikh Prilozh., 68–111, Dedicated to Academician Lev Semenovich Pon-
tryagin on the occasion of his 90th birthday (Russian). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[Cho80] Ching Chou, Elementary amenable groups, Illinois J. Math. 24 (1980), no. 3, 396–407. . . . . cited on p.
[CK83] David Carter and Gordon Keller, Bounded elementary generation of SLn(O), Amer. J. Math. 105 (1983),
no. 3, 673–687. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[CM77] Donald J. Collins and III Charles F. Miller, The conjugacy problem and subgroups of finite index, Proc.
London Math. Soc. (3) 34 (1977), no. 3, 535–556. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[CMS01] Tullio G. Ceccherini-Silberstein, Antonio Mach`ı, and Fabio Scarabotti, The Grigorchuk group of interme-
diate growth, Rend. Circ. Mat. Palermo (2) 50 (2001), no. 1, 67–102. . . . . . . . . . . . . . . . . . . . . . . cited on p.
[CST01] Tullio G. Ceccherini-Silberstein, Fabio Scarabotti, and Filippo Tolli, The top of the lattice of normal
subgroups of the Grigorchuk group, J. Algebra 246 (2001), no. 1, 292–310. . . . . . . . . . . . . . . . . . cited on p.
[Day57] Mahlon M. Day, Amenable semigroups, Illinois J. Math. 1 (1957), 509–544. . . . . . . . . . . . . . . . . cited on p.
[Efr53] Vadim Arsenyevich Efremovich, The proximity geometry of Riemannian manifolds, Uspekhi Mat. Nauk 8
(1953), 189. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[EP84] Martin Edjvet and Stephen J. Pride, The concept of “largeness” in group theory. II, Groups—Korea 1983
(Kyoungju, 1983), Springer, Berlin, 1984, pp. 29–54. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[Far87] Daniel R. Farkas, Semisimple representations and affine rings, Proc. Amer. Math. Soc. 101 (1987), no. 2,
237–238. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[FG85] Jacek Fabrykowski and Narain D. Gupta, On groups with sub-exponential growth functions, J. Indian
Math. Soc. (N.S.) 49 (1985), no. 3-4, 249–256. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[FG91] Jacek Fabrykowski and Narain D. Gupta, On groups with sub-exponential growth functions. II, J. Indian
Math. Soc. (N.S.) 56 (1991), no. 1-4, 217–228. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[FGMS01] Benjamin L. Fine, Anthony M. Gaglione, Alexei G. Myasnikov, and Dennis Spellman, Discriminating
groups, 2001. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[FT95] Michael H. Freedman and Peter Teichner, 4-manifold topology. I. Subexponential groups, Invent. Math.
122 (1995), no. 3, 509–529. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[GH90] E´tienne Ghys and Pierre de la Harpe, Sur les groupes hyperboliques d’apre`s Mikhael Gromov, Progress
in Mathematics, vol. 83, Birkha¨user Boston Inc., Boston, MA, 1990, Papers from the Swiss Seminar on
Hyperbolic Groups held in Bern, 1988. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[GH97] Rostislav I. Grigorchuk and Pierre de la Harpe, On problems related to growth, entropy, and spectrum in
group theory, J. Dynam. Control Systems 3 (1997), no. 1, 51–89. . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[GHZ00] Rostislav I. Grigorchuk, Wolfgang N. Herfort, and Pavel A. Zaleskii, The profinite completion of certain
torsion p-groups, Algebra (Moscow, 1998), de Gruyter, Berlin, 2000, pp. 113–123. . . . . . . . . . cited on p.
[GNS00] Rostislav I. Grigorchuk, V. V. Nekrashevich, and V. I. Sushchanskii, Automata, dynamical systems, and
groups, Tr. Mat. Inst. Steklova 231 (2000), no. Din. Sist., Avtom. i Beskon. Gruppy, 134–214. cited on p.
[Gol64] Evgueni˘ı S. Golod, On nil-algebras and finitely approximable p-groups, Izv. Akad. Nauk SSSR Ser. Mat.
28 (1964), 273–276. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[Gri80] Rostislav I. Grigorchuk, On Burnside’s problem on periodic groups, Funktsional. Anal. i Prilozhen. 14
(1980), no. 1, 53–54, English translation: Functional Anal. Appl. 14 (1980), 41–43. . . . . . . . . cited on p.
[Gri83] Rostislav I. Grigorchuk, On the Milnor problem of group growth, Dokl. Akad. Nauk SSSR 271 (1983),
no. 1, 30–33. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[Gri84] Rostislav I. Grigorchuk, Degrees of growth of finitely generated groups and the theory of invariant means,
Izv. Akad. Nauk SSSR Ser. Mat. 48 (1984), no. 5, 939–985, English translation: Math. USSR-Izv. 25
(1985), no. 2, 259–300. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[Gri85a] Rostislav I. Grigorchuk, Degrees of growth of p-groups and torsion-free groups, Mat. Sb. (N.S.) 126(168)
(1985), no. 2, 194–214, 286. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[Gri85b] Rostislav I. Grigorchuk, A relationship between algorithmic problems and entropy characteristics of groups,
Dokl. Akad. Nauk SSSR 284 (1985), no. 1, 24–29. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[Gri89] Rostislav I. Grigorchuk, On the Hilbert-Poincare´ series of graded algebras that are associated with groups,
Mat. Sb. 180 (1989), no. 2, 207–225, 304, English translation: Math. USSR-Sb. 66 (1990), no. 1, 211–229.
cited on p.
[Gri95] Rostislav I. Grigorchuk, Some results on bounded cohomology, Combinatorial and geometric group theory
(Edinburgh, 1993), Cambridge Univ. Press, Cambridge, 1995, pp. 111–163. . . . . . . . . . . . . . . . . cited on p.
[Gri98] Rostislav I. Grigorchuk, An example of a finitely presented amenable group that does not belong to the
class EG, Mat. Sb. 189 (1998), no. 1, 79–100. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[Gri99] Rostislav I. Grigorchuk, On the system of defining relations and the Schur multiplier of periodic groups
generated by finite automata, Groups St. Andrews 1997 in Bath, I (N. Ruskuc C.M. Campbell, E.F. Robert-
son and G. C. Smith, eds.), Cambridge Univ. Press, Cambridge, 1999, pp. 290–317. . . . . . . . . cited on p.
BIBLIOGRAPHY 115
[Gri00] Rostislav I. Grigorchuk, Just infinite branch groups, New horizons in pro-p groups (Markus P. F. du Sautoy
Dan Segal and Aner Shalev, eds.), Birkha¨user Boston, Boston, MA, 2000, pp. 121–179. . . . . cited on p.
[Gri01] Rostislav I. Grigorchuk, On branch groups, Mat. Zametki 67 (2001), no. 6, 852–858. . . . . . . . cited on p.
[Gro81] Mikhael Gromov, Groups of polynomial growth and expanding maps, Inst. Hautes E´tudes Sci. Publ. Math.
(1981), no. 53, 53–73. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[Gro84] Mikhael Gromov, Infinite groups as geometric objects, Proceedings of the International Congress of Math-
ematicians, Vol. 1, 2 (Warsaw, 1983) (Warsaw), PWN, 1984, pp. 385–392. . . . . . . . . . . . . . . . . . cited on p.
[GS83a] Narain D. Gupta and Said N. Sidki, On the Burnside problem for periodic groups, Math. Z. 182 (1983),
385–388. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[GS83b] Narain D. Gupta and Said N. Sidki, Some infinite p-groups, Algebra i Logika 22 (1983), no. 5, 584–589.
cited on p.
[GS84] Narain D. Gupta and Said N. Sidki, Extension of groups by tree automorphisms, Contributions to group
theory, Amer. Math. Soc., Providence, R.I., 1984, pp. 232–246. . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[GS87] E´tienne Ghys and Vlad Sergiescu, Sur un groupe remarquable de diffe´omorphismes du cercle, Comment.
Math. Helv. 62 (1987), no. 2, 185–239. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[GSS88] Fritz J. Grunewald, Dan Segal, and Geoff C. Smith, Subgroups of finite index in nilpotent groups, Invent.
Math. 93 (1988), no. 1, 185–223. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[Gui70] Yves Guivarc’h, Groupes de Lie a` croissance polynomiale, C. R. Acad. Sci. Paris Se´r. A-B 271 (1970),
A237–A239. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[Gup84] Narain D. Gupta, Recursively presented two generated infinite p-groups, Math. Z. 188 (1984), no. 1, 89–90.
cited on p.
[GW] Rostislav I. Grigorchuk and John Wilson, A minimality property of certain branch groups, to appear.
cited on p.
[GW00] Rostislav I. Grigorchuk and John S. Wilson, The conjugacy problem for certain branch groups, Tr. Mat.
Inst. Steklova 231 (2000), no. Din. Sist., Avtom. i Beskon. Gruppy, 215–230. . . . . . . . . . . . . . . cited on p.
[GW01] Rostislav I. Grigorchuk and John Wilson, A rigidity property concerning abstract commensurability of
subgroups, preprint of University of Birmingham, 2001. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[GWW92] Carolyn Gordon, David L. Webb, and Scott Wolpert, One cannot hear the shape of a drum, Bull. Amer.
Math. Soc. (N.S.) 27 (1992), no. 1, 134–138. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[GZ˙97] Rostislav I. Grigorchuk and Andrzej Z˙uk, On the asymptotic spectrum of random walks on infinite families
of graphs, Proceedings of the Conference “Random Walks and Discrete Potential Theory” (Cortona)
(M. Picardello and W. Woess, eds.), Symposia Mathematica (Cambridge University Press), 22–28 June
1997, (to appear), pp. 134–150. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[Har00] Pierre de la Harpe, Topics in geometric group theory, University of Chicago Press, 2000. . . cited on p.
[Hig51] Graham Higman, A finitely generated infinite simple group, J. London Math. Soc. 26 (1951), 61–64.
cited on p.
[Hig74] Graham Higman, Finitely presented infinite simple groups, Department of Pure Mathematics, Department
of Mathematics, I.A.S. Australian National University, Canberra, 1974, Notes on Pure Mathematics, No.
8 (1974). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[HK97] Nigel Higson and Gennadi G. Kasparov, Operator K-theory for groups which act properly and isometrically
on Hilbert space, Electron. Res. Announc. Amer. Math. Soc. 3 (1997), 131–142 (electronic). cited on p.
[Jac41] Nathan Jacobson, Restricted Lie algebras of characteristic p, Trans. Amer. Math. Soc. 50 (1941), 15–25.
cited on p.
[Jen41] Stephen A. Jennings, The structure of the group ring of a p-group over a modular field, Trans. Amer.
Math. Soc. 50 (1941), 175–185. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[Kac66] Mark Kac, Can one hear the shape of a drum?, Amer. Math. Monthly 73 (1966), no. 4, 1–23. cited on p.
[Kal48] Lev A. Kaloujnine, La structure des p-groupes de Sylow des groupes syme´triques finis, Ann. E´cole Norm.
Sup. (3) 65 (1948), 239–276. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[Kar87] Gregory Karpilovsky, The Schur multiplier, The Clarendon Press Oxford University Press, New York,
1987. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[KBS91] David A. Klarner, Jean-Camille Birget, and Wade Satterfield, On the undecidability of the freeness of
integer matrix semigroups, Internat. J. Algebra Comput. 1 (1991), no. 2, 223–226. . . . . . . . . . cited on p.
[KLP97] Gundel Klaas, Charles R. Leedham-Green, and Wilhelm Plesken, Linear pro-p-groups of finite width,
Lecture Notes in Mathematics, vol. 1674, Springer-Verlag, Berlin, 1997. . . . . . . . . . . . . . . . . . . . cited on p.
[KM82] Mihail I. Kargapolov and Yuri˘ı I. Merzlyakov, Fundamentals of group theory), third ed., “Nauka”, Moscow,
1982. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[Kos90] Alexei I. Kostrikin, Around Burnside, Springer-Verlag, Berlin, 1990, Translated from the Russian and with
a preface by James Wiegold. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[Laz53] Michel Lazard, Sur les groupes nilpotents et les anneaux de lie, Ann. E´cole Norm. Sup. (3) 71 (1953),
101–190. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
116 BIBLIOGRAPHY
[Leo97a] Yuri˘ı G. Leonov, A lower bound for the growth function of periods in Grigorchuk groups, Mat. Stud. 8
(1997), no. 2, 192–197, 237. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[Leo97b] Yuri˘ı G. Leonov, On identities in groups of automorphisms of trees, Visnyk of Kyiv State University of
T.G.Shevchenko (1997), no. 3, 37–44. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[Leo98a] Yuri˘ı G. Leonov, The conjugacy problem in a class of 2-groups, Mat. Zametki 64 (1998), no. 4, 573–583.
cited on p.
[Leo98b] Yuri˘ı G. Leonov, On growth function for some torsion residually finite groups, International Conference
dedicated to the 90th Anniversary of L.S.Pontryagin (Moscow), vol. Algebra, Steklov Mathematical Insti-
tute, September 1998, pp. 36–38. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[Leo99] Yuri˘ı G. Leonov, On precisement of estimation of periods’ growth for Grigorchuk’s 2-groups, unpublished,
1999. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[Leo00] Yuri˘ı G. Leonov, On a lower bound for the growth function of the Grigorchuk group, Mat. Zametki 67
(2000), no. 3, 475–477. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[LM89] Alexander Lubotzky and Avinoam Mann, Residually finite groups of finite rank, Math. Proc. Cambridge
Philos. Soc. 106 (1989), no. 3, 385–388. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[LM91] Alexander Lubotzky and Avinoam Mann, On groups of polynomial subgroup growth, Invent. Math. 104
(1991), no. 3, 521–533. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[LMS93] Alexander Lubotzky, Avinoam Mann, and Dan Segal, Finitely generated groups of polynomial subgroup
growth, Israel J. Math. 82 (1993), no. 1-3, 363–371. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[LN02] Yaroslav Lavreniuk and Volodymyr Nekrashevich, Rigidity of branch groups acting on rooted trees, 2002.
cited on p.
[Lub95a] Alexander Lubotzky, Cayley graphs: Eigenvalues, expanders and random walks, Surveys in combinatorics,
1995 (Stirling), Cambridge Univ. Press, Cambridge, 1995, pp. 155–189. . . . . . . . . . . . . . . . . . . . . cited on p.
[Lub95b] Alexander Lubotzky, Subgroup growth, Proceedings of the International Congress of Mathematicians, Vol.
1, 2 (Zu¨rich, 1994) (Basel), Birkha¨user, 1995, pp. 309–317. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[Lys85] Igor G. Lysionok, A system of defining relations for the Grigorchuk group, Mat. Zametki 38 (1985),
503–511. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[Lys98] Igor G. Lysionok, Growth of orders of elements in the Grigorchuk 2-group, unpublished, 1998. cited on p.
[Mac76] George W. Mackey, The theory of unitary group representations, University of Chicago Press, Chicago, Ill.,
1976, Based on notes by James M. G. Fell and David B. Lowdenslager of lectures given at the University
of Chicago, Chicago, Ill., 1955, Chicago Lectures in Mathematics. . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[Mag40] Wilhelm Magnus, U¨ber Gruppen und zugeordnete Liesche Ringe, J. Reine Angew. Math. 182 (1940),
142–149. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[Mil68a] John W. Milnor, Growth of finitely generated solvable groups, J. Differential Geom. 2 (1968), 447–449.
cited on p.
[Mil68b] John W. Milnor, A note on curvature and fundamental group, J. Differential Geom. 2 (1968), 1–7.
cited on p.
[Mil68c] John W. Milnor, Problem 5603, Amer. Math. Monthly 75 (1968), 685–686. . . . . . . . . . . . . . . . . cited on p.
[MP01] Roman Muchnik and Igor Pak, On growth of Grigorchuk groups, 2001. . . . . . . . . . . . . . . . . . . . . cited on p.
[MS81] Grigori A. Margulis and Grigori A. So˘ıfer, Maximal subgroups of infinite index in finitely generated linear
groups, J. Algebra 69 (1981), no. 1, 1–23. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[MS90] Avinoam Mann and Dan Segal, Uniform finiteness conditions in residually finite groups, Proc. London
Math. Soc. (3) 61 (1990), no. 3, 529–545. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[Neu86] Peter M. Neumann, Some questions of Edjvet and Pride about infinite groups, Illinois J. Math. 30 (1986),
no. 2, 301–316. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[Ol′91] Alexander Yu. Ol′shanski˘ı, Geometry of defining relations in groups, Kluwer Academic Publishers Group,
Dordrecht, 1991, Translated from the 1989 Russian original by Yu. A. Bakhturin. . . . . . . . . . . cited on p.
[Per00] Ekaterina L. Pervova, Everywhere dense subgroups of one group of tree automorphisms, Proceedings of
the Steklov Institute of Mathematics, vol. 231, 2000, pp. 339–350. . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[Pet99] Victor M. Petrogradski˘ı, Growth of finitely generated polynilpotent Lie algebras and groups, generalized
partitions, and functions analytic in the unit circle, Internat. J. Algebra Comput. 9 (1999), no. 2, 179–212.
cited on p.
[Pre98] Joseph P. Previte, Graph substitutions, Ergodic Theory Dynam. Systems 18 (1998), no. 3, 661–685.
cited on p.
[Pri80] Stephen J. Pride, The concept of “largeness” in group theory, Word problems, II (Conf. on Decision
Problems in Algebra, Oxford, 1976), North-Holland, Amsterdam, 1980, pp. 299–335. . . . . . . cited on p.
[PS75] Inder Bir S. Passi and Sudarshan K. Sehgal, Lie dimension subgroups, Comm. Algebra 3 (1975), 59–73.
cited on p.
[PT96] Donald S. Passman and Will V. Temple, Representations of the Gupta-Sidki group, Proc. Amer. Math.
Soc. 124 (1996), no. 5, 1403–1410. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
BIBLIOGRAPHY 117
[Qui68] Daniel G. Quillen, On the associated graded ring of a group ring, J. Algebra 10 (1968), 411–418.
cited on p.
[Rob96] Derek J. S. Robinson, A course in the theory of groups, second ed., Springer-Verlag, New York, 1996.
cited on p.
[Ro¨v99] Claas E. Ro¨ver, Constructing finitely presented simple groups that contain Grigorchuk groups, J. Algebra
220 (1999), no. 1, 284–313. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[Ro¨v00] Claas E. Ro¨ver, Abstract commensurators of groups acting on rooted trees, preprint, 2000. . cited on p.
[Roz86] Alexander V. Rozhkov, K Teorii Grupp Alexinskogo Tipa (= on the theory of Alyoshin-type groups),
Mat. Zametki 40 (1986), no. 5, 572–589. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[Roz90] Alexander V. Rozhkov, Stabilizers of sequences in Ale¨shin-type groups, Mat. Zametki 47 (1990), no. 3,
121–128, 143. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[Roz96] Alexander V. Rozhkov, Lower central series of a group of tree automorphisms, Mat. Zametki 60 (1996),
no. 2, 225–237, 319. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[Roz98] Alexander V. Rozhkov, The conjugacy problem in an automorphism group of an infinite tree, Mat. Zametki
64 (1998), no. 4, 592–597. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[RS80] Grzegorz Rozenberg and Arto Salomaa, The mathematical theory of L systems, Academic Press Inc.
[Harcourt Brace Jovanovich Publishers], New York, 1980. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[RZ00] Luis Ribes and Pavel Zalesski˘ı, Pro-p trees and applications, Progr. Math., vol. 184, Birkha¨user Boston,
Boston, MA, 2000. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[S+93] Martin Scho¨nert et al., GAP: Groups, algorithms and programming, RWTH Aachen, 1993. cited on p.
[Seg86a] Dan Segal, Subgroups of finite index in soluble groups. I, Proceedings of groups—St. Andrews 1985 (Cam-
bridge), Cambridge Univ. Press, 1986, pp. 307–314. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[Seg86b] Dan Segal, Subgroups of finite index in soluble groups. II, Proceedings of groups—St. Andrews 1985
(Cambridge), Cambridge Univ. Press, 1986, pp. 315–319. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[Seg00] Dan Segal, The finite images of finitely generated groups, Proceedings of the Conference in Bielefeld, 2000,
to appear. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[Seg01] Dan Segal, The finite images of finitely generated groups, Proc. London Math. Soc. (3) 82 (2001), no. 3,
597–613. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[Sid87a] Said N. Sidki, On a 2-generated infinite 3-group: subgroups and automorphisms, J. Algebra 110 (1987),
no. 1, 24–55. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[Sid87b] Said N. Sidki, On a 2-generated infinite 3-group: the presentation problem, J. Algebra 110 (1987), no. 1,
13–23. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[Sid97] Said N. Sidki, A primitive ring associated to a Burnside 3-group, J. London Math. Soc. (2) 55 (1997),
no. 1, 55–64. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[Sˇun00] Zoran Sˇunik´, On a class of periodic spinal groups of intermediate growth, Ph.D. thesis, State University
of New York, Binghamton, 2000. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[Susˇ79] Vitali˘ı I¯ Susˇcˇans’ki˘ı, Periodic p-groups of permutations and the unrestricted Burnside problem, Dokl. Akad.
Nauk SSSR 247 (1979), no. 3, 557–561. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[Sus89] Vitali˘ı I. Sushchanski˘ı, Wreath products and periodic factorizable groups, Mat. Sb. 180 (1989), no. 8,
1073–1091, 1151. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[Sus94] Vitali˘ı I. Sushchanski˘ı, Wreath products and factorizable groups, Algebra i Analiz 6 (1994), no. 1, 203–238.
cited on p.
[Sˇva55] Albert S. Sˇvarc, A volume invariant of coverings, Dokl. Akad. Nauk SSSR (1955), no. 105, 32–34 (Russian).
cited on p.
[SW02] Said N. Sidki and John S. Wilson, Free subgroups of branch groups, preprint, 2002. . . . . . . . . cited on p.
[Tit72] Jacques Tits, Free subgroups in linear groups, J. Algebra 20 (1972), 250–270. . . . . . . . . . . . . . . cited on p.
[vN29] John von Neumann, Zur allgemeinen Theorie des Masses, Fund. Math. 13 (1929), 73–116 and 333, =
Collected works, vol. I, pages 599–643. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[Vov00] Taras Vovkivsky, Infinite torsion groups arising as generalizations of the second Grigorchuk group, Algebra
(Moscow, 1998), de Gruyter, Berlin, 2000, pp. 357–377. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[Wil71] John S. Wilson, Groups with every proper quotient finite, Math. Proc. Cambridge Philos. Soc. 69 (1971),
373–391. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[Wil00] John S. Wilson, On just infinite abstract and profinite groups, New horizons in pro-p groups, Birkha¨user
Boston, Boston, MA, 2000, pp. 181–203. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[Wol68] Joseph A. Wolf, Growth of finitely generated solvable groups and curvature of Riemanniann manifolds, J.
Differential Geom. 2 (1968), 421–446. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[WZ97] John S. Wilson and Pavel A. Zalesskii, Conjugacy separability of certain torsion groups, Arch. Math.
(Basel) 68 (1997), no. 6, 441–449. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[Zas40] Hans Zassenhaus, Ein Verfahren, jeder endlichen p-Gruppe einen Lie-Ring mit der Characteristik p
zuzuordnen, Abh. Math. Sem. Univ. Hamburg 13 (1940), 200–207. . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
118 BIBLIOGRAPHY
[Zel90] Efim I. Zel′manov, Solution of the restricted Burnside problem for groups of odd exponent, Izv. Akad.
Nauk SSSR Ser. Mat. 54 (1990), no. 1, 42–59, 221. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
[Zel91] Efim I. Zel′manov, Solution of the restricted Burnside problem for 2-groups, Mat. Sb. 182 (1991), no. 4,
568–592. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cited on p.
