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Abstract
This thesis focuses on two separate, but related problems. These are: (1) the design and
applications of a novel quantum well based soft x-ray detector; (2) the study of absorption
lineshapes in quantum confined systems.
Described in this thesis is a detector in the 70-500 eV range with spatial resolution
of lpm - 5pm, temporal resolution of 20 ps, energy resolution of 85 eV and a sensitivity
of 25 photons/pm2. The detector design is based on observing a change in the optical
susceptibility in semiconductor multiple quantum well structures induced by the absorption
of x-ray photons. Such a detector can play a potentially important role in plasma diagnostics
and x-ray microscopy. The latter application is explored in depth.
The high resolution and sensitivity is achieved by adjusting the optical impedance of
the detector to the optical probe beam so that the transmission in the absence of x-rays
is negligible. The presence of free-carriers from the absorbed x-rays modifies the optical
susceptibility in the vicinity of the exciton absorption lines causing the transmission to be
significantly modified (over 10%), which is readily detectable.
The detector described in this thesis is optimized with respect to temperature and
quantum well parameters using a semi-empirical lineshape model. The lineshape model is
based on a conventional line-broadening analysis similar in spirit to that used in atomic and
plasma physics in which line positions, oscillator strengths, energy and continuum shifts and
broadening are described using a combination of theory and experiments. The lineshape
model accurately describes absorption and optical nonlinearity as a function of temperature,
free carrier density and quantum well quality.
Complementing this investigation of lineshapes using semi-empirical models, this thesis
also investigates lineshapes from a theoretical viewpoint as well. Presented here are: (1)
new analytical results and asymptotic scaling for the renormalization of the band gap in
the presence of free carriers, (2) new analytical expressions for the exciton-phonon matrix
element and (3) a new lineshape function that accurately describes both the Lorentzian and
non-Lorentzian features in the absorption lineshape such as the Urbach's rule.
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cle- aml cdriil ýorw Irr a  qtrlo ýCNIC711
oitTm my fo ami uly Y -tl
To my family
Acknowledgements
One might consider this thesis to be the written document summarizing my doctoral research
here at MIT. However, to me, this thesis represents far more than a mere technical document. To
me, this thesis represents the sum total of all that I have learned during my last 11 years at MIT.
In this regard, I owe gratitude to a large number of inviduals for all their help and advice during
the past decade.
I wish to thank a number of professors who have helped me in my studies. The foremost of them
is of course Peter Hagelstein. He has has been more than merely my advisor, but has also been a
good friend. He has taught me my most valuable lessons here at MIT. He has taught me the way
to think. It is this, more than anything else, that I will carry with me for rest of my academic life.
I also wish to thank Profs. Hermann Haus and Louis Smullin. I am deeply indebted to Prof.
Haus for assisting me in the admission to the graduate program, and for him and Prof. Smullin for
keeping a watch over me during these last seven years. Finally, I wish to thank my readers Profs.
Q. Hu and M. Dresselhaus, who despite the short notice, critically read my thesis and provided
valuable suggestions and corrections.
My education here at MIT has of course been more than merely numbers, formulas and science.
I have been blessed with the most interesting and amusing set of acquaintances - one might even
call them friends - who have made these last ten years a most pleasant experience.
In this regard I wish to thank Robert Durie for "C"ing me through all the hard times. I wish
him well in his medical resreach. I also wish to thank all those at rahr@mit.edu for all the good
times. I hope they will not end upon my graduation.
I wish to thank my ex-roomies Gopalakrishna Rajagopal and Dinesh Gopinath. As they have
helped me in my "path breaking" research, so will I try to help them in theirs.
I wish to thank my colleagues and friends Drs. Kevin Delin and John Moores who are both
enjoying the rewards of an MIT Ph.D. I hope to be joining your ranks shortly. Kevin, as you have
always advised, I have indeed graduated, but unfortunately, the balmy clime of Northern California
doesn't appear in my cards. Additionally, members of the x-ray laser group: James G. Goodberlet,
Mark Fleury, M. Muendel and Tim Savas have all provided useful insights and technical input at
various stages in the thesis.
Three characters have produced me much food - both for the belly, as well as for the mind.
They are of course Sankar Sunder, Saligrama R. Venkatesh and Pradeep Sreekanthan. I wish Sankar
well in his collaborative investigations of economics and Carnatic music. I hope to win all my bets
in the near future. I wish SRV well in his effort to build his cherished hamlet. I hope Pradeep is
successful in his mastery of plucked string instruments.
I of course cannot forget Drs. Coimbatore S. Venkatrishnan and Suresh "Taxman" Jagannathan.
I thank them for all their "pondification" (as they would say in Konga-land) over the years. For SJ,
I bid him a fond "Aloha" and wish him well in engineering various exemptions for his future tax
returns. For CSV, I wish him all the best in his own quest for a fulfilling tax experience.
Contents
1 Introduction
1.1 Description of Problem ................
1.1.1 Nature of X-Ray Source ...........
1.1.2 Detection Problem ..............
1.1.3 Quantum Well Detectors ..........
1.2 Principal Results in this Thesis ...........
1.2.1 Lineshape Theory ..............
1.2.1.1 Semi-Empirical Lineshape Theory
1.2.1.2 Theoretical Lineshape Studies ..
1.3 Organization of Thesis ................
2 Properties of Soft X-Rays
2.1 Soft X-Ray Spectrum ................
2.2 Soft X-Ray Sources ..................
2.3 Propagation of Soft X-Rays in Media . . . . . . .
2.4 Soft X-Ray Optics ..................
3 X-Ray Detector Technology
3.1 Physics of X-Ray Detection .............
3.2 Resume of Detector Performance ..........
3.2.1 Proportional Counter ............
3.2.2 Microchannei Plates .............
3.2.3 Semiconductor Detectors and CCD Arrays
3.3 Sum m ary .......................
4 Semi-Empirical Lineshape Model for GaAs Quani
4.1 Introduction ......................
4.2 Absorption Model ...............
4.2.1 Oscillator Strengths . ............
14
. .. .. .. .. .. .. . 15
. .. .. .. .. .. .. . 15
. .. .. .. .. .. .. . 16
. .. .. .. .. .. .. . 17
. .. .. .. .. .. ... 19
. .. .. .. .. .. .. . 20
. . . . . . . . . . . . . . 2 1
. . . . . . . . . . . . . . 2 1
.. . .. .. .. .. ... 2 1
23
. .. .. .. ... . ... 23
.. . ... . ... .. .. 24
. . . . . . . . . . . . . . 26
.. .. .. .. .. .. .. 27
32
.. .. .. .. .. .. .. 32
.. .. .. .. .. ... . 33
.. .. .. .. .. ... . 33
.. .. .. ... .. .. . 36
. . . . . . . . . . . . . . 38
. .. .. .. .. .. .. . 39
tum Well Structures
4.2.1.1 Oscillator Strength Model . .................
4.2.1.2 Density Dependence of Oscillator Strengths ........
4.2.2 Exciton and Confinement Energies . .................
4.2.3 Lineshape Function ..........................
4.2.3.1 Homogeneous Broadening: Phenomenological Treatment
4.2.3.2 Fluctuations in Quantum Well Widths ..........
4.2.4 Energy Shifts in Electron-Hole Plasma: Basic Phenomenology .
4.2.4.1 Band Gap Renormalization . . ................
4.2.4.2 Renormalization of Exciton Energies ............
4.3 R esults . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
5 Optical Nonlinearity in Quantum Wells
5.1 Optical Nonlinearity and Temperature . . ...................
5.2 Optical Nonlinearity and Linewidths . . . . . . . . . . . . . ........
6 Quantum Well Soft X-Ray Detector
6.1 Introduction .................. ..................
6.2 D esign Issues . . . . . . . . . . . . . . . . . .... . . . . . . . . . . . . . .
6.2.1 Carrier Generation and Dynamics . . . . . . . . . . . . . . . . . .
6.2.2 Modeling of Optical Susceptibility . . . . . . . . . . . . . . . . . .
6.2.3 Beam Propagation in Quantum Well Stack . . . . . . . . . . . . .
6.3 Results and Discussion .............................
6.3.1 Sensitivity .. ... . .. .... .. .. .. ... .
6.3.2 Temporal Resolution . . . . . . . . ... ... ............
6.3.3 Energy Resolution .......................
6.4 Discussion and Summary .........................
7 Beyond the Semi-Empirical Lineshape Theory
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . .
7.2 Bandgap Renormalization in Quantum Wells . . . . . . .
7.2.1 Introduction .....................
7.2.2 Electron Self-Energy in the SPP model . . . . . .
7.2.3 Algebraic Approximation to the SPP Integral . . .
7.2.4 Physical Content of Scaling Variables . . . . . . .
7.2.5 Approximate Asymptotic Behavior of Self Energy
7.2.6 Possible Extension to Quasi-2D Systems ......
7.3 Lineshape Theory .......................
7.3.1 Theoretical Lineshape Theory for Quantum Wells
92
. ... . ... . 92
. . . . . . . . . 93
. .. .. .. .. 93
. . . . . . . . . 95
. . . . . . . . . 96
. . . . . . . . . 98
. . . . . . . . . 100
. . . . . . . . . 101
.. .. .. .. . 103
. . . . . . . . . 104
70
70
71
74
75
79
80
7.3.1.1 Electron-Phonon Hamiltonian . . . . . . . . . . . . . ..
7.3.2 An Analytical Solution of the 2D Exciton-Phonon Matrix Element
7.3.2.1 Derivation ........... ...........
7.3.2.2 Specialization to 2D Phonon Matrix Element Problem .
7.3.3 New Lineshape Function ........................
7.3.3.1 Evaluation of Green's Function: Cluster Expansion . . .
7.3.3.2 Key Observation ........
7.3.3.3 Factorization of G(t) . . . . .
7.3.3.4 Approximate Solution of fi(E)
7.3.3.5 Asymptotic Behavior of fl(E)
7.3.3.6 Solution for f 2(E) .......
7.3.4 Discussion and Summary ........
.. .. .. .. .. .. .. 114
. . . . . . . . . . . . . . 115
. . . . . . . . . . . . . . 116
. . . . . . . . . . . . . . 116
.. .. .. .. .. .. .. 118
. . . . . . . . . . . . . . 118
8 Future Research Directions
8.1 Soft X-Ray Detector ...........................
8.1.1 Detector Fabrication .......................
8.1.2 X-Ray M icroscopy ........................
8.1.2.1 Introduction ......................
8.1.2.2 A New Scanning Microscope . . . . . . . . . . . . .
8.2 Lineshape Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
8.3 Opto-Electronic Memory . . . . . . . . . . . . . . . . . . . . . . . . .
8.3.1 M etastability . . . . . . . . . . . . . . . . . . . . . .. . . . .
8.3.2 Metastable States in Semiconductor Heterostructures . . . .
8.3.2.1 Metastability in One Dimension . . . . . . . . . . .
8.3.2.2 Application of Quantum Well Technology . . . . . .
8.3.3 Principal Issues and Challenges . . . . . . . . . . . . . . . . .
8.3.3.1 Calculation of Energy Levels and Matrix Elements .
8.3.3.2 Lineshape and Linewidths . . . . . . . . . . . . . .
8.3.3.3 Quantum Yield .....................
8.3.3.4 Device Application ...................
8.3.4 Sum m ary . . . . . . . . . . . . .. . . . . . .. . . . . . . . .
9 Conclusions
9.1 Soft X-Ray Detector ..............
9.2 Lineshape Studies ...............
9.2.1 Semi-Empirical Lineshape Model . . .
9.2.2 Theoretical Lineshape Studies .....
136
. .. .. .. .. . 136
. .. .. .. .. . 136
. . . . . . . . . . 137
. . . . . . . . . . 138
104
105
106
108
110
113
121
. . . . 121
.. .. 121
.... 122
... . 122
... . 123
... . 126
. . . . 127
.... 128
. . . . 130
... . 130
... . 132
... . 133
... . 133
... . 134
.... 134
... . 135
.... 135
9.2.2.1 Bandgap Renormalization . . ............ .. .. . 138
9.2.2.2 Non-Lorenztian Lineshapes of Excitons in Quantum Wells 139
A Approximation of Exchange and Correlation Energy Integrals 140
B Model of Plasma Expansion 142
C Evaluation of la 145
D Derivation of Equation (C.3) 148
E Derivation of Equation (C.8) 150
List of Figures
1-1 Schematics of quantum well based x-ray detectors. A planar detection scheme
(a) was originally proposed by'Eugster et al. and subsequently modified by
a direct imaging scheme by Basu (b) ....................... 18
2-1 Peak brilliance as a function of photon energy of various soft x-ray sources
(from Ref. [tom ie92] )...................... .......... 24
2-2 Linear absorption coefficients and scattering factors of Carbon as a function
of energy (from Ref. [michette86] ....................... 26
2-3 Linear absorption coefficient as a function of wavelength in the soft x-ray
region for important materials (from Ref. [spiller83] ). In (a), the materials
are important biological materials. Notice the difference in absorption of
protein in water in the 20A - 44A range. In (b), the materials are some
typical semiconductors and metals that are used for detector windows. . . 27
2-4 Measured maximum reflectivity versus photon energy for different multilayer
systems. The periods are between 35A and 78A.(from Ref. [spiller83] ). .. 28
2-5 Schematic diagram for a zone plate . ................... . ... . 29
2-6 Schematic diagram for a Schwarzchild objective. . ............... 30
3-1 Schematic of microchannel plate (from Ref. [elton90] ) . ........... 36
3-2 Multiframe imaging based on single-meander microstrip design (from Ref.
[11e92] ). . . . . . . . .. . . ... .. . .. . . .. . ....... . . . . . .... 37
4-1 Sommerfeld factor g(,f) a a function of non-dimensional parameter 0 defined
in text. Solid line represent numerical solution. Dashed line represents fit to
f(,3) = 1 + exp(-(47rp,)l/ 2). The function f(0) 0 2 for reasons discussed in
text . .............. . ........ ................. 48
4-2 Comparison of fractional band gap shift from (D2) (dashed line) with full
numerical result [schmitt85a] (solid line) at different temperatures (1) T=.1B
, (2) T=B , (4) T=4B (B is 2D exciton binding energy) ............ 56
4-3 Renormalized band gap Eg(ne) in GaAs MQWs as a function of carrier den-
sity at different temperature. (1) T=77 (2) T=150 (3) T=250 (4) T=300 57
4-4 Plot of nonlinearity in GaAs MQW. The variable a is defined in (4.26)
Dashed Line: Full Model, Solid Line: Without redshift of excitonic lines. .. 58
4-5 Plot of absorption curves in GaAs MQW at for two different carrier den-
sities. Solid Line: ne = 1014 cm - 3 Dashed Line: Without redshift nT =
2.5 x 1016cm - 3 , Dotted Line: Full Model ne = 2.5 x 1016 cm- 3 . . . . . . . . . 59
4-6 Room temperature absorption curves for GaAs MQW (units of 1000cm-1).
Solid Line: Experiment, Dashed Line: Theory. . ................ 60
4-7 Plot of nonlinearity in GaAs MQW. Solid Line: Experiment, Dashed Line:
Present Model. ................................. .. 61
4-8 Plot of absorption curves in GaAs MQW at the two different carrier densities.
Solid Line: ne = 1014 cm- 3 Dashed Line: ne = 2.5 x 1016 . .......... 62
4-9 Comparison of DFWM spectra predicted by model with experimental spectra
of Chemla et al.. [chemla84] . Dashed Line: Empirical fit of Chemla et al.,
Solid Line: Present M odel ............................. 62
5-1 Plots of the absorption spectra as a function of energy at five different tem-
peratures: (1) T=77 K, (2) T = 150 K, (3) T=200 K (4) T=250 K, (5) T=
300 K. Energies, at each temperature T, have been adjusted to account for
the variation in band gap. ............................ 66
5-2 Plots of the nonlinearity spectra as a function of energy at five different
temperatures: (1) T=77 K, (2) T = 150 K, (3) T=200 K (4) T=250 K, (5)
T= 300 K. Energies, at each temperature T, have been adjusted to account
for the variation in band gap. .......................... 67
5-3 Plots of nonlinear coefficient as a function of temperature at two different en-
ergies. (1) E=1.453 eV, (2) E=1.4575 eV. The energies, at each temperature
T, have been adjusted to account for the variation in band gap. ........ 67
5-4 Plots of absorption curves at two different carrier densities (solid lines: ne =
1014cm-3, dashed lines: ne = 2.5 x 1016cm - 3) at two different temperatures
(Left: 120 K, Right: 77 K). Note the large shift of the absorption curve from
Fig. 5-3 due to change in band gap energy. . ............... . . 68
5-5 Plots of maximum nonlinear coefficient as a function o FGc/FL at different
temperatures. (1) T=77 K, (2) T=300 K. The lower set of curves corre-
spond to resonant transitions (E = 1.475eV) and the upper to nonresonant
transitions (E = 1.453eV) ............................ 68
6-1 Schematics of quantum well based x-ray detectors. A planar detection scheme
(a) was originally proposed by Eugster et al. and subsequently modified by
a direct imaging scheme by Basu (b). Details of these schemes can be found
in the text. . .................. ................ .. 71
6-2 Schematic of the multi-layer stack. With each interface and layer is associated
a transmission matrix. The overall transmission matrix is expressed as a
product of individual matrices. The cap layers are usually GaAs. They
prevent the oxidation of the surface and are typically very thin (- 1001)
and do not affect the optical properties of the quantum wells significantly.
Details are in the text and Appendix B. . .................. . 72
6-3 Plot of the reflectivities as a function of different probe energies for three
different substrate thicknesses: (1) L,= 190A, (2) L,= 410A, and (3) L,=
490A. The other parameters for the quantum well stack are: L,= 170k,
Lb=50A, and N = 30 Layers. ......................... 74
6-4 Temporal evolution of the free carrier density at the origin. The avalanching
caused by the primary carrier is assumed to stop within 1 ps subsequent to
which the plasma expands hydrodynamically as given in Appendix A. (1)
E. = 70eV and (2) E. = 500eV The horizontal solid line corresponds to the
background density undetected by the probe beam. . .............. 76
6-5 Width of e-h plasma in the direction perpendicular to the quantum wells as
a function of time. After about 35 ps, the plasma cools to energies below
Eoffset and no further expansion perpendicular to the wells is possible. . . 76
6-6 Absorption lineshapes calculated using the semi-empirical model of Chapter
3. for different carrier densities at T=300 K. (1) ne = 1011cm - 3 (2) Ex =
70eV 4- ne = 2.5 x 1015cm - 3 (3) Ex = 500eV -+ ne = 2.0 x 1016cm-3 (4)
Same as (3) but from using the experimental non-linear coefficient of Chemla
et al measured at ne - 8 X 1015cm - 3. . . . . . . . . . . . . . . . . . . . . .  77
6-7 Plot of the substrate length L, as a function of probe wavelength Ap. The
substrate length L, minimizes the the reflection R at Ap. The dashed lines
correspond to principle wavelength of interest in Sec. 6.3 at A,p=818.55 nm
and Ap=821 nm. The other relevant parameters are N = 30 layers, L,=170A,
Lb=50A, and T=150 K. ............................. 79
6-8 Plot of the reflection coefficient Ro and AR = (Rx - Ro)MaxSignal as a func-
tion of angle for layer in Fig. 6-2 (Layers = 20, Lb=50A, L,= 175A, T=150
K, Ex= 500 eV). Ro and Rx are the reflection coefficient with and with-
out a single absorbed x-ray photon. Here Max Signal corresponds to the
wavelength where the change in the reflected signal is the largest. This is
described in text in Sec. 6.3. .......................... 81
6-9 Plot of AE = (.Fpr(nx)-Fpr(no))A vs the contrast ratio CR = AE/(Fpr(no)A)
where A = 1lLm2 is the area of a pixel on the MQW to be imaged on the
CCD array. The individual points correspond to different probe energies. The
modeling condition here corresponds to t= 1 ps, Layers = 30, Lb= 50A, L,=
175A, T=150 K, Ex= 70 eV. The dashed line corresponds to the minimum
energy required to be deposited on a 19pm x 19pm pixel for detectability. 84
6-10 Plot of the change in the reflected energy AE as function of quantum well
width L, at different temperatures: (1) T=150 K, (2) T=225 K, (3) T=300
K. The incident photon is Ex= 70 eV. The signal is measured at Ep where
AE is maximum and where CR > 5%. .................... 85
6-11 Plot of the change in reflected energy AE as function of quantum well fluctu-
ation parameter a. The dashed horizontal line corresponds to the minimum
detectable CCD signal. The probe energy Ep is selected where AE is maxi-
mized such that the contrast ratio is 5-10%. . ................. 86
6-12 Plot of the AE as defined by (6.4) as a function of incident x-ray energy Ex.
The dashed lines corresponds to a least squares fit of the data. The specific
design is for L, = 170A, T = 150K and o= 2.4A. The signals are measured
at Ep=1.5067 eV = 821 nm. .......................... 87
6-13 Plot of the AE as defined by (6.4) as a function of incident x-ray energy Ex.
The dashed lines corresponds to a least squares fit of the data. The specific
design is for L, = 170A, T = 150K and a= 2.4A. The signals are measured
at Ep= 1.5112 eV = 818.55 nm. ........................ 88
6-14 Plot of the time history of AE(t) for two different probe energies. The dashed
lines correspond to Ex = 500eV and the solid lines correspond to E,= 70
eV. The specific design is for L,= 170A, T = 150K and a = 2.4A. ..... 89
7-1 Comparison of fractional band gap shift from (22) (dashed line) with full
numerical result [schmitt84] (solid line) at different temperatures (1) T=.1B
, (2) T=B, (4) T=4B (B is 2D exciton binding energy).. ........... 98
7-2 Plot of parameter y defined in (7.6) as a function of the coupling constant rs
at different temperatures (1) T=0 , (2) T=.05Eo, (3) T=.1Eo, (4) T=.5Eo,
(5) T=Eo , (6) T=2Eo, (7) T=4Eo. The approximation (2) is most accurate
for - > 1 (- 5%) but gives reasonable estimates for .1 < -y < 1 (- 15%). .. 99
7-3 Plot of screened-exchange energy Ex" as a function of r, at different temper-
atures (1) T=Eo, (2) T=2Eo, (3) T=4Eo. The dotted and dashed lines are
from the asymptotic scaling relations given in Table 7.1 . .......... 102
7-4 Plot of coulomb-hole energy Ex" as a function of r, at different temperatures
(1) T = E 0o, (2) T=2Eo, (3) T=4Eo. The dotted and dashed lines are from
the asymptotic scaling relations given in Table 1. . ............... 102
7-5 Variation of the lineshape steepness parameter as a function of free carrier
density (from Ref. [liebler90] ). The parameter is defined in the text and is
dim ensionless .. . . . . . . . . . . . . . . . . . . . . .. . . .. . . . . . ... 104
7-6 Comparison of the Lorentzian lineshape with the new lineshape given by
(7.46) ........................................ 117
7-7 Plot of function f 2 (E) using the function for E(t) given in (7.47) ...... 119
7-8 The ratio of the (7.31) to the Lorentzian function at E = 0 at different
tem peratures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
8-1 Schematic of the proposed. scanning x-ray microscope. . ............ 124
8-2 Schematic of the rotating pinhole disks. . .................. . 125
8-3 A typical Nipkow disk (from Ref. [xiao88] ). . .................. 125
8-4 Schematic of a one dimensional potential with a metastable transition be-
tween the first excited state (n=2) and the ground state (n=1l). See text for
discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ... 131
8-5 Plot of decay time r of the metastable state vs. width of barrier layer LB.
The barrier height is EB = 300 meV and the offset energy Eo = 60 meV.
A simple one dimensional Schroedinger solver is evaluated to calculate eq.
(8.4) numerically. ................................. 132
List of Tables
2.1 Values of typical photon flux from a source-spectrometer system subtending
a solid angle of 10-1 and a imaging bandwidth of AA/A = 0.01%. The values
for source brightness are given in Fig. 2-1 . .................. 25
2.2 Values of typical photon flux from a source-lens system a numerical aperture
of 10-1 and a imaging bandwidth of AA/A = 0.1%. The values for source
brightness are given in Fig. 2-1 ......................... 25
2.3 Typical parameters for condenser zone plates (CZP) and micro-zone plates
(MZP) (from Ref. [schmahl84] ). ........................ 29
2.4 Typical performance of Schwarzchild two-mirror focusing optics. . ...... 30
3.1 Detectors for Soft X Rays ............................ 34
4.1 Comparison of fitting parameters used with experimental and theoretical
values. The quantitity Eol = E-h - Bh,l = Eg + E- Bh,i . . . . . . . . 44
4.2 Table of oscillator strengths used for the light hole exciton transition. Best
fit values are values that give the best agreement with the experiment. . . . 44
4.3 Table of confinement energies and exciton energies, in meV, as a function of
quantum well width L, and doping x of Al in the barrier region. The exciton
binding energies are tabulated from the literature [sanders87c, nojima88] .
Values appearing in parenthesis are interpolated values. The binding energies
in the column x = 0.15 are actually for x = 0.25 due to a lack of availability
of accurate computations in the literature for x = .15. . ........... . 51
6.1 Summary of the chief parameters and performance of the detectors. The
definitions of the variables are found in the text. * Actual L, values can also
be be half integer multiples of the probe wavelength added to the minimum
value specified above. See Sec. 6.2.3 for details. . ........... . . . 73
7.1 Scaling of screened-exchange and coulomb-hole energies E"X and Zch as a
function of temperature T and coupling parameter rs. These scalings have
been derived from (7.7) and are rather good approximations of (7.7) (within
5%) for Eo < T < 10Eo. Here Eo = 4Ryd2D. ........ ........ 101
7.2 Numerically computed values of (1) for bound-bound transitions for different
n and m. In each entry, first row is the value from (2) and second row is the
result from numerical integration. .................. ..... . . 111
7.3 Numerically computed values of (1) for bound-free transitions for different n
and m. In each entry, first row is the value from (2) and second row is the
result from numerical integration. . .................. ...... 112
E.1 Numerically computed values of (1) for integer values of c and m. Error is
the defined to be IS ,,,,, - S,.actI ........................ 153
E.2 Numerically computed values of (1) for complex values of c and m where c
is of the form c = -1/2 + ia. Error is the defined to be ISana•, - S,,zac . . . 154
Chapter 1
Introduction
Line emissions from ionized atoms in the soft x-ray regime have been well studied in the lit-
erature with detailed spectroscopic data available for a large number of transitions. However
recent advances in the x-ray sources and optics have led to a resurgence in interest in this
field. These investigations have been stimulated to a large part by potential applications to
semiconductor lithography and the microscopy of biological organisms.
This rapid development of soft x-ray sources, optics and applications has heightened the
need for improved diagnostics such as spectrometers and detectors [basu92, hagelstein91].
This thesis pertains to the problem of soft x-ray detection. The focus of study will be
towards detection systems suited for detecting x-rays from laboratory soft x-ray sources
such as electric discharges, laser produced plasmas, synchrotron sources and x-ray lasers.
An important detection problem that will not be addressed in this thesis is detection of
radiation from astrophysical sources.
Presented in this thesis is a design for a soft x-ray detector in the 70 eV - 500 eV range
that combines excellent spatial and energy resolutions with sub-fifty picosecond time gating
capability. Such a detector is presently unavailable and the development of such a device as
described in this thesis would have important applications in the areas of x-ray microscopy
and plasma diagnostics.
The detector is based on the concept of optically imaging the x-ray induced free-carriers
in semiconductor quantum wells. The general idea is to select a probe beam tuned near
the onset of the heavy hole excitonic peak where the change in the optical susceptibility
is the largest. The lengths of the various layers are chosen in a manner such that under
quiescent conditions, the reflection is near minimum (typically 5% to 10%). The presence
of x-ray induced carriers modifies the optical susceptibility, thereby modulating the opti-
cal impedance of the multiple quantum well (MQW) structure. The modulation in the
impedance appears as reflected light and is imaged on a CCD (charged coupled device)
camera. By exploiting the natural resonances in the transmission and reflection coefficients
in a multi-layer dielectric stack, contrast ratios as high as 10-20% can be achieved.
A detailed description of this detector, the physics behind its design and its potential
applications are the topics covered in this thesis. We will concentrate on applications where
such a fast, high resolution, large area detection capability can efficiently be exploited.
In this introductory chapter, we outline the principal issues facing the design and ap-
plication of x-ray detector technology. These issues will be expanded upon in subsequent
chapters. We will then summarize the significant results from this thesis and present a brief
outline of the thesis content and organization.
1.1 Description of Problem
1.1.1 Nature of X-Ray Source
In semiconductor lithography applications, the availability of a bright x-ray source is equally
important. Photoresists such as polymethylmethacrylate (PMMA) used widely for litho-
graphic masks, require high energy density to polymerize (- 10 - 100mJ/cm2 ) [elton90,
newnam]. Bright sources shorten the exposure time required to develop these resists, thereby
shortening the processing time of ultra-small devices [newnam].
In x-ray microscopy applications, the availability of a bright short-pulsed source is key to
high-resolution in vivo imaging of biological specimens. The short wavelength is required for
high spatial resolution and the short pulse reduces the irradiation dosage and penumbral
blurring from specimen motion. An additional feature useful for in vivo imaging is the
availability of sources in the spectral range of 2.3 nm to 4.4 nm range (280 eV - 530 eV)
where the image contrast between proteins and water is the largest [henke60].
Recent research in soft x-ray sources has centered around the development and use of
bright x-ray sources such as synchrotron radiation, laser plasmas, electric discharges and
more recently, lasers [michette86, newnam, chaker86, choi86, basu92]. These sources are 12-
20 orders of magnitude brighter than conventional x-ray tubes and are key to applications
described above [elton90]. These sources produce both line and continuum emission that
span the entire soft x-ray spectrum.
Typical laser plasma sources are sufficiently bright that in a 10nm x 10nm area, there
are over 1014photons/sr/sec/.1% bandwidth flux incident [elton90]. However, they have spot
sizes not much larger than 100pm and short temporal length (few ns). Synchrotron sources
have similar brightness but are larger (mm) and have longer temporal features (typically
micro to milliseconds).
The brightest sources available today are x-ray lasers. The focus of our research group
has been the development of a tabletop short wavelength laser system in the 200 A(, 65eV)
regime. Line emissions from the gain line of an x-ray laser are 4-5 orders of magnitude
brighter than from any other sources of laboratory x-rays. Recently, we successfully demon-
strated amplification of the 204 A line in Ni-like Nb and the 262 A line of H-like Boron. The
gain media in both cases is a hot highly-ionized plasma formed by the ablation of a solid
target by a high-power pump laser. The line and continuum emissions from the plasma
have a rather broad spectral range (from 0- - 2keV) with temporal features ranging from
tens of picoseconds to a few nanoseconds.
Soft x-rays from laser plasma sources are useful not only for technological applications
but they also serve as important diagnostics for other physical processes. For example, in
laser-driven inertial-confinement fusion (ICF) experiments, fuel capsules are compressed to
high densities causing implosions. Typical in-flight shell velocities during capsule implosions
are in excess of 0lcm/sec [lle92, kilkenny88]. Therefore, variations in spatial scales of
10pm occur over timescales of 100 ps. X-ray emissions from the rapidly evolving plasmas
provide important information about plasma parameters such as density, temperature and
composition.
1.1.2 Detection Problem
If one were to design an ideal detector, the features that one would include would be:
* High Spatial Resolution: For microscopy applications, spatial resolutions of 10nm -
50nm are needed. For diagnostic applications, resolutions of 1 - 5pm are needed to
make the detector comparable to passive detectors such as x-ray film.
* High Sensitivity: Ideally, one would like single photon detection capability.
* Fano-limited Energy Resolution: For energy dispersive measurements, one would like
energy resolutions that are limited only by the inherent uncertainty in the photon-
electron conversion process (Fano limit). Typically, this limit is about 30 eV - 80 eV
in the short wavelength region.
* Fast Gating/Temporal Response: In plasma diagnostic applications, the fast detectable
processes are usually on the order of tens of picoseconds. Thus, one would require a
detector with gating capabilities on the order 10-50 ps.
* Large Detection Area: Recent development in x-ray spectrometer designs allow for
two dimensional imaging of x-ray sources. In this context, a detector with large area
detection capability (- cm), in addition to high spatial resolution is needed.
As we will see in Chapter 3, a detector that meets all these requirements is not presently
available. At present, micro-channel plate technology is used for soft x-ray detection. These
detectors have spatial resolution of 10-20 pm and a temporal resolution of 150 ps with
sensitivity of 0.3 photon/pm 2 [ceg86, eckart86, kilkenny88]. The limiting factor for spatial
and temporal resolution is the diameter of the channel and the transit time of the photo-
ionized electrons [wiza82]. For time-integrated detection, resolutions of tens of nanometers
have been achieved with PMMA and resolutions of 5 pm with Kodak 101 film [jacobson89,
henke84]. CCD arrays provide an alternate method for time-integrated detection and are
frequently used in astrophysics applications were films are inconvenient. However, front
illuminated CCDs detectors are not well suited for soft x-ray detection, owing to large
absorptive losses from the surface metal contacts and poly-silicon layers [saliere88, tassin92].
Presently, an active area of research is the design of back-illuminated CCD arrays that
avoid the absorptive losses associated with the front illuminated structures. These appear
to provide acceptable quantum yields in the soft x-ray window [saliere88, tassin92].
In short, fast detectors with picosecond gating capabilities have poor spatial and energy
resolutions and are not suited for large area imaging. Detectors with excellent spatial and
energy resolutions do not have good gating capabilities. The choice of detectors is ultimately
dictated by the experiment.
In applications involving laser plasma and related sources for soft x-rays, detector sen-
sitivity is not a particularly stringent requirement. For example, consider a hypothetical
detector with a 1plm resolution. Using typical values for brightness of x-ray laser plas-
mas sources, there are over 1018photons/sr/sec/0. 1%bandwidth incident on a pixel area of
1pm x lpm. Assuming typical acceptance angles of 10- 4 steradian and a 50 ps lifetime
of x-rays, there are over 5000 photons incident per pixel. This is usually not a very diffi-
cult detection problem. Therefore, for most diagnostic and imaging applications using soft
x-rays from laser plasma and synchrotron sources, a fast detector with high spatial and
energy resolutions and a large detection volume is sufficient.
A detector combining high temporal resolution with high spatial and energy resolutions
represents an important advance in detection technology. Such a detector would find im-
mediate applications in x-ray microscopy and plasma diagnostics. These will be elaborated
further in Chapter 7 of this thesis.
1.1.3 Quantum Well Detectors
Advances in the field of nonlinear optics has led to the development of new and very sensi-
tive fast optical components. Recently it has been proposed to apply these new techniques
to the problem of x-ray detection [eugster90, basu91]. In conventional detection schemes,
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Figure 1-1: Schematics of quantum well based x-ray detectors. A planar detection scheme
(a) was originally proposed by Eugster et al. and subsequently modified by a direct imaging
scheme by Basu (b).
x-ray photons are detected by electrically imaging the photocarriers created by a photoab-
sorption event. In an optical detection strategy, the x-ray photons are detected by optically
imaging the photocarriers. The optical imaging is carried out at a lower energy (typically far
infrared) where detection is easier and more robust. This strategy is a promising alternative
because optical processes in semiconductors: (1) are comparatively fast (tens to hundreds
of picoseconds), (2) have potentially high spatial resolution, since the typical diffraction
limit of the probe beam is 1lpm, (3) have high energy resolution comparable with the best
Fano-limited semiconductor detector technology presently available and (4) have large area
detection capability that is relatively straightforward.
X-ray detectors based on these new approaches would have rather different properties
than existing x-ray detectors, and may find applications in areas where fast, high resolution
large area detection is required [macgowan90, london89, ceg86].
One particular approach that has been studied in detail is a detector scheme based on
semiconductor quantum well technology. Proposals have been made to use excitonic non-
linearity in semiconductor quantum wells for the purpose of X-ray detection [eugster90,
basu91]. The essence of this idea is to observe, using optics, the modulation of the optical
susceptibility induced by the free carriers generated by the absorbed x-ray photon. This
approach was first proposed and analyzed by Eugster and Hagelstein who studied a planar
MQW structure and a micro-etalon detection scheme [eugster90]. In the planar detector
scheme they proposed, the x-ray photon is detected by imaging the scattered radiation of
the probe beam from the variation in the complex index of refraction caused by the x-ray-
induced free carriers. Temporal resolution is achieved by exploiting the angular spread of
the scattered signal. A schematic of this approach is given in Fig. 1-1(a).
This general approach was reviewed and improved upon by Basu [basu91]. Rather than
imaging the scattered signal, Basu proposed to image the probe beam (see Fig. 1-1(b));
in this case, he found that the modulation of the optical susceptibility was sufficient to
observe the change in the transmitted signal through the multi-layer. The modulation
in the impedance appeared as reflected light and was to be imaged on a CCD camera.
He concluded that using simple interferometric techniques, such as the Nomarski method
[heinrich86], one could get sensitivity thresholds as low as 12 photons/im 2 for 500 eV x-ray
photons. In his designs, he assumed that a contrast ratio of 1% (defined to be the change in
transmitted signal as a fraction of the total signal transmitted) could be readily observed.
Although the earlier work demonstrated, qualitatively, the feasibility of a soft x-ray de-
tector based on the use of multiple quantum wells, the earlier designs had poor sensitivities
and were not very robust. For example, Eugster's designs suffer from signal to noise prob-
lems and necessitate sophisticated detection and stringent fabrication constraints for the
quantum well sample.
Basu's design is conceptually easy to implement and, based on his numerical estimates,
appears well suited for detection applications. However, there are significant errors and a
number of deficiencies in his analysis. Specifically, the numerical estimates based on the
beam propagation formalism described in the paper are erroneous due to: (1) the use of
incorrect digitization of the optical absorption data from Chemla et. al (e.g., the sharp
peaks in the absorption spectra in his paper are spurious) [chemla84]; and (2) an improper
treatment of reflection and transmission at the interfaces. Both these errors lead to a
significant inaccuracies in both the quantitative and qualitative results.
Furthermore, Basu never attempted to optimize the detector performance. For exam-
ple, no attempt was made to study important design quantities such as energy resolution,
temporal resolution and spatial resolution. In order to analyze the detector performance in
terms of these parameters and to optimize the performance, an accurate model for optical
absorption in quantum wells is needed. Basu relied upon simple extrapolation from avail-
able experimental data. Whereas this is useful for preliminary analysis, it is insufficient for
a detailed analysis of device characteristics.
1.2 Principal Results in this Thesis
The principal focus of this thesis is the design of a quantum well soft x-ray detector. In
this regard, described in this thesis is a soft x-ray detector with an energy resolution of 85
eV in the 70-500 eV range, a spatial resolution of lpm, a temporal resolution of 20 ps. and
a sensitivity of 25 photons/pm 2. For energies greater than 500 eV, the detector's energy
resolution deteriorates but its other features remain essentially unaltered. The results from
this investigation wil be shortly submitted to IEEE J. of Quantum Elect. for publication.
However, the design of x-ray detector represents only one facet of the thesis work. The
detector design is based on observing a change in the optical susceptibility in semiconductor
multiple quantum well structures induced by the absorption of x-ray photons. Therefore,
significant time has been devoted to understanding and modeling absorption lineshapes in
quantum well structures. Details and results from these investigations also form a sizable
fraction of this thesis.
Finally, in addition to the design studies of the x-ray detector, significant effort has been
undertaken to investigate applications of the concepts developed in this thesis to other areas
of physics and engineering. The results of this investigation is detailed in Chapter 8 under
the title of "Future Research Directions."
Here, we summarize the principal new results from all these investigations.
1.2.1 Lineshape Theory
Our lineshape investigations have followed two complementary strategies. The first ap-
proach we have undertaken is to understand the principal absorption features using a semi-
empirical lineshape model. The semi-empirical treatment of lineshape described in this
thesis follows closely the approach used in atomic and plasma physics. In this approach,
the lineshape is expressed in terms of a number of basic variables such as lineshape, oscil-
lator strengths and line positions; and each of these are described by simple models. The
models describe the relevant physics in terms of design parameters, quantum well geometry,
operating parameters (e.g., free carrier density and temperature) and process parameters
(such as quantum well quality). From such a description, optical constants can be readily
computed.
The second approach we have undertaken is a theoretical first-principles analysis of
the semiconductor lineshape. This was motivated by several important deficiencies in the
semi-empirical model. In the band-tail region, the lineshape is not well described by simple
lineshape functions, such as the Lorentzian function used in the semi-empirical treatment;
instead, it follows an exponential law called the Urbach rule. A quantitative description of
this so-called band-tail region is important for the detector design because the saturation
dynamics of the optical excitation is found experimentally to be considerably different from
the region near the principal resonances.
The origin of these complicated absorption features of the band-tail region is due to
the interaction of the exciton with optical phonons. A proper description of this physics
requires a sophisticated theoretical treatment using Green's function techniques from many-
body physics. This has been done and new results are reported here.
1.2.1.1 Semi-Empirical Lineshape Theory
The principal results from this study are:
1. An accurate semi-empirical model of the oscillator strengths for excitonic transitions
in quantum wells.
2. A novel parameterization of the renormalization of the band gap due to free carriers
in terms of two non-dimensional parameters; and a parameterization of the exciton
line positions from perturbation theory.
3. An adaptation of a simple binary collision model from plasma physics to calculate the
free-carrier contribution to the excitonic linewidth.
4. Inclusion of inhomogeneous broadening due to fluctuations in well widths.
These results are to appear shortly in IEEE Jour. of Quantum Electronics.
1.2.1.2 Theoretical Lineshape Studies
The principal results from the theoretical investigations are:
1. A simple analytical closed form solution of exciton-phonon matrix element in two
dimensions. This is analogous to the Bethe matrix element which is appropriate for
describing the photon interaction in hydrogenic atoms. This has appeared in J. of
Math. Phys., 34, 1994.
2. Analytical scaling relations and simple, accurate algebraic expressions for the renor-
malization of the bandgap energy in quantum wells due the presence of free carriers.
This has been submitted to Phys. Rev. B for publication.
3. A simple new non-Lorentzian lineshape function that is Lorentzian near the principal
resonance and is exponential in the band-tail region.
4. A simple lineshape theory of phonon/photon broadening of hydrogenic lines in which
the lineshape is given in terms of a series of convolutions. The convolutions are divided
into symmetric functions that describe lifetime broadening, and asymmetric functions
that describe self-energy fluctuations.
1.3 Organization of Thesis
This thesis is divided into three general parts. The first part, from Chapters 2-6 pertain to
the design of the quantum well x-ray detector. The second part, which is primarily Chapter
7 and the Appendices, is devoted to theoretical investigations of quantum well physics.
These investigations were motivated by issues raised in the design studies of the detector.
The third part is Chapter 8 and it focuses on the applications of the detector and related
technology to other areas of engineering.
In Chapter 2-3, in order to provide a backdrop for this thesis, we review the basic
features of the soft x-ray spectrum, laboratory soft x-ray sources and the state of the art
detectors. In Chapter 4, we describe the semi-empirical lineshape model and study some
applications of the model in Chapter 5. Finally, in Chapter 6, we describe the quantum
well detector and discuss its performance limitations.
Chapter 7 is primarily devoted to the theoretical study of lineshapes in quantum wells.
It is motivated by deficiencies in the semi-empirical lineshape model of Chapter 3 and by
potential improvement in detector performance.
The Appendices contain mathematical details of some of the theoretical results used
in Chapters 3 and 7. Appendix A is a devoted to the approximation of the exchange and
correlation energy integral that appears in the expression for the change in bandgap energy
as a function of the electron-hole pair density. The results from this Appendix are used in
Chapter 7 for a theoretical model of bandgap renormalization in quantum wells. The other
Appendices provide technical details to some of the computations quoted in Chapters 6 and
7.
Chapter 2
Properties of Soft X-Rays
The basic properties of soft x-rays have been reviewed in a number of books and papers
[michette86, elton90]. In this chapter we summarize the issues that are most relevant to the
development of this thesis. Specific topics addressed in this chapter are: characteristics of
soft x-ray sources, propagation of soft x-rays in materials and recent advances in soft x-ray
optics.
2.1 Soft X-Ray Spectrum
The term "soft x-ray" as used in this chapter and elsewhere in this thesis describes the
region of the electromagnetic spectrum where the photon energies are 50eV < E < 2keV
[elton90]. This range is somewhat loose, with 2keV being a typical upper range quoted in
the plasma and astrophysics literature and 20keV being common in spectroscopy literature.
For many important technological applications such as semiconductor lithography and x-ray
microscopy, the lower range is often the only range of interest.
For example, the K shell emissions from low Z atoms (Z < 18) have energies less than
2 keV. These emission lines are important in biological imaging applications (e.g., electron
and x-ray microscopy) where the principal atomic constituents of organic tissues are oxygen
(524 eV), nitrogen (390 eV) and carbon (277 eV).
In laboratory plasmas (e.g., those created by laser irradiation or electrical discharges),
available pump energies usually constrain the emissions to be within 10 keV. Even in as-
trophysical plasmas, whose spectral range extends into the MeV range, the soft x-ray spec-
trum still contains valuable spectral information. For example, the C(V),C(VI), Fe(IX),
O(VIII) lines from galactic sources are used to ascertain the origin of soft x-ray background
[schnopper82, rocc84]. In fact, for most x-ray astronomy studies, only energies to about 20
keV are detected and used for analysis [fraser89a].
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Figure 2-1: Peak brilliance as a function of photon energy of various soft x-ray sources (from
Ref. [tomie92]).
2.2 Soft X-Ray Sources
As we will discuss in the next chapter, there are a fairly large number of x-ray detectors
available for the purpose of source diagnostics. The choice of a detector and its expected
performance is influenced heavily by the brightness of the source and its spectral features.
Soft x-ray sources can be classified into two broad categories: plasma and electron
sources. In a plasma source, x-rays are produced by radiative transitions in an ionized
plasma. In an "electron source," the x-ray emission comes primarily from a rapid accel-
eration/deceleration of electrons such as that produced in a synchrotron facility or from
electrons impacting a solid surface. These have been reviewed in detail in the literature
[michette86, elton90].
The most basic parameter characterizing a light source is the brightness. This is defined
as the photon flux per energy bandwidth (typically 0.1%) per steradian (sr):
B = photons
cm 2 sec sr 0.1% bandwidth'
In Fig. 2-1, B(E) is plotted for four principal laboratory x-ray sources [tomie92]. The
brightest sources for soft x-ray radiation are x-ray lasers with brightness expected to exceed
1033photons/cm2/sec/sr. Laser plasma sources and their competitors (e.g., synchrotron and
z-pinched plasma tubes) have brightnesses that are roughly 6 orders of magnitude smaller.
However, one must keep in mind that the brightness of laser line emission is large only near
Flux (photons/sec
Source B hotons 50nm x A = A = 5cm xSource B (_se/s A = A = A =
cm /sec/sr 50nm 5p 5cm
Solid Target 105 2.5 x 10 - 10 2.5 x 10-6 2.5 x 102
Tokamak 1011 2.5 x 10- 4  2.5 2.5 x 108
Laser Plasma 1022 2.5 x 107  2.5 x 1011 2.5 x 1019
Synchrotron 1018 2.5 x 103 2.5 x 107  2.5 x 1015
X-Ray Laser 1027 2.5 x 1012 2.5 x 1016 2.5 x 1024
Table 2.1: Values of typical photon flux from a source-spectrometer system subtending a
solid angle of 10-1 and a imaging bandwidth of AA/A = 0.01%. The values for source
brightness are given in Fig. 2-1
Flux (photons/sec/.1% bandwidth)
Source B photons 50nm x A = 5x A = 5cm xSource B cm/sec/sr A = 50nm A = 5 5cm
Solid Target 108 2.5 x 10- 6 2.5 x 10- 2 2.5 x 106
Tokamak 10o4  2.5 2.5 x 104 2.5 x 1012
Laser Plasma 1025 2.5 x 1011 2.5 x 1015 2.5 x 1023
Synchrotron 1021 2.5 x 107  2.5 x 101 2.5 x 1019
X-Ray Laser 10 2.5 x 1016 2.5 x 1020 2.5 x 102
Table 2.2: Values of typical photon flux from a source-lens system a numerical aperture of
10-1 and a imaging bandwidth of AA/A = 0.1%. The values for source brightness are given
in Fig. 2-1
the principal gain line. Line emission from non-gain lines and the continuum from an x-ray
laser plasma have brightnesses that are similar to those in conventional point focus laser
plasmas.
To put these numbers into perspective, computed in Tables 2.1 and 2.2 are some typical
values for the photon flux (photons/sec) incident on a surface with area A for two different
experimental configurations. In 2.1, the source is assumed to be a point source that is imaged
with a spectrometer subtending a solid angle of roughly 10- 4 and an imaging bandwidth
AA/A ~ 0.01%. These numbers are typical for our x-ray laser system.
In 2.1, the source is once again a point source. However, the source is assumed to
be focused by focusing optics with a numerical aperture N.A = 0.1 and a bandwidth of
AA/A - 0.1%. These numbers are typical for x-ray microscopy applications.
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Figure 2-2: Linear absorption coefficients and scattering factors of Carbon as a function of
energy (from Ref. [michette86].
2.3 Propagation of Soft X-Rays in Media
Tabulated values for the absorption coefficients and scattering strengths of soft x-rays in
different materials are readily available in the literature. Here, we reproduce a very small
subset of the data for later use.
The intensity of electromagnetic radiation is attentuated due to scattering (elastic) and
absorption (inelastic). Shown in Fig. 2-2 is the attenuation of soft x-rays (in the direction
of propagation) as a function of energy for both absorption and scattering. As it is seen, in
the soft x-ray energy range, attenuation due to absorption is several orders of magnitude
larger than that due to either elastic or inelastic scattering.
Shown in Figs. 2-3.a and 2-3.b are the plots of the total extinction coefficient as a func-
tion of energy for several important materials (spiller83]. Note the rather large numerical
values for absorption. For comparison, in bulk GaAs at optical energies (- 1.5eV), the
extinction coefficient is _ 103 cm- 1. The absorption curves have a step like structure due
to K-shell absorption. Composites and molecules such as PMMA and Mylar have multiple
resonances from the different constituent atoms.
These large values of absorption in the soft x-ray regime have important consequences
for the design of x-ray detectors. Materials such as Be and Mylar are common "window"
materials in x-ray detectors (they protect the actual detector element from the ambient).
The necessity for these windows will be discussed in the next chapter. What is important
to note here is that for wavelengths above 20A, even a 1lpm thick window can reduce the
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Figure 2-3: Linear absorption coefficient as a function of wavelength in the soft x-ray region
for important materials (from Ref. [spiller83]). In (a), the materials are important biological
materials. Notice the difference in absorption of protein in water in the 20A - 44A range.
In (b), the materials are some typical semiconductors and metals that are used for detector
windows.
incoming signal by nearly a factor of 100. Consequently, as we shall see in the next chapter,
many x-ray detectors have poor efficiencies in the soft x-ray regime.
2.4 Soft X-Ray Optics
Though the availability of efficient optics is taken for granted in all visible light applications,
this is not so trivial in the soft x-ray regime. In the soft x-ray wavelength, the index of
refraction is near unity for all materials and absorption depths are no more than a few
thousand angstroms (see Sec. 2.3). As a result, the design of efficient (i.e., loss free) focusing
optics is difficult. A detailed discussion of soft x-ray optics is found in Ref. [michette86].
Here, we shall only address a few specific issues that are directly relevant to the design and
operation of x-ray detectors.
The sensitivity of a detector is measured by its ability to image emissions from dim
sources. As is often the case in x-ray detection, the sources are either small compared to
the size of the detector (i.e., small numerical aperture). Consequently, the source incident
on the detector is very dim. For example, typical soft x-ray emissions from astrophysical
x-ray sources, due to the enormous distances from the source, occur at the rate of only a
few counts/sec. X-ray emissions from most laboratory sources can be quite bright (see Sec.
2.2); however, they are confined to spatial dimensions that rarely exceed 100/sm and can
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Figure 2-4: Measured maximum reflectivity versus photon energy for different multilayer
systems. The periods are between 35A and 78A.(from Ref. [spiller83]).
be as small as 10nm. Consequently, a detector situated one meter away receives only 10- 8
to 10- 16 of the signal.
It is clear that for studying emissions from dim sources, it would be most preferable to
place diagnostics such as x-ray detectors as close to the source as possible. However, for
many experiments, this is simply not feasible (e.g., imaging astrophysical sources). Under
such circumstances, when practical restrictions make it impossible for a detector to be
placed near the source, the method of choice is focusing optics. These are used to collect a
sufficient number of photons to meet the signal-to-noise requirements of the imaging system
(e.g., detectors, filmd, etc.).
Sometimes, in addition to improving the sensitivity, focusing optics are also used to
improve resolution. For example, the resolution of typical detectors in imaging x-ray mi-
croscopy is of the order ~ 1- 5/pm, whereas the diffraction limit of the incident illuminating
x-ray beam can be in the range - 2 - 100nm. Therefore, in order to faithfully image the
source (i.e., the illuminated specimen), magnification on the order of _ 103 is required.
The most basic optical components are mirrors and focusing lens. The most common
mirrors used in the soft x-ray regime are multi-layer mirrors. For wavelengths A > 124A1,
reflectivities - 50% are routine [spiller83]. Toroidal glancing angle optics can have reflec-
tivities as high as 70%-80% but owing to the shallow angles have poor numerical apertures.
For shorter wavelengths, the reflectivities are markedly less. The measured reflectivities as
a function of energy are plotted in Fig. 2-4 for different multilayers [spiller84]. For wave-
lengths in the 40A-6oArange, the reflectivities are less thta 10%. This is especially serious
for water window imaging applications.
The two basic strategies for focusing x-rays are zone plates and the Schwarzchild mirror
dr
Figure 2-5: Schematic diagram for a zone plate.
CZP1 CZP2 CZP3 MZP1 MZP2 MZP3
Innermost Zone Radius: ro (pm) 49 23.1 49.8 17.2 1.15 .59
Zone Plate Diameter: D = 2rn(pm) 5000 9000 2500 1000 23.2 19.4
Number of Zones 2600 38000 630 845 100 270
Width of Outer Zone: 6rn (pm) .48 .06 .99 .3 .058 .018
Focal Length: fA=4.5nm (mm) 511 118.6 551 66 .3 .08
Numerical Aperture: N.A r n/f .005 .038 .002 .008 .038 .125
Table 2.3: Typical parameters for condenser zone plates (CZP) and micro-zone plates (MZP)
(from Ref. [schmahl84]).
system. Zone plates are circular gratings with radially increasing line density (see Fig.
2-5). By appropriately choosing the line spacings, it is possible to focus to the diffraction
limit. A zone plate is characterized by the radius of the innermost zone ro, the radius of
the outermost zone rn and the width of the outermost ring 6rn. The focal length f of the
lowest diffracted order is approximately given by f P r~2A and the bandwidth of the focus
is AA/A P 1/n [schmahl84].
The maximum diffraction efficiency of zone plates (total diffracted flux divided by the
incoming flux) is typically 10% for the first order, 2.6% for the second and 1.2% for the
third. The zeroth order is usually blocked in order to improve image contrast (see Ref.
[michette86]).
In Table 2.3, characteristics for some typical zone plates are given [schmahl84]. Zone
plates are labelled by the convention MZP and CZP to distinguish between their function-
alities. Condenser one plates (CZP) refer to zone plates that are used to collect x-rays from
the source, whereas the micro-zone plates (MZP) are used principally as objective lens to
image the object. They are much smaller than CZPs with lens radius usually less than
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Figure 2-6: Schematic diagram for a Schwarzchild objective.
Numerical
Aperture Magnification Transmission %
Ref. [richardson92] .35 15 2% @ A = 7 nm
Ref. [masui92] .25 208.7 22% @ A = 15.1 nm
38% @ A = 13.6 nm
Ref. [burge92] .28 15 3% @ A = 23.3 nm
Table 2.4: Typical performance of Schwarzchild two-mirror focusing optics.
20pm and they have correspondingly smaller focal lengths (less than 1 cm to as small as
80Mim) [schmahl84].
The primary disadvantages with MZPs are: (1) small numerical apertures (N.A. =
rn/2f) and (2) cost of fabrication. For example, even the smallest MZP given in Table 2.3
has a N.A. = 0.125. This MZP has an outermost zone with a thickness of only 6r, = 18nm.
The fabrication of such thin circular zones is difficult and expensive and pushes the limit
of current e-beam technology.
An alternative to zone plate technology has been the use of two spherical mirrors in the
so-called Schwarzchild configuration as illustrated in Fig. 2.4.
In this configuration, the spherical mirrors are coated with multi-layers. In the Schwarzchild
configuration, spherical mirrors with N.A. = 0.35 have been constructed and mirror sys-
tems with even larger numerical apertures have been discussed in the literature. However,
the principal disadvantage with this focusing system is the low efficiency of the mirrors.
For water window imaging, multilayer mirrors have reflectivities of only 10%. Thus, the
theoretical efficiency of the two mirror system is only 1%. In practice, the efficiency is even
less [silva92]. Some typical performance data of Schwarzchild mirrors and are tabulated in
Table 2.4. The important features to note in the table are: (1) the relatively low magnifi-
cation from these optics and (2) the high degree of loss. For wavelengths larger than 120A,
reflectivities of the two mirror system can be better than 40%. However, operating at this
wavelengths implies that the best attainable resolution is around 240A.
The (in)efficiency in the focusing system, both zone plates as well as mirror optics,
has important ramifications in microscopy applications. For example, in the Gottingen
scanning microscope, over a factor of 800 is lost in the imaging signal due to the focusing
optics. Therefore, in order to meet the signal to noise requirements of the detection system,
the sample requires a correspondingly larger illumination. This larger illumination often
leads to the destruction of the sample and makes in vivo imaging difficult.
Chapter 3
X-Ray Detector Technology
The need for efficient soft x-ray detectors with high spatial, temporal and energy resolution
was discussed at some length in the introductory chapter. In this chapter we will summa-
rize the performance characteristics of presently available detectors. Performance will be
measured in terms of: (1) detection efficiency, (2) spatial resolution, (3) temporal resolution
and (4) energy resolution.
It is of course desirable to have a detector with near unit efficiency over the soft x-ray
band, and a picosecond temporal and nanometer spatial resolution. Unfortunately, neither
do such detectors exist now nor are they likely to in the near future. However, for most
applications, the requirements are not stringent in all categories and a detector merely needs
to meet the basic imaging requirements of the experiment.
As discussed in Chapter 1, this thesis will focus on the design of a detector that is suited
specifically for laser plasma diagnostics and microscopy studies. A number of excellent re-
views on x-ray detector technology have appeared in the recent years [fraser89a, timothy83,
michette86]. These references discuss the physics and design of these detectors in great
detail. Here, we shall summarize briefly the essential physics in these detectors in order to
put this thesis into a proper context.
3.1 Physics of X-Ray Detection
X-ray detection can be divided into two general categories: passive and active detection.
Examples of passive detection are photographic film and photoresists such as polymethyl-
methacrylate (PMMA) [elton90]. The physics of these are relatively straightforward and
need no further elaboration.
Active detection involves the conversion of high energy x-rays into low energy particles
which are usually electrons. The number of these electrons is then increased through some
avalanching mechanism and the electrons are subsequently collected, amplified and recorded
using electronics. Photomultipliers, microchannel plate technology, photodiodes, ionization
chambers, CCDs are all examples of active detection (though the last type has no ampli-
fication). In some designs, the electrons produced from the conversion and avalanching
impinge on electro-luminescent material and emit low energy photons that are detected by
photodetectors, photographic plates or photoluminescent tubes.
The interesting feature in all of these detection methods, with the exception of the gas
scintillation detector, is that "electrons image electrons" (via electronics). In scintillation
based detectors, "electrons image themselves" by creating photons that are subsequently
imaged. These two paradigms comprise the state of the art detection strategy. This should
be kept in mind to contrast the quantum well detector described in Chapter 6. In the
quantum well detector, photons image electrons. This fundamental shift in design paradigm
has a number of interesting consequences - one of which is a possible design of an opto-
electronic memory. This will be explored further in Chapter 8 of this thesis.
3.2 Resume of Detector Performance
In Table 3.1 is summarized the "state of the art" in detector technology [michette86,
timothy83]. These numbers are typical for detectors available from commercial vendors.
Detectors that are custom manufactured for individual research applications usually have
better performance than the numbers quoted in the table. However, the numbers listed in
the table are roughly within an order of magnitude of the "best" detectors available and
can safely be used for comparison.
Discussed below in greater detail are three classes of detectors: proportional counters,
microchannel plates and semiconductor/CCD detectors. The first type of detector has
perhaps the best detection efficiencies; the second, the best time and space resolution; and
the third, the best combination of space, time and energy resolutions.
3.2.1 Proportional Counter
X-ray detectors based on this technology are perhaps the most mature of all detector tech-
nology. In proportional counters, x-rays interact to ionize a gas mixture (usually a noble gas
such as Argon or Xenon) that is subjected to a large external electrostatic field [fraser89a].
The electrons produced from the primary ionization are subsequently accelerated in the field
and induce secondary ionizations. This avalanching of electrons is collected by an array of
electrodes and appears as current. An important variant is the gas scintillation proportional
counter (GSPC) in which the avalanching electrons, through an electron-impact excitation
mechanism, excite the gas mixture, thereby producing UV emission that is subsequently
detected via UV detectors [fraser89a].
Detector Wavelength Resolution Count rate
range (nm) Energy Spatial Temporal phot. sec -  gain efficiency
Ionization Whole - - - >102 1-100 100%
Counter
Geiger Whole - - 25 nsec <105 >105
Counter
Proportional <6 10-20% - 25 nsec <105  101-105 - 100%
Counter (PC)
Imaging PC <6 10-20% 0.1-0.2 mm 25-100 nsec <104  103-105 -10 0%
Gas <6 -- 10% -2.5 mm -100 nsec <105  105-101 ~100%
Scintillation (PC)
Photodiode Whole - - - > 102 1 - 10%
Channel Electron Whole - - <1 nsec >106 106-10, 71 %
Multiplier
Microchannel Whole - ~15pm 200 psec 105-101 -30%
Plate
Si(Li) <_2 5-15% - 10 nsec <10 4  1 -60%
Si diode array <5 1
Charge coupled <2 1
device
Charge injection <2 1
device
Table 3.1: Detectors for Soft X Rays
The most attractive feature of proportional counters is the high detection efficiency.
Detection efficiency is defined as the total number of photons counted per photon incident.
In proportional counters, the collection volume can be made large (> 1000cm 3 ) which
ensures that a photon entering the gas will eventually ionize a gas atom and subsequently
get detected. The only practical loss mechanism in the detector is the "window" that is
used to seal the high pressure gas mixture needed for the counter [fraser89a, fraser89b]. In
order to prevent the gas from leaking and for the seal to have sufficient structural integrity,
windows are required to be of certain minimum thickness. Beryllium is a common window
material with usual thickness somewhere between 20 - 50pim. However, since materials
are highly absorptive in the soft x-ray regime, even such a thin window layer can absorb a
significant fraction of x-rays as was discussed in Chapter 2 (see Figs. 2-2 and 2-3). Thus,
in practice, efficiencies in the 100-500 eV regime are as small as 30%-60%.
The spatial resolution of imaging proportional counters depends on the applied field, the
gas pressure and a few empirical constants that account for the lateral diffusion of electrons
from the point of ionization to the point of collection. The best numbers to date are about
20pm. The spatial resolution in GSPC is much worse since it uses UV detectors for imaging.
Typical spatial resolutions are 1 mm at best [fraser89b].
Energy resolution of these detectors are limited by the variability associated in the
number of electrons produced in the primary ionization and the variability in multiplication
factor associated with the avalanching process. In the energy range of 100 eV-500 eV, the
typical energy resolution range is about 100 eV. With proportional counter technology
having for the most part, reached the theoretical limits in performance, this is not expected
to increase substantially in the future.
Time resolution (i.e minimum time required between the detection of two consecutive
photons) is typically 50-150psec. This is limited principally by the electronic circuitry used
in conjunction with the collection and amplification of the avalanche electrons. However, it
must be kept in mind that the time resolution is not the same as the gating time. Gating
refers to the ability to synchronize the detector with some external clock. Proportional
counters are not well suited for gating applications due to the large transit times from the
source of the primary ionization to the collection of the avalanche electrons at the electrodes
(typically millimeters).
To summarize, proportional counters are well suited for applications that require high
sensitivity and high count rates, but where spatial resolution and time gating capabilities
are not crucial. The most common uses of these detectors are in x-ray astronomy; however,
they are also used in scanning x-ray microscopy. This latter subject is discussed further in
Chapter 8.
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Figure 3-1: Schematic of microchannel plate (from Ref. [elton90])
3.2.2 Microchannel Plates
Microchannel plates detectors (MCP) are usually an array of 106 - 107 hollow glass fibers
that are kept in ultrahigh vacuum (typically 10- 5 - 10- 6Torr) [elton90]. A schematic
diagram of an MCP is shown in Fig. 3-1. A thin electrode layer is grown between the
top and bottom of the tube array and a high field (typically keV) is applied between the
two electrodes. X-rays impinge on the inner surface of the hollow glass tubes causing
secondary electron emission. These secondaries subsequently avalanche and are collected
by the bottom electrode. The hollow tubes are typically 8 - 25mm in diameter and are
usually 300 - 1000pm in length [zombeck89].
The quantum detection efficiency of bare MCPs is quite low. Typically, the efficiencies
are in the range of 1-10% [fraser89a, fraser89b]. This low efficiency is due to: (1) absorption
from the electrodes on the incident face and (2) the secondary electron yield of the channel
walls. By using materials with high photoelectron yield (e.g., CsI), efficiencies as high as
40% have been achieved for some regions of the soft x-ray band.
However, a practical issue must be kept in mind with regard to quantum efficiency. As
mentioned above, in order to prevent stray ionization of impurities from the high applied
fields, MCPs require high vacuum for operation. In order to interface MCPs with exper-
iments, it is either necessary to integrate the source inside such a high vacuum or else, it
is necessary to isolate the MCPs from the experiment using some sort of a window. The
former approach complicates the design of the experiment and necessitates the use of ex-
pensive ultrahigh vacuum components for the experimental apparatus. The latter approach
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Figure 3-2: Multiframe imaging based on single-meander microstrip design (from Ref.
[11e92]).
introduces another major source of loss since the window materials absorbs a significant
amount of the incident radiation.
The spatial resolution of the MCP is limited by the size and spacing of the fibers
(channels). Standard channel diameters are 10 - 12.5pm, though recently channels with
diameters as small as 2pm and 4pm have become available [zombeck89]. Other than passive
detectors such as x-ray film and photoresists, MCPs have the highest spatial resolution of
all available detectors.
The temporal resolution of the MCP is perhaps its most attractive feature. By gating the
voltage across the MCP, time resolutions of 150 ps have been achieved [kilkenny88, lle92].
The principal issue in obtaining faster time resolution has been the electronics required to
switch high voltage in sub-nanosecond time scales. Recently, groups at Rochester's Labo-
ratory for Laser Energetics (LLE) and Lawrence Livermore National Laboratory (LLNL)
have developed a rather ingenious MCP based technology for sub-100 picosecond gating.
Shown in Fig. 3-2 is a MCP-based on a single-meander microstrip design. A 150 ps high
voltage (1 keV) pulse propagates through the strip that locally gates the MCP wherever
the voltage is high [lle92].
However, it must be kept in mind that though MCPs have excellent gating capabilities,
they have rather poor continuous time response. This is the reverse problem of that faced
by proportional counters. Once a channel has been activated by an absorption event, it
takes hundreds of microseconds for it to return to quiescent conditions. This limits MCP
to relatively low count rates.
n pack
In addition to having poor continuous time response, MCPs have poor energy resolution.
In fact, by and large MCPs have no energy resolution. Mainly, the secondary electron yield
has an unacceptable variance and the number of bounces of the secondary electrons along
the channels can vary significantly depending upon the angle of emission of the secondaries.
To summarize, MCP technology offers excellent spatial resolution and sub-100 picosec-
ond time gating. However it offers no energy resolution; it is not well suited for continuous
time operation; and its sensitivity is low if the experiments are not conducted in high
vacuum. MCPs are very useful for experiments where high speed gating and high spatial
resolution are important, such as inertial confinement fusion research.
3.2.3 Semiconductor Detectors and CCD Arrays
A canonical semiconductor detector consists of a series of semiconducting regions separated
by a high conductivity region. Within each of the semiconducting regions, voltage is applied
across a region with one or a set of electrodes. X-rays absorbed inside of the semiconducting
regions creates N = Ex/w electron-hole pairs where Ex is the energy of incident x-ray and
w is the energy required to create an electron-hole pair. Typically the pair creation energy
is on the order of 3-5 eV (3.89 eV for GaAs) [alig80]. The electron-hole pairs are either
collected locally by an electrode and appear as current which is subsequently amplified and
recorded, or they are stored and extracted by a series of transfers to a single collection and
amplification circuitry. The former approach is that of a canonical photo-detector. The
second is the basis of charged coupled devices or CCDs. Here, we shall focus primarily on
CCDs as they are the most popular choice of the two in soft x-ray research.
Quantum detection efficiency of CCDs is near unity for optical wavelengths. However,
in the soft x-ray region, the efficiency decreases considerably due to the absorption of the
polysilicon electrodes on the front face. Efficiencies for front illuminated CCDs drop sharply
for soft x-ray energies below 1 keV. For 1 keV, the quantum efficiency is only 20%-40%.
Recently, considerable effort has been devoted to the study of back illumined CCDs in which
the CCD is thinned to 10pm and illuminated from the backside. Efficiencies as high as 40%
have been reported in the 0.2 - 1 keV range [burke91, burke93].
Spatial resolution of CCDs is typically 10pm - 20pm and is limited by the resistance
of the barrier region separating each pixel. The barrier resistance is highly dependent on
growth properties such as embedded impurities. The smallest pixels currently available are
8Im [burke93].
Temporal resolution of the CCDs are determined by the speed of the readout circuitry.
Imaging CCDs are two dimensional array of pixels that are read sequentially. The read
occurs by shifting out the contents of the pixel to the rightmost (or the leftmost) pixel and
subsequently amplifying the signal and recording. Though the rightmost pixel can be read
within a microsecond (speed of electronic circuitry), in a 1024 x 1024 array, the pixel array
can require as much as a millisecond for two consecutive reads of a pixel [fraser89a].
Even if the number of pixels is reduced (thereby reducing the field of view), the CCD
pixel cannot be gated in any effective manner. This lack of gating capability makes CCDs
ill-suited for detecting ultra-fast phenomena.
The energy resolution of CCDs on the other hand is excellent. The energy resolution is
determined by a number of parameters such as the variability in the charge production (Fano
factor) and the charge transfer efficiencies (typically 99.999%) associated with transferring
charges from one pixel to the next for readout. The best resolution presently obtainable is 35
eV for a 200 eV x-ray photon [burke93]. Although CCDs are not the best detectors in terms
of energy resolution (the best are from superconducting tunnel arrays and calorimeters),
they nevertheless are quite adequate for many applications.
In summary, CCDs are well suited for applications requiring two dimensional imaging.
They have relatively good quantum efficiency, reasonable spatial resolution and excellent
energy resolution. However, they are not well suited for applications requiring time gating
and/or fast time response.
3.3 Summary
In this chapter we have discussed several types of detectors presently available. It is clear
that there are no detectors that are well suited for each and every application. The thesis
was motivated by the search of a highly efficient soft x-ray detector that could be used for
sub-100 picosecond gated two-dimensional imaging for x-ray energies in the range 100 eV-1
keV. This was motivated by potential applications in the areas of x-ray source diagnostics
(such as x-ray lasers), fusion research and x-ray microscopy.
From the review of the detector technology, it can be seen that the most efficient detec-
tors are neither fast nor have good spatial resolution. The fastest detectors such as MCPs,
although having good spatial resolution, are not efficient and have poor energy resolution.
Further, they are cumbersome to use, requiring high vacuum for operation and have poor
continuous time response. Detectors that are efficient, having good energy and spatial
resolution such as CCDs, have poor gating capabilities and are slow.
Therefore, a detector of the sort addressed by this thesis represents a significant im-
porvement over the state of the art. Based on the discussion of this chapter, one could
begin to outline a design of a detector that can go beyond the limitations of the present
detectors.
* Windowless: The detector should not require isolation. This avoids the problem of
having to operate in high vacuum.
* Absence of electrodes: These absorb the incoming x-rays and reduce the efficiency of
the detector.
* Natural gating: Electronic gating is limited by rise and fall times of high voltage
pulses. If the detector has relaxation times that are naturally fast, then this obviates
the need for gating circuitry.
* Non-Electronic detection: Electronic detection circuitry that records and amplifies
signals is inherently slow (100s of ns). If the fundamental detection was done non-
electronically (say optically), the detection can be potentially faster.
These detector properties naturally force us to consider opto-electronic approaches to
the detection problem. Opto-electronic devices have potentially GHz-THz operating speeds.
Since they are semiconductor based, they have excellent quantum detection efficiencies.
Further, like CCDs, they do not require isolation and operate well under most laboratory
situations.
The development of an optoelectronic detector based on quantum well technology is the
subject of the remainder of this thesis. In the next two chapters we will discuss the physics
of quantum wells and in Chapter 6, we will present the design of a detector using quantum
wells and describe its properties.
Chapter 4
Semi-Empirical Lineshape Model
for GaAs Quantum Well
Structures
4.1 Introduction
The motivation for considering quantum well based x-ray detectors was discussed briefly
in Chapter 1 and in some depth in Chapter 3. In Chapter 1, a brief schematic of such a
detector was presented. The purpose of this chapter is to develop the necessary tools to
design such a detector. The description of the actual design will be the subject of Chapter
6.
Here, we will focus on the development of a semi-empirical model to describe the ob-
served excitonic lineshape in GaAs multiple quantum well structures (MQW). Since the
quantum well plays a fundamental role in the operation of the detector, this is only natural.
However, in addition to being useful for designing the x-ray detector, the availability of a
semi-empirical lineshape model for quantum well structures is important for other applica-
tions as well. MQW structures are interesting and widely studied for conventional optical
switching applications due to the large optical nonlinearity resulting from the formation
of two-dimensional excitons [chemla84]. A simple quantitative description of the optical
spectra (e.g. lineshape, nonlinear coefficient, etc.) as a function of system parameters (e.g.
temperature T, carrier density ne, etc.) is useful for the design of quantum well devices,
and for the extraction of physical parameters from experimental spectra.
The qualitative aspects of the observed lineshape of GaAs MQW have been well docu-
mented in the literature [chemla84]. There are a number of theoretical models that quan-
titatively reproduce the primary features of the experimental absorption spectra at low
temperatures [masselink85, sanders87a, sanders87b]. These latter theoretical models are
relatively sophisticated from a computational viewpoint and are not well-suited or easily
accessible for design applications.
The semi-empirical model described in this chapter is based on a very simple description
of absorption for a broadened two-level system. Absorption between two levels is expressed
as a product of an oscillator strength, a lineshape function and fundamental constants. The
oscillator strength and lineshape are parameterized in terms of binding energies, linewidths
and resonance energies that are dependent on the temperature and free carrier density. From
the functional dependence of these parameters on carrier density, the optical nonlinearity
is computed. It is the specific parameterizations developed in this chapter that allow for a
reasonably accurate computation of the linear and non-linear absorption coefficients.
This chapter is organized as follows: In Sec. 4.2 of this chapter, we will outline the
model focusing only the important new contributions. In Sec. 4.3, we will compare the
results of this model with experimental data available in the literature.
4.2 Absorption Model
An absorption line can be broadened by collisional or radiative processes that destroy the
relative phase coherence between the levels; in the simplest approximation this results in
homogeneous broadening described by a Lorentzian lineshape. Alternatively, the levels
may be broadened due to microscopic differences in the local environments of the absorbers
or by Doppler shifts associated with thermal motion; in the simplest approximation these
processes give rise to inhomogeneous broadening described by a Gaussian lineshape. The
presence of both homogeneous and inhomogeneous broadening in a similar spirit gives rise
to a complex lineshape, described by a Voigt function. The model that we have studied
and present here for resonant transitions is in fact this very basic type of model; such a
model is immediately generalized to continuum absorption by thinking of the continuum
as produced by a great many discrete transitions, each broadened due to homogeneous and
inhomogeneous effects.
Basic lineshape models of this type have been used for many years in other areas of
physics (see, for example, [bass75]), and provide a route to obtain simple estimates of
linewidths that are quite robust and reliable in regimes where they apply. Nearly degenerate
lines that are Stark broadened cannot be treated in this way, as an example. In the case of
exciton lines in quantum wells, we expect that a simple description of the lineshape should
apply in the vicinity of the primary absorption lines, which is also where the nonlinearity
is strongest. We also know that the homogeneous contribution to the lineshape will be
incorrectly modeled by a Lorentzian well away from the primary absorption in the region
of the Urbach's tail; the absorption profile in this regime falls off more rapidly than a
Lorentzian [mahan66].
We assume that the two highest energy valence bands are dominant at the fundamental
absorption edge in GaAs; specifically, the heavy hole and light hole bands. Associated
with each one of these bands is a set of excitonic transitions that appear just below the
continuum absorption edge.
The absorption coefficient a(E) is expressed as
a(E) = a"a(E) + Z-a (E) + ach(E) + act(E) (4.1)
i i
The first two terms are line contributions to the absorption from the light and heavy holes
and the last two are the corresponding continuum contributions. The summation extends
over all the excited excitonic bound states. The superscript h and 1 refer to the heavy hole
and light hole.
Using a standard form for the absorption coefficient [bass75], we write the absorption
coefficient a for a 2D crystal in terms of oscillator strengths:
ah (E) = ao ( -.) ia(Eth + E ih - E) (4.2)
and absorption due to continuum transitions is written as
chc (E)=ao x d= a(Eh'J + Blhx - E) (4.3)
E dflh
where ao = 47r2e2/nhcLz. The constants n and L, are respectively the index of refraction
(for GaAs, n = 3.3) and width of the quantum well. The exciton energy is Emi where m
is the subband and i is the excitation energy of the e-h pair. The exciton binding energies
for the heavy.and light hole excitons are denoted as Bh,l . The continuum is located above
Ec, which is the sum of the band gap energy and the confinement energy. The oscillator
strength f and differential oscillator strength df/dx are described in greater detail in 2.1.
The lineshape function A(E) is discussed in 2.3.
It can be seen that apart from a few constants, only a small number of fundamental
parameters are required to compute absorption. For each of the heavy-hole and light-hole
transitions, it is necessary to specify: the excitation energies Eni, the continuum energy
threshold Ec and the linewidths rLi and rG that enter the lineshape function A(E). Values
used for these parameters are given in Table 4.1. To compute the non-linear coefficient, these
parameters are assumed to be functions of carrier density and temperature; the functional
forms used for these expressions are found in the Appendices. We summarize briefly some
Table 4.1: Comparison of fitting parameters used with experimental and theoretical values.
The quantitit = E - =E+Eh, Bh,The quantitity Eh' h ' B h " _ conf
Table 4.2: Table of oscillator strengths used for the light hole exciton transition. Best fit
values are values that give the best agreement with the experiment.
of the salient details below.
Oscillator strengths are computed using the Kane theory and are described in detail in
Sec. 4.2.1 (for example, see eqn. (4.4)). A semi-empirical model is described in Sec. 4.2.1
that allows for a simple and accurate inclusion of the finite well width in the computation of
oscillator strengths. Table 4.2 compares the oscillator strengths used in this work with more
sophisticated theoretical treatments. The semi-empirical model agrees well with theory. The
oscillator strengths are assumed to vary linearly with the carrier density with the constant
of proportionality being an algebraic function of temperature. This dependence is due to
phase space filling effects and is well documented in the literature.
The excitation energies are calculated using a variational trial wavefunction to account
for quasi-two dimensional effects. [bast82b]. These quantities depend on the quantum
well width, the doping fraction of Al in the barrier layer which changes the electron/hole
confinement energies and any applied electric field on the sample. Here, we only present
results for a fixed length Lz = 100P, a fixed Al doping x = 0.3 and zero applied external
Parameter Expt. Theor. Present Fit
Fi 2.6 meV - 2.6 meV
FlL - - 2.6 meV
ph  2.0 meV 2.0 meV 2.0 meV
F1 2.8 meV 2.8 meV
Bh 8.5 meV 8.5 meV
B1 9.4 meV 9.4 meV
Eoh  1.4575 meV 1.4575 meV 1.4575 meV
E1 1.466 meV 1.466 meV 1.466 meV
fi [10] fi (Model) fi (Best Fit)
10- 5 A- 2  10- 5 A- 2
hh - C .175 .175 .14
lh - C .080 .055 .0825
field. These issues are discussed further in Sec. 4.2.2.
The dependence of these excitation energies on the free carrier density and temperature
is modeled using the plasmon pole model (See Sec. 4.2.4 and Chapter 7.1) [schmitt85a].
There is a redshift of the primary excitonic lines in the presence of free-carriers and a
quantitative description of free carrier effects is crucial for even a qualitative description of
the experimental data. However, the observed blueshift of the exciton lines seen at very
high carrier densities is not modeled in this thesis [peyghambarian84].
It is fortunate that the n = 1 subband is well isolated from the other subbands. The
n = 2 exciton is located roughly 150 meV from the n = 1 line. Assuming a 10 meV linewidth
for the n = 2 exciton (see [miller82]), we see that the n = 1 subband is nearly 15 linewidths
away from the second subband. The observed optical nonlinearities are the largest at probe
energies near the n = 1 exciton line and hence only this subband is retained in the sum.
The band gap is assumed to be linearly proportional to the temperature with an empir-
ically established proportionality constant. [muller86]. The variation of the band gap due
to presence of free carriers (band gap renormalization) is modeled by an accurate approxi-
mation of the single plasmon pole (SPP) model and is described in Sec. 4.2.4.
The lineshape function A(E, FL, FG) is assumed to be a convolution of a Lorentzian
distribution (that describes homogeneous broadening) of linewidth FL with a Gaussian dis-
tribution (describing inhomogeneous broadening) of linewidth FG (discussed in Sec. 4.2.3).
Homogeneous linewidths are derived from both experiments (ionization from phonons) and
theory (ionization from electron-hole plasma).
It is well known that for energies far from the principal resonance line, the lineshape
decreases exponentially with energy. This feature, known as Urbach's tail, is due to
elastic scattering with LO phonons and can be derived using sophisticated many-body
formalism.[mahan66]. It was unclear a priori whether this effect would have to be included
in order to achieve a basic understanding of the absorption profile and the optical nonlin-
earity. A Voigt model is simple, fast and easy to compute, would have maximal utility for
applications and is clearly preferred if it can give useful results; an Urbach model would
require a significant increase in complexity, and would only be justified here if serious defi-
ciencies in the Lorentz model arose.
We have found that the Voigt model works well near the primary absorption lines,
as hoped; that this is true is documented in the following section. The basic reason for
this is that the absorption (and hence optical nonlinearity) is strongest near the peak of the
resonance lines, which is also where the line profile is closest to Lorentzian. The effects of the
Urbach's tail are strongest where the absorption is weakest. The origin of the Urbach's tail
is due to the many-body interactioon of the excitons with optical phonons. A description
of this is deferred to Chapter 7.2. For the present, we shall limit the discussion to the
phenomenological Voigt lineshape which is adequate for providing basic design capabilities.
4.2.1 Oscillator Strengths
In this section, we describe the semi-empirical model for calculating oscillator strengths.
The model described in Sec. 4.2.1.1 closely follows the formal structure of the theoretical
models in the literature. However, where theory entails cumbersome computation, we have
developed simplifications that allow for ready evaluation but retain the accuracy. In Sec.
4.2.1.2 we describe the generalization of this model to account for free carrier effects.
4.2.1.1 Oscillator Strength Model
The oscillator strength fi and differential oscillator strength df/dx used in (4.2) and (4.3)
are defined as
i = fo(2i + 1)3
(4.4)
df f W = g(P,2 x)P(x)
dx 4
where fo is defined to be
1Bfo = fcvlI(Viilb)f)-121 t7r IH
with B the exciton binding energy, IH = 13.6eV and p is the in-plane reduced mass. The
term I(0i, 1f)12 is the overlap between the hole and electron envelope wavefunctions. It is
formally defined as
I(0, iV¢f)1 2 = i dxo*(x)of(x)I2
f--00
where @ii (x) and o/f(x) are the quantum mechanical wavefunctions of the electron and hole
in a quantum well. The integral takes simple sinusoids as arguments and can be evaluated
analytically. The term fe, is the so-called Kane matrix element and is defined to be
Ef,= 3 (Heavy Hole)
E_ (4.5)fCV = E (Light Hole)
9E,
where Eg is the band gap. Ep is a material dependent parameter and is tabulated in Ref.
[lawaetz71] (for GaAs Ep = 25.7eV). The expression above is relevant for polarization
perpendicular to the quantum wells. For other polarizations, the valence-conduction band
matrix elements can be similarly evaluated and is found in the literature [zhu88]. The
function g(f, x) will be described below. The function P(x) is the occupancy factor which
is the Fermi distribution function and it imposes the Pauli exclusion principle on the bound-
continuum transitions.
The above expression is a semi-empirical form of the more general expression for the
oscillator strength where the oscillator strength is proportional to overlap between the
continuum state Iv) and the exciton state (Xil
f - II(XilE -PIv)1i2 = ll(clIE plv)11 2 . IFi(0)j2  (4.6)
with w being the normalization area of the wavefunction. The differential oscillator strength
is proportional to
df I(c, k•E -Pv, k') 112 = II(clc Plv) 2 . IF(x) 2  (4.7)dx
where the momentum matrix element is assumed to be a product of the matrix element
between single particle Bloch states between the valence and conduction bands at k = 0 and
the probability amplitude of the electron-hole wavefunction at r = 0. The x that appears
in (4.7) is the same as that appears in (4.4) and is defined to be the ratio of the kinetic
energy to binding energy (x = h2k2/2jLB).
A rigorous evaluation of these matrix elements requires a detailed knowledge of the
wavefunctions in order to account for quasi-two dimensional behavior. In the ideal 2D limit
both Fi(O) and F(x) can be evaluated analytically with [shinada66]
1 1
Fi2 (0)12 = (4.8)S7ra2, (i + 1/2)3 (4.8)
with a2D = ,.h 2/2e 2p1,h is the 2D Bohr radius where plh is the reduced heavy and light
hole masses. The semi-empirical model consists of replacing the 2D Bohr radius a2D with
an effective radius a,,ff that is defined as
2  h2  Ei
a = 2p (i + 1/2)2
where Ei is the energy of the ith excitonic state that has been computed variationally
(hence accounting for quasi-2D behavior). Since the computed binding energies are readily
available in the literature, computation of wavefunctions is not required.
The function IF(x)12 is the so-called Sommerfeld factor, defined to be the square of
the ratio between the continuum wavefunction at r = 0 with a Coulomb potential (i.e.
V(r) - 1/r potential) and the continuum wavefunction with no potential V(r) = 0. The
Sommerfeld factor equals 2 at the continuum edge in ideal 2D systems (x = 0) and is unity
for x = oo. A non-zero quantum well width modifies this function by reducing the value
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Figure 4-1: Sommerfeld factor g(3) a a function of non-dimensional parameter 3 defined
in text. Solid line represent numerical solution. Dashed line represents fit to f (3) =
1 + exp(-(47r/)1/ 2 ). The function f(0) : 2 for reasons discussed in text.
throughout the energy range. This modification is due to the leaking out of the wavefunction
in the z direction and can be computed by solving for the continuum wavefunctions of the
2D exciton with the ideal 2D non-dimensionalized potential modified to be
1 1V(r) = - -4
r Vr 2 _/32
where r is the distance normalized to a2D and 3 is defined to be
Lz
8a2D
With this potential, the continuum wavefunction is computed and the quantity g(3, x)
(IF(x)12 m g(3, x)) is evaluated. In Fig. 4-1, g(/3,x = 0) is plotted. For a 100iA GaAs
quantum well, this results in approximately a 30% decrease in the Sommerfeld factor from
the ideal 2D limit. The function is well fit by the function g(f, x = 0) - f(3) 1 +
exp(-V 4/ ).
The computed enhancement g(3 = 0, x = 0) deviates from theory (g(/3 = 0, x = 0) = 2)
due to numerical errors in computing continuum wavefunctions. The continuum wavefunc-
tions are computed by numerically integrating the Schroedinger equation using a 6th order
Runge-Kutta method. However, for small x, a large number of Runge-Kutta steps are re-
quired for the integration which results in numerical errors in the computed normalization
of the continuum wavefunction. In Fig. 4-1, the function f(/3) has been adjusted to agree
. · ;··_r · I r__TI· 1 rl 11~_ I T 1 1_~
-
-
-
-
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at / = 0 for the sake of appearance.
The parameterization described above is attractive for a number of reasons. Since 3
contains all the geometrical and material dependent parameters, application of this to other
device geometries and materials is straightforward.
The oscillator strengths computed by the semi-empirical model agrees rather well with
more sophisticated theoretical results. For the heavy hole exciton, the agreement is almost
exact. For the light hole exciton, the agreement is good to within 20%. However, the model
described above does not take into account interband mixing between the heavy hole and
light hole valence bands [sooryakumar86]. Polarization experiments have revealed that there
can be as much as 30 percent overlap between the two states. This has been incorporated
into our above model by appropriately modifying the ratios by about 30% in order to agree
with experiments.
4.2.1.2 Density Dependence of Oscillator Strengths
Our model for the density dependence of the absorption coefficient strength follows closely
the theoretical work of Schmitt-Rink et al. [schmitt85b, zimmermann88]. We assume the
oscillator strength to vary linearly with the carrier density
fih (ne) = f (ne = no) 1 -(N (4.9)
where the saturation density (N,)h'1 is given by Schmitt-Rink to be [schmitt85b]
1 4, Bh kBTh, khT 1>= 24r(2 hI)?L; , >>1 (4.10)
= 4 37r- (aD)tLz, << 1
with a2D being the location of maximum 2D charge density (a2D)i = a, f(i + 1/2) where
a,ff is the 2D effective Bohr radius. A similar model of saturation has been developed by
Zimmermann [zimmermann88] who calculates the saturation density for an exciton gas as
well as for an exciton embedded in a e-h plasma. He finds the saturation density to be
essentially the same for both configuration for T > Ryd2D. The numerically value for the
saturation density he computes is within a factor of two of that computed by Schmitt-Rink
[zimmermann88].
The continuum transitions are also dependent on temperature and carrier density. These
come about due to the Fermi function in (4.4) which is a function of temperature and density
(via the chemical potential i).
In the presence of external fields, the oscillator strengths get modified due the change
in the envelope functions. A parameterization of this is found in the literature [sanders87c].
4.2.2 Exciton and Confinement Energies
We have compiled a table of confinement energies and binding energies for the heavy-hole
and light-hole excitons as a function of the quantum well width Lz and for two values of Al
doping in the barrier layer x. This appears in Table 4.3. The doping x = 0.3 is common in
quantum well experiments and for intermediate values of x, the energies can be interpolated
from the values given here. For very small doping (i.e., x -+ 0) this interpolation will not
yield a zero confinement energy and the bulk value for the exciton binding energy and
therefore will entail a recalculation of the confinement and binding energies.
The confinement energies are calculated by solving the Schroedinger equation for a
particle confined in a box. This calculation is simple and requires no further elabora-
tion. The confinement energy is assumed to be split 57:43 between the conduction and
valence bands with the band offset, given by the relationship AE 9 = 1.115x + .37x22
[sanders87c]. The binding energies are tabulated from best available calculations in the
literature [sanders87c, nojima88]. These values have been found to have reasonable agree-
ment with experimental results. Data for certain quantum well widths Lz were unavailable
and have been interpolated (indicated by parenthesis).
In the presence of external fields, the binding and confinement energies also change due
to the change in the confinement potential. A parameterization of this is found in the
literature [sanders87c, nojima88].
4.2.3 Lineshape Function
The lineshape function used in (4.2) and (4.3) (see Sec. 4.2) is constructed so as to ac-
count for both homogeneous and inhomogeneous broadening mechanisms. Homogeneous
broadening is assumed to be characterized by a Lorentzian profile with a linewidth FL, and
inhomogeneous broadening is assumed to be Gaussian with a linewidth FG . These two
broadening mechanisms are combined into a single function, called the Voigt function, by
a convolution to yield [mihalas78]
1
A(E, Eo, rL, rG) = U(x, y) (4.11)
where the normalized Voigt function U(x, 7) is
U(x, ) = d( - ) + exp(-x 12)(o7 (X' - X)2 + ,y2
Al1 GaAsl-.
x = .15
x = .30
LZ
50
100
150
200
50
100
150
200
76.8 24.8
31.2 8.1
16.6 4.0
10.2 2.35
Table 4.3: Table of confinement energies and exciton energies, in meV, as a function of
quantum well width L, and doping x of Al in the barrier region. The exciton binding
energies are tabulated from the literature [sanders87c, nojima88]. Values appearing in
parenthesis are interpolated values. The binding energies in the column x = 0.15 are
actually for x = 0.25 due to a lack of availability of accurate computations in the literature
for x = .15.
where x = (E - Eo)//FIrG and -y = FL/V/rFG. Rational function expansions of the Voigt
profile are available in the literature for rapid evaluation of the function, thus avoiding time
consuming integration. The expansion that we used in our calculation can be found in
[olivero77].
4.2.3.1 Homogeneous Broadening: Phenomenological Treatment
Here, we assume that the inhomogeneous broadening arises from fluctuations in well width;
hence, it is essentially independent of temperature and carrier density. Homogeneous broad-
ening is assumed to arise primarily from phonon and carrier-induced excitations. These are
by nature temperature and density dependent. The homogeneous linewidth is divided into
two distinct components
FL =- (FL)ph + (rL)fc
The first term ('L)ph is the elastic and inelastic scattering from LO and acoustic phonons.
The second term is the linewidth due to scattering from free carriers. We use (FL)ph
from recent experimenal measurement of the phonon linewidth. Knox et al. observe from
femtosecond experiments that the lifetime of a heavy hole exciton is approximately 200-350
fs [knox85]. This is used as the linewidth for both heavy and light hole excitons.
Assuming that the carrier density is sufficiently low such that the phonon spectra re-
mains unmodified, the phonon induced linewidth (FL)ph is assumed to be independent of
carrier density. Temperature dependence, on the other hand, is modeled by assuming the
E"
52.4
24.9
14.1
9.0
E hh
conf
19.3
7.1
3.6
2.2
Econf
38.6
18.1
10.2
6.5
56.1
22.6
12.0
7.4
Blh
10.6
(9.2)
7.8
11
9.5
8.3
7.5
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8.6
(7.9)
7.2
10.0
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phonon linewidth to be proportional to the LO phonon density [chemla84]. Since the phonon
density is described by the Bose distribution function, the linewidth at arbitrary tempera-
tures is scaled from a measured value of linewidth by this function. The room temperature
linewidths is readily available (see Ref. [chemla84]); therefore,
e
h W L O / k To _ 1(rFL), = ()(T=To -) (4.12)( p eh WLon /kT 1
where for GaAs WLO = 36 meV. (FL) T= T o) is the known linewidth at some temperature
(To = 300K).
We now consider the free carrier contribution to the linewidth. We model free car-
rier dependence using a binary collision model from atomic physics. For atomic systems
the collisional ionization rate in the Bethe (high energy limit) is given by the expression
[drawin69].
( ,vh - 8 [ra (,h 1 (2kBTe 1/ 2(vmo 8 a 2 mo
2 x U7rM() (4.13)
where
ui = Ei/kBTe
() = du [( - ) e-"ln(1.25u/x)]
with IH = 13.6 eV, Ei the ionization energy of the exciton (which is the same as the
binding energy Bi) and Te is the electron temperature which for thermalized plasma is
assumed to be the sample temperature. The coefficient fi is the effective oscillator strength
for the transition from state i -- + continuum. This is not to be confused with the oscillator
strength fi in (13) which is the oscillator strength between the valence band and the exciton
state. We use the values from Drawin [drawin69]
fo .5 f1 .665, f2 .71, f3 .81, f4 .94
We assume the exciton to be a hydrogen atom with a modified ionization energy, reduced
mass and dielectric constant. Thus with (4.13) we describe the effects of collisional broad-
ening for each exciton level independently. The linewidth contribution from free carriers as
a function of density simply becomes
(FL)fe = (Uv)ine
For a typical free carrier density of ne , 2 x 1016 cm3 the free carrier contribution to the
linewidth for the ground state is roughly (FL)fc c 1 meV. This is in good agreement with
experimental data of Honold et al. [honold89]. Our model under predicts the experimental
linewidth by about 30%, most likely, due to inaccuracies in the Born approximation.
In the presence of external fields, the linewidths are modified due to the change in
the exciton envelope functions. This change modifies the ionization rate and has been
computed by Miller et al. [miller85]. The reader is referred to their work for details and
parameterization.
4.2.3.2 Fluctuations in Quantum Well Widths
Low temperature absorption spectra show an inhomogeneous linewidth of 2 meV [chemla84],
[weisbuch81], [weisbuch81]. This linewidth is due to the fluctuation in confinement energies
from monolayer fluctuations in width of the quantum wells. [sing84]. We model the effects
due to well width fluctuations by assuming the two dimensional well to be composed of a
series of independent one dimensional wells with the well widths that are distributed about
the mean. In this limit, the exciton energy varies as
E = E, + Eni + EO 2  (4.14)(L + x)2
where E 0 is the confinement energy at the desired well width L. The fluctuation about
the mean is given by the variable x. E0 can be calculated using standard techniques
[miller85] and the scaling chosen above is exact for a particle in an infinite well. Note in
the above equation we assume that the excited states of the exciton do not change due to
the fluctuations in wall length.
If we assume that the fluctuation about the mean has a gaussian distribution,
1
P(x) = 1 exp{-x 2 /2a 2} (4.15)
and if we further assume alL < 1, we find
P(E) = 1 exp - (E - Eg - En, - Eo)2/2 F2 (4.16)
r a2
= 2 _ = 4E2 (4.17)
where E implies an average over the distribution given by (E2). Using values from the
literature [miller85] for the heavy hole transition, E 0 = 38 meV, L = 100 A, a = 2.8 A, we
get FG = 2.1 meV. This is in good agreement with zero temperature linewidth measurements
of Chemla et al. [chemla84] and is in agreement with more sophisticated models [sing84].
Using (4.17), it is easy to calculate the inhomogeneous linewidths of the light exciton
line by observing
El
F lG= G conf (4.18)
conf
Since the confinement energies for the light hole are higher than that for the heavy hole, we
expect the linewidth IFI to be correspondingly larger. For the QW describe above, FI = 2.8
meV.
4.2.4 Energy Shifts in Electron-Hole Plasma: Basic Phenomenology
The effect of temperature on the band gap is well known and can be assumed to vary linearly
with the temperature. Hence we write the band gap as
dE
Eg = Eg(T = To) - (T - To).dT
where for GaAs(dEg/dT = 0.5 meV/ K at To = 300K) [muller86]. Ionization energies are
assumed to be constant. We now consider the variatiori of these parameters with respect
to free carrier density.
4.2.4.1 Band Gap Renormalization
The variation in the band gap due to the presence of an e-h plasma is modeled by adapting
a low temperature interpolation formula available in the literature [schmitt84, schmitt86].
These results show a (nea2)1/3 scaling of the band gap where ne is the carrier density and
ao is the 2D exciton radius. Theory also shows that the ground state excitonic resonance
remains unchanged for densities less than n = 1012/cm 2 [schmitt85a] (the weak dependence
on the charge density is due to the charge neutrality of the exciton). Low temperature
measurements at high carrier density show a small blue-shift of the exciton resonances
in 2D wells [peyghambarian84, schmitt85a]) that arises from exciton-exciton interactions.
However, in our application, the carrier density is sufficiently small so as to make exciton-
exciton effects negligible.
A similar simple formula for arbitrary temperatures does not seem to exist in the liter-
ature although more complicated many-body results do exist [schmitt85a]. We have found
an approximation for the theoretical result that is very accurate over a broad range of tem-
peratures and density. The approximation explicitly reproduces the numerically observed
(nea0)1 3 scaling and properly describes corrections that appear as prefactors to this basic
scaling. The details are described in Chapter 7; here, the relevant results are summarized.
The theoretical shift in the band gap energy is expressed as
AEg = (AEg)EXCH + (AEg)CORR (4.19)
where the first term is the exchange energy and the second is the correlation energy. These
can be evaluated using the single plasmon pole (SPP) model in which the exchange and
correlation energies are obtained by a sum over the screened potential in which the particle
excitation spectrum is represented by a single plasmon mode for long wavelengths and single
particle excitations at long wavelengths. In the limit where the electron and hole masses are
the same, we have found that if the SPP is cast in terms of the non-dimensional parameters
1
27rnea
(4.20)
1 B 1
o 2 kb( a2
that the exchange and correlation energy take on a very simple analytic form:
2 (0
(AEg)EXCH 2 (1 - e-°)(CO - Kalog(1 + ))a Ka (4.21)
(aEg)CORR = ICH+I2CH
where ICH is the zero-point term of the coulomb-hole integral and I2CH is the term depen-
dent on the plasmon number. These are given by
ICH -271/ 3(neaD)1/3 [10g (1 + 1)1/3)
(4.22)
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Figure 4-2: Comparison of fractional band gap shift from (D2) (dashed line) with full
numerical result [schmitt85a] (solid line) at different temperatures (1) T=.1B , (2) T=B ,
(4) T=4B (B is 2D exciton binding energy).
with the auxiliary parameters (0, 71, Y2 and K defined as
88 121 1/2
o0 1[ 01/2 + .603/2
1
'1 2(1 - exp(-8))a 2/3  (4.23)
4 K 1/2aO
K = 4(1 -exp(-0))
This approximation is valid (good to within 5%) over a broad range of values from
O.1Eo < T < 10Eo and 0 < nfeaD < 10. In Fig. 4-2, we have plotted the analytical
approximation against the exact numerical solution to the energy shifts. The theoretical
result is calculated for a hypothetical 2D plasma with equal electron and hole masses. As can
be seen, the approximation is in excellent agreement with the numerical result. Using typical
values of Eo ,- 9meV and a2D - 120A, it can be seen that this is virtually the entire range of
values needed in a wide-variety of experiments. In Fig. 4-3, we plot the predicted band gap
renormalization (BGR) for a 100 A GaAs MQW using our semi-empirical model. The values
appearing below are in satisfactory agreement with experimental results of [trankle87a,
10u  10 10U 101 1010
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Figure 4-3: Renormalized band gap Eg(ne) in GaAs MQWs as a function of carrier density
at different temperature. (1) T=77 (2) T=150 (3) T=250 (4) T=300
weber88].
The most interesting feature of the above result is that the renormalization has an ex-
plicit n/ 3 dependence as can be seen in Eqn. (4.22) where the correlation energy, dominant
at high densities and temperatures, has a n / 3 prefactor that is multiplied by a slowly vary-
ing log term. This result is a theoretically rigorous confirmation of the previously observed
numerical result. [schmitt84]. It must be pointed out that the above expressions are de-
rived by studying the asymptotic behaviour of the self-energy integral and are not "best-fit"
functions. The details are discussed in Chapter 7.1.
4.2.4.2 Renormalization of Exciton Energies
We attempted to develop a simple formula for the exciton energies along the lines of the
result developed above for the band gap. However, we were unable to develop as simple a
formula as Eqn. (4.21) for the renormalization of the ionization energies. The expression
used in this section for the renormalization of the exciton energy is evaluated in first order
perturbation theory as the overlap between the ground state hydrogenic wavefunction of
the exciton 1L0o) with the perturbation to the Hamiltonian caused by the presence of free
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Figure 4-4: Plot of nonlinearity in GaAs MQW. The variable a is defined in (4.26). Dashed
Line: Full Model, Solid Line: Without redshift of excitonic lines.
carriers AH [schmitt85a]
JEi = (ojlAHiIo)
= (6 E)EXCH + (6E)CORR (4.24)
( (.8v-)92 1 1x -8 +1
1 + 2V89 (.5 + (2)3 (.5 + (2)3/2(1 + C2)3/2 +1
where ( = aVx and Z1 is a one dimensional integral defined to be:
I = K dY( Kg) 1 -y 2 -w ](y + K() 2w(y) (4.25)
1- 4(3 ( V
with K = 4(1 - exp(-0)) and w2(y) = y4/4 + (O/K)y2 + 0(y. This expression, involving
the evaluation of an one-dimensional integral, represents a considerable simplification from
the three-dimensional integral that is often found in the literature. However, a simpler
expression than (4.24) is clearly desirable.
To illustrate the importance of the redshift of the excitonic lines, in Fig. 4-4 is plotted
the nonlinear spectra (see Chapter. 5) in the absence of excitonic redshift (dashed line) and
the same curve that includes the redshift (dotted line). As can be seen, without the redshift,
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Figure 4-5: Plot of absorption curves in GaAs MQW at for two different carrier densities.
Solid Line: n_ = 1014 cm- 3 Dashed Line: Without redshift ne = 2.5 x 1016cm - 3 , Dotted
Line: Full Model n, = 2.5 x 1016cm - 3.
the nonlinearity in low energy tails is considerably underpredicted. With the inclusion of
the redshift of the excitonic lines in the model, the predicted spectra agrees rather well
with experimental results. The curves in Fig. 4-4 can best be understood by looking at the
individual absorption curves at the two densities predicted by the model. This is shown in
Fig. 4-5 in which the absorption curves corresponding to n, = 1014 (pump beam off) and
n, = 2.5 x 1016 (pump beam on) are plotted with and without the redshift of the excitonic
lines. As can be seen, the redshift causes the absorption curve to shift more into the region
of low absorption, thereby increasing the absorption change.
4.3 Results
The specific structure to which we apply our model is a 100 A GaAs MQW structure with
barriers sufficiently large so that we can neglect tunnelling effects between the wells. The
100 A well width is convenient due to the easy availability of theoretical and experimental
data. In particular, we compare our results with Chemla et al. [chemla84].
The values for the binding and confinement energies are derived from the variational
calculation of Miller et al. [miller85]. We assume the following values for the effective
masses: mi = .1mo,ml = .2mo,m hI = .34mo0,m = .094mo,m• = .067m o. We use the
homogeneous linewidth derived from experimental data. Using the femtosecond pump-
probe experiment of Knox et al., a value of 250 fs [knox85] is chosen for the heavy hole
lifetime which yields a linewidth of FL = h/7 = 2.6 meV. The linewidths for the light hole
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Figure 4-6: Room temperature absorption curves for GaAs MQW (units of 1000cm-').
Solid Line: Experiment, Dashed Line: Theory.
and excited states are assumed to be the same in the limit of no impurities. Other relevant
parameters used in the model have been given in Tables 4.1 and 4.2. The optical polarization
is assumed to be perpendicular to the MQW layers; other polarization directions can be
incorporated into the model through the Kane matrix elements (equation (4.5)) of Appendix
A).
We show in Figure 4-6 the absorption curve as a function of energy at room temperature
(T = 300K). The results of our empirical model are within 5% (RMS) of the experimental
curve.
The nonlinear coefficient is defined as
a = (a(ne,T, E) - ac(no, T, E))/(ne - no) (4.26)
can be readily computed. Here ne is the carrier concentration due to the pump beam and no
is the background carrier concentration. Here, we assume the background is no = 1014cm - 3.
For the X-ray detector application, the source of free carriers is not a pump beam, but
is the absorbed X-ray photon. The absorption of soft X-rays (from 60 eV to 2 keV) can
create local carrier densities anywhere from 10"6cm-3 to densities in excess of 1017ccm-3
In other applications, the free carriers can be optically generated.
In Fig. 4-7, we plot the nonlinear coefficient as a function of energy. We assume that
n, = 2.5 x 1016 cm- 3 which corresponds to the effective carrier density used by Chemla
et al. in their analysis of degenerate four-wave mixing (DFWM) data. Plotted are the
experimental results of Chemla et al. and the prediction of our semi-empirical model. The
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Figure 4-7: Plot of nonlinearity in GaAs MQW. Solid Line: Experiment, Dashed Line:
Present Model.
level of agreement is reasonable. Since no error bars exist for the experimental data the
precise level of agreement cannot easily be ascertained. A comparison against data with
error bars is available with the DFWM experiment as discussed below.
The absorption curves that correspond to the two carrier densities of interest are shown
in Figure 4-8. The nonlinearity is seen to come about via significant line shifts to lower
energy and a net reduction in absorption at high density.
A rather stringent test of the validity of optical nonlinear. data or models is provided
through a comparison with the experimental degenerate four wave mixing (DFWM) spectra
of Chemla et al. [chemla84]. The DFWM spectra is given by
ps(E) (-7r An(E)) 2 + ( Aa(E)) 2
where An(E) and Aa(E) are the changes in the index of refraction and absorption. Both,
if known for all frequencies, are related by the Kramers-Kronig relations.
The experimental DFWM spectrum of Chemla (points) is shown in Figure 4-9, along
with their fit of the spectrum (dashed line) derived from their best estimate of the optical
nonlinearity. Also shown (solid line) is the DFWM spectrum derived from the present semi-
empirical model. It can be seen that the present model provides an accuracy comparable to
the empirical model of Chemla et al. [chemla84]; the present model is perhaps a bit better
at low energy, and a bit worse at high energy.
Deviations from the observed absorption spectrum are minimal, and require no comment
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Figure 4-8: Plot
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of absorption curves in GaAs MQW at the two different carrier densities.
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Figure 4-9: Comparison of DFWM spectra predicted by model with experimental spectra of
Chemla et al.. [chemla84]. Dashed Line: Empirical fit of Chemla et al., Solid Line: Present
Model.
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here. Deviations from the experimental optical nonlinearity data and DWFM data must
be attributed either to errors in the experimental data and subsequent parameterization or
else in an imperfect accounting of density-dependent effects in our semi-empirical model.
Considering the difficulty in making accurate measurements in the excited electron-hole
density in femtosecond pump-probe experiments, the present results are well within error
margins. [schmitt85b].
Chapter 5
Optical Nonlinearity in Quantum
Wells
The development of the semi-empirical model in the previous chapter provides, in addition
to design capabilities, a useful tool for studying novel physics and understanding existing
experimental data. This chapter presents new results based on the model. It focuses on
optical nonlinearity for this is a quantity of immediate interest in the detector application,
and also of general interest in optical switching applications.
One issue of particular interest is the case where the absorption is initially low at low
carrier density, and the presence of additional carriers increases the absorption coefficient.
In such a case, the optical probe beam can cause a further increase in signal by producing
more carriers preferentially where carriers already are.
This "avalanche" mechanism was first pointed by Eugster and Hagelstein as an im-
portant mechanism for increasing the signal-to-noise ratio for their detector design. They
conjectured that this effect would be more pronounced at lower temperature. Unfortu-
nately, little or no data for the optical non-linearity exists at low temperature that can be
used for design purposes, and it has not been obvious a priori how the effect scales to low
temperature.
The focus of this chapter is to study this and other related issues in quantum well
structures. We will quantify the improvement in the optical nonlinearity as a function of
temperature near the absorption peak. We show the nonlinearity in the interesting region
to the long wavelength side of the strongest absorption (which was identified previously as
being most suitable for optical enhancement as discussed above) is due almost entirely to
the shift in exciton binding energy as a function of carrier density, at modest carrier density.
In retrospect this point seems obvious, but it does not appear to be widely appreciated in
the literature.
The term optical nonlinearity, as used in this thesis, refers primarily to the change in
absorption as a function of ne. It can also be used to describe the change in the index
of refraction (i.e., dispersion) as a function of carrier density. However, these two quan-
tities are related by the Kramer's-Kronig relations. In the x-ray detector application, the
total thickness of the quantum well stack is usually much smaller than the wavelength of
the probe beam. Correspondingly, the change in path length due to the change in the
index of refraction (i.e., dispersive non-linearity) is small as well. Therefore, the dominant
contribution to the change in the optical constants (e.g., reflection, transmission) is due
to the change in absorption induced by the photo-carriers (i.e., absorptive nonlinearity).
Consequently, in the data presented, we only present the absorptive nonlinearity coefficient
01.
The results presented in this chapter show that a significant improvement in the strength
of the nonlinearity occurs at low temperature, as expected. Quantitatively, this factor is on
the order of three between room temperature and 120 K.
In Sec. 5.1, the behavior of the optical nonlinearity as a function of temperature is
discussed. We next examine in Sec. 5.2 the effect of material processing on the optical
nonlinearity. Of interest in this work is the issue of the quantum well fabrication tolerance
on the optical nonlinearity.
5.1 Optical Nonlinearity and Temperature
In Figs. 5-1 and 5-2, the absorption a and nonlinearity parameter a are plotted as a function
of energy for different temperatures. Since the band gap increases with lower temperature,
the entire spectra shifts to higher energies as the temperature decreases. However, to
facilitate comparison, this band gap shift is not included in Figs. 5-1 and 5-2. As expected,
the absorption line sharpens at lower temperatures due to smaller homogeneous linewidths.
The nonlinearity increases monotonically at the heavy hole resonance energy whereas at
lower energy, the curve behaves somewhat differently, as explained below.
The magnitude of the non-linearity is plotted in Fig. 5-3 at two different probe frequen-
cies as a function of temperature. At the exciton line, (which at room temperature is at
1.4575 eV) the magnitude of the nonlinearity varies inversely with temperature. The reason
for this is primarily due to the reduction of oscillator strength due to phase space filling
and exchange. Our model predicts a nearly four-fold increase in the non-linearity at liquid
nitrogen temperature.
Away from the resonance (plotted is hw = 1.453 eV), the non-linear coefficient is positive
(absorption increases with density) and its magnitude increases as the temperature is low-
ered from room temperature. However, it peaks at about 120 K, below which the non-linear
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Figure 5-1: Plots of the absorption spectra as a function of energy at five different temper-
atures: (1) T=77 K, (2) T = 150 K, (3) T=200 K (4) T=250 K, (5) T= 300 K. Energies,
at each temperature T, have been adjusted to account for the variation in band gap.
coefficient begins to decrease. The dominant physics at low temperature is phase-space fill-
ing which reduces the oscillator strength, whereas at higher temperature the dominant
processes are the redshifting and collisional broadening of the primary lines. The former
reduces the magnitude of the non-linearity whereas the latter two increase the change in
absorption (since redshifting and collisional broadening cause the peak of the absorption to
shift into the region of low absorption).
Our model predicts a three-fold increase in the magnitude of the nonlinearity in the
non-resonant region. This can be best seen in Fig. 5-4 in which the absorption curves at
77 K and at 125 K are plotted. At 77 K, although the redshift is larger (redshift increases
with decreasing temperature), the oscillator strength drops considerably due to the phase
space filling, thus reducing the change in absorption in the low energy region.
5.2 Optical Nonlinearity and Linewidths
We show in Figure 5-5 the maximum optical nonlinearity as a function of FG/FL. This
parameter is a rough measure of the sample quality. The inhomogeneous linewidths are
insensitive to carrier densities and temperature and therefore tend to decrease the non-
linearity whereas homogeneous linewidths are sensitive to carrier density (e.g., collisional
ionization) and hence tend to increase the non-linear response. Intuitively, one would ex-
pect the optical nonlinearity to be maximum when the inhomogeneous linewidth is zero.
This intuition is well corroborated by our model as seen in Fig. 5-5 where the magnitude
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Figure 5-2: Plots of the nonlinearity spectra as a function of energy at five different temper-
atures: (1) T=77 K, (2) T = 150 K, (3) T=200 K (4) T=250 K, (5) T= 300 K. Energies,
at each temperature T, have been adjusted to account for the variation in band gap.
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Figure 5-3: Plots of nonlinear coefficient as a function of temperature at two different
energies. (1) E=1.453 eV, (2) E=1.4575 eV. The energies, at each temperature T, have
been adjusted to account for the variation in band gap.
(1)
(2)
E
-
-
E
E
L
14
n
1.52
r- 
-
I'
-----------------
1.53 1.54 1.55 1.56 1.57 1.58 1.59 1.6
E (eV)
Figure 5-4: Plots of absorption curves at two different carrier densities (solid lines: ne =
1014cm - 3, dashed lines: ne = 2.5 x 1016cm - 3) at two different temperatures (Left: 120 K,
Right: 77 K). Note the large shift of the absorption curve from Fig. 5-3 due to change in
band gap energy.
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Figure 5-5: Plots of maximum nonlinear coefficient as a function of rG/F L at different
temperatures. (1) T=77 K, (2) T=300 K. The lower set of curves correspond to resonant
transitions (E = 1.475eV) and the upper to nonresonant transitions (E = 1.453eV)
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of the optical nonlinearity increases at both the resonant and non-resonant energies with
decreasing inhomogeneous linewidth.
The principal source of inhomogeneous broadening is the fluctuations in the quantum
well width due to processing conditions (see Appendix E).[chemla84]. The relevant process-
ing parameter is o which is the half-width of the magnitude of well-width fluctuations in
units of Angstroms. If the fluctuations in well-width could be reduced from one monolayer
fluctuations to half monolayer fluctuations (i.e., a = 1.4 A, FG = 1 meV, FG/FL = 0.4),
the nonlinearity would be larger by a factor of two at resonance energy and is larger by a
factor of three for off-resonance transitions (at room temperature).
In Fig. 5-5, the optical nonlinearity,- is plotted for FG being as low as FG = 0.5meV
(Fc/FL =0.2). From a practical viewpoint, it may be difficult, if not impossible to achieve
these low values. However, if it were possible, then an enhancement in the optical non-
linearity can be rather significant.
Chapter 6
Quantum Well Soft X-Ray
Detector
6.1 Introduction
The basic soft x-ray detection scheme using quantum wells was illustrated in Fig. 1-1.
This figure appears again in Fig. 6-1 for convenience. The idea proposed was to image the
x-ray induced photocarriers optically by either detecting the scattered light (Eugster and
Hagelstein [eugster90]) or by detecting the modulation in transmitted/reflected light (Basu
[basu91]). This chapter examines a new and improved design based on the ideas of Basu.
The important tools in our analysis is: (1) a proper beam propagation code, and (2)
the lineshape model discussed in Chapters 4 and 5. The lineshape model enables us to
assess detector performance and perform optimizations with respect to design parameters
such as temperature, quantum well-widths and surface roughness of GaAs quantum wells.
The lineshape model is used in conjunction with a design code for beam propagation in
multi-layer thin-films, thereby giving a rather sophisticated design tool for the analysis of
detector performance.
Using these computational tools for analysis, the detector described in this chapter has
excellent energy resolution for soft x-rays in the 70 eV- 500 eV range. The upper range
of 500 eV is not the detection limit of the detector. It is the maximum range to which
the detector behaves linearly with x-ray energy. For x-ray energies larger than 500 eV, the
optical properties of the quantum wells saturate and energy resolution is lost. The reasons
behind this and approaches to extend the range of operation are discussed in Chapter 7.
A detailed description of performance is given in Table 6.1. A detailed schematic of
the design is shown in Fig. 6-2. Our analysis has led to a design that is different from
that of Basu in an important way. Basu's principal idea was to select a probe beam that
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Figure 6-1: Schematics of quantum well based x-ray detectors. A planar detection scheme
(a) was originally proposed by Eugster et al. and subsequently modified by a direct imaging
scheme by Basu (b). Details of these schemes can be found in the text.
is tuned near the onset of the heavy hole excitonic peak where the change in the optical
susceptibility in the presence of x-ray induced carriers is the largest.
We have found that this is not the optimal strategy. Instead, we have found that the
optimal strategy is to tune the probe beam to the frequency at which the change in reflected
signal is the largest. An important observation in this work is that these two approaches
are not equivalent. We shall show that the latter approach is more realistic and should be
the criteria of choice for analysis and optimization.
This chapter is organized as follows: In Sec. 6.2, we review the basic issues relevant to
the design of a quantum well based x-ray detector. In Sec. 6.3, we will present results and
discuss the performance of the detector.
6.2 Design Issues
The design we adopt is similar in spirit to that analyzed by Basu and is given in Fig. 6-1(b)
[basu91]. A quantum well stack is composed of alternating layers of GaAs and All-.GaAs,.
A more detailed schematic is shown in Fig. 6-2. A cap layer of approximately 20-30A
appears on the top and bottom of the detector to prevent the formation of a native oxide
layer. We note that the formation of oxide layers is one of the more important problems
facing back-illuminated CCD designers. However, in the analyses that follows, owing to its
negligible size, we neglect this layer as it does not affect the operation of the detector in
any appreciable manner.
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Figure 6-2: Schematic of the multi-layer stack. With each interface and layer is associated a
transmission matrix. The overall transmission matrix is expressed as a product of individual
matrices. The cap layers are usually GaAs. They prevent the oxidation of the surface and
are typically very thin (, 100A) and do not affect the optical properties of the quantum
wells significantly. Details are in the text and Appendix B.
The x-ray photon is incident on the quantum well stack and generates free carriers from
inner-shell photoionization, Auger ionization and subsequently by collisional ionization. A
probe beam of wavelength near the fundamental absorption edge of the quantum well layer
(assumed to be GaAs for the present analysis) is incident on the quantum well stack. The
presence of these free carriers modifies the absorption and refractive index in in the GaAs
layers but is assumed to leave the All-,GaAs. unaffected. If the widths of the layers are
properly adjusted, under quiescent conditions (i.e. no x-ray photon present), the reflection
from such a structure can be made to be small over a very narrow range of energies (- 3
meV = 1.63 nm, see Fig. 6-4). The lengths of the quantum wells are selected such that
this reflection minima occurs near the principal heavy hole excitonic peak where the optical
susceptibility nonlinearity is the maximum. The modulation of the optical susceptibility
induced by the free carriers causes the reflection coefficient to change; and since the quiescent
reflection is small, the contrast ratio between on and off can be as high as 20% which is
easily detected. A set of principal device characteristics is summarized in Table 6.1.
The effect we seek to exploit is best illustrated by Fig. 6-3. The reflection coefficient R is
plotted as a function of probe energy for a fixed barrier and quantum well widths (Lb=50A,
L,=170A) but with three different substrate widths L,. One notices a sharp drop in the
reflection coefficient near an energy at which the quantum well stack is impedance-matched.
The resonance can be "tuned" by adjusting the substrate length.
Table 6.1: Summary of the chief parameters and performance of the detectors. The defini-
tions of the variables are found in the text. * Actual Ls values can also be be half integer
multiples of the probe wavelength added to the minimum value specified above. See Sec.
6.2.3 for details.
The key concept behind our design is to have the reflection minima lie near the excitonic
absorption peak of GaAs where the non-linear optical response of GaAs is the largest and
consequently, where the change induced by the x-ray induced photo-carriers is the largest.
This provides a large contrast ratio for the detected signal. However, it is important to
note that a large contrast ratio is not the only criteria, as will be discussed in Sec. 6.3.1. A
detailed simulation is required to ascertain the optimal probe frequency.
From the above discussion, it can be seen that there are only a few basic parameters to
the design. These are: the wavelength of the incident x-ray photon; the wavelength of the
probe beam, its polarization and angle of incidence on the detector; and the widths of the
quantum well and the barrier regions and the number of layers in the stack. To study the
feasibility and optimization of the detector with respect to each of these parameters, it is
essential to address the following issues:
* Number of free carriers created by the absorbed x-ray photon. This determines the
magnitude of the change in the optical susceptibility.
* The spatial and temporal evolution of the charge distribution. This essentially deter-
mines the time response of the detector.
* Quantitative estimates of optical susceptibility as a function of carrier density. Inci-
dent x-ray photons of different energies create different carrier densities and carrier
densities change in time owing to carrier diffusion. Thus to calculate the energy and
Design Parameters
Parameter Value Tolerance
Lb : Al.GaAsl_- 50oA ± 2.4A
L, :GaAs 170A ± 2.4A
Ls : AlzGaAsl_, 48.6 nm* ± .5 nm
Ap 818.55 nm ± 1 nm
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Detector Performance
Spatial Resolution: 1P
Temporal Resolution: 20 ps
Sensitivity: 25 photons/pm 2
Energy Resolution: 85 eV
Contrast Ratio: - 10%
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Figure 6-3: Plot of the reflectivities as a function of different probe energies for three
different substrate thicknesses: (1) L,= 190A, (2) L,= 410A, and (3) L,= 490A. The other
parameters for the quantum well stack are: Lw= 170A, Lb=50A, and N = 30 Layers.
temporal response of the detector, data for the optical susceptibility are needed over
a wide range of free carrier densities.
* The transmissivity and reflectivity of the detector as a function of different detector
parameters, polarization and angle of incidence of the probe beam). This is required
in order to impedance match the detector with the optical probe beam.
We now address each of these issues briefly. Some of the technical aspects have been
left to the Appendices.
6.2.1 Carrier Generation and Dynamics
We use the data for x-ray absorption by the elements Ga, As and Al from the compendium
of Henke et al. [henke88]. Each of the elements have roughly the same absorption coefficient
in the energy range 70 - 500 eV. A 70 eV x-ray photon has a typical penetration depth of
200X while a 500 eV photon penetrates further to about 2000A(within a factor of two).
Following the absorption of the x-ray photon, highly energetic primary electrons create a
large number of secondary electron/hole pairs through collisional ionization. The number of
e-h pairs created is r7 = Ex/Eeff where Eeff is the effective energy needed to create an e-h
pair [alig80]. Owing to phonon losses, Eeff is typically a factor of two to four larger than
the bandgap energy. For GaAs, Eeff = 4.68 eV as measured by Wu and Wittry [wu78].
The avalanche generation process continues until all the electrons have energy less than
Eeff. Typically, this e-h pair production terminates quickly (typically around 1 ps) and
occurs over a very small region (typically 100-200A). Subsequently, the e-h plasma expands
hydrodynamically. Initially the expansion is isotropic as the initial energy of the plasma is
typically - Eeff > Eoffset where Eoffset is the band edge offset between the GaAs and
All-
~
GaAs,. However, as the plasma expands, its energy decays due to generation of optical
phonons and due to PdV cooling with the latter process being much slower (as verified by
computation). Within about 20 ps, the plasma is fully thermalized. Subsequently, it no
longer expands in the direction perpendicular to the well, but expands instead only in the
parallel direction as a quasi two-dimensional plasma and ultimately the electrons and holes
recombine to return to equilibrium.
We have developed a simple model to describe this expansion using well known results
for energy and momentum relaxation in GaAs. This has been detailed in Appendix A. In
our model, we assume that all the carriers are created at the front surface of the detector in
order to simplify the computation. In this approximation, the carrier density for all space
and time evolves like a Gaussian with a time-dependent width that depends linearly on
incident x-ray energy.
In Fig. 6-4, we have plotted the carrier density as a function of time at z = 0 (i.e.,
the front face of the detector) for a 70 eV and a 500 eV photon. In our calculations, we
use a piecewise continuous approximation to the density in order to speed up computation.
Specifically we assume that the density ne(z) = ne(z = 0) for z < L(t) and ne(z) = no
for z > L(t). Here L(t) is the width of the expanding plasma using the model described in
Appendix A. It is plotted in Fig. 6-5. Note that the full-width at half maximum (FWHM)
of the distribution is independent of the incident x-ray energy since we assume the avalanche
process by which the e-h pairs are generated terminates when E . Eeff, irrespective of the
primary electron energy.
The density in Fig. 6-4 is to be compared against the density induced by the carrier
which we assume in our analysis to be around , 5 x 1014 cm- 3 [chemla84]. Within 50 ps,
the carrier density has decreased by over an order of magnitude and correspondingly, as
will demonstrate in Sec. 6.3, the optical susceptibility decreases as well, thereby providing
the temporal resolution of the detector.
6.2.2 Modeling of Optical Susceptibility
In order to assess the detector performance over different operating conditions such as
temperature and incident x-ray energy, data for the optical susceptibility as a function of
temperature and free carrier density is needed. Since such data is not readily available in
the literature, especially over a broad range of operating parameters which is crucial for
design optimization, the semi-empirical model described in Chapters 4 and 5 was developed.
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Figure 6-4: Temporal evolution of the free carrier density at the origin. The avalanching
caused by the primary carrier is assumed to stop within 1 ps subsequent to which the plasma
expands hydrodynamically as given in Appendix A. (1) E. = 70eV and (2) E- = 500eV
The horizontal solid line corresponds to the background density undetected by the probe
beam.
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Figure 6-5: Width of e-h plasma in the direction perpendicular to the quantum wells as
a function of time. After about 35 ps, the plasma cools to energies below Eoffset and no
further expansion perpendicular to the wells is possible.
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Figure 6-6: Absorption lineshapes calculated using the semi-empirical model of Chapter
3. for different carrier densities at T=300 K. (1) ne = 1011 cm - 3 (2) E, = 70eV -+ nf =
2.5 x 1015 cm- 3 (3) Ex = 500eV -+ ne = 2.0 x 1016cm - 3 (4) Same as (3) but from using the
experimental non-linear coefficient of Chemla et al measured at ne - 8 x 1015 cm- 3 .
For example, in Fig. 6-6, we have plotted the room temperature absorption lineshape
at 5 ps for a 70 eV and a 500 eV absorbed x-ray photon. At 5 ps, the 70 eV photon
produces a plasma with e-h density of ne - 6 x 1015cm - 3 and for a 500 eV absorbed
photon, the corresponding density at 5 ps is ne - 2 x 1016. From Fig. 6-6, we see that
the higher density causes the lineshape to shift to lower energies and reduction of peak
heights. Plotted in Fig. 6-6 is also an absorption curve derived from using the linearized
coefficients of Chemla et al taken at ne - 8 x 101 5 cm- 3 . As it can be seen that the curves
derived from the linearized non-linearity coefficients appear to have non-physical structure
indicating perhaps its deficiency at these higher densities.
We note here that in the paper by Basu, the optical absorption was calculated using the
linearized data of Chemla et al [chemla84]. Additionally, in the tabulated data for a and q
used by Basu, the coefficients are all shifted by about 1 meV due to an error in digitization.
As a result, there is a significant error in the optical susceptibility used by Basu [basu91].
Thus, a quantitative comparison of our result with that of Basu is not directly possible.
For the detector design, we have used for our multi-layer structure, alternating layers
of AlGaAsl_-, which the barrier material; and GaAs, which is the quantum well layer
[basu91]. A schematic of this is given in Fig. 6-2. With each layer is associated a length
L and a complex index of refraction coefficient N = n - jk where k is the extinction
coefficient related to the absorption coefficient k = 9.8 x 10- 6a/E(eV). The barrier regions
are assumed to be lossless (i.e. k = 0) and N for the quantum well layers are computed
using the semi-empirical model described in the previous section.
The transmissivity and reflectivity of a beam passing through a quantum well stack
is calculated by a scattering/transmission matrix formalism [haus84, yeh88]. Associated
with each layer and interface is a scattering/transmission matrix that relates (linearly) the
output (i.e. the outgoing EM field) across the interface/layer to the input (see Fig. 6-2).
The transmission matrices for the overall structure is simply the product of each of the
individual transmission matrices and from this overall transmission matrix, the reflection
and transmission coefficients can be determined. The details of this procedure is elaborated
in Appendix B.
In our design, we have assumed the barriers to all have a fixed length Lb and the wells
to have a fixed length L,. Additionally, we have as a free parameter the length of the
substrate L, which also assumed to be lossless. In addition to these three parameters, the
two other parameters in our control is the polarization and angle of incidence of the probe
beam. The basic task in the design is then to choose the three lengths, the polarization and
the angle of incidence such that under quiescent condition (i.e. absence of x-ray photon),
the reflectivity is as small as possible.
The polarization has to be TE because, owing to selection rules, excitonic transitions for
polarizations perpendicular to the plane of the wells is forbidden; hence, the corresponding
non-linearity for TM polarized probe beams is small [miller88]. Therefore, Brewster angle
operation, whereas desirable in order to minimize reflectivity, is not possible. Thus, there
are essentially only four parameters in the design.
Additional physical insight leads to elimination of still one more parameter. Since
the active regions in the detector are only the quantum well layers (the barrier regions are
assumed lossless), one would like these layers to comprise the largest fraction of the detector
volume. The main function of the barrier layer is to prevent tunneling of electrons between
neighboring wells which tends to reduce the non-linear response. Based on simple quantum
mechanical considerations, we estimate that a 50A to be about the smallest length possible
for an AlGaAsl_- barrier (for x - .3) in order to minimize tunneling between neighboring
wells.
We have plotted in Fig. 6-7, the required substrate length L, as a function of energy
at which the reflection coefficient is minimized. The dashed lines indicate two principle
wavelengths for which we optimize the detector design (see Sec. 6.3). Whereas it apparent
that by minimizing R with respect to Ap, the contrast ratio can be enhanced (as noted by
Basu), we must emphasized that this is the only issue in the design. If the reflectance R is
small, so will the reflected signal. As we shall see in Sec. 6.3, this results in an unacceptable
signal to noise ratio.
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Figure 6-7: Plot of the substrate length Ls as a function of probe wavelength Ap. The
substrate length Ls minimizes the the reflection R at Ap. The dashed lines correspond to
principle wavelength of interest in Sec. 6.3 at Ap=818.55 nm and Ap=821 nm. The other
relevant parameters are N = 30 layers, L,=170A, Lb=50A, and T=150 K.
6.2.3 Beam Propagation in Quantum Well Stack
Also, we note that the substrate thickness Ls can also be L, = L, + mA/2 where m is an
integer as this satisfies the minimum reflectivity condition as well. A substrate thickness
that is minimum is desired in order to minimize wide angle forward scattering. Wide
angle forward scattering is possible if the incident beam can couple to TEM modes of the
slab. Since the quantum wells are highly absorptive and the substrate cannot support any
propagating TEM modes for L, < Ap, the incident beam cannot scatter at wide angles and
propagate to neighboring pixels causing distortion. However, under typical design values
(Lw= 170A, Lb= 50A, N = 30wells), if Ls 50nm, the typical detector thickness will be
d - 725nm. A detector of such small thickness may pose a problem from the viewpoint
of structural integrity and transportability. This issue has to be kept in mind in an actual
fabrication of the device.
The issue of scattering losses raises an important question that we now address. The
crucial assumption is using the transfer matrix formalism which nothing but formal way of
handling ray optics is that the dielectric layers are homogeneous along the direction parallel
to the layers. This assumption implies: (1) incident ray does not scatter and (2) the incident
ray reflects an infinite number of times from each of the layers with an amplitude that is a
geometric series of the product of reflection and transmission coefficients [haus84].
However, the perturbation caused by the x-ray induced photo-carriers to the optical
susceptibility is a local phenomenon. The e-h plasma induced by a single 70 eV photon
reaches only - 300 nm after which the density reaches background values. This is to be
compared with the probe beam that has A - 850 nm. Thus, scattering is an important
effect. Additionally, for shallow incidence angles, the assumption of infinite reflections from
surrounding layers is also not valid.
The latter issue can be y addressed by requiring a normal incidence probe beam. In fact,
this is required automatically since we are using TE mode probe beam and the reflection
minima for TE modes is at normal incidence. Therefore, we do most of our analysis for
angles within 50 of normal. In Fig. 6-8, we have plotted the R, - Ro and Ro as a function
of angle in the range 0 to 10 degrees for a typical set of parameters (for the graph Ex =
500 eV, L, = 1034A, Lw = 175A1, T = 150K) where Rx and Ro are the reflection coefficients
with and without one absorbed x-ray photon. As it can be seen, the reflectivities are
relatively flat over a range of 10 degrees.
Scattering, however, significantly degrades the performance of the detector. The prob-
lem of scattering can be best analyzed if we assume that Rayleigh scattering is a an ap-
plicable description of the physics. In this limit roughly 30% of the signal is reflected (i.e.
back scattered); assuming that only 1/2 to 3/4 of the back scattered signal can be collected
(owing to scattering losses to wide angles) this implies that only 15% - 20% of the scattered
signal can be successfully imaged. For single photon detection, the scattering losses degrade
signal strengths considerably making detection difficult if not impossible (see Sec. 6.3).
However, if single photon detection is not required, then the issue can be easily addressed
by requiring a minimum fluence of the x-ray source. For example, a flux of 25 photons/pm 2
as this will provide an uniform surface from which the probe beam can reflect thereby
readily recovering the ray optics limit. The results of the next section will show, this will
yield signals that are quite readily observable.
6.3 Results and Discussion
We have optimized the design shown in Fig. 6-1(b) and Fig. 6-2 for all the parameters
described in Sec. 6.2. These have been summarized in Table 6.1. We assumed a the barrier
length of Lb = 50A for all of the calculations. The well-width L, and substrate thickness
L, are parameters for optimization. The incident probe beam is a pulse of width t, and is
assumed to be a TE polarized and at near-normal incidence. The pulsewidth is determined
by the time response of the detector (to be discussed shortly). The reflected light is then
imaged by a CCD array. For our performance analysis, we have used a readily available
CCD array in the market. The THX 7895A full-field CCD sensor manufactured by Thomson
Composants Militaires et Spatiaux (TMS) is a 512x512 sensor with a responsitivity rCCD =
2.5Vcm 2/pJ for light at 860 nm. The noise threshold for this CCD is 20pV [ccd92]. Other
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Figure 6-8: Plot of the reflection coefficient Ro and AR = (R, - RO)MaxSignal as a function
of angle for layer in Fig. 6-2 (Layers = 20, Lb=50A, L,= 175A, T=150 K, E = 500 eV).
Ro and R= are the reflection coefficient with and without a single absorbed x-ray photon.
Here Max Signal corresponds to the wavelength where the change in the reflected signal is
the largest. This is described in text in Sec. 6.3.
imaging schemes such as the use of infrared detector arrays and infrared film was considered.
However these have poor spectral responsitivity at 800-900 nm range. For example, Kodak
ESTAR 2481 and 4143 have a threshold fluence of .1p J/cm2 which is two to three orders
larger than the typical reflected signals from the detector.
We evaluate our detector performance by the following three criteria:
* Sensitivity. This is measured as the fluence of x-ray photons .F (J/cm2 ) required to
image a single pixel. It will also be given in terms of photons/Am2 .
* Spatial Resolution. This is minimum distance between two adjacent pixels that can
be successfully imaged. Since we assume an x-ray fluence of 25 photons/Aim 2 due to
the consideration of scattering losses, the wavelength of the probe beam (see Sec. 6.2)
the resolution is essentially determined by Ap which is roughly 1lm.
* Time Response. This is the minimum time required for each pixel to return to its
quiescent value. In the strictest sense, this time is the recombination time which is
around 10 ns. However, in practice, due to the spatial evolution of the e-h plasma
(see Figs. 6-4 and 6-5), the density drops sharply with time and correspondingly the
detector response. We define the time response as the time required for the reflected
signal to drop to 10% of maximum value.
* Energy Resolution. This is the defined to be uncertainty in measurement of energy
due to the various sources of noises in the detected signal.
In all analysis that follows, based on Fig. 6-8, we shall assume a normal-incidence probe
beam unless otherwise mentioned.
6.3.1 Sensitivity
In Sec. 6.2, we argued why scattering considerations imply that a minimum fluence of at
least 25 photons/pm 2. We however did not demonstrate that such a fluence could actually
provide signals that could be imaged by a CCD. This is the goal of this section.
The probe beam incident on the MQW structure is characterized by a fluence .Fi. This
incident fluence must be chosen in a manner such that the photo-carriers produced by the
probe beam does not obscure the photo-carriers produced by the x-ray photon. As a very
conservative design rule, we have chosen the maximum probe induced photo-carriers to be
equal to quiescent carrier density of GaAs, which is no = 5 x 1014 cm-3. Thus, the fluence
is then constrained to be
EpnoLA (61)Fd = -(6.1)1-R-T
where Ep is the energy of the probe beam in ergs, LA is the total absorption length which is
simply the sum of the lengths of all the quantum wells in the dielectric stack. The denom-
inator is the fraction of the incident fluence that is absorbed where T is the transmission
coefficient (see Appendix B).
The probe beam reflects off the MQW structure with a carrier density dependent reflec-
tion coefficient R(ne) with an associated fluence Fpr = RYFpi. In our analysis, we use the
quantity Epr = 7prA where A is the area of the pixel imaged on the MQW structure which
for a detector with 1pm resolution is A = 1pm2. Thus the two relevant quantities for the
detectability of a modulated probe signal are the change in fluence A/Fp and the contrast
ratio CR. These are defined as
AFpr =pr(n) - pr(no) CR p(no) (6.2)
An ideal detector design would seek to maximize both the quantities. However, in practice
this is not possible for these two quantities are often maximum at different probe energies.
To illustrate this we have plotted in Fig. 6-9, the change in energy deposited on a CCD
pixel (AEpr) against the contrast ratio CR. The individual points correspond to different
probe energies in the range 1.44eV < Ep < 1.48eV (at room temperature). The observed
scatter is due to the large variation in the optical susceptibility near the principal excitonic
resonances which leads (see Fig. 6-3) to large changes in the transmittance and reflectance
of the layers. In Fig. 6-9, the "well-behaved" points (i.e points that are clustered together)
correspond to probe energies away from the resonances and the scattered points correspond
to energies near the resonances.
From Fig. 6-9 we can conclude that the maximum change in the reflected energy (i.e.
signal) does not correspond to the maximum contrast ratio. However, an imaging system,
owing to signal to noise consideration depends crucially on the energy deposited, not the
contrast ration. For example, for a CCD pixel of the dimension 19pm x 19Am, a minimum
of 40 eV is required to be deposited in order to overcome dark noise. This is indicated by a
dashed line in Fig. 6-9. Thus, although large contrast ratios are in principle possible, only
a few satisfy the SNR (signal to noise ratio) constraint. However, as it can be seen that the
maximum change in signal corresponds to a CR of 10% which is sufficient for the purpose
of detection. The curve in Fig. 6-9 is for Ex= 70 eV x-ray photon where L" = 170A and
T = 150K. In the subsequent analysis, we select the probe frequency where the change in
reflected probe energy AEp, is maximum and the CR > 5 - 10%. If a smaller CR is used
for a criteria, larger AEpr is possible.
In Fig. 6-9, we have plotted the signal at a specific time (t= 1 ps) for the purpose of
illustration. To be strictly correct, the detected signal is actually to integrated over the time
history of both the incident pulse, the intensity I(t); and the time history of the reflection
coefficient, R(t):
S = j dtI(t)R(t) (6.3)
For simplified analysis, we approximate this as
AT Jo mS AT f dtR(t) -4 AE FP f dtR(t) (6.4)
where 7• is the pulse width of the probe beam. We use this approximate formula in our
analysis of signal strength.
Thus, in this section, we have demonstrated the feasibility of detecting a 70 eV x-ray
photon using a CCD array. The crucial assumption in this is an incident x-ray flux of ap-
proximately 25 photons/plm 2 which is required in order to minimize scattering losses. Now,
we examine the dependence of the sensitivity to parameters such as quantum well widths,
temperature, surface roughness. We will then discuss the dependence of the sensitivity on
the incident x-ray photon energy.
We will leave the discussion of the possibility of single photon detection for later work.
From our initial analysis, we find that single photon detection using our technique will face
serious SNR problems, especially if presently available CCDs are used for imaging.
Dependence on L, and T
We have plotted in Fig. 6-10, the energy change AEpr as a function of quantum well
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Figure 6-9: Plot of AE = (Fpr(nx)- Ypr(no))A vs the contrast ratio CR AE/(.Fp,(no)A)
where A = 1pm 2 is the area of a pixel on the MQW to be imaged on the CCD array.
The individual points correspond to different probe energies. The modeling condition here
corresponds to t= 1 ps, Layers = 30, Lb= 50A, L,= 175A, T=150 K, E,= 70 eV. The
dashed line corresponds to the minimum energy required to be deposited on a 19jm x 19pm
pixel for detectability.
width at a three representative temperatures. The area A is the area of a imaged pixel on
the MQW structure which in for Fig. 6-10 is assumed to be A = lpm x pm. The dashed
horizontal line is the minimum energy needed to be deposited on a CCD pixel to record a
signal. We have selected the probe wavelength based on the algorithm described in the last
section. In Fig. 6-10, most of the contrast ratios are 10% with a few slightly larger and a
few slightly smaller. The incident x-ray photon energy is Ex= 70 eV.
As mentioned in Sec. 6.2, one would like to maximize the density of the quantum well
layers with respect to the barrier thickness in order to maximize the interaction length
or the probe beam. We see from Fig. 6-10, that as expected, the signal increases with
increasing quantum well width until about 170Aat which the signal peaks. The peak occurs
due to the fact that with larger quantum well widths, the corresponding non-linearity is
smaller due to a reduction in excitonic binding energies. There is a competition between
the decreasing non-linearity and increasing interaction length.
One would expect the sensitivity to increase with decreasing temperature, because the
optical non-linearity increases with decreasing temperature. The small local irregularities
in the curves are due to the vagaries of the algorithm for selecting the Ep since there are
often many acceptable Ep with CR > 10%. However, it is clear that the general trend in
the graphs suggest that signal strength decreases with decreasing well width and increasing
temperature.
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Figure 6-10: Plot of the change in the reflected energy AE as function of quantum well
width L, at different temperatures: (1) T=150 K, (2) T=225 K, (3) T=300 K. The incident
photon is E.= 70 eV. The signal is measured at Ep where AE is maximum and where
CR > 5%.
Additionally, we see that for T > 200K, the change in reflected energy is smaller than the
noise margin of the CCD array. Thus room temperature does not appear feasible under the
constraints posed. However, room temperature can be possible if one sacrifices resolution.
If instead of A = lpm 2, one were to have for example a factor of two smaller resolution
(A = 4pm 2), then AEp, increases by a factor of four thereby providing signals large enough
for detection. Of course, one still requires fairly large quantum wells, L, > 150A. But
what this shows is that, in principle, room temperature operation of the detector is feasible
at the sacrifice of resolution.
Effect of Well Width Fluctuations
Monolayer fluctuations in the quantum well widths due to errors in fabrication results in
a inhomogeneously broadened exciton line. The larger the inhomogeneous broadening, the
smaller the non-linearity. Hence, it is desirable to get the smallest possible inhomogeneous
linewidths as possible.
In Chpater 4, the parameter a was introduced as a wall length fluctuation parameter.
This parameter, measured in Angstroms, is not to be confused with the nonlinearity pa-
rameter. Where there is a potential for ambiguity, we will distinguish the two by aN and
aw. Here, we shall keep drop the subscripts.
For one monolayer fluctuation in GaAs, a = 2.8A. We have found that a = 2.4A
matches the low temperature result of Chemla et al. and have used it as the nominal value
for a.
The inhomogeneous linewidth scales as F, - Econfa/L, where Econf is the confinement
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Figure 6-11: Plot of the change in reflected energy AE as function of quantum well fluctua-
tion parameter o. The dashed horizontal line corresponds to the minimum detectable CCD
signal. The probe energy Ep is selected where AE is maximized such that the contrast ratio
is 5-10%.
energy. Since Ecof is smaller for larger L. and also since L, appears in the denominator
explicitly, we see that inhomogeneous broadening decreases with increasing L,. We have
plotted the effect of monolayer fluctuations to a for different L, in Fig. 6-11. The relation-
ship is almost linear and behaves as expected. If it were possible for the fabrication of the
layers with half monolayer fluctuation instead of the nominal one monolayer fluctuation,
a nearly 50% improvement in the low energy sensitivity of the detector is possible. Once
again, in the plot, we have assumed a T = 150K and E, = 70eV.
Dependence on X-Ray Energy E,
The results presented so far have all been for E,=70 eV photons in order to highlight
the low energy sensitivity of the detector. For higher photon energies, it is clear that much
higher signal sfrengths are possible. We will restrict our analysis to designs with large
L, and low temperature T. Specifically, we will consider a design with L, = 170A and
T = 150K. We will also assume the nominal value for a = 2.4A since this is relatively easy
to achieve in laboratory conditions.
The signal AE (see eqn. (6.4)) is plotted against E. in Figs. 6-12 and 6-13 for different
pulse widths of the probe beam. Figures 6-12 and 6-13 correspond to different probe
energies and show that the signal strengths are well above the noise margin. In Fig. 6-12,
E, = 1.5067 eV = 821nm and is located near the heavy hole exciton absorption peak. In
Fig. 6-13, Ep= 1.5112 eV = 818.55 nm and is located near the light hole exciton absorption
peak. The responses at these different energies are different.
For short probe pulses, the dependence of the signal on the energy is highly non-linear.
0Ex (eV)
Figure 6-12: Plot of the AE as defined by (6.4) as a function of incident x-ray energy E,.
The dashed lines corresponds to a least squares fit of the data. The specific design is for
L, = 170A, T = 150K and a= 2.4A. The signals are measured at Ep=1.5067 eV = 821
nm.
This is due to the saturation of the excitonic line for short times due to the high carrier
densities. This explains the flattening of the response that higher x-ray energies. For probe
beam with longer pulsewidth, the response becomes more and more linear. By 8 - 10 ps,
the dependence is linear to within 5%.
At the second probe energy plotted (Fig. 6-13), the response is not quite as linear.
Additionally, the response is smaller since the change in optical susceptibility is smaller at
the light hole excitonic peaks.
The linear dependence of the signal on x-ray energy demonstrated in this section is
important. It suggests that this detector could potentially have excellent energy resolution.
This will be discussed in Sec. 6.3.3.
6.3.2 Temporal Resolution
The temporal resolution of the detector is the minimum time required for successive imaging
of a given pixel on the MQW structure. The slowest time scale in the problem is the
e-h recombination time which for GaAs is on the order of a nanosecond. However, in
practice, owing the rapid decrease of the density due to thermal diffusion of the e-h plasma,
the modulated signal returns to quiescent value at a rate that is much faster than the
recombination time.
We have plotted the change in the reflected energy AE as a function of time in Fig.
6-14 for a E,= 70 eV and a Ex= 500 eV x-ray photon. This has been plotted for two
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Figure 6-13: Plot of the AE as defined by (6.4) as a function of incident x-ray energy E,.
The dashed lines corresponds to a least squares fit of the data. The specific design is for
L, = 170= , T = 150K and a= 2.4A. The signals are measured at Ep= 1.5112 eV = 818.55
nm.
characteristic probe energies Ep= 1.5067 eV and Ep= 1.5112 eV. This two energies are
located near the heavy hole and light hole excitonic peaks where the absorption coefficient
peaks. For Ep = 1.5067eV,the time response is less than 10 ps. For the 500 eV x-ray
photon, AE is initially fiat due to the saturation of the absorption line from the high initial
carrier densities. After about 3 ps, the carrier density drops below the saturation density
and the signal begins to decay.
The probe beam at Ep= 1.5112 eV has a slower decay time. The non-linear response at
this energy is less than at the lower energy. As a result, the change is less sensitive to the
changes in the carrier density. This is reflected by a smaller modulated signal.
The principle conclusions that one can draw from these results are: (1) the time response
can be potentially on the order of 10 ps, and (2) the time response is dependent on both
the x-ray photon and probe energies. We have observed that the onset of the heavy hole
absorption peak appears as the optimal wavelength to probe the MQW structure. It should
be remembered that the energies quoted here are derived from a theoretical model. It must
be left to actual experiments to identify the exact probe energies.
6.3.3 Energy Resolution
Although fine grained energy resolution in many applications can be attained through the
use of spectrometers, it is nevertheless useful for a detector to have a good energy reso-
lution. This can be of particular use for medical and electron beam imaging application
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Figure 6-14: Plot of the time history of AE(t) for two different probe energies. The dashed
lines correspond to E, = 500eV and the solid lines correspond to E,= 70 eV. The specific
design is for L,,= 170A, T = 150K and a = 2.4A.
[goldstein92].
The linear relationship between energy and measured signal shown in Sec. 6.3.2 indicates
potentially high energy resolution. There are three general sources of uncertainties that
result in errors in the measurement of energy. The first is due to the variations in the number
of e-h pair created by the incident x-ray photon. The second, is the exact location where
the x-ray photon is absorbed relative to the edge or surface. The third is the measurement
noise on the CCD that is due to thermal generation of carriers and amplifier noise in the
CCD circuitry. We will address the first and the third in the paper and will briefly comment
on the second. Using the linear relationship demonstrated in Fig. 6-12, we write
S = a(E + SN) + P + Sc (6.5)
where a and 0 are the slope and intercept (which for Fig. 6-12, a = .47241, 3 = 14) and
SN and Sc are noise sources due to the carrier generation process and the CCD detector
respectively. Note that SN can be in principle energy dependent in order to account for
effects such varying penetration depths. From (6.5), an expression for the variance in the
measured signal can be readily derived assuming that the average noise (SN) = (Sc) = 0,
var(S) = a2( 2) + (St) + 2a 2 (ESN) (6.6)
The first two are the usual error terms added in quadrature where it is assumed that
detection noise is independent of generation noise [goldstein92]. The last term is zero if
we assume that the noise is independent of energy. This is strictly not true if for example
different number of carriers are generated depending upon the penetration depth or if the
reflection coefficients depend on the exact location of the absorbed x-ray photon. For
this discussion we will assume independence to facilitate analysis. The CCD noise is an
experimentally measured parameter and, for the specific product we have analyzed above,
it is var(Sc) = (40eV) 2. The error due to generation, var(SN) can be estimated by using
calculated Fano factors in the literature var(Sc) = EeffExF. For GaAs, F = 0.1 [alig80].
This yields the value, var(S) = 42 eV for a 500 eV photon and essentially 40 eV for a 70
eV photon.
From this, one can conclude that the measurement error is by and large most significantly
affected by the CCD array than from the uncertainties in the charge generation process.
This, post facto justifies our neglecting the uncertainties due the location of the absorption.
To translate var(S) in terms of the measured energy, we see that var(E) = var(S)/a 2
which for the numbers used above implies that AE • 85 eV (where AE here means the
standard deviation). Due to the predominant contribution from CCD error, this error in
measurement is essentially independent of energy. This energy resolution is comparable to
the best Si(Li) detectors presently available.
6.4 Discussion and Summary
In this chapter, we described the design for a quantum well soft x-ray detector and we
estimated its performance using the semi-empirical lineshape model for GaAs quantum
wells described in Chapters 4 and 5. Based on the model for absorption in quantum wells,
the detector was shown to behave linearly over the range 70 eV - 500 eV thereby providing
good energy resolution. This small dynamic range is somewhat puzzling at first glance,
given the rather broad dynamic range for other semiconductor detectors such as CCDs.
Typically, the energy resolution in semiconductor detectors (defined as var(E)/E) improves
with energy (see Chapter 3). Therefore the noise properties of the quantum well detector
is quite different from that commonly encountered in other semiconductor detectors.
It should be noted that the 500 eV upper range only refers to the largest energy that
can be resolved. X-ray photons with energies greater than 500 eV can be detected using
the quantum well detector. However, based on the predictions from the design models,
the detector is not expected to be linear for energies larger than 500 eV, thus limiting
the detector to an upper energy limit 500 eV for its full capabilities. We will refer to
the "dynamic range" as the range in which the detector maintains all its performance
characteristics including energy resolution.
The origin of this non-linear response has to do with two important physical processes.
These are: (1) the presence of a non-saturable background and (2) the saturation, or bleach-
ing, of the excitonic lines. The origin of the first effect are off-resonant absorption processes
such as phonon-assisted transitions. The second is due to the reduction in the oscillator
strength due to phase space filling and screening effects. For densities larger than the
saturation density, excitonic lines ceases to exist and correspondingly, the optical nonlin-
earity disappears (see Chapter 4). With the loss of optical nonlinearity, the response of the
detector to higher energy photons ceases.
It is clear that the saturation of the excitonic lines places a fundamental upper limit
on the dynamic range on the quantum well detector. Therefore, in order to improve the
dynamic range of the detector, it is clear that the next step is to seek better understanding
of the physics behind this saturation.
However, in order to improve the dynamic range, without sacrificing the energy reso-
lution, it is necessary to both increase the saturation density as well as increase the non-
linearity. Increasing the saturation density without increasing the non-linearity increases
the range of linear response, but at the same time lowers the energy resolution. This can
be seen from (6.6) which can be written as
AS 1 1
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Here, a is the slope of S vs. E curve (signal versus energy) in keeping with the notations
defined in Chapter 6. A little thought shows that the parameter a is directly related to the
non-linearity parameter a introduced in Chapter 4. Therefore, larger the non-linearity, the
better the fractional resolution of the detector.
It is not clear a priori whether both non-linearity and saturation density can be increased
simultaneously in quantum wells. In the next chapter, we take the some initial steps in this
attempting to answer these questions.
Chapter 7
Beyond the Semi-Empirical
Lineshape Theory
7.1 Introduction
In this chapter, we focus on developing theoretical models to understand the absorption
lineshape in quantum wells, and to understand the gross features of the fundamental ab-
sorption edge in the presence of free carriers. The theoretical investigations described in
this chapter were partially motivated by an interest in trying to understand the problem of
excitonic saturation. As discussed in the previous chapter, the saturation of the excitonic
lines leads to a fundamental limit on the dynamic range of the quantum well x-ray detector.
However, beyond the potential applications to the detector design, a theoretical in-
vestigation of lineshapes is interesting in its own right. The behavior of the fundamental
absorption edge is of interest since it plays the dominant role in the absorption feature
at high densities. Additionally, all practical purposes, it is non-saturable, and is therefore
comparable in magnitude to the excitonic absorption (within a factor of 3 as seen from
Fig. 4-6). Therefore, as the absorption edge shifts to lower energies in the presence of free
carriers and at higher densities, it dominates the overall absorption shape.
The functional form of the lineshape also contains rich physics. It is well known that
the excitonic lineshape, for energies well away from the resonance, is non-Lorentzian with
an absorption profile that decays exponentially with energy. The complicated lineshape
arises due to the peculiar way excitons interact with phonons. Equally interesting is that
the band-tail region has a much higher saturation density than near the central resonance.
A quantitative and qualititative description of both these processes requires a theoretical
treatment using techniques from from many-body physics. This chapter focuses on applying
techniques from many-body physics to understanding these basic effects. In Section 7.2, we
will discuss the redsift of the absorption edge using a many-body description of screening
in a two-dimensional electron-hole plasma. In Section 7.3, we will apply Green's function
methods to stody the origin of the non-Lorentzian features in the excitonic lineshape.
The principal results from this chapter are:
* Simple algebraic expressions for the shift in bandgap energy due to the presence of an
electron-hole plasma. These expressions are derived from a judicious approximation
of the electron self-energy in a two dimensional plasma.
* A new lineshape function for excitons in the presence of electron-phononb interaction.
This lineshape is Lorentzian near the excitonic resonances and is non-Lorentzian in
the tail regions.
* An analytical solution to the exciton-phonon matrix element that enables one to
rapidly calculate the lineshape parameters of excitonic lines such as linewidths.
7.2 Bandgap Renormalization in Quantum Wells
7.2.1 Introduction
The formation of a electron-hole plasma (EHP) in a semiconductor due to many-body
effects leads to the renormalization of the fundamental bandgap. The purpose of this
section is to provide simple, but accurate algebraic expressions for this renormalization for
a number of important compound semiconductors (e.g. GaAs, InGaAs, GaSb, CdS, CdSe,
ZnS) where the single-plasmon pole (SPP) approximation provides a reasonable description
of the many-body effects in a two-dimensional electron-hole plasma[trankle85, trankle87b,
weber88, beni76].
The two-dimensional plasma can be formed by optically exciting a semiconductor quan-
tum well structure as we have discussed in much of this thesis. However, it is assumed that
the electron-hole plasma is in thermal equilibrium with a well define chemical potential.
This is certainly reasonable for the detector application.
There is a large body of theoretical and experimental investigation of the bandgap renor-
malization in quantum well structures. Qualitatively, at low temperature, the bandgap is
found experimentally to shift to lower energies following a power law E' - E -(nea2) 1/3
where ne is the e-h density and ao is the 2D Bohr radius. [trankle85, trankle87b, weber88].
This result has been corroborated by theoretical investigations by a number of authors[schmitt84,
schmitt86].
The basic model used in the literature for a theoretical description of a 2D EHP is to solve
for the zero momentum value of the electron-hole self energy function E(k = 0)[schmitt84].
The change in the bandgap energy is given as the sum of the self-energy correction of the
conduction band, and the self-energy corrections of all the valence bands (which is usually
four for lattices that are tetrahedrally bonded)
4
Eg' - EO = Ec(k = 0) + C Z v(k = 0)
v=I
Most theoretical investigations evaluate the self-energy in the screened-ladder approxima-
tion but differ on the exact nature of the screening function. The more sophisticated of the
models use the full RPA excitation spectrum[sarma90]. However, a simpler model that has
been shown to provide reasonable estimates of the renormalization energy, especially for a
number of direct gap compound semiconductors, is the single plasmon pole (SPP) approxi-
mation. In this model, the entire RPA excitation spectrum is replaced with a single branch
that attempts to describe properly both collective plasma oscillations at long wavelengths
and single particle excitations at short wavelengths[overhauser71l]. Although the SPP does
not always give quantitatively accurate predictions of bandgap renormalization (e.g. GaP),
especially in semiconductors with large band anisotropies and with coupled valence struc-
tures [beni78], it nevertheless is a good starting point to derive scaling relations which are
relatively insensitive to the exact nature of the approximations. The attractive feature of
the SPP approximation is that it is easy to evaluate both numerically and as we shall show,
analytically.
In the SPP approximation, the self-energy is written as [schmitt84]
d 2q d 2 2 w 1 - fi(Ek-q) + g(wq) f-(E
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(7.1)
where V(q) = 27re 2/e0oql and f(E) and g(E) are the Fermi and Bose distribution re-
spectively. The functions wp and w(q) M wq are the plasma frequency and the excitation
frequency respectively. These functions are defined in Sec. 2. The essence of the SPP
approximation is the appearance of a single mode with a q dependent excitation energy Wq.
An analytical closed form expression for the self-energy (7.1) as a function of k is at
present lacking. As a consequence, the precise nature of the scaling of the bandgap renor-
malization energy with the plasma parameters, especially temperature, and the deviation
from the ideal density power law behavior, is a not available at present. More importantly,
the lack of simple and accurate approximations makes the model relatively inaccessible to
experimentalists in the field.
Thus the goal of this section is two-fold. First, a simple algebraic approximation to the
SPP integral (7.1) is sought that can provide ready and accurate estimates of the band gap
renormalization in semiconductors. Second, we wish to obtain scaling properties of the the
energy renormalization of a 2D e-h plasma with density and temperature.
In Section 7.2.2, we outline further the basic SPP model. In Section 7.2.3, we give
an approximate expression for (7.1) in which we assume an isotropic valence band and
assume that the hole dynamics can be described by one effective valence band with a single
effective mass. The independence of the 2D renormalization energy to band parameters has
been well established in the field, especially for direct-gap semiconductors such as GaAs,
InGaAs, GaSb with spherical energy surfaces[trankle85, trankle87b]. In Section 7.2.4, we
discuss the physics behind the approximations introduced and in Section 7.2.5, we study
the asymptotic forms of these approximations and derive from them useful scaling relations.
In Section 7.2.6, we discuss the possible applications of this result for quasi-2D systems as
those that are encountered in actual quantum well structures.
7.2.2 Electron Self-Energy in the SPP model
In this section, we briefly outline the SPP model as it relates to the self-energy of the e-h
plasma. The key feature of the SPP model is the use of a single q dependent excitation
mode Wq. The functional form of wq must be such that it not only captures the essential
physics, but also allows for algebraic simplification of (7.1). The basic procedure adopted for
selecting a proper wq is to "fit" the long wavelength (q -+ 0) response and short wavelength
response (q -+ oo) by a suitable function that satisfies certain exact bulk relations (e.g. sum
rules) of a 2D plasma[overhauser71].
One popular definition of wq [schmitt84] that meets the key physical constraints and
also facilitates the evaluation of (1) is
2= w2(1 + q/K) + 4 ( 2 (7.2)
where wp is the 2D plasma frequency (w2 = 27re 2nq/Eom) and r,, the inverse 2D screening
length defined to be
47re 2 an6e 8me2
= - (1 - exp(-7rn,/2mT)). (7.3)Eo CP Eo
In the definition of Wq and n, we have assumed identical electron and hole masses (i.e.
m = me/2 = mh/2). A general expression for wq in the case of a multi-component plasma
can be found elsewhere (see for example, [haug85]). This form of Wq chosen above allows
(1) to be written in the following simplified form:
Ei(k=O) = E xs +ch
V(q) (1 V d2q 1 + g(wq) g(Wq)(2r) 2 1  qq/(2)2  W• + Ek Wq - Eq
(7.4)
where we have divided the self-energy into the screened-exchange energy and coulomb-hole
energy. This is the basic integral which we seek to approximate.
Other choices for separating the self-energy are possible (e.g. in terms of exchange and
correlation energies); however, the above division is convenient for it yields the important
scaling n 1/3 readily [overhauser71]. When compared against (7.1), our approximation in
(7.4) yields values that are within 5% over virtually the entire range of temperature and
density, as can be seen in Fig. 7-1.
7.2.3 Algebraic Approximation to the SPP Integral
The procedure we adopt in approximating (7.1) and deriving scaling relations is to first
express the integrals appearing in (7.4) in a non-dimensional form in which the self-energy
appears as a product of the zero-temperature scalings (e.g. E n- ' ) and slowly varying
integrals that appear as post-factors. These slowly varying integrals are then approximated
(see the Appendix A) by replacing the distribution functions by an appropriate constant
value and removing terms in the integrand that arise from single-particle excitations. These
are included in the approximation by defining a cutoff to the integrals that takes into
account, approximately, the momentum dependence of the distribution function and the
single particle contributions.
The starting point in our scaling analysis is the following non-dimensional form of (7.4).
= Eo v 00 d 1 1
"
s 
= du
rs o 1 + exp(Ou 2 -pi/T) 1 + v'u
Kr,
41(r.,Eo/T)
(7.5)
Ech E0 24/3 [d z Z - dz g(zr4 /3 25/a'(z))
r /3 2 Q(z)(Q(z) + z2) i (Z)(1 + yz) S
2 (rs,Eo/T)
where Q2 (z) = z + YZ2 + z4. These two expressions are derived by introducing the following
scaling variables into (7.4):(Eo 1 24/3 1 2/3
0 T r = ; K = 4(1 - exp(-O)) 7 -
T rf K
(7.6)
and scaling the momentum variable q in (7.1) by the variables u = /2rsqao for the screened-
exchange integral and the scaling z = (2/rs)2/3qao for the coulomb-hole term. The physical
significance of the non-dimensional variables 0, rs, K is discussed in some detail in Section
7.2.4.
The non-dimensional form of (7.4) as given in (7.5) is useful for a number of reasons.
First, the screened-exchange goes as 1/rs as is well known for a 2D electron-hole gas at
T
=0. The deviations appear in the post-factor integral 01(ne, Eo/T) where 41 is indicated
by brackets in (7.5).
Second, the coulomb-hole term scales as 1/r2/3, which is consistent with the well known
1/3
7n dependence observed from the numerical evaluation of (7.1). Similar to the screened ex-
change, deviations from the 1/3 power scaling in density appears as a post-factor q1 (ne, Eo/T).
In Appendix A, the functions 01 and 42 are shown to be slowly varying are approxi-
mations are given for these functions in terms of simple algebraic expressions. Substituting
these expressions for I1 and 42, EXs and E ch is written as
Es 2 (1 - exp(-0)) ( - Kr, log(1 + o -
rs Krs
(7.7)
ch 24/3 [lg(1 + yz) K (log(1 + Yzl) zl
rs2/3 7 7 1 + -zl
The auxiliary parameters (o, y, zo and zl are defined as
.88 ]2 1/2  [ 3/2 1/3
2 01/2 + .603/2 2Z 1/2 --2 + 2
(7.8)
where Eo is the 2D exciton binding energy (Eo = 1/2ma2 = e2/eoao) and ao is the 2D
Bohr radius with m being the reduced mass. In the discussion that follows, we assume
h = kB = 1.
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Figure 7-1: Comparison of fractional band gap shift from (22) (dashed line) with full nu-
merical result [schmitt84] (solid line) at different temperatures (1) T=.1B , (2) T=B , (4)
T=4B (B is 2D exciton binding energy).
7.2.4 Physical Content of Scaling Variables
The scaling variables rs, 0 and -y defined in (7.6) entirely characterize the bandgap renormal-
ization function. The parameters r, and 9 are non-dimensional equivalents to the density
and temperature and the parameter y characterizes the dispersion wq. We will show in the
next section that the asymptotic behaviour of (7.7) can be expressed entirely in terms of
these variables. Therefore, in this section, we will examine the physical content of these
variables in greater detail.
The parameter r, is the usual non-dimensional coupling constant and is equal to the
number of particles in a Bohr radius ao. The parameter 0 is the number of particles in
a thermal wavelenth AT. This can be seen by writing 8 as 0 = 7rneA2 where the thermal
wavelength is defined as A2 = 1/2mT = e2/EoT. The paramter 0 can also be cast in terms
of the 2D screening parameter n as 8 = rao[schmitt84].
The "quantum limit" corresponds to the limit in which 9 is large and r, is small. This is
the low temperature, weak coupling limit. The "classical" or the "statistical" limit is exactly
the opposite in which 9 is small and r, is large. In this limit, the thermal wavelength is
much smaller than the Bohr radius and the quantum interactions (e.g. Pauli exclusion) is
dominated by classical interaction.
The parameter -y characterizes the dispersion relation wq. It corresponds roughly to
the ratio of the plasmon energy to the single particle energy at the frequency where the
plasma-frequency equals the single particle excitation energy hwp = q2/2m. For the specific
cc
E
E
CdCMr
0 10 20 30 40 50 60 70 80 90 100
rs
Figure 7-2: Plot of parameter -y defined in (7.6) as a function of the coupling constant r,
at different temperatures (1) T=O , (2) T=.05Eo , (3) T=.1Eo, (4) T=.5Eo, (5) T=Eo , (6)
T=2Eo, (7) T=4Eo. The approximation (2) is most accurate for 7 > 1 (- 5%) but gives
reasonable estimates for .1 < - < 1 (- 15%).
dispersion relation analyzed here, the hole and electron masses are assumed equal, therefore,
the only contribution that appears in the resonant denominator are from the plasmon modes
(i.e w 2 _ q2/2m = W 2(1 + q/i)). The single particle excitations do not contribute to the
exchange energy and thus, in the expression for the screened-exchange, - doesn't appear.
However, for the coulomb-hole term, there is a competition between the one-particle energy
and the plasmon energy in both the energy denominator and the plasmon density g(wq) (see
Appendix A), hence y is a relevant parameter that characterizes the relative importance of
these energies in the physics.
One of the chief assumptions in the SPP model is a plasmon branch that is well delin-
eated from the single particle excitations. This is the regime in which - >» 1. This also
happens to be the same regime in which contribution from the plasmon mode dominates
the self-energy and in which one can essentially neglect the single-particle energies (except
serving to cutoff logarithmically divergent integrals as discussed in the Appendix A).
In the regime in which y < 1, there is considerable overlap between the single particle
modes and the plasmon modes and the approximation made here are not accurate. However,
it is unclear whether even the SPP approximation is justified in this regime. Thus, the
approximations introduced in deriving (7.7) are accurate over the entire parameter range
for which the SPP model provides meaningful estimates for the electron self-energy.
We have plotted in Fig. 7-2, y as a function of density at different temperatures. For
r, small (high density), the plasma frequency is large (wp oc 1/r 2) and hence the plasmon
modes are well separated from the single-particle energy. For large rs (low density), the
screening length becomes large (- 1 cx r2 ) and once again, the plasmon modes become well
separated from the single particle modes (see Appendix A). Thus, in both these regimes we
find 7 > 1. For intermediate range of coupling constants, the two modes start overlapping
and the strength of this overlap is strongly dependent on temperature.
7.2.5 Approximate Asymptotic Behavior of Self Energy
An often quoted low temperature scaling of the bandgap shift as a function of carrier
density is Eg - EO -(nea2) 1 /3 [schmitt84]. This scaling relation has been used often for
all ranges of temperature and density[trankle85, trankle87b]. The new and original result
shown in this section is that the ne to be valid only over a limited parameter ranges and
will present asymptotic scaling relations of the bandgap shift which maybe found useful for
design applications.
In Figs. 7-3 and 7-4, we plot ExS and Ech as a function of r, at different temperatures.
Only T > E 0 are considered where the bound excitonic states are assumed to be ionized
fully. For T < E 0, Coulombic screening is primarily governed by bound states and bound
states owing to their charge neutrality are far less efficient in screening; hence the screening
model adopted above is not applicable in this regime[haug84].
The curves suggest that Ex" and E ch approach a temperature independent asymptotic
behavior for small r, (large densities) and approach a temperature dependent but power
law behavior in density for large r, (small densities). By temperature independent, we
mean over the range Eo < T < 10E 0 . Since for typical material systems such as GaAs
Eo ~ 9meV, we see that this in practice a rather loose constraint on temperature.
For rs < 1, we find that in the temperature range of practical interest, the renormal-
ization is essentially temperature independent. This is because, in this parameter range,
0 >> 1. As discussed in Section 7.2.3, the limit of large 0 corresponds to the quantum
mechanical limit in which one would not expect T to play a dominant role in the physics.
For r, > 1, then in the temperature range plotted, 0 < 1. This is in the statistical
mechanical or the classical limit and hence, temperature is an important 'parameter. Both
the exchange and coulomb-hole energies are linear in ne and vary with the quantity Eo/T
raised to a power. To understand the different exponents, we observe that Eo/T (AT/ao) 2.
Thus, the screened exchange term appears to scale as AT/ao whereas the coulomb-hole term
scales as (AT/ao) 2 .
It can be shown from perturbation expansion that the exchange energy arises from one
screened interaction term and the coulomb-hole term from two screeened interactions[haug84].
The exponent in each of the energies appears to correspond to the number of screened in-
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Table 7.1: Scaling of screened-exchange and coulomb-hole energies E"S and Ech as a function
of temperature T and coupling parameter rs. These scalings have been derived from (7.7)
and are rather good approximations of (7.7) (within 5%) for Eo < T < 10Eo. Here Eo =
4Ryd2D 
.
teractions in the perturbation expansion. It seems reasonable to conclude that the term
Eo/T represents the scaling of the coupling constant generalized to finite temperatures.
The exact relations are tabulated in Table 1. For small rs, the E>x and Ech only depend
on r, and not on T. For large values of r8, both E~x and E ch scale as 1/r 2 (i.e linearly with
density) but differ each other in the scaling with respect to temperature and a numerical
constant.
The interesting feature of the scaling relations presented in Table 1 is that in neither of
the asymptotic regimes does the self-energy go as n 3 (i.e. 1/r ). For the small coupling
regime, the dominant contribution comes from the exchange energy that scales as n/2.
For r, large, the self-energy goes linearly in density. The observed n/ 3 occurs only in the
intermediate coupling regime 1 < r, < 3.
7.2.6 Possible Extension to Quasi-2D Systems
The results of this work has its principle applications in describing the renormalization of
the bandgap due to optically created e-h plasmas in quantum well structures. In quasi-2D
systems, the simple plasmon-pole model assuming ideal 2D behavior has shown to lead to
quantitative disagreements with the observed experimental data[sarma90]. Thus, it would
be very useful to extend the results of this work to the quasi-2D systems such as e-h plasmas
in quantum wells.
The essential new physics introduced in the problem in quasi-2D systems is a V(q) that
differs from 1/q by a the appearance of a form factor that accounts for the finite size of
the well. Sarma et al. have investigated band-gap renormalization in quasi-2D systems
and have found that the renormalization can be well described if the energies and lengths
are scaled by the effective Rydberg and effective Bohr radius. The effective Rydberg EOf
entails the calculation of the excitonic binding energies using a variational method of some
sort (e.g. see [bast82b]) and defining a f = e2/EE3ff.
Figure 7-3: Plot of screened-exchange energy E"S as a function of r, at different tem-
peratures (1) T=Eo, (2) T=2Eo, (3) T=4Eo. The dotted and dashed lines are from the
asymptotic scaling relations given in Table 7.1.
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Figure 7-4: Plot of coulomb-hole energy E•S as a function of r, at different temperatures
(1) T = Eo, (2) T=2E0 , (3) T=4Eo. The dotted and dashed lines are from the asymptotic
scaling relations given in Table 1.
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Using this simple scaling, (7.7) can be trivially modified to include quasi-2D effects. In
this manner, the scaling of the renormalization to well length is also given by our approx-
imation in (7.7). We have used (7.7) with the well-lengths included in the way suggested
above for the semi-empirical lineshape model discussed in Chapters 4 and 5. These have
been summarized in Section 4.2.4. Without the model, the agreement between the model
and experiment is poor (see Fig. 4-4). However, using the SPP model with the modifica-
tion to the binding energy, the agreement is excellent. This would seem to indicate that
the extension to quasi-2D systems according to the prescription suggested in this section is
sensible.
7.3 Lineshape Theory
The model adopted in Chapter 4, assumes the oscillator strength to vary linearly with the
free carrier densiy. The exciton line is assumed to saturate uniformly and linearly with
carrier density. This linearization approximation is popular and is common in the literature
and is reasonably accurate near the principal resonance lines. However, the key observation
is that in the region far away from the principal resonance, in the so-called band-tail region,
it is well known that semiconductors are difficult to saturate.
If it could be shown that the band-tail regions have significantly larger saturation den-
sities, then it would be natural to consider designs in which the probe beam is tuned to
energies well away from the principal resonance. This could potentially improve the dy-
namic range of the detector. This is somewhat similar to the avalanche concept of Eugster
and Hagelstein but has a very different physical origin.
However, the band-tail region has not been well studied, neither experimentally, nor
theoretically. The saturation behaviour of the band-tail region is speculated to be due to
a subtle interaction between the excitons and optical phonons [liebler90]. In fact, it has
been speculated that this behaviour is intimately connected with the observed exponential
decay of the band-tail absorption [liebler90]. This phenomena known as Urbach's rule
has been shown theoretically to be due to the interaction of the excitons with optical
phonons and therefore has been identified as a potential source of the anomalous band-tail
nonlinearity. In discussions pertaining to Urbach's rule, a parameter that is often used for
comparison and analysis is the so-called steepness parameter a = kBTaln(a(E))/&E (kB
is the Boltzmann constant and T is the temperature). This is of course distinct from the
non-linearity parameter. Experimentally, the steepness parameter is found to be relatively
invariant to temperature.
In this context, theoretical analysis for bulk semiconductors (CdS) using many body
formalism has shown that in the presence of an electron-hole plasma, the lineshape in band-
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Figure 7-5: Variation of the lineshape steepness parameter as a function of free carrier
density (from Ref. [liebler90]). The parameter is defined in the text and is dimensionless.
tail regions changes very little except for a density dependent steepness parameter 0. This
is shown in Fig. 7-5 [liebler90]. Whereas such preliminary theoretical understanding exists
for bulk semiconductors, neither a qualitative nor a quantitative treatment of band-tail
absorption is presently available.
This section takes the first step in addressing this issue. Though we will not succeed
in developing a complete theory of the band-tail optical nonlinearity nor will we succeed
in quantitatively estimating the saturation density in the band tail region, we will make
significant inroads into the problem of band-tail absorption.
7.3.1 Theoretical Lineshape Theory for Quantum Wells
7.3.1.1 Electron-Phonon Hamiltonian
The formalism developed in this section is standard for excitons interacting with phonons
[liebler85, mahan81]. We merely summarize the central results. The Hamiltonian of Wan-
nier excitons interacting with optical phonons is given by
H = Ho+Hp+Hi
EAk aAkaAk + E WLbtbq + M (q)ak+qAk(bq + b) (7.9)
Ak q AA'kq
where the first term is the bare exciton Hamiltonian with the states are summed over
all bound and unbound states A with center of mass k. The second term is the bare
optical phonon energy where phonon dispersion is neglected. The third term is the Frohlich
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interaction with the matrix element MA, (q) given by
2e2L1/2
My•,(q) = q2 J (,A exp(iaq - r) - exp(-i/q - r)\A') (7.10)
where a = mh/(me + mh) = 1 - p and 1/E* = l/Ec, - 1/Eo. An analytical solution to the
matrix element in (7.10) is solved in the next section.
From this Hamiltonian, the lineshape is defined from linear response theory as
E2(E) oc -ImG(E) (7.11)
where G(E) is the retarded Greens's function and E2 is the imaginary part of the dielectric
function [liebler85]. The time dependent Green's function is defined as
G(t) = -iO(t)(als,o(t)a 1,o) (7.12)
The evaluation of this Green's function is of course the principal challenge in many-body
physics. In Sec. 7.2.3 we use a cluster expansion method that yields a non-perturbative
approximation to the Green's function from which we extract an analytical form for the
lineshape.
7.3.2 An Analytical Solution of the 2D Exciton-Phonon Matrix Element
In this section, we develop a very useful closed form for the matrix element connecting the
ground state and excited states of a 2D hydrogen atom due to photon/phonon interaction.
In Sec. 7.2, we showed that the fundamental parameter that characterizes the lineshape
function is the phonon matrix element
(A, m i exp(iq - r)10 , 0) - I (7.13)
between the ground state and an arbitrary excited state of the exciton. This parameter char-
acterizes the strength of excitonic effects appears in the expression for absorption linewidth
(spector86, rudin90]. We use the notation m to be the azimuthal quantum number of the
final state and A is the energy quantum number of the final state. For bound states A takes
on integer values with, n = 2A - 1/2 and for continuum states, A is complex and is defined
to be A = -(1/aolkl)i (where jIk takes on a continuum of values and is related to the energy
of the continuum state) [shinada66].
Often, for convenience, the exciton is modeled as a two dimensional hydrogen atom
where the parameters such as the Bohr radius and the binding energy are adjusted so as
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to reproduce more exact calculations[shinada66] In the limit where the initial and final
states are 2D hydrogen states, the above matrix element can be evaluated analytically.
The first step in the evaluation of the matrix element is to eliminate the angular parts of
the integral. This is straightforward and the steps are omitted. The final result upon the
angular integration is
M(-Y) j- x(x/2)lmi exp(-(1 + 1/4A)x)lFi(a, 21mn + 1, z/2A) Jmlj (yx) dx (7.14)
where y = Iqlao/2.
The principal result of this section is a closed form solution of the integral of the form
given in . The matrix element can be written in terms of a more general integral
I n- x(bx) exp(-px)1Fi(a, 2v + 1, bx) J, (yx) dx (7.15)
where a, b, p are complex and v, - are real. In the particular case of the phonon matrix
element the parameters are defined to be b = 1/2A, v = Iml and p = 1+ 1/4A with m being
an integer and A being either real (for bound-bound transitions) or complex (for bound-free
transitions).
In the section we shall establish the following closed form solution to the integral given
in (7.15)
= e (2v + 1) ( 2 -a+-1 -l (2v + 1 - 2a)Pý-",, (p) - a 2 - P) P-,V _(p)] (7.16)
where the a, b, p are arbitrary and complex and v, - are arbitrary and real and the parame-
ters. The definitions of the variables used and the restrictions on the parameters are found
in Sec. 2. In addition, since the general result presented above does not appear in any stan-
dard tables of integrals and to the knowledge of the author, is new, a detailed derivation of
(7.16) is also presented in Section 7.2.1. In Section 7.2.2, this integral is specialized to the
particular case of the exciton-phonon matrix element. In Tables 7.2 and 7.3, some typical
numerical values of the above integral are presented along with a comparison of the analytic
result with a numerical evaluation of the integral by quadrature. We find the analytical
formulation to be in exact agreement with the numerical evaluation of the integral.
7.3.2.1 Derivation
The essence behind the derivation of (7.16) is a series expansion of the hypergeometric
function, followed by a term by term integration and a final resummation. What enables
a nice closed form solution as in (7.16) is that both the term by term integration and the
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resummation have simple analytic solutions. In this section, we provide the details of the
steps involved in this derivation. We begin the derivation with (7.15), rewritten here for
convenience.
Sa x(bx)" exp(-px)iFi(a, 2v + 1, bx) Ju(yx) dx (7.17)
The presence of the additional factor x in the integrand complicates the evaluation of the
integral. This factor can be removed in either of two ways. The first is to define
Ia = j (bx)" exp(-px)iFi(a, 2v + 1, bx) Ju(x)dx (7.18)
and calculate I by evaluating T = -(1/p) dZ/p.
An alternative method is to expand the term xziF(a, 2v + 1, bx) using a well known
linear transformation property of confluent hypergeometric functions
ziFi(a, c, z) = alF1 (a + 1, c, z) - (c - a)1iF(a - 1, c, z) - (2a - c)iFi(a, c, z) (7.19)
which when substituted into (7.17) yields an expression of the form
I= [a Ia+1 - (2v + 1 - a)Ia-1 - (2a - 2v - 1)Ia] (7.20)
Although both yield the same result, the latter approach is more straightforward and is the
method of choice in this section. In any case, both these methods require the solution of Ia
which to knowledge of the author is not available in the literature.
Th integral Ia is evaluated by writing 1F1 in terms of its series representation
iFi(a, c, bx) () (bx) n
n=O (c), n.
and performing a term by term integration (see Appendix C) and a resummation to yield
the expression
Ia = ei4 (21v + 1) - (-a+" P "+,,(p) (7.21)
p
where ei€ is determined by the expression in (C.9). In (7.21), Pg(p) is the Associated
Legendre Function of complex order and argument. The reader is referred to Appendix C
for the details of the integration and the resummation that results in (7.21). The variables
( and p are algebraic combinations of the variables x,p and y are defined in Appendix C.
They arise merely from the transformations that lead to (7.21).
The phase that appears in front of Ia is the same phase that appears in front of (7.16).
Its derivation is detailed in Appendix C (see (C.10)). We note here in passing that for
Q(p) = 0, the phase is defined to be 0 = 0.
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The substitution of (7.21) into (7.18) yields the expression
I = ei~ F(2v+l) -+ [a P-a-" ,(P) - (2v + 1 - a)(P-a "++(p) - (2a - 2v - 1)P-a"+v(p)]
(7.22)
which can be simplified by using the well known recursion relation for the associated Leg-
endre functions
(v - +1)P ) = (2  1) 17- 1(z) 2v + 1)zP1 "(z) - (v + M)P,__,I(z) (7.23)
that when substituted into (7.22) along with a few trivial algebraic manipulations yields
(7.17). Thus the derivation is complete.
To summarize, we have, in this section, derived the result
I = ei F(2v + 1) -' [(2v + 1 - 2a)fP _o+(p) - a 2 - P-:+,,_(p)]
where the variables p and ( are defined as
z = z1/2 = ; = 1 - 2yz + y2; P (1 2 1/2 (7.24)
p2 + Y2 p
with the branch cut taken along the (-oo, 1) and with the phases of the variables specified
by the conditions
R(z) > 0; R(p) > 0; ( = (1 - yz)/p (7.25)
with overall phase of the integral defined to be
= arg(z) + arg(y) - arg(p) - arg(C) - 1 [arg(p + 1) + arg(p - 1)] v (7.26)
7.3.2.2 Specialization to 2D Phonon Matrix Element Problem
For the specific problem of computing the 2D phonon/photon matrix element, it was men-
tioned earlier in the introduction that the parameters take the form
b = 1/2A*
V= Iml
p = 1+1/4A*
where '*' denotes complex conjugation. The exponential and the hypergeometric functions
come from the overlap between the ground state and the excited state wavefunction of the
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two dimensional hydrogen atom [shinada66] where
TOO(r, ) - exp(-r)
'J!m(r, ) - exp(-r/4A) 1Fl(lml + 1/2 - 2A, 21m + ±1,r/2A)exp(im¢)
The Bessel function arises from the exciton/phonon interaction where y is directly propor-
tional to the phonon momentum jqj in the matrix element. For the present discussion, we
assume the result that A takes on the values
1A = -(n + 1/2) n > 0 Bound-Bound Transitions2
A = -ijaj/2 Bound-Free Transitions
Substituting these into (7.16) and making a few algebraic simplifications yields the following
results. For bound transitions (i.e. real values of A), the phase factor in (7.26) is zero because
all the variables in (7.25) are real and the integral becomes
= 2 2 m)!3/2 [(n + 1)•p-lml(p) 
- (Iml - n)P-_'IM(p)] (7.27)
(p2 + Y2)11
For n = 0 (referred to as the 1S-1S transition in the literature), the integral becomes
2
n=-O,m=O = 2(p2 + y2)3/2
Note that for bound-bound transitions m is constrained to be Iml < n.
For bound-free transitions, the integral (7.16) can be similarly simplified where n in
(7.27) is replaced by -1/2 + i•al/2 to yield
I = (±)2 2 )! 3 -3/2+i/2 [(1/2 - ija /2) P- m j /2(P
(p 2 +Y)/2 1/2-ila
(7.28)
-(lm| + 1/2 + il l/2)P ilj/2(p)]
For bound-free transitions, m is no longer constrained; hence, it can take on integer values
from (-oo, +oo). The phase of the integral is dependent on the relative magnitude of y and
a. Its value is determined by following the prescription given in (7.26). Although a simple
analytical expression for the phase is not possible (other than the expression in (7.26)), the
integral (7.15) has an interesting property that is useful for computational applications. In
particular we note that
R{Z} = Omodd
!{Z} = 0 m even
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This can be verified by evaluating the quantities I + 1* and I - 1*. Note that b is purely
complex for the bound-free transition; therefore, b* = -b. Therefore,
Z j0 x(bx)' exp(-x) exp(-bx/2)F(I(ml + 1/2 - 1/b, 21ml + 1, bx)J,(yx) dx (7.29)
and
Z* x(-bx)V exp(-x)exp(bx/2)1Fj(Iml + 1/2 + 1/b, 21ml + 1, -bx)Jh,(-yx) dx (7.30)
We now employ the Kummer's transformation of the hypergeometric function
iFi(a, b, z) = exp(z)lFi(b - a, b, -z)
which when substituted into (7.30) yields the following quantities for I + Z* and I - Z*
I +* = (1 + (-1)m)
zI - Z* = (1 - (-1)m)Z
Thus, for even Iml, I is purely real whereas for odd Iml, z is purely imaginary.
In Tables 7.2 and 7.3, we have given some numerical values of the integral for a range
of parameters commonly encountered in applications. This maybe of use for those who
wish to use (2) for computational purposes. The associated Legendre functions have been
evaluated using a hypergeometric series expansion truncated at 10- 10. All computations
have been done in 64 bit double precision. Additionally, these results have been compared
with an numerical evaluation of the integral using trapezoidal rule. The Bessel functions
were evaluated using rational function approximations found in the literature [luke75]. As
it can be seen, the two approaches are in excellent agreement with one another.
In passing, it should be noted that the numerical evaluation of the integral is over
two orders of magnitude slower computationally than the analytical solution (7.16). The
hypergeometric representation of the associated Legendre functions converge very rapidly
not requiring more than 15 to 20 terms whereas the numerical integration requires typically
30000 grid points to achieve an accuracy of 10-8.
7.3.3 New Lineshape Function
The central result we will show in this section is that the total lineshape in the presence of
the exciton-phonon interaction as described by the Hamiltonian (7.9) can be written of the
form
A(E) 2roto erotoK [to(E2 + t)1/2] (7.31)
a(E) + t2v/r0+ 
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Table 7.2: Numerically computed values of (1) for bound-bound transitions for different n
and m. In each entry, first row is the value from (2) and second row is the result from
numerical integration.
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n m I I-e2act - InumericalI
.0 0 .1788854382
.1788854173 .0000000209
1.0 0 .1555200000
.1555199544 .0000000456
5.0 0 .1497755615
.1497756537 .0000000922
100.0 0 .1492955399
.1492956096 .0000000697
1.0 1 .1036800000
.1036799857 .0000000143
5.0 1 .0272319203
.0272319382 .0000000179
100.0 1 .0014855278
.0014855285 .0000000008
100.0 2 .0000031944
.0000031944 .0000000000
100.0 3 .0000000038
S .0000000038 .0000000000
Table 7.3: Numerically computed values of (1) for bound-free transitions for different n and
m. In each entry, first row is the value from (2) and second row is the result from numerical
integration.
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a m Rilz {Z4} IZTMct - ZEnumrical
1000.0 0 .1492940793 .0000000000
.1492941489 .0000000000 .0000000696
10.0 0 .1491479106 .0000000004
.1491479737 .0000000000 .0000000631
1.0 0 .1336789857 .0000000000
.1336789631 .0000000000 .0000000225
1.0 1 .0000000000 -.1336789856
.0000000000 -.1336789845 .0000000012
1.0 2 -.0272922711 .0000000000
-.0272922174 .0000000000 .0000000536
1.0 3 .0000000000 .0030335510
.0000000000 .0030335429 .0000000081
.1 1 .0000000000 -.0023842621
.01 2 -.0000000062 .0000000000
where
Toto = (7.32)
Eq MAo (q) 12
The function K 1 is the Bessel function of the second kind. The parameter Fo is the
Lorentzian linewidth as measured or as computed using standard linewidth formulas [rudin90].
Note the matrix element appears between only the ground state and the excited states (i.e.
Mo(q)).
This result is derived by solving for the Green's function (7.11) using a cluster expansion
method. By noting a very important property of the Green's function under time inversion,
the Green's function is readily Fourier transformed to yield the lineshape quoted in (7.31).
Here, we supply some of the key steps in the derivation.
7.3.3.1 Evaluation of Green's Function: Cluster Expansion
This method was first used by Mahan to study band-tail absorption features of polarons in
semiconductor [mahan66]. Mahan, using complicated saddle point integration techniques,
showed that the lineshape was asymptotically exponential confirming the origin of the Ur-
bach's tail to phonon interaction. Dunn subsequently formalized the theory and applied
the cluster expansion method to the polaron problem with considerable success [dunn75].
The method has been applied to the exciton problem by Liebler [liebler85, liebler90]. The
exciton work has centered around efforts to numerically estimate the stepness parameter
of the Urbach's tail [liebler85] and to understand the saturation properties of the band-tail
region [liebler90]. The latter work is highly relevant to the issues addressed in this thesis.
The cluser expansion technique consists of equating the Green's function as defined by
its usual Feynman perturbation expansion to a function of the form
G(t) = -iO(t) exp(F(t))
where F(t) is expressed as a sum .of successively higher order cumulants. Each of the
cumulants is related to the Feynman perturbation term by a recursive definition. Thus, the
Green's function G(t) given in (7.12) is rewritten as [liebler85, mahan81]
G(t) = -iO(t) W,(t)A2v
(7.33)
= -iO(t)exp(--iel,ot) exp EA2l FVF(t)
where F, are the vth order cumulants. The parameter A is an expansion parameter that
is used to equate the order of the cumulant with the corresponding order of the Feynman
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perturbation expansion. This method is described in detail in the reference cited earlier
[liebler85, mahan81].
The relation of the vth order cumulant to the nth order Feyman perturbation expansion
is complicated. To date, only the first two orders have been used in computation [dunn75].
Here, we retain only the lowest order cumulant (v = 1) as this is the simplest to evaluate
and it contains all of the basic physics. The first order cumulant is written
F1 = exp(iEls,ot)Wi(t)
= -_ IMA,ls(q)l2 j dtl jf dt2eiA,q(t2-t)x
Aq (7.34)
(No + 1)e-iWL(t -t2) + NoeiWL(t1 -t2)i emission absorption
where
AA,q = Els,O - EA,q
This expression is then substituted into (7.33) and the time dependent Green's function
and its Fourier transform is evaluated numerically to give the lineshape.
7.3.3.2 Key Observation
The numerical evaluation of (7.33) shows the expected exponential dependence. However,
by making the following key observation, the exponential behavior can be demonstrated
analytically. First, we separate the cumulant into its real and imaginary parts.
F= F+ + F_
(7.35)
- [r+(t) + r_(t)] + i [E+(t) + E_(t)]
where
1 1Fr(t) = (No + 2 2) (M x,l(q)12x
2 sin 2 [ (A,2:WL)t] (7.36)
[Ax,q T WL] 2
and
1 1E+(t)= (No + 2• C )M M,•,(q) l12
SN (7.37)[ t _sin ((A,q T WL)t) (7.37)
A\,q : WL [AA,q : wL]2 J
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The functions F±(t) and E+(t) can be looked upon as a time dependent linewidth and
energy. The origin of the first is the decay to other states (including continuum). The second
is the fluctuation in the the self-energy brought about by the time dependent potential (the
phonon bath).
Once separated into its imaginary and real components, the following properties for
F•(t) and E±(t) become apparent:
r±(t) = r±(-t) (7.38)
E±(t) = -(-t)
7.3.3.3 Factorization of G(t)
The use of the time inversion properties given in (7.38) allows for the following important
factorization of the Green's function G(t).
G(t) = -io(t)eic e-r(t) ei (t)%,(7.39)
fo(t) fl(t) f 2(t)
Since the Green's function is a product of three functions in the time domain, its Fourier
transform is simply the convolution of the Fourier transforms of each of the separate func-
tions.
G(E) = J dEeiEtG(t) = fo(E) f(E) (E  f2 E) (7.40)
However, we only want the imaginary part of the Fourier tranform of the Green's func-
tion ImG(E) (see (7.34)). This simplifies the problem considerably because the Fourier
transform of fo is trivial and is
1fo(E) = i7r(E - Eo) (7.41)Eo + E
which means
- Imfo(E) = v7(E - eo) (7.42)
By using the time inversion properties (7.38), it is easy to show that both fi(E) and f 2(E)
are real. This means that the Green's function (7.40) can be written as
ImG(E) = 7r6(E - eo) 0 fl(E) 0 f 2(E) (7.43)
This form is very suggestive about the role of the functions fl(E) and f 2 (E). The 6(E - Io)
is simply the unperturbed lineshape. The function fl (E) is the broadening caused by the
decay of the state to higher energy manifolds. The function f 2(E) is the broadening caused
by the phase perturbation due to the interaction with the phonons. Another way to look
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at this is that the function fi(E) describes broadening due to inelastic scattering whereas
f2(E) describes broadening due to elastic scattering.
The really interesting feature of the observation (7.43) is that when used in conjuction
with (7.38), approximate analytical forms for the functions fl(E) and f2(E) can be readily
derived. We turn to this now.
7.3.3.4 Approximate Solution of fl(E)
Asymptotic behaviour of F+(t) can be readily derived. They are:
limIr(t) = No[z M\s,1,(q)I2
t--0 (7.44)
lim r(t) = rot
t-oo
Using these two asymptotics and imposing the time symmetry condition in (7.38), one can
construct an approximation for r (t). From this, fl(t) is constructed, with which one can
construct fl(E). The simplest expression for r(t) that satisfies these constraints is
r(t) = P0 t0+t 2 -t r o0 ; t0=
(t) roNt2-qoto ;Mto 2No IM2  (7.45)
The choice of (7.45) leads immediately to
f1 (E) = L dt eiEt e-rov erto
(7.46)
- 2roto Ki[to(E2 + F2)1/2]
This is the form quoted in (7.31). It is worth remarking that the choice of the function
(7.45), though somewhat arbitrary, is quite restrictive. The requirement of even symmetry
under time reversal requires the function fl to be of the form fl (t2). The small time/large
time asymptotic behavior requires the appearance of the square root. The actual function
inside the square root can of course vary. The choice in (7.45) is the simplest.
7.3.3.5 Asymptotic Behavior of fl(E)
Having now a function form for fl(E), it is useful to study its asymptotic properties since
as we shall see, fl(E) is the dominant contribution to the lineshape. For to(E 2 + r2) 1/ 2
small:
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Figure 7-6: Comparison of the Lorentzian lineshape with the new lineshape given by (7.46)
2Iof,(E) + E2 .(Lorentzian)
whereas, for to(E 2 + F2)1/ 2 large:
fi(E) - e - toE (Urbach)
Thus, if f 2(E) is ignored, the function fi(E) is essentially the lineshape function and
as desired, it is Lorentzian near the center of the resonance and is exponential in the low
energy tail. In Fig. 7-6, the lineshape ignoring f 2(E) is compared with the lineshape of a
purely Lorentzian curve. Note that near the center, the Lorentzian is smaller in amplitude.
This is because the areas under both the curves are unity. Therefore, since the lineshape
(7.43) is exponentially damped in the tail, it has less area in the wings and is therefore
larger near the resonance.
However, the one important feature to observe in Fig. 7-6 and in the expression (7.46)
is that fi(E) is symmetric in energy. However, it is well known that Fano-shapes are
asymmetric. Therefore, in this sense, the lineshape function fl(E) is not an adequate
description of all of the physics. In order to account for this asymmetry, one must not
neglect f 2(E). This is the next issue we address.
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7.3.3.6 Solution for f 2(E)
We can attempt to solve for f 2(E) in a manner analogous to our solution of fl (E). That is,
we can first ascertain the small time/long time asymptotics and fit a function that satisfies
this and (7.38). Unfortunately, this task is not as simple. It is clear that the following
asymptotic behavior holds.
lim E(t) , Kt 3
t-+oo
limE(t) . o 2t
The constant K is the t - 0 limit of the the self-energy function
1 1(t) = lim(No + 2) J M, 1,M(q) 2 (A,\q T W.)L)COS((AA,\q T WL)t)
Aq
Though the limit appears simple enough, it is in practice difficult to compute. One cannot
simply approximate the cos(.) ; 1 since the resulting sum is divergent. Therefore, one must
emply a appropriate cutoff for the sum.
The resulting sum, though well posed, is diffult to do analytically since it depends on a
detailed calculation of the matrix elements which can only be done numerically. However,
it is clear that with the above asymptotics, the function f2(E) is asymmetric. This can be
seen by considering the following arbitrary functional form for E(t).
t3
E(t) = 1 + t2  (7.47)
This function has the correct symmetry and asymptotics. A numerical Fourier transform
of this function is shown Fig. 7-7. This function is certainly asymmetric and when con-
volved with fl (E) in (7.43), it will result in an lineshape function that is antisymmetric.
Unfortunately, however, a precise analytical form for this is not available at present.
7.3.4 Discussion and Summary
The new lineshape function given by (7.31) and shown in Fig. has a number of interesting
features. For example, it can be characterized entirely by two parameters. These are: (1)
to, which is related to the steepness parameter, and (2) F0o, which is the linewidth. These
quantities, apart from characterizing the entire lineshape function, are readily measurable
experimentally.
Another important feature of (7.31) is that its magnitude at E = 0 is larger than
the Lorentzian lineshape. The reasons for this were discussed in Section 7.3.3.4. This
result has important consequences for experiments measuring oscillator strengths. Oscillator
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Figure 7-7: Plot of function f 2 (E) using the function for E(t) given in (7.47)
strengths are extracted from absorption and luminescence measurements in which, usually,
a Lorentzian lineshape is assumed. From (7.31), if the Urbach region is sufficiently steep,
the lineshape function at E = 0 can be significantly larger than the Lorentzian result,
thereby leading to inaccuracies in the computed oscillator strengths.
In Fig. 7-8, the enhancement is plotted as a function of the steepness parameter a
for different temperatures where the steepness parameter was defined at the start of this
section. The deviation is a much stronger function of the steepness parameter at lower tem-
peratures. Therefore, in extracting oscillator strengths from low temperature measurements
of absorption and luminescence, it is especially important to keep in mind this enhancment
to the E = 0 lineshape function; otherwise, significant errors in the measured oscillator
strenghts is possible.
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Figure 7-8: The ratio of the (7.31) to the Lorentzian function at E = 0 at different temper-
atures.
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Chapter 8
Future Research Directions
The research work documented in this thesis has a significant component of basic physics
as well as engineering. The physics work has centered primarily on the theory of lineshapes
of excitons in quantum wells. A number of important results about lineshapes have been
presented in this thesis.
The engineering effort has centered around the design of the quantum well soft x-ray
detector. The theoretical studies in this thesis has been directed towards the development
of computational and analytical tools to facilitate this analysis.
In this chapter, we identify the key issues still outstanding and look ahead at some
consequences of this thesis. We divide our analysis into three areas. First, we examine
the work relating directly to the detector, its development and its applications. Second,
we will the important physics issues still unresolved and examine the consequences of our
investigations. Finally, we end with a speculative analysis on the significance of the detection
paradigm developed in this thesis. The specific study will be on the development of opto-
electronic memories exploiting physics similar to that used for the quantum well x-ray
detector.
8.1 Soft X-Ray Detector
8.1.1 Detector Fabrication
Clearly, the first and foremost task is to fabricate the quantum well x-ray detector. The
growth of multiple quantum wells is a well established technology; so also is technology
to grow quantum wells with less than one monolayer fluctuations. Additionally, ultra-pure
GaAs samples (less than 5 x 1014 cm- 3 background electrons) are now readily available.
The requirements on the fabrication technology for the x-ray detector are not stringent.
However, certain important issues have to be addressed.
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The principal technical challenge in the fabrication of this device is the backside thinning
such that the resonance conditions described in Chapter 6 are properly met. This requires
an etching accuracy that is on the order of tens of nanometers. This could in principle be
done using appropriate etch stops and masks. Another question associated with a backside
thinned detector is the structural integrity of such a detector. This is especially important
for large area imaging. This can be only verified by fabrication and testing.
Once fabricated, there are a number of other issues that need to be addressed that can
only be answered by experiments. For example, the effects of radiation damage on the
detector performance needs to be better understood. Basu assumed that dislocations due
to radiation damage were small for photons in the 500 eV range [basu91]. However, this
needs to be better understood in the context of quantum well wall roughness. In Chapter
4, we showed the nonlinearity to depend strongly on roughness of the quantum well widths.
The effect of x-ray radiation on the interface quality does not appear well studied in the
literature.
8.1.2 X-Ray Microscopy
8.1.2.1 Introduction
One of the most unique applications of the quantum well detector described in this thesis
is its application to x-ray microscopy. Traditionally, for microscopy applications, the prin-
cipal issues for detector technology have been quantum efficiency, spatial resolution and
sensitivity. The need and potential applications for a fast detector has not been sufficiently
emphasized or appreciated in the literature.
Here we argue that the availability of a detector with both excellent temporal resolution,
as well as good spatial resolution and detection efficiency, can have a major impact in x-ray
microscopy. The focus of the discussion will be directed to the problem of real time in vivo
imaging of biological tissue.
For imaging biological samples, the principal issues are: (1) radiation damage and (2)
penumbral blurring due to sample motion. To minimize radiation damage and blurring, one
would want an x-ray source with high brightness and short temporal features. Calculations
show that pulses as short as 100 ps maybe required for in vivo imaging [london89].
However, the imaging problem in x-ray microscopy is rather pernicious. For example,
consider imaging x-ray microscopy. In imaging microscopy, a sample is uniformly illu-
minated with soft x-rays and the resulting scattered signal is collected and imaged on a
detector. The diffraction limit of the probe beam can be as small as 2-10 nm. However, the
detector resolutions are 1 - 20pm. Therefore, magnification optics is required to relay the
image from the nanometer scale to the micron scale.
122
Although this is routine for optical wavelengths, as discussed in Chapter 2, this is very
difficult in the soft x-ray regime. The lack of non-lossy optics means that from the object
to the image, there can be over a loss of over a factor of 50 in the signal. When this
loss is multiplied with the poor quantum efficiency of the detector, the overall loss factor
can be as high as 100 [rudolph84]. This implies that the object illumination has to be
correspondingly higher in order to meet the signal to noise requirements of the detector.
The higher illumination on the sample makes the design of a source harder and more
importantly, induces unacceptable damage on the sample.
Alternative imaging strategies have been developed to address these problems. One
strategy is to use contact microscopy in which the object is placed in front of a photo-active
material such as photoresist; the illuminated object produces a shadow on the image which
is then processed and a mould of the object is formed.
Whereas photoresists provide excellent spatial resolution, they require exposure times
that can be on the order of hours. Long term exposure to x-ray radiation damages biological
specimens, especially if in vivo imaging is required. Additionally, sample motion of living
tissues is on the order of milliseconds. Therefore, imaging schemes that use photoresist
(e.g., contact x-ray microscopy) are ill suited for in vivo biological imaging owing to the
long exposure times.
Another popular alternative is to use scanning x-ray microscopy [morrison89]. In this,
x-rays are focused to a 100-200 nm spot size and scanned across the sample. Light scattered
from the object is collected by a high-efficiency detector with a large numerical aperture.
In this strategy, no optics is used for imaging thereby reducing the dosage requirements
on the sample. However, this approach requires a much brighter source due to the loss
associated with the focusing optics. Another problem with this approach is that it requires
a rather accurate translation stage with nanometer resolution for the scanning [rudolph84].
Whereas such stages have been built, they are expensive and more importantly, cannot be
scanned at rates fast enough to do real-time imaging.
It is in this context that the quantum well detector described in this thesis may find an
important application. In Fig. 8-1 is a schematic of a imaging x-ray microscope using the
quantum well detector. The design illustrated is new and is motivated by the potentially
fast time response offered by the quantum well detector.
8.1.2.2 A New Scanning Microscope
The key feature of the microscope illustrated in Fig. 8-1 is the absence of focusing optics. It
is similar in spirit to a scanning microscope in that every pixel on the sample is imaged on
the same detector. However, unlike the scanning microscope, it does not require focusing
optics between the source and the sample. Additionally, it does not require the sample to be
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Figure 8-1: Schematic of the proposed scanning x-ray microscope.
scanned. Instead, scanning is accomplished by a set of pinholes drilled in a set of rotating
disks that expose different regions of the sample to the detector.
The goal is to scan sufficiently fast that the entire field of view can be scanned within a
microsecond. If the desired resolution is 50 nm and the total field of view is 1Am, then the
total number of pixels to be scanned is roughly 400. The important issue here is that the
scanning has to be two dimensional and must be fast enough that all 400 pixels are scanned
within roughly a few microseconds (to avoid penumbral blurring). This requires a detector
with time response on the order of at least 10 ns.
The mechanical scanning apparatus consists of two rapidly spinning disks that are
stacked one above the other. Each has an array of - 50 nm pinholes that are positioned
according to the arrangement shown in Fig. 8-2. The sample appears above (or below) this
disk at the position outlined in the schematic. The pinholes on both the disks are arranged
in a line. The number of lines determine the number of vertical scan lines and the number
of pinholes per line determine the number of horizontal pixels. Shown for the purpose of
illustration are disks with five lines.
Disks similar to the ones shown in Fig. 8-2, known as Nipkow disks (see Fig. 8-3), are
used routinely in optical microscopy [xiao88, mansfield90]. These disks greatly speed up
the scanning rate [xiao88]. However, the use of a single Nipkow disk may not well suited
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Figure 8-2: Schematic of the rotating pinhole disks.
Figure 8-3: A typical Nipkow disk (from Ref. [xiao88]).
125
0-
for x-ray microscopy due to the interaction between adjacent pixels. For this reason the
second "collimating" disk appears as sketched in Fig. 8-2. However, the interaction between
adjacent pixels is a transient effect and needs to be modeled further to ascertain if one or
two disks are required for the aperturing. It would, of course, be be preferable to utilize
only one disk for the pinholing since the task of aligning two disks to 50 nm resolution is
expected to be difficult.
A detailed study of the x-ray microscope shown in Fig. 8-1 not the scope of this sec-
tion, nor of this thesis. However, an initial analysis of the microscope shows that it is a
potentially viable technology. For example, the detector as described in Chapter 6, requires
approximately 25photons/hm 2 which implies that a minimum of 225 photons are required
in a 3pmn pixel. Assuming a laser plasma soft x-ray source with a temporal extent of 1 ns,
the photons in a 50 nm pinhole is roughly 250. Although these numbers are quite rough,
they nevertheless indicate promise for the design outlined in this section.
There are of course a number of other issues facing the design of such microscope. Some
of these include: (1) availability of pulsed x-ray sources with high repetition rates (tens of
MHz), (2) fast detection electronics, (3) fabrication technology for the 50 nm pinhole disks,
(4) alignment of the two disks with respect to each other. These will the subject of future
investigations.
8.2 Lineshape Theory
An important theoretical result developed in this thesis is the new lineshape function de-
scribed in Chapter 7, that correctly describes both the Lorentzian and non-Lorentzian fea-
tures of excitonic absorption. This lineshape function was derived by constructing a Green's
function using a non-perturbative analysis based on linked-cluster methods in which all
higher order contributions from multi-phonon absorption/emission are included in the com-
putation. The inclusion-of higher order processes is essential to describe the non-Lorentzian
part of the lineshape correctly.
Though the results described in Chapter 7 focused on the lineshape of excitons in the
presence of lattice phonons, the approach taken to solve the exciton problem appears to be
rather fundamental. For example, the Green's function defined by [mahan81]
GA(t) = -i(ITcA(t)c (0)1) (8.1)
has the important property
GA(-t) = GI(t) (8.2)
where A is any relevant quantum number in the problem, T is the time ordering operator
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and * denotes complex conjugation. This result is true independent of whether c and ct are
Fermion or Boson operators.
This observation immediately implies that the Green's function can be written in the
form
GA(t) = -i exp(F(t)) = -i exp(-iE(t) - F(t)) (8.3)
where E(t) and F(t) have exactly the same properties as those given in (7.38). Therefore,
it would appear from this analysis that the lineshape for all transitions to and from bound
states, when broadened due to interaction with a band-limited perturbing bath, quantum
mechanical processes, is fundamentally non-Lorentzian decreasing exponentially away from
resonance.
This result by itself is not surprising since the Lorentzian lineshape can also be derived
by assuming that the quantum mechanical phase undergoes a series of memoryless pertur-
bations (see [loudon85], p. 91). Such abrupt perturbations have bandwidths that are much
larger than the perturbations that are in the zero temperature Green's function. These
latter perturbations are are deterministic, consequently, they are more "gentle" than the
fluctuations than yield and Lorentzian lineshape.
However, what is significant from this work is the basic functional form of the non-
Lorentzian lineshape. From Eqn. (7.38), it is seen that both fluctuations and decay have
to be functions of t2. The simplest non-trivial functions that both have a proper short-
time/long-time asymptotic behavior for the exciton-phonon problem and also appear as
algebraic powers of t2, yield an asymmetric lineshape that is exponential in the wings.
The logical next step for research would be to apply this procedure to other lineshape
problems. This procedure would consist of first ascertaining the short-time/long-time be-
havior and then finding a minimal function that properly reproduces the asymptotics and
is also an algebraic power of t2. An immediate application of this analysis would be to
atomic physics. In atomic physics, an atom can interact with a large number of elastic
and inelastic processes. For example, radiative interactions with vacuum fluctuations of the
electromagnetic field is very similar in form as the exciton interacting with the phonon field
and is known to give interesting effects. Therefore, it would be quite interesting to investi-
gate where these lineshapes can be derived in as simple a manner as the exciton lineshape
(7.31).
8.3 Opto-Electronic Memory
The notion of exploiting the modulation of the optical properties of quantum wells to de-
tecting the presence or absence of localized electron plasma has interesting consequences.
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In the case of the x-ray detector, the electron-hole plasma created by the incident x-ray
photon ultimately recombines through various interband relaxation phenomena. But sup-
pose, however, that this recombination was suppressed (i.e. zero). Suppose further that
the plasma was confined indefinitely to a region (assume for example a mesa structure). In
such a scenario, once created, the e-h plasma would continue to modulate the local optical
susceptibility in the quantum well for an indefinite time.
In this section, we examine this scenario further. First, we make the observation that
two semiconductor quantum wells with differing bandgaps and separated by a widegap
spacer layer, have a potentially long-lived metastable state between the lowest conduction
subbands of the quantum wells. By adjusting the band offsets and spatial dimensions of
the quantum well structure, the lifetime of this metastable state can be tuned over a broad
range of values.
Structures similar to the one proposed in this section are presently an active area of
research. Intersubband processes, owing to strong electron-phonon coupling, have relaxation
rates that are in the order of picoseconds, thereby making intersubband heterostructures
attractive for fast infrared detectors [west85]. Such structures have also found important
applications in experimental investigations of the electron-phonon interaction. For example,
a double quantum well structure in which two identical GaAs quantum wells are separated
by a small spacer layer, has been used to study the dephasing of excitons [leo92,1eo93].
The specific heterostructure described in this section, however, has not been studied in
the literature. More importantly, the engineering and application of long-lived metastable
states in semiconductors does not appear to be well studied in the literature as well. As
we shall see in this section, the one-dimensional structure proposed here is not only easy to
fabricate, it is also easy to study theoretically.
Two specific issues are the focus of this section. First, the optical transitions from
these quantum well metastable states provide a convenient platform to test theoretical
lineshape theory - both experimentally and analytically. Second, owing to the potentially
long lifetimes of these metastable states, these states potentially can serve as fast opto-
electronic memories and switches.
8.3.1 Metastability
The notion of metastability is a fundamental and important concept in quantum mechanics.
Though its exact meaning can vary depending on the context, in general, it refers to a
quantum mechanical state with a long, but finite lifetime [merzbach70]. Every excited state
of a quantum mechanical system, owing to perturbation by thermal and electromagnetic
noise, is unstable and will ultimately decay to the ground state. However, certain quantum
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states, owing to the peculiarity of the interaction process (e.g. angular momentum selection
rules), may decay very slowly to the ground state [sobelman79]. Metastability refers to
such slowly decaying states. In atomic and molecular physics, an important manifestation
of metastability is phosphorescence [beck69].
Metastable states are important for spectroscopic studies of emission lines. From the
energy-time uncertainty relation AtAE > h, it is seen that slower transitions imply the
possibility of finer energy resolution. Hyperfine shifts and QED corrections to energy levels
are on the order of MHz whereas the transitions for allowed lines (spontaneous emission)
are typically in GHz to THz range. Thus, the small shifts from higher order processes are
often lost in the spectral width associated with spontaneous radiative emission. Metastable
transitions energies, owing to their long lifetimes, have spectral widths that are much smaller
than typical energy corrections thereby providing an important spectroscopic tool in atomic
physics and molecular physics.
Metastable states can also have another important application. The existence of a
long-lived metastable state is an essential component in a memory device. The simplest
form of memory is a binary switch with two states: on and off. A quantum mechanical
implementation of memory could involve, for example, two states: the ground state, which
could be the of state; and a long-lived metastable state which could serve as the on state.
The on state is required to be metastable for reasons discussed later.
In electrical engineering, one speaks often of bistability rather than metastability as the
necessary component in a switch. Classically, bistability is possible because a system (e.g.
electronic, mechanical, etc.) can have a number of "stable" configurations. However, one
can show that when quantum effects are included, no system can truly have two stable
configurations. However, for classical systems, configurations can exist with lifetimes so
large that for practical purposes they are infinite - hence, stable.
This section outlines an approach to investigate the construction of quantum systems
that have configurations (i.e. states) with lifetimes that are comparably large to those in
classical systems. These quantum systems, owing to their extremely small spatial length
scales, can provide important insight into microscopic physical processes and at the same
time provide a novel platform for engineering applications.
The viewpoint taken in this proposal is to consider the lifetime and to some extent,
the excitation energy of the state, as adjustable design parameters. The important ob-
servation made in this proposal is that an appropriately constructed 1D potential exhibits
metastability. Based on this observation, we argue that semiconductor quantum wells and
superlattices are well suited to construct and observe these states.
The first step should be aimed at a theoretical understanding of the nature of these
metastable states and their possible applications. An important focus of the study will
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be the emission lineshape of the metastable transitions. Owing to the suppression of the
radiative linewidth, the emission lineshape from the metastable transitions is expected to
be rich in structure. The emission lineshape is expected to be highly non-Lorentzian with
pronounced phonon sidebands.
Another important subject of the study will be to investigate the conditions under which
these states can be used efficiently as optical memory devices. The choice of semiconductor
heterostructures for the construction of these metastable states is motivated in part by the
interest to design practical devices. The scope of the present proposal will be to study
the important theoretical issues and constraints involved in the design of practical devices
using these metastable states. A specific device that will be considered is an opto-electronic
memory that exploits the physics of these metastable states.
Here, we outline the principal issues involved in this research. The basic concept of
using semiconductor heterostructures for the construction of metastable states is discussed
in Sec. 8.3.2. The specific details of the research tasks involved are discussed in Sec. 8.3.3.
Section 8.3.4 concludes with a brief summary.
8.3.2 Metastable States in Semiconductor Heterostructures
A metastable state is possible even in one dimension. This is significant because, as will
be discussed in the Sec. 8.2.2, one dimensional potentials can be constructed with relative
ease using quantum well and superlattice structures.
8.3.2.1 Metastability in One Dimension
As mentioned earlier, the principal mode by which an excited state decays is either through
interaction with vacuum photons (spontaneous radiative emission) or through interaction
with lattice vibrations (i.e. phonons). In either case, the fundamental quantity of interest
is the dipole matrix element between the upper and lower states (u zll) [rybicki79]. The
smaller this quantity, the slower the transition. For spontaneous emission, the decay rate
is given by the expression [rybicki79]
1 327r4 (uz)12  2h 3  (8.4)
*'spont 3ch2  c2
This expression contains, in addition to the square of the dipole matrix element, a density
of final states (the second factor) that reflects the total number of photons in the mode to
which the upper state can couple. Although LO phonon-assisted decay dominates inter-
subband transition rates, the spontaneous lifetime has been computed in this section. The
key concept emphasized in this section is the exponentially vanishing wavefunction in the
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LB
Figure 8-4: Schematic of a one dimensional potential with a metastable transition between
the first excited state (n=2) and the ground state (n=1l). See text for discussion
first well for the second excited states. Owing to this exponentially damped wavefunction,
both LO assisted decay and radiative decay is equally supressed.
Therefore, to reduce the transition rate, one can either: (1) reduce the number of
modes to which the upper state can couple or (2) reduce the dipole matrix element. The
first approach is known as inhibited spontaneous emission and is a very important area of
research [hulet85].
The latter approach, while feasible in theory, is infeasible in practice for most atomic
and molecular systems. There, the probability density of the electron is confined typically
within a few angstroms. Consequently, to alter significantly the dipole matrix element,
prohibitively large potential gradients are required (electrostatic fields on the order of 106 -
107Volt/cm). Additionally, the importance of many-electron effects makes a quantitative
analysis of systems with many degree of freedom such as atoms and molecules very difficult.
The use of one dimensional potentials constructed using semiconductor heterostructures
avoids both these deficiencies. First, we make the observation that a simple 1D potential
as that illustrated in Fig. 8-4 exhibits a metastable state. We will defer the discussion of
the role of semiconductor quantum wells to the next subsection.
The potential in Fig. 8-5 describes two quantum wells that are coupled together by a
barrier of finite height EB. The two wells are offset from each other by some energy E,.
The potential energy depicted is piecewise flat for practical reasons, as will be apparent
shortly. The widths of each region, the barrier energy EB and the offset energy Eo are all
design parameters.
The ground state is characterized by a wavefunction that has most of the probability
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Figure 8-5: Plot of decay time - of the metastable state vs. width of barrier layer LB.
The barrier height is EB = 300 meV and the offset energy Eo = 60 meV. A simple one
dimensional Schroedinger solver is evaluated to calculate eq. (8.4) numerically.
density confined to the well with the lowest potential energy. If the offset and the con-
finement energies are properly selected, the wavefunction corresponding to the first excited
state can have most of its probability density located in the second well. Since the two wells
are spatially separated, the overlap of the first excited state with the ground state is small
and exponentially decreases as the barrier width LB is increased. Thus, the dipole matrix
element can be made arbitrarily small thereby tuning the lifetime of the metastable state
over a wide range of values.
8.3.2.2 Application of Quantum Well Technology
Advances in fabrication technology over the past two decades have enabled researchers to
grow layered semiconductors with monolayer thicknesses. These layered structures have
provided an important platform for the study of novel physics and the development of new
devices [miller84].
One particular layered semiconductor structure that has received much attention is the
so-called quantum well. A quantum well is a structure formed by sandwiching a thin semi-
conducting layer (e.g. GaAs) between semiconductors with larger bandgaps (e.g. AlGaAs).
The discontinuity in the bandgap between the materials results in the formation of a po-
tential well with small spatial length scales. An electron/hole trapped in this well exhibits
pronounced quantum effects that are macroscopically observable. One key feature of elec-
tronic states in semiconductor heterostructure is the smallness of the electronic effective
mass which can be over a factor of 20 smaller than the free electron mass. Consequently,
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the spatial extent of the electronic wavefunctions is much larger than corresponding states
in atoms and molecules. This makes the modulation of the dipole matrix element much
easier.
The formation of a one dimensional potential similar to that shown in Fig. 8-4 is straight-
forward with existing technology. Consider for example the material system AlxGaAs-l_/GaAs
since it is a well understood and readily available technology. By varying the doping frac-
tion x of Al in AlxGaAslx, the band gaps can be modulated over a range of nearly 300
meV [miller85].
As an illustration, we have used some reasonable values of the confinement and offset
energies in AlGas/GaAs heterostructures and have developed a simple numerical code to
estimate the radiative decay (eq. (8.4)) between the first excited state and the ground
state as a function of the barrier separation width LB. We have chosen the barrier height
and offsets that are within the range of values accessible under laboratory conditions. The
results are plotted in Fig. 8-5. The curves show that as the barrier widths are increased,
the lifetime correspondingly increases exponentially.
8.3.3 Principal Issues and Challenges
In order to understand better the nature of these states and their potential applications,
there are four principal tasks:
* Calculating the energy levels, bound-bound and bound-free dipole matrix elements
and other such important quantities in a heterostructure of the form shown in Fig.
8-4.
* Characterizing the emission lineshape of the transitions from the metastable states.
The role of electron-phonon and electron-electron interactions will be an important
component of this study.
* Calculating the quantum yield associated with populating the metastable levels.
* Studying the possible applications to devices such as opto-electronic memories.
We detail each of the above four tasks.
8.3.3.1 Calculation of Energy Levels and Matrix Elements
The calculation of the energy levels in the 1D potential requires a numerical solution of the
1D Schroedinger equation. The matrix element is readily obtainable with the evaluation of
an overlap integral. For a single coupled well (i.e. Fig. 8-4), the computational tools have
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already been developed with which eigenvalues, eigenfunctions and matrix elements can be
calculated. These were used to obtain Fig. 8-5.
To generalize this for superlattices (structures in which the coupled wells are repeated
periodically), it is necessary to form Bloch states to account for the additional periodicity
in a superlattice. The techniques for this are well established in the literature [west85].
8.3.3.2 Lineshape and Linewidths
One of the most interesting features of the metastable state in QWs is that the radia-
tive contribution to the emission lineshape is negligible since the dipole matrix element is
vanishingly small. Thus all the observed broadening in the emission will be from other
mechanisms such as electron-phonon and electron-electron interactions.
Accordingly, the emission lineshape potentially can provide information about the electron-
phonon and electron-electron processes in semiconductors such as GaAs. If the population
of the metastable states is small , then the electron-electron component to the lineshape
can be made small resulting in an emission lineshape dominated by electron-phonon inter-
action. Since the optical phonon energies are within a factor of three to four of the emission
energy (which is much much greater than interband luminescence), one would expect strong
multiphonon processes resulting in distinct phonon sidebands.
Intersubband metastable transitions have the potential of providing an excellent test for
the study of non-perturbative multi-phonon lineshape theories. One theoretical approach
that appears to be interesting is the use of cluster expansion methods [mahan81, dunn75].
These were used in Chapter 7 to study broadening of excitonic lines in 2D quantum wells
in semiconductors.
8.3.3.3 Quantum Yield
Quantum yield is defined as the ratio of number of photons emitted by the metastable state
to the number of photons absorbed by the ground state [beck69]. To observe emission from
the metastable state, it is obviously necessary to populate it. However since the dipole
matrix element between metastable state and the ground state is small, direct excitation
probability from the ground state is correspondingly small. Therefore, to populate the
metastable state, it is necessary to use other excited states to which both the ground state
and metastable state couple significantly.
Thus, the population of these metastable states is inherently a multi-step process. How-
ever, the availability of states and their coupling strengths clearly diminishes as the well
widths increase. Therefore, to ascertain if these states are of practical use, it is important
to address this.
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A way to do this task would be to first compute all the bound-bound and bound-
free photo-absorption cross sections and then solve a rate equation describing the time
evolution of the population density of every level using methods developed to solve multi-
component kinetics problems [kaushik92, kaushik90]. With this, the relative population of
the metastable state (and hence the quantum yield) can be computed.
8.3.3.4 Device Application
One of the most exciting potential application of these metastable states is towards the
application of an opto-electronic memory. For example, by intensely exciting the ground
state, a sufficient number of electrons can be made to populate the excited state which is
similar in spirit to a memory write operation. Similarly, once populated, the presence of
electrons in the second well can also be detected if appropriate detectors were available.
This is similar to a memory read operation.
However, for such a memory device to work efficiently, it is necessary to address impor-
tant issues such as quantum efficiency, power requirements, detectability and noise sensitiv-
ity. The identification of the issues and the development of appropriate design tools for the
quantitative evaluation of the various designs are essential steps in this process. A portion
of the research effort will be directed towards this task.
8.3.4 Summary
We have described in this section a means by which one can construct a metastable state in
which the lifetime can be a design parameter. The approach taken is to use semiconductor
heterostructures to construct a one dimensional potential in which there exists an excited
state that has a very small dipole matrix element with the ground state. We have shown
that such a state can have potentially a long lifetime.
A metastable state of the sort proposed here is interesting both from the viewpoint of
physics and applications. It can provide an interesting insight into the electron-phonon
interaction in 2D systems and additionally may serve as a basis for an opto-electronic
memory device.
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Chapter 9
Conclusions
9.1 Soft X-Ray Detector
A principal focus of this thesis has been the design of a soft x-ray detector and investigation
of its possible applications in conjuction with x-ray lasers and laser plasma sources. In
Chapter 6, we described a new and original theoretical design of a soft x-ray detector based
on the now old concept of optically imaging the photo-carriers induced by an absorbed x-ray
in a semiconductor quantum-well heterostructure. The key idea was to design a quantum
well stack with length appropriately adjusted such that a reflection minima occurs near
the principle excitonic absorption edge of a GaAs quantum well. The presence of x-ray
photocarriers was shown to create a rather substantial change in the optical susceptibility
enabling one to readily image the signal on readily available CCD arrays.
Using the semi-empirical lineshape model and a beam propagation code described in this
thesis, we showed computationally that the detector can have potentially wide energy range
(70 - 500eV), fast time response (10 ps), high spatial resolution (1pm), high sensitivity (25
photons/pm2) and excellent energy resolution (AE= 85 eV).
The concept of using optical probe beams to image x-ray photons is appealing due to
its relative simplicity in construction and operation. After analyzing some of the practical
issues behind the construction of such a detector, we found that the coristraints placed on
the technology are minimal.
9.2 Lineshape Studies
The lineshape studies, though motivated in large part by applications to the design of the
quantum well soft x-ray detector, has yielded a number of important insights into the optical
properties in quantum wells. We approached the problem of lineshape analysis from two
distinct, but complementary paths. We first studied the lineshape using a semi-empirical
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model to understand the gross features of the optical properties of quantum wells. The
description of these gross features in a simple manner was essential to the design of the
x-ray detector.
However, in the process of developing the semi-empirical model and applying to designs,
it became clear that there were key features that could not be addressed within the frame-
work of a semi-empirical model. This led us the development of a lineshape theory based
on more sophisticated first principles techniques from many-body physics.
We now describe the specific results in each of these investigations.
9.2.1 Semi-Empirical Lineshape Model
In Chapter 4, we presented new and original semi-empirical model to describe the absorption
lineshape and non-linearity of GaAs MQW structures. We then applied the model to a
MQW structure that has been well studied theoretically and experimentally in the literature
and showed that our model adequately and quantitatively accounts for the experimental
results.
The attractive features of this model is that it is predictive and is conceptually and
computationally simple. We have found that both the absorption lineshape and the optical
nonlinearity can .be described with simple physics and scaling arguments. Specifically: (1)
the adopted model for line broadening is the simplest one that includes both homogeneous
and inhomogeneous broadening; (2) the calculation of oscillator strengths is based on an
exact result from bulk values with simple scaling to include quasi two-dimensional effects;
(3) a complicated many-body description of the band gap shifts from free carriers has
been replaced by a simple and highly accurate algebraic approximation; (4) the effect of
fluctuations of well widths has been given by the simplest possible description that yields not
only the observed lineshape but also the linewidths in terms of a single process parameter;
and (5) mechanisms contributing to homogeneous line broadening have been modeled using
simple scaling relations and well known results from atomic physics.
It is interesting to note that such a minimal description of the lineshape is sufficient to
capture accurately the basic temperature and density dependence. Deviations will occur
when our model is used to study absorption: (1) well away from the principal excitonic
resonances where homogeneous broadening is strongly non-Lorenztian, (2) for quantum
well with widths that are much smaller than the excitonic radius (< 50A) or much larger
than the excitonic radius (> 200A) where simple scaling laws can't be used to deduce
oscillator strengths, binding energies and excitation energies. However, for a broad range of
operating parameters, our model will allow for an accurate assessment of the performance
of QW based devices. Modification to different materials is straightforward.
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Using the semi-empirical model we calculated the nonlinearity as a function of tem-
perature and inhomogeneous linewidths. These results, presented in Chapter 5, are new.
We found that at lower temperature (77 K), we can expect a factor of six enhancement
in the optical nonlinearity at resonance. Away from resonance, a similar enhancement in
the nonlinearity was found, which based on the results of the semi-empirical model, are
roughly a factor of two to three increase. Similar enhancement was found in the optical
nonlinearity for samples with smaller inhomogeneous linewidth where we found that a factor
of two reduction in inhomogeneous linewidth can yield roughly a factor of two increase in
the nonlinearity at room temperatures and nearly an order of magnitude increase at lower
temperatures. It is hoped that these results will stimulate further experimental work in
order to confirm the predictions of our model.
9.2.2 Theoretical Lineshape Studies
The theoretical study of lineshapes in this thesis has focused on two basic areas: (1) the
shifts in the bandgap energy (bandgap renormalization) due to the formation of an electron-
hole plasma and (2) the non-Lorentzian nature of the excitonic lineshape for energies far
away from the principal resonances (the so-called band-tail region). Both these issues play
an important role in the observed optical nonlinearity in quantum well structures.
9.2.2.1 Bandgap Renormalization
An abbreviated set of results specialized to the exciton problem was summarized in Chapter
3 and a more detailed discussion including derivation appear Chapter 7. These results are
new and establish a set of algebraic relations that approximate accurately the electron-
hole self-energy in the single-plasmon pole approximation. The approximation enables an
accurate evaluation of the self-energy for a broad range of densities and temperatures. From
the approximations, also derived are some simple scaling relations for small and large values
of the coupling constant r, for T > E0.
From the work, it is concluded that the often quoted n1 /3 is only valid over an interme-
diate range of values for .8 < rs < 3 if one assumes that T > E 0. For r, > 3, the scaling
is as 1/r2 (i.e. linear in density). For r, < .8, the scaling is initially logarithmic and for
r, < 1, the scaling is 1/r, (- nV ). These observations are new and original contributions
of this thesis.
Since renormalization is never directly measured but is instead deduced from lineshape
studies, reliable data for low-density EHP is not readily available. The scalings derived
in this thesis used in conjuction with the other models developed in Chapter 3 reproduce
satisfactorily the measured optical properties in GaAs quantum wells.
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9.2.2.2 Non-Lorenztian Lineshapes of Excitons in Quantum Wells
Our theoretical investigation of the lineshapes in quantum wells was motivated by the need
to understand the saturation mechanism in the band-tail region. The working hypothesis
was that the saturation density in the band-tail region is considerably higher than that near
the principle exciton lines. Consequently, it was hoped that designing the quantum well
detector for frequencies well away from the excitonic line would lead to a larger dynamic
range for the detector.
To address this problem theoretically, we set up a model Hamiltonian describing excitons
in a bath of optical phonons. The lineshape was computed by taking the Fourier transform
of the retarded Green's function that was calculated using a cluster expansion. However,
by exploiting an interesting time domain behavior of the self energy, the Fourier transform
was cast in terms of a series of convolutions and from this, an approximate closed form
expression for the lineshape was calculated. The resulting lineshape function behaved as
a Lorentzian near the principal exciton line and follows the Urbach's rule in the band-tail
region. This new lineshape function is an important original result of this thesis.
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Appendix A
Approximation of Exchange and
Correlation Energy Integrals
This focus of this Appendix is the evaluation of the functions 01 and 02 appearing in (7.5).
We first show that these functions are slowly varying over the parameter range of interest.
Having shown this, these functions are approximated by making asymptotic expansions
of the integrand and introducing suitable cutoffs for the integrals. In this Appendix, we
provide the most important of the steps leading to the approximations.
The integral 01 that appears in E" is approximated by replacing the distribution func-
tion with a constant (f(u) = f(u = 0) = 1 - exp(-O)) and introducing a suitable cutoff
parameter (o such that
(o =[du 1= du (A.1)1 + exp(-pi/T) J 1 + exp(9u 2 - pI/T)
In the limit, T - 0, the equality implies (o = 1 and in the limit T -+ oo, the integral can
be evaluated approximately using the Boltzmann approximation. The two limits are added
in quadrature to yield the expression given in (7.8).
An analytical evaluation 02 that appears in the coulomb-hole integral requires the so-
lution of two different integrals, each of which are approximated in slightly different ways.
The first integral in is approximated by
00 z 0 z zo 1j dz (z) + 2 ) 1  dz dz (A.2)
S (Z)((Z) +Zz + 'zY2 + 2z 4  1 + ,z
This approximation implies that the single particle excitations do not contribute signifi-
cantly to the self-energy other than serving as a cutoff for the otherwise logarithmically
divergent integral. This is a reasonable approximation if y > 1. The cutoff is selected by
the condition zo = 1 + yzo. The z0o that appears in (8) is an approximate solution to the
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cubic equation. Although this choice is somewhat arbitrary, since the cutoff appears inside
the logarithmic, the details of the cutoff not important for large values of y. However, our
numerical investigations show that even for - > .1, the above approximation is valid to
within 15%.
The second integral that appearing in 02 involves an integral over the Bose distribution.
The primary complication is that g(z) diverges for z -- 0. Thus, in order to account for
this divergence, we approximate the g(z) in (7.5) as
g(z) = 1 1 exp(-Or2/3 25/3 Q(z)) (A.3)
exp(Or2/3 25/3 (z)) - 1 Or 2/325/3(z)
This approximation is then substituted into the integral and the approximations similar
to that used in (A.1) and (A.2) are used (i.e. assuming the exponential is a constant and
ignoring the single particle energies) to get
dz z g(Or 41325/33Q(z)) 1/3 z dz z (A.4)Q (z)(1 + yz) t 4r 2/3) (1 + 0z) 2
The cutoff is chosen to be Ors/3 25/3~2(z1 ) = 1. The expression for zl in (7.8) is an approx-
imate solution to this equation. Again the details of the cutoff are not important since it
appears inside the log. The only constraint is that y > 1. The approximation in (A.3) is
quite accurate for large temperatures. For low temperatures (T < Eo), this approximation
breaks down. However, for low temperature, plasmon emission dominates the self-energy
and the density of plasmons is vanishingly small (i.e. the second integral is negligible).
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Appendix B
Model of Plasma Expansion
The model of the e-h plasma expansion we adopt is well known and used in the field of
plasma physics.[london86, hunter88]. The density is assumed to take the form
1
p(x, y, z, t) = (2x) 3 /2 LLL(27r)3/2 L2 cr z
e 2L (t) 2L2(t) 2L2 (t)
where Lx(t), Ly(t) and Lz(t) are time dependent widths that obey the equations
d2Li 1 dLi 2E
dt 2  m dt 3Li
(A.1)
de 2E dLi (E - E*)
dt Li dt TE
where i = {x, y, z} with Tm being the momentum relaxation time and 7, being the specific
energy relaxation time.[london86]. Following convention, we use specific density E = kT/me
with E* = kTo/me the equilibrium energy density. The above has been used effectively to
model laser induced plasmas in x-ray laser and laser fusion research.
The energy and momentum relaxation times are non-linear and dependent on the E.
These have been calculated using sophisticated Monte-Carlo simulation codes and appear
in the literature.[schicijo81, hess88]. We have used these results by curve fitting the energy
dependence and using that in our simulation. Typically, the relaxation times are on the
order of 10 fs for a 1.4-5 eV e-h plasma and is due primarily to optical deformation potential
scattering. As a result of such fast relaxation rates, we neglect the d2Li/dt2 in the first
equation of (A.1) and we neglect the first term of the right hand side of the second equation
of (A.1). These terms contribute to P dV cooling of the plasma which is essentially negligible
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in the regime of fast relaxation. This simplification yields a simple expression for Li(t)
Li(t)= [ t2 .1(t)m(E)]1 / 2
where e(t) in the second equation of (A.1) is solved by a numerical integration.
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Appendix C
Review of Scattering and
Transmission Matrix Formalism
The scattering matrix formalism for computing transmission and reflection coefficients of
a layered media is described in detail in a number of texts and references.[haus84, yeh88].
We summarize here only the relevant results and refer the reader to the literature for the
physical motivation behind the formalism. We use the notation used in Ref. [yeh88] and
we refer to Fig. 6-2 for additional details of the notation used.
Associated with each interface and layer is a transmission matrix Tii, and Pi. In the
present application there are four specific interfaces: (1) Air-Barrier interface TBA, (2)
Barrier-Well interface TBw, (3) Well-Barrier interface TWB, (4) Barrier-Air interface TAB
It can be shown that the last two are simply the matrix inverses of the first two. Since the
substrate material, in the present design, is the same as the barrier material, no additional
transmission matrices need to be introduced.
The relevant layers in the present application are: (1) the cap layers which, owing to
their extreme thinness, for all practical purposes do not contribute to the physics, (2) the
AlzGaAsl_z barrier layers Pb, (3) the GaAs quantum well layers P, and (4) the substrate
layer P,.
The transmission matrices Tii, and P. are related to the material and beam parameters
by the following relationships:
Tii' I 1 + 1•ii' -I 1
Pi exp(-jkzidi) 0
0 exp(jkzidi)
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The reflection coefficient across the interface F[i, for a TE polarized beam is simply
S kzi -kzz,
kzi + kzi'
with kz1i = 5.08 x 104ENi where E is in eV and Ni = n - jk is the complex index of
refraction. The index of refraction and the extinction coefficient are energy dependent
for the quantum well layers and are computed using the semi-empirical absorption model
described in Chapters 4 and 5. The absorption is calculated from the lineshape model
and the index of refraction is computed using a standard Kramers-Kronig transform of the
absorption coefficient. [stern64].
The total transmission matrix T is product of the individual transmission matrices.
Since the heterostructure is composed of repeating layers of AlxGaAsl_, and GaAs, the
total transmission matrix can be expressed as
Tt = TSAPS(TWBPWTBWPB)NTAB
where N is the number of repeating layers. We note that in the design given by Fig. 6-2,
the material for the substrate and barrier are assumed to be the same. Further, we have
not included the propagation and reflection from the cap layers for the sake of simplicity.
Inclusion of this is straightforward in the above formalism.
From the overall transmission matrix, it is straightforward to calculate the overall re-
flection and transmission coefficients. In this paper, we are specifically interested in the
reflection R and transmission coefficients T for an incident probe beam from the backside
of the detector. This are related to the entries of the transmission matrix according to the
expressions
R = 1/T222; T = T12/T22 2
In the absence of absorption R + T = 1, but due to absorption in the quantum well, the
total fraction absorbed is given by the expression A=1 - T - R.
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Appendix D
Evaluation of Ia
In this Appendix, we evaluate the integral (7.18) which is rewritten here for convenience
Ia = (bx) ' exp(-px)1F1 (a, 2v + 1, bx) J,(-x)dx (D.1)
To evaluate this integral, we substitute the series representation for the confluent hyperge-
ometric function and perform a term by term integration.
I = E (2 a)n 1  0 bn x n+ exp(-px)Jv(-x) dx (D.2)
n= o(2v + 1)n n!
In the above equation, the notation (.), is the Pochhammer symbol. The conditions
under which the above procedure are convergent will be taken up later but for now, we
proceed by noting that the integral within (C.2) can be evaluated analytically [prudnikov86]
by expanding the Bessel function in terms of a series and doing a term by term integration.
Here we quote the result:
"(bx)n+v -epxJ(-yx)dx = bn+v 1 •" F(n + 2v + 1)
2 pn+2v F(1 + v)
2F1 (n+2v+1 n+2v+2 72
2 2 V+ p2J
(D.3)
This integral is convergent provided that
1
Ri{n+v} > ; R{p} > |Q{ý1}2
and since the hypergeometric series 1F1 is summed from n > 0, we see that R{v} > -.
Similarly, since y is real, we see 9R{p} > 0.
Using a quadratic transformation property of the hypergeometric function 2 F1 (see Ap-
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pendix B), (C.3) simplifies to the form
fp 0 n+v+l
xn+" exp(-px)Jv,(yx)dx = eiTF(2v + n + 1) [P-n(x) (D.4)
where z arises from the transformation taking (C.3) to (C.4) and is defined in (D.5). The
phase eiO is given by (see equation (C.10)).
Equation (C.4), when substituted into (C.2), results in an expression of the form
bz 1(a) n n+,D--,la = F(2v + 1) y+n V(z) (D.5)
P n=o n
where y is defined to be
bz
y = (D.6)p
The series in (C.5) can be summed exactly (see Appendix C) by casting the associated
Legendre function in terms of an integral expression and summing the integrand exactly.
The resulting integrand can be expressed as an associated Legendre function by making the
following transformation
-2 = 1 - 2yz + y2; p= ( )2 1/2  (D.7)
and writing the associated Legendre function in terms of the new variables ( and p. This
yields the following expression for
S = eio -a+vP"Pn (p) (D.8)
The phase for p and ( are chosen so that
R(p) > 0; ( = (1 -yz)/p
and the phase of the sum 00 is chosen by the requirement
00 = [~arg(z + 1) + arg(z - 1)] - arg(() + arg(y) - 1[arg(p + 1) + arg(p - 1)] v (D.9)
where arg(z) is the argument of z unit evaluated such that arg(z)I < 7r. This, when
multiplied by the phase of (C.4), gives the overall phase of the integral Ia to be
= [arg(z) + arg(y) - arg(p) - arg(() - [arg(p + 1) + arg(p - 1)] v (D.10)2 110
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which the definition of the phase given in (7.26).
Combining all the terms in (C.4) - (C.9), the expression for Ia becomes
Ia = ei F(2v + 1) z _-a+" P_-+ (p)p
which the phase as is given in (7.26).
Finally, a statement about the convergence of Ia is in order. It can be shown (see
Appendix C) that the series (C.5) is convergent provided that
ly(z + (z2 - 1)1/2)1 < 1
Thus, this is an additional restriction that has to be placed on the integral Ia and hence on
Z.
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Appendix E
Derivation of Equation (C.3)
In this Appendix we simplify the hypergeometric series
2F1 (n+2v+1 n+2v + 2 l 22 1 2 + 2
one encounters from the integral in (C.3). This is done by using a well known
of the Associated Legendre Function P,c-(z) (see [erdelyi53]).
P"(z) - 21(z2 1)-p/ 2 z6+A2Fl "+ 1-_- - 1--1)
o (1 - t) 2 2 z2
To get the result in (C.4), we first make the following identification
(E.1)
representation
(E.2)
6 --+ -(n+v+1); A 4 -v;+
and then use the well known relation
Pv- 1 -
to yield the expression
2F1 n + 2v + n+2v+2 = eiF(1+V)(z2 1)-v/ 22n+1+2vp-v()2 2 V+ 2
(E.4)
Here, z is defined to be
Z 2 
1/2
Z- p2 + y2 (E.5)
where the phase of z is chosen such that R(z) > 0. Combining the multiplicative factors in
(D.4) with those in (C.3) gives the final expression quoted in (C.4).
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1 p2
T2 p2
(E.3)
In the transformation that takes the left hand side of (D.4) to the right hand side of the
equation, a phase term appears due to the various combination of squareroots. This phase
is determined by
= arg(z) - arg(z 1) + arg(z - 1)] - arg(p) v
This phase term is multiplied with the phase from the summation (C.9) in order to get the
overall phase of the integral Ia.
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Appendix F
Derivation of Equation (C.8)
In this Appendix, we shall prove the following summation formula
n=0
n=o n(F.1)
= eioy -v-a+vPv a+(p)
where ( and p are defined in (C.7). here, we assume a,y and z are assumed to be arbitrary
complex numbers with the restrictions
IzI < 1
ly(z + /(z2 - 1))I < 1 (F.2)
ly[z + (z2 - 1)1/2 Cos(t)]l < 1
The necessity of the above constraints will become apparent in the proof of (E.1). The
general result (E.1), to the knowledge of the authors is a new result, although a weaker
form of the result in which a and v are integers appears in the literature.[prudnikov86].
We prove (E.1) by employing the well known integral representation of the associated
Legendre functions [erdelyi53]
7r -1/22-"(Z2 
_ jv/2 2 1
P, (z) = -/[z + (z2 _ 1)1/2 cost]"-V(sint) 2 dt (F.3)r7(i/2 + p)
This expression remains valid for complex z such that Izi < 1. The branches are selected
according to the requirements
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(z2 - )v/2 = (z- 1)v/ 2(z+ 1)v/2
l arg(z)| < 7r (F.4)
larg(z ±1) < 7r
Substituting (E.3) into (E.1) leads to the following
,-1/ 22-"(z 2 _ )v/2 r (ax 2
rS = 1-122-(2 l2 dt(sint)2v {Z (),(y[z + (z2 1/2 cost])} (F.5)F(1/2 + f) o n!
We recognize the sum inside the integral to be simply a geometric series of the form
(1 -C = n(1 - )• X (F.6)
n=o
This implies that Iy[z + (z2 - 1)1/2 cos(t)]I < 1 in order for the geometric series to converge
which is the third constraint in (E.2). Requiring this to be true and using (E.5), we get
S 7r-1/22- (1/2 + ) dt(sint)2v[1 - yz - (z2 - 1)1/2 cos(t)]-a (F.7)SF(1/2 + )
Our goal is it to express (E.7) in the form of (E.3). Towards this end, we introduce the
following change of variables
1-yz = pX
y(z 2 - 1)1/2 = ý(p 2 _ 1)1/2
which can be solved to yield the following
1 - yz
p- = 1V - 2yz + y2  (F.9)
The correct branch is selected by noting that R{1 - yz} > 0 on the account of first two
constraints in (E.2). This implies either R( > 0, Rp > 0 or R( < 0, ?p < 0. The proper
branch is selected by requiring
[ý(p ± (p2 - 1)l/ 2cos(t))]-a = -a[(p (p2 _ 1)/ 2 cos(t))]-a (F.10)
which is true only if ?{Z } > 0, R{rho} > 0.
The final step required in expressing (E.7) in the form of (E.3) is to write (z2 - 1)v/2 in
terms of (p2 _ 1)U/2. This is done by using (E.9) to get
(z2 - 1)"/2 = e" (p2 - 1)v• 2 (F.11)
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where 6 is chosen such that (p2 _ 1)1/2 is defined similar to (E.4)
(p2 _1) /2 = (p _ 1)v/2(p + 1)v/2 (F.12)
This implies
Oo = [arg(z + 1) + arg(z - 1) - 2[arg(() - arg(y)] - [arg(p + 1) + arg(p - 1)]]v (F.13)
With (E.12),(E.10) and (E.9) substituted in (E.7), we get
S = -e-ay--a+v { r-1/22-+(p2 1) 2 rdt(sin t)2v[P +(p2 -1)1/2 cOS(t) -a} (F.14)
which is (E.1). Q.E.D.
In Tables 3 and 4 below, some typical values of the sums are given for selected values of
m and c. Tabulation of the sum for integer values of c is given in Table 3 and for complex
values of c is given in Table 4. The Tables compare the exact sum, namely the left hand side
of (E.1), with the analytical solution developed in this paper. As it can be seen from Tables
3 and 4, the analytical solutions agree to an excellent precision with the exact summation.
The small numerical errors in the tables are due to the truncation of the exact sum and of
the hypergeometric series.
For the purposes of illustration, y and z have been selected in accordance with the
details provided in the Appendix D with -y = 1. Imaginary values of c take the form
c = -1 + shouia. The associated Legendre functions have been evaluated using the well
known hypergeometric series [erdelyi53]
S(z) = F(-v, v + 1, 1 - ; z)1 1
- (1 -P) z -1) , 2 2
with the phases chosen to satisfy (2). For values of z and y along the cut (i.e. -1 < {y, z} <
1) the phases have been chosen according the prescription found in [erdelyi53].
In passing, we note that the although the convergence of the exact sum in (E.1) is
guaranteed for the range of values given by (E.2), it is prone to round off errors when
evaluated numerically. For certain range of values of c (e.g c = lim (-1/2 + ia)), the exact
sum, due to round off errors, diverges. On the other hand, the analytical form is far more
robust because the associated Legendre function converges very rapidly requiring only a
few terms in the hypergeometric series.
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Table F.1: Numerically computed values of
defined to be IS,,.,, - Seactl
(1) for integer values of c and m. Error is the
154
n Im Analytical Exact Error
0 0 1.0000000000 1.0000000000 .00E+00
1 0 .6800000000 .6800000000 .00E+00
5 0 .5962546293 .5962546293 .61E-11
100 0 .5706301615 .5706301614 .40E-10
1 1 .3000000000 .3000000000 .56E-16
5 1 .2282261707 .2282261707 .37E-12
100 1 .2088474135 .2088474135 .17E-11
5 5 .0000366874 .0000366874 .34E-14
100 5 .0000280489 .0000280489 .85E-15
1000 5 .0000276739 .0000276739 .59E-13
a m R{Exact} Q{Exact} R{Analy.} Q{Analy.} Error
1000.0 0 .5692106048 -.0002478695 .5692106048 -.0002478695 .56E-10
100.0 0 .5692000577 -.0024786762 .5692000577 -.0024786762 .40E-10
5.0 0 .5649129270 -.0494098647 .5649129270 -.0494098647 .63E-12
1000.0 1 .0002531987 .2078089998 .0002531987 .2078089998 .39E-10
100.0 1 .0025319912 .2077957665 .0025319912 .2077957665 .32E-11
5.0 1 .0506595757 .2023576447 .0506595757 .2023576447 .96E-11
1000.0 5 .0000001171 .0000276322 .0000001171 .0000276322 .30E-13
100.0 5 .0000011713 .0000276100 .0000011713 .0000276100 .96E-15
5.0 5 .0000215605 .0000187611 .0000215605 .0000187611 .57E-15
Table F.2: Numerically computed values of (1) for complex values of c and m where c is of
the form c = -1/2 + ia. Error is the defined to be ISana,1 - Se•,act
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