Abstract. We introduce canonical coordinates on minimal time-like surfaces in the n-dimensional Minkowski space and prove the existence and the uniqueness of these parameters. With respect to these coordinates the coefficients of the first fundamental form are expressed by the invariants of the surface.
Introduction
In the classical differential geometry of the surfaces in Euclidean space R 3 the existence of principal parameters is an important property, which simplifies the calculations and the geometric interpretation of the results obtained. Further these parameters can be specialized for some special classes of surfaces. In [7] it was shown that any Weingarten surface in R 3 admits special principal parameters in which the coefficients of the first fundamental form are expressed through invariants of the surface. This means that these 1 . Canonical coordinates on minimal space-like surfaces in the pseudo-Euclidean 4-space with neutral metric R 4 2 were introduced and used in [14] to prove similar results. In [6] we gave another approach to the canonical coordinates on minimal space-like surfaces in R 4 2 and obtained canonical Weierstrass formulas for the minimal surfaces in R 4 2 in terms of two holomorphic functions in C. In [5] we solved explicitly the system of natural PDEs of minimal space-like surfaces in R 4 2 . In [8] time-like surfaces in Minkowski space-time were studied in the above mentioned scheme: it was proved that these surfaces admit locally canonical parameters and their geometry is determined by two invariant functions, satisfying a system of two natural PDEs.
Minimal Lorentzian surfaces in R 4 2 , whose Gauss curvature K and curvature of the normal connection κ satisfy the inequality K 2 − κ 2 > 0, were studied in [15] and [12] . In this paper we study time-like surfaces in an arbitrary dimensional Minkowski space R n 1 and prove that these surfaces admit locally canonical parameters. The aim of our investigations is to apply the analysis over the double numbers in D as a convenient tool especially in the geometry of minimal time-like surfaces. To this end, we consider any timelike surface M = (D, x(u, v)) parametrized by isothermal parameters (u, v) ∈ D ⊂ R 2 . Then we introduce the "complex" variable t = u + jv ∈ D, where j 2 = 1 . Thus any function on M can be considered as a function of t.
Considering the natural extension D In Section 5 we obtain formulas (5.2) and (5.7) for the Gauss curvature K of the minimal time-like surface expressed by the function Φ.
In Section 6 we introduce degenerate points on a minimal time-like surface and characterize them geometrically. In Theorem 6.7 we prove that any minimal time-like surface free of degenerate points admits locally canonical coordinates, which are characterized n 1 by the condition Φ ′2 = 1 . In Theorem 6.8 we prove the uniqueness of the canonical coordinates.
In Section 7 we consider the hyperbola of the normal curvature of a minimal timelike surface and give a geometric interpretation of the canonical parameters through the elements of this hyperbola.
We note that this paper prepares the application of our approach to further investigation of minimal time-like surfaces in R 
Preliminaries
We denote by R n 1 the standard n-dimensional Minkowski space with scalar product: (2.1) a · b = −a 1 b 1 + a 2 b 2 + · · · + a n b n .
Let M 0 denote a two-dimensional differentiable manifold, and x -an immersion of M 0 in R n 1 . Then M = (M 0 , x) (or only M) is a (regular) surface in R n 1 . T p (M) ⊂ R n 1 will stand for the tangent space of M at the point p ∈ M, and N p (M) will denote the normal space of M at p, which is the orthogonal complement of T p (M) in R v . In classical denotations, the first fundamental form is written in the form:
It is well known, that there exist locally, around any point p ∈ M, isothermal coordinates characterized by the conditions E = −G and F = 0. Further, we suppose that (u, v) are isothermal coordinates on M and the enumeration of these coordinates is such that E < 0, G > 0.
Studying time-like surfaces, it is convenient to identify the coordinate plane R 2 with the plane of the double numbers D, which are defined in the following way:
Along with the real coordinates (u, v), we also consider the coordinate t = u+jv, t ∈ D ⊂ D. In this way, all functions on M will also be considered as functions of the variable t. If t = u + jv ∈ D, then |t| 2 denotes the square of the modulus (the amplitude), which is given by:
We denote by D 0 the set of non-invertible elements in D, characterized by the conditions:
Further, we denote by D + the set of the "positive" elements in D:
In many cases, making calculations with the numbers in D it is more convenient instead of the basis (1, j) to use the basis (q,q), where:
This basis is said to be a diagonal basis or null-basis. It is easily seen that:
(2.5) q 2 = q ;q 2 =q ;= 0 .
Any number in t ∈ D is represented with respect to the null-basis (q,q) in the following way:
Using (2.5), it follows that the addition, as well as the multiplication with respect to the basis (q,q), are accomplished by components:
This means that D as an algebra is isomorphic to two copies of R: D = R ⊕ R. It follows from (2.6) that the sets D 0 and D + are represented as follows:
If f : D → D is a differentiable function, then its differential is given by: by definition are:
The function f is said to be holomorphic, if ∂f ∂t = 0 and respectively anti-holomorphic, if ∂f ∂t = 0 . If f = g + jh is the representation of f with a "real" part g and an "imaginary" part h, then f is holomorphic if and only if the conditions, analogous to the CauchyRiemann conditions, are fulfilled:
These equalities show that, similarly to the case of C, a map is conformal with respect to the indefinite metric R 2 1 , if and only if the map is given by a holomorphic or an antiholomorphic function in D. There exists also an analogue of the inverse function theorem: If f is a holomorphic function satisfying the condition |f ′ | 2 = 0 , then there exists at least locally a unique inverse holomorphic function. In particular, taking an nth root, where n is an entire positive number, gives a holomorphic function, defined and with values in D + . Foundations of the algebra and the analysis of the double numbers D can be found e.g. in [1] , [11] , [13] . Denote by D n 1 the set D n endowed with the bilinear product a · b, which is the natural extension of the product in R n 1 , given by (2.1). Then the scalar square a
which is not necessarily positive.
Using the standard embedding of R 
. We denote by a ⊤ the orthogonal projection of a vector a of D n 1 into the complexified tangent space of M. Similarly, we denote by a ⊥ the orthogonal projection of a into the complexified normal space of M. Then any vector a is decomposed as follows:
Let ∇ be the canonical linear connection in R n 1 . If X and Y are tangent vector fields and n is a normal vector field for M, then the Gauss and Weingarten formulas are as follows:
T is the Levi-Civita connection on M, σ(X, Y) is the second fundamental form, A n is the Weingarten map with respect to n and ∇ N X n is the normal connection on M. The Weingarten map and the second fundamental form are related by the equality:
The curvature tensor R on M and the curvature tensor R N of the normal connection are defined as follows:
The covariant derivative of σ is calculated by the formula:
The tensors R, R N and ∇σ satisfy the fundamental equations in the theory of Riemannian submanifolds:
In the last equality [A n , A m ] denotes the commutator A n A m − A m A n of A n and A m .
The basic invariants of any time-like surface M in R n 1 are its mean curvature H and Gauss curvature K. Let X 1 and X 2 be two orthonormal tangent vector fields on M, such that X 2 1 = −1 . Then H is given by:
The Gauss curvature K by definition is:
or in view of (2.10):
In this paper we study minimal time-like surfaces, which are determined by: It follows from formula (2.13) that any minimal time-like surface satisfies the condition: σ(X 2 , X 2 ) = σ(X 1 , X 1 ). Then the equality (2.15) gets the form: 
Further we use this function as the basic analytic tool in the study of local properties of minimal time-like surfaces in R n 1 . First we obtain the basic algebraic and analytic properties of Φ.
Squaring equality (3.1), we have:
We get from here the following equivalent statements:
Therefore we have In this paper we consider time-like surfaces, parametrized by isothermal coordinates, which means that:
The norm of Φ satisfies the equalities:
. Consequently the coefficients of the first fundamental form are expressed through Φ as follows:
Then the first fundamental form can be written in the form:
Under the condition E < 0, it follows from the equality (3.3) that Φ satisfies the condition:
Denote by ∆ h the hyperbolic Laplace operator in R , given by the equality::
Differentiating equality (3.1) and using that
∆ h , we get:
It follows from the above formula, that ∂Φ ∂t is a real vector function, which is equivalent to the following equality:
Thus, we established that any function Φ, given by equality (3.1), has the properties (3.2), (3.5) and (3.7). Conversely, these three properties are sufficient for a D n 1 -valued function to be obtained as described. We have:
so that E < 0 and let t = u + jv. Then the function Φ, defined by (3.1), satisfies the conditions: Proof. We have already seen that any function defined by (3.1) satisfies (3.8) . It remains to prove the inverse assertion. Suppose that the function Φ(t) satisfies (3.8) . Taking into account the definition of ∂Φ ∂t we get:
The third condition in (3.8) gives that Im 2 ∂Φ ∂t = 0 , which implies:
Therefore, it follows that for any t 0 ∈ D there exists a neighborhood D 0 ⊂ D of t 0 and a function x :
The last equalities are equivalent to (3.1). The first two conditions in (3.8) give x u · x v = 0 and x
is a regular time-like surface in R n 1 , parametrized by isothermal coordinates (u, v), such that E < 0. Note that the derivatives x u and x v are determined uniquely from the equality (3.1). Consequently, the function x(u, v) is determined uniquely up to an additive constant, which proves the assertion.
Finally we shall obtain the transformation formulas for Φ under a change of the isothermal coordinates and under a motion of the surface M = (D, x) in R n 1 . Consider a change of the isothermal coordinates, which in complex form is given by the equality: t = t(s). Since the change of the isothermal coordinates is a conformal map in D, then the function t(s) is either holomorphic, or anti-holomorphic. Denote byΦ(s) the function, corresponding to the new coordinates s.
First we consider the holomorphic case. From the definition (3.1) of Φ we have:
Therefore, under a holomorphic change of the coordinates t = t(s) we have:
In a similar way, in the anti-holomorphic case, we get:
Especially, under the change t =s, the function Φ is transformed as follows:
Using the above formulas forΦ we find the coefficientẼ of the first fundamental form. Thus, under a holomorphic change of the coordinates t = t(s), it follows from (3.3) and (3.9) that:
We use such isothermal coordinates that E(t) < 0 andẼ(s) < 0. Then it follows from the above equality, that the admissible changes satisfy the condition |t ′ (s)| 2 > 0 . Respectively, under the change t =s, we get from (3.3) and (3.11) the equality (3.13)Ẽ(s) = E(s) .
Taking into account the Cauchy-Riemann conditions (2.9), it follows that the Jacobian of a holomorphic change of the type t = t(s) is equal to |t ′ (s)| 2 . Therefore the inequalities E(t) < 0 andẼ(s) < 0 give that the orientation of the surface is preserved under a holomorphic change. The orientation of the surface is converted under the change t = s and therefore the orientation of the surface is converted under any anti-holomorphic change satisfying the conditionẼ(s) < 0. Thus, we have: Proposition 3.3. Let M be a time-like surface in R n 1 and let t and s be isothermal coordinates on M, such that the corresponding coefficients of the first fundamental form satisfy the conditions E(t) < 0 andẼ(s) < 0 . Then t and s generate one and the same orientation of M, if and only if the change t = t(s) is holomorphic; t and s generate different orientations of M, if and only if the change t = t(s) is anti-holomorphic. 
Now, consider two time-like surfaces
. We obtain from here the relation between the corresponding functions Φ andΦ:
. Conversely, if Φ andΦ are related by (3.15), then it follows thatx u = Ax u andx v = Ax v , which implies (3.14). Therefore, the relations (3.14) and (3.15) are equivalent. Let M = (D, x) be a time-like surface in R n 1 given in isothermal coordinates t = u + jv, and Φ be the function, defined by (3.1). First we shall express the condition for the surface M to be minimal through the function Φ. For this purpose, let us consider the orthonormal basis (X 1 , X 2 ) of T p (M), where X 1 and X 2 are the unit tangent vectors oriented as the coordinate vectors x u and x v , respectively:
In view of (3.1) the coordinate vectors x u and x v are expressed by Φ as follows:
Differentiating equality (3.2), we get:
According to (3.6) the function ∂Φ ∂t is real. Then, applying a complex conjugation in (4.3), we have:
follows from (4.3) and (4.4) that ∂Φ ∂t is a vector, orthogonal to T p (M) and consequently
The last condition and (3.6) imply that:
Finally we have:
The last equalities imply the following statement:
, given in isothermal coordinates (u, v) ∈ D, and Φ(t) be the vector function, defined in D, given by (3.1). Then the following three conditions are equivalent:
Equality (3.1) gives further:
In the case of a minimal surface, according to the above theorem, Φ is holomorphic function and therefore ∂Φ ∂t = 0. As usual, we shall use for ∂Φ ∂t the shorter denotation Φ ′ .
The condition for M to be minimal gives that:
The next formulas give the function Φ ′ and its orthogonal projection into N p,D (M):
can be expressed through the function Φ as follows: Since the function Ψ is holomorphic, then we obtain formulas for x and Φ through the function Ψ:
Now we shall express the conditions for M to be minimal through the function Ψ: Under a holomorphic change of the coordinates t = t(s) we have x(t(s)) = Re Ψ(t(s)). Since the function Ψ(t(s)) is holomorphic, then in this case Ψ(t) is transformed into Ψ(t(s)). Any anti-holomorphic change can be reduced to a holomorphic change and the u, v) . The corresponding functionsΦ andÊ ofM are obtained by:
Proof. It follows from the notes before the above statement that the notions of a minimal time-like surface and isothermal coordinates are invariant under a homothety in R n 1 . Further, the first equality in (4.15) follows fromΦ = (kΨ) ′ = kΦ. The second equality follows from the first one and (3.3).
Another way to obtain a new minimal time-like surface from a given minimal timelike surface M is to find the conjugate surface of M. This surface is obtained taking the harmonic conjugate function y of x, introduced above. The equality x = Re Ψ gives y = Re(jΨ). The function jΨ satisfies the conditions (jΨ ′ ) 2 = 0 and jΨ ′ 2 = − Ψ ′ 2 > 0. In order to apply Theorem 4.2 to y and jΨ we have to make a change of the isothermal coordinates of the type t = js. Then the functionΨ(s) = jΨ(js) satisfies the conditions (4.14). It follows from Theorem 4.2 that y(js) = Re(jΨ(js)) determines a minimal timelike surface in R n 1 . Since our considerations are local, we can suppose that y is defined in the whole domain jD.
We give the following:
Definition 4.1. Let M = (D, x(t)) be a minimal time-like surface in R n 1 , given in isothermal coordinates t ∈ D. The surfaceM = (jD, y(js)), where y is a function (hyperbolically) harmonic conjugate to x, is said to be conjugate to the given surface M = (D, x(t)).
Taking into account the transformation properties of the function Ψ, it follows that the function y is invariant under a holomorphic change of the isothermal coordinates, while under an anti-holomorphic change of the isothermal coordinates the function y is replaced n 1 by −y. Furthermore, the harmonic conjugate function of a given one is determined uniquely up to an additive constant. Geometrically this means that the surface, conjugate to a given one, is defined locally and is determined uniquely up to a motion (possibly improper in the case of an odd dimension n) in R In the above construction of a conjugate minimal time-like surface, let us replace j in jΨ with an arbitrary double number of the type e jθ , θ ∈ R. Then the function e jθ Ψ satisfies the conditions (4.14). Therefore, we obtain a one-parameter family of minimal time-like surfaces by the formula: Similarly to the remark about the conjugate minimal time-like surface, we have: The one-parameter family of minimal time-like surfaces associated to a given one is locally defined and is determined up to a motion in R n 1 . Note that, unlike the case of minimal space-like surfaces, the minimal time-like surface, conjugate to a given one, does not belong to the family of the minimal time-like surfaces, associated to the given one. This is because j = e jθ for every θ ∈ R. If Φ θ (t) and E θ (t) are the corresponding functions for M θ , then it follows from the definition and (3.3) that:
One of the basic properties of this family is that any two surfaces from the family are isometric to each other. Proof. The map F θ , written in local coordinates (u, v), coincides with the identity in D. Then the assertion that F θ is an isometry follows from the equality E θ = E of the coefficients of the first fundamental forms at the corresponding points, which was established in (4.18). IfM = (D, y(t)) is the surface, conjugate to M = (D, x(t)), then we also have a natural map between M andM, given by the formula F : x(t) → y(t). It is easily seen from the formulas immediately before Definition 4.1 that in this case we haveÊ(t) = −E(t). This equality means that F is an anti-isometry. Thus we have: 
5.
Relations between the Gauss curvature K and the function Φ Let M = (D, x) be a minimal time-like surface in R n 1 , given in isothermal coordinates (u, v) ∈ D and let X 1 and X 2 be the unit tangent vectors, oriented as the coordinate vectors x u and x v , respectively. Considering again the formula (4.9) for Φ ′⊥ , we get:
Further, we find Φ ′⊥ 2 :
It follows from the last formula and (3.3) that:
Applying the last equality to the formula (2.16) for K, we obtain the first formula, expressing K through Φ:
This formula has the disadvantage, that the orthogonal projection Φ ′⊥ of the holomorphic function Φ ′ is not in general holomorphic. Next we find another representation of Φ ′⊥ 2 through holomorphic functions. First we note that the equality Φ 2 = 0 means that Φ andΦ are mutually orthogonal with respect to the analogue of the Hermitian product (a ·b) in D n 1 . It follows from here and from formulas (3.1) and (4.2), that these functions form an orthogonal basis of T p,D (M) at any point p ∈ M. Therefore, the tangential projection of Φ ′ is represented as follows:
Differentiating Φ 2 = 0 we get the following relation:
Applying the last equality to the formula for Φ ′⊤ , we find the projections of Φ ′ :
Now, direct calculations lead to the equality:
Taking into account (5.2), we get:
Denoting by Φ ∧ Φ ′ the bivector product of Φ and Φ ′ , then we have:
Therefore, replacing in (5.6), we obtain the following formula for the Gauss curvature:
The last formula for K has the advantage over (5.2) , that Φ ∧ Φ ′ is a bivector holomorphic function. Now we shall obtain another representation for the tangential projection Φ ′⊤ of Φ ′ . Next we express the coefficient before Φ in equality (5.4) through E:
In view of equality (3.3), we obtain for the coefficient before Φ in (5.4) the following:
Hence:
Finally, we shall obtain the classical formula for the Gauss curvature K in isothermal coordinates, expressed through the second derivatives of E, which is the same through the second derivatives of Φ 2 , according to (3.3) . In order to obtain this equation, we use (5.9) and write the orthogonal decomposition of Φ ′ :
Differentiating the last equality with respect tot and using that Φ ′ and Φ are holomorphic, we get:
We multiply the last equality withΦ and find:
∆ h and Φ 2 = 2E to the first addend, we obtain:
For the second addend we have:
Replacing the new expressions for the addends in (5.11), we obtain:
Taking into account (5.2), we find:
In view of the equality Φ 2 = 2E, we obtain:
This is the classical fundamental Gauss equation for a minimal time-like surface, given in isothermal coordinates. Now, using formula (5.12), we find another expression for the Gauss curvature K through Φ:
6. Existence and uniqueness of canonical coordinates on a minimal time-like surface in R n 1
In the previous considerations of minimal time-like surfaces in R n 1 we have used isothermal coordinates. It is known that the minimal time-like surfaces in R For example, in [9] it is shown that on a minimal time-like surface in R These properties determine the local coordinates uniquely up to the orientation of the coordinate lines. Further we call these coordinates canonical coordinates. In the case of K > 0 it is shown that these surfaces in R 3 1 carry locally canonical coordinates, which are both asymptotic and isothermal. These canonical coordinates are characterized by the conditions L = N = 0 and M = ±1 .
In [8] it is proved that any surface of a relatively general class of minimal time-like surfaces in R 4 1 carries locally special isothermal coordinates (u, v), which in our denotations are characterized as follows:
These properties of the local coordinates determine them uniquely up to the orientation of the coordinate lines and further we call them canonical coordinates. Now, let us see how the properties of the canonical coordinates in R 3 1 and in R 4 1 can be expressed through the function Φ, given by (3.1). To that end, let us consider equations (4.9). Taking the scalar square of the second equality, we find:
If M is a minimal time-like surface in R With the help of equality (6.2) we characterize the canonical coordinates through the second fundamental form σ as follows:
Proposition 6.1. Let M be a minimal time-like surface in R n 1 , given in isothermal coordinates (u, v), such that E < 0 . These coordinates are canonical if and only if the second fundamental form σ satisfies the properties:
Next we study the existence and the uniqueness of canonical coordinates. First we establish how the function Φ ′⊥ 2 is transformed under a motion of the surface in R n 1 and under a change of the isothermal coordinates. If the surfaceM is obtained from the surface M by motion A in R n 1 (possibly improper), it follows from (3.15) thatΦ ′ (t) = AΦ ′ (t). Since the subspaces T p (M) and N p (M) are invariant under motion, then the orthogonal projections of any vector into these subspaces are also invariant. Thus we find:
) . Definition 6.1 is formulated purely analytical, but formulas (6.4) show that the canonical coordinates are geometrically related to the given minimal surface. The third formula gives that the canonical coordinates are invariant under a motion of the surface in R n 1 . We have: Theorem 6.2. Let the surfaceM be obtained from the surface M through motion in R n 1 . If (u, v) are canonical coordinates on M, then they are also canonical onM. Now we consider a change of the isothermal coordinates. Let (u, v) be isothermal coordinates on the minimal time-like surface M. At the denotation t = u + jv, let us make the change t = t(s), where s ∈ D is a new variable, which determines new isothermal coordinates. Denote byΦ(s) the function, corresponding to the new coordinates s. Any change of the isothermal coordinates determines either a holomorphic or an anti-holomorphic map. We first consider the holomorphic case. Applying formula (3.9), we haveΦ = Φt ′ , from whereΦ
Since Φ is tangent to M, then Φ ⊥ = 0 and therefore we have:
The case of an anti-holomorphic map is reduced to the special case t =s. That is why it is sufficient to consider the last case. Then according to (3.11) Since the above definition is analytic, we have to prove that it determines a geometric object. Indeed, the following statement is valid: Theorem 6.3. Let M be a minimal time-like surfaces in R n 1 , given in isothermal coordinates. The property of a point to be degenerate does not depend on the isothermal coordinates and is invariant under any motion of M in R n 1 . Proof. The independence of the property a point to be degenerate, as we noted above, is a direct corollary of formulas (6.5) and (6.6). The invariance of this property under a motion in R n 1 follows from the third formula in (6.4) . In order to express the notion of a degenerate point through the second fundamental form σ, we again consider equality (6.2) . This equality implies that:
Since the normal space N p (M) of a time-like surface in R n 1 is with positive definite metric, then we have the following inequality:
Taking into account Definitions (2.2) and (2.3) of the sets D 0 and D + , respectively, and the last inequality, we obtain the following relation:
The case Φ ′⊥ 2 ∈ D 0 is exactly when the inequality (6.7) becomes an equality. This means that σ(x u , x u ) = ±σ(x u , x v ). If we use the unit vectors X 1 and X 2 , oriented as the coordinate vectors x u and x v , respectively, then the last equality is equivalent to σ(X 1 , X 1 ) = ±σ(X 1 , X 2 ). Thus the degenerate points on M can be described by the second fundamental form σ as follows:
Proposition 6.4. If M is a minimal time-like surface in R n 1 and p ∈ M, then the following conditions are equivalent:
(1) The point p is degenerate:
The last proposition gives the relation between the set of the degenerate points and the set of zeroes of the Gauss curvature K. Proof. Let p ∈ M be a degenerate point and (X 1 , X 2 ) be an orthonormal basis of T p (M). Proposition 6.4 gives that σ(X 1 , X 1 ) = ±σ(X 1 , X 2 ). Now, it follows from (2.16) that K(p) = 0 .
As we showed above, canonical coordinates cannot be introduced in a neighborhood of a degenerate point and that is why we will consider minimal time-like surfaces free of degenerate points. We give the following: Taking into account the definition of a degenerate point and (6.8) we obtain the following: Proposition 6.6. Let M be a minimal time-like surface in R n 1 , given in isothermal coordinates and D + be the set, defined by (2.3). Then M is of general type if and only if at any point the function Φ satisfies the condition:
As we noted above, the projection Φ ′⊥ of the function Φ ′ is not in general holomorphic, but we shall prove that the scalar square Φ ′⊥ 2 is always a holomorphic function. In order to prove that, we again consider equalities (5.4). Squaring the second of them, we get:
Applying Φ 2 = 0 and Φ · Φ ′ = 0 in the last equality, we find: (3.12) . Thus, it only remains t ′ (s) = ±1 . The last is equivalent to (6.14) . Now, let t be an anti-holomorphic function of s. Introducing an additional variable r by the equality r =s, then formula (6.6) is applicable for r and s and therefore r also determines canonical coordinates on M. Since t is a holomorphic function of r, then according to already proven previously, t and r satisfy (6.14). It follows from here that t and s satisfy (6.15).
Remark 6.2. The four relations (6.14) and (6.15) geometrically mean that the canonical coordinates are uniquely determined up to an orientation of the coordinate lines. Proof. If the homothety is given by the equalityx = kx, then we have:Φ = kΦ,Φ that the property of a point to be degenerate is invariant under a similarity in R n 1 . Next we show how to obtain the canonical coordinates on the surfaces of the oneparameter family of minimal time-like surfaces associated to a given one. 
Consider the following map
For the image of the hyperbola χ p under S we find:
Suppose that the vectors σ(X 1 , X 1 ) + σ(X 2 , X 2 ) 2 and σ(X 1 , X 2 ) are linearly independent or equivalently that the curvature tensor R N of the normal connection is not zero. Then the last formula shows that the image of χ p is a branch of a hyperbola with center H(p) and two conjugate diameters determined by the vectors σ(X 1 , X 1 ) + σ(X 2 , X 2 ) 2 and σ(X 1 , X 2 ).
It is clear that the two vectors σ(X 1 , X 1 ) + σ(X 2 , X 2 ) 2 and σ(X 1 , X 2 ) always lie in one and the same normal plane η ⊂ N p (M), which is geometrically connected with the surface M at the point p.
We denote by H p the hyperbola determined by (7.2) and call it the hyperbola of the normal curvature of M at the point p. Therefore, we have the following characterization of the minimal time-like surfaces in R A point p, at which H p is a rectangular hyperbola, is said to be a superconformal point. Respectively, if the time-like surface M in R n 1 consists of superconformal points, then it is said to be a superconformal time-like surface in R n 1 . Since we study minimal time-like surfaces, further we suppose that M is minimal. Then we have H = 0 and σ(X 2 , X 2 ) = σ(X 1 , X 1 ). Hence, the formula (7.2) gets the following form: (7.3) σ(X, X) = σ(X 1 , X 1 ) cosh(2ψ) + σ(X 1 , X 2 ) sinh(2ψ) .
Let now t = u + jv ∈ D determine canonical coordinates on M = (D, x) according to Definition 6.1 . Denote by (X 1 , X 2 ) the orthonormal tangent basis, whose vectors are oriented as the coordinate vectors (x u , x v ), respectively. Since the coordinates are canonical, then σ(x u , x u )⊥ σ(x u , x v ) according to (6.3) . The last condition is equivalent to σ(X 1 , X 1 )⊥ σ(X 1 , X 2 ). Suppose that σ(X 1 , X 1 ) and σ(X 1 , X 2 ) are not zero. Thus, the canonical coordinates on M determine canonical orthonormal basis (n 1 , n 2 ) of the normal plane η, whose vectors are oriented as the vectors (σ(X 1 , X 1 ) , σ(X 1 , X 2 )), respectively. Then we have: (7.4) σ(X 1 , X 1 ) = ν n 1 , σ(X 1 , X 2 ) = µ n 2 , where (7.5) ν = σ(X 1 , X 1 ) , µ = σ(X 1 , X 2 ) ; ν > 0 , µ > 0 .
It is clear that in canonical coordinates σ(X 1 , X 1 ) lies on the real axis of the hyperbola H p , while σ(X 1 , X 2 ) lies on the conjugate axis of H p . Respectively, ν is the length of the n 1 real semi-axis, while µ is the length of the conjugate semi-axis, which implies that ν and µ are invariant functions of the minimal surface. Further, we have: (7.6) σ(x u , x u ) = −E ν n 1 , σ(x u , x v ) = −E µ n 2 .
Using that the canonical coordinates satisfy σ 2 (x u , x u ) + σ 2 (x u , x v ) = 1 according to (6. 3), we obtain the equality E 2 (µ 2 + ν 2 ) = 1 , or
Denote by κ the sectional curvature of the normal plane η with respect to the normal connection of M. Then we have κ = R N (X 1 , X 2 )n 1 · n 2 . This curvature is geometrically determined up to a sign. In canonical coordinates we have:
Taking into account the last formulas, we get:
Hence, in canonical coordinates
Equations (7.7) show that the sign of the Gauss curvature determines the relation between the invariants ν and µ : K < 0 ⇔ the real semi-axis of H p is greater than the conjugate semi-axis ; K = 0 ⇔ H p is an rectangular hyperbola ; K > 0 ⇔ the real semi-axis of H p is less than the conjugate semi-axis .
Thus, the condition K = 0 characterizes the superconformal points on the minimal time-like surface M of general type. Combining with Propositions 6.4 and 6.5 we obtain the following statement: Proposition 7.2. Let p be a point on the minimal time-like surface M in R n 1 and the Gauss curvature K p = 0 . Then the point p is either degenerate or superconformal .
Remark 7.1. Let M be a minimal time-like surface, parametrized by canonical parameters (u, v). Making the special change of the parameters:
we obtain that the new parametric lines are isotropic. As a corollary of the properties of the canonical parameters, it follows that (ū,v) are also determined uniquely and can be considered as canonical isotropic parameters. All formulas in canonical parameters have their corresponding formulas in canonical isotropic parameters.
