Abstract. Let c, k1, . . . , kN be non-negative numbers, and define a measure µ in the wedge
Introduction
Let a measure ν be defined by dν = φ(x) dx, where φ is a positive Borel measurable function defined on a subset Ω of R N . If M is Lebesgue measurable set with M ⊂ Ω, we define the ν-measure of M Note that if M is a smooth set, then
The isoperimetric problem reads as One says that M is an isoperimetric set if ν(M ) = m and I ν,Ω (m) = P ν (M, Ω). In this paper we consider the case that Ω is the wedge W in R N , where (1.3) W := {x ∈ R N : x i > 0, i = 1, . . . , N }, and we determine functions φ having B R ∩ W as an isoperimetric set.
Here and throughout the paper, B R and B R (x) denote the ball of radius R centered at zero and at x, respectively. In a recent paper [5] , the authors studied the case that Ω is the half-space
and, among other things, the following two results were proved.
Theorem A: (see [5] , Theorem 1.1) Let
Theorem B: (see [5] , Theorem 2.1 and Lemma 2.1) Let φ ∈ C 2 (W ), and assume φ is in separated form,
where
where a > 0, k i ≥ 0, (i = 1, . . . , N ), and c ∈ R.
Theorems A and B are imbedded in a wide bibliography related to the isoperimetric problems for manifolds with density (see, for instance, [1, 2, 3, 4, 7, 8, 9, 10, 11, 12, 13, 14, 15] ).
The following result accomplishes Theorem B, and its proof will be given in Section 2:
Theorem 1 : Let c, k i be nonnegative numbers, (i = 1, . . . , N ), and let a measure µ on W be defined by
It is customary to write isoperimetric inequalities as a relation between the perimeter and the measure of a set.
, and
With these notations Theorem 1 can be reformulated as
with equality if M = B R ∩ W , for some R > 0. Note, in the special case c = 0, (1.6) reads
Theorem 1 has numerous applications, and they will be analysed in a forthcoming paper [6] :
The fact that sets B R ∩ W , (R > 0), are isoperimetric for the weighted measure µ imply a PolyaSzegö -type inequality, comparing the weighted Sobolev norms of a given function and its weighted rearrangement (compare with [18] , p. 125). In turn, this allows to find the best constants in some Sobolev inequalities for functions defined in the wedge W . Furthermore, Theorem 1 gives rise to sharp comparison result for weighted elliptic problems in subsets of W (compare with [16] , [17] , and [1] ).
Proof of the main result
In this section we prove Theorem 1. A crucial role is played by the following
Proof: Equation (2.1) implies
Assume (2.5) was not true. Then there exists θ 0 ∈ (0, π/2) with
This, in turn, also implies that
By (2.4) we have
The second condition in (2.6) and (2.8) give
Then, differentiating (2.8), the third condition in (2.6 ), and (2.9) give
On the other hand, (2.9) yields
Plugging (2.11) into (2.10), we find
Setting sin 2 θ 0 =: z ∈ (0, 1), this yields
which is impossible. Hence (2.5) follows, and Lemma 1 is proved. ✷ Now we prove Theorem 1 in two steps. We firstly face, using Lemma above, the bidimensional case and then the result is achieved in its full generality via an induction argument over the dimension N . Proof of Theorem 1.
Step 1: The case N = 2. We write (x, y) for points in R 2 , and W := {(x, y) ∈ R
where the C k 's are mutually non-intersecting, smooth curves, and
ds : Euclidean arc length differential ).
Let C be one of the curves in the decomposition (2.14), with parametrization
where x, y ∈ C 1 ([a, b]) and a, b ∈ R, a < b. Then (2.16)
Let p : W → (0, +∞) × (0, π/2) be the polar coordinates mapping given by p(r cos θ, r sin θ) := (r, θ), (r > 0, 0 < θ < π/2), and write (r(t), θ(t)) := p(x(t), y(t)), (a ≤ t ≤ b). Then also (2.17)
(Here and in the following, " ′ " denotes differentiation w.r.t. t.) Next, let U : (0, +∞) × (0, π/2) → (0, +∞) × (0, π) be the mapping given by
where σ is the function defined by (2.1) and (2.2). Finally, let R 2 + be the upper half-plane {(u, v) ∈ R 2 : v > 0}, and define a diffeomorphism from W onto R 2 + by
Writing (u, v) for points in R 2 + , and (x, y) ≡ (r cos θ, r sin θ) for points in W , we have (u, v) ≡ T (x, y) = (r cos σ(θ), r sin σ(θ)).
Introduce a measure µ on R 2 + by
Using the notation (u(t), v(t)) := T (x(t), y(t)), and since p(u(t), v(t)) = (r(t), σ(θ((t))), (a ≤ t ≤ b), we find, similarly as above,
and
By Lemma 1 we have dσ dθ ≥ 1, which implies, together with (2.19), (2.1) and (2.2),
with equality if r(t) = const. for t ∈ [a, b]. In view of (2.15), (2.17), (2.18) and (2.20) we conclude that
with equality if M = B R ∩ W . Finally, using (2.1), an elementary calculation shows that
Now Theorem A, for N = 2, tells us that
Together with (2.21) and (2.22) this proves the assertion for smooth sets. If M is a measurable subset of W with finite µ-perimeter, then, by the very properties of the weighted perimeter, there exists a sequence of smooth sets {M n }, (M n ⊂ W , n ∈ N), such that lim n→∞ µ(M n ∆M ) = 0, and lim n→∞ P µ (M n ) = P µ (M ). Hence the assertion for M follows by approximation. ✷
Step 2: The general case. We proceed by induction over the dimension N . We write y = (x ′ , x N , x N +1 ) for points in R N +1 , where x ′ ∈ R N , and x N +1 ∈ R, and
Assume that the assertion holds true for some N ∈ N, (N ≥ 2). Let a measure µ on W N +1 be given by
We define two measures ν 1 and ν 2 by
, and note that dµ = dν 1 dν 2 . Let M be a subset of W N +1 having finite and positive µ-measure. We define 2-dimensional slices
)}, and note that ν 2 (M (x ′ )) < +∞ for a.e. x ′ ∈ M ′ . For all those x ′ , let Q(x ′ ) be the quarter disc in R 2 + centered at (0, 0) with
Since Theorem 1 holds in the two-dimensional case, we have that
The product structure of the measure µ tells us that (i) µ(M ) = µ(Q), and (ii) the isoperimetric property for slices, (2.23), carries over to M , that is,
and introduce a measure α on The equalities above, together with (2.25) and (2.24), yield
that is, the isoperimetric property holds for N + 1 in place of N dimensions. The Theorem is proved. ✷
