Организация сетевого взаимодействия устройств на основе принципов Mesh-сети by Симонова, Е.В. & Мирошников, Д.Ю.
 
International Scientific Conference Proceedings, Volume 2 
“Advanced Information Technologies and Scientific Computing” PIT 2015 
 
 317 
ческих ресурсов, так и снижения аварийности и повышения надежности работы 
технологического оборудования. 
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Введение 
В области создания и использования космических аппаратов (КА) фор-
мируется новая тенденция создания орбитальных группировок, базирующихся 
на КА малой весовой размерности. Считается, что создание кластеров или 
«роя» из большого количества маломассогабаритных космических аппаратов 
(МКА) способно радикально изменить установившееся представление о роли и 
месте космических средств дистанционного зондирования (ДЗЗ) и значительно 
расширить нишу потребительских сервисов по сравнению с реализуемыми в 
настоящее время [1]. Важной частью построения подобных систем является ор-
ганизация сетевого взаимодействия множества устройств, количество и поло-
жение в пространстве которых не постоянно. 
Постановка задачи 
Пусть имеется некоторое число мобильных и стационарных устройств. 
Необходимо организовать сеть этих устройств (рисунок 1) такую, что мобиль-
ные устройства должны иметь возможность свободно перемещаться в про-
странстве, не теряя способности обмениваться друг с другом информацией по 
беспроводному каналу передачи данных, даже если какие-либо два устройства 
не находятся в зоне прямой радиовидимости. Это должно достигаться за счет 
способности устройств передавать данные в режиме ретрансляции. Сеть долж-
на обладать свойством самоорганизации, т.е. добавление новых устройств в 
сеть будет происходить просто за счет достижения ими зоны радиовидимости 
любого устройства уже находящегося в сети, а узлы, уже находящиеся в ней, 
могут свободно покидать пределы сети и возвращаться в них. Стационарные 
устройства служат для получения или пересылки информации в сеть. Для об-
щения с внешним миром они используют проводные среды передачи данных, а 
для взаимодействия с мобильными устройствами – радиосвязь. 
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Описанные свойства сети устройств являются основными свойствами 
Mesh-сетей, топология которых основана на децентрализованной схеме органи-
зации сети. Их отличительной особенностью является самоорганизующаяся ар-
хитектура, реализующая следующую функциональность[2]: 
− создание зон сплошного информационного покрытия большой площади; 
− масштабируемость сети (увеличение площади зоны покрытия и плотности 
информационного обеспечения) в режиме самоорганизации; 
− использование беспроводных транспортных каналов (backhaul) для связи то-
чек доступа в режиме "каждый с каждым"; 
− устойчивость сети к потере отдельных элементов. 
Точки доступа, работающие в Mesh-сетях, не только предоставляют услу-
ги абонентского доступа, но и выполняют функции маршрутизато-
ров/ретрансляторов для других точек доступа той же сети. Благодаря этому по-
является возможность создания самоустанавливающегося и самовосстанавли-
вающегося сегмента широкополосной сети [2]. 
Mesh протокол cjdns 
Для построения Mesh-сети использовался Mesh протокол cjdns. Суще-
ствует несколько его аналогов (таблица 1), различных по своим функциональ-
ным возможностям. 
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Таблица 1 – Сравнение Mesh протоколов 
 
Среди них большими возможностями обладает cjdns. Он по умолчанию 
обеспечивает функционирование зашифрованной IPv6 сети, в которой исполь-
зуются публичные ключи шифрования для присвоения публичного адреса [3]. 
Для построения Mesh-сети на узлы необходимо лишь установить ПО, реализу-
ющее протокол cjdns. С помощью данного ПО генерируется файл настроек, в 
котором узлу присваиваются IPv6 адрес, публичный и приватный ключи шиф-
рования трафика. Далее в этом же файле всего лишь необходимо указать, по 
какому сетевому интерфейсу, доступному устройству, необходимо осуществ-
лять поиск других узлов сети. 
Используемое оборудование 
В качестве устройств, которые были объединены в Mesh-сеть, использо-
вались Raspberry Pi 2. Raspberry Pi 2 представляет собой одноплатный компью-
тер размером с банковскую карту. Его основой является однокристальная си-
стема Broadcom BCM2836 с четырьмя ядрами ARMv7 Cortex-A7 частотой 900 
МГц и Broadcom VideoCore IV 250 МГц, 1 гигабайт ОЗУ. На плате находится 
набор низкоуровневых интерфейсов, которые позволяют подключать к 
Raspberry Pi платы расширения, внешние контроллеры, датчики и прочие ак-
сессуары. Так, на плате есть 15-пиновые слоты CSI-2 для подключения камеры 
и DSI для установки дисплея. Также имеет ся колодка на 40 линий ввода-
вывода общего назначения (GPIO, General Purpose Input/Output). На них же реа-
лизованы интерфейсы UART, консольный порт, SPI и I²C. Raspberry Pi спосо-
бен работать под управлением большинства дистрибутивов Linux, но разработ-
чики этого компьютера подготовили специальные версии популярных дистри-
бутивов (дистрибутив Debian, получивший название Raspbian, Fedora, назван-
ная Pidora, и др.), настроенные специально под оборудование Raspberry Pi. 
Обширные возможности для подключения периферийных устройств, 
операционные системы, оптимизированные под оборудование компьютера, 
большое количество периферийных модулей, сделанных специально для этого 
компьютера, делают Raspberry Pi 2 удобной для постановки различных экспе-
риментов со взаимодействием устройств, а широкое его распространение поз-
воляет быстро находить решения преодоления трудностей в установке и 
настройке различного оборудования или программного обеспечения. 
Связь компьютеров друг с другом была организована через Wi-Fi адапте-
ры, настроенных на режим работы ad-hoc. В отличие от стандартного режима 
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infrastructure, Wi-Fi адаптеры способны обмениваться данными напрямую друг 
с другом без участия в обмене единой точки доступа. 
Прототип Mesh-сети 
Был построен прототип Mesh-сети из трех устройств. Одно из них мо-
бильное и оснащено камерой. Второе устройство стационарное и служит для 
доступа к Mesh-сети извне. На нем настроен сетевой мост, позволяющий ком-
пьютерам в локальной сети получать данные из Mesh-сети. Третье устройство 
служит промежуточным узлом в Mesh-сети между стационарным устройством 
и устройством с камерой. 
Для демонстрации возможностей данной сети был поставлен эксперимент 
по получению видеосигнала из этой сети. Для этого устройство, оснащенное 
камерой, создает веб интерфейс, доступный по IPv6 адресу, в котором отобра-
жается изображение, получаемое с камеры. Изначально включены только 
устройство с камерой и стационарное. Они находятся в зоне прямой радиови-
димости друг друга (рисунок 2а). При этом сигнал поступает с устройства с ка-
мерой и через стационарное устройство перенаправляется в локальную сеть. В 
браузере компьютера, находящегося в локальной сети, был доступен веб ин-
терфейс устройства с камерой. После отдаления мобильного узла сети (рисунок 
2б) соединение разрывалось, и трансляция видеосигнала прерывалась. Затем 
было включено промежуточное устройство и помещено между мобильным и 
стационарным узлами (рисунок 2в). При этом Mesh-сеть самоорганизовыва-
лась, и трансляция видеосигнала возобновлялась. 
 
Рис. 2. Результаты эксперимента: а) мобильное и стационарное устройства в 
зоне прямой видимости; б) мобильное и стационарное устройства вне зоны 
прямой видимости; в) между мобильным и стационарным устройствами добав-
лен промежуточный узел. 
Заключение 
При использовании протокола cjdns и описанного выше оборудования 
получилось организовать сеть устройств, взаимодействующих друг с другом. 
Был поставлен эксперимент, показывающий работоспособность данной сети, 
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способной к масштабированию, самоорганизации, передаче данных через про-
межуточные узлы. 
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Введение 
Развитие микроэлектроники и достижения в области планирования сеан-
сов связи привели к росту интенсивности эксплуатации космических аппаратов 
(КА). Появилась возможность ставить задачи не только отдельным КА, но и их 
группировкам – объединениям спутников, обладающих различными возможно-
стями целевого применения. Современные подходы к решению задач планиро-
вания обеспечивают динамическое изменение расписаний выполнения постав-
ленных задач [1-2]. В связи с этим появляется потребность в мониторинге за 
состоянием ресурсов группировки КА, распределением заявок на съемку и про-
грессом в решении поставленных задач. Существующие системы мониторинга 
целевого применения КА представлены в стационарном (пакетном) виде и раз-
рабатываются специально под каждый космический аппарат. Для их примене-
ния необходимо предварительно установить на компьютер пользователя дис-
трибутив системы, для обновления которого потребуется установить либо спе-
циальные пакеты обновлений, либо, если данная возможность не предусмотре-
на, переустановить программное обеспечение. В то же время, при решении за-
дачи наблюдения за группировками КА возникает потребность в непрерывной 
работе системы, что затрудняет использование пакетных программных средств. 
Постановка задачи 
