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Abstract
Locomotion automation is a very challenging and complex problem to solve. Besides
the obvious navigation problems, there are also problems regarding the environment
in which navigation has to be performed. Terrains with obstacles such as rocks, steps
or high inclinations, among others, pose serious difficulties to normal wheeled vehi-
cles. The flexibility of legged locomotion is ideal for these types of terrains but this
alternate form of locomotion brings with it its own challenges to be solved, caused
by the high number of degrees of freedom inherent to it.
This problem is usually computationally intensive, so an alternative, using simple
and hardware amenable bio-inspired systems, was studied. The goal of this thesis
was to investigate if using a biologically inspired learning algorithm, integrated in a
fully biologically inspired system, can improve its performance on irregular terrain
by adapting its gait to deal with obstacles in its path.
At first, two different versions of a learning algorithm based on unsupervised rein-
forcement learning were developed and evaluated. These systems worked by corre-
lating different events and using them to adjust the behaviour of the system so that it
predicts difficult situations and adapts to them beforehand. The difference between
these versions was the implementation of a mechanism that allowed for some corre-
lations to be forgotten and suppressed by stronger ones.
Secondly, a depth from motion system was tested with unsatisfactory results. The
source of the problems are analysed and discussed. An alternative system based on
stereo vision was implemented, together with an obstacle detection system based on
neuron and synaptic models. It is shown that this system is able to detect obstacles
in the path of the robot.
After the individual systems were completed, they were integrated together and the
system performance was evaluated in a series of 3D simulations using various sce-
narios. These simulations allowed to conclude that both learning systems were able
to adapt to simple scenarios but only the one capable of forgetting past correlations
was able to adjust correctly in the more complex experiments.
Declaration of originality
I hereby declare that the research recorded in this thesis and the thesis itself was





During the period of this PhD many people have helped me one way or another. In
these section I will name a few:
My supervisor Alan Murray, for the useful advice and motivation given throughout
my PhD.
Dr. Bernd Porr and Dr. Les Haworth for accepting to be the examiners of this thesis
and for the helpful comments that allowed increase its quality.
I would like to thank in particular to Andrew Cogman, Keith Muir and Alana Blewitt
for helping me maintain some of my sanity during this period by providing very
good company, usually accompanied by nice food and drinks. I would also like to
thank Andrew Angus, Kenny (Cheng-Kai) Lu, Katherine Cameron and everybody
else at the lab for all the fun conversations, support and for generally making the
office a pleasant place to work in. I would like to thank all of them again for proof
reading the several iterations of my thesis.
The Edinburgh University Rifle Club and its members, for enabling me to practise a
very fulfilling and relaxing sport in very good company.
My family for their unconditional support throughout the whole period. And finally
Sara, for giving me strength and for her never ending patience.
My PhD was funded by EPSRC and by Fundação para a Ciência e Tecnologia.
iv
Contents
Declaration of originality . . . . . . . . . . . . . . . . . . . . . . . . . . . iii
Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv
Contents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v
List of figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii
1 Introduction 1
1.1 Thesis statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Chapter layout . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2 Robot Sensing and Control Review 4
2.1 Locomotion types . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.1.1 Legged Robots . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Control Types . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.3 Sensing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3 Learning 13
3.1 Hebbian Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.1.1 Stability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.2 Differential Hebbian Learning . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.3 Spike Timing Dependent Plasticity . . . . . . . . . . . . . . . . . . . . . . 22
3.4 Learning System Implementation . . . . . . . . . . . . . . . . . . . . . . . 23
3.4.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.4.2 Implementation of the Spiking ISO3 . . . . . . . . . . . . . . . . . 23
3.4.3 Problems observed . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.4.4 Solution proposed - Forgetful ISO3 . . . . . . . . . . . . . . . . . 29
3.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4 Vision processing and Depth Estimation 39
4.1 Depth from Motion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.1.1 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.1.2 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.2 Stereo Vision . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.2.1 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.2.2 Spiking Output . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.3 Obstacle Detection/Approach detection . . . . . . . . . . . . . . . . . . . 63
4.3.1 Layer Connections . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.3.2 Output Layer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
5 Robot Model Integration 71
5.1 Closed Loop Proof of Concept . . . . . . . . . . . . . . . . . . . . . . . . 73
5.1.1 Proportional Prediction Events . . . . . . . . . . . . . . . . . . . . 79
5.2 3D Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
v
Contents
5.2.1 Physical Robot vs Simulation – some Compromises . . . . . . . . 80
5.2.2 Vision system and learning system integration . . . . . . . . . . . 83
5.2.3 Closed Loop Experiments using Spiking ISO3 learning . . . . . . 85
5.2.4 Closed Loop Experiments using Forgetful ISO3 learning . . . . . 94
5.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
6 Summary and Conclusions 104
6.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
6.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106




2.1 ATHLETE robot prototype . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 ASIMO robot . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.3 Biped walking (a) and running (b) gaits . . . . . . . . . . . . . . . . . . . 7
2.4 Big Dog robot . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.5 Examples of existing hexapod robots. . . . . . . . . . . . . . . . . . . . . 9
2.6 Wave and Ripple Gaits . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.7 Alternating tripod gait . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
3.1 Learning Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.2 Architecture of Hebbian Learning . . . . . . . . . . . . . . . . . . . . . . 16
3.3 Architecture of ISO Learning . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.4 Architecture of ICO Learning . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.5 Architecture of ISO3 Learning . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.6 ISO3 Timing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.7 STDP example curve . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.8 Correlation Pairs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.9 Input Spikes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.10 Weight progression . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.11 Weight update for the spiking version of the ISO3 learning. . . . . . . . 26
3.12 Inputs used during the open loop simulations used for debugging . . . 27
3.13 Correlation triplets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.14 Inputs for the learning with coincidental erroneous inputs . . . . . . . . 28
3.15 Output activity for Spiking ISO3 . . . . . . . . . . . . . . . . . . . . . . . 29
3.16 Spiking ISO3 weight trace . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.17 Illustration of the change of weights in Forgetful ISO3 . . . . . . . . . . 31
3.18 Illustration of the change of weights in Forgetful ISO3 in the absence
of a signal. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.19 Forgetful ISO3 weight trace . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.20 Output activity for the Forgetful ISO3 system . . . . . . . . . . . . . . . 34
3.21 Random Input spikes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.22 Weight traces obtained when the random spike sequence from figure
3.21 is used to train the Forgetful ISO3 system . . . . . . . . . . . . . . . 35
3.23 Frequency plot of the Forgetful ISO3 neuron output obtained when the
random spike train is used . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.24 Weight traces obtained when the random spike sequence from is used
to train the Spiking ISO3 system . . . . . . . . . . . . . . . . . . . . . . . 37
3.25 Frequency plot of the Spiking ISO3 neuron output obtained when the
random spike train is used . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.1 Difference in optical flow for two different points . . . . . . . . . . . . . 41
4.2 Neuron Distribution for the depth from motion algorithm . . . . . . . . 42
vii
List of figures
4.3 An edge projection propagating through the camera sensor . . . . . . . 43
4.4 Example of filtering algorithm activity . . . . . . . . . . . . . . . . . . . . 44
4.5 Koala Robot . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.6 Koala experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.7 Neuron axis selected for the analysis of the depth from motion algorithm 46
4.8 Edge Events . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.9 Tracking of different edges along 4 different neuron axis in the presence
of a cyclic roll movement in the camera . . . . . . . . . . . . . . . . . . . 49
4.10 Tracking of different edges along 4 different neuron axis in the presence
of a cyclic pitch movement in the camera . . . . . . . . . . . . . . . . . . 50
4.11 Possible way to counteract the effect caused by movement perpendicu-
lar to the neuron axis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.12 All the angles and distances used in the depth calculation . . . . . . . . 51
4.13 Comparison between the calculated values for the depth in the two cases 55
4.14 Contour plot of the error ratio between the unstable movement, with
both rotational and translational components, and the stable one . . . . 56
4.15 Comparison between the calculated values for the depth in the two cases 57
4.16 Contour plot of the error ratio between the translation movement and
the stable one . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.17 An illustration of Binocular Disparity . . . . . . . . . . . . . . . . . . . . 59
4.18 SRV-1 Board . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.19 Example of the result obtained from the disparity calculation module . 61
4.20 Distribution of the disparity sensitivity throughout the different neurons 62
4.21 Relationship between disparity and depth . . . . . . . . . . . . . . . . . 62
4.22 Example for the disparity calculation output . . . . . . . . . . . . . . . . 64
4.23 Architecture of the obstacle detection system . . . . . . . . . . . . . . . . 66
4.24 Three phases for a simple object approach . . . . . . . . . . . . . . . . . 67
4.25 Output from the disparity sensitive neurons when stimulated with a
sinusoidal curve . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.26 Output neurons activity . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
5.1 Connections between the system components. . . . . . . . . . . . . . . . 71
5.2 Walking Behaviours implemented . . . . . . . . . . . . . . . . . . . . . . 75
5.3 Step learning progression . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
5.4 Gap learning progression . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
5.5 Comparison between the simulation runs with and without learning . . 77
5.6 Weight progression for the predictive pathway on a successful trial. . . 77
5.7 Weight progression for the predictive pathway on a trial where some
problems were observed . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
5.8 Weight progression for the predictive pathway on the second trial . . . 79
5.9 Weight progression for the predictive pathway for the system with a
proportional predictive signal . . . . . . . . . . . . . . . . . . . . . . . . . 80
5.10 Robot model and a stick insect, which served as its inspiration. . . . . . 81
5.11 Robot Leg illustration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
5.12 Robot leg groups . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
5.13 Comparison between the nominal and disturbed joint angles of the
Coxa and Femur joint angles . . . . . . . . . . . . . . . . . . . . . . . . . 84
viii
List of figures
5.14 Illustration of the integration between the vision and learning systems . 84
5.15 Activity in some predictive inputs after passing through the input filter 85
5.16 Scenario 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
5.17 Trace of the right foot after learning is successful in overcoming Sce-
nario 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
5.18 Trace of the weights for Scenario 1 . . . . . . . . . . . . . . . . . . . . . . 87
5.19 Plot of the sum of the weights for each of the blocks at the end of
Scenario 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
5.20 Scenario 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
5.21 Trace of the right foot after learning is successful in overcoming Sce-
nario 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
5.22 Trace of the weights for Scenario 2 . . . . . . . . . . . . . . . . . . . . . . 90
5.23 Plot of the sum of the weights for each of the blocks at the end of
Scenario 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
5.24 Third phase of Scenario 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
5.25 Trace of the right foot during one of the iterations of phase 3 of Scenario 3 92
5.26 Plot of the sum of the weights for each of the blocks at the end of phase
2 of Scenario 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.27 Trace of the weights for Scenario 3 for the two sides of the image . . . . 93
5.28 Trace of the right foot during one of the iterations of phase 2 of Scenario 4 94
5.29 Plot of the sum of the weights for each of the blocks at the end of phase
1 of Scenario 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.30 Trace of the weights for Scenario 4 for the two sides of the image . . . . 96
5.31 Trace of the right foot after learning is successful in overcoming the
obstacle from figure 5.16 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5.32 Trace of the weights for Scenario 1 using Forgetful ISO3 . . . . . . . . . 97
5.33 Plot of the sum of the weights for each of the blocks at the end of
Scenario 1 using Forgetful ISO3 . . . . . . . . . . . . . . . . . . . . . . . . 97
5.34 Trace of the right foot after learning is successful in overcoming the
obstacle in Scenario 2 using Forgetful ISO3 . . . . . . . . . . . . . . . . . 98
5.35 Trace of the weights for Scenario 2 using Forgetful ISO3 . . . . . . . . . 98
5.36 Plot of the sum of the weights for each of the blocks at the end of
Scenario 2 using Forgetful ISO3 . . . . . . . . . . . . . . . . . . . . . . . . 99
5.37 Plot of the sum of the weights for each of the blocks at the end of phase
2 of Scenario 3 using Forgetful ISO3 . . . . . . . . . . . . . . . . . . . . . 100
5.38 Trace of the right foot during one of the iterations of phase 3 of Scenario
3 using Forgetful ISO3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
5.39 Trace of the weights for Scenario 3 using Forgetful ISO3 for the two
sides of the image . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
5.40 Trace of the right foot during one of the iterations of phase 2 of Scenario
4 using Forgetful ISO3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
5.41 Plot of the sum of the weights for each of the blocks at the end of phase
1 of Scenario 4 using Forgetful ISO3 . . . . . . . . . . . . . . . . . . . . . 102
5.42 Trace of the weights for Scenario 4 using Forgetful ISO3 for the two




Robots are becoming more popular every day, the number of applications increases at
great speed, from vacuum cleaners to industrial robots in assembly lines, and surgical
robots which can be used to operate remotely on a patient [1].
Autonomous moving robots can be particularly relevant for applications such as
space exploration [2–4], hazardous environments [5], disaster zones [6], mainly ap-
plications where having a human present is not possible and/or inadvisable. These
robots can be separated into several types according to the method of locomotion
used. For ground robots, the most popular ones are wheeled, but there are also
tracked robots, legged robots and other less used types.
Whilst wheeled and tracked robots are simple to control, legged robots are more
flexible in the types of terrains they can handle. However, they are also more chal-
lenging to control than wheeled robots, which decreases the interest potential users
have on them. Traditionally, legged robots have had very complex and computation-
ally intensive control systems which, by taking precious power and computational
time resources, puts a limit on how far they can be taken in an automation point of
view.
As walking is the most basic task an automated legged robot has to accomplish be-
fore any other can be performed, finding better alternatives to the traditional control
mechanisms becomes necessary in order to free up vital resources and create an op-
portunity to use more complex higher level automation tasks.
Nature has already solved the control problem for legged locomotion, so instead of
trying to “reinvent the wheel”, another approach can be attempted instead: to under-
stand the principles in which that solution is based and use them to our advantage.
The human brain is not as good at performing multiplications, matrix operations
and other such functions performed easily by traditional computers which solve sev-
eral million calculations per second however, one thing they accomplish very well
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is interacting with the physical world and controlling the bodies in which they are
integrated by using a large number of simple and low power computing nodes in
a highly parallel architecture, the neurons. So it may be beneficial for the develop-
ment of autonomous robots to take advantage of such an architecture. Neuromorphic
systems attempt to mimic small components or processes of nervous systems from
animals. These systems are usually amenable to analogue hardware implementation,
which allows them to have very low energy consumption and high miniaturisation
capability.
Another benefit of using biologically inspired mechanisms is the possibility of finding
potential problems in the existing models, leading to their reformulation and offering
additional insight on the quality of the current understanding of biology.
Some animals, such as the cockroach [7], rely on a mechanism called Central Pattern
Generator (CPG) as the basic generator of the rhythmic movements involved in walk-
ing. Other animals, such as the stick insect [8–10] use a more distributed mechanism
of control which relies more on proprioception to generate the movements and the
synchronisation of the limbs. Both mechanisms have been trialled with success in
a variety of robots [11, 12]. In animals, both of these types of mechanisms are then
modulated by additional sensory signals in order to change their behaviour to suit
the circumstances.
Animals also have reflex behaviours which are “hard coded” reactions to certain
events. In locomotion there are a few reflexes regarding obstacles, such as steps
or gaps, which come into action usually by being triggered by tactile sensors. These
reflex behaviours are used as a basic modulation, but with time, animals start to
recognise actions which lead to the situations causing the reflexes and learn how to
adapt their actions in the presence of those predictive signals. One of these signals
originates in the vision system and is very important for locomotion as, after learn-
ing, it allows the animal to react to problematic situations at a greater distance, before
they require sudden reflexive actions to be taken.
The modulation of movements by sensory information such as vision is a very impor-
tant component of locomotion in irregular terrain, for example with holes, steps, and
other obstacles. It is also a very complex mechanism to hard code, as it depends on
2
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the individual characteristics of the robot in which it is being implemented. The ideal
system would adapt the modulation automatically on each individual robot by learn-
ing with experience without any need for intervention from the user. These types of
learning systems are called Unsupervised Learning Systems.
It is in the context of this interaction between robotic platform, basic walking con-
troller, learning mechanism and vision system which the work described on this the-
sis is performed.
1.1 Thesis statement
This project explores the suggestion that biologically inspired control and processing
systems can improve hexapod walking behaviour on uneven surfaces by using a bi-
ologically inspired unsupervised learning algorithm to use sensor readings to adapt
its gait.
1.2 Chapter layout
Chapter 2 gives an introduction to legged robots, their control types and sensor sys-
tems. Further background on the individual systems can be found at the beginning
of each of the corresponding chapters.
Chapter 3 presents two different versions of the learning algorithm used for the ter-
rain adaptation. The limitations of the first version are discussed and a second version
which overcomes these limitations is proposed.
Chapter 4 starts by describing the “depth from motion” vision system which was
originally intended to be used and mathematically explains the limitations which led
to the decision of not using it in this context. It then describes the vision system and
obstacle detection mechanism implemented as a replacement.
Chapter 5 explains the architecture used for the integration of all the systems, and
gives the simulation results for several steps of the system integration.
In Chapter 6, the results are summarised and some conclusions are presented. Some
potential areas for future work are also discussed.
3
Chapter 2
Robot Sensing and Control Review
As the work described in this thesis was developed in the context of a legged robot
application using biologically inspired components, this chapter will give an intro-
duction to several topics within this area, which will be of use for the understanding
of the rest of this thesis.
To begin with, several types of locomotion will be discussed with their advantages
and disadvantages, followed by a description of different biologically inspired control
strategies for legged robots. Some sensing mechanisms will then be introduced.
2.1 Locomotion types
There are two main categories of land robot locomotion: wheeled and legged. Each
has its own strengths and weaknesses [13, 14].
Wheeled robots are extremely efficient and easy to control when moving on smooth
and flat surfaces, but have severe difficulties when the terrain is slightly more chal-
lenging, for example when its is rocky, has low coefficient of friction or has very steep
inclines.
Legged robots are better suited for locomotion in difficult terrain, where the flexi-
bility given by their legs allows them to choose better foot placements and maintain
a levelled stance. On smooth and flat surfaces they have the disadvantage of be-
ing slower, less power efficient and more complex to control than wheeled ones. As
legged robots have a higher number of degrees of freedom, they have greater flexibil-
ity in the types of movements they are able to make. They can for example go from
walking in the ground to climbing a wall or a tree [15, 16]. These extra degrees of
freedom can also be used to compensate a fault in one of the limbs [17–20].
This higher number of degrees of freedom available also has disadvantages, the main
4
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one being the high complexity of the control system necessary to use them effec-
tively. Developing such a system is a much more demanding task than developing
the equivalent system in wheeled robots. They also require a higher number of mov-
ing parts and have a higher energy consumption (on terrains in which the wheeled
vehicles can operate) [13].
Nevertheless, when the environment in which the robot is being used is uncertain, the
potential benefits outweigh the difficulties. Legged robots have several potential ap-
plications. They can be very important in search and rescue scenarios within disaster
zones [21], where the terrain is complicated, for example for searching for survivors
inside the rubble of earthquake stricken buildings [22], thus improving accessibility
and minimising the risk for the lives of the people involved in the rescue.
Another potential use is in space exploration. Using wheeled locomotion in space
probes forces the adoption of more conservative navigation paths as it is more likely
to encounter difficulties in problematic areas like rocky terrain and sand areas. These
problems would be reduced if legged locomotion was a possibility. In fact, there
is already a NASA JPL project which is developing a hybrid robot called ATHLETE
(All-Terrain Hex-Limbed Extra-Terrestrial Explorer). This robot has six legs and small
wheels at the end of each leg, so it can be efficient on smooth surfaces, but still be
able to overcome difficult terrain [23].
As a requirement of this project was biological plausibility, and since there are no
animals using wheels as a form of locomotion, the next part of this chapter will
describe several types of legged locomotion as well as types of control for legged
locomotion.
2.1.1 Legged Robots
Depending on the number of legs a robot has, it can perform different types of gaits
(movement patterns of the different legs), which give it different speed and stability.
The different characteristics of the most common types of robots (with 2, 4 and 6 legs)
are described below.
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Figure 2.1: ATHLETE robot prototype (picture from [24]) developed by NASA-JPL.
2.1.1.1 Biped
Biped locomotion, with its limited number of support points is mostly based on dy-
namic stability, which means that, even when standing, balance is achieved by con-
stantly adjusting muscle/motor tension to compensate for any deviation from the
vertical position. A very famous example of a biped robot is ASIMO from Honda,
which can be seen in figure 2.2
The main types of biped locomotion are walking and running. When walking (figure
2.3a), the robot alternates between one and two support points. At the initial position,
potential energy is converted to kinetic energy up to the point where the other leg
reaches the ground. At this point, the second leg starts supporting the body and the
kinetic energy is converted to potential energy again. The body then starts to rise
until it reaches to the vertical position again, when the cycle restarts again. This cycle
is similar to an inverted pendulum [26].
When running (figure 2.3b), the gait changes to one where moments of single support
alternate with moments of suspension, when no part of the body is in contact with the
ground. In this gait type, the leg is analogous to a spring, accumulating the kinetic
energy into elastic energy and then releasing it again in kinetic energy form [26].
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Figure 2.2: ASIMO robot (picture from [25]) developed by Honda.
(a) (b)
Figure 2.3: Biped walking (a) and running (b) gaits.
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2.1.1.2 Quadruped
In robots with four or more legs, it becomes possible to have walking patterns based
upon static stability [27,28]. Static stability occurs when the centre of gravity’s vertical
projection lies inside the base of support, which consists in the convex hull formed
by the points of contact of the feet with the ground.
In quadruped robots, taking advantage of this type of stability means the robot would
only be able to move one leg at a time (creeping gate), thus making the progress
through the terrain very slow [27, 28]. Because of this limitation, walking patterns
based on dynamic stability are still preferred.
Recently, a quadruped robot which has generated a lot of interest from the general
public is a military prototype called Big Dog [29–31], developed by Boston Dynamics
(figure 2.4). This robot is able to walk in challenging terrain, like snow and ice, and
is able to recover from external perturbations like a side impact.
Figure 2.4: Big Dog robot (picture from [32]) developed by Boston Dynamics for the United
States Marine Corps.
2.1.1.3 Hexapod
Hexapod robots are based upon the structure of insects. Hexapod robots, or, in fact,
any robot with six or more legs, are able to use static stability while walking efficiently
and fast. This happens due to the possibility of forming several independent triangles
with the supporting legs which contain the centre of gravity’s vertical projection [28].
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The biggest motivation for the use of hexapodal robots is therefore the ability to
implement a reasonable walking system without having to focus on solving problems
such as balance. This saved effort can instead be used in the attempt to improve
the systems performance on a variety of environments. The extra legs also offer an
advantage when the loss of a limb occurs, in which case, the robot still has the ability
to continue using a less effective, but still functional and stable gait [18, 20, 33].
All the reasons above make the hexapod platform a popular choice amongst the
research community and some examples are presented in figure 2.5.
(a) Hector [34] (b) Tarry II [35] (c) Robot V [36]
Figure 2.5: Examples of existing hexapod robots.
Some of the most used gaits in robotic hexapodal locomotion are the wave, ripple
and alternating tripod gaits [37].
The fastest gait is the alternating tripod, followed by the ripple gate and the slowest
among these is the wave gait. In terms of stability, it follows the reverse trend, with
wave gait being the most stable, as it provides more points of support, and the tripod
gait on the other end of the scale as the least stable, as it uses only the minimum 3
points of support in all but short occasions [37].
The Wave gait is the simplest and consists of moving only one leg at a time.
The Ripple gate consists in moving 2 legs at the same time, one on each side. As
this movement spreads through the rest of the legs on each side, it looks like a ripple
propagating.
Alternating tripod gate is the fastest gate. With six legs it becomes possible to form
two large independent triangles, one formed by the front and rear left legs and the
middle right leg, and the other by the front and rear right legs and the middle left leg.
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(a) (b)
Figure 2.6: Wave (a) and Ripple (b) gaits
When one group is sustaining the body weight and moving back, therefore moving
the body forwards, the other group is lifted and moving forward. This allows for the
body to be always moving while maintaining a steady position.
Figure 2.7: Alternating tripod gait. It consists in alternating between the first and last
of the statuses represented. The legs represented in blue are supporting the body
weight while the ones in green are lifted.
Sensory feedback systems allow for a more dynamic locomotion that changes with
the circumstances, of which, Sensory Coupled Action Switching Modules [11,38] is an
example which uses the equivalent of state machines whose transitions are controlled
by sensory input, like joint position or load. They tend to converge on a tripod gait
as they speed up through a flat terrain, whilst returning to slower and more stable
gaits when faced with more difficult terrain, like slopes.
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2.2 Control Types
There are several options available for the control of a legged robot. On one end are
the systems which plan each foot placement to be taken to the level of the individual
angles of each joint, on the other are the systems which rely on simple biologically
inspired mechanisms which need very little computation.
The complex analytical systems have the advantage of being more accurate in their
actions, at the expense of the need of very high processing power, and since the
resources are usually limited, usually there is not much room for other complex high
level control systems. This type of control is adequate for semi-autonomous robots,
which rely on external systems to control higher level functions.
The biologically inspired systems take advantage of simple mechanisms and rules to
control the robot locomotion, which require less processing power, therefore releasing
more resources to other systems. This characteristic gives them the potential to use
more complex high level systems or to increase their power autonomy.
In hexapod robots, the main inspiration for leg control comes from insects, which have
a varying mixture of two different systems, Central Pattern Generators (CPGs) [39,40]
and Sensory Feedback systems [41].
CPGs are mechanisms which generate gaited walking from the rhythm produced by
a central system ( [39] and [40] provide a comprehensive review of the use of CPGs
in animals and robots), whilst Sensory Feedback systems are more of a distributed
system, in which each joint has its own control system which operates based on its
local sensory information [33, 41, 42]. These tend to converge to a gaited walking
on smooth surfaces and diverge to other adaptive walking patterns when faced with
rough terrain.
Walknet [33, 42] is an example of a distributed control system which uses artificial
neural networks to emulate the behaviour of a stick insect. This system falls in the
Sensory feedback system category, as the movements are generated without the use
of an external oscillatory signal and are instead generated through the processing of
the system status and sensor readings in an artificial neural network that calculates
the change in position.
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Both CPGs and Sensory Feedback System have the possibility of being modulated by
external signals in order to change the gait characteristics in response to stimuli, for
example when approaching an obstacle. As these external stimuli can be of a wide
variety, it is not possible to program all the behaviours beforehand, but it is possible to
incorporate both simple reflex behaviours, which happen for example when the robot
bumps into the obstacle, and have a separate mechanism to learn how to improve the
gait modulations in order to avoid the collisions in the first place. This topic will be
further discussed in Chapter 3.
2.3 Sensing
Most robots have sensory mechanisms in order to acquire information about the sur-
rounding environment, the most common ones are tactile and vision sensors. The
tactile sensors are usually pressure triggers or torque sensors on the joint motors, but
robots with antennas serving as touch sensors can also be found [43]. The vision
sensors are usually single or dual camera setups. Chapter 4 explains in more detail
on how the vision system can be used in robots.
One of the systems tested in this thesis (section 4.1) was a commercially available
artificial neuromorphic retina [44, 45]. Artificial neuromorphic retinas are usually
based on detecting temporal or spatial changes, with some implementations [44, 46,
47], using asynchronous events rather than frames. This asynchronous behaviour has
two advantages: (1) it reduces the average bandwidth necessary to transmit images
by only transmitting the data corresponding to the pixels that have changed, and (2)
it is able to detect very fast movements, as any change comes through at the time it





“Learning, the alteration of behaviour as a result of individual experi-
ence.”
in (ENCYCLOPÆDIA Britannica)
In this chapter, several types of Reinforcement Learning and Unsupervised learning
will be described.
Reinforcement learning affects the decision making process by taking into account
past experience to change how future actions are taken. It relies on evaluative feed-
back (either via a punishment or a reward which can be internal processes such as
pain or pleasure or external ones) for its actions in order to make judgements on
how effective its action was. The agent will then use this information to adjust its
behaviour accordingly in future actions. [48]. This allows it to be used even when the
agent cannot be taught beforehand, as it adapts itself with experience.
Unsupervised learning consists of learning pure correlations in data or signals. What
sets it apart from the other types of learning is that it does not rely on a goal or any
sort of feedback. Instead, it is mostly based on internal processes which detect cor-
relations between events to infer causality and update the behaviour. Pure Hebbian
learning [49] is an example of such type of algorithm.
The type of learning which hasn’t been mentioned yet is Supervised learning, which
consists in learning from examples already classified as good or bad. It is an impor-
tant type of learning, yet it is not sufficient to reach autonomy in the environment as
there are always unforeseen situations which cannot be generalised from the training
data and which the agent will have to learn by trial and error (Reinforcement Learn-
ing). It also suffers from not having a clear parallelism to biological mechanisms [50].
In the last two decades, many of the theoretical models used in reinforcement learning
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have either been proved to take place in the physical systems or have laboratory
analysis of the physical systems [51, 52].
This work was undertaken as part of a project whose main focus was to use these
biologically inspired learning mechanisms in conjunction with other biologically in-
spired mechanisms, such as a biologically inspired robotic platform, vision and tactile
systems.
In animals, the basis for learning lies in the change of connection strength between
synapses in the brain. This mechanism is called synaptic plasticity [52]. Some exam-
ples of different types of learning involving synaptic plasticity will be explained in
the next few sections of this chapter.
3.1 Hebbian Learning
Hebbian Learning is an unsupervised learning mechanism based on correlation de-
tection. It is also the basis for all the other mechanisms described in this chapter.
This type of learning can be described by the following quote from its creator, Donald
Olding Hebb [49]:
“When an axon of cell A is near enough to excite cell B and repeatedly
or persistently takes part in firing it, some growth process or metabolic
change takes place in one or both cells such that A’s efficiency, as one of
the cells firing B, is increased”.
This rule is usually translated into mathematical form by using equations similar to
3.1, 3.2.
Considering there are N presynaptic neurons, whose outputs are represented by ui
where i = 0 . . . N and the output for the postsynaptic neuron is represented by v, the








Where ρi are the weights modulating the synaptic connections between pre and post-
synaptic neurons.
In this project, following on the strategy used in [53,54], the reflex signal is considered
a special input, in the way that it is considered to be a static behaviour that does not
change and the goal of the learning system is to associate other sensors with these
reflexes, predict the situations in which they arise and avoid them by anticipating
an action (figure 3.1). Therefore, in the remaining of this chapter, the presynaptic
signals are distinguished between two different sets of pathways, a reflex pathway,
represented with index 0 and the predictive pathways, with index between 1 and N.
For this work, the reflexive pathway is considered to always elicit the same response
in the postsynaptic neuron, so its weight is fixed and only the predictive pathways
are subjected to learning. This small change makes the system leave the realm of
unsupervised learning and into machine learning, as in this situation, the reflex is
seen as a punishment, which should be avoided.
Figure 3.1: Learning Architecture (adapted from [55]) with 1 reflex and 1 predictive path-
ways. The reflex loop encodes a reactive action to the collision whose timing
association with the predictive loop will be learnt by the system in order to avoid
the reflex events.
Considering these constraints, in Hebbian learning, the weight is then updated ac-




= µuiv, i = 1 . . . N (3.2)
15
Learning
Where µ represents the learning rate which is used to control how fast the learning
process takes place, (too fast and it will overshoot the optimum level, too slow and it
will require an excessive amount of trials in order to achieve learning).








µuiρjuj, i = 1 . . . N (3.3)
If a simple case with only one reflex pathway, together with one predictive pathway











Figure 3.2: Architecture of Hebbian Learning with 1 reflex and 1 predictive pathways.
x0 and x1 represent the reflex input and predictive input respectively. h0 and
h1 are the bandpass filter which create traces u0 and u1 of the input spikes. ρ1
is the weight of the predictive pathway, which is being updated by the learning
algorithm. Σ represents the neuron, which integrates the input signals and v is
its output.
3.1.1 Stability
Hebbian learning is known to be unstable due to the positive feedback process that
occurs, where higher weights lead to higher correlation, which further increases the
weights. This can be better explained by expanding equation 3.3 for the case where
there is 1 predictive input and 1 reflex input.
dρ1
dt
= µu1ρ0u0 + µu1ρ1u1, (3.4)
As can be seen by the second term of the equation (µu1ρ1u1), as soon as the predictive
weight (ρ1) becomes non-zero, it no longer needs a reflex to continue growing, as the
signal will correlate with itself.
Many attempts have been made at stabilising this form of learning (e.g. [56–59]).
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The Oja rule [56] and the BCM rule [57] (both explained in further detail below) are
examples of important contributions towards the stability of Hebbian Learning, which
inspired many others. Other types of attempts are weight decay, weight limitation
and applying resource constraints [50, 60, 61].
Oja rule
The Oja rule is a mechanism used to stabilise Hebbian learning. In [56] it was pro-
posed by Oja that the weight increase should be balanced by a depressive force pro-
portional to the postsynaptic activity. This successfully decreases the implicit expo-








This specific learning rule has also an interesting effect of performing PCA (princi-
pal component analysis) over the inputs. More recently, this rule was shown to be
partially analogous to a biological mechanism of synaptic scaling [52].
BCM rule
The BCM rule [57] (whose name also derives from the names of its creators) uses a
dynamic threshold (θM) in order to decide to increase or decrease synaptic weights
depending on whether the postsynaptic activity is above or below this threshold re-
spectively. The threshold changes depending on the sliding average of the postsy-
naptic activity (E). When the postsynaptic activity is high, the threshold increases,
thus increasing the probability of the weight decrease occurring and when the activ-




= (v− θM) uiv− ερi (3.6)
θM = E [(v/vo)]
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3.2 Differential Hebbian Learning
While traditional Hebbian Learning uses the correlation between the inputs and the
output to change the synapse weights, which produces a symmetrical weight curve
with regards to the order of the events, there is a derived algorithm called Differen-
tial Hebbian learning which allows for an asymmetrical learning. The Differential
Hebbian learning was first created by Bart Kosko in [62] (shortly after this, another
system which also took advantage of an asymmetric learning rule is [63]). This type
of learning uses the correlation between the inputs and the amount of change they
produce in the output. This type of mechanism has been found to be connected to
another biological mechanism, Spike-timing-dependent plasticity (STDP) which will
be described in section 3.3.
The same notation and restrictions used to describe Hebbian learning are applied here
with the addition of the output variation which will be represented from now on by







Where u′j represents the derivative of input uj. The weight variation which leads to
the learning can be represented by the equation below:
dρi
dt
= µuiv′, i = 1 . . . N (3.8)







µuiρju′j, i = 1 . . . N (3.9)
This law has inspired a new family of rules, among those, ISO Learning [54, 55], ICO
Learning [64, 65] and ISO3 Learning [66–68], which have been developed by Bernd
Porr and Florentin Wörgötter (one of the project collaborators).
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Isotropic Sequence Order (ISO) Learning
ISO Learning [54, 55] essentially implements the Differential Hebbian Rule, with
small, but important, changes. In ISO learning, both the predictive (xi, i = 1 . . . N)
and reflexive (x0) inputs are spikes instead of firing rates and these are passed through












Figure 3.3: Architecture of ISO Learning with 1 reflex (x0) and 1 predictive (x1) pathways.
The difference to Hebbian learning, described previously in the section, lies in the
fact that in this case the weight update depends on the amount of variation of the
output (v′) instead of its absolute value.
When these filters obey certain rules, the auto-correlation component, present in Heb-
bian learning and also in its Differential version, disappears as it has been demon-
strated in [68] due to the integral of the filtered signal being 0 which means that
without correlation, the signals will have no impact on the weights. Yet, it is still very
sensitive to small errors, as these will cause the integral to be non-zero. Numerical
approximations or small noise levels will cause it to have an exponential component
in the weight growth as seen in the results from the original articles [54, 55]. Figure
3.3 illustrates this algorithm.
ICO Learning
ICO Learning was developed as an attempt to solve the auto-correlation problem still
present in ISO learning due to its numerical instability. This was achieved by using
only input correlations in the calculation of the weight change [64, 65].
The weight update for ICO Learning can be described by:
dρi
dt













Figure 3.4: Architecture of ICO Learning. The difference from this algorithm to the ISO
learning is in that, instead of using the output variation of the neuron to modulate
the weight change, it uses the variation of the reflex signal directly.
Although this algorithm no longer suffers from instability problems, it comes at the
expense of biological plausibility, as explained by Kolodziejski et al. in [68] where it
is mentioned that “only a few specialised synapses” implement this type of learning.
An illustration of the algorithm’s architecture can be seen in figure 3.4.
Third Factor ISO Learning (ISO3)
ISO3 [66–68] solves the auto-correlation problem by taking a different approach. In-
stead of changing the architecture of the algorithm significantly, ISO3 adds an extra
component to standard ISO in order to take advantage of certain properties of this













Figure 3.5: Architecture of ISO3 Learning. The main difference from this algorithm to the
ISO Learning is the addition of a third input, called relevance, which controls the
time at which the learning takes place. By controlling the timing of the learning,
the auto-correlation can be minimised.
As can be seen in figure 3.6, the bulk of the auto and cross correlations happen at
different moments in time, the auto-correlation happens mostly between the predic-
tion spike and the reflex spike and the cross correlation happens mostly immediately
20
Learning
after the reflex spike.
Figure 3.6: ISO3 Timing (figure adapted from [68]) - the auto-correlation component (AC)
in ISO learning happens mostly between the prediction spike (X1) and the reflex
spike (X0) and the cross-correlation (CC) is stronger in a period right after the
reflex spike. This allows the third factor (R), introduced by ISO3, to limit the
learning to the period of strongest cross-correlation and weakest auto-correlation.
ISO3 takes advantage of this property by inserting a third type of signal R (for “Rele-
vance”) whose function is to limit the learning to the period during which the cross-
correlation is maximum and the auto-correlation is almost non-existent. An analogy
to biological systems can be made, as it is known that certain chemical signals control
the timing at which learning takes place [66–68].







, i = 1 . . . N (3.11)
In practise, the signal used as a third factor is in fact the reflex signal, which is used
in this role merely as a timing signal to turn on learning. This algorithm has been
shown to work in experimental implementations where it was used to anticipate
simple reflex behaviours in wheeled robots [64, 66, 67, 69]
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3.3 Spike Timing Dependent Plasticity
Another learning system worth mentioning is Spike Timing Dependent Plasticity
(STDP) [70]. This is based on a biological process with the same name, which takes
place at a neuron level. It detects causality and changes the synaptic weights accord-
ingly. It has an asymmetric learning rule represented by figure 3.7. According to
whether the spike arrives before or after the postsynaptic one, it can cause one of two






Figure 3.7: STDP example curve - If the presynaptic spike fires before the postsynaptic spike
(pre1), the synapse will suffer Long Term Potentiation (LTP), otherwise (pre2)
Long Term Depression (LTD) will occur.
Long term potentiation (LTP) takes place when the presynaptic spike comes a few
milliseconds before the postsynaptic spike, causing the synaptic weight to be in-
creased.
Long term depression (LTD) is the opposite of LTP. In this case, when the presynaptic
spike comes a few milliseconds after the postsynaptic spike, the synaptic weight is
reduced.
The exact timing constraints vary across the brain areas and can go from only a few
milliseconds to hundreds of milliseconds [71].
22
Learning
3.4 Learning System Implementation
3.4.1 Motivation
As explained in section 3.2, ISO3 manages to improve on learning stability while
maintaining biological plausibility. It has an inconsistency though, this algorithm
accepts spikes as inputs, but then makes use of a linear model for the postsynaptic
neuron. In order to improve the consistency of the model and make it more biolog-
ically plausible, it was replaced, in this project, with a spiking model. The spiking
model chosen was of the integrate and fire type. The integrate and fire neuron model
is one of the simplest spiking models available. It integrates the synaptic input values
in the membrane until it reaches a predefined threshold, at which point it fires a spike
(more information on neuron models can be found in [72] and [73]).
This system was then tested to verify whether this change maintained the same char-
acteristics of the original learning rule.
3.4.2 Implementation of the Spiking ISO3
As already mentioned, the neuron model used in the original method was replaced
by a very simple integrate and fire neuron model. The connections to this neuron
were tuned in a manner so one spike from a presynaptic neuron would elicit multiple
spikes at the postsynaptic output, the frequency of these spikes is proportional to the
input level of the trace. This was performed in order to help preserve the character-
istics of the model, which assumes a linearity in the relation between the input levels
and the output activity.
For these tests, the following parameters were used:
• Predictive signal band pass filter: f = 0.003 and Q = 0.501
• Reflex signal band pass filter: f = 0.008 and Q = 0.501
• The learning rate was set to be µ = 0.015
• The neuron was set to fire when the integration of the input traces reached 1.0
• All band pass filters were normalised to have a peak of value 1.0
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In order to test the model, an open loop simulation, analogous to the one used in [67],
was performed. For this simulation, a sequence of correlated spike pairs (figures 3.9
and 3.8) was used, followed by a period where the reflex action was removed to
symbolise successful learning.
Figure 3.8: Correlation Pairs. Detail of the pairs of spikes used for the open loop simulation
of the spiking version of the ISO3 learning. The predictive spikes are shown in
green and the reflex spikes are shown in blue.
Figure 3.10 shows the weight growth during the simulation, as well as the stability
of the weight after the reflex input is removed. It can be seen that the weight growth
is quite similar to the one occurring in the original implementation [67] and that the
stability properties are maintained as well. The detail of the correlation between the
traces of the predictive spike and reflex spike can be observed in figure 3.11.
After confirming the learning system behaved as expected, it was integrated into the
final control system. More details on this implementation and corresponding results
are in Chapter 5.
3.4.3 Problems observed
After integrating the learning system with the robot simulations, it was observed that
in certain scenarios, a problem would manifest.
This problem was detected in situations where the robot was trained with obstacles
which regularly stimulated several of the predictive pathways immediately before
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Figure 3.9: Input Spikes. Spike train used for the open loop simulation of the spiking version
of the ISO3 learning. It is composed of a series of the spikes pairs shown in figure
3.8 followed by a shorter sequence of singles spikes from the predictive pathway.
As in the detail shown previously, the predictive spikes are shown in green and
the reflex spikes in blue.




Figure 3.11: Weight update for the spiking version of the ISO3 learning. Here, it is





for the input traces represented
(u0 and u1)
the reflex action occurred. Some of these inputs did not have a causal or predictive
characteristic, as they were merely coincidental, but they were correlated to the reflex
action by the system, which produced a weight increase on those connections.
This behaviour is expected, as at that moment the system does not have any informa-
tion which would indicate these coincidental inputs were not predicting the activity.
The problematic behaviour is the lack of adjustment once the coincidental inputs no
longer correlate with the activity. Due to this fact, when training proceeded to other
types of situations where these same pathways were activated due to other events,
not relevant to the activity of the robot, it would elicit a wrong reaction on its part.
And independently of the number of runs in the training, this erroneous behaviour
would not disappear.
This problem occurs due to the way learning takes place in ISO3. As explained be-
fore, learning only takes place when a reflex action also takes place, so, when other
events happen to coincide with the reflex actions, their synaptic connections will also
get strengthened. Since ISO3 does not have any mechanism to allow natural weight
decrease, thus not being able to forget correlations, or any way to change the weights
without the occurrence of a reflex action, the weights of pathways which get rein-
forced by coincidence and not actual causal relationships will tend to be increased,
which causes the appearance of incorrect behaviours.
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In order to illustrate this problem in more detail, a few open loop simulations were
performed using artificial inputs and the ISO3 learning block.
For these tests, the following parameters were used:
• Reflex signal (x0) band pass filter: f = 0.008 and Q = 0.501
• Predictive signal (x1) band pass filter: f = 0.003 and Q = 0.501
• Erroneous signal (x2) band pass filter: f = 0.003 and Q = 0.501
• The learning rate was set to be µ = 0.2
• The neuron was set to fire when the integration of the input traces reached 2.5
• All band pass filters were normalised to have a peak of value 1.0
In the following simulations, the input pathways used are the usual reflex; a pre-
dictive pathway, which carries spikes that predict the reflex action; and a new error
pathway, which carries spikes unrelated to the reflex action(figure 3.12).
Figure 3.12: Inputs used during the open loop simulations used for debugging. Besides
the normal reflex (x0) and predictive (x1) pathways, a new erroneous (x2) path-
way is used. This pathway will be used to insert into the system spikes which
are independent from the effect and which any correlation existence is not causal,
but pure coincidence
In the first simulation, the spike trains used represented the situation in which the
problem was detected. To begin with, the spike triplets shown in figure 3.13 were
presented to the system for several iterations. The error spikes were then removed
for the rest of the learning (the inputs return to the format illustrated in figure 3.8).
After some iterations the reflex spikes are also removed and the effects of both the
predictive and error pathways are tested individually. The full spike train used in the
simulation can be seen in figure 3.14.
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Figure 3.13: Correlation triplets. The inputs for the initial iterations are now triplets
formed by an extra coincidence input added to the already existing prediction
and reflex inputs
Figure 3.14: Inputs for the learning with coincidental erroneous inputs. The input
train is made of 5 triplets (show in more detail in figure 3.13) followed by 5 pairs
illustrated in figure 3.8 followed by 5 individual spikes in the prediction input,
followed by 5 individual spikes in the extra input
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As can be seen in figure 3.15, when the erroneous inputs are used after learning,
they produce activity from the system due to the few correlations occurring early
in the learning phase. These correlations increased the weights of this input path,
which then maintained their level (figure 3.16) due to ISO3 learning not possessing
any mechanism for weight decrease.
Figure 3.15: Output activity for Spiking ISO3. Frequency plot of the ISO3 neuron output
obtained when the spike train in figure 3.14 is used. It can be seen that there is
some activity present when the erroneous spikes are presented after learning.
3.4.4 Solution proposed - Forgetful ISO3
The main cause of the problem was identified as the lack of learning mechanisms
capable of managing inputs that correlate with the reflex action, not by causality, but
by chance and which limit the growth of the corresponding weights.
In order to illustrate this problem a simple example can be used. If a person ap-
proaches a hot plate with its hand, she will feel an increase in heat as it gets closer
and when the hand touches the plate, the pain will cause a reflex to occur and the
sensation of increasing heat will be associated with the pain of touching the source of
the heat. If right before the touch a light flashes, this flashing light will also be cor-
related with the pain and after a few trials, the light will be associated with the pain
and will elicit an action. In pure ISO3, even if the light is removed for subsequent




Figure 3.16: Spiking ISO3 weight trace. Weight traces obtained when the spike sequence
from figure 3.14 is used to train the system. The weights from all input paths
stay stable after either their own or the reflex activity disappears.
One mechanism which helps control the growth of weights and stimulate specialisa-
tion is used in a learning rule created by Oja [56].
This rule was used as inspiration for an adaptation to the ISO3 learning algorithm.
The Oja rule tries to control the weights of the synapses by using the postsynaptic
activity to scale down the input weights. For the ISO3 adaptation, a synaptic compe-
tition [74] term was inserted as well. This term has the effect of allowing the strongest
presynaptic input path to suppress the synaptic weight of the other input paths, thus
allowing for a better differentiation. As can be seen in equation 3.12, the depression
term is proportional to the postsynaptic activity variation and to the difference in
activity between the most active pathway (umax = max(u0, . . . , un)) and the pathway
being updated (ui). A new parameter ω was added as well in order to control the
amount of influence of the new term. v′ was chosen for the suppression term so that,
as also happens with the reinforcement effect, the depression effect be dependent on
how strongly or weakly the selected input correlates with a larger or smaller change
of the output, therefore maintaining consistency in the learning rule.
dρi
dt
= µuiv′R̄−ω(umax − ui)v′ (3.12)




(a) Forgetful ISO3 Traces
(b) u2 weight variation components
Figure 3.17: Illustration of the change of weights in Forgetful ISO3. In the presence of
a stronger predictive signal (u1), u2 is slightly suppressed, but as its correlation





Figure 3.18: Illustration of the change of weights in Forgetful ISO3 in the absence of
a signal. When u1 correlates with the output activity without u2 being active,
the weight of u2 is strongly suppressed.
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Using this new weight change equation, a new set of open loop simulations was run.
The input spike sequence was identical to that presented in figure 3.14.
For these tests, the following parameters were used:
• Reflex signal (x0) band pass filter: f = 0.008 and Q = 0.501
• Predictive signal (x1) band pass filter: f = 0.003 and Q = 0.501
• Erroneous signal (x2) band pass filter: f = 0.003 and Q = 0.501
• µ = 0.2
• ω = 0.2
• The neuron was set to fire when the integration of the input traces reached 2.5
• All band pass filters were normalised to have a peak of value 1.0
Using the same example above to illustrate the new learning rule, after the light
is removed in subsequent trials, with this new weight update rule, its weight will
decrease with every trial as its importance relative to other, more consistent predictive
inputs is decreased.
As can be seen in figure 3.19, with this new rule, the synaptic weight for the input path
receiving the erroneous spikes is strongly suppressed by the predictive pathway while
learning is still taking place, and continues to be lightly suppressed after learning has
finished.
What this means is that, when learning finishes, the erroneous spikes will not cause
as much disturbance as they would in the original learning rule. This disturbance
will be further reduced with time as activity in the output of the postsynaptic neuron
further suppresses its weight.
In order to further understand the behaviour of the new rule in response to random
correlations, another simulation was performed, this time using, as the erroneous
input, not a structured pattern, but random spikes (figure 3.21).
In the case of the adapted rule (equation 3.12), it can be seen that the weight is kept
low due to the suppression present (figure 3.22).
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Figure 3.19: Forgetful ISO3 weight trace. Weight traces obtained when the spike sequence
from figure 3.14 is used to train the system. In the second part of the learning
phase, when the extra input is removed, its weight decreases by a substantial
amount due to the suppression performed by the predictive input at the same
time as the output is very active due to the reflex action. This weight suffers
another decrease after learning ends and the predictive path is active. This is a
smaller decrease due to the smaller output activity.
Figure 3.20: Output activity for the Forgetful ISO3 system. Frequency plot of the ISO3
neuron output obtained when the spike train in figure 3.14 is used. It can be




Figure 3.21: Random Input spikes used for the noise robustness test.
Figure 3.22: Weight traces obtained when the random spike sequence from figure 3.21
is used to train the Forgetful ISO3 system. It can be seen that the weights of
the erroneous input path are kept very low.
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When the erroneous spikes are used as the only input, the activity remains almost
nonexistent due to the low weights (figure 3.23).
Figure 3.23: Frequency plot of the Forgetful ISO3 neuron output obtained when the
random spike train is used. It can be seen that there is no activity present
when the erroneous spikes are presented after learning.
The same simulation was performed with the Spiking ISO3 algorithm to allow a
comparison with the results obtained with this new version. The weights grow as the
erroneous inputs are correlated with the reflex actions and they continue that way
after the reflex inputs are removed (figure 3.24).
Due to the higher weights achieved in the erroneous inputs, there is activity present
in the end of the simulation, period when the erroneous inputs are the only ones with
activity (figure 3.25).
3.5 Summary
In this Chapter, several types of reinforcement learning were presented, among them
the ISO3 algorithm in which the learning system developed was based on. In a first
version, the algorithm implemented was a spiking version of the ISO3 algorithm,
thus named Spiking ISO3. This version seemed sufficient in the simple simulations
performed, but when tested in the system simulations, it showed problems. These
problems were related to its inability to “forget” which led to the incorrect increase
of weights associated to inputs which were not important for the actions being learnt.
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Figure 3.24: Weight traces obtained when the random spike sequence from is used to
train the Spiking ISO3 system. The weights for the erroneous input path grow
with the occasional correlations and stay that way until the end of the simulation.
Figure 3.25: Frequency plot of the Spiking ISO3 neuron output obtained when the
random spike train is used. When the erroneous spikes are presented after all




Any noisy activity during a reflex action would also increase the weights of the noisy
pathways.
After the problem was identified, an alternative implementation was proposed, named
Forgetful ISO3. In this second version of the algorithm an extra term was added to
the weight variation calculation. This term was inspired in the Oja rule as the sup-
pression was scaled by the output activity variation and besides that, it also allowed
for the suppression of synaptic weights in weaker synapses by stronger ones, stimu-
lating synaptic competition. It was then shown, by performing simulations using a
model of the problematic situations, that this version behaved as expected.
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Chapter 4
Vision processing and Depth
Estimation
Vision is a sensing mechanism used by many animals as a mean to receive informa-
tion about themselves and the surrounding environment. It is also used very often in
robotics. It allows for longer distance sensing, coordination between entities, modu-
lation of self movements, trajectory planning and many more useful activities [14,75].
A subsequent step is depth perception, which is usually derived from vision, although
it can be performed through other means, for example sonar. Depth information
allows for a better understanding of the physical structure of the surrounding world.
It is used by animals in most of their activities, be it reaching for food, escaping from
predators, moving in the environment or one of many others [76].
In robots it has the same importance, for object avoidance, grasping and other func-
tions in which they have to interact with the surrounding environment. Similarly to
other systems analysed in the thesis, depth estimation is one where nature has already
provided many different ways of execution, depending on the evolutionary pressures
each specie has suffered. There are many different cues used for depth perception.
These can be divided into monocular and binocular clues. According to whether an
animal is prey or hunter, nature has applied an evolutionary pressure in different di-
rections [77]. “Prey” animals tend to have their eyes in opposite sides of their heads in
order to maximise the field of view, which decreases the binocular overlap therefore
increasing their dependence on monocular depth cues. “Hunters”on the other hand,
need a better depth perception in order to be more successful in the attacks, thus rely
more on binocular cues.
There are a variety of visual cues that contribute towards depth estimation, the main
ones being: stereopsis, vergence, depth from motion and accommodation. The first
two are applicable only to binocular systems, whilst the remaining ones are also
applicable to monocular systems.
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Stereopsis calculates depth by exploiting the parallax effect (difference in the projec-
tions of the objects) between the two slightly different points of view given by the
eyes.
Vergence consists in using the angle of both eyes to triangulate the position of an
object.
Depth from motion uses the characteristics of an object’s projection movement in the
retina in order to calculate its position in three dimensions.
Accommodation is the change in ciliary muscle activation used when focusing on
objects at different distances, which require the lens in the eyes to change their focal
length.
4.1 Depth from Motion
In the case of insects, on which this project took inspiration from for the development
of the physical platform as well as the control system, there is evidence that motion
parallax is used in depth estimation [78]. This form of depth estimation is also used
by other animals, such as the macaque [79].
One of the project’s intentions was to experiment with a “depth from motion” algo-
rithm [80,81], which uses motion parallax to compute depth. This algorithm is based
on the principle that, when moving at a constant speed towards a scene, the optical
flow will only have a radial component and its value depends only on the specific
position of the objects in the scene. As can be seen in figure 4.1, for points which have
a projection in the same position of the retina, closer objects will have higher optical
flow than further away objects.
By applying a network of edge sensitive neurons to the image on a radial manner
(figure 4.2), it is possible to measure the time an edge takes to travel from one neuron
to the next in the same axis, and, together with the projection position of the edge, to
calculate the spatial position of those edges.
This allows a single camera system to generate a depth map, as long as its movement
is always constant (i.e. constant direction and speed). In order to simplify calculations
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Figure 4.1: Difference in optical flow for two different points. Points which have the
same projection but different distances to the camera will create different amounts
of optical flow when their distance to the camera is reduced. In this figure, points
A and B start at positions A1 and B1 respectively. These two position have projec-
tions A′1 and B
′
1, which are coincident. A certain horizontal movement from the
camera can be represented by the decrease in distance from the points with regard
to it. After this displacement, it can be seen that the point which is closest, B, gen-
erates a projection in the camera sensor further away from the original projection
than the one from point A, which is at a greater distance from the camera, thus
B creates a stronger optical flow. This characteristic is what allows this type of
system to generate a depth map from a single camera moving through a scene.
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Figure 4.2: Neuron Distribution for the depth from motion algorithm.
and the analysis of this movement, the neurons were laid out in a way that makes the
time an edge takes between activating two consecutive neurons constant throughout
the axis (figure 4.3).
A prototype analog VLSI (Very Large Scale Integration) version of this algorithm
had already been developed by the research group [82–87] which was successfully
tested with artificially generated inputs and with simple image sequences. Due to
those promising results, a more complex and higher resolution chip, implementing
the same algorithm, was to be designed by a subset of the original authors.
This hardware system was to be connected with a camera which mimics the behaviour
of a retina [44]. This camera has an AER1 output, thus theoretically allowing its spike
stream to be directly fed to the “depth from motion” chip.
1AER or Address Event Representation is a communication protocol, popular among the neuromor-
phic community. It consists in a mechanism which converts a spike into the address of the neuron
responsible for the spike. This address is then checked on a routing table and it is then sent to the
corresponding neurons in the other systems, where this address is then converted into a spike again.
This is an asynchronous system, which mimics the spike transmission through synapses.
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Figure 4.3: An edge projection propagating through the camera sensor. For a constant
shortening in the horizontal distance between an edge A and the camera (caused
by the camera moving with a constant speed towards the edge), the distance from
one position of its projection A′ to the next increases.
One other important characteristic of the algorithm implemented by the chip was
the presence of a noise filtering algorithm. This was also described in the original
papers and it consisted in a validation step performed for each edge before its value
was sent to the output. This was done by taking advantage of the way the neurons
were spaced in the retina, which guarantees (when the speed is constant) that the
projection of edges will take the same amount of time to travel between any two
consecutive neurons from the same radial axis. The time an edge takes between two
neurons is used to predict the time of arrival of the same edge to the next neuron in
the series. In case this prediction is proved correct within a certain degree of accuracy,
the edge value is validated and sent to the output. If an edge does not arrive to the
next neuron in the expected timeframe, for example if one of the spikes was caused
by noise or the edge never gets to the next neuron, it will be discarded as erroneous
(figure 4.4). This noise filtering system guarantees a certain quality of the values
returned, as no edge will have a depth value until it has been confirmed by two
consecutive measurements.
After the design of the hardware was finalised by the team, the details of its imple-
mentation were used to start the development of an accurate software model to be
used in preparation for the integration with the retina and the learning systems.
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(a) Valid sequence (b) Invalid sequence
Figure 4.4: Example of filtering algorithm activity. When the edges are detected by con-
secutive neurons, the times it took between them is used to predict the time it
will arrive to the next neuron in the axis. If it arrives within the expected time
window (figure a) the edge is validated and its depth value is sent to the output
of the system, otherwise, if the timing does not match within a certain tolerance
(illustrated by the red vertical bars), this edge will not be validated and therefore
will not be sent to the output (figure b).
4.1.1 Experiments
Figure 4.5: Koala robot [88]. A Koala robot was used as a platform to mount the artificial
retina. As it is wheeled, the experiments are easier to setup and provides a more
stable platform for the camera.
As a first test, the retina camera was mounted on a Koala robot (figure 4.5) and a
series of runs was performed and recorded. On these runs, several thin boards were
placed in the ground, perpendicular to the robot motion (figure 4.6). These recordings
were then used to verify the response of the “depth from motion” chip model. For
the test of the model, only one axis of neurons was used. The axis used was the one
placed at the 6 O’Clock position (figure 4.7).
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Figure 4.6: Koala experiment. The Koala robot, with the camera mounted on top, was put in
forward motion towards a set of thin boards placed on the ground perpendicularly
to the direction of movement.
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Figure 4.7: Neuron axis selected for the analysis of the depth from motion algorithm.
Input Noise
One of the problems seen was a lack of nearly any output from the system when fed
the data from the artificial retina. This turned out to be caused by the combination
between the noise filtering approach and the characteristics of the sensor used. The
artificial retina has some background noise which causes the appearance of false
edge detections. Another characteristic of the sensor is the creation of a sequence of
spikes with variable length, rather than a single event, for each edge that is actually
detected. It was found that under these conditions, the noise filtering system has a
severe problem, if there are many false edges being fed to the system, they will cancel
correct calculations by activating one of the three neurons in the sequence at a wrong
time, which means that when the system compares the times between the steps, these
will be too different and therefore the whole series will be considered invalid. This
effectively causes a denial of service on the depth from motion chip.
Several simple filtering techniques were applied to the data, the requirement for these
was that no significant hardware was to be used between the camera and the sensor,
as the goal of this architecture was to simplify a usually complex process. If the
solution to this problem was more complex than the system itself, it would defeat its
purpose. The first attempt at improving the system consisted of eliminating events
that are not confirmed within a certain time window by others within the surrounding
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region. This relies on the fact that edges are usually larger than a single pixel, so it
should be detected by the neighbours as well. This proved helpful at eliminating some
background noise by reducing the total amount of spikes by up to approximately 60%
before valid edges started being filtered out as well, but some events were still present
and it was not effective against the spike trains generated by real edges which would
extend until after the edge had reached the next measuring point in the axis, thus
invalidating any time interval measurement between them.
On a second attempt, the resulting spikes obtained above, were then filtered again,
by applying a refractory period, which partially eliminates the repeat firing caused
by an edge. The problem with this approach was that the duration of the burst was
variable, some spike trains lasted up to 5 times longer than others, even making it
difficult in some cases to understand when one edge stopped and another started.
This made it difficult to set the value for the refractory period, so if the refractory
period was too long, it would affect subsequent edges, and if it was too short, the left
over spikes would cancel the whole calculation again.
After these filters were applied, the system started outputting more values, usually
only 1 to 3 depth values per edge were returned during the whole run, which were
not enough for the required purpose. These filters were tried on pre-recorded data,
which allowed for the timings of the events to be maintained, but implementing them
on real time data would affect the timings in a way which would be detrimental to
the depth calculations.
Movement effects
Another problem with this setup was detected after viewing image sequences cap-
tured in the simulator described in section 5.2. The simulator allowed the prediction
of what would happen in terms of camera movement in the real setup. Using a simple
walking controller, it could be seen that a severe amount of movement was induced in
the camera, which could have an impact on the depth from motion algorithm, as this
relies on a steady forward motion without any other components. One of the types of
movement detected was a roll, which happened when the support of the weight was
transferred from side to side. An illustration of this can be seen in figure 4.9. This
type of movement affects all neuron axis in the same way, as the only component is
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Figure 4.8: Edge Events. Raw events received from the neurons situated at the 6 O’Clock
axis when moving towards a series of white lines laid out on the ground. This test
was performed with 15 neurons, the spikes of which are represented by the dots in
the graph, with each colour corresponding to a different neuron. Neuron 1 was
close to the centre of the image, whilst neuron 15 was towards the periphery.
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perpendicular to the directions of the axis. It might cause an edge to passe around
the neurons, therefore causing gaps in the data, which extend to the next neuron as
well, due to the way the error detection mechanism works.
Figure 4.9: Tracking of different edges along 4 different neuron axis in the presence of
a cyclic roll movement in the camera. This type of movement affects all of
the neuron axis equally. Depending on the amplitude of this movement, it might
cause problems tracking the edges, as their projections will at times skip neurons
in the axis by going around them.
The other type of movement was a change in pitch, which caused the camera to go
up and down, as the weight shifted back and forward. This component is illustrated
in figure 4.10. In this case, there can be two components of movement with regard
to the axis, it can be perpendicular to the axis, therefore causing a similar problem
to the one described above, and it can be parallel to the axis, causing a change in the
velocity of the edge projection in the camera sensor, thus affecting the calculations for
these neurons.
In order to counteract the effect of small movements occurring perpendicularly to the
axis such as in the case of the roll movement, instead of single pixels being used to
activate the corresponding neurons in the axis, a section of the circle containing the
neurons could be used (figure 4.11). As long as the forward speed was still constant,
this would have little impact on the depth calculation.
This change would not fix the movement occurring in the direction of the axis though,
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Figure 4.10: Tracking of different edges along 4 different neuron axis in the presence
of a cyclic pitch movement in the camera. This type of movement affects the
axis in different ways, when the movement is parallel to the direction of the axis,
it does not affect the projection shape, but its velocity along the sensor. When the
movement is perpendicular to the axis, it will cause a similar problem to the roll,
i.e. the projection will not activate some neurons in the axis. In the remaining
axes, both components are present, with varying degrees.
Figure 4.11: Possible way to counteract the effect caused by movement perpendicular
to the neuron axis. By using a series of pixels, all at the same distance from the
centre of the sensor instead of a single pixel, the edge detection can still work for
low amounts of rotational movement.
50
Vision processing and Depth Estimation
so in order to clarify this effect, and because it is also useful to measure how sensitive
the system is to accurate readings of the velocity at which edges propagate in the
field of view, a mathematical analysis was performed on the system with the purpose
of quantifying how much impact this has on the algorithm. For simplicity, a pin-
hole camera model is used and only a 2 dimensional approach is taken as any other
situation can be easily translated into it.
Figure 4.12: All the angles and distances used in the depth calculation. c is the centre
of the image sensor, p is the point being tracked, p′ is the projection of that point
in the image sensor, and a is the focal centre of the camera. α is the angle of the
camera, β is the angle of the sightline that passes through point p in relation to
the centre sightline. f represents the focal distance and d represents the distance
between the camera and the plane containing point p.
Figure 4.12 represents all the angles involved in the calculation of the position of a
point in space on the camera sensor. There are 3 main points in the diagram, point
cx,y represents the centre of the sensor, which is assumed to start at the origin (0, 0),
point ax,y represents the position of the camera aperture and point px,y is the point in
space being analysed. The 2 main angles to pay attention to are α, which represents
the angle of the sensor, and β, which represents the angle between the perpendicular
of the sensor with the line formed by points p and a. f is the focal length of the
camera (distance between the centre of the sensor to the aperture). r is the distance
between the centre of the sensor and the projection point p′.
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The equations that describe the static state of the system are:








ax = f cos (α) + cx, (4.3)
ay = f sin (α) + cy, (4.4)
When considering a system moving in the x axis with the camera plane perpendicular
to the direction of movement as described in the depth from motion algorithm, we
add the time variable t to the equations. The scalar velocity of the projection p′
is represented by v′p. In order to simplify the equations, the camera (point c) is
considered to start at position (0, 0) so the following is obtained:
ax (t) = f cos (α(t)) + cx(t), (4.5)
ay (t) = f sin (α(t)) + cy(t), (4.6)
β (t) = arctan
(
py − ay (t)
px − ax (t)
)
− α (t) , (4.7)





The depth from motion algorithm assumes the following constraints:
cx(t) = vt, (4.10)
cy(t) = 0, (4.11)
α(t) = 0, (4.12)
where v represents the scalar velocity of the camera.
By substituting equations 4.10, 4.11 and 4.12 in equations 4.5 and 4.6, the following is
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obtained:
ax = f + vt, (4.13)
ay = 0, (4.14)
Which gives:
β (t) = arctan
(
py










(px − f − vt)2
(4.17)
and because
px − f − vt = d (4.18)















which gives the final equation used for the calculation of the depth given the hori-








With these equations, it is now possible to simulate what happens when the camera
is no longer fixed. For these tests, small oscillatory movements are applied to the
camera, simulating the effects of the camera movement when assembled on the robot.
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The deviation of the measurements compared to the stable camera scenario can then
be measured. For the tests, a simple sinusoidal wave was used to model the variation
of the angle α.
α (t) = a cos bt, (4.22)
Where a is the amplitude of the movement and b controls the frequency.
A similar function (equation 4.23) was also used to model the vertical displacement
of the camera.
cy (t) = g cos ht, (4.23)
Using the equations above, the distance of the point projection to the centre of the
sensor (r) takes the form of equation 4.24.
r (t) = f tan
(
−a cos (bt) + arctan
(
f sin (a cos (bt)) + g cos (ht)− py
f cos (a cos (bt)) + tv− px
))
, (4.24)
vp′ (t) can now be calculated as well through the derivation of equation 4.24 which





−a cos (bt) + arctan
(
f sin (a cos (bt)) + g cos (ht)− py







ab f sin(bt) cos(a cos(bt))+gh sin(ht)
f cos(a cos(bt))+tv−px
( f sin(a cos(bt))+g cos(ht)−py)
2




(ab f sin(a cos(bt)) sin(bt)+v)( f sin(a cos(bt))+g cos(ht)−py)
( f cos(a cos(bt))+tv−px)2
( f sin(a cos(bt))+g cos(ht)−py)
2
( f cos(a cos(bt))+tv−px)2
+ 1
 f (4.25)
With equations 4.24 and 4.25, the value of the distance as calculated by the depth
from motion system being analysed can be obtained by replacing them in equation
4.21.
For the following test, the point in the scene was initially set 1m away from the camera
(px = 1), 10cm below the camera axis (py = −0.1) and the speed of the robot was set
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to 5cm/s (v = 0.05). The extra movements of the robot were defined as having both
rotational and vertical displacement components. The frequency of both the camera
angle oscillation and the vertical displacement was set to 0.5Hz (b = h = π), the angle
variation amplitude was set to 1 degree (a = 0.5) and the amplitude of the vertical
motion was set to 1cm (g = 0.005).
Figure 4.13: Comparison between the calculated values for the depth in the two cases,
stable movement (red) and unstable movement with both rotational and trans-
lational components (blue). As can be seen, the measured depth values in the
unstable case have almost no trace of what the real depth should be, apart from
when the camera is already really close to the point. The reversal in the depths
at some points are due to the fact that the movement causes the projection of the
point to starts moving toward the centre of the camera, which is the opposite of
the expected direction.
As can be seen from figure 4.13, a slight wobble in the camera movement causes very
big problems in the depth calculation. This error decreases the closer the point is to
the camera, but the usable range is quite small.
Figure 4.14 shows how the error evolves for the same test, but with changing varia-
tions in angles. It can be seen that the error quickly becomes a major problem as the
movement of the camera becomes more significant.
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Figure 4.14: Contour plot of the error ratio between the unstable movement, with
both rotational and translational components, and the stable one. It can
be seen that increasing the amplitude of the movement (y axis), the causes the
error in the measurements to increase very fast to the point of unusable.
A rotational movement can be relatively easy to counteract using a pan and tilt mech-
anism controlled by a gyroscope, but the translational movement caused by the up
and down movement of the robot is harder to correct without having an overly com-
plex hardware stability system or without having to change the depth from motion
system itself. Due to this fact, another simulation was performed considering only the
vertical translational movements caused by the robot (α = 0). In this simulation, the
translation movement was maintained, but the rotation movement was eliminated,
i.e. the camera is always parallel to the ground, but the vertical movement maintains
the same characteristics as the previous simulation. In this case, the distance to the
centre of the sensor (r) adopts the following equation
r (t) =
(
g cos (ht)− py
)
f
tv + f − px
, (4.26)







tv + f − px
+
(
g cos (ht)− py
)
v
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Plotting equation 4.21 using r (t) and vp′ (t) from equations 4.26 and 4.27, figure 4.15
is obtained.
Figure 4.15: Comparison between the calculated values for the depth in the two cases,
stable movement (red) and unstable movement due with a translational move-
ment only (blue). The translational movement has 0.5Hz and has an amplitude
of 1cm. As can be seen, the depth values are still extremely degraded by the move-
ment and, although slightly better than having rotational movement as well, it
is still unusable until the object is already very close.
As can be seen from figure 4.15, the elimination of the rotation movement barely
changes the error. In fact, by examining figure 4.16, which represents the contour plot
of the error induced by a translation movement ranging from 0 to 1cm in amplitude,
it can be seen that in order to obtain less than 10% of error at 30cm from the point,
in the circumstances tested, the amplitude of the movement cannot be greater than
1mm.
4.1.2 Summary
Even though the depth from motion algorithm implementation analysed in this chap-
ter works in theory [84], and it has been verified to work in practise under very con-
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Figure 4.16: Contour plot of the error ratio between the translation movement and
the stable one. It can be seen that, as with the previous case, the error still
increases quickly to unusable levels.
trolled circumstances [85, 86], the system, as it was implemented, revealed several
shortcomings.
The first problem observed was caused by the excessive amount of noise coming
from the artificial retina which, when fed to the model of the depth from motion
chip, made it difficult to obtain enough depth data. The design of the chip took into
account a certain noise robustness, by discarding unconfirmed depth values, but this
naive approach meant that when there is too much noise, the erroneous edge spikes
will essentially cancel the previous correct calculations and will cause it not to output
as many depth values as needed to perform a valid scene analysis.
The second problem observed was that the camera movement caused by the robot
locomotion was shown to impact heavily on the calculations necessary to perform
depth from motion and even when cancelling all the rotational components of the
movement, the remaining translational component was shown to also cause large
errors. This led to the conclusion that this algorithm is not suitable for applications in
which the optical flow field caused by the camera movement is not perfectly radial.
Even if the noise problem could be decreased, by the use of filtering mechanisms,
the algorithm would still not perform adequately due to the movement of the robot.
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This led to the decision to abandon this system and adopt another, more robust and
proven, biologically inspired depth calculation system.
4.2 Stereo Vision
Stereo vision works by using two slightly different points of view and detecting the
difference in position of the points in the scene. This difference is called binocular
disparity and the higher it is, the closer the object is located. A very interesting review
of this concept together with more in depth information can be found in [89]
Figure 4.17: An illustration of Binocular Disparity. The closer an object is, the larger
the different between the positions of its projection in the retina. In this example,
object 1 (O1) is further away than object 2(O2) so its disparity (d1) is also smaller
than that of object 2 (d2).
As a point’s distance approaches the convergence point between the cameras, its
disparity will approach zero. In this case the cameras being used have the same
orientation, so the convergence point lies at infinity, which simplifies the calculation,
as in this situation the disparity will only have one sign and it is a monotonic function
of the distance between the point and the camera. The closer a point is to the cameras,
the larger the difference between its projections on both cameras. This mechanism
can be used to reconstruct a 3D model of the scene by analysing the difference in
projection coordinates of the features composing the scene.
Most stereo systems rely on frame based cameras but, during the writing of this
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thesis, some advances have been made on stereo calculation based on the artificial
retinas described in the previous section [90].
4.2.1 Implementation
This system was originally implemented using a set of 2 SRV-1 boards, each contain-
ing a Blackfin® processor (figure 4.18).
Figure 4.18: SRV-1 Board (picture from [91]) used to implement the Stereo vision system
The images from these cameras were calibrated using OpenCV [92] libraries. This
calibration procedure calculates the intrinsic and extrinsic parameters of the camera,
which will then allow the images to be rectified in order to align the epipolar lines,
thus allowing for an easier matching between points in the scenes. These calibrated
images were then fed to a disparity calculation system, implemented again through
the use of the OpenCV libraries.
The system was then tested in the lab environment and was confirmed to gener-
ate correct disparity maps. The original reason to use these cameras was to have
the disparity calculation system implemented onboard the cameras, but due to the
unavailability of the physical robot, this was left in software and this physical im-
plementation was never integrated with the remaining systems. Instead, a software
model was developed using two virtual cameras set up in the robot simulator, placed
6cm apart, the same as the planned physical implementation. Their images were then
fed to the same disparity calculation module used in the physical setup. An example
of the results this approach provides can be seen in figure 4.19.
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(a) Left image (b) Right Image (c) Disparity Map
Figure 4.19: Example of the result obtained from the disparity calculation module
From the left (a) and right (b) images, the module generates a disparity map (c).
In the disparity map, darker colours mean higher distance.
4.2.2 Spiking Output
As the vision processing and learning systems were all implemented using spiking
signals, a new output layer, formed by spiking neurons, was attached to the disparity
map generation system.
This layer consists of disparity sensitive integrate and fire neurons. The inputs for
these neurons are the disparity values calculated by the stereo vision system de-
scribed in the previous section. Each pixel in the disparity map feeds a set of neurons
and each of these neurons has a Gaussian shaped response to a particular value of
disparity. The neurons attached to each pixel are distributed across a range of dis-
parity values as shown in Figure 4.20 and explained in more detail below. A linear
distribution of the disparities across the neurons was chosen as it provides a higher
depth resolution for closer objects, since for these, the same difference in disparity
represents a smaller difference in depth than for objects located further away (figure
4.21).
The generic Gaussian shaped function is represented by:
f (x) = ae−
(x−b)2
2c2 , (4.28)
where a is the height of the curve, b is the position of its peak and c controls its
width. In order to simplify and speed up the computations required, a was set to 1.
Parameters b and c were calculated dynamically according to the range required and
number of neurons available.
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Figure 4.20: Distribution of the disparity sensitivity throughout the different neurons.
The Gaussian shaped response curves in the neurons were tuned so that there
would be an overlap between them.
Figure 4.21: Relationship between disparity and depth (plot from [93]) “Disparity values
as a function of depth, assuming a focal length of 8 mm, baseline of 10 cm, and
pixel size of 7.5 microns.”
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The centres of the curves were evenly distributed between the minimum and the max-
imum disparities, therefore the difference (d) between the curve peak in consecutive





where Nneur represents the number of disparity sensitive neurons attached to the
disparity map pixel, maxDisparity and minDisparity are the positions of the curve
peaks with the highest and lowest disparity centres respectively. With this, the final
position of each neuron i = 0, . . . , Nneur can be defined by
bi = i ∗ d + minDepth (4.30)
In order to allow some overlap between the response curves in successive neurons, c
is set to d2 .
An example of the output of this layer can be seen in figure 4.22.
The pseudocode for the disparity sensitive neuron can be seen in algorithm 4.1.
Algorithm 4.1 Disparity Sensitive Neurons
function get_output(input)
membraneVoltage← membraneVoltage + e−
(input−b)2
2c2









These neurons signals are then routed to the stabilisation module described in Section
4.3, the output of which consists of spikes reacting to approaching objects.
4.3 Obstacle Detection/Approach detection
For the vision processing area, a biological inspired approach was also used. In
several animal species, neurons situated in a particular cortical area are sensitive to
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(a)
(b)
Figure 4.22: Example for the disparity calculation output. a shows the sensitivity curves
for 3 neurons (purple, green and blue) and the disparity value which is being fed
to the neurons (red doted line). b shows the output of the 3 neurons given
the input disparity. The green neuron is the most sensitive to the input value,
therefore it has the highest spiking frequency of the three. The purple neuron has
a lower sensitivity therefore it is still activated, only with a smaller strength, thus
having a lower spiking frequency. The blue neuron barely has any sensitivity to
the disparity value, so it almost does not fire.
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different levels of disparity [94]. This served as inspiration for this system.
As already explained in section 4.1, the main problem related to legged locomotion
as opposed to wheeled locomotion is an increase in body movement. This movement
introduces some difficulties for the vision processing, especially its angular compo-
nent.
Due to the amount of problems this movement causes in the depth from motion al-
gorithm, a stereo system was implemented instead. Because this type of system does
not rely on dynamic characteristics of the movement, but is instead time independent,
the depth is calculated correctly, but the movement is transferred to the next system.
In this case, the object approach detection system, whose purpose is to provide the
predictive path of the learning system with events alerting when the distance between
the robot and objects in the scene is decreasing.
The angular movement caused by the walking inserts noise into this detection, as the
up and down movement generate an apparent cyclical approach and distancing of
the scene to the camera, which causes alert events to be erroneously generated. This
will in turn cause abnormal correlations in the learning system, therefore degrading
its performance.
In order to counteract this problem, and generate the correct events, a spiking network
with filtering capabilities was created for each of the disparity map pixels.
4.3.1 Layer Connections
Each disparity sensitive neuron is connected to a habituation neuron by an excitatory
synapse with a weight of 0.5. There are also inhibitory synapses connecting each
disparity neuron with all the habituation neurons fed by lower disparity neurons with
a weight of 1.0 (the signal goes through unchanged). These inhibitory connections
will cause a temporary suppression of the higher disparity neurons which will cancel
any high frequency variation between levels, thus behaving slightly like a low pass
filter with a bias to the higher disparities. This bias does not have a negative impact,
as the learning algorithm will adjust to this. This architecture is illustrated in figure
4.23.
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Figure 4.23: Architecture of the obstacle detection system. The output layer of the dis-
parity calculation system is connected to the habituation neurons on a one to one
basis through excitatory connections and they also have inhibitory connections
to the habituation neurons of lower disparities (i.e. higher distances).
4.3.2 Output Layer
The output layer consists of integrate and fire neurons which implement a habituation
behaviour. This habituation behaviour will allow the system to detect novelty instead
of general activity. When a certain disparity neuron becomes active, its companion
habituation neuron will start firing at the same rhythm but as the activity continues
and the novelty factor wears off, the output neuron will become less and less active
due to habituation. This network will therefore provide a detector of approaching
objects that returns the disparity at that image region.
For the initial testing the oscillation movement induced by the walking was modelled
by a sine wave with a frequency of 0.5Hz. This value was chosen as it approxi-
mately represents a full walking cycle at normal speed. In this demonstration 6 input
columns were used, the minimum distance was set to 7 and the maximum distance
to 23.
When the sensor readings from the walking model were fed into the input (disparity
sensitive) neurons the activity changed from neuron to neuron according to which
neuron was more sensitive to the particular disparity. This is shown in figure 4.25.
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Algorithm 4.2 Habituation Neuron
function get_output(excitatoryInput, inhibitoryInput)
membraneVoltage ← membraneVoltage + ((1 − habituationStatus) ∗
excitatoryInput− inhibitoryInput)
if membraneVoltage ≥ threshold then
membraneVoltage← 0
habituationStatus← min(1.0, habituationStatus + habituationFactor)
output← 1
else
membraneVoltage← membraneVoltage ∗ 0.99






Figure 4.24: Three phases for a simple object approach. In (a) the camera is approaching
the obstacle but the pixel being analysed is still covering the ground only. In (b)
the pixel starts to cover the object, so the disparity value of that pixel increases,
as the distance decreases. In (c) the obstacle moves out of the pixel coverage, so
the disparity value jumps back to the one corresponding to the ground.
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Figure 4.25: Output from the disparity sensitive neurons when stimulated with a si-
nusoidal curve. The curve in red represents the distance measured for a generic
point in the image. The first stage represents a situation on which there are no
obstacles present in the pixel, therefore the curve represents only the distance
from the camera to the ground with a sinusoidal component which represents
the change in values caused by the movement of the robot. In the second phase,
the pixel starts to cover the object and the distance measured by the pixel starts
to decrease. In the third phase the object leaves the pixel coverage and the dis-
tance value goes back to the one corresponding to the ground. These phases are
illustrated in figure 4.24
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Figure 4.26 shows the output neurons activity when using the same inputs as for
figure 4.25, it can be seen that after a period of adaptation, the neurons start detecting
the ground but quickly start to slow down as the habituation begins to increase.
When the distance starts decreasing, this is correctly detected by the corresponding
neurons and when the distance returns to the ground level it causes the habituation
to activate again, thus keeping the activity low.
Figure 4.26: Output neurons activity. Neurons 3 to 5 start to fire in response to the ground
distance, but their activity quickly slows down. When the object starts to get
closer, neurons 2, 1 and then 0 successfully detect its approach. After the object
passed the pixel being analysed, the disparity measured goes back to the ground
level, but due to the habituation effect, the activity in neurons 3 to 5 stays very
low.
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4.4 Summary
In this chapter, the shortcomings of the depth from motion algorithm were explained.
These were mainly caused by two factors: its overzealous noise cancelling system
which, when coupled with a slightly noisy camera, discards most of the calculated
depths; and the assumption that the optical flow field is perfectly radial, which does
not apply in the case of this legged robot as the movement caused by the locomotion
will add translational and rotational components to the optical flow.
In order to replace the depth from motion system, the object approach detection
system developed made use of a stereo vision setup as its source of depth data. This
system used biologically inspired components and mechanisms, such as integrate and
fire neurons, excitatory and inhibitory connections, disparity selectivity and habitu-
ation to achieve its function. In the standalone simulations, the system successfully
detected incoming obstacles, so, in the next phase, the system was integrated with the





As already mentioned, the main motivation of the project was to test the hypothesis
that it is possible to effectively control a legged robot by integrating a set of biologi-
cally plausible systems.
The project consisted of three main packages. The physical robot with its corre-
sponding control system, the vision system and the learning system (the connections
between the several components can be seen in figure 5.1).
Figure 5.1: Connections between the system components. Before learning takes place,
the main systems are the ones in light red boxes. The control system generates
the movements required for the robot to walk through the environment. When the
robot collides with an obstacle, this is detected by an increase in the motor joint
load which then sends a signal to the control system to generate a reflex action. As
this event happens, the learning system learns the correlation between the vision
system output and the occurrence of collisions and also the actions taken in those
circumstances. After learning takes place, the learning block will start to modulate
the control system activity, based on the vision system, in order to avoid collisions.
The integration of these systems was done in several iterations, with increasing com-
plexity, in order to allow for an early detection of potential problems.
In the first iteration, described in section 5.1, the learning system was tested by con-
necting it to a simple control system which was responsible for the movement of a
simulated foot through an artificial 2D world with step like obstacles. In this system,
instead of a vision system, a very simple prediction signal was used.
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The next step was to integrate the vision system with the learning system within a
more complex 3D simulator and, following that, another integration step was taken
by closing the loop and having the learning system modulating the robot gaits. Both
of these integration steps are discussed in more detail in section 5.2.
After a brief summary describing the packages involved, the experiments performed
will be described and analysed.
Vision system
As discussed in Chapter 4, the vision system originally planned to be used, was based
on a “depth from motion" algorithm but, due to the limitations discussed in section
4.1, a system based on stereo vision was implemented instead (sections 4.2 and 4.3).
This system uses a standard disparity calculation system to feed a spiking neural
network which performs filtering and detects approaching objects.
Learning module
As explained in Chapter 3, the inputs for this module are one or more predictive
pathways and one reflexive pathway. In these simulations, the vision system provides
the predictive pathways, whilst the reflexive pathway is provided by the load trigger
implemented in the joints.
Each of the predictive pathways receives its input from an output neuron of the ob-
stacle detection system. Each of these is responsible for signalling the approach of
an object at a certain distance at specific positions in the field of view (each detec-
tion block is responsible for detecting an approaching obstacle at a certain voxel in
the visible area in front of the cameras). The learning system then correlates these
inputs with the reflexive input and updates the weights for each of the connections
accordingly.
In this system, the proportionality of the outputs to the height is accomplished thanks
to the use of parallel pathways for the obstacle detection, each responsible for a sec-
tions of the field of view. Since the number of active obstacle detection blocks will be
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proportional to the occupancy of the said object in the field of view, the output of the
prediction system will be proportional to the height of the object.
5.1 Closed Loop Proof of Concept
As soon as the behaviour of the learning algorithm implementation was believed to
be correct, a very simple software simulation was set up using Python. This simu-
lation was developed in order to try and emulate a control system responsible for
the movement of a single leg. This simplification was performed in order to trial the
learning concepts in a simpler and easier to analyse framework where the physical
setup of the leg is abstracted to the position of the foot on the vertical plane parallel
to the direction of the robot movement.
The controller implemented normal walking as well as two different reflex behaviours:
the elevator and the search reflexes, illustrated in figure 5.2. Both of these are present
in actual insects, which served as inspiration to the robot [95, 96].
Algorithm 5.1 Normal Walking Generation
movementCentrex ← f ootx + movementHorizontalRadius
movementCentrey ← f ooty
angle← 0
while f oot does not collide with sur f ace do
angle← angle + angleStep
x f oot ← movementCentrex − movementHorizontalRadius ∗ cos(angle) +
searchInput− climbInput
y f oot ← movementCentrey + movementVerticalRadius ∗ sin(angle) + climbInput
end while
The search reflex (figure 5.2b) is activated when a leg does not find a foothold at
the expected position after a nominal step. This reflex has the purpose of finding a
foothold further away from the current foot position. It initiates a cycle where it keeps
performing more step movements further and further forward until it either finds the
other side of the hole and continues walking or reaches the maximum stretch of the
leg, in which case the hole is impossible to negotiate. The inner workings of this
system can be seen in algorithm 5.2.
The elevator reflex (figure 5.2c) is activated when the leg collides with an obstacle
while in the swing phase and it consists of successive attempts to reach the top of
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Algorithm 5.2 Search Reflex Generation
movementCentrex ← f ootx + movementHorizontalRadius
movementCentrey ← f ooty
angle← 0
while f oot does not collide with sur f ace do
angle← angle + angleStep
x f oot ← movementCentrex − movementHorizontalRadius ∗ cos(angle) +
searchInput− climbInput
y f oot ← movementCentrey + movementVerticalRadius ∗ sin(angle) + climbInput
end while
that obstacle. When the collision is detected, the leg retracts slightly from its position
and then tries to move forward again, while continuing to move up until it finds the
top of the obstacle. The inner workings of this system can be seen in algorithm 5.3.
Algorithm 5.3 Elevator Reflex Generation
movementCentrex ← f ootx + movementHorizontalRadius
movementCentrey ← f ooty
angle← 0
while f oot does not collide with sur f ace do
angle← angle + angleStep
x f oot ← movementCentrex − movementHorizontalRadius ∗ cos(angle) +
searchInput− climbInput
y f oot ← movementCentrey + movementVerticalRadius ∗ sin(angle) + climbInput
end while
A surface with several obstacles was then created in order to set a benchmark for
the various implementations. A first test was performed with the simple controller
in order to have a benchmark for the number of timesteps needed for the foot to go
through the whole course. As the reflexes were activated often, it was expected that
the total time taken would be greater than the implementations which used learning
and will be described later on.
The spiking ISO3 model was then connected to the simulator described above. As
previously described, the ISO3 algorithm needs two types of inputs: a reflex sig-
nal eliciting an immediate reflex action from the system and a predictive input, the
weights of which will be learned. In this case, the reflex event was triggered by the
collision between the foot and the walls of the obstacles and the prediction event was




(b) Search Reflex (c) Elevator Reflex
Figure 5.2: Walking Behaviours implemented. Trace of the foot positions (red) and terrain
(blue) exhibiting the three different behaviours implemented. In the search reflex
(b), when the foot does not find ground at the expected location, it start searching
for a foothold on the other side of the gap. In the elevator reflex (c), the foot recedes
slightly and tries another step at a higher position in order to climb the obstacle.
After a few tests, it became apparent that the most useful moment to issue the pre-
diction event was at the start of the swing phase. When issued at this point, the
predictive signal had the largest impact on the foot trajectory. This effect was already
described in [97]. The obstacle detection system was then modified so that the pre-
diction event was issued only at the start of this phase, when there was an obstacle at
a distance of less than a step-length.
Some experiments were then performed and these revealed promising results. After
learning took place, the simulated foot was capable of overcoming most of the ob-
stacles without activating the reflex signal (figures 5.5 and 5.6). The several stages of
the behaviour as learning takes place can be seen for both the steps and the gaps in
figures 5.3 and 5.4 respectively.
In some simulation runs, however, there were still some visible problems. One of
these problems was caused by the disconnection between the predictive signal and
the distance at which an object was located (within the detection interval), which
caused the weight increase for the predictive pathways to be identical independently
from the distance to the obstacle. The fact that the system did not take the value





Figure 5.3: Step learning progression. Traces of the foot positions during a step over an




Figure 5.4: Gap learning progression. Traces of the foot positions during a step over a gap
in the ground before (a), during (b) and after (c) learning. These were collected
during the simulations performed.
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Figure 5.5: Comparison between the simulation runs with and without learning. As
can be seen by the figure, the experiment where learning was activated took less
time to travel the same distance. In the beginning of the simulations both lines
start with the same inclination, as learning still has not taken place. As soon
as learning start to be able to avoid some of the collisions, it avoids the reflex
actions which cause the system to travel through the terrain in less time than
when learning is not present.
Figure 5.6: Weight progression for the predictive pathway on a successful trial. Learn-
ing takes place mostly at the start of the simulation, after that the foot is able to
overcome all obstacles without the activation of further reflex behaviours.
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the foot is very close to the obstacle, it would not be able to rise enough to negotiate
it, which then generated a reflex action that caused an increase in the weight, thus
increasing the reaction in all other cases as well.
Figure 5.7: Weight progression for the predictive pathway on a trial where some prob-
lems were observed. In this case, learning does not stop as soon as in the previ-
ous example, as the terrain had obstacles in tighter intervals that caused the foot
to land very close to their wall in certain occasions (as illustrated in the insert,
where the dotted line demonstrates the foot trajectory required to overcome the
step at that distance), which caused more reflex events to be generated along the
duration of the trial.
Another problem observed was when the system was trained initially with shorter
obstacles and then with taller obstacles. As in the previous case, the predictive signal
was independent from the size of the obstacles, which meant that after learning it
would react in the same way to different sized obstacles. This meant that, after these
trials, the weight was always adjusted in a way that optimised the behaviour to re-
spond to the largest obstacles. This caused the foot trajectory to be excessively high
on small obstacles, thus waisting time and energy with the longer trajectories. To il-
lustrate this problem, the system which gave the results from figure 5.7 was used for a
second run in a terrain with the same characteristics, only with obstacles which were
nearly twice the size. As can be seen in figure 5.8, the system had some reflex events,
which translated into large increases in the weight. This means that its reactions to
any obstacle will now be stronger, independently from its size.
78
Robot Model Integration
Figure 5.8: Weight progression for the predictive pathway on the second trial, which
consists of transposing larger obstacles. It can be seen that the weights increase
during this trial, as the weights previously learned were not enough to overcome
the taller obstacles.
5.1.1 Proportional Prediction Events
In order to avoid the problems described above, the obstacle detection system was
changed. Instead of generating a single spike, the system was setup so that it gener-
ates a spike burst with a number of spikes approximately proportional to the apparent
height of the obstacle. This apparent height is directly proportional to the height of
the obstacle and inversely proportional to its distance. The intuition for this is that
the closer or taller the obstacle is, the larger its apparent size and therefore the higher
the reaction of the detection system needs to be. After this change was implemented,
the system was tested in the same problematic terrain used for figure 5.7 and the sys-
tem performance was much better. Learning completed successfully early in the trial
and all remaining obstacles were overcome successfully without the generation of
any further reflex events. This can be seen by comparing figures 5.7 and 5.9. With the
non-proportional predictive signal, the system was not capable of achieving weight
stabilisation, having been through 16 reflexes with the last one at timestep 193049.
With the progressive predictive signal, weight stabilisation was achieved after 8 reflex
actions with the last one being at timestep 76686.
The system was then also tested for a second run on the larger obstacle terrain used
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Figure 5.9: Weight progression for the predictive pathway for the system with a pro-
portional predictive signal using the same terrain as the one used for the trial
illustrated by figure 5.7. It can be seen that learning takes place at the beginning
of the trial and no more reflex events are generated for the duration of the trial.
for figure 5.8 and, as expected, its performance improved greatly. The system was able
to successfully negotiate the larger obstacles without colliding a single time with any
of them, thus maintaining the value of the weight. This was due to the proportional
activation generated by the predictive system being enough to compensate for the
variations in obstacle size.
5.2 3D Simulations
5.2.1 Physical Robot vs Simulation – some Compromises
The physical robot and its control system, were the responsibility of project collabora-
tors. It was designed to be a scale model of a stick insect (figure 5.10b) and its control
system was going to be based on SCASM [38].
Due to complications in the design of the control boards, the physical system was
not completed within the project time frame. Although a prototype simulator was
provided as a backup plan, it proved inadequate for the needs of the project. Due to
these circumstances, the integration was performed by using the commercial simu-
lator Webots® [99]. The robot appearance model (figure 5.10a) was developed from
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(a) 3D model of the robot (b) Stick insect (picture from [98])
Figure 5.10: Robot model and a stick insect, which served as its inspiration.
the CAD design of the physical robot. In order to simplify the simulation, the actual
physical model and the surfaces used for collision detection were built using sim-
ple cylinders and boxes in a way that approximated as much as possible the original
shape, rather than the complex triangular meshes used for visualisation. This allowed
for real time simulations to be performed while still maintaining a very good level
of accuracy in the collision detection of the simulator. The stereo system was also
emulated through the use of two virtual cameras in the simulation.
As the control system was part of the same work package, it suffered from the same
delay. Because of this, a replacement control system was implemented using a simple
CPG, which allowed for the tripod gait to be generated and modulated through vari-
ous bias inputs. This replacement system also provides load sensing on the front leg
joints for the collision detection used in the learning system. These sensors used are
analogous to the intended hardware implementation, as the servos used were capable
of the same measurements.
5.2.1.1 Basic walking Control System
Each robot leg is composed of three different parts, the coxa, the femur and the tibia.
An illustration of these components and of their movements can be seen in figure
5.11.
For the walking control, a simple CPG based system, capable of performing the al-
ternating tripod gait, was used. In this system, all the joints were controlled by
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(a) Frontal view (b) Top view
Figure 5.11: Robot Leg illustration. Illustration of the different components of the robot leg
and their movements. (a) shows a frontal view and (b) shows a top view. The
angles of the coxa, femur and tibia will be represented by C, F and T respectively.
In this work, C is positive when the coxa turns towards the front of the robot, F
is positive when the femur lifts and T is positive when the tibia rotates towards
the robot.
sinusoidal waves. Depending on the type of joint, the parameters of this wave were
different. For the implementation of the alternating tripod gait, two groups of legs
were created (figure 5.12.

























These two groups reacted symmetrically to the sinusoidal wave, and the exact char-
acteristics of their movement is described by equation 5.1. These signals can be seen
in figure 5.13. The signal responsible for the control of the Tibia joint angle is not
shown, but it has twice the frequency of the signal controlling the Coxa joint angle
with varying time offsets, depending the leg.
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Figure 5.12: Robot leg groups. Simplified diagram illustrating the two groups of legs used
for the tripod gate walking. 1L, 2R and 3L (light red) form one group of legs and
1R, 2L and 3R (light yellow) form the other group.
5.2.1.2 Reflex Implementation
In the robot, the reflex signal is sent through two different pathways, one connected to
the Coxa and the other to the Femur. This signal will affect the CPG signal controlling
the joints by stimulating a backward motion in the Coxa joint and stimulating the lift
of the Femur joint, as seen in figure 5.13.
Due to time constraints, no search reflex was implemented, therefore the experiments
performed only involved step like obstacles and no gaps were added to the terrain.
5.2.2 Vision system and learning system integration
In a first phase, the object approach detection system was tested in connection with
the stereo system. For this test, the stereo system and the obstacle approach detection
system were connected together and the latter was connected to the learning system
(figure 5.14). The learning system did not, however, modulate the walking system in
this test. The robot was then set to walk towards a step. The goal for this test was
to guarantee that the input signals were being correctly generated before performing
longer simulations with the full setup.
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Figure 5.13: Comparison between the nominal and disturbed joint angles of the Coxa
and Femur joint angles. During nominal walking, the coxa angle follows a full
sinusoidal wave.The femur is the positive section of a sinusoidal wave with the
same frequency, with a phase 90 degrees ahead of the coxa. When a reflex signal
is fired, at timestep 150, its trace is added to the different joint activation signals,
with different gain parameters, which causes the coxa to recede temporarily and
the femur to lift higher.
Figure 5.14: Illustration of the integration between the vision and learning systems.
Each pixel of the disparity map calculated with the stereo system is connected to
an obstacle approach block described in section 4.3. The outputs of these blocks
are the predictive inputs to the Iso3 Neuron. The reflex signal is generated from
the load sensors in the front legs.
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The behaviour of the obstacle detection blocks was logged and verified to be correct.
The traces for one of the predictive inputs from one of the 3D simulations can be seen
in Figure 5.15.
Figure 5.15: Activity in some predictive inputs after passing through the input filter.
Each input was being fed by a different column of one detection block. At the
beginning of the simulation some detection columns are very active. This is due
to the fact that the habituation process takes a little time to stabilise the neurons.
After it stabilises, the activity is mostly limited to new events.
5.2.3 Closed Loop Experiments using Spiking ISO3 learning
After confirming the inputs from the prediction system were working correctly, the
final integration was made. The stereo vision and the obstacle detection system were
then connected to the Spiking ISO3 learning system, which was also connected to the
modulation inputs in the control system. Two learning blocks were used, one for each
front leg. In this chapter, the results shown will be for the right leg, as the ones for
the left leg are approximately the same and would not add any extra information.
Several experiments were setup in order to examine the effects of the learning system
in the behaviour of the robot. These experiments involve placing the robot in front of
a box shaped obstacle and activating the system. The robot then walks forward until
it reaches the obstacle at different points, according to the experiment. Each time the
robot reaches the obstacle without predicting it, it will generate a reflex response, at
which point the robot is moved to the initial position again whilst keeping the status
of the learning system the same and this cycle is repeated for several iterations. Each
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iteration also has a maximum time duration, corresponding to slightly over the time
that the robot takes until it reaches the obstacle. This was done in order to end the
iterations in which the reflex action was correctly avoided.
Scenario 1 consisted of the robot approaching the centre of the obstacle. When the
robot is close to the obstacle (figure 5.16), the obstacle appears as a step in the ground,
as it occupies the entire width of the field of view.
(a) Depth map (b) Robot position
Figure 5.16: Scenario 1. Depth map and simulator screenshot from a moment before the
collision with the centre of an obstacle.
After the first test was completed, the log files were analysed and they showed that
after a few iterations, the system no longer generated reflex actions and that the right
foot was walking over the obstacle instead of against it. The trace from the right foot
whilst successfully stepping on to the obstacle can be seen in figure 5.17, whilst the
figure showing weight stabilisation can be seen in figure 5.18.
After learning, some areas of the image have higher weights associated than the oth-
ers. This means that these areas were considered by the system to be more important
in the prediction of the collision with the obstacle than the others. For this first ex-
ample, the cumulative weight plot for the several image areas can be seen in figure
5.19. It can be seen that most of the lower area of the image was considered to be
important for the obstacle detection, due to it being activated before all the collisions.
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Figure 5.17: Trace of the right foot after learning is successful in overcoming Scenario
1.
Figure 5.18: Trace of the weights for Scenario 1. This shows that after a few reflex ac-




Figure 5.19: Plot of the sum of the weights for each of the blocks at the end of Sce-
nario 1. This shows the areas in the image which were considered to be more
important to predict the obstacle. Black represents 0 weight and white represents
the higher of the weights.
Scenario 2 consisted in placing the obstacle to the right of the robot path (figure 5.20),
therefore exposing only the right leg to a collision with it.
Again, the system was capable of learning how to step onto the obstacle (figure 5.21),
but this time the area of interest was only the lower right section of the image, as
the obstacle that caused the collisions was only detected in that area, therefore all
the learning correlations occurred there (figure 5.23). The total weight trace for this
experiment can be seen in figure 5.22.
The results of the previous experiments were promising and showed that the system
was capable of adjusting the behaviour of the robot in order to avoid complicated
reflex actions. The next step was to start mixing the two types of scenarios together.
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(a) Depth map (b) Robot position
Figure 5.20: Scenario 2. Depth map and simulator screenshot from a moment before the
collision with the left edge of an obstacle. This approach will only affect the left
leg.
Figure 5.21: Trace of the right foot after learning is successful in overcoming Scenario
2 Again, like in Scenario 1, the system achieves weight stability, the only differ-
ence being that in this case it took more trials until this was achieved due to the
smaller amount of inputs correlated with the reflex action.
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Figure 5.22: Trace of the weights for Scenario 2. In this experiment the weights took
longer to stabilise due to smaller inputs, but eventually stabilised.
Scenario 3 consisted in having 3 different phases. The first phase was similar to
scenario 1 (where the obstacle occupied the entire lower area of the field of view).
The second phase was similar to scenario 2 (the obstacle occupied only the lower
right section of the field of view), with the exception that instead of starting fresh, it
started with the weights learned during the first phase. In the third phase, the object
was placed in the left side of the robot path in a way that did not have an impact on
the right leg (figure 5.24). The expected action for the robot would be for it to learn
how to step over the obstacle on the first two phases but not to react when moving
towards the right edge of the obstacle, as this would not generate a reflex for the right
leg.
After testing, it was verified that the first two phases had approximately the same
result as when it was tested under the individual scenarios, but it did not behave as
was predicted when approaching the right edge of the obstacle. In this case, the leg
reacted unnecessarily to the obstacle, even though it was in a position which would
not disturb the leg movement (figure 5.25)
After looking at the resulting weights for the image areas, it was found that by the end
of the second phase, the entire lower part of the image still had high weights (figure
5.26), due to the fact that the learning system had no mechanism which allowed for
the decrease of the weights. The only effect of the second phase of this experiment
was to increase the weights of the lower right area of the image, but not to change
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Figure 5.23: Plot of the sum of the weights for each of the blocks at the end of Sce-
nario 2. This shows the areas in the image which were considered to be more
important to predict the obstacle. Black represents 0 weight and white represents
the higher of the weights.
anything else (figure 5.27).
In the previous experiment, there was a split between the 2 phases of learning, first
the centre approach and only then with the edge of the obstacle. As this causes most
of the weight to be gained during the initial phase, a fourth scenario was devised.
Scenario 4 consisted in two phases, phase 1 was a merge of the two first phases of
Scenario 3 by alternating the position of the obstacle (i.e. middle, right, middle. . . ),
while phase 2 was the same as the last phase of Scenario 3 (i.e. placing the obstacle
on the left of the robot so it does not interfere with the right leg). This scenario was
expected to help decrease the reliance of the system on the lower left area of the
screen by training it earlier on with the different positions. After analysis of the foot
trace when approaching the right edge of the obstacle, it was verified that, although
slightly better, it still displayed erroneous behaviour (figure 5.28).
Analysing the weights shown in figures 5.29 and 5.30, it can be seen that the problem
is still present. Even though there is a small increase in difference between the lower
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(a) Depth map (b) Robot position
Figure 5.24: Third phase of Scenario 3. Depth map and simulator screenshot from a mo-
ment before the collision with the right edge of the obstacle. This type of approach
does not affect the right leg and, as such, should not elicit a response from it.
Figure 5.25: Trace of the right foot during one of the iterations of phase 3 of Scenario
3. The leg reacts to the obstacle, even though it was not necessary to do so.
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Figure 5.26: Plot of the sum of the weights for each of the blocks at the end of phase
2 of Scenario 3. In this case, the areas to the right of the image gain importance
to a level beyond the rest, but the rest of the areas learned during the training
with the wide obstacle still maintain a high weight. Black represents 0 weight
and white represents the higher of the weights.
Figure 5.27: Trace of the weights for Scenario 3 for the two sides of the image. The
left side weights represents the sum of weight in columns 0 to 4 of the image,
while the right side weights represents columns 4 to 6. In the first phase, both
sides of the image increase in weights, in the second phase, a further increase in
the weights of the right side can be seen whilst the left side mostly maintains




Figure 5.28: Trace of the right foot during one of the iterations of phase 2 of Scenario
4. The leg reacts to the obstacle, even though it was not necessary to do so.
right area and the rest of the lower area, the weights on the lower left area of the image
are still too high, therefore causing erroneous reactions to objects which should not
have any impact on the behaviour.
As this was a moderately serious problem, a more detailed analysis was done on
what was causing it and how to improve the system so that it was more robust to
these kinds of situations. In order address this problem, it was hypothesised that
forgetfulness would be beneficial, as the cause of the problem was the fact that the
system had learned an association that proved to be no longer valid after a few trials.
Without forgetfulness, this association will be permanent and will cause disturbance
to the normal behaviour of the robot. With forgetfulness present, the weights of this
association would decrease and eventually would no longer cause problems. These
details, along with the proposed extension to the ISO3 algorithm are described fully
in sections 3.4.3 and 3.4.4.
5.2.4 Closed Loop Experiments using Forgetful ISO3 learning
In section 3.4.4, an alternative implementation of the learning algorithm, named For-
getful ISO3, was presented and successfully tested with artificial inputs. This imple-
mentation was different to the one used in the previous experiments in the fact that it
allows for weights to decrease, mostly in lower activity synapses. As it was expected
to have a better performance, it was used as a replacement learning system and, in
order to verify that it worked as expected, the same experiments described in the
previous section were performed again.
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Figure 5.29: Plot of the sum of the weights for each of the blocks at the end of phase
1 of Scenario 4. In this case, the areas to the right of the image have stronger
weights, but the rest of the areas still have too high weights due to the training
examples where the object was placed at the centre. Black represents 0 weight
and white represents the higher of the weights.
For the first scenario, in which the object is approached at its centre, the system is
shown to successfully learn how to climb the obstacle. The trace of the right foot can
be seen in figure 5.31. In this case, the weights have a similar distribution to the one
already observed in the previous section, as the entire lower area is active during the
reflex events (figure 5.33).
For the second scenario, this system also performed as expected and, again, the sys-
tem was able to learn successfully how to climb the obstacle without generating a
reflex event (figures 5.34 and 5.35). The weight distribution (figure 5.36) is similar
to the one obtained in the previous section, but it can already be seen that some of
the lower activity synapses, that were previously barely visible but still present, have
been suppressed.
Since the system was successful on both of these scenarios, it shows that the changes
performed did not have a negative impact on the basic behaviours, when compared
with the previous algorithm. In order to verify whether the system has improved on
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Figure 5.30: Trace of the weights for Scenario 4 for the two sides of the image. In this
case it can be seen that in the first phase, the weights from the right side of the
screen increased more than the weights on the left, but after this phase finishes,
the left side weights already have a considerable value which is kept in phase 2
due to the absence of reflexes.
Figure 5.31: Trace of the right foot after learning is successful in overcoming the ob-
stacle from figure 5.16.
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Figure 5.32: Trace of the weights for Scenario 1 using Forgetful ISO3. In this case,
after a weight high enough to overcome the obstacles was achieved, The forget-
fulness factor starts having its influence and it can be seen that the weights start
decreasing. If the simulation had continued for longer, reflex actions would be
actioned again because the weight would decrease to a level below the one needed
to overcome the obstacle. This happens especially because there are many input
paths have similarly high weights, which causes them to suppress each other in
a consistent manner.
Figure 5.33: Plot of the sum of the weights for each of the blocks at the end of Sce-
nario 1 using Forgetful ISO3. This shows the areas in the image which were
considered to be more important to predict the obstacle. Black represents 0 weight
and white represents the higher of the weights.
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Figure 5.34: Trace of the right foot after learning is successful in overcoming the ob-
stacle in Scenario 2 (where the object was placed on the right).
Figure 5.35: Trace of the weights for Scenario 2 using Forgetful ISO3. The weights take




Figure 5.36: Plot of the sum of the weights for each of the blocks at the end of Sce-
nario 2 using Forgetful ISO3. This shows the areas in the image which were
considered to be more important to predict the obstacle. Black represents 0 weight
and white represents the higher of the weights.
the problems observed in the previous system, it was also tested on the third and
fourth scenarios.
In the third scenario, the system successfully adjusted its weights to climb the obstacle
in the first and second phases as expected. After the second phase though, the weight
distribution (figure 5.37) was clearly different from the one obtained before. During
the second phase, the system was able to almost completely suppress the weights
relating to the activity from the lower left area of the image and only the most sig-
nificant areas were left with significant weights (figure 5.39). In the third phase, this
system was confirmed to have resolved the problem detected in the previous section,
as can be shown from the trace of its right foot in figure 5.38. The right leg does not
change its trajectory when the system is faced with the obstacle on the left, as it has
correctly considered it to be in an area of no importance.
In the fourth scenario, this system had the potential to not behave as correctly as in the
third one, as the activity from the lower left never fully disappears during learning.
After this scenario was tested, observing the foot trace from figure 5.40, it was verified
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Figure 5.37: Plot of the sum of the weights for each of the blocks at the end of phase
2 of Scenario 3 using Forgetful ISO3. In this case, the areas in the lower
right of the image are the only ones that still have weights as the rest have been
suppressed, unlike the results obtained with the Spiking ISO3 algorithm. Black
represents 0 weight and white represents the higher of the weights.
Figure 5.38: Trace of the right foot during one of the iterations of phase 3 of Scenario
3 using Forgetful ISO3. The system correctly ignores the obstacle and the leg
performs normal walking cycles.
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Figure 5.39: Trace of the weights for Scenario 3 using Forgetful ISO3 for the two sides
of the image. The right side weights suppressed the left side weights to a point
where they no longer affect the output, so they no longer have an suppressive
effect on the right side weights.
that the system still performed correctly without any deviation observable in the right
leg. Analysing the weight distribution in figures 5.41 and 5.42, it can be seen that the
system was still able to suppress the weights on the lower left area of the image to a
point where they do not have any significant influence on the leg trajectory.
Figure 5.40: Trace of the right foot during one of the iterations of phase 2 of Scenario
4 using Forgetful ISO3. The system correctly ignores the obstacle and the leg
performs normal walking cycles.
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Figure 5.41: Plot of the sum of the weights for each of the blocks at the end of phase
1 of Scenario 4 using Forgetful ISO3. In this case, the areas to the right of
the image gain importance and the rest is suppressed to levels low enough not to
cause an effect on the leg control. Black represents 0 weight and white represents
the higher of the weights.
5.3 Summary
In this chapter, the integration of all the systems (stereo vision, obstacle detection,
learning and walking control) was described. Several test scenarios were used for
evaluation of the system performance. These consisted of presenting obstacles in
different positions of the field of view and verifying whether the robot managed to
learn how to correctly surpass them. The system was mostly successful on simple
scenarios, but had problems on more complex ones. After an analysis was made
and the problem identified, changes were introduced to the the learning algorithm in
order to improve its performance. These changes consisted in adding the capability
for the system to “forget” and at the same time for the synapses to suppress each
other. The tests were executed again and the modified algorithm was confirmed to




Figure 5.42: Trace of the weights for Scenario 4 using Forgetful ISO3 for the two sides
of the image. The right side weights suppressed the left side weights to a point
where their activity is minor but still present, which still elicits the competition





Here are summarised the activities undertaken and results of the several components
of the project addressed in this thesis.
Learning
In Chapter 3, two different types of learning were implemented and tested, the first
was a spiking implementation of the ISO3 learning (Spiking ISO3) and the second
(Forgetful ISO3) had an added term in the weight update rule, which allowed for the
weaker synapses to be suppressed. Using ISO3 as a base instead of normal ISO gave
a higher stability and resilience to the algorithm due to this system already having a
mechanism to avoid uncontrolled auto-correlation effects.
The Spiking ISO3 version appeared to work correctly in all the simple simulations
performed, which had only one predictive input and no noise, but when this version
was tested in the 3D simulations, where the system was used with a high number of
different and slightly noisy predictive inputs, it was verified that the system learnt
how to associate certain inputs with the reflex event leading to an increase of its
weights, but was not able to detect that these associations were purely coinciden-
tal. This inability to “forget” wrong associations affected the walking controller in
inappropriate ways, causing it to alter its gait at wrong times.
The Forgetful ISO3 version was created in order to attempt to solve the problem de-
scribed above. The extra terms in its weight update rule were partially inspired in
the Oja rule, which defines that the amount of weight decrease should be propor-
tional to the amount of output activity (in this case it was changed to the amount of
variation in the output activity) and also took inspiration from synaptic suppression
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where stronger synapses inhibit weaker ones. After testing this on an open loop sim-
ulation modelling the conditions where the problem was detected, it showed a good
performance.
Vision
The vision system implemented consisted in an obstacle detection system which used
depth data as its input and had several outputs, one for each voxel in the scene. These
outputs emitted spikes when an obstacle was detected in the corresponding voxel.
The source of depth data which was planned to be used was a depth from motion
system which received its data from an artificial retina. After some preliminary tests
where data from the artificial retina was recorded and fed to a model of the depth
from motion chip, some potential problems were detected which prompted further
investigations. The first problem, and the most visible in the tests performed, was the
interaction of the camera noise characteristics and the error detection system in the
algorithm. As the camera produced a noisy output, it interfered with the overzeal-
ous error detection system, which would then discard most of the measurements
taken. In an attempt to surpass this problem, the data from the camera was filtered
and simulations were performed. This time, although the results improved, many
measurements were still being discarded.
The other problem found was related to the small movements occurring in the camera
at the time of the testing, which had an impact on the timing of the edges detected.
A mathematical analysis was then performed in order to verify the effects of the
wobbling movements which were going to be inserted by the robot locomotion. This
showed that the system would not cope at all even with slight movements, as the
measurements would be very distorted.
Both of these problems indicated that the system would need serious changes before
it could be used for this application. So instead of using it, the obstacle detection
system made use of a stereo vision setup. This system used two normal cameras to
acquire the scene, calculated its disparity using an off the shelf system which was fed
to a layer of disparity selective integrate and fire neurons. These neurons were then
connected with excitatory and inhibitory synapses to a second layer of integrate and
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fire neurons, these with an habituation mechanism in order to detect novelty. In the
preliminary tests this system was robust to the predicted movement of the robot and
was able to mostly ignore the ground as it was approaching in certain phases of the
walking cycle, whilst being able to detect incoming obstacles.
Integration
When all the systems were integrated together, several simulations were run using
different test scenarios which consisted of placing the obstacles in different positions
for several iterations and analyse whether the robot managed to adapt its gait to
allow the climbing of the obstacles without a reflex action taking place. In most of
the tests, the system managed to adapt the gait to the presence of the obstacles, but
some problems were detected in some of the tests. These problems were investigated
and linked to the learning algorithm.
As described above, the learning algorithm was changed and the Forgetful ISO3 learn-
ing was implemented. This version, which had been successful in the preliminary re-
sults, was tested using the same scenarios and it was observed that the performance
of the system had improved, especially in the problematic cases in which the Spiking
ISO3 was not able to adapt correctly. In these cases, the Forgetful ISO3 managed to
adapt correctly to the terrain therefore showing a better capacity for handling noisy
inputs and coincidental correlations in the predictive events while still maintaining
the same level of performance as the Spiking ISO3 in the rest of the scenarios tested.
6.2 Future Work
Even though the experiments were performed in a reasonably accurate simulator, de-
ploying the systems in an actual physical context would be even more useful, as the
sources of noise, faults, and other potential imperfections in the hardware implemen-
tation would give a greater insight into how robust the system is and how it could be
improved.
Another activity which would be interesting to perform would be to integrate this
system with a more complex low level control system like SCASM or, even more
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interesting, a spiking neuron implementation of the actual biological mechanism de-
scribed in [100].
In order to save more power, the full synapse elimination mechanism [74] could be
implemented, so that the synapses which were left with no weights could be turned
off or be used by other components of the system needing more computing elements.
One question which would be important to answer is, as the learning system software
implementation was performed in a way which allows for an easy translation to
hardware, whether an analogue VLSI implementation of this system would be more
power efficient than the traditional approach of having a generic processor or field
programmable gate array (FPGA) control the robot actions.
6.3 Conclusions
This project explores the suggestion that biologically inspired control and processing
systems can improve hexapod walking behaviour on uneven surfaces by using a bio-
logically inspired unsupervised learning algorithm to use sensor readings to adapt its
gait. Through the implementations and integration of multiple biologically inspired
systems it was shown that it is already possible to apply them with positive outcomes
in this type of scenario.
At Bielefeld University, there is a very active community studying insect locomotion
and building robots based on those studies. HECTOR is the most recent robot arising
from that collaboration, which uses WALKNET as its control system.
While WALKNET and SCASM (based on Cruse studies) provide very good reflex
based distributed walking control systems, they are completely reliant upon previous
configuration and do not change their behaviour with experience. This is where
the learning system explored in this thesis would be able to help to increase the
performance of the system without requiring pre-tuning of the action parameters by
allowing another layer of sensory fusion to evolve by itself instead.
It was also verified that the addition of synaptic competition has an important impact,
especially in systems which work with imperfect data or in situations in which some
correlations learnt turn out not to be correct. In these cases, the ability to suppress
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the weak synapses created by such erroneous learning events allows for the correct
behaviour to be restored.
While at first sight the forgetful ISO3 algorithm might appear to adopt a similar
strategy to a winner takes all system, it has some fundamental differences. In the
presence of a reflex signal, all predictive inputs which correlate with it will have their
weights increased and not just the strongest one. This keeps the system from relying
on any particular input early on. In this system, the pruning and differentiation
occurs particularly when some inputs correlate with the reflex signal, but not others,
in which case, the latter are strongly suppressed by the former. It will continue
to occur, in a smaller way after the reflex signal stops being activated, especially if
there is already a goog differentiation at that moment. In the situation where there
are several predictive inputs with similar weights, all being equally active but at
slightly different times, the system will exhibit a general weight decrease mimicking
forgetfulness, as these inputs activity will suppress each other in similar amounts.
This will eventually lead to the reappearance of a reflex action, which might then
elicit a stronger discrimination between them.
Unlike the original ISO3 algorithm, if a particular input stops being correlated with
the situations being avoided, its weight will decrease in favour of other inputs with
stronger correlation. This helps deal both with noisy sensor inputs and with changes
in circumstances.
Some systems still require extra work in order to make them applicable to the real
world like the depth from motion system implementation, which requires a higher
robustness against movement disturbances and input noise before it can be used in
an application where the cameras do not have a constant unidirectional movement.
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