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Abstract: The aim of this paper is to review the current state of the art in content-based image 
retrieval (CBIR), a technique for retrieving images on the basis of automatically-derived 
features such as color, texture and shape. Our findings are based both on a review of the 
relevant literature and few results found during the work in the field. This paper focuses on 
the problem of texture and shape feature extractions. We investigated texture feature and 
shape feature for CBIR by successfully combining the Gabor filters and Zernike moments 
(GF+ZM). GF is used for texture feature extraction and ZM extracts shape features. For color 
feature , each image added to the collection is analyzed to compute a cooler histogram which 
shows the proportion of pixels of each color within the image. The color histogram for each 
image is then stored in the database. 
Keywords: CBIR, Gabor filter, Zernike moments, texture, color, histogram. 
1. INTRODUCTION 
Interest in the potential of digital 
images has increased enormously over the 
last few years, fuelled at least in part by the 
rapid growth of imaging on the World-
Wide Web. Users in many professional 
fields are exploiting the opportunities 
offered by the ability to access and 
manipulate remotely-stored images in all 
kinds of new and exciting ways. However, 
they are also discovering that the process 
of locating a desired image in a large and 
varied collection can be a source of 
considerable frustration. The problems of 
image retrieval are becoming widely 
recognized, and the search for solutions an 
increasingly active area for research and 
development. Some indication of the rate 
of increase can be gained from the number 
of journal articles appearing each year on 
the subject. 
Problems with traditional methods 
of image indexing have led to the rise of 
interest in techniques for retrieving images 
on the basis of automatically-derived 
features such as color, texture and shape – 
a technology now generally referred to as 
Content-Based Image Retrieval (CBIR). 
After a decade of intensive research, CBIR 
technology is now beginning to move out 
of the laboratory and into the marketplace, 
in the form of commercial products like 
QBIC and Virage. However, the 
technology still lacks maturity, and is not 
yet being used on a significant scale. In the 
absence of hard evidence on the 
effectiveness of CBIR techniques in 
practice, opinion is still sharply divided 
about their usefulness in handling real-life 
queries in large and diverse image 
collections. Nor is it yet obvious how and 
where CBIR techniques can most 
profitably be used. 
2. BACKGROUND 
2.1The growth of digital imaging 
The use of images in human 
communication is hardly new – our cave-
dwelling ancestors painted pictures on the 
walls of their caves, and the use of maps 
and building plans to convey information 
almost certainly dates back to pre-Roman 
times. But the twentieth century has 
witnessed unparalleled growth in the 
number, availability and importance of 
images in all walks of life. Images now 
play a crucial role in fields as diverse as 
medicine, journalism, advertising, design, 
education and entertainment.  
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2.2 The need for image data management 
The process of digitisation does not 
in itself make image collections easier to 
manage. Some form of cataloguing and 
indexing is still necessary – the only 
difference being that much of the required 
information can now potentially be derived 
automatically from the images themselves.  
One of the main problems 
highlighted is the difficulty of locating a 
desired image in a large and varied 
collection. While it is perfectly feasible to 
identify a desired image from a small 
collection simply by browsing, more 
effective techniques are needed with 
collections containing thousands of items. 
Journalists requesting photographs of a 
particular type of event, designers looking 
for materials with a particular color or 
texture, and engineers looking for 
drawings of a particular type of part, all 
need some form of access by image 
content.  
2.3Characteristics of image queries 
What kinds of query are users 
likely to put to an image database? To 
answer this question in depth requires a 
detailed knowledge of user needs – why 
users seek images, what use they make of 
them, and how they judge the utility of the 
images they retrieve. Common sense 
evidence suggests that still images are 
required for a variety of reasons, including: 
 illustration of text articles, 
conveying information or 
emotions difficult to 
describe in words, 
 Formal recording of design 
data (such as architectural 
plans) for later use.  
Access to a desired image from a 
repository might thus involve a search for 
images depicting specific types of object or 
scene, evoking a particular mood, or 
simply containing a specific texture or 
pattern. Potentially, images have many 
types of attribute which could be used for 
retrieval, including: 
 the presence of a particular 
combination of color, 
texture or shape features 
(e.g. green stars); 
 the presence or arrangement 
of specific types of object 
(e.g. chairs around a table); 
 the depiction of a particular 
type of event (e.g. a football 
match); 
 Metadata such as who 
created the image, where 
and when. 
Each listed query type (with the 
exception of the last) represents a higher 
level of abstraction than its predecessor, 
and each is more difficult to answer 
without reference to some body of external 
knowledge. This leads naturally on to a 
classification of query types into three 
levels of increasing complexity  
 
Level 1 comprises retrieval by primitive 
features such as color, texture, shape or the 
spatial location of image elements. 
Examples of such queries might include 
“find pictures with long thin dark objects 
in the top left-hand corner”, “find images 
containing yellow stars arranged in a ring” 
– or most commonly “find me more 
pictures that look like this”. This level of 
retrieval uses features (such as a given 
shade of yellow) which are both objective, 
and directly derivable from the images 
themselves, without the need to refer to 
any external knowledge base. Its use is 
largely limited to specialist applications 
such as trademark registration, 
identification of drawings in a design 
archive, or color matching of fashion 
accessories.  
 
Level 2 comprises retrieval by derived 
(sometimes known as logical) features, 
involving some degree of logical inference 
about the identity of the objects depicted in 
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the image. It can usefully be divided 
further into: 
Retrieval of objects of a given type 
(e.g. “find pictures of a double-decker 
bus”); 
Retrieval of individual objects or 
persons (“find a picture of the Eiffel 
tower”). 
 
Level 3 comprises retrieval by abstract 
attributes, involving a significant amount 
of high-level reasoning about the meaning 
and purpose of the objects or scenes 
depicted. Again, this level of retrieval can 
usefully be subdivided into: 
Retrieval of named events or types 
of activity (e.g. “find pictures of Scottish 
folk dancing”); Retrieval of pictures with 
emotional or religious significance (“find a 
picture depicting suffering”). 
3 WHAT IS CBIR? 
The earliest use of the term 
content-based image retrieval in the 
literature seems to have been by Kato 
[1992], to describe his experiments into 
automatic retrieval of images from a 
database by color and shape feature. The 
term has since been widely used to 
describe the process of retrieving desired 
images from a large collection on the basis 
of features (such as color, texture and 
shape) that can be automatically extracted 
from the images themselves. The features 
used for retrieval can be either primitive or 
semantic, but the extraction process must 
be predominantly automatic. Retrieval of 
images by manually-assigned keywords is 
definitely not CBIR as the term is 
generally understood – even if the 
keywords describe image content.  
CBIR differs from classical 
information retrieval in that image 
databases are essentially unstructured, 
since digitized images consist purely of 
arrays of pixel intensities, with no inherent 
meaning. One of the key issues with any 
kind of image processing is the need to 
extract useful information from the raw 
data (such as recognizing the presence of 
particular shapes or textures) before any 
kind of reasoning about the image’s 
contents is possible.  
Many police forces now use 
automatic face recognition systems. Such 
systems may be used in one of two ways. 
Firstly, the image in front of the camera 
may be compared with a single 
individual’s database record to verify his 
or her identity. In this case, only two 
images are matched, a process few 
observers would call CBIR. Secondly, the 
entire database may be searched to find the 
most closely matching images. This is a 
genuine example of CBIR
3.1 Architecture of Typical CBIR System 
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Figure No1: Architecture of Typical CBIR System
Architecture for image retrieval is 
composed by three fundamental building 
blocks: a feature transformation, a feature 
representation and a similarity metric. 
Even though significant attention has been 
recently devoted to each of these 
individual components, there have been 
significantly less attempts to investigate 
the interrelationships between them and 
how these relationships may affect the 
overall performance of retrieval systems. 
Current retrieval solutions can be grouped 
into two major disjoint sets: the ones 
tailored for texture vs the ones tailored for 
color. These two sets vary widely with 
respect to the emphasis placed on the 
design of the individual retrieval 
components. Because most texture 
databases consist of homogeneous images, 
texture retrieval usually assumes Gaussian 
distributed features for which simple 
similarity metrics, such as the Euclidean or 
Mahalanobis distances, are optimal.  
The focus is, instead, on finding the 
feature transformation that leads to best 
discrimination between the different 
texture classes.On the other hand, feature 
selection has not been a critical issue for 
color-based retrieval, where the features 
are usually the pixel colors themselves. 
Instead a significant amount of work has 
been devoted to the issue of feature 
representation, where the majority of the 
proposed solutions are variations on the 
color histogram initially proposed for 
object recognition, e.g. color coherence 
vectors, color correlograms, color 
moments, etc. The most common 
similarity metrics are norms and, among 
these, the distance (histogram intersection) 
has become quite popular. 
3.2 Content-based image retrieval 
3.2.1 Current level 1 CBIR techniques 
CBIR operates on a totally different 
principle, retrieving stored images from a 
collection by comparing features 
automatically extracted from the images 
themselves. The commonest features used 
are mathematical measures of color, 
texture or shape; hence virtually all current 
 Web: www.irjms.in  Email: irjms2015@gmail.com, irjms.in@gmail.com     Page No: 2 
CBIR systems, whether commercial or 
experimental, operate at level 1. A typical 
system allows users to formulate queries 
by submitting an example of the type of 
image being sought, though some offer 
alternatives such as selection from a palette 
or sketch input. The system then identifies 
those stored images whose feature values 
match those of the query most closely,
 
       
 
Figure No 2: Retrieval Process of CBIR System 
3.2.2 Color retrieval 
Several methods for retrieving 
images on the basis of color similarity 
have been available, but most are 
variations on the same basic idea. Each 
image added to the collection is analysed 
to compute a color histogram which shows 
the proportion of pixels of each color 
within the image. The color histogram for 
each image is then stored in the database. 
At search time, the user can either specify 
the desired proportion of each color (75% 
olive green and 25% red, for example), or 
submit an example image from which a 
color histogram is calculated. Either way, 
the matching process then retrieves those 
images whose color histograms match 
those of the query most closely. The 
matching technique most commonly used 
histogram intersection. 
3.2.3 Texture retrieval 
The ability to retrieve images on 
the basis of texture similarity may not 
seem very useful. But the ability to match 
on texture similarity can often be useful in 
distinguishing between areas of images 
with similar color (such as sky and sea, or 
leaves and grass). A variety of techniques 
has been used for measuring texture 
similarity; the best-established rely on 
comparing values of what are known as 
second-order statistics calculated from 
query and stored images. Essentially, these 
calculate the relative brightness of selected 
pairs of pixels from each image. From 
these it is possible to calculate measures of 
image texture such as the degree of 
contrast, coarseness, directionality and 
regularity, or periodicity, directionality and 
randomness. Alternative methods of 
texture analysis for retrieval include the 
use of Gabor filters and fractals. Texture 
queries can be formulated in a similar 
manner to color queries, by selecting 
examples of desired textures from a 
palette, or by supplying an example query 
image. The system then retrieves images 
  
 
with texture measures most similar in 
value to the query 
3.2.4 Shape retrieval 
The ability to retrieve by shape is 
perhaps the most obvious requirement at 
the primitive level. Unlike texture, shape is 
a fairly well-defined concept – and there is 
considerable evidence that natural objects 
are primarily recognized by their shape. A 
number of features characteristic of object 
shape (but independent of size or 
orientation) are computed for every object 
identified within each stored image. 
Queries are then answered by computing 
the same set of features for the query 
image, and retrieving those stored images 
whose features most closely match those of 
the query. Two main types of shape feature 
are commonly used – global features such 
as aspect ratio, circularity and moment 
invariants and local features such as sets of 
consecutive boundary segments .Shape 
matching of three-dimensional objects is a 
more challenging task – particularly where 
only a single 2-D view of the object in 
question is available.  
 
3.3 Texture Feature Extraction 
Texture, a global shape feature could be 
used to associate related shapes. Here we 
combine the Gabor filters and Zernike 
moments to form a set of features suitable 
for texture shape features. 
 
Gabor filters (GF) 
Basically, Gabor filters are a group of 
wavelets, with each wavelet capturing 
energy at a specific frequency and a 
specific direction. Expanding a signal 
using this basis provides a localized 
frequency description, therefore capturing 
local features/energy of the signal. Texture 
features can then be extracted from this 
group of energy distributions. A 2D Gabor 
function g(x,y) and its Fourier transform 
G(u,v) are as follows: 
 
G(u,v)= exp{-1/2[(u-w)²/σu² +v²/σv²]} 
          where σu=1/2∏σx and σv=1/2∏σy 
For a given image I(x,y), the discrete 
Gabor wavelet transform is given by a 
convolution: 
 
 
Where * indicate the complex conjugate. 
 
3.4 Texture Feature Representation: 
Applying GF with different orientation and 
different scale on an image I(x,y) with size 
P ×Q , we obtain a set of magnitudes: 
 
The standard deviation mn σ of the 
magnitude of the transformed coefficients 
are: 
 
Where µmn= E(m,n)/P×Q   is the mean of 
the magnitude. The Gabor feature vector is 
given by 
F=[ σ00, σ01,…….., σ(M-1)(N-1)] 
This feature vector is normalized to [0,1] 
range by z-score normalization. 
f Gabor= f −µ/ σ 
where μ is the mean and σ is the standard 
deviation of f . The similarity between two 
textures indexed with Gabor feature 
vectors is the Euclidean distance between 
the two Gabor feature vectors. 
 
3.5 Shape Feature Extraction: 
      Shape feature extractors describe the 
general topographical and statistical 
distribution. Zernike are the most popular 
shape descriptors. Zernike moments have 
many desirable properties, such as rotation 
invariance, robustness to noise, expression 
efficiency. The complex ZM are derived 
from Zernike polynomials which are a set 
of complex, orthogonal polynomials 
defined over the interior of a unit circle x²  
+ y ² = 1 . 
 
 
  
 
where n is a non-negative integer, m is an 
integer such that n-|m| is even and |m|≤ n, 
ρ=sqrt( x ² + y ²) , and  θ = tan −1( y) 
Projecting the image function onto the 
basis set, the Zernike moments of order n 
with repetition m is given by: 
 
It has been shown that the ZM on a rotated 
image have the same magnitudes. 
Therefore | A nm  |can be used as a rotation 
invariant feature of the image function. | A 
nm  |is a special case of Radial Zernike 
moments. 
 
3.6 Shape Feature Representation: 
ZM is not scale or translation invariant. In 
our work, scale and translation invariance 
are obtained by normalizing the image 
using the Cartesian moments prior to 
calculation of the ZM. ZM is rotation 
invariant. Therefore we use |Anm| as 
feature set for image retrieval. The ZM 
feature vector with moment order n and 
repetition m is given by: 
f = [|A00 |,| A01 |,...,| A (n-1)( m-1) |]    
This feature vector is normalized to [0,1] 
range by z-score Normalization. 
f Zernike= f −µ/ σ 
, where μ is the mean and σ is the standard 
deviation of f .The similarity between two 
shapes indexed with ZM descriptors is the 
Euclidean distance between the two ZM 
normalized feature vectors. 
 
3.7 Gabor-Zernike feature for extraction of 
both texture and shape 
 The Gabor-Zernike feature vector 
is obtained by combining the Gabor and 
Zernike feature vectors as follows: 
1. Normalize the Gabor feature and 
Zernike feature respectively by z score 
normalization. 
2. Gabor-Zernike feature is give by: 
f Gabor Zernike= { fGabor }U{ f Zernike 
}  
 
3.7 Color Feature: 
Several methods for retrieving images on 
the basis of color similarity have been 
described in the literature, but most are 
variations on the same basic idea. Each 
image added to the collection is analyzed 
to compute a color histogram which shows 
the proportion of pixels of each color 
within the image. The color histogram for 
each 
image is then stored in the database. At 
search time, the user can either specify the 
desired proportion of each color (75% 
olive green and 25% red, for example), or 
submit an example image from which a 
color histogram is calculated. Either way, 
the matching process then retrieves those 
images whose color histograms match 
those of the query most closely. The 
matching technique most commonly used, 
histogram intersection, is described in 
[6]and variants of this technique are now 
used in a high proportion of current CBIR 
systems. Methods of improving on [6] 
original technique include the use of 
Cumulative color histograms [7], 
combining histogram intersection with 
some element of spatial matching [7], and 
the use of region-based color querying [8]. 
The 
results from some of these systems can 
look quite 
Impressive. 
 
3.8Image Database: 
 
 
 
 
  
 
Fig3: Image Database used for the color 
feature 
4.0 AVAILABLE CBIR SOFTWARES 
Despite the shortcomings of current 
CBIR technology, several image retrieval 
systems are now available as commercial 
packages, with demonstration versions of 
many others available on the Web. Some 
of the most prominent of these are 
described below. 
Commercial systems 
QBIC. IBM’s QBIC* system is 
probably the best-known of all image 
content retrieval systems. It is available 
commercially either in standalone form, or 
as part of other IBM products such as the 
DB2 Digital Library. It offers retrieval by 
any combination of color, texture or shape 
– as well as by text keyword. Image 
queries can be formulated by selection 
from a palette, specifying an example 
query image, or sketching a desired shape 
on the screen. The system extracts and 
stores color, shape and texture features 
from each image added to the database, 
and uses R*-tree indexes to improve search 
efficiency . At search time, the system 
matches appropriate features from query 
and stored images, calculates a similarity 
score between the query and each stored 
image examined, and displays the most 
similar images on the screen as 
thumbnails. The latest version of the 
system incorporates more efficient 
indexing techniques, an improved user 
interface, the ability to search grey-level 
images, and a video storyboarding facility. 
An online demonstration, together with 
information on how to download an 
evaluation copy of the software, is 
available on the World-Wide Web at 
http://wwwqbic.almaden.ibm.com/.  
Virage. Another well-known 
commercial system is the VIR Image 
Engine from Virage, Inc. This is available 
as a series of independent modules, which 
systems developers can build in to their 
                                               
 
own programs. This makes it easy to 
extend the system by building in new types 
of query interface, or additional 
customized modules to process specialized 
collections of images such as trademarks. 
Alternatively, the system is available as an 
add-on to existing database management 
systems such as Oracle or Informix. An 
on-line demonstration of the VIR Image 
Engine can be found at 
http://www.virage.com/online/. A high-
profile application of Virage technology is 
AltaVista’s AV Photo Finder 
(http://image.altavista.com/cgi-bin/avncgi), 
allowing Web surfers to search for images 
by content similarity.  
5.0 APPLICATIONS OF CBIR 
A wide range of possible 
applications for CBIR technology has been 
identified potentially fruitful areas include: 
 Crime prevention 
 The military  
 Intellectual property 
 Architectural and 
engineering design  
 Fashion and interior design 
 Journalism and advertising 
 Medical diagnosis  
 Geographical information 
and remote sensing systems  
 Education and training 
6.0 CONCLUSIONS 
The extent to which CBIR technology is 
currently in routine use is clearly still very 
limited. In particular, CBIR technology has 
so far had little impact on the more general 
applications of image searching, such as 
journalism or home entertainment. Only in 
very specialist areas such as crime 
prevention has CBIR technology been 
adopted to any significant extent. This is 
no coincidence while the problems of 
image retrieval in a general context have 
not yet been satisfactorily solved, the well-
known artificial intelligence principle of 
exploiting natural constraints has been 
successfully adopted by system designers 
working within restricted domains where 
shape, color or texture features play an 
  
 
important part in retrieval. GUI should 
provide flexible interface to user so that 
user can make variety of queries, select 
important feature, mark relation between 
different features and allow combination of 
text and image queries to form hybrid 
queries.  
7.0 FUTURE SCOPE 
The volume of research activity 
into CBIR techniques and systems 
continues to grow, though much recent 
work seems significantly advancing the 
state of the art. We  are going to design a 
search engine based on CBIR using all 
three features. Currently we are about to 
finish the work to get the results for using 
the texture and shape but the introduction 
of color histogram for color information 
retrieval need to do. 
Research topics receiving 
substantial attention at present include: 
 improved methods for Web 
searching, allowing users to 
identify images of interest 
in remote sites by a variety 
of image and textual cues 
 improved video retrieval 
techniques, including 
automatic segmentation, 
query-by-motion facilities, 
and integration of sound 
and video searching 
 better user interaction, 
including improved 
techniques for image 
browsing and exploiting 
user feedback 
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