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ABSTRACT
The objective of this study is to characterize changes in the yielding and effective
strain hardening coefficient of an oxide dispersion strengthened (ODS) alloy upon
exposure to irradiation. It is well known that irradiation produces a supersaturation of
defects, which alters the mechanical properties of a material. In order to engineer
materials for use in advanced nuclear reactors, the long-term effects of neutron irradiation
on mechanical performance must be understood. However, high-dose neutron exposure is
often simulated using ion bombardment. Unfortunately, ion irradiation results in a
shallow damage layer that prevents traditional bulk mechanical characterization methods
from being utilized. A technique with the ability to examine the thin film of irradiated
damage is required to provide insight into the changes in yield stress, elastic modulus,
and hardness. Nano-indentation experiments have thus become a powerful tool to
analyze ion irradiated materials, but a thorough understanding of the plastic deformation
that occurs during nano-indention is required to accurately interpret the results. In this
work, a coupled experimental and modeling approach resulted in an understanding of the
effects of irradiation on strain hardening in a model Fe-9wt%Cr ODS alloy. Nanoindentation was performed on the alloy before and after irradiation, either with 5.0 MeV
Fe++ ions to 100 displacements per atom (dpa) at 400°C or with a fast neutron spectrum
to 3 dpa at 500° C. Nano-hardness measurements reported similar hardening between the
two conditions, which is supported by investigation of the microstructure. The size and
shape of the residual plastic zone beneath nano-indents was characterized using
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transmission electron microscopy coupled with Automated Crystal Orientation Mapping
(ACOM-TEM) techniques. A model developed from finite element analysis, using the
spherical indenter approximation, was combined with the experimental results to
calculate the effective strain hardening coefficient that resulted from irradiation induced
defects. Results indicate a 39.2%, and 49.5% increase in strain hardening resulting from
respective ion and neutron irradiation conditions, and a 10.9% between the two
irradiations. The similar hardening yet slight variation in the effective strain hardening
coefficient is thought to be due to the slight difference in the nature of the damage
cascades developed under ion and neutron irradiation.
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CHAPTER ONE: INTRODUCTION
The great challenge of our time is adjusting to the exponential population growth
that has seen the number of humans on the planet expand from 1.5 billion to over 7.0
billion in just over the last 100 years [1]. As more and more people demand an ever
increasing standard of living, the strain on exiting energy supplies has been the impetus
for new and expanded avenues for renewed research into Generation IV nuclear reactors.
Advancements in reactor design offer the promise of providing safer, and proliferationresistant energy more efficiently and over a longer lifespan than existing technologies.
The design challenge is that these advancements require operation at higher temperatures,
higher doses, and more corrosive environments than current structural materials can
endure.
Research has turned towards development of materials that can fulfill four design
requirements:
1. Dimensional resistance to thermal and irradiation creep
2. Adequate strength, ductility, and fatigue resistance
3. Resistance to radiation damage such as irradiation hardening and embrittlement
with high neutron exposure
4. Chemical stability with the other structural and fuel components.
One of the materials that has been proposed as a candidate material is ferritic martensitic
(F-M) steel alloys. Additionally, the increased strength offered in oxide dispersion
strengthened F-M alloys has made it a primary or secondary option for structural
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components in gas, sodium, or lead cooled fast reactors, and super critical water reactors
[2].
In this work irradiation hardening will be investigated in a Fe-9wt%Cr ODS alloy
by examining the changes in tensile properties after exposure to a heavy ion or neutron
flux. Background information on F-M and ODS alloys, irradiation effects, and nanoindentation is presented in Chapter 2. The third chapter provides a thorough discussion
on the objective of this thesis. Chapter 4 offers the experimental techniques used to
collect the data that is presented Chapter 5. A discussion of the results, and calculation of
strain hardening coefficients are found in Chapter 6. The conclusions of this work make
up Chapter 7.
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CHAPTER TWO: BACKGROUND
2.1 Properties of Ferritic-Martensitic Steels
Ferritic-Martensitic steels are a leading candidate material being considered for
cladding and structural components within the next generation of fission and future
fusion reactors, because of their high operating temperatures, high creep rupture strength,
weldability, reduced activation, and a long history of manufacturing experience. High
chromium steels originated in the 1910’s with applications for high temperature boilers,
and turbine blades. When it was discovered that the high chromium and low carbon
(<0.1%) steels did not rust the applications expanded from petrochemical and chemical
processing plants to commercial applications such as knives and razors. In order to
appreciate how F-M steels are engineered for nuclear applications, one must understand
the basic structure of steel [3].
2.1.1 Phases of Steel
Steel is made by interstitially adding carbon to an iron matrix, with concentration
of carbon combined with the processing temperature dictating the phase that is formed, as
described by the iron-carbon phase diagram shown in Figure 2.1. The ferrite phase,
commonly referred to as α-iron, is formed at low temperatures and low carbon
concentrations, which result in a body centered cubic (BCC) structure. By adding more
carbon, or processing at medium temperatures, a face centered cubic (FCC) structure
known as austenite, or γ-iron, is formed. The delta ferrite phase is a low carbon
concentration, and high temperature phase that has a BCC structure and is also known as
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δ-iron. When the carbon concentration reaches 6.7 wt% a solid solution of cementite
(Fe3C) is formed, which is why the iron-carbon phase diagram traditionally shows low
carbon concentrations. Prior to the formation of the solid solution phases, transitional
phases occur made up of combinations between the initial and final structures.
When γ-iron is cooled through the eutectoid at 738° C an α ferrite and cementite
solution is formed, which depending on the rate of cooling can be either pearlite or
bainite. When the solution is slowly cooled a structure with alternating α-iron and
cementite layers known as pearlite is formed. The mechanical properties of pearlite has
fall between ferrite and cementite. If the solution is cooled quicker, then bainite is
formed instead of pearlite, with bainite having a finer microstructure, due to the limited
diffusion that occurs, resulting in a stronger, yet less ductile material. The cooling rates
required for the formation of pearlite and bainite are described in the time-temperaturetransformation (TTT) diagram shown in Figure 2.2, which also shows how the martensite
phase of steel can be produced.
The rate of quenching of austenite required for the formation of martensite is so
rapid that it is considered a diffusionless process, where the atoms in the FCC structure of
γ-iron quickly shift to body-centered tetragonal (BCT) positions, resulting in a nonequilibrium condition, where the carbon atoms take up interstitial locations as shown in
Figure 2.3. The high activation energies required for diffusion makes the martensitic
phase stable even at elevated temperatures, and the low number of slip systems for BCT
geometries cause martensite to be the hardest phase of steel. Untreated martensite is
often too brittle be used for many engineering applications, because the volume
expansion that accompanies the FCC to BCT transition results in a large internal stress
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field. To prevent this, martensite is tempered below 650°C, allowing the internal stresses
to be relieved by the formation of cementite phases. The final microstructure consists of
small uniformly distributed cementite phases that are within an α-iron matrix, resulting in
a material that has similar hardness to martensite caused by the small cementite phases,
but increased ductility due to the ferrite phase [4].
2.1.2 Hardening Mechanisms
The theoretical crystal strength for a perfect crystal with no dislocations is given
by:
𝜏 = (𝐺/2𝜋)

Equation 2.1 [5]

where 𝜏 is the theoretical strength, and 𝐺 is the shear modulus. The theoretical crystal

strength for iron is 13.2 GPa, but when it is experimentally measured the strength is only
27.5 MPa [5]. The observed reduction of yield strength, by three orders of magnitude, is
a result of the strain fields associated with defects creating localized regions where the
energy required for plastic deformation is reduced by the tensile and compressive fields
that develop when dislocations are present. These fields are shown in Figure 2.4. When
the conditions are kinetically favorable, the defects walk their way through the crystal
lattice, where they interact with the existing strain fields and arrange themselves in a way
that minimizes the energy of the system. This as illustrated in Figure 2.5, which
describes the movement of an tensile strain field associated with an edge dislocation in a
crystal to a region of compressive strain surrounding a larger substitutional defect [4],
[5].
The development of F-M steels for nuclear applications has been driven by the
need for a material with a high creep resistance when at elevated temperatures and in
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harsh reactor environments. Creep is the time-dependent deformation that occurs at low
stress and high temperatures, with the two low stress mechanisms being Nabarro-Herring
creep, and Coble creep. Both are diffusional mechanisms, where Nabarro and Herring
theorized that the diffusion of vacancies travel from regions of the grain boundaries in
tension to regions in compression, and Coble creep describes the diffusion of atoms or
ions along grain boundaries. As the stress level increases and if the temperatures is
reaches half of the melting temperature, Tm , then a dislocation limited phenomenon,
described by Weertmann, where edge dislocations climb over obstacles resulting in
elongation of the material.
In many cases the dislocation creep mechanism is prominent, which allows for
increasing the creep resistance of a material by creating obstacles were defects can
become pinned. This will lower the creep rate and can be accomplished through a variety
of strengthening mechanisms [4], [5].
2.1.2.1 Boundary Strengthening
In polycrystalline materials, neighboring grains are rarely aligned with the same
crystal orientations. This makes it difficult for dislocations to pass from one grain to
another due to the large energies required to shift the dislocation movement to the
corresponding slip plane of the adjacent grain. As the movement of dislocations is
restricted the material becomes harder, stronger, and more brittle. The smaller the grain
size the more likely a dislocation is to be restricted by a grain boundary, and the effect of
grain size on yield strength is described by the Hall-Petch equation:
𝜎𝑦 = 𝜎0 + 𝑘𝑦 𝑑 −1/2

Equation 2.2 [4]
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where d is the average grain diameter, 𝜎0 is the overall resistance to dislocation

movement, and 𝑘𝑦 is the locking parameter for the material. Recent work into nano-

crystalline materials have shown increased yield strength with decreasing grain size, but
the amount of increase varies from the predicted change in yield strength by the HallPetch relationship, suggesting an altered stress relationship as the nano-scale [4], [5]
2.1.2.2 Solution Strengthening
When impurity atoms go into solution as substitutional or interstitial defects, their
position is such that the total lattice energy is minimized. The compressive and tensile
strain fields associated with defects, shown in Figure 2.4, interact with the localized strain
fields produced by the impurity atom. The impurity strain field is either compressive or
tensile based on the relative atomic sizes of the solute and solvent atoms. If the impurity
atom is smaller than the host atom, then the strain field places the surrounding atoms in
tension as the bonds are stretched the extra distance. In order to reduce the energy of the
system, the impurity atom will eventually diffuse into a compressive field caused by a
dislocation, with the net result being a reduction in the overall stress field. A larger atom
would diffuse to a dislocation tensile field, which also reduces the overall stress field, and
result in a harder crystal. This final position of a larger impurity atom interacting with an
edge dislocation is shown in Figure 2.5 [4].
2.1.2.3 Precipitation Strengthening
Once the solubility limit of the matrix is exceeded by the solute concentration, a
second-phase will nucleate out of the material and form precipitates. The presence of
these additional phases restrict dislocation motion, with the amount of strengthening that
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is experienced being highly dependent on the coherency of the precipitate with the
matrix, as measured by the misfit strain, εmis :
𝜀𝑚𝑚𝑚 = (𝑎𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 − 𝑎𝑙𝑙𝑙𝑙𝑙𝑙𝑙 )/𝑎𝑙𝑙𝑙𝑙𝑙𝑙𝑙

Equation 2.3 [5]

with 𝑎 being the lattice parameter. In coherent precipitates the structure of the obstacle is
similar to that of the matrix, allowing dislocations to cut through the particle under an

applied shear stress. A diagram of this condition is shown in Figure 2.7. The resistance
the dislocation experiences as it passes through the precipitate hardens the materials as
such:
3

𝜏𝑚𝑚𝑚 ∝ 𝐺𝜀𝑚𝑚𝑚 2 (𝑟𝑟)1/2

Equation 2.4 [5]

where 𝜏 misfit hardening, 𝐺 is the shear modulus, 𝑟 is the radius, and 𝑓 is the volume

fraction of the precipitates within the matrix. In this case, the newly created interfacial
energy is small, and contributes little strengthening to the alloy. However, if this occurs
when the precipitates have an ordered lattice structure, the interfacial energy is
accompanied by the formation of an antiphase domain boundary. The additional energy
required to overcome the antiphase domain boundary results in additional strengthening
described by:
𝑟𝑟 1/2
𝜏𝑚𝑚𝑚 ∝ 𝛾 3/2 � �
𝐺

Equation 2.5 [5]

where 𝛾 is the antiphase domain boundary energy. The combined effect of Equation 2.4

and Equation 2.5 results in a significant hardening observed in alloys containing ordered
precipitates
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In the case of incoherent precipitates, or a large distance between precipitates, the
dislocations are unable to cut through and instead they are forced to bow around the
obstacle until the stored energy is enough to break apart the two ends of the dislocation
line. The end result is an Orowan loop remaining around the precipitate, with the two
newly formed ends of the dislocation line re-combining to create a single dislocation on
the other side. This process, shown in Figure 2.8, slows the movement of dislocations,
much more than cutting through a coherent precipitate, limiting the deformation [5].
2.1.2.4 Dispersion Strengthening
When designing materials for use at elevated temperatures, or when working with
materials that do not precipitate phases that are thermodynamically stable, strengthening
can be accomplished by mechanically adding small particles into the matrix during
processing. Al2O3, TiO2, and Y2O3 are all common oxides that are added to strengthen
metal alloys when they operate near their melting temperatures. When these particles are
uniformly dispersed in the matrix, as depicted in Figure 2.9, they obstruct dislocation
motion in the same way that a precipitate grown out of solid solution would. In addition
they also prevent larger grain growth by restricting recrystallization, preventing a
reduction in strength as described by the Hall-Petch relationship.
These materials can be difficult to process due to the additional steps required for
uniform particle size and homogeneous dispersion, and the amount of strengthening
achieved for each dispersion is less than that achieved by other mechanisms. However,
the high operating temperature of next generation nuclear reactors is an impetus for oxide
dispersion strengthened (ODS) steels being considered as a material for reactor
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components, where the majority contributor of the strength of the alloy is provided by the
presence of a network of evenly distributed oxide particles [5], [6].
2.1.2.5 Strain Hardening
When a material is plastically deformed the number of dislocations increase, and
are more likely to interact with each other either through attraction or repulsion,
depending on the orientation of the individual strain fields. If the dislocations attract one
another they will annihilate. If they repel one another, then they hinder each other’s
movements, and on average the dislocation interactions are repulsive, resulting in
materials with large the dislocation densities being strengthened .
The stress vs. strain curve for a single crystal, Figure 2.10, demonstrates how
work hardening progresses through three distinct stages for a given material. In Region I
the strain hardening rate (slope) is low due to the limited interactions of low density
dislocations. Once a uniform dislocation distribution is developed Region II begins, and
dislocation pile up occurs causing a large increase in the strain hardening rate. Eventually
the applied stress is so large that the dislocation interactions are easily overcome, which
results in the lower strain hardening rate of Region III. This process is known as strain
hardening, cold working, or work hardening, and can be represented as percent cold work
(%CW) where 𝐴0 is the original area and 𝐴𝑑 is the area after plastic deformation [4].
% 𝐶𝐶 = �

𝐴0 − 𝐴𝑑
� × 100
𝐴0

Equation 2.6 [4]

This phenomenon can be represented as a stress strain curve for a material, where
after the initial elastic deformation there is an increase in material strength with
increasing strain. The shape of this curve can be described by a single equation
developed by Hollomon:
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𝜎𝑡 = 𝐾𝜖𝑡 𝑛

Equation 2.7 [7]

where σt is the true stress, ϵt is the true strain, K is a strength coefficient that is defined to

be the true stress at a true strain of 1.0, and n is the strain-hardening coefficient which has
a value between 0.1 and 0.5 for most metals. It has also been shown that the UTS occurs
when the true strain is equal to the strain-hardening coefficient, necking will onset when
the slope of the stress strain curve is equal to the true stress, and that the Hollomon model
is most accurate for metals that have a strain-hardening coefficient between 0.1 and 0.3
[5], [7], [8].
2.1.3 Ferritic-Martensitic Steels
The history of ferritic-martensitic (F-M) steels begins in 1912 with the first
reported use of high chromium (Cr) steel being a 12wt% Cr and 2-5wt% Mo steel blade
developed for use in steam turbines. The following year ‘stainless steel’ was developed
when it was noticed that steels containing 13wt% Cr and 0.2wt% C did not rust, with the
applications originally being as cutting edges due to the ability of the martensite to hold
an edge. Although high Cr steels began being used in industry in the 1930’s, it was not
until the jet age that a material with a high corrosion resistance, and a high operating
temperature was required for use. This led to the development of high Cr steels with
enhanced UTS, and creep rupture strength at temperatures of 550°C, and a desire to
reduce both air pollution and operation costs of energy production in the 1990’s pushed
the development of a steel with a creep rupture strength of 100 MPa at 105 hours while
operating at 600° C [3].
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2.1.3.1 Processing
Depending on the processing techniques, and alloying concentrations utilized,
high Cr steels can be fully martensite, martensite and ferrite, martensite and austenite, or
a combination of all three phases. Prior to quenching, a fully austenitic structure, or a
combined austenite and δ-ferrite structure is engineered using a combination of alloy
additions and heat treatments. In 12wt% Cr steels the alloying elements C, N, Ni, Mn,
Cu, and Co promote the growth the austenite phase, while Cr, Mo, Nb, V, W, Si, Ti, and
Al stabilize ferrite grains [3]. Chromium also promotes the formation of the ferrite phase,
and if the concentration is too high then austenite will not precipitate out, and the
concentration of martensite will be limited [9].
Which elements are used depends on desired mechanical properties, and the type
of operating environment the material will be exposed to [3]. A study by K. Hashimoto
et al in 1983, found that for operation at high temperatures stabilizing elements should be
added to replace carbon, and limit the carbide growth. As the carbides get larger, the
precipitation hardening effect lowers as the precipitates coalesce into larger features, and
strengthening elements are striped out of solid solution, removing some of the solid
solution hardening. It was recommended that the concentration of carbon be less than
0.2wt% [10]. Abe, Araki, and Noda in 1991, and Shikakura et al in 1991 looked into the
effect the W has on the final alloy, and found that it slows the recrystallization rate, and
added to the long term thermal stability of the M23C6 precipitates that form during the
tempering treatment [11], [12]. The mechanical effects are not always the most
important factor in determining which elements to use. For example, although nickel is
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an austenite forming element it doesn’t provide as much strengthening as carbon, but
nickel is the preferred choice in nuclear applications as it is more difficult to activate [3].
As the combination of alloying elements is altered it is possible to predict the final
phases that will be present based on nickel and chromium equivalents. Equation 2.8 and
Equation 2.9 are valid for 12wt% Cr alloys, and are used along with a SchaefflerSchneider diagram, shown in Figure 2.11, to predict the microstructure that will result
post processing.
𝑁𝑁𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 (𝑤𝑤%)

Equation 2.8 [3]

= (%𝑁𝑁) + (%𝐶𝐶) + 0.5(%𝑀𝑀)

+ 0.3(%𝐶𝐶) + 30(%𝐶) + 25 (%𝑁)

𝐶𝐶𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 (𝑤𝑤%)

Equation 2.9 [3]

= (%𝐶𝐶) + 2(%𝑆𝑆) + 1.5(%𝑀𝑀)

+ 5(%𝑉) + 1.75 (%𝑁𝑁) + 0.75(%𝑊)
+ 1.5(%𝑇𝑇) + 5.5(%𝐴𝐴) + 1.2(%𝑇𝑇)

+ 1.2(%𝐻𝐻) + 1.0(% 𝐶𝐶) + 0.8(%𝑍𝑍)

+ 1.2(%𝐺𝐺)

Relationships like these are verified against experimental results, and similar
equations are developed for each type of material, with the relationships for a 9wt% Cr
steel being found in High-Chromium Ferritic and Martensitic Steels for Nuclear
Applications, by Klueh and Harries.
Although these are powerful tools, in actuality the percentage of austenite that
transforms to martensite during cooling depends not only on the on the alloying elements,
but also on the processing time and temperatures. Two temperatures of interest for high
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chromium steels are the martensite start, MS , and martensite finish, MF , temperatures.

Both of these temperatures are lowered by the addition of alloying components, and can
prevent a full martensite conversion, leaving residual austenite in the matrix that
increases toughness while reducing hardness. The martensite start temperature can be
estimated as:
𝑀𝑆 (°𝐶) = 635 − 474[(%𝐶) + 0.86(%𝑁)

Equation 2.10 [3]

− 0.15(%𝑁𝑁 + %𝑍𝑍))

− 0.066(%𝑇𝑇 + %𝐻𝐻)] − 17(%𝐶𝑟)

+ 33(%𝑀𝑀) + 21(%𝑀𝑀) + 17(%𝑁𝑁)

+ 39(%𝑉) + 11(%𝑊)

The rapid quenching process associated with F-M steels results in low carbon
martensite laths whose hardness is a strong function of the carbon and nitrogen content.
Prior to tempering, a double austenitizing treatment is applied to create uniformity
between the prior austenite grains and the martensite structure, increasing the creep
rupture strength.
To reduce brittleness, a tempering step is preformed below the α-iron to γ-iron
transition temperature, which is altered by the alloying elements present, to prevent
reaustenitization of the material. Table 2.1 shows the effect of different alloying
elements on the transition temperature, with the ferrite to austenite transition temperature
ranging from 870° to 960°C for reduced activation steels. The evolution of the
microstructure throughout the tempering process is as follows:
•

When T <350°C the M3C (Fe3C) precipitates form and grow using a
branching dendritc structure to Widmanstätten ribbons. The precipitates
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become chromium enriched, and M7C3 can form. The growth of these
precipitates slows the rate of tempering.
•

When T ≈ 450° - 500°C the Cr2CN (M2X) needles begin to form on
dislocations in the martensitic laths, which slows the rate of tempering.

•

When T is between 500° and 550°C the precipitates grow in size, resulting
a drastic softening effect.

•

When T > 550°C the M7C3 and M2X precipitates transform to M23C6
precipitates which are rich in chromium. This slows the rate of softening,
and results in a reduction in dislocation density in the quenched
martensite.

•

When T ≥ 650°C the M23C6 precipitates found at the martensite lath
boundaries coarsen.

•

When T ≥ 750°C, the grains within the martensitic laths become equal
subgrains that may still have dislocations present. The M23C6 precipitates
have removed the majority of carbon from solution as they continue to
grow.

The rate of growth of the M3C, M2X, M7C3, and ultimately the M23C6 precipitates
is heavily influenced by the alloying element concentration. Low concentrations of
nitrogen, 0.02 to 0.03%, results in the preferential growth of Cr2N (M2X) over M7C3,
which initially increases secondary hardening and overaged hardness by leaving higher
concentrations of carbon in the matrix that drives the formation of additional precipitates,
and raising the volume fraction of precipitates, which increases the overall hardening.
Nickel accelerates precipitate growth, which lowers the tempering resistance [3], [13].

16
The final structure of both reduced activation and conventional high chromium
martensitic steels contain martensitic laths with dislocations characterized with a Burgers
vector of 1/2a0<111>, and M23C6 precipitates found both on prior austenite/ferrite grain
boundaries, and within the martensite laths. The precipitates within the lath structure are
finer than the precipitates found on the grain boundaries. M2X precipitates are also found
within the martensite laths. This structure is shown in Figure 2.12 [3].
2.1.3.2 Effect of Chromium on Material Properties
The measured hardness, yield strength, and UTS in F-M steels trend with the
chromium concentration within the alloy. As more chromium is added in solid solution,
increased hardness is observed, with additional hardening observed if other solid solution
strengthening alloys such as tungsten have been added [13]. Similar trends with the yield
strength and UTS have been reported for F-M steels that have evolved to have higher
creep-rupture strengths such as: T9, T91, HT9, HCM12, and HCM12A steels, which
have chromium contents of 9wt%, 9wt%, 12wt%, 12wt%, and 12wt%, respectively. The
mechanical properties are observed to reduce in magnitude as the testing temperature
increases [13], [14]. The processing differences for the above mentioned steels are
shown in Figure 2.13.
2.1.4 Oxide Dispersion-Strengthened Steel
Future fission and fusion reactors will have high operating temperatures to reach
high operational efficiencies. The application of reduced activation ferritic martensitic
steels (RAFMs) at temperatures greater than 823K is prevented due to the deterioration of
the tensile characteristics that make these materials a popular candidate for cladding and
support materials [3], [15], [16]. In an effort to extend the operating window for RAFMs,
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engineers turned to an idea from the 1960’s where oxide particles of yttrium, titanium,
and oxygen were mechanically dispersed within the matrix of the steel to strengthen the
alloy (see Section 2.1.2.4). The first generation of oxide dispersion-strengthened (ODS)
steels were plagued with anisotropic dispersion of the oxides and poor fracture toughness
that prevented their use in the current fleet of operational reactors [14], [16]. Recent
advances in alloying chemistry and the addition of thermo-mechanical treatments (TMT)
have allowed the development of an ODS alloy with isotropic properties and improved
fracture toughness in high and medium chromium content alloys. The diameter of the
oxide has also been reduced to tens of nano-meters to provide additional strengthening, as
shown using Atom Probe Tomography (APT) in Figure 2.14 [3], [17].
2.1.4.1 Processing
The components for ODS alloys, including the Y2O3 powder, are prepared using a
planetary ball mill, for 48 – 60 h, in an inert atmosphere to mechanically mix and fine the
high purity, 99.5% – 99.9%, process powders. Once all the powders have a uniform
particle size distribution, promoting a homogeneous structure, they are sealed in a
stainless steel can and degassed under vacuum to prevent oxidation. The alloy is then
forged using either hot extrusion or hot isostatic pressing to consolidate the powders.
Finally a tempering heat treatment is applied to reduce the internal stresses, and the
sample is allowed to air cool [15]–[20]. The final phases present are determined based on
the iron-chromium phase diagram, shown in Figure 2.15, and the CCT diagram shown in
Figure 2.16.
The non-uniform oxide dispersion is addressed in medium chromium content
ODS alloys, 9 to 11wt% Cr, by replacing the molybdenum with tungsten additions and
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limiting the concentrations of titanium and oxygen, which promotes the homogenous
dispersion of the oxides as Y2Ti2O7 for larger oxides and a non-stoichiometric cluster of
Y-Ti-O for oxides approximately less than 17nm [9], [21]. Tungsten also has the added
benefit of producing less active fission daughters following neutron absorption. This aids
in making the ODS steel a reduced activation alloy. The tungsten addition does not result
in an homogeneous microstructure in higher chromium content alloys, and a separate
approach is required to take advantage of the higher creep rupture strengths associated
with ODS alloys containing greater than 12wt% Cr [3].
Forging the alloy affects the anisotropy of the crystal structure, with hot extrusion
adding directionality to the grains while hot isostatic pressing creates a uniform grain
distribution [16]–[19], [22], [23]. After the tempering step thermo-mechanical treatments
(TMT) are performed to work harden, adjust grain size, or add increased fracture
toughness to the material. The poor ductility and fracture toughness associated with high
Cr ODS alloys comes from their tendency to intergranularly crack at high temperature
[16]. The grain boundary bonding can be strengthened with the addition of low
temperature TMTs that promote inter-diffusion through the grain boundaries while not
coarsening the microstructure. Processes such as hot pressing, hot rolling, or hydrostatic
extrusion have been shown to increase the upper shelf energy and improve the brittle to
ductile transition temperature [16], [17].
2.1.4.2 Mechanical Properties
Studies by Li et al. in 2011 and Toualbi et al. in 2012 confirm that introducing
fine oxide particles into RAFMs increases the hardness, yield strength, and ultimate
tensile strength (UTS), as well as improving the high temperature creep properties of the
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alloys. Across all temperatures an increase in the UTS and yield strength between 1.5x
and 2.0x was observed, which supported the similar increase in hardness measured using
Vickers indentation [15], [22]. This increase in strength was accompanied by only a
slight decrease in ductility, as measured through total elongation, suggesting that a higher
stress limit is possible. It is also noted that the UTS and yield strengths reported for
CLAM and JLF-1 RAFMs at their operational limit of approximately 823K are similar to
the UTS and yield strength of the ODS around 923K, suggesting an increased operating
temperature. A higher limit for operating temperature was also predicted based on creep
studies that found a temperature increase of approximately 100K resulted in the ODS
having a similar creep rupture strength as traditional RAFMs [15].
The application of ODS has been limited due to its low fracture toughness at high
temperatures, which is approximately one-third to one-fifth of that for traditional
RAFMs. However, the additional processing step of hot rolling after the forging of the
alloy has been shown to improve the high temperature fracture toughness to the same
value as that found in HT9 [16], [17]. In addition to increasing the fracture toughness,
the hot rolling step reduces grain size, raising the yield strength and UTS of the alloy, but
reducing ductility due to the increased dislocation density associated with the
microstructure [17].
2.2 Irradiation Effects
Materials designed for use in the high damage and high temperature environment
found in advanced fission and fusion reactors must be mechanically stable under those
conditions. Constant bombardment by high energy neutrons creates damage cascades
within the material, or regions characterized by interstitial and vacancy defect clusters, as
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shown in Figure 2.17. This departure from thermodynamic equilibrium generates
chemical potential gradients that act as the impetus for irradiation induced hardening and
embrittlement.
In the initial stage an energetic incident particle interacts with a lattice atom, and
if enough kinetic energy is transferred, the lattice atom is knocked out of its position,
becoming the primary knock on atom, PKA. The transferred kinetic energy causes the
PKA to travel through the lattice where it elastically and coulombicly interacts with other
atoms forming additional knock on atoms. If their initial energy is greater than 20 keV,
these knock on atoms create sub cascades enlarging the depletion zone. This process
continues until all the atoms have exhausted enough kinetic energy to where they no
longer can displace lattice atoms, and come to rest at interstitial locations within the
matrix. These displaced atoms are still too energetic to become stable defects, and their
vibrational interactions create a thermal spike capable of generating a localized region of
molten material. The thermal energy is dampened by interactions with the surrounding
atoms, and stable point defect clusters are formed as the molten zone cools. Defect
clusters form via one of two mechanisms, where areas of high defect density arising from
the ballistic collisions allow interstitials or vacancies to combine as they cool, or
diffusion clustering is promoted by the localized thermal spike. The entire process from
formation of PKA to stable defect cluster occurs within 10-11 seconds of the original
collision. The majority of newly created interstitials and vacancies will recombine and
never nucleate to form clusters, but the clusters that do form give rise to the irradiation
induced phenomenon described below [24]–[26].

21
2.2.1 Radiation Induced Segregation (RIS)
At high temperatures the irradiation induced vacancy and interstitial defects
random walk through the matrix toward defect sinks such as: grain boundaries, interfaces,
dislocation loops, and voids creating areas that are relatively enhanced in some alloying
elements and depleted in others [3], [24]. Figure 2.18 describes the concentration
gradients that develop in a binary alloy due to this radiation induced segregation, or RIS.
As vacancies migrate towards a defect sink, a balancing flow of atoms develops in the
opposite direction. If one of the elements is more likely to switch locations with a
vacancy, based on the solute-point defect binding energies, then that element will have a
higher rate of depletion at the boundary. This process is known as the inverse Kirkendall
mechanism [3].
The removal of atoms from the sink, due to vacancy exchange, is countered by the
arriving interstitial flux, which is unique for each alloying element. The undersized
elements have an easier time diffusing through the alloy, and thus make up a larger
percentage of the total interstitial flux. The inverse Kirkendall mechanism and interstitial
fluxes describe the overall concentration changes found at defect sinks for the specific
elements within the material as:
∆CA =

NA NB dBi dAi
dAv dAi
�
- � ∆Cv
χ(dBi NB DA +dAi NA DB ) dBv dBi

Equation 2.11 [24]

where CX is the concentration of element X, NX is the atom fraction of X, dXi,v is the
diffusivity of X through interstitial flux or vacancy exchange respectively, DX is the

diffusion coefficient of X, and χ describes the chemical potential gradient within the

binary alloy. The bracketed second term in Equation 2.11 determines if the species will
become enriched or depleted at defect sinks. When it is positive depletion is predicted, as
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the rate of gain through interstitials is smaller than the loss rate through vacancy
exchange. If the opposite is true, the area will become enriched [24].
The inverse Kirkendall model has been shown to accurately describe RIS in
austenitic alloys where the contributions from the vacancy flux dominate the interstitial
flux contributions at all temperatures [27]–[29], but until recently the RIS mechanism in
F-M alloys has been less understood. Early experiments into the Cr behavior in F-M
steels contradicted each other over whether or not enrichment or depletion was observed
at defect sinks [30]–[39]. Recent systematic studies have shown light on the subject by
demonstrating that the RIS behavior of the alloying species, particularly of Cr, depends
on the irradiation temperature, bulk Cr concentration, and grain boundary orientation
[40].
In the BCC system Cr is the fastest diffusing element via both vacancy and
interstitial transport, causing RIS to be a more complicated balance of the two
mechanisms [41]–[43]. At low temperatures the interstitials diffuse easier through the
matrix, resulting in Cr enrichment at grain boundaries, while at high temperatures
vacancy diffusion begins to dominate, and Cr depletion is observed. Another factor is
that the migration energy for self-interstitial atoms (SIA) in iron decreases as the Cr
concentration increases. Therefore a larger percent of the interstitials flowing toward
defect sinks are Fe. This limits the amount of Cr interstitials diffusing towards the grain
boundary, and restricts the level of Cr enrichment in higher Cr alloys. This dependence
has not been observed in Fe-Cr model alloys, which implies the minor alloying elements
play a role in the RIS mechanism for Cr by adjusting the relative size of the Cr atoms in
solution [32], [36], [40], [44], [45]. The orientation of the boundaries determines the
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effectiveness of the local defect to act as a prefect sink, with higher misorientation angles
resulting in increased Cr enrichment due to the high degree of order limiting the rate of
defect absorption in low angle grain boundaries [40], [46], [47].
2.2.2 Irradiation Induced Precipitates
Radiation induced segregation creates deviations from thermodynamic
equilibrium within the damage cascade, which drives the formation and growth of
precipitates within the alloy [40]. As a solute becomes enriched at a sink, the
concentration can exceed the solubility limit causing a new phase to precipitate out of
solution. This enrichment can be caused by the collection of undersized solute atoms at
grain boundaries and dislocation loops, or the depletion of the oversized atoms leaving a
higher localized concentration [24]. At higher temperatures and irradiation doses
radiation induced precipitates with a similar crystallographic structure to the matrix
exhibit increased stability [38].
The precipitates that form in F-M steels are Cr-rich ferrite (α' ), M6X (η), Chi (χ),
G, Laves, Sigma (σ), M3P, and MP where M can be a number of alloying components,
and X is either C or Ni [3], [40], [48]. α' is a BCC phase that has been observed to
nucleate in alloys ranging from 6wt.% to greater than 14wt.% Cr, with the kinetics

describing nucleation and growth determined by concentration, temperature, and dose
[24], [49]–[51]. Alloys with a large concentration of α' suffer from increased

embrittlement at high temperatures. M6X is a diamond cubic precipitate that has been
observed to grow out of the M23C6 or M2X precipitates in tempered F-M alloys with
>0.3wt% Ni, either from thermal aging or under irradiation. It is enriched in silicon,
chromium, nickel, and phosphorous [3], [52]. The χ phase is a BCC structure that is rich
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in iron, silicon, nickel, molybdenum, and phosphorus. It is found in high chromium
steels that are irradiated to high dpa when there are high concentrations of molybdenum
[3]. The G phase is a FCC silicide that begin as nickel, silicon, and manganese clusters at
low dosage [3], [40]. Laves phases, of the form Fe2(Mo,Nb), nucleate and grow in F-M
steels when exposed to the high process temperatures during thermal aging, and will
homogeneously develop within the grain structure when alloys are exposed to irradiation
over 650° C [3], [38], [40]. Neklyudov and Voyevodin reported that at high doses, ~150
dpa, the Laves phases will begin to dissolve at rates proportional to temperature [38].
The M3P phase is a phase transformation that typically requires a temperature above 750°
C under normal conditions, but occurs at lower temperatures during irradiation due to the
lower activation energy required for diffusion [48]. The 𝜎, and MP are minor phases that
have been observed in high chromium alloys [3].
2.2.3 Dislocations and Loops
At irradiation temperatures, T<0.3Tm, interstitials are more mobile than vacancies,
and the interstitial defects created within a damage cascade form clusters, most of which
are mobile, that interact with other defect clusters to grow or annihilate based on the type
of cluster interactions, and the emission and adsorption rates of interstitials and
vacancies. In BCC iron the stable configurations for the clustering of self-interstitial
atoms, SIAs, is for them to be arranged as <111> or <110> crowdions or <110>
dumbbells, with the <111> crowdions on the {110} plane being the most energetically
favorable [24], [53]–[55]. Crowdions and split dumbbells are groups of m number of
atoms that are aligned in the <111> direction where if m is odd it is known as a

crowdion, and if m is even it is known as a split dumbbell [54]. Thermodynamics
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dictates that once a critical number of defects combine in a cluster it becomes
energetically favorable for a dislocation loop to grow, becoming a stable feature in the
microstructure, and continuing to expand with increasing irradiation exposure [24], [56],
[57].
In F-M steels two types of dislocation loops form, <100> dislocation loops on the
1

{100} habit plane that are sessile until approximately 500° C, and 2<111> glissile loops.
1

For the 2<111> loops the actual habit plane is still under investigation, with simulations

predicting either habit planes of {110} or {111} depending on initial cluster size, while
TEM characterization has only verified the {111} habit plane [53], [58]–[61].
There is also disagreement on the formation mechanism of <100>{100} loops.
1

An earlier study concluded that both loop types nucleated from 2<110> faulted loops that

1
1
are exposed to shear in either the 2[001� ] or 2[01� 0] directions [53], [62], [63], but studies

have failed to locate the initial faulted loops raising doubt about the original mechanism
[59]. A more recent Molecular Dynamics study presented a theory where the
1

<100>{100} loops are formed when small 2<111> clusters, created during the collapse of

the damage cascade, interact with each other. Initially the <100> loops are most stable
on the {110} habit plane, but shift to the {100} plane once a critical loop size of
1

approximately 70 atoms is reached. The 2<111> loops form via the biased interstitial
1

absorption of interstitials by 2<111> clusters [53], [58], [59], [62], [64].

The type of loop present has significant impact on the mechanical properties of

the material, because the <100>{100} sessile loops have a greater resistance to
1

dislocation motion. The ratio of 2<111> loops to <110> loops depends on the irradiation
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1

temperature and dose, where at low temperature and low dose 2<111> loops are relatively
1

immobile resulting in an abundance of small 2<111> loops. As the temperature increases
1

to 400° C, or at large doses, then the 2<111> loops migrate through the material and

annihilate at dislocation lines, grain boundaries, or point defects. The <100>{100} loops
are still immobile and continue to grow resulting in their prominence. If the material is
irradiated at higher than 500° C then the <100>{100} loops become mobile, and both
types annihilate at defects, reducing the overall dislocation loop density [58]–[60]. This

phenomenon is limited with increasing Cr content as RIS leads to enriched Cr
concentration in both loop structures, reducing loop mobility [65].
2.2.4 Voids and Void Swelling
Voids occur within irradiated materials only within the narrow temperature range
between 0.3Tm and 0.5Tm. This is due to the high recombination rate of mobile
interstitials with immobile vacancies and the excessive thermal vacancy concentrations
negating irradiation effects, respectively. However, this temperature band consists of
typical reactor operating temperatures, and this leads to part of the attractiveness of F-M
alloys for nuclear applications, which originated with their increased resistance to void
swelling [3], [36], [60], [66]. Multiple mechanisms have been proposed to explain the
reduced swelling associated with F-M steels based on solute trapping, dislocation loop
structure, and existing dislocation network [3].
Solute trapping is based on weak interactions that bind interstitials to
substitutional species, such as Cr. This interaction slows the rate that interstitials diffuse
to sinks, increasing the probability of vacancy recombination [3], [36], [66]. The Burgers
vector of the dislocation loops present does not have a first order effect on the amount of
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swelling induced by irradiation, but the <100> loops have a bias towards interstitials
resulting in a residual concentration of vacancies that are not annihilated. The excess
1

vacancies interact with the neutral 2<111> loops at a higher rate than the depleted

interstitial flux, initially leading to recombination, and eventually void growth [3], [60].
RAFM alloys develop higher dislocation densities than austenitic alloys during
processing, increasing the availability of neutral sinks, which retard the formation of the
interstitial dislocation loops required to unbalance the vacancy to interstitial defect ratio.
Thus creating an initial population of interstitial defects that must be overcome prior to
initiating void growth [3].
2.2.5 ODS Stability
The addition of Y-Ti-O nanoparticles into the matrix of RAFM steels to provide
strengthening also offers added defect sinks that slow the accumulation of irradiation
damage [67]. These effects depend on the oxides remaining insoluble while exposed to
irradiation, where the possibility exists that a collision event will knock an atom out of
the oxide and into the matrix. Once in solution, it can diffuse back towards the
precipitate, diffuse farther into the matrix, or precipitate back out forming a new oxide.
Contradictory experimental results has led to uncertainty in oxide stability within the
ODS community [40], [68]. Multiple studies have conducted irradiations using neutrons,
ions, and electrons, which ranged in temperature from 300 – 700° C, and concluded that
the oxides dissolve, or break into smaller oxides with increased number density. In these
studies dose increases were accompanied by a decrease in the average oxide size [68]–
[72]. Multiple studies, under similar irradiation conditions, report stable size and density
of the oxide particles [67]–[69], [71], [73]–[75]. Still another study reported Oswald
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ripening leading to an increase in oxide size, and decrease in the number density of
particles [72].
The leading theory for precipitate stability is a balance between ballistic ejection
and recombination via back diffusion. Higher dose and dose rate lead to increased oxide
dissociation, but if the irradiation temperature overcomes the activation energy required
for diffusion then the reduction in size is opposed by a flow of atoms back to the
precipitate. Higher dose rates limit the time for back diffusion and promote dissolution,
while the PKA energy determines how likely it is for an oxide atom originating in a to
recoil into solution within the matrix [68]–[72], [76].
However, a study by Allen et al. reporting decreasing oxide size at higher
temperatures [70], and a study by Lescoat where he described a dependence on initial
particle size , highlight the need for further investigation [71].
2.2.6 Irradiation Induced Hardening
The microstructural changes previously discussed result in the irradiation induced
hardening of the alloy. The general response of an irradiated F-M alloy is shown in
Figure 2.19 where the hardening is associated with increases in the yield strength and
ultimate tensile strength, while the loss of ductility is shown by less total elongation.
This hardening is highly temperature and dose dependent. When irradiation temperatures
are less than ≈0.35Tm the formation of interstitial and vacancy loops obstruct dislocation
motion, driving the observed hardening. Raising the irradiation temperature to between
0.35 and 0.40Tm results in a dislocation network developed from loop interactions and the
nucleation of new precipitates, causing hardening to occur. When irradiation
temperatures are greater than 0.40Tm the annealing of defects and the coarsening of
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precipitates mitigate the hardening effects. Irradiation hardening is observed at low
damage levels, and the defect structure can quickly reach saturation noted by the yield
strength and ultimate tensile strength remaining constant as dose increases [3].
The dose and temperature dependence has been reported on in many studies, such
as the work on HCM12A where one sample was irradiated at approximately 0.26Tm with
protons at 400° C to 3, 7, and 10 dpa, and another was irradiated at approximately 0.32Tm
500° C to 3 dpa [77]. At 400° C low dose hardening was observed, and saturation
occurred around 5 dpa. The amount of hardening at 500° C was less than that associated
with the lower temperature irradiations [78]. Work on T-91, HT9, EM10, and Eurofer97steel under neutron irradiation between 300 and 500° C reported similar results with
increasing yield strength and a reduction in elongation percent due to irradiation, but
increased temperatures limited the effect [14], [79], [80].
2.2.7 Irradiation Embrittlement
The easy crack propagation low fracture toughness of ODS allows has been the
main characteristic that has prevented its use in current technologies, with a value of
<100 MPa √m above approximately 200°C [16]. Charpy V-notch testing provides

insight into the ductile to brittle transition temperature (DBTT) and the upper shelf

energy (USE) that combine with the fracture toughness to develop operation temperatures
that prevent catastrophic brittle fracture. The increased flow stress, established during
irradiation by the maturity of dislocation networks and precipitates, causes an increase in
the DBTT of approximately 150° C and a decrease in USE in F-M steels. This effect is
amplified by the production of He with shifts of 200° C reported. Similar to irradiation
induced hardening, the shift in DBTT is limited at increased irradiation temperature, and
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becomes saturated at high doses [3], [14], [78], [80]. The shift in DBTT has a minimum
in F-M steels with a Cr content of 9wt% [25].
Limited data is available on the embrittlement of ODS alloys, but a 1998 study
by Kuwabara et al. examined the Charpy impact properties under neutron irradiation.
Although a shift between the brittle lower shelf energy (LSE) and the ductile USE
existed, the LSE was 65% of USE which suggested limited brittle behavior. This was
supported with SEM imaging depicting ductile failure at low temperatures [81]. The
addition of thermomechanical treatments during processing such as, isothermal
annealing, and controlled rolling have been shown to improve grain bonding, and reduce
the ease of crack propagation [16].
2.2.8 Simulating Neutron Irradiation
Neutron irradiation experiments are complicated by sample activation, and slow
damage rates leading to high cost and exposure times that last for months or years. The
neutronic dose rate depends only on the collisions between neutrons and nuclei, modelled
as hard sphere interactions. Based on the limited interaction potential, the transfer of
energy between the neutron and the lattice atoms involves a long mean free path creating
uniform damage profiles that are slow to evolve. Neutron interactions also create
unstable isotopes that split apart through gamma, alpha, or beta radiation requiring
careful handling to minimize the activation of equipment and reduce the health hazard to
material handlers [24], [55].
In an effort to reduce cost and lag time, ion irradiations are often used to simulate
neutron damage. The electrically charged ions provide Coulombic interactions with the
electron clouds of target atoms. These collisions are modeled with various interatomic
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potentials based on atomic size or kinetic energy, and have an increased radius of effect
due to the long range nature of Coulomb’s force. The higher the energy of the ion the
more likely it is to interact through electronic forces, greatly increasing the dose rate. As
the energy is lost neutronic interactions become more probable and the dose rate
decreases. This shift in interaction probabilities results in a non-uniform damage profile,
as shown in Figure 2.20. The dose is highly dependent on initial energy, ionic charge,
and size of the incident particle [24].
Irradiation with ions has drawbacks that must be accounted for during the analysis
of experimental data. The shallow depth of penetration of the heavy ions requires surface
analysis techniques to account for the non-liner damage profile, while proton irradiations
can be assumed uniform on the micron scale that is used for analysis [24], [31], [78]. The
nature of the damage cascade is also different, with neutron and heavy ion irradiations
resulting in a single large damage cascade containing complex defect networks, while
proton and electron irradiations create multiple smaller cascades or a single Frenkel pair
respectively [24]. To account for these changes temperature shifts can be considered that
develop similar dose rates based on irradiation particle and allow for comparison between
irradiation types [26], [78], [82]. Another difference arises when an incident ion exhausts
all its energy and comes to rest as an interstitial within the lattice of the target. These
implanted ions can alter to local chemistry of the alloy, resulting in precipitation or
segregation changes within the material [24], [82].
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2.3 Nano-Indentation
The need for harder, stronger, or smaller devices has driven the growth of nanoscaled materials. The desire to measure the mechanical properties at the nano-scale has
led to the growth of nano-indentation as an experimental technique.
A diagram depicting a typical transducer found in a nano-indenter is shown in
Figure 2.21. The center plate is held in the original position by leaf springs, and during
an indentation a DC bias voltage is applied to the bottom plate attracting the center plate,
and driving the indenter probe into the sample. The applied voltage is monitored and
used to calculate the indentation depth or load based on a calibration of the transducer
[83].
2.3.1 Process
Nano-indentation experiments provide a way to measure the hardness and
Young’s Modulus of materials when the sample size, or region of interest, prevent the use
of traditional testing methods. The apparatus is controlled using one of two modes of
operation, load control or depth control. For operation in load control a maximum force
is selected, and the transducer indents the probe tip into the sample until the set point is
reached. Controlling the equipment in depth control entails monitoring the extension of
the transducer and then adjusting the applied load until the user specified maximum
displacement is reached the loading process ends. Generally operation is recommended
in load control as the voltage is easier to monitor than the depth, but investigation of
different samples for comparison requires the test be carried out in displacement control
to account for indentation size effects [84]. In either mode of operation, the set points are
selected to ensure the development of a mature plastic zone [85], [86].
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Once the max force or displacement is reached, the tip is held at that load/depth to
allow for creep or thermal drift effects to be accounted for. Creep is identified by an
increase in depth caused by crystal slip occurring while the sample is under the applied
stress. Thermal drift may be seen as either an increase or decrease in depth, and is a
result of the expansion and contraction of the equipment due to temperature variations.
The hold length is customized for each sample until these two effects reach an
equilibrium, and the sample can be unloaded [83], [85].
Unloading of the sample releases the elastic stress within the sample, and the
response provides insight into the elastic modulus. The load and displacement are
recorded throughout the test process, with a typical graph shown in Figure 2.22. If the
deformation is entirely elastic then the loading curve is indistinguishable from the
unloading curve, but for elastic plastic contact, the area between the curves represents the
energy required for plastic deformation. The unloading curve is analyzed to calculate the
contact area and the contact stiffness of the specimen, which in turn are used to calculate
the mechanical properties of the sample [85].
2.3.2 Tip Geometries
There are an unlimited number of tip geometries, with customizable probes
offered for specialized testing, but the most common tips are: the flat punch, the
spherical, the conical, the Vickers, and the Berkovich probes. To understand the
derivations that follow, an understanding of the spherical, conical, and Berkovich
geometries is required. To guide the reader, a summary of the tips and their uses is listed
in Table 2.2. In addition to the applications listed, the spherical and conical geometries
are used to model the contact response of the more complicated Berkovich probe, where
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the spherical indenter describes the elastic deformation that occurs prior to penetrating
deeper than the tip radius, and the conical indenter has traditionally been used to model
the plastic zone, and associated stress fields of pyramidal geometries [87].
The Berkovich probe is a three sided pyramid, which is preferred in nano-scale
testing because it is easier to grind the faces to a sharp point. However, it is not possible
to produce the theoretical infinitely sharp tip, and current processes allow for the
manufacture of a Berkovich probe with a tip radius of 50-150 nm. The tip radii is further
reduced by preferentially selecting the probes with smaller geometric imperfections. To
limit frictional forces the Berkovich has an angle of 142.3° between each face, with that
angle also being chosen as it gives the same area to depth ratio as the older Vickers
geometry, allowing for easier comparison of indentation data [85], [87], [88].
2.3.3 Data Fitting
Nano-hardness is a ratio of the peak load to the contact area, as defined by:
𝐻=

𝑃𝑚𝑚𝑚
𝐴𝐶

Equation 2.12 [89]

where H is the nano-hardness, Pmax is the maximum load, and AC is the contact area

between the sample and the probe at maximum load. The small scale of nano-indentation
test prevents direct measurement of the contact area, and an intimate knowledge of tip
geometry and contact depth is required for an accurate estimate. The contact stiffness is
described as the instantaneous slope of the unloading curve, 𝑑𝑑�𝑑ℎ , where h is the
indentation depth, and it plays a key role in determining the contact depth. It is

calculated using a fitted model that describes the load and displacement data [85], [89].
Initially Doerner and Nix presented a fitting method derived from modeling the
tip geometry of a flat punch, which has a constant contact area throughout indentation,
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resulting in a linear unloading curve. This linear relationship matched experimental
observations at the time, which were mainly on ceramic materials. Elastic materials have
a large linear region during unloading, which allowed Doerner and Nix to approximate
the curve using the upper third of the data. The linear fit was then used to calculate an
extrapolated depth which was used with a geometric factor to calculate the contact area
for the specific tip [89]. When using the linear method, the unloading curve is described
as:
𝑃 = 2𝑎𝐸 ∗ ℎ

Equation 2.13 [85]

With a being the contact radius, and E * being the combined elastic modulus, or elastic

modulus of the entire system.

As more materials were examined, the limitations of the linear method were
discovered, and Oliver and Pharr developed a method using a power law fit to describe
the unloading curve:
𝑃 = 𝛼(ℎ − ℎ𝑓 )𝑚 = 𝛼ℎ𝑒 𝑚

Equation 2.14 [89]

where 𝛼 is a material constant, and 𝑚 is a constant that ranges between 1.2 and 1.6
depending on how well the material maintains the geometry of the probe tip after

unloading. For a perfectly conical indent m is equal to 2.0. The power law fit method

provides a contact stiffness that changes throughout the unloading process, which is

confirmed by a dynamic technique that measures contact stiffness during testing [89].
This more accurate model is the preferred method for fitting the unloading curve, and is
used to calculate the contact area, hardness, and elastic modulus, as described below [89].
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2.3.4 Contact Mechanics
The first mathematical description of a material’s elastic response to indentation
was developed by Hertz in the 1890’s, where he described the contact between two
elastic spheres. In the case where one sphere is much much larger than the other, the
model describes the contact of a spherical indenter with a radius, R, applied to an infinite
half space. This model applies to the elastic deformation that results from a pyramidal
indenter, when the contact depth is less than the radius of curvature of the indenter tip.
Hertz described the contact radius of the spherical indenter as a function of spherical
radius as follows:
𝑎3 =

3 𝑃𝑃
4 𝐸∗

Equation 2.15 [85]

where the combined modulus, 𝐸 ∗ , depends on the elastic modulus of the sample, 𝐸, the

elastic modulus of the system, 𝐸 ′ , and the Poisson’s ratios, 𝜈, 𝜈 ′ , of the specimen and the
indenter respectively:

1
1 − 𝜈 2 1 − 𝜈 ′2
=
+
𝐸∗
𝐸
𝐸′

Equation 2.16 [85]

Equation 2.15 can be rearranged for load, and substituted into the definition of
pressure, 𝑝 = 𝑃/𝐴𝐶 , where the contact area for a circle is 𝜋𝑎2 , to derive an expression
relating the indentation stress to the indentation strain, 𝑎⁄𝑅 . The indentation stress is
assumed to be the same as the average contact pressure.
𝑝𝑎𝑎𝑎 = �

4 𝐸∗ 𝑎
�
3𝜋 𝑅

Equation 2.17 [85]

For elastic deformation, the maximum shear stress is, 𝜏𝑚𝑚𝑚 ≈ 0.47𝑝𝑎𝑎𝑎 , and the von

Mises yielding criteria is, 𝜏 ≈ 0.5𝜎𝑦𝑦 , which causes the calculated the contact pressure
required for plastic flow to be 𝑝𝑎𝑎𝑎 ≈ 1.1𝜎𝑦𝑦 .
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The development of the plastic zone will be discussed at length in a later section,
but it can be shown that as the load increases the plastic zone expands, bringing about a
constant contact pressure, which is the criteria for the fully developed plastic zone that is
required for an accurate nano-hardness measurement. The evolution of the deformation
from elastic contact to fully developed plastic zone is described in in Figure 2.23. Region
1 is characterized by elastic contact, where the average indentation stress changes linearly
with indentation strain. Region 2 describes the transition between elastic and plastic
deformation, where the mean contact pressure begins to transition away from its linear
dependence on indentation strain. The third region evolves into a fully developed plastic
zone, with the indentation strain no longer depending on the applied load. It is this state
that allows for the indentation hardness, 𝐻, of a material to be calculated using Equation
2.12 [85].

Once a penetration depth deeper than the tip radius has been achieved, the
spherical model is no longer valid, and the contact surface is modeled as a conical
indenter. For complex pyramidal geometries this assumption simplifies the contact
mechanics allowing for a mathematical description of the indentation process, and
according to the Saint-Venant’s Principle it will not alter the induced strain field [90].
To accurately model a pyramidal indenter as a cone, the contact area to depth
ratio must be conserved, which is accomplished by adjusting sharpness of the cone, or the
conical angle, α. For a Berkovich probe, the contact area is described as:
𝐴𝐶 = 3√3ℎ𝑐2 𝑡𝑡𝑡2 𝜃

Equation 2.18 [85]
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with hc being the contact depth, which is equal to the depth where plastic deformation

begins, and is also known as the plastic depth. The contact area for a conical indenter can
be shown to be:
𝐴𝐶 = 𝜋ℎ𝑐2 𝑡𝑡𝑡2 𝛼

Equation 2.19 [85]

By equating Equation 2.18 and Equation 2.19 and substituting the face angle for a
Berkovich probe, 𝜃 = 65.27°, it is possible to solve for the conical half angle, and an
expression for contact area. In this case, 𝛼 ≈ 70.3°, and the contact area reduces to:
𝐴𝐶 = 24.5ℎ𝑐2

Equation 2.20 [85]

This allows for a mathematical description of the loading curve, once a fully developed
plastic zone has formed:
−2

⎡
⎤
⎢ 1
∗
⎥
�𝐸 + �2(𝜋 − 2)� �𝜋 � 𝐻 ⎥
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𝜋
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⎢
⎥
⎣
⎦

ℎ2

Equation 2.18 [85]

Notice that the load is proportional to the square of the displacement [85].
The unloading of the indenter tip results in an entirely elastic recovery of the
strained sample; excluding the plastically deformed region, which remains permanently
deformed. As the load is decreased the sample is again modeled as a conical indenter
contacting an infinite half space, with the load described as:
𝑃=

𝜋𝜋 ∗
𝐸 𝑎𝑎𝑎𝑎𝑎
2

Equation 2.19 [85]

where a𝑐𝑐𝑐𝑐 is equal to the contact depth ℎ𝑐 . The contact depth is related to the

indentation depth as shown in Figure 2.24, and mathematically as:
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𝜋 𝑟
ℎ = � − � ℎ𝑐
2 𝑎

Equation 2.23 [85]

with r being a radius of interest. Combining Equation 2.22 and Equation 2.23, and
looking directly below the indent, 𝑟 = 0, allows for a description of the load

displacement curve:

2𝐸 ∗
𝑃=�
𝑡𝑡𝑡𝑡� ℎ2
𝜋

Equation 2.24 [85]

where again the unloading proportional to the square of the displacement. The shape is
slightly altered from loading condition due to the differing constants in Equation 2.21 and
Equation 2.24 caused by the entirely elastic recovery associated with unloading [85],
[90], [91].
Determination of the elastic modulus requires calculation of the contact stiffness
from the unloading curve, and a series of mathematical substitutions (detailed in [85]) to
develop a relationship for the contact depth which is shown here as:
2(𝜋 − 2) 𝑃𝑚𝑚𝑚
ℎ𝑐 = ℎ𝑡 − �
�
𝜋
𝑑𝑑/𝑑ℎ

Equation 2.22 [85]

As shown in Equation 2.16 the modulus that is measured during indentation is not of the
sample alone. To isolate the modulus of the sample the combinde modulus is calculated
as:
𝐸∗ =

𝑑𝑑 1 √𝜋
𝑑ℎ 2 √𝐴

Equation 2.23 [85]

and Equation 2.16 is used to solve for E.
2.3.5 Development of Plastic Zone

In his 1950 text, “The Mathematical Theory of Plasticity,” Hill describes the
formation of the semi-spherical plastic zone that develops during wedge indentation.
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Describing the plastic deformation in terms of 𝒓⁄𝑐 , where 𝒓 is the position of an element
at the onset of distortion, and c is the radius of the plastic zone, allows for investigation

of the relationship of between stress and strain in terms of deformation velocity. Scaling
the deformation shows that the geometry does not change in shape as time progresses, it
only changes in size. A detailed derivation of the deformation mechanics is available in
[92], and concludes that material equal distance from the origin will be radially deformed
by the plastic stress field, resulting in the characteristic half circle appearance of the
plastic zone as shown in Figure 2.25.
The points ABDEC describe the plastic zone, where AC is the region of the
surface that has experienced pile up, AB describes the contact between the sample and
the indenter, and BDEC is a slip line. By solving for different boundary conditions, Hill
shows that the velocity varies along 𝛽 slip lines, and there is constant displacement from
the origin along 𝛼 slip lines. As the load increases, yielding occurs in semi-spherical

shells adjacent to the previously deformed material. This process causes the continuous
growth of the plastic zone with ever increasing size, but consistent shape.
The observed extension of the plastic zone beyond the tip of the indenter is
associated with sear stresses that result from a fully developed plastic zone around the
indent. As the probe is indented deeper the region around the tip is already plastically
deformed, and in order to accommodate the stress, the material is sheared parallel to the
edge of the plastic elastic boundary creating an extended plastic zone whose shape is
characteristic of the material and independent of indenter geometry as distance from the
indenter increases [90], [92], [93].
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The characteristic shape of the plastic zone allows for quick understanding of the
elastic plastic property of the material. If the expanded plastic zone remains entirely
contained beneath the contact radius of the indenter then elastic effects are the dominate
feature in the deformation. However, if the plastic zone spreads out from under the
indenter as is the case for Figure 2.25, then plastic deformation dominates and the elastic
effects are secondary. This curvature can be predicted by looking at a ratio of the
Young’s modulus to the uniaxial stress. When 𝐸/𝜎𝑟 ≤ 110, then the elastic strains
greatly impact the development of the plastic zone. [94].

When predicting the size of the plastic zone the complex stresses that develop,
due to the indenter shape, make the mathematics convoluted. A simplifying
approximation has historically been used to model the plastic deformation as an
expanding spherical cavity with the geometry depicted in Figure 2.26 and the yielding
criteria of:
𝜎𝜃 − 𝜎𝑟 = 𝜎𝑦𝑦

Equation 2.27 [94]

[92], [94]–[96]. The elastic-plastic boundary is assumed to be an elastic compressible
core, leading to the following relationship between expanding core radius, 𝑅, and the
developing plastic zone radius, 𝑐:

𝑑𝑑 3(1 − 𝜈)𝑌(𝜖)𝑐 2 2(1 − 2𝜈)𝑌(𝜖)𝑅
=
−
𝑑𝑑
𝐸𝑅 2
𝐸𝐸

Equation 2.28 [94]

where 𝑌(𝜖) is the uniaxial strain hardening law that combines with Hooke’s law to
describe the elastic and plastic deformation for a material.
𝐸𝐸
𝜎=�
𝑌(𝜖) = 𝐾𝜖 𝑛

Equation 2.29 [97]
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The plastic region is described in terms of a strength coefficient, 𝐾, and the strain
hardening coefficient, 𝑛.

Work by Hill and Johnson showed that for an elastic perfectly plastic material

with no strain hardening, 𝑛 = 0, and 𝐾 = 𝜎𝑦𝑦 , the solution of Equation 2.28 is:
1/3

Equation 2.30 [92]

1/2

Equation 2.31 [98]

𝑐
2𝐸
=�
�
𝑅
3𝜎𝑦𝑦
3P
c= �
�
2πσys

in terms of elastic modulus or applied load, respectively [92], [94]–[96], [98], [99].
When accounting for stain hardening effects, Equation 2.28 no longer has a direct
solution. Instead the internal pressure of the cavity, 𝑝𝑐𝑐𝑐 , along with a series of

mathematical approximations, is used to relate the size of the plastic zone to the
mechanical properties. The general form for the internal pressure is:
𝑝𝑐𝑐𝑐 =

𝑐
2
𝑑𝑑
𝜎𝑦𝑦 + 2 � 𝑌(𝜖)
3
𝜌
𝑅

Equation 2.32 [94]

and is utilized in a 2006 study by Mata to describe the plastic zone size for a fully plastic
material in terms of nano-hardness, yield stress, and the Young’s modulus by relating the
geometries of a spherical and a conical indenter to create identical plastic zones.
𝑧𝑦𝑦 + 1.217𝑎𝑠 𝑃(𝑛)
𝐻
2 𝜖𝑦𝑦 𝑛
= 𝑓 � � � � + Θ(𝑛) + 𝑀(𝑛) �
�
𝜎𝑟
3 0.1
𝑎𝑠 /0.635

Equation 2.33 [94]

In this relationship 𝜎𝑟 is the uniaxial stress at a characteristic strain of 0.1, which Tabor
proposed, and verified in [100], [101] for sharp indenters, leads to the following
predictive relationship for hardness regardless of material:
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𝜎𝑟 =

𝐻
2.7

Equation 2.34 [94]

Other research has shown that Tabor’s approach cannot accurately predict the
stress strain relationship, and fails to apply for all materials [102], [103]. The
applicability of Equation 2.34 in terms of predicting material properties requires further
investigation over a range of indentation parameters.
The terms Θ(𝑛), 𝑀(𝑛), and 𝑃(𝑛) are functions that depend on the strain

hardening coefficient:

Θ(𝑛) = 2.5968 +

0.5097
𝑛

𝑀(𝑛) = −2.2778 −

0.5479
𝑛

𝑃(𝑛) = −3.0615 𝑛 − 0.005

Equation 2.35 [94]

Equation 2.36 [94]

Equation 2.37 [94]

the contact radius, as , is defined by a spherical indenter whose radius equals the contact

radius and total penetration depth of a conical indenter, shown in Figure 2.27 and
geometrically equal to:
𝑎𝑠
2 𝑡𝑡𝑡𝑡
=
= 0.635
𝑅 1 + 𝑡𝑡𝑡2 𝜃

Equation 2.38 [94]

The term 𝑧𝑦𝑦 is the depth of the plastic zone directly below the indenter. A diagram
depicting how the plastic zone radius depends on the terms in Equation 2.33 and
Equation 2.38 is shown in Figure 2.28.
Using finite element analysis, FEA, Mata was showned that Equation 2.33 can be
applied to Berkovich indentation when three factors are met. First 𝑓 = 1.101, and

describes the projection factor, or geometry, for a Berkovich probe. The conical half
angle used to describe the contact radius is equal to 70.3°. Finally the contact radius is
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measured to be the length from the center of the indent to the edge of the pyramid
measured 25° from the corner of the probe, as shown in Figure. 2.29 [94].
2.3.5.1 Plastic Zone Imaging
Bright field TEM imaging can be used to observe the induced plastic zone after
nano-indentation due to the development of strain contrast, dislocations, stacking faults,
or other deformation [104]. The plastic zone can be imaged either through a cross section
of the sample that is obtained through the use of a Focused Ion Beam, FIB, or through top
down imaging parallel to the beam. In the latter case, a dislocation “disk” is imaged that
provides information on the dislocation nucleation mechanics, and size of plastic
deformation [105], [106]. Cross sectioned images are the most common method of
plastic zone imaging, and give a clear picture of depth, and radius of the induced plastic
deformation [107]. Both methods of TEM imaging show plastic deformation that is not
spherical as predicted by Hill and Johnson, but varies in shape based on the slip
mechanisms within the crystal [106], [108].
Plastic deformation has also been measured through crystal orientation maps
developed using Electron Backscatter Diffraction, EBSD. The resolution of EBSD is
limited compared to TEM, but comparative studies between the two techniques provide
strong agreement in plastic zone size and shape [107], [109].
Independent of imaging technique, single crystal samples or, samples with a large
grain structure, are commonly imaged to limit contrast within the sample. Imaging the
plastic zone in polycrystalline materials is made more difficult by the complex
dislocation network that develops during indentation, and the variations in crystal
orientation between adjacent grains. A study by Bose and Klassen presented work on
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such a material that estimated the size of the plastic zone by observing dislocation
contrast within grains, and the reshaping of grain boundaries to accommodate the
indentation stresses. A TEM image from their study is presented in Figure 2.30 for
comparison to those collected in this work [110].
2.3.6 Developed Stress Fields
The stress field developed by a pyramidal indenter is initially elastic, but
transitions to plastic when the contact radius becomes larger than the tip radius of the
indenter. The initial elastic response can be modeled as the contact between two semiinfinite half spheres, which was developed by Hertz under the following assumptions:
1. The displacement and stresses are defined by the differential equations for
elastic bodies, with the stress being nominal at large distances from the
area of contact.
2. The contact is frictionless.
3. The contact pressure at the surface is equal and opposite within the region
of contact, and zero outside of it.
4. The contact region is described by a distance of separation of zero within
the contact area and greater than zero away from the contact area.
5. The force of interaction between the indenter and the surface is described
by the integral of the pressure distribution within the area of contact.
These assumptions allowed Hertz to describe the stress fields developed based on
the pressure distribution, and were adapted by Boussinesq to describe the elastic stresses
under point contact. Timoshenko and Goodier presented the relationships in polar
coordinates [90]:
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Equation 2.39 [90]
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Equation 2.40 [90]

Equation 2.41 [90]

Equation 2.42 [90]

The strains can be calculated from the polar form of Hooke’s law:
𝜖𝑟 =
𝜖𝜃 =

𝜎𝑟 − 𝜈(𝜎𝜃 + 𝜎𝑧
𝐸

Equation 2.43 [90]

𝜎𝜃 − 𝜈(𝜎𝑟 + 𝜎𝑧 )
𝐸

Equation 2.44 [90]

Once the contact radius becomes larger than the tip radius of the indenter the
sample begins to deform plastically, and the spherical tip approximation no longer
applies. Work by Chiang, Marshall, and Evans related the plastic stress fields to a ratio
of the volume of the plastic zone to the volume of the indenter, 𝛽, which can be

expressed in terms of the plastic zone and contact radii. For a Berkovich probe 𝛽 has
been shown to be:

1/3

𝑐
𝑏
√2𝜋
𝛽 = = � ��
�
𝑎
𝑎� 𝑐𝑐𝑐(𝜃/2)

Equation 2.45 [111]

where 𝑎� and 𝜃 are the indentation diagonal, and the face angle respectively. During
loading the radial and tangential stresses for the developing plastic zone and the
elastically stressed regions of the sample were shown to be [111]:
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Equation 2.48 [111]

After the load has been removed the stress relationships become:
𝜎𝑟𝑝𝑝
3 𝑙𝑙(𝑟/𝑎)
1
=�
�−1+
,
(𝑟⁄𝑎)3
𝑝
1 + 3 ln(𝛽)

𝑟
𝜎𝑡𝑝𝑝 3 �ln �𝑎� + 1/2�
1
=
−1−
,
𝑝
1 + 3 ln 𝛽
2(𝑟⁄𝑎)3
𝜎𝑟𝑒𝑒
1
𝛽3
=
−
�1
−
�,
(𝑟⁄𝑎)3
𝑝
1 + 3 ln 𝛽
𝜎𝑡𝑒𝑒
1
𝛽3
=
�
− 1� ,
𝑝
2(𝑟⁄𝑎)3 1 + 3 ln 𝛽

(𝛽 >

𝑟
> 1)
𝑎

𝑟
(𝛽 > > 1)
𝑎

𝑟
� > 𝛽�
𝑎

𝑟
� > 𝛽�
𝑎

Equation 2.50 [111]

Equation 2.51 [111]

Equation 2.52 [111]

Equation 2.53 [111]

Around the same time, Yoffe [93] developed a model describing the stress state
by modeling pyramidal indenters using a conical geometry. He developed relationships
depicting the elastic stress field that develops to support the load resulting from the hemispherical plastic zone:
𝜎𝑟 =

𝑃
(1 − 2𝜈 − 2(2 − 𝜈)𝑐𝑐𝑐𝑐)
2𝜋𝑟 2

+

𝐵
4�(5 − 𝜈)𝑐𝑐𝑐 2 − (2 − 𝜈)�
𝑟3

Equation 2.54 [93]
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Equation 2.56 [93]
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Equation 2.57 [93]
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+

𝜏𝑟𝑟 =

Equation 2.55 [93]
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𝑟3
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Equation 2.58 [93]

𝐸𝑎3
𝐵 = 0.2308
𝑓
𝜋

Equation 2.59 [90]

where 𝐵 is a constant that describes the size and shape of the plastic zone, and has been
shown to be:

where 𝑓 is the densification factor, where a perfectly dense material would have a value

of 1, and the factor decreases with density [93]. In the case of ODS alloys the reported

density that results from processing is within 0.5% of the theoretical density, and 𝑓 can

be estimated as 1 [18], [90].

2.3.7 Finite Element Analysis
Numerical modeling, has become an invaluable tool to verify nano-indentation
experiments, due to the intricate contact mechanics. Assuming an isotropic material that
experiences strain hardening, it is possible to express the stress and strain relationship in
the form of Equation 2.29, where the strength coefficient is:
𝑛

𝐸
𝐾 = 𝜎𝑦𝑦 � �
𝜎𝑦𝑦

Equation 2.60 [112]
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The load and contact depth are dependent variables that are functions of Young’s
modulus, Poisson’s ratio, yield strength, strain hardening exponent, total indentation
depth, and the indenter half angle. Performing dimensional analysis leads to:
𝜎𝑦𝑦
, 𝜈, 𝑛, 𝜃�
𝐸

𝑃 = 𝐸ℎ𝑡2 Π𝛼 �

σys
,ν,n,θ�
E

hc =hΠβ �

where

Π𝛼 =
Πβ =

𝑃
𝐸ℎ𝑡2
hc
ht

Equation 2.61 [113]
Equation 2.62 [113]

Equation 2.63 [113]

Equation 2.64 [113]

Using FEA it is possible to evaluate the shape of the loading curve, described by the
dimensional analysis results, to determine the yield stress, strength coefficient, hardness,
Young’s modulus, and determine the strain-hardening exponent depending on what
parameters are known, as well as the effects of sink-in, pile-up, and friction [94], [100]–
[103], [112]–[114].
2.3.8 Indentation Size Effect
Indentation size effect, ISE, describes the phenomenon where nano-hardness
increases as the indentation depth decreases. The theory of geometrically necessary
dislocations explains this effect as the large strain gradients associated with small indents
create dislocations as the material shifts to accommodate the strain. These geometrically
necessary dislocations interact with the statistically stored dislocations, which result from
homogeneous strain, to alter the flow stress. Nix and Gao provide the mathematical
foundations of this model, and show that ISE can be predicted as:
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ℎ

Equation 2.65 [115]

where H0 is the hardness associated with the intrinsic dislocation network, and h* is the
length dependence of hardness:

𝐻0 = 3√3𝛼𝛼𝛼 �𝜌𝑠

81 2 2
G 2
h = bα tan θ � �
2
H0
*

Equation 2.63 [115]
Equation 2.64 [115]

where b is the Burgers vector, α is constant equal to 0.5, ρs is the statistically stored

dislocation density, and θ is the angle between the sample’s surface, and the edge of the
indenter. ISE is more pronounced in materials with low intrinsic dislocation densities
[84], [115]–[117].
At indentation depths shallower than the radius of curvature of the indenter probe
ISE does not follow the Nix and Gao model due to errors caused by deviations from ideal
indenter geometry, surface roughness, and uncertain plastic deformation [115], [116].
2.3.9 Strain Hardening Coefficient
Work by Robertson et al. demonstrated that it is possible to determine the elastic
modulus, yield strength, and strain hardening exponent through indentation with both a
Berkovich and cube-corner probe [97]. Following in the footsteps of Bucaille et al.
[102], it was demonstrated that by solving for the representative stress and strain for each
probe geometry, a universal strain hardening exponent and yield stress could be
calculated. This study investigated the equivalent strain hardening, which described all
the radiation induced hardening, experienced by an ODS alloy that was irradiated to 100
dpa at 500° C, and 100 dpa at 600° C by comparison to the original as received condition.
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The measured yield stress and strength hardening coefficient were 1300 MPa and 0.26 for
the as received condition, 1340 MPa and 0.27 for irradiation at 500° C, and 1510 MPa
and 0.32 for irradiation at 600° C. In this work Robertson attributes the majority of the
change in equivalent strain hardening exponent to the dissolution of the oxide particles
during irradiation. In a matrix with a high density of oxides, dislocations cannot cut
through the ODS particles due to the misfit strain. Instead, they bypass the oxides via the
Orowan mechanism, which leaves loop debris that deflect dislocations due to irradiation
into alternate slip planes, thus reducing the strain hardening exponent. As the oxide
density decreases less irradiation induced defects are scattered, and less slip planes are
active during plastic deformation. This causes a larger increase in the equivalent strain
hardening exponent [97].
2.3.10 Sources of Error
Indentation experiments have been used to determine the mechanical properties of
materials for over a century, and accurate determination of the hardness, elastic modulus,
strain hardening coefficient, fracture toughness, yield strength and residual stress of a
sample requires knowledge of five experimental parameters: frame compliance, contact
area, initial contact, the nature of pile-up, and contact stiffness. The importance of each
of these parameters will be discussed below to provide insight into the limitations of
nano-indentation experiments [85].
2.3.10.1 Frame Compliance
When performing an indentation experiment it is not only the sample that is
exposed to a compressive force. The testing apparatus responds to the load as well. The
amount of flex within the equipment is known as the frame compliance, and must be
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accounted for when determining the actual depth of penetration. The compression of the
load frame, indenter shaft, and sample mount are combined to describe the compliance
constant, Cf , which is used to adjust the measured depth to the actual penetration depth as
follows:

ℎ′ = ℎ − 𝑃𝐶𝑓

Equation 2.68 [85]

where ℎ′ is the adjusted depth. In practice the frame compliance is accounted for when

the system is installed by the technician, and the experimenter does not have to correct it
as long as the system is calibrated. Instead, it is important to know this limitation exists
when determining how to mount the sample, because if the adhesive is not properly
chosen it will contribute to an error in the compliance calibration [85].
2.3.10.2 Determining Contact Area
As previously discussed, micro-indentation experiments leave impressions on the

sample that allow for the contact area to be optically analyzed, but as advances in
processing techniques require indentations be done on the nano-scale, this method is no
longer feasible. Instead, atomic force microscopy (AFM) or laser imaging is required to
adequately measure the contact area of a nano-indent. These are time intensive and
expensive techniques which dictate that the area be estimated using a function derived
from probe geometry, as described in Section 2.3.4.
Unfortunately real world probes are not idea geometries and contain flaws. This
results in a tip area calibration being required each time a probe is used for the first time.
A best fit curve is applied to the results from the calibration, described in [85], and for a
Berkovich probe the corrected tip area is usually of the form:
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𝐴𝑐 = 24.5ℎ𝑐2 + 𝐶2 ℎ1𝑐 + 𝐶3 ℎ𝑐

1/4

+ 𝐶4 ℎ𝑐

Equation 2.69 [85]

where 𝐶2 , 𝐶3 , and 𝐶4 are constants that correct for geometrical errors. Once the depth of

contact is determined, Equation 2.69 is used to estimate the contact area and calculate the
hardness of the sample [85].
2.3.10.3 Determining Surface Contact
The accuracy of the contact depth measurement depends on exact location of the

surface of the sample. The point where the tip comes into contact with the surface acts as
a zero point for the displacement measurement, and is monitored by looking for a large
change in the force or depth signals. In practice, it is found when a user inputted set point
is reached. Care must be taken to not set the force set point too high, because it is
possible to have the indenter press into the sample prior to reaching the origin set point.
It is possible to correct for this by adjusting the initial amount of penetration, ℎ𝑖 [85]:
ℎ′ = ℎ + ℎ𝑖

Equation 2.70 [85]

2.3.10.4 Pile-up and Sink-in

The material properties of the specimen can also contribute to measurement errors
if pile-up or sink-in occurs. While an indent is being performed, plastic deformation can
cause the surface adjacent to the indent to elevate above the original surface height in
order to accommodate the stress field. The opposite is also possible, where the sample
buckles under the indenter and the surface is no longer in contact with the tip. Diagrams
for sink-in and pile-up are presented Figure 2.31. In the first case, the elevated material
takes on some of the load from the indenter, and causes the indent to not be as deep. This
results in an artificially high hardness that requires AFM imaging or a contact area
function calibration to be performed on a material with a similar E/H ratio for correction.
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However, both of these solutions are time and money intensive, so it is recommended in
ISO 14577 that the effects be ignored and the hardness and modulus values are referred
to as ‘indentation’ hardness or ‘indentation’ modulus [85].
2.3.10.5 Contact Stiffness
In practice Equation 2.25, and Equation 2.26 slightly differ from the measured
values, and a correction factor, 𝛽, is used to adjust the contact stiffness. For a Berkovich
indenter Dao et al. estimated that 𝛽 = 1.096 from experiments, and Cheng estimated

𝛽 = 1.14 using finite element analysis. A value of 𝛽 = 1.034 is commonly used, but it

is accepted that the true value is higher and there is no agreement on what the true value
of 𝛽 is [85]. When applying the correction factor, Equations 2.22 and 2.23 take the
following forms:

ℎ𝑐 = ℎ𝑡 −

1 2(𝜋 − 2)
𝑃𝑡
�
�
𝛽
𝜋
𝑑𝑑/𝑑ℎ

𝐸∗ =

1 𝑑𝑑 1 √𝜋
𝛽 𝑑ℎ 2 √𝐴

Equation 2.71 [85]

Equation 2.72 [85]

2.3.10.6 Considerations for Ion Irradiated Materials
Nano-indentation is a technique that is often used because the experiments are
straight forward, and the non-destructive nature of the testing. Complications arise when
surface topography alters the contact area for a tip, and if the sampled region of an indent
is not properly understood. The dose profile, radiation effects, and indentation size effect
must be accounted for when ion irradiated materials are nano-indented, and are
summarized in Figure 2.32 [84].
When an indent is performed to a specific penetration depth, the hardness and
modulus that are reported do not represent just the properties at that depth. Instead, the
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properties reflect the entire region that was effected by the developed plastic zone. As a
rule of thumb, Hosemann has reported this to be approximately five times the indentation
depth. In a uniform sample the extended sampling volume does not cause complications,
but due to the shallow dose profiles associated with ion irradiations the sample volume
must be well understood when performing the analysis. The non-linear damage profile
associated with ion irradiation, shown in Figure 2.20 and Figure 2.32, prevents
associating a hardness measurement with a specific dose. Instead a range of doses is
required to describe the change in hardness [84].
During irradiation experiments, the surface of the sample can discolor due to
oxidation, and sputtering results in a rough surface topography. If the shallow nanoindents to not penetrate deep enough these surface effects cause large standard deviations
in the nano-hardness and modulus. The incident ions also become deposited in the
sample once their kinetic energy has been exhausted leading to localized altering of
physical chemistry. If care is not taken when selecting either an ion that limits local
chemistry changes, such as an Fe ion in steel, or in evaluation area, these localized
changes will be measured within the samples volume [84].
The indentation size effect is a well studied phenomenon in which the hardness of
a material increases with decreasing size. There are multiple theories that attempt to
explain this hardening, with the geometrically necessary dislocations theory being the
most promising, and this theory is discussed in depth in Section 2.3.8. This effect results
in varying hardness values as a function of depth, which dictates that the indentation
results must be analyzed at specific depth intervals to normalize the indentation size
effects for various conditions [84].
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Table 2.1 Effect of Alloying Components on the Reaustenitization Temperature,
from [3].
Change in Transition Temperature
Element
(°C) per mass percent
Ni

-30

Mn

-25

Co

-5

Si

+25

Mo

+25

Al

+30

V

+50
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Table 2.2. A characterization of common geometries for indenter probes and their
uses, from [87].
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Figure 2.1: Iron-Iron Carbide phase diagram, showing how the concentration of
carbon and the processing temperature dictate the phases of steel that are formed,
from [118].
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Figure 2.2: A time-temperature-transformation (TTT) diagram showing four
different cooling paths through the eutectoid found at T = 738 °C. Path 1 results in
a 50% martensite and austenite solution. Path 2 results in a complete martensite
transformation. Path 3 results in a bainite and martensite solution. Path 4 results
in a complete pearlite microstructure, from [119].
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Figure 2.3: A body centered tetragonal (BCT) unit cell showing the location of the
iron atoms (blue), and the possible positions for the carbon interstitials (green) for
martensite, adapted from [4].

61

Figure 2.4: A cross section of an edge dislocation showing the associated
compressive and tensile strain fields causes by the insertion of an extra half plane of
atoms. These stress fields reduce a materials yield strength, but can be reduced by
the inclusion of substitutional or interstitial impurity atoms in solid solution, from
[120].
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Figure 2.5: A depiction of a cross section of an edge dislocation. In a perfect lattice
the energy required to cause plastic deformation must be enough to break all the
bonds restricting movement in the slip direction. A dislocation allows plastic
deformation to occur more easily, because the dislocation can move through a single
bond at a time, from [121].
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Figure 2.6: The equilibrium position of a large substitutional defect and an edge
dislocation, resulting in a reduction in total strain energy of the lattice. A smaller
defect atom would come to rest in the compressive strain field associated with the
edge dislocation. In this case the overall strain field is again reduced, which makes
it more difficult for a dislocation to move, adapted from [122].
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Figure 2.7: The interaction of a dislocation and a precipitate results in a resistance
to movement which depends on the strain mismatch. If the precipitate and matrix
have a small mismatch then the dislocation cuts through the coherent precipitate
with little hardening of the material, from [123].
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Figure 2.8: The strain mismatch prevents the dislocation from traveling through an
incoherent precipitate. Instead, the dislocation bows around the obstacle until the
energy applied is enough to break the dislocation line, and leave an Orownan loop
and the reformed dislocation on the other side, from [123].
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Figure 2.9: A bright field TEM image of the uniform distribution of Yi-Ti-O
particles in a 14 Cr ODS steel, from [124].
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Figure 2.10: Stress vs. strain curve for a single crystal showing the three regions of
plastic deformation. Region I has a low dislocation density with few interactions. In
Region II the dislocations begin to interact through annihilation or repulsion,
resulting in an increasing rate of strain hardening. Region III is characterized by
large stresses that allow the repulsive forces associated with the dislocation
interactions to be easily overcome, from [125].
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Figure 2.11: Schaeffler-Schneider diagram for 12wt%Cr and 9wt% Cr steels
showing the final phases present in the material based on the estimated nickel and
chromium equivalents calculated using Equation 2.8 and Equation 2.9 respectively,
from [3].
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Figure 2.12: Bright field TEM images of a reduced-activation 9 Cr-2WVTa steel
showing the grain structure and precipitate formation after tempering, from [3].
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Figure 2.13: The evolution of ferritic martensitic (F-M) steels in an effort to
increase the creep rupture strength, from [126].
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Figure 2.14: Ti-Y-O clusters in ODS alloy showing the reduced oxide size achieved
using modern processing techniques, from [6].
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Figure 2.15: The Iron-Chromium phase diagram describing the phases that develop
in stainless steels based on the chromium content, from [77].
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Figure 2.16: CCT diagram depicting the cooling rates required to form martensite,
ferrite, or a microstructure that contains both phases based on the martensite start
(Ms ) and finish (Mf ) temperatures and the ferrite start (Fs ) and finish (Ff )
temperatures, from [22].
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Figure 2.17: The formation of a damage cascade starting with the incident particle
approaching the lattice (a), and creating a primary knock on atom (PKA) that
travels through the material (b), (c). Through coulombic interactions (d) or
collisions (e) the PKA interacts with the atoms in the lattice creating Frankel pairs
until its kinetic energy has been exhausted and it comes to rest in the material (f),
(g). The majority of the vacancies and interstitials will recombine (h)-(j) adding to
the self-healing properties of the metal, but some will diffuse to defect sinks leaving
a damage cascade within the material (k), from [127].
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Figure 2.18: Radiation induced segregation (RIS) in a binary alloy described
through the inverse Kirkendall mechanism, which describes the enrichment or
depletion of an element (c) based on the vacancy flux (a) and the interstitial flux (b)
and the flow of the individual element species within each, from [24].
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Figure 2.19: The typical stress-strain response in irradiated metals where the yield
strength and ultimate tensile strength increase, while the total elongation decreases,
from [3].
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Figure 2.20: Damage profiles for a variety of incident particles in nickel. Notice the
heavier the ion the shallower the damage layer, and the uniform nature of neutron
irradiations. Proton irradiations are often approximated as uniform based on the
relatively constant damage profile as compared to heavy ion irradiations, from [24].
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Figure 2.21: A schematic depicting a typical nano-indenter showing the center
plate, and outer plates. During indentation a large DC bias voltage is applied to the
bottom plate, which attracts the center plate, and attached indenter probe. The
applied force is calculated from the calibration of the transducer and the applied
voltage. When the desired force or displacement is reached then the voltage is
removed, and the leaf springs return the center plate to its original position, from
[83].
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Figure 2.22: The load displacement curve resulting from nano-indentation, where
A, B, and C are the origin, max depth, and residual displacement respectively. hr is
the residual depth of the impression. he is the elastic unloading. hp is the depth of
penetration measured from hs . hs is a measure of the depth that the edge of the
contact area of the indenter penetrates into the sample at maximum load, Pmax . ht
dp�
is the depth from the sample surface at Pmax .
dh is the contact stiffness. Taken
from [91].
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Figure 2.23: An indentation stress vs. indentation strain diagram for a spherical
indenter showing the transition from elastic deformation to a fully developed plastic
zone, from [85].
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hf
hc

Figure 2.24: A diagram of a loaded and unloaded indenter depicting the regions of
interest as described in Figure 2.22, from [91].
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Figure 2.25: A diagram of the radial plastic zone that develops during indentation
showing the slip lines on the right, and the distortion on the left, from [92].
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Figure 2.26: The spherical cavity used to model the plastic zone that develops
underneath an indent, where 𝒑𝒄𝒄𝒄 is the internal pressure, 𝑹𝒊 is the cavity or
indenter radius, and 𝒄𝒊 is the plastic zone radius, from [94].
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Figure 2.27: A cross section image showing the geometrical relationship where a
spherical indenter develops the same plastic zone as a conical indenter, from [94].
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Figure. 2.28: A diagram depicting how the radius of the plastic zone, c, relates to
the contact radius of a spherical indenter, c, the depth directly below the indent, zys ,
and the total indentation depth, c. Notice the shape of the plastic zone does not
directly follow the plastic zone radius, from [94].
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Figure 2.29: A diagram depicting how to measure the contact radius of a Berkovich
indentation when evaluating Equation 2.33 and Equation 2.38, from [94].
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Figure 2.30: A TEM image of the indented plastic zone developed in a
polycrystalline Zr-2.5%Nb alloy, from [110].
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Figure 2.31: A diagram depicting sink-in and pile-up. In sink-in the material
buckles under the applied load, and falls out of contact with the tip, while in pile-up
the plastic strain field causes the material to be pushed up higher than the original
surface of the sample. If sink-in or pile-up occurs then the measured properties will
be altered by the load being spread over a smaller, or larger contact area
respectively, from [85].
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Figure 2.32: Nano-indentation and irradiation effects that must be considered when
performing nano-indentation on the ion irradiated samples, from [84].
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CHAPTER THREE: OBJECTIVE
The objective of this work is to gain an understanding of how exposure to
irradiation alters the mechanical properties of ODS alloys. Experimental work utilizing
nano-indentation and TEM imaging will be combined with Mata’s spherical indentation
model, to calculate an equivalent strain hardening coefficient, which will be used to
evaluate the extent of irradiation damage to the alloy. The outcome of this study is threefold. One, an understanding of how the properties are altered with exposure to irradiation
will speak to the appropriateness of utilizing ODS alloys for future reactor designs. Two,
knowledge of the plastic zone developed during nano-indentation will provide insight
into the suitability of nano-indentation to evaluate the irradiation hardening. Three,
discernment of the strain field that develops from nano-indention will provide access to
another tool that can be used to evaluate the hardening attributed to the oxides within the
matrix, and the irradiation induced precipitates.
A comparison between the tensile properties measured in this study and those
measured using methods found in previously published works will used to assess the
validity this proposed method. The results of multiple studies were presented in a
previous section that show how FEA has become a research standard for investigating the
indentation stress field, and that the strain hardening coefficient can be measured through
by using multiple tip geometries during nano-indentation. It is hypothesized that nanoindentation using only a single tip geometry can be combined with TEM imaging to
predict the same information.
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CHAPTER FOUR: EXPERIMENTAL
Chapter four presents the experimental methods used to perform this study. This
section will contain discussion of the fabrication of the alloy, irradiation techniques,
nano-indentation, and the methods used to for plastic zone imaging.
4.1 ODS Fabrication
The Fe-9wt%Cr oxide dispersion strengthened steel sample originated in lot M16
from the Japan Nuclear Cycle Development Institute, which would become the Japan
Atomic Energy Agency in 2005. The chemical composition of the alloy is described in
Table 3.1 where the elements were analyzed as follows: The carbon and sulfur were
analyzed using infrared absorption, the silicon, phosphorus, and boron were analyzed
using absorption spectrophotometry, the manganese, nickel, chromium, titanium,
tungsten, and yttrium were analyzed using inductively coupled plasma mass
spectrometry, and the oxygen, nitrogen, and argon were analyzed using the inert gas
fusion method. The extra oxygen (Ex. O) is the amount of oxygen originally in the Y2O3
powder that does not end up in the final oxygen concentration in the steel [128].
Steel rods, of 24 mm in diameter and 60 mm in length, were produced from high
purity powders of Fe, Cr, C, W, Ti, Y2O3, Fe2Y, and Fe2O3. After ball milling in an
attrition-type mill at 220 rpm for 48 hrs in an Ar atmosphere, the powders were degassed
at 673 K at 0.1 Pa. They were then hot-extruded at 1473 K and forged at 1423 K. The
alloy was heated to 1323 K for one hour and then air cooled to room temperature. The
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heat treatment finished with a temper of one hour at 1073 K, again followed by air
cooling to room temperature [128], [129].
4.2 Irradiations
This study compares three irradiation conditions: as received, ion irradiated, and
neutron irradiated. The as received sample was sectioned from the 9wt%Cr ODS alloy
and contains no further treatments, excluding mechanical and chemical polishing. Ion
irradiation took place at 400° C to 100 dpa, while the neutron irradiation was performed
at 500° C to 3 dpa over a period of almost a year.
4.2.1 Ion Irradiation
4.2.1.1 Sample Preparation
A 20mm x 2mm x 2mm bar was cut from the ODS bulk sample using electric
discharge machining (EDM), which uses high frequency sparks to section the material
without any work hardening. The sample was then mechanically polished from 320 to
4000 grit silicon carbide paper. The residual damage layer was removed via
electropolishing in a 10% Perchloric acid, and 90% methanol solution for 20 seconds at 40° C and a potential of 35 V. A magnetic stirring bead is used to create turbulence that
removes the oxygen bubbles from the surface of the sample, and prevent pitting. Baths in
acetone and then methanol are used to halt the acid reaction, and a ultrasonic bath in ethyl
alcohol removes any surface debris [130].
4.2.1.2 Irradiation Parameters
Irradiation with 5.0 MeV Fe++ ions was done at a vacuum less than 10-7 torr using
the General Ionex Tandetron accelerator at Michigan Ion Beam Laboratory. The sample
was mounted on an electronically isolated copper stage that was attached to the
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accelerator beam line. The temperature was held at 399.3° ± 4.4° C, while the sample
was irradiated at a dose rate of approximately 10–3 displacements per atom (dpa) per
second until the target of 100 dpa was reached at a depth of 600 nm, as measured via the
beam current. Temperature was monitored using thermocouples that were spot-welded
onto the sample and fed into a 2D infrared thermal pyrometer that recorded the
temperature at a frequency of 0.1 Hz during the irradiation. Heat control was provided
by an indium liquid filled shim that was placed between the sample and the stage that was
combined with resistance heating and air cooling to provide a constant irradiation
temperature.
4.2.1.3 Irradiation Damage
The peak damage location, peak ion deposition depth, and the ion stopping range,
were originally calculated using the Stopping and Range of Ions in Matter (SRIM)
2013™ program with the detailed calculation from full damage cascades, and were 1.24,
1.38, and 1.92 μm, respectively. The peak damage is 255 dpa, but at a depth of 600nm
from the surface, an approximately linear region in the damage profile allows a more
accurate correlation of irradiation damage to material properties. The displacement
damage at this depth was determined to be 100 dpa. Resent work by Stoller et al.
reported that the quick calculation of damage is a more accurate modeling method to
predict the extent of ion irradiation damage [131]. An ion distribution and quick
calculation of damage was performed with 999,999 incident Fe ions at 5 MeV and an
angle of incidence normal to the surface. The target layer consisted of a 2 μm thick
90%Fe and 10%Cr single layer, with each element having a displacement energy of 40
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eV, in accordance with the values reported by Was [24]. The density was adjusted to
7.73 g/cm3 as measured by Auger et al. [18].
The updated quick calculation resulted in the peak damage location, peak ion
deposition depth, and thickness of irradiation layer remaining the same at 1.28, 1.38, and
1.92 μm, respectively. The peak dpa was recalculated to be 123, and at the target depth
of 600 nm the damage was 52 dpa. The damage and ion range profiles are shown in
Figure 4.1.
4.2.2 Neutron Irradiation
4.2.2.1 Sample Preparation
The neutron irradiated sample was cut into 3mm diameter discs that were 150 to
200 μm thick, and mechanically polished through 4000 grit silicon carbide paper. The
sample was then electropolished using a 10% Perchloric acid and 90% methanol solution
at -30° C to remove residual plastic deformation.
4.2.2.2 Irradiation Parameters
The sample was irradiated at Idaho National Laboratory, INL, in the Advanced
Test Reactor (ATR) as part of a Pilot Project for the Advanced Test Reactor National
Scientific User Facility in 2008. It was exposed to a fast neutron flux with a dose rate of
approximately 10-7 dpa/s. An irradiation temperature of 500° ± 50° C was monitored
using electrically sensitive silicon carbide samples that were mounted in the same
capsules. The irradiation continued until a uniform dose profile of 3 dpa was reached [6],
[132].
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4.3 Nano-Indentation
Nano-indentation experiments were performed at the Center for Advanced Energy
Studies (CAES) in their Microscopy and Characterization Suite (MaCS) on a Hysitron
TI-950 Triboindenter. Testing was performed on each of the irradiation conditions to
create a depth profile of the nano-hardness and nano-modulus.
4.3.1 Sample Preparation
Nano-indentation is highly sensitive to surface effects. A rule of thumb used in
nano-indentation is that the minimum indentation depth should be 10x the surface
roughness of the sample. In an effort to standardize the samples the as received and
neutron irradiated samples were mechanically and electro-chemically polished to provide
uniform indentation surfaces. Restrictions on nuclear handling prevented the samples
from being polished at the same locations, but every effort was made to prevent deviation
in surface roughness. The ion irradiated samples was not polished to prevent damage to
the irradiated layer.
4.3.1.1 As Received
A 0.25” section of the bulk as received sample was mechanically removed using
an Allied Techcut 4™ diamond saw. The size of the sample was chosen to provide
contact area for the electrical connections that are required for electro-chemical polishing.
Initially the sample was mounted to a glass polishing slide by heating a hot plate to a
temperature that would cause the Crystalbond™ resin wax to melt. Once the wax had
cooled, and the sample bonded to the glass plate, an Allied-M prep B™ polishing wheel
was used to mechanically polished through 1200 grit silicon carbon paper. Buehler
MetaDi™ PolyCrystalline Diamond Suspension was then used to mechanically polish the
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sample through 0.05 μm with diamond slurries. Electropolishing was performed to
remove the surface damage layer in a 10% Perchloric acid solution at the University of
Michigan. Figure 4.2 a) shows the surface of the sample, with an average surface
roughness measured to be 58 nm using the Hysitron TI-950 TriboIndenter with a scan
rate of 1.00 Hz, a tip velocity of 80.000 μm/s, a set point of 0.5μN, and an integral gain of
240. The peak to valley height was 291 nm.
4.3.1.2 Ion Irradiated
To protect the integrity of the irradiated surface, the ion irradiated sample was not
polished prior to nano-indentation. This prevented the loss of the any shallow irradiated
material, and allowed for isolation of irradiated hardness from the unirradiated bulk
substrate. However, sputtering of the surface during irradiation left the sample with
average surface roughness of 100 nm and a peak to valley height of 732 nm, as measured
with the Hysitron TI-950 TriboIndenter when using the same setting as previously
described. The surface of the sample is shown in Figure 4.2 b).
4.3.1.3 Neutron Irradiated
The sample that underwent neutron irradiation was allowed to cool, and then
electropolished at INL in a 5% Perchloric acid solution at -45° C for five seconds using a
Southbay Model 550 electropolisher at 80V and 70mA. The average surface roughness
was measured to be on the same scale as the as received sample with an average surface
roughness of 52 nm, and a peak to valley height of 245 nm, using the Hysitron TI-950
TriboIndenter with previously described settings. The surface is shown in Figure 4.2 c).
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4.3.2 Testing
4.3.2.1 TI-950 TriboIndenter
The Hysitron TI-950 TriboIndenter was used to perform the nano-indentation
required for this study. The TI-950 TriboIndenter provides to option of using either a
high or a low load transducer. The low load transducer is attached to a Berkovich probe
with a contact radius of 20 nm, while the high load transducer is attached to a Berkovich
probe with a contact radius of 250 nm. These two transducer options allow for
investigating the shallow surface, and the deeper irradiated layers.
The transducer is mounted on a piezo stack, shown in Figure 4.3, containing
piezoelectric ceramics in a tube configuration. The top half of the TriboScanner tube
contains four piezos that control a single direction: +X, +Y, -X, and –Y. The bottom half
is a single piezo used to control motion in the ±Z direction. Energizing a specific X or Y
piezo results in the lengthening of that component, causing the stack to bend in the
appropriate direction, while if the Z piezo is energized the lower region of the tube
extends.
To provide vibration isolation, the system is mounted on top of a Herzan™AVI350 S/LP active vibration isolation system. A granite base is attached to two control
platforms that each contain four piezo-electric accelerometers that monitor vibration.
Four electro-dynamic transduces are able to produce offsetting forces that dampen out the
external vibrations.
The sample is mounted on a magnetic stage that is capable of moving along the X,
Y, and Z-axis, which allows for coarse positioning of the transducer stack, as verified by
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an optical system consisting of a 20x objective lens in series with CCD camera. The
optical system, shown in Figure 4.4, provides up to 220x magnification [83].
4.3.2.2 Determining Sample Size
The sample size was determined assuming a normal distribution, with a desired
95% confidence level and a 5% margin of error in nano-hardness, using the following
equation:
𝑧𝛼/2 𝜎 2
𝑛=�
�
𝐸

Equation 4.1 [133]

where n is the sample size, zα/2 =1.96 is the critical z score for a 95% confidence level,

σ is the standard deviation, and E is the desired margin of error. Individual sample sizes

were calculated for each condition based on the standard deviation of the nano-hardness

as determined in a preliminary study. The required sample sizes are: 16, 9, and 9 for the
ion irradiated, neutron irradiated and as received samples respectively, with the higher
sample size of the ion irradiation condition due to its distinct surface roughness. Data
from depths less than 200 nm were not considered due to tip effects skewing the
distribution.
The sample sizes were met or exceeded for most of the indentation depths.
However limitations in the sample area on the neutron irradiated sample provided limited
statistics for the 600 and 900 nm depths after the removal of statistical outliers. The
associated confidence level for these depths exceeds 90%.
4.3.2.3 Calibrations
Prior to indentation a series of calibrations are performed to ensure the accuracy
of the measured parameters.
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An indentation axis calibration was used to correct for variations in the
electrostatic force within the three-plate capacitive transducer that occur due to changes
in temperature or humidity. Also known as an “air calibration,” this was done daily to
account for current conditions. The load function was adjusted so that the Peak Force
was be between 600 and 800 μN, and a displacement was approximately 3-4 μm. These
settings provided enough movement to verify the operation of the transducer prior to
testing.
A probe calibration was performed prior to testing to account for any changes in
probe geometry during normal operation of the equipment. An array of indents of
varying applied loads was performed utilizing a load function with a 5 second loading
time, 2 second hold time, and a 5 second unloading time, on a fused quartz sample with a
known hardness and elastic modulus of 9.25 GPa and 69.6 GPa, respectively. The
minimum load used should create a contact depth lower than required for the experiment,
and the maximum load should be close to the force limit of the transducer. The contact
area was then calculated as described in Section 2.3.4. Probe area calibrations were
performed for each mounting method.
The system compliance will vary depending on the probe, transducer, and
mounting method that is used. However, the machine compliance can be assumed
constant for each probe. This allows for the compliance correction to be accounted for
with contact area corrections found in the probe area calibration [83].
4.3.2.4 Sample Mounting
The TI 950 TriboIndenter located at MaCS Lab at the CAES facility is designated
for use with irradiated materials. To prevent cross contamination between irradiated and
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non-irradiated samples different mounting methods were required. Loctite™ super glue
was used to adhere both the ion irradiated bar and the as received sample to a magnetic
puck. The magnetic stage then held the puck in location during indentation testing. The
neutron irradiated sample was glued to a radiologically controlled SEM stub using
Loctite™ super glue. The stub was loaded in a mount with a 1” base, which was glued to
the magnetic puck. Diagrams depicting the mounting geometries for each condition are
shown in Figure 4.5.
4.3.2.5 Parameters
A series of indents were performed in displacement control mode to depths
ranging from 100 to 1100 nm at intervals of 100 nm, with a contact threshold of 250 μN.
A three segment loading curve was defined with a 20 second loading period, five second
hold period, and 20 second unloading period that was verified, through analysis of the
unloading curve, to reduce creep effects. A separation distance of 60 μm was used as a
buffer between indents to prevent plastic zone interactions. The nano-hardness and
elastic nano-modulus were calculated using the Oliver Pharr method, and the statistical
outliers were removed.
4.3.2.6 Data Analysis
Indentation in displacement control is a less consistent method of testing than load
control, due the additional feedback loop required to control the displacement. Often the
response is too slow to prevent the transducer from overshooting the intended depth. To
address this issue each data point was manually zeroed prior to performing any data
analysis.
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For each irradiation condition, the data was grouped according to indentation
depth, and statistical outliers were removed prior to calculating the average nanohardness, and nano-modulus. Statistical outliers are common in nano-indentation
experiments due to low tolerances for surface debris, and imperfections that alter the
contact area for an individual indent. Statistical analysis was done by sorting the data
from smallest to largest, and calculating the five number summary for each depth:
minimum, Q1, median, Q3, and maximum values. Q1 and Q3 are the first and third
quartiles, or the numerical values that are 25% or 75% of the average of the measured
parameter, respectively. The difference between Q3 and Q1 is known as the interquartile
range, IQR, and outliers are calculated from the following relationships:
𝐻𝐻𝐻ℎ 𝑂𝑂𝑂𝑂𝑂𝑂𝑂 ≥ 𝑄3 + 1.5 × 𝐼𝐼𝐼
Low Outlier ≤ Q1 - 1.5×IQR

Equation 4.2 [133]
Equation 4.3 [133]

A data point was not used in this study if either its nano-hardness or nano-modulus values
were considered statistical outliers, or if the shape of the force displacement curve
indicated a flaw occurred during testing [83], [133].
4.4 Plastic Zone Imaging
4.4.1 Sample Prep
TEM samples were created using a FEI Quanta™ 3D FEG Focused Ion Beam
(FIB) located in MaCS Lab at CAES. This allowed for precise location control ensuring
the center of the indents were contained within the TEM thin films used to image the
plastic zone. The steps used to create the cross section lift-outs are as follows:
Initially the indents were located on the surface of the sample, using the electron
beam imaging at 10 kV, and .33nA. This prevented damage to the surface of the sample.
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The indents selected for imaging, shown in Figure 4.6, have indention depths of 500, 600,
and 700 nm for the as received, neutron irradiated, and ion irradiated samples
respectively. SEM images demonstrating the steps required to create a TEM lamella in
the FIB are shown in Figure 4.7, and presented below. Once the initial location was
located, shown in Figure 4.7 a), a 300 nm layer of platinum was deposited using the
electron beam at 5.0 kV and 2.0 nA to further protect the indent surface. The ion beam at
30 kV and .50 nA was then used to fill the indent with platinum to provide a flat starting
surface to work from. The same settings were then used to deposit a 4 μm sacrificial
layer to prevent surface damage during the thinning process, which is shown in Figure
4.7 b). With the surface protected it was then time to remove the TEM lamella from the
sample.
All cutting was done using the silicon setting and a voltage of 30 kV. 15 μm deep
trenches were done using the ion beam at 15 nA at 53.5° and 50.5° for the bottom and top
trenches, respectively. The regular cross section tool was used in multi-scan mode,
utilizing four multi-passes and a scan ratio of one to minimize the cutting time, with the
resulting trenches shown in Figure 4.7 c) and d). Cleaning cross sections were then used
at 7.0 nA and a depth of 7 μm to create smooth bottom and top edges again at 53.5° and
50.5° respectively. The U-cuts were performed at a tilt of 0° and a current setting of 5 nA
using the rectangle tool to remove the bottom and sides. The top of one side was
excluded to create a bridge securing lamella to the sample, as depicted in Figure 4.7 e).
Once all the material was removed, the sample was tilted to 53.5° and a cleaning cross
section was used to remove any re-deposited material from the backside. The Omni
probe was then inserted and attached to the lamella using platinum welds at 30 kV and
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50 pA. Once the probe was welded to the sample the support bridge was cut using a 5 nA
rectangle cut, and a platinum weld at 50 pA was used to attach the sample to a TEM grid.
The probe was then removed using a 1 nA silicon rectangle. An image of the sample
mounted on the TEM grid prior to thinning is presented in Figure 4.7 f).
The final step was to thin the sample until it was approximately 100 nm thick.
Cleaning cross sections were used at 30 kV and 3.0 nA at 53.5° and 50.5° for the bottom
and top sides respectively. The bottom side was thinned until the curtaining effect was
removed, and then an equal number of cycles was performed on the back side to provide
uniform thinning. These current and voltage settings were used until the sample was
approximately 1000 nm thick. Once that thickness was achieved the current was reduced
to 1 nA, and the process was repeated until the sample was 500 nm thick. The current
was again reduced to 0.3 nA, and the process repeated until the sample was 250 nm thick.
At this point, the current was changed to 0.1 nA, and the process repeated until the
sample was 100 nm thick. Final polishing was done at current and the voltage settings of
5.0 kV and 77 pA to remove any residual gallium damage from the surface. The
rectangle setting was used in five minute intervals alternating top and bottom sides at 45°
and 59° respectively, until a hole formed in the sample. The formation of the hole
provided indication that the sample was adequately thin for TEM imaging. The final step
was to do a one minute polish at 2.0 kV and 48 pA at both 59° and 45° to further remove
any residual gallium damage, with the final thinned sample being shown in Figure 4.7 g).
Notice the hole formation on the right side of the lamella.
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4.4.2 Transmission Electron Microscopy
Bright field TEM imaging was performed on a FEI Tecnai TF30-FEG STwin
STEM located in MaCS Lab at CAES. When operated at 300 kV the point to point
resolution of the microscope 0.19 nm. Prior to imaging the sample was mounted into a
FEI single tilt holder and plasma-cleaned in a Fischione Model 1020 plasma cleaner to
remove any hydrocarbons from the sample. Digital Micrograph was used for image
collection and plastic zone analysis bases on defect contrast and grain boundary
orientation.
4.4.3 ASTAR Imaging
The diffraction patterns collected with TEM imaging provide information on the
orientation and crystal structure of the sample material. NanoMegas has developed an
automated crystal orientation mapping tool, known as ASTAR™, that is able map the
Bragg spot patterns to chart crystal orientation and phase. The DigiSTAR™ unit uses
magnetic coils to precess the electron beam to average the dynamical effects out of the
image. A diagram of the system is shown in Figure 4.8. An externally mounted CCD
camera records the diffraction patterns which are compared with the Index patterns
created by the ASTAR. In this work ASTAR was used to assess the applicability of
using orientation mapping to image plastic deformation in nano-grained polycrystalline
material [134].
A spot size of 9, which is equivalent of a 5 nm beam diameter, a camera length of
89 mm, and a precession angle of 0.6° was used for imaging. Scans of 600 points in the
x-direction and 500 points in the y-direction covered the plastic region, and step widths
of 50 nm were used to reduce scanning time. The diffraction patterns collected by the
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CCD camera were compared against those created using the indexed data for a 92wt%Fe
and 8wt%Cr alloy with the crystal structure described by space group 229, Im3� m,

provided in Pearson’s Crystal Data. The lattice parameter was modified to be .288 nm as
measured using a Bruker AXS D8 Discover X-Ray Diffractometer (XRD), located in the
Boise State Center for Materials Characterization.
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Table 4.1: The chemical composition of the 9 Cr ODS alloy when received from the
Japan Nuclear Cycle Development Institute, from [129].
Chemical Composition (wt%)
C

Si

Mn

P

S

Ni

0.11 Spec

Cr

W

Ti

Y

O

8.6 –

1.8 –

0.20 –

0.26 -

0.15 –

N

Ar

Y2O3

Ex. O

0.33 –

0.04 –

0.15

≤0.20

≤0.20

≤0.02

≤0.02

≤0.20

9.4

2.2

0.24

0.29

0.25

≤0.07

≤0.007

0.37

0.09

Target

0.13

-

-

-

-

-

9.0

2.0

0.22

0.275

0.20

-

-

0.35

0.06

Analysis

0.14

0.048

0.05

<0.005

0.004

0.06

8.67

1.96

0.23

0.27

0.14

0.017

0.004

0.34

0.07
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Figure 4.1: The penetration depth and damage profile of the 5.0 MeV Fe++
irradiations performed on the 9 Cr ODS alloy at 400° C as calculated with SRIM
2013™ program using the K-P model.
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b)

a)

c)
Figure 4.2: The surface area imaged using the atomic force microscopy capabilities
of the Hysitron TI-950 TriboIndenter: a) as received, b) ion irradiated, and c)
neutron irradiated.
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Figure 4.3: The piezo construction found in the TriboScanner piezo stack, from [83].
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Figure 4.4: A diagram of the optical system used by the TI-950 Hysitron
Triboindenter to image the sample surface, and define the sample boundaries that
will be used for indentation, from [83].
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Magnetic Puck

Magnetic Puck

b)

a)

SEM Stub

Magnetic Puck

c)
Figure 4.5: A simple diagram depicting the mounting method used for each
irradiation condition: a) ion irradiated, b) as received, c) neutron irradiated. A
unique probe area calibration was used for each mounting method to address any
effect the mounting method had on machine compliance. Image is not to scale.
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a)

b)

c)
Figure 4.6: SEM images of the indents chosen to create FIB liftouts. a) as received,
b) ion irradiated, c) neutron irradiated.
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a)

b)

c)

d)

e)

f)

g)

Figure 4.7: SEM images depicting the creation of the TEM lamellas using the
Focused Ion Beam.

114

Figure 4.8: A diagram of the ASTAR system showing how a series of diffraction
patterns are collected and used to determine grain orientation within a TEM
sample, from [135].

115

CHAPTER FIVE: RESULTS
The experimental work was carried out to measure the irradiation hardening, and
determine how the irradiation hardening affected the tensile properties of an ODS alloy.
The purpose of this chapter is to report the results of the experiments that were
performed, as described in Chapter 4, and to validate those results against those found in
literature.
5.1 Nano-Indentation
Characteristic load displacement curves for the as received, ion irradiated and
neutron irradiated conditions are presented in Figure 5.1, Figure 5.2, and Figure 5.3.
Examination of theses curves provides one of the most powerful indications that the
chosen testing parameters provided valid results. The flat region prior to indentation
verifies that the probe started the test out of contact with the surface. Each plot was
corrected to set the location where the load was seen to increase away from the static flat
region as the zero point for displacement. The shifts were on the order of tens of
nanometers, which indicates that the load set point used to determine surface contact was
adequate. Initially the load increases with the indentation depth, giving good indication
that the sample and probe are clean and properly mounted. An adequate hold period is
confirmed by the absence of a negative displacement occurring prior to unloading, and by
the absence of the characteristic bow shape that is associated with thermal drift or creep
effects during testing. The tail at the end of the unloading curve, observed on the as
received 100 nm curve and the ion irradiated 100 and 200 nm curves, is associated with
indents where the surface prevents uniform contact between the indenter probe and the
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sample. There are no indications of surface affects in the neutron irradiated sample [83].
These images agree with the surface roughness measurements, with the increased
influence of the surface for the as received sample, when compared to the neutron
irradiated sample, attributed to the sampled region deviating from being perfectly
perpendicular to the direction of indentation by a few degrees.
The measured nano-hardness data for all irradiation conditions is shown in Figure
5.4, and reported in Table 5.1 through Table 5.3. The hardness values calculated from
100 nm and 200 nm indents were not included in future analysis to limit tip radius
effects.
A nano-hardness ranging between 4.43 and 4.99 GPa was calculated for the as
received sample, with the hardest value reported at an indentation depth of 400 nm depth
and the softest value reported at a depths of 300 and 1000 nm. The value calculated in
this study compares to those reported by Huang et al. [136], and Chen et al. on a 19Cr5.5Al PM2000 ODS alloys, which reported nano-hardness values of ~3.8, and 4.89 GPa
respectively.
The softer nano-hardness values reported at depths less than 300 nm are attributed
to the surface roughness and deviations from the contact mechanics that are described in
Section 2.3.3. The surface roughness causes less of the sample to be in contact with the
probe, which results in overestimating the contact area, and less load being required to
extend the probe to the desired contact depth. Both of these effects contribute to
underestimating the nano-hardness at shallow depths.
Neutron irradiation increased the nano-hardness, with a range between 4.67 and
5.14 GPa. These values were measured at depth of 500 and 900 nm, respectively. A
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study by Hosemann et al [137], [138], reported a nano-hardness of 5-5.25 GPa for a
neutron irradiated 8wt%Cr ODS alloy irradiated to 20.3 dpa at 400° C. While
Hosemann’s study does not report the amount of hardening that occurred, a range of 314.70 to 567.92 MPa was observed in this work. However, the standard error of the
mean for the irradiation induced hardening is on the same order of magnitude, creating a
layer of ambiguity to the calculated values, and is thought to contribute to the irradiation
softening that is observed at an indentation depth of 400 nm. The limitations in the
sensitivity of the equipment required for deep indentation contributed to the large
uncertainties.
For the ion irradiated condition, irradiation induced softening was observed
through a depth of 500 nm, while deeper depths provided a range of hardening between
24.91 to 507.57 MPa. At distances greater than 500 nm, the nano-hardness was between
4.46 and 5.19 GPa. These depths compare to a study by Chen et al. on dual beam
irradiation of an ODS FeCrAl alloy using 2.5 MeV Fe+ and 350 keV He ions to 31 dpa,
calculated using the full cascade of radiation damage in the SRIM™ software, which
reported nano-hardness values of 5.86, 5.36, and 5.58 GPa, and average irradiation
induced hardening of 970, 280, and 10 MPa for 0%, 50%, and 70% cold rolled conditions
[116].
5.2 Plastic Zone Imagining
5.2.1 ASTAR Mapping
Reliability, orientation, index, and virtual bright field maps are shown in Figure
5.7 through Figure 5.9. The reliability map provides visual indication of the measure of
fit between the recorded diffraction pattern and the index pattern that was used to
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determine grain orientation. Regions that are white in color have a high degree of
correlation, while black regions are associated with greater mismatch. Orientation maps
depict the crystallographic directions associated with each imaged grain. Index maps
section the image according to crystal index, creating distinct boundary regions which
helps locate individual grains. Virtual bright field maps recreate the bright field image
responsible for the recorded diffraction patterns, but because the precession of the beam
averages out dynamical effects, dislocation contrast is greatly reduced [134].
The reliability maps for the as received and neutron irradiated samples indicate
that they were accurately described using the experimental parameters. However, the ion
irradiated sample contains large areas of mismatch. A common reason for poorly fit
images is sample thickness leading to measurements recorded from multiple crystal
orientations. This is not thought to be the case, because of the well distinguished grain
boundaries that are portrayed. Instead, this region of misfit is attributed to a high defect
density in the irradiated layer, and a scan size that is too large for the grain structure. The
poor result from the ion irradiated sample are such that specific orientations are not able
to be determined.
5.2.2 TEM Images
The bright field TEM images, shown in Figure 5.10 and 5.11, depict a post
indentation microstructure that contains the semi-spherical plastic deformation
characteristic of indentation experiments. The defect contrast used to characterize the
shape of this deformation is attributed to the residual strain of the material. Grain
boundary contrast was also used when grains fell on the boundary between regions of
plastic and elastic deformation. However, determining the outline of plastic deformation
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in a polycrystalline material is not a trivial task. When the grain boundary effects are
combined with a well-developed dislocation network resulting from irradiation exposure,
determining what mechanism is responsible for image contrast becomes increasingly
difficult. The plastic zone measurements presented in this study come from best efforts
to combine the observed grain deformation available from both ASTAR and TEM
imaging, and the strain contrast observed in TEM images. When outlining the
deformation, contrast within grains was preferred over grain boundary contrast to
minimize confusion between the boundaries arising from elastically and plastically stress
regions, and the contrast arising from misorientation along grain boundaries. Image
analysis was done using Digital Micrograph software that has been calibrated to be
accurate to the hundredths of a micron.
5.2.2.1 Determination of Indentation Depth
The final residual depth measured from the initial surface of the sample, hf ,

defined in Figure 2.24 and measured in Figure 5.10, was determined to be 0.61, 0.50, and
0.43 μm for the ion irradiated, neutron irradiated, and as received samples, respectively.
The Oliver and Pharr fitting method utilized hf as one of the parameters used to describe

the power law fit for the unloading curve and is calculated by the TriboIndenter software
using Equation 2.13. The experimentally measured value was compared with the average
calculated final residual depth to determine the indentation depth for each condition. It
was found that the images depicted a 700 nm ion irradiated indent where the calculated
hf,avg = 0.615 μm. The neutron irradiated lift out is a 600 nm indent with the calculated

hf,avg = 0.518 μm, and the as received sample is a 500 nm indent with a calculated hf,avg
= 0.448 μm. That is a difference of 0.8%, 3.5%, and 4.1% respectively.
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The final residual depth measured for the neutron irradiated sample was equally
distant from the calculated values for both the 500 nm and 600 nm indents, but
determined to be a 600 nm indent because none of the calculated residual depths
exceeded 0.43 μm. The error is attributed to the sample not being mounted parallel to the
TEM grid leading to a slight optical parallax.
5.2.2.2 Determination of Plastic Zone
In each case the plastic zone extends past the contact radius of the indenter, which
is characteristic of plastically dominated deformation. In the case of the as received and
neutron irradiated conditions this result is predicted based on condition described in
Section 2.3.5, where elastic strain is negligible when E⁄σr <110. The modulus to

uniaxial stress ratios, at the depths at which plastic zones were imaged, are 108, 121, and
133 for the ion irradiated, neutron irradiated, and as received conditions, respectively.
The ion irradiated sample deviates from this relationship, due to effects that the thin
damage layer has on the uniaxial stresses in the sample.
The extent of the plastic deformation measured directly below the indenter probe
is shown in Figure 5.11, and determined to be 4.18 μm, 3.68 μm, and 3.30 μm for the ion
irradiated, neutron irradiated, and as received samples respectively. The TEM
measurements where compared to two different models to determine the appropriateness
of their magnitudes.
A simple solution to Johnson’s model developed by Harvey, Equation 2.28,
provides an estimate of the radius of the plastic zone by incorporating the yield strength
of the material, which is related to the nano-hardness of F-M alloys as:
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H(GPa)
σys (MPa)=3.06 �
�
.009807

Equation 5.1 [24]

This approximation has been shown to be a reasonable first order approximation when
Etanβ⁄σys is between 50 and 500 [98], where β ,the angle between the surface of the

sample and the edge of the indenter, is equal to 24.7° for a Berkovich indenter. This ratio
is 59 for the ion irradiated condition, 66 for the neutron irradiated condition, and 84 for
the as received condition. Harvey’s simple solution results in plastic radii of 4.33 μm for
the ion irradiated sample, 3.79 μm for the neutron irradiated sample, and 3.17 μm for the
as received sample. The parameters used for the calculation are listed in Table 5.4.
Experimentally, the radius of plastic zone can be measure by combining the
measured plastic zone and the residual depth measurements, resulting in plastic radii of
4.79 μm, 4.18 μm, and 3.73μm for the ion irradiated, neutron irradiated, and as received
conditions, which correspond to percent errors of 10.1%, 9.8%, and 16.2%, respectively.
These errors are attributed to deviations from the elastic perfectly plastic assumption used
to derive Johnson’s model, and are on the same order as the errors reported by Robertson,
Poissonnet, and Boulanger when using Johnson’s model to predict plastic deformation in
ion irradiated 316LN austenitic stainless steel of 28.9% and 24.6% on indents of 100nm
and 250 nm respectively [139].
A two-dimensional finite element analysis (FEA) study is underway to support
the plastic zone measurements of this work, and to examine the stress and strain fields
that are experienced under nano-indentation. The student version of ABAQUS™ 6.12-2
was used to model the stress field for each condition based on the modulus and yield
strength measured via nano-indentation, with a mesh size that was limited to 1000 nodes
under frictionless conditions. A thin film approach was used to model the ion irradiated
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condition, with a 1.5μm film representing the damage layer. Preliminary results of the
plastic zone, as determined by the Von Mises criteria, are shown in Figure 5.12, with
plastic zones of 4.38 μm, 3.76 μm, and 3.13 μm for the ion irradiated, neutron irradiated,
and as received conditions, respectively. The FEA results have a percent difference of
4.7%, 2.2%, and 5.3% when compared to the TEM measurements of the ion irradiated,
neutron irradiated, and as received conditions. Future work will expand this study by
increasing the number of nodes to enhance the precision of the model.
The support of the two modeling methods provide assurances that the contrast
characterized via TEM techniques is indeed the plastically deformed volume induced by
indentation. Examination of how the plastic deformation is altered by irradiation requires
the plastic zones are normalized by the indentation depth. The normalized plastic zones
are 5.97 for the ion irradiated condition, 6.24 for the neutron irradiated condition, and
6.59 for the as received condition, all of which fall into the range of 5 – 10 that is
expected for metals [84], [93], [98], [111], [140]. The simple solution to the Johnson
model predicts that the extent of plastic deformation will decrease as the yield strength
increases. This is seen as a reductions in the normalized plastic zone of 9.9% and 5.5%
for the ion and neutron irradiated conditions.
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Table 5.1:

Nano-hardness measurements of the as received sample.

Indentation
Depth
(nm)

Number of
Indents

Average
Hardness
(GPa)

100

11

3.44

Standard
Error of the
Mean
(GPa)
0.20

200

10

4.37

0.20

300

12

4.43

0.07

400

11

4.99

0.16

500

7

4.43

0.19

600

9

4.44

0.12

700

11

4.60

0.22

800

12

4.50

0.15

900

12

4.88

0.12

1000

9

4.61

0.15
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Table 5.2: Nano-hardness and irradiation induced hardening of the neutron
irradiated sample measured from nano-indentation, and the associated change in
yield strength calculated with Equation 5.1. Limited statistics are due to size
restraints of the sample.

Indentation
Depth
(nm)

Number
of Indents

Average
Hardness
(GPa)

100

7

9.72

Standard
Error of
the Mean
(GPa)
0.29

Δ Yield
Strength
(MPa)

6287.40

Standard
Error of
the Mean
(MPa)
352.61

200

8

4.66

0.11

293.00

228.31

91.42

300

8

5.00

0.14

567.92

161.79

177.2

400

12

4.67

0.08

-314.70

176.26

-98.19

500

12

4.84

0.05

402.38

201.46

125.55

600

7

4.97

0.11

537.62

155.90

167.75

700

6

4.90

0.04

295.76

220.67

92.28

800

10

5.02

0.06

525.00

165.34

163.81

900

7

5.14

0.01

263.93

125.45

82.35

1000

10

4.96

0.05

346.00

160.36

107.96

Irradiation
Hardening
(MPa)

1961.81
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Table 5.3: Nano-hardness and irradiation induced hardening of the ion irradiated
sample measured from nano-indentation, and the associated change in yield stress
calculated with Equation 5.1.

Indentation
Depth
(nm)

Number
of Indents

Average
Hardness
(GPa)

100

22

3.73

Standard
Error of
the Mean
(GPa)
0.32

Δ Yield
Strength
(MPa)

297.33

Standard
Error of
the Mean
(MPa)
6287.40

200

22

4.26

0.14

-111.88

293.00

-34.91

300

19

4.31

0.09

-120.48

597.92

-37.59

400

20

4.70

0.10

-285.51

-314.70

-89.09

500

24

4.46

0.10

24.91

402.38

7.77

600

22

4.51

0.06

76.33

537.62

23.82

700

23

4.83

0.07

227.12

295.76

70.87

800

19

5.00

0.09

507.57

525.00

158.37

900

19

5.19

0.07

315.83

263.93

98.55

1000

25

4.90

0.07

294.63

346.00

91.93

Irradiation
Hardening
(MPa)

92.77
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Table 5.4: Parameters used to calculate the plastic zone using Harvey’s simple
solution to the Johnson model for the 700 nm ion irradiated liftout, 600 nm neutron
irradiated liftout, and the 500 nm as received liftout.

P (μN)

Ion
Irradiated
55491.7

Neutron
Irradiated
46681.6

σys (MPa)

1413.48

1550.75

1382.3

E (GPa)

194

223

218

β (°)

24.7

24.7

24.7

(Etanβ)/σys

59

66

84

c (μm)

4.33

3.79

3.17

zys/h

5.97

6.24

6.59

As Received
29027.5
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Figure 5.1: Typical load displacement curves for the 9wt%Cr as received ODS
alloy.
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Figure 5.2: Typical load displacement curves for the 9wt%Cr ODS neutron
irradiated alloy.
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Figure 5.3: Typical load displacement curves for the 9wt%Cr ODS ion
irradiated alloy.
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Figure 5.4: A comparison of the nano-hardness data collected using a TI-950
TriboIndenter.
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Figure 5.5: Irradiation induced hardening due to neutron irradiation to 3 dpa at
500° C.
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Figure 5.6: Irradiation induced hardening due to ion irradiation to 100 dpa at
400° C.

133

(111)
(001) (101)

.a)

.b)

.c)

.d)

Figure 5.7: ASTAR images for the as received sample: a) The reliability map depicts
a strong agreement between the measured diffraction pattern and those
corresponding to the index file. b) The orientation map shows that this image is
located on an unusually large grain, and does not demonstrate an orientation
direction that is consistent between grains. c) The index map clearly shows the grain
structure of the sample. d) The virtual bright field image shows an image of the
crystal structure with dislocations removed. The arrow represents the center of the
indent.
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(111)
(001) (101)

.a)

.b)

.c)

.d)

Figure 5.8: ASTAR images for the ion irradiated sample: a) The reliability map
shows a lack of agreement between the measured diffraction pattern and those
corresponding to the index file, which causes a lack of resolution in the b)
orientation map, and the c) index map. This limits the application of this scan in
terms of determining orientation, but the d) virtual bright field image is consistent
with traditional TEM images, and shows the curving of grains exposed to the plastic
strain field. The arrow represents the center of the indent.
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(111)
(001) (101)

.a)

.b)

.c)

.d)

Figure 5.9: ASTAR images for the neutron irradiated sample: a) The reliability map
depicts a strong agreement between the measured diffraction pattern and those
corresponding to the index file. b) The orientation map does not demonstrate an
orientation direction that is consistent between grains. c) The index map clearly
shows the grain structure of the sample. d) The virtual bright field image shows an
image of the crystal structure with dislocations removed. The arrow represents the
center of the indent.
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0.50 μm

0.61 μm

.a)

b)

0.43 μm

c)

Figure 5.10: TEM images used to measure the residual depth of the nano-indent in
a) ion irradiated, b) neutron irradiated, and c) as received samples. The images
have been rotated so the original indentation surface is vertical.
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4.18 μm

.a)

3.68 μm

b)

3.30 μm

c)

Figure 5.11: TEM images depicting the defect contrast used to measure the depth of
the plastic deformation that occurs below a nano-indent in a) ion irradiated, b)
neutron irradiated, and c) as received samples.

138

a)

b)

c)

Figure 5.12: Finite Element Analysis modeling of the stress field due to nanoindentation for the a) ion irradiated, b) neutron irradiated, and c) as received
samples. The plastic zone is isolated by determining the region that satisfies the Von
Misses stress criteria, depicted in red in the neutron and as received samples, and
the red and orange in the ion irradiated sample.
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CHAPTER SIX: DISCUSSION
Previous sections provide insight into the theory and accuracy of experimental
work designed to measure the influence of irradiation on the nano-hardness, and
deformation of iron ODS alloys. This chapter will address the limitations of this
approach, and use the experimental results to estimate the true stress true stain
relationship that can offer insight into the nature of plastic deformation under irradiation.
6.1 Nano-Indentation
The nano-indentation measurements in this work were performed using a probe
tip with a radius of approximately 200 nm. A probe can be considered dull when the
plastic depth is within 20% of the radius of curvature of the probe, as the contact
geometry becomes a combination of the spherical and pyramidal probes [83]. This is the
case for indents of less than 240 nm for this study, where the conical contact
approximation utilized by the software no longer is accurate. When combined with
surface roughness effects, described in Figure 6.1, larger deviations in nano-hardness
occur when an indent is performed on a sloped region. These deviations occur, because
the estimated contact area, used by the software, remains the same while the actual
contact area is lower and less load is required to embed the probe into the sample. In an
effort to avoid these affects the results presented in this discussion exclude indents less
than 300 nm.
6.1.2 Thin Film Approximation for Ion Irradiation
SRIM™ calculations predict the thickness of irradiated damage layer, t, to be

1.94 μm. FEA has shown that the damage layer can be modeled as a thin film mounted
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on a softer substrate, and work by Robertson [105], on ion irradiated austenitic steels
showed that the mechanical properties of the thin film can be isolated a from the substrate
if the indention depth is less than 0.33t. That study also reported that the measured
mechanical properties of the layered sample approached those of the substrate when
indentation depths are greater or equal to 0.55𝑡 [97]. When applied to the current study,
these two approximations correlate to indentation depths of 650 nm and 1070 nm,
respectively.
The change in yield strength due to irradiation, and transitively the change in
nano-hardness, is attributed to the creation of defects and precipitates during exposure,
and can be estimated from micrographs using the dispersed barrier hardening model:
∆σys ∝√Nd

Equation 6.1 [24]

where N is the number density of a particular defect, and d is the average defect diameter.
The total change in yield strength is the sum of all the contributions due to the specific
types of defects such as loops, voids, precipitates,…, etc. Characterization of the
microstructure for the ion and neutron irradiated conditions was performed by M.
Swenson, and are presented in Table 6.1. It was seen that the number density and
diameter of the different defects in the microstructures are on the same scale as one
another. This predicts that the change in yield stress, and in turn nano-hardness, is
expected to be similar between the two environments, and allows for an examination of
when the ion irradiated nano-hardness values are truly representative of the shallow
damage layer.
Figure 6.2 depicts the ratio of ion irradiated to neutron irradiated nano-hardness
values. It is proposed, based on characterization of the microstructure, that when the
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ratio approaches a value of one, the nano-hardness values are independent from the
surface or substrate effects. The gradual irradiation induced hardening observed at
depths greater than 500 nm, culminating in the equating of nano-hardness measurements
between the ion and neutron irradiated samples at 700 nm, indicate that the surface
effects begin to depreciate at 500 nm and are nominal by 700nm.
When compared to the thin film effects calculated by Robertson, it is seen that the
nano-hardness of the shallow damage layer can be determined beyond the predicted
650nm. In fact this layer cannot be determined prior depths of 700 nm. In the same way,
the nano-hardness of the substrate is not dominate by 1000 nm, and the depths probed in
this work do not indicate at what depth the ion irradiated nano-hardness approaches that
of the as received bulk. Further study is required to determine this location.
In general it is recommended that nano-indentation depths be exceed 10x the
average surface roughness of the sample minimize surface effects. This approach
dictates that the minimum depth of indentation required for the ion irradiated sample,
based on the measured surface roughness to be approximately 1000 nm, and as predicted
by Robinson et al would sample into the unirradiated substrate. However, examination of
Figure 5.6 and 6.2 indicates that approach to be conservative in the ion irradiated case.
The agreement between the nano-indentation and defect structure offers verification that
the nano-hardness measured at depths greater than 700 nm are representative of the
irradiated damage layer, even though FEA and TEM imaging has shown the plastic zone
extends into the bulk substrate. This hints that the nano-hardness measurement has little
to do with the volume of the created plastic zone, but is more dependent on the
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mechanical properties of the materials in close proximity to the indenter probe. Further
study is required to investigate this hypothesis.
6.2 Crystal Orientation Imaging
The low reliability achieved in the ion irradiated sample prevents the use of those
images in this discussion. However, the quality of the as received and neutron irradiated
scans offer insight into the applicability of imaging plastic deformation through
orientation mapping in sub-micron grained polycrystalline materials.
The as received image is dominated by an abnormally large grain, adjacent to
many grains with an average grain size of approximately 230 nm in diameter. The large
grain shows the same orientation throughout, while the smaller grains have a random
crystal direction. There is no evidence of grain boundary sliding, or a characteristic
orientation that would allow for plastic zone measurement. The neutron irradiated scan
depicts a structure of randomly oriented grains with the same average grain size. Again
there is no indication of grain boundary sliding, or re-orientation that occurs under
indentation.
While this result prevents the application of a powerful tool for plastic zone
imaging, it is not unexpected. Grain boundary sliding occurs either at high temperatures,
or in materials with grain sizes smaller than approximately 100 nm [5], [141]. The high
temperature case allow for atomic diffusion of atoms to respond to the applied stress
through Nabarro-Herring or Coble creep mechanisms, and prevent trans-granular fracture
by altering the grain shape. This mechanism is not applicable to this study due to the
nano-indentation testing being performed at room temperature. In the case of nanocrystalline materials, a larger percent of the volume consists of grain boundaries which
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act as barriers to dislocation movement. This prevents intergranular plasticity, forcing
grain boundary sliding to occur in order to minimize the induced stress. In this work the
grain size exceeds the nano-scale, and allows for plastic deformation through defect
interactions to occur prior to the build-up of the required stresses for low temperature
grain boundary sliding.
The ASTAR scans were not without benefit though, as the virtual bright field and
index maps elucidated the grain boundaries within the structure. The removal of
dislocation contrast, in the prior, and emphasis of grain boundaries, in the latter, provided
a guide during examination of the bright field TEM images, which made it easier to
determine if the contrast was caused by plastic zone defects, or due to the existing
dislocation and grain structure of the material. By comparing these scans side by side to
the TEM images the subjectivity of this method was reduced.
6.3 Plastic Zone Measurements
Although the volume of the plastic zone was found to have little effect on the
measured nano-hardness, in this study, an understanding of this region is still required to
make conclusions on the nature of the plastic deformation. As will be shown in Section
6.4, it is possible to determine the effective strain hardening coefficient, and create true
stress and true strain relationships for the material under different irradiation conditions.
As predicted by Johnson and Hill, the size of the plastic zone decreases as the
yield strength increases, but the normalized plastic zones do not demonstrate this. In fact,
the normalized plastic zone for the ion irradiated condition varies from the neutron
irradiated condition by 4.4% even though the calculated yield strength predicts that they
should be similar. This value is comparable to the 7.1% reduction in normalized plastic
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zone between the as received sample and the neutron irradiated sample. This reduction in
plastic zone is attributed to the thin film characteristic of the ion damage profile.
Previous work by Kramer et al. demonstrated that thin films alter the onset of
plastic deformation [98] during nano-indentation, while work by Chen, Liu and Wang
describe how presence of a thin film induces spatial restraints that limit the geometrically
necessary dislocation interactions and locally increase the yield strength at the boundary
[142]. It is proposed that the dislocation interactions at the interface between the
irradiated and non-irradiated regions reduced the normalized plastic zone for the ion
irradiated condition, through dislocation interactions that restrict the area of plastically
deformed material. The preliminary FEA work, shown in Figure 5.12, demonstrate the
effect the boundary has on the size of the plastic zone, as noted by reduction in the
exposed stresses below the boundary, and the reduction of the plastic zone depth to one
smaller than what is expected due to the microstructure. Further FEA work is underway
to better understand this interaction.
6.4 Effective Strain Hardening Coefficient
Mata provided a path to estimate the effective strain hardening that occurs as a
result of irradiation exposure, through nano-indentation, when he developed his
relationship for spherical approximations of pyramidal indents. This work is described in
Section 2.3.5. Of particular importance is Equation 2.33, which relates the experimental
parameters of uniaxial stress, contact radius, and probe geometry, to the calculated
parameters of plastic zone depth, nano-hardness, and yield strain. Setting the measured
depth of plastic deformation from Figure 5.10 equal to zys , defining the contact radius,
as , as depicted in Figure 2.29 and measured off of Figure 4.6, and using of nano-
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hardness, and nano-modulus measured through nano-indentation, allows for isolation of
the effective strain hardening coefficient, n. The remaining variables are defined as using
the following relationships: Tabor’s relation between indentation stress and hardness,
Equation 2.34, is used to determine σr , and Hooke’s law where the yield stress is
calculated from Equation 5.1. is used to determine yield strain. The values for

calculation are summarized in Table 6.2, and lead to strain hardening values of 0.205,
0.305, and 0.340 for the as received, ion irradiated, and neutron irradiated conditions
respectively.
These values shows strong agreement with the strain hardening values previously
measured on ion irradiated ODS alloys via nano-indentation alone, where the as received
condition produced an alloy with σys = 1300 MPa, and n = 0.26. Ion irradiated alloys
irradiated at 600° C to 100 dpa produced a yield strength of 1510 MPa and a strain
hardening coefficient of 0.32, respectively [97].
True stress and true strain curves for each condition are presented in Figure 6.3,
and are visual representations of the affect irradiation has on the 9wt%Cr-Fe ODS alloy
examined in in this study. The damage cascade created during irradiation creates
localized departure from chemical equilibrium, which in turn drives the development of a
complex damage profile consisting of void and defect clusters, dislocation loops, and
precipitates that arise from localized chemical segregation. While at low densities the
creation of glissile voids and loops lower the energy required for plastic deformation by
elevating the number of active slip planes, a large density of point defects, loops, and
precipitates oppose plastic deformation by pinning mobile defects. As the microstructure
evolves a balance is reached between the mobile and stationary defects that determines
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the amount of irradiation induced strengthening a material undergoes. The equivalent
strain hardening coefficient combines all of these hardening effects into one parameter
and summarizes the changes in mechanical properties due to exposure to harsh reactor
environments. Two recent studies provide a path to explain the effective strain hardening
coefficients measured in this work.
Robertson investigated oxide stability by determining the effective strain
hardening coefficients for multiple irradiation condition. In his discussion he developed
an argument where oxide stability results in lower measures of work hardening due to the
activation of multiple slip planes by dislocation debris forming from Orowan loops being
required for the dislocations to overcome the oxides under strain. If the oxides dissolve
there is less scattering of dislocations, which leads to plastic deformation being confined
to a fewer number of slip planes that experience large pile-ups of dislocations, and
increasing values of strain hardening [97]. Swenson determined, through atom probe
tomography, that this neutron irradiated condition results in dissolution of the oxides in
this exact ODS material. He also determined that the nature of the damage cascade plays
a key role in the stability of the particles under irradiation [6].
Combining these two results explains why the effective strain hardening
coefficients for the two irradiation conditions offers an difference of 10.9%, while there
exists difference of 39.2% and 49.5% between the as received and the ion or neutron
irradiated sample, respectively. The two irradiation conditions are similar enough that
that produce similar defect microstructures that result in similar hardening, and it is
proposed that the conditions both promote the dissolution of oxides that is associated
with the increased effective strain hardening coefficients. The difference between the
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two irradiated conditions is hypothesized to be a result from the slight differences in
cascade formation between neutron and ion irradiations. Further study is required to
confirm this theory.
6.5 Applicability of Tabor’s approximation
The ability to accurately model pyramidal indentation requires understanding
between the applied stress and the measured hardness. The applicability of Tabor’s
relation, Equation 2.34, has become to be questioned as the strain characteristics
developed by Tabor have failed to describe some metals [102]. The agreement between
the effective strain hardening coefficients measured in this work to those found in
literature offers validation for the use of this relation in ODS alloys. This is thought to be
attributed to the significant work hardening these materials experience during processing,
and during exposure to irradiation environments.
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Table 6.1: The defect densities and correlating diameters for the irradiation induced
obstacles that contribute to the dispersed barrier hardening model for both the ion
and neutron irradiated conditions, from data collected by Swenson using TEM and
APT imaging.

Ion Irradiated
Density
Diameter
-2
(m )
(nm)
Dislocation
Lines
Carbides
NanoClusters
Voids
Dislocation
Loops

Neutron Irradiated
Density
Diameter
-2
(m )
(nm)

2.04 x 1015

-

1.85 x 1015

-

1.7 x 1019

90

4.7 x 1019

100

3.85 x 1023

2.20

4.35 x 1023

1.91

4.6 x 1020

7.46

2.4 x 1020

3.64

3.1 x 1021

21.5

27 x 1021

9.5
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Table 6.2: List of the variables used to solve Equation 2.30 for each irradiation
condition.
As Received

Ion Irradiated

Neutron Irradiated

H (GPa)

4.43

4.83

4.97

E(GPa)

218.46

193.60

223.01

σys (MPa)

1382.3

1507.1

1550.75

0.63

0.78

0.70

σr (MPa)

1642.2

1788.2

1840.7

zys (μm)

3.297

4.181

3.679

as (μm)

1.469

2.157

1.950

N

0.205

0.305

0.340

ϵys (%)
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𝑑𝑑𝑑𝑑ℎ

a)

𝑑𝑑𝑑𝑑ℎ

b)
Figure 6.1: A diagram depicting the contact area for an area with a) low surface
roughness, and b) high surface roughness. In both conditions the indenter contacts
the surface and an indent of a certain depth from the initial surface is performed.
In the case of low surface roughness the calculated contact area, the red region,
matches the actual contact area of the probe. In the case of high surface roughness,
the calculated contact area remains the same, but less of the probe is actually in
contact with the sample. This lowers the nano-hardness in two ways: less load is
required force to embed the probe into the sample, and over estimates the contact
area for the hardness calculation.
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Figure 6.2: The ion irradiated nano-hardness normalized by the neutron irradiated
nano-hardness. At indentation depths of 400 nm and of 700 nm and greater the
normalized hardness approaches one, indicating depths where the surface and
substrate effects are negligible.
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Figure 6.3: True stress and true strain curves developed from the parameters in
Table 6.2 and average σys of 1422.8, 1535.2, and 1541.4 MPa for the as received, ion
irradiated, and neutron irradiated conditions, respectively.
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CHAPTER SEVEN: CONCLUSIONS AND FUTURE WORK
The objective of this thesis was to quantify the extent of irradiation damage in a
Fe-9wt%Cr ODS alloy through examination of its mechanical properties. Increases in
nano-hardness were measured, and the equivalent strain hardening coefficients were
calculated via the spherical indenter approximation. Increases in the effective strain
hardening coefficient of 39.2% and 44.1% demonstrate the amount of work hardening
that was done on the alloys during exposure to the respective ion and neutron fluxes, with
the majority of the strengthening being attributed to the dissolution of the oxides back
into the matrix.
It is worth noting that the method used in this work utilized Tabor’s relationship
to calculate the effective strain hardening coefficients under irradiation, which were
found to have good agreement to those reported in literature through experimentation
alone. This agreement provides insight into the applicability of Tabor’s relationship in
ODS alloys, and provides support for its use in modeling pyramidal indentation on this
and similar materials.
When performed perpendicular to the incident surface, application of nanoindentation as a tool to measure irradiation induced hardening in ion irradiated samples
was determined to be inadequate for indentations shallower than approximately 600 nm,
due to the surface roughness. Indents between 700 nm and 1000nm in depth provided
nano-hardness measurements consistent with those expected from microstructural
characterization. This indicates that these depths are the target regions for performing top
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down nano-indentation on ion irradiated materials. Indentation was not performed deep
enough to determine when the bulk layer dominated nano-hardness measurements.
Measurement of the plastic zone on a nano-grained alloy was attempted via
orientation mapping and bright field TEM imaging. No changes in preferred grain
alignment was observed during orientation mapping, due to the heterogeneous
distribution of grains prior to indentation. Defect contrast, and grain distortion provided
insight into the extent of plastic deformation. The measurement technique was shown to
provide plastic zone sizes consistent with Johnson’s theory for elastic perfectly plastic
materials, and those calculated through FEA.
Though the size of plastic deformation has been adequately characterized, the
associated stress and strain fields have not been described. Future work into determining
these parameters will provide a powerful tool that can be used to examine the ability of
the nano-oxides and irradiation induced precipitates to obstruct dislocation motion based
on composition, size, and coherency. Understanding this phenomenon will allow for
accurate prediction of the induced hardening based on the evolution the microstructure.
FEA has been shown to adequately model the stress strain relationship for nanoindentation and modeling work is currently underway.
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