A new manifold learning method, called nearest feature line (NFL) embedding, for face hallucination is proposed. While many manifold learning based face hallucination algorithms have been proposed in recent years, most of them apply the conventional nearest neighbour metric to derive the subspace and may not effectively characterise the geometrical information of the samples, especially when the number of training samples is limited. This reported work proposes using the NFL metric to define the neighbourhood relations between face samples to improve the expressing power of the given training samples for reconstruction. The algorithm preserves the linear relationship in a smaller local space than traditional manifold learning based methods, which better reflects the nature of manifold learning theory. Experimental results demonstrate that the method is effective at preserving detailed visual information.
Introduction: Face super-resolution (SR), or face hallucination, refers to the technique of generating a high-resolution (HR) face image from a low-resolution (LR) one with the help of a set of training examples. It aims at transcending the limitations of electronic imaging systems. Applications of face hallucination include video surveillance, in which the individual of interest is often far away from the cameras. Therefore, a captured face is usually LR and it lacks detailed features, which are of vital importance to face image analysis and recognition.
Machine learning theory suggests that face images are embedded in a low-dimensional manifold space, which is locally linear [1] . Inspired by this point, a large number of SR algorithms based on manifold learning have been put forward. The core idea of these methods is identifying the local geometric structure of the LR image patch manifold and nonlinearly mapping the LR image manifold to the HR image manifold. For example, Chang et al. [2] estimated the HR patches via a neighbour embedding. Wang and Tang [3] proposed an eigentransformation based global face hallucination method. Recently, Huang et al. [4] proposed using canonical correlation analysis (CCA) to extract the relevant manifolds of HR and LR face images.
The above-mentioned methods based on manifold learning are dependent on the assumption that there are similar local geometric structures between the HR and LR face manifolds. However, under the condition that the training sample size is small, training data can just constitute a sparse space of the high-dimensional manifold space, and even the most adjacent points can hardly be treated as local. Therefore, it is not suitable for these manifold learning methods to explore the global structure from the local. In this Letter, we introduce the near feature line (NFL) [5] and propose a NFL embedding based face hallucination algorithm. It can extend every two samples of the training set to numerous samples on the feature line by connecting the two samples, which improves the expressing ability of the original samples. Our algorithm maintains the linear relationship in a smaller local region than traditional manifold learning based methods, and this well reflects the nature of manifold learning theory. Experimental results demonstrate the effectiveness of the proposed method.
Motivation: The core idea of the manifold learning based SR method is to reveal the nonlinear relationship between HR and LR image manifold spaces through preserving the local geometric structure of them. Fig. 1 shows the comparison of the query point embedding strategy of the traditional manifold learning method and the NFL embedding method.
In Fig. 1 , the hollow point x represents the query point, and solid points x1-x12 are samples of space S. In Fig. 1a, x1, x2 and x3 are the nearest samples of query sample x; in Fig. 1b, p1, p2 and p3 are the nearest projection samples. The former are in the circle of radius r1 and the latter are in the circle of radius r2, and we can see that r2 < r1. That is to say, the local geometric of the NFL embedding is preserved in a smaller region, and thus it can better reveal the nonlinear relationship between HR and LR face manifold spaces.
Face hallucination via NFL embedding: The training database includes a set of LR and HR face image pairs: < X,Y > = { < x i , y i > |1 < i < N}, in which N represents the number of samples. The LR face images are downsampled from HR ones. In this Letter, we use a position patch based strategy to reconstruct the HR image and divide LR and HR samples as overlapping patches < X, Y > = { < x i j , y i j > |1 < i < N, 1 < j < M}. Given an input LR image x t , we first divide it into M patches x t = {x t j |1 < j < M}, and then reconstruct the HR patch y t q for each input LR patch x t q . Then we integrate the entire reconstructed HR patches to get the HR image y t . Take one patch x t q reconstruction for example:
Step 1: Select K′ samples from the LR training set and connect any two samples, x Step 4: Integrate the corresponding K nearest projection HR samples {y 
Integrate all the above reconstructed HR patches according to the original position. The final HR image y t can be generated by averaging pixel values in the overlapping regions. Experimental results: Experiments were conducted on the frontal face images of 1040 individuals with neutral expression under normal lighting from the CAS-PEAL-R1 face database [6] . We crop them into 112 × 100 pixels and obtain the original HR face images. LR face images with 28 × 25 pixels are generated through down-sampling by a factor of 4. As in [4] , we randomly select 1000 of all 1040 images as training samples, leaving the rest as test images (note that the test images may be very different from that of [4] ). Some other settings are as follows: K′ = 30, K = 3, the patch size is set to 7 × 7 and the overlapping pixel between patches is 4 pixels.
To verify the effectiveness of the proposed method, we compare our results with those of bicubic interpolation, [3] and [4] . Due to limited space, only six group visual comparisons are illustrated in Fig. 3 , from which we can observe that our method produces the HR faces with the finest details, while [3] demonstrates obvious artificial effects and the results of [4] are smooth in the facial contours. The peak signal-to-noise ratio (PSNR) values of different methods are shown in box-plots in Fig. 4 . We can see that our algorithm and the two comparison algorithms all improve the objective value of PSNR. Besides, the average value of PSNR of our algorithm is 2.6 dB higher than that of [3] and 1.4 dB higher than that of [4] . Conclusion: We have introduced the NFL theory into manifold learning based face hallucination. It can improve the expressing ability of the training samples. By defining the neighbour relationship between samples using the NFL metric, it preserves the manifold structure in a very local region, thus well reveals the similar local structure between the HR and the LR face manifold, which meets the essence of preserving local geometric structure in manifold learning. The hallucinated HR faces have richer local feature details, which verify the validity of this algorithm.
