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Stochastic Langevin dynamics has been traditionally used as a tool to describe non-equilibrium
processes. When utilized in systems with collective modes, traditional Langevin dynamics relaxes
all modes indiscriminately, regardless of their wavelength. We propose a generalization of Langevin
dynamics that can capture a differential coupling between collective modes and the bath, by intro-
ducing spatial correlations in the random forces. This allows modeling the electronic subsystem in
a metal as a generalized Langevin bath endowed with a concept of locality, greatly improving the
capabilities of the two-temperature model. The specific form proposed here for the spatial correla-
tions produces physical wavevector- and polarization-dependency of the relaxation produced by the
electron-phonon coupling in a solid. We show that the resulting model can be used for describing
the path to equilibration of ions and electrons, and also as a thermostat to sample the equilibrium
canonical ensemble. By extension, the family of models presented here can be applied in general to
any dense system, solids, alloys and dense plasmas. As an example, we apply the model to study
the non-equilibrium dynamics of an electron-ion two-temperature Ni crystal.
A number of problems in physical sciences involve the
motion of particles in some sort of medium, for exam-
ple the Brownian motion of pollen grains in water [1].
If this medium is not reactive, it is usually referred to
as a bath [2]. Microscopically, typical baths consist of
small particles (e.g water molecules) interacting with big-
ger particles of interest (e.g. proteins). The main strat-
egy in modeling a bath consists in eliminating irrelevant
degrees of freedom and replacing them with a few state
variables, such as the temperature of the bath.
Under normal conditions, electrons are in equilibrium
with the ions and respond adiabatically to the motion of
ions (e.g. they remain near the ground state). Elimi-
nating the electronic degrees of freedom is very practical
because what remains is a problem of classical particles
(ions) interacting via an effective interatomic potential,
i.e. molecular dynamics (MD) [3–5].
This adiabatic elimination is insufficient for many ap-
plications of technological and scientific importance, such
as radiation damage [6–8] and laser ablation [9]. For ex-
ample, when swift ions in a solid induce electrons to be-
come excited from their ground state [10]; or, conversely,
when the electrons are heated up by a laser field and
transfer their energy to the ions [11]. In these scenarios,
systematically ignoring the electronic effects becomes in-
creasingly problematic, since fundamental physical pro-
cesses are not accounted for.
Therefore, practical methods aimed at incorporating
electron-ion interactions in a realistic way are needed.
One of the most popular and detailed models for captur-
ing ion motion in an electronic medium has been the
electron-ion two-temperature model [12] coupled with
MD (2TM-MD) through Langevin dynamics [13].
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Langevin dynamics, in which each particle is subjected
to both a friction and a corresponding random force via
the fluctuation-dissipation theorem, has been historically
derived as a model of a bath in the context of dilute or
liquid systems [14]. In the presence of collective modes
such as phonons in solids, simple Langevin dynamics as
a model of an electronic bath fails in a fundamental way;
as it damps all motion, including rigid translation of the
whole (ions plus electrons) solid. Moreover, in a recent
study [15] we showed that the scalar Langevin model in-
troduces the same lifetime for all phonon modes see Fig.
4 in Ref. [15], regardless of their wave-vector or polar-
ization, which is certainly a severe limitation to study
the electron-ion thermalization paths and modifications
involving the introduction of relative velocities are nec-
essary.
This might not generally be an issue in the case where
system properties are investigated in equilibrium (e.g. to
thermostat or sample a canonical ensemble) or if only
average ionic aspects are of importance (such as global
ionic temperature). However, measurable microscopic
processes occurring in the path to electron-ion equilib-
rium require a good description of the bath, including
following certain principles, such as global translational
invariance and the associated fact that long wavelength
modes should be only weakly affected by the coupling
with electrons. Ad hoc modifications of Langevin dynam-
ics have been used in the past, but they do not address
the fundamental problem of using Langevin dynamics to
model non-equilibrium processes in a bath of electrons
for a condensed system [16].
Reinforcing the previous argument, experiments have
been able to investigate the time-resolved evolution of
non-equilibrium phonons excited by hot electrons in
pump-probe laser experiments, and observe that not all
phonon modes respond equally. Diffuse scattering inten-
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2sity during pump-probe experiments by Chase et al. [17]
demonstrated that the energy transfer from laser-heated
electrons to phonon modes near the X and K points in
FCC Au proceeds with timescales of ∼ 2.5 ps, faster than
for the long wavelength phonon modes. At the same
time, Askerka et al. [18] stressed the importance of ten-
sorial and position dependence forms for the electronic
friction that is critical in the description of classical ions
combined with non-adiabatic electron dynamics of adsor-
bates at surfaces [19–21].
In the current work we develop a generalization of
Langevin dynamics that is able to model electron-ion
coupling, which is intrinsic to metallic systems. The
theory is derived on general and simple grounds, such
as respecting local translation and rotational invariance
and the fluctuation-dissipation theorem; but still achiev-
ing the required level of complexity needed to model the
relaxation of realistic systems. The derivation that fol-
lows is valid for all systems, including crystalline solids,
alloys, liquids, and amorphous.
In this model we replace the scalar values of friction
and random forces over individual particles with many-
body forces that act in a correlated manner over differ-
ent particles. This generalization of Langevin dynamics
aims to represent a realistic bath-like interaction with
electrons by a friction term [18–20, 22] (as it is done, for
example, for electronic stopping power) and a random
force (e.g. produced by electronic fluctuations). The
force on particle I has three contributions:
fI = −∇IU −
∑
J BIJvJ︸ ︷︷ ︸
σI
+
∑
JWIJξJ︸ ︷︷ ︸
ηI
. (1)
The first term represents the conservative forces, as-
sumed here to be independent of the electronic state (im-
plicit dependency of U on the electronic temperature is
ignored here). The second and third terms are the fric-
tion σ and random forces η of the generalized Langevin
dynamics, where random forces are correlated and we
make the correlations explicit by the matrix and tensor
notation:
〈ηI(t)ηJ(t′)〉 = 2kBTeδ(t− t′)
∑
KWIKW
T
JK (2)
and where {ξI}I is a set of independent white noise Gaus-
sian variables with zero mean and no correlation:
〈ξI(t)ξJ(t′)〉 = 2kBTeδ(t− t′)δIJ . (3)
In addition, Te is the temperature of the bath. In the
special case where matrices are diagonal with scalar el-
ements BIJ = δIJβ and WIJ = δIJ
√
β the standard
Langevin equation (commonly used in 2TM-MD and as
thermostats) is restored.
The off-diagonal elements in these matrices describe
spatial correlations in the system. This means that the
random force η acting on a particle in a certain direction
is not statistically independent of the random force act-
ing on other particles and directions. In the same way,
friction forces σ becomes a global property rather than
an individual property of each particle. Friction forces
on a particle depend on the velocities of other particles
as well.
Based on the fluctuation-dissipation theorem [23], it
can be shown that the friction and random forces need
to be related to each other:
BIJ =
∑
KWIKW
T
JK (4)
To correct the deficiencies of standard Langevin dy-
namics (i.e. that the collective motions are damped
equally), we propose a modification of the friction term
that conserves both linear momentum and angular mo-
mentum. While the principle of conservation of local
linear momentum is what controls the qualitative overall
shape of inverse-lifetimes of phonon modes with different
wavevector (zero at Γ and mostly monotonic with q), the
conservation of local angular momentum is the principle
that differentiates the lifetime of different polarizations in
high symmetry directions. Instead of following the usual
path of defining a friction term, which would require a
linear operator decomposition to obtain the random force
correlations (Eq. 2), we start by imposing specific condi-
tions on the random force and derive the matrix W from
which friction matrix B can be obtained through matrix
multiplication (Eq. 4).
Although random forces are still uncorrelated at dif-
ferent times as in the standard Langevin dynamics, there
are now spatial correlations of the forces because the elec-
tronic bath has spatial locality (i.e. friction forces depend
only on relative velocities of nearby ions). We require
that the random forces do not generate linear or angu-
lar moments locally at any time. This guiding principle
implies a stronger condition than imposing conservation
of center of mass motion of the whole system, which is
the usual ad hoc method to remove center of mass in
equilibrium simulations [24].
We propose a recipe to generate the spatially corre-
lated random forces and the corresponding friction. This
is achieved by generating uncorrelated random vectors;
{ξI}I which are initially assigned to individual atoms
and follow (component by component) an independent
Gaussian distribution, related to a heat bath at tempera-
ture Te (Eq. 3). The ξI is then projected on unit vectors
connecting neighboring atoms producing a pair decom-
position. Next, each projection is scaled by a weighting
factor ρJ(rIJ)/ρ¯I , which takes into account the influence
of atom J to the site I (located at distance rIJ), and
summed over neighbors. Finally, compensating forces are
generated at neighboring atoms by reversing the direc-
tion of projected and scaled components. For the radial
function ρ we propose to use atomic electronic densities
where the total density at site I is the sum of contri-
butions by its neighbors defined by the radial density
(ρ¯I =
∑
J 6=I ρJ(rIJ)). Therefore, this definition will en-
sure that the weights at a site will add up to one. The
use of atomic densities to define a local environment is in-
spired by the Embedded AtomMethod (EAM) [25] where
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Figure 1. Schematic picture describing the partial forces ζ11
and ζ21 created by the random vector ξ1. Total forces and
torques are zero, linear and angular momentum are conserved.
they are used as radial functions that define many-body
potentials in metallic systems. Also, the use of electronic
density introduces a natural concept of locality and the
relative magnitude of contributions from atoms at differ-
ent distances. Finally, all the pair forces are added up
for the total random force on each particle ηI =
∑
J ζIJ .
In summary, we propose the following form for the
pair-projected forces
ζIJ =
{
−αJ ρI(rIJ )ρ¯J eIJ(ξJ · eIJ), (I 6= J)
αI
∑
K 6=I
ρK(rIK)
ρ¯I
eIK(ξI · eIK), (I = J)
(5)
where eIJ is the unit vector joining atoms I and J . In
addition, we have introduced the parameter αI that in-
cludes the physics of the coupling strength between spe-
cific ion types and electrons.
The projection on eIJ is necessary to remove local
torque at site I generated by the random vector ξJ . In
the particular case of an isolated dimer, any component
of the random force that is perpendicular would become
compensated.
We introduced the concept of locality via a weighting
function across neighbors, represented by radial function
ρI associated with each ion I. Physically, the locality is a
property of the electronic system and may be defined by
extra knowledge of the electronic system. In the current
study, the unperturbed atomic electron density (density
of isolated atoms) is used for the weighting so that atoms
far away will feel the effects of the heat bath at position
I less than atoms closer. Also, it acts as a cutoff dis-
tance to limit the sums. The schematic illustration of
the procedure is depicted in Fig. 1.
With this definition of the random force, the net force
and torque of the system is zero (exactly, not only in
average). More importantly, any arbitrary partition of
the system will have this property.
The elements WIJ can be obtained explicitly from the
definition of ηI in Eq. 1 and the explicit relation with
{ξI}I in Eq. 5. The tensor elements BIJ can be computed
by operator multiplication (Eq. 4). By construction, this
results in a positive-definite symmetric operator BIJ =
BTJI . Since the operator is definite positive, the second
term in Eq. 1 will do negative work. The friction forces
also have the property that the net force and torque of
the system is zero. (See Supplementary material.)
This algorithm defines a correlation between the com-
ponents of the random forces on individual particles as
well as across particles. Correspondingly, the set of asso-
ciated friction forces is linear in the set of all the veloci-
ties. The friction force on a specific particle can depend
on the velocity of a sufficiently close neighbor.
We also note that there are multiple ways of defin-
ing the correlations and friction forces still compatible
with the requirement of Eq. 2. For example, the same
conditions could be satisfied by simpler models having a
friction term and random forces that act only on specific
atom pair bonds (collection of dimers) as it is done in dis-
sipative particle dynamics [26, 27], although this would
be too constraining compared with the model proposed
here for solids and condensed systems. In this paper we
choose to exploit a pair structure in a different way, and
we also note that there is an important degree of freedom
in this model given by the radial functions ρ(r).
As a test, the model presented above is implemented
in Lammps code [28, 29] and a Ni crystal is used as an
electron-ion system to study three different cases to show
its applicability in both non-equilibrium as well as equi-
librium and, additionally, as a thermostat.
We use atomic-like density of Ni to construct the
weighting function and obtain an approximation for the
coupling parameters {αI}I between the ionic and elec-
tronic systems from ab initio TDDFT calculations [30].
These parameters define the model fully for a specific ma-
terial and are described in our previous work [15]. (Other
methods can be utilized to fit or obtain the coupling pa-
rameters ab initio, such as surface hopping [31], adiabatic
perturbation theory [32] or linear response [33].) For our
examples, an approximate value of α2 = 0.01 eV ps/Å2
is used and the conservative forces between Ni atoms
are defined by EAM [25] type potential parametrized by
Mishin et. al [34] which fairly reproduces the experimen-
tal phonon dispersion. (Other force fields can be used in
this method, empirical or ab initio [5].)
First, we investigate the lifetimes of phonon normal
modes in Ni crystal with MD and compare the results
with the standard Langevin dynamics. The system stud-
ied is composed of 32 × 32 × 32 FCC conventional cells
(131072 atoms) with periodic boundary conditions. In
this simulation the normal modes are excited individu-
ally with a small amplitude to reduce the effect of anhar-
monicity on the phonon lifetimes. The electronic bath
is held at constant Te = 0 for the purpose of these life-
time calculations. The amplitude of each phonon mode
with wavevector q is monitored during the simulation
and fitted with an exponent to obtain the lifetime. The
result for Ni is shown on Fig. 2. The main trend that
4Figure 2. Inverse lifetimes of phonon modes along high sym-
metry directions in Ni crystal as resulting from our model
(black lines) compared to standard Langevin dynamics (green
flat line). Rotational invariance is related to the factor
‘e ·(ξ ·e)’ in Eq. 5, and is not enforced if this factor is replaced
by a simple non-projected ‘ξ’ (CM-model, see Supplementary
material). If rotational invariance is not enforced there is
still dependence on the wavevector q but not dependency on
the branch (TA or LA) (CM model, purple line). The differ-
ence between the lifetimes of TA and LA modes is obtained
when the rotational invariance is introduced in the model (full
model, black lines).
we observe as a result of our model is that the lifetimes
near the Γ point in reciprocal space (long wavelength) are
longer than near the Brillouin zone border (short wave-
length), exhibiting a certain characteristic shape. At the
same time longitudinal modes (LA) have shorter lifetimes
than transverse modes (TA) near Γ. Tests show that the
resulting shape is influenced by the choice of the weight-
ing function ρ. This can be exploited in subsequent work
to improve over our first ansatz of using atomic densi-
ties as radial functions. The quality of the radial func-
tion can be assessed by comparison to phonon lifetimes
obtained from DFT linear perturbation theory calcula-
tions [33] or q-resolved non-equilibrium pump-probe ex-
periments [17].
A key goal of the model is proven here, namely, that
obtained lifetimes have a wavevector and polarization de-
pendence. In particular, electrons do not damp phonons
of long wavelength. Furthermore, we observe that differ-
ent branches have different lifetimes. This rich behavior
not only emerges from the principles utilized to construct
the forces in the Langevin model, but it is also in qualita-
tive agreement with more elaborate quantum mechanical
treatments of the coupling [15]. The perfect crystal helps
in the interpretation of friction forces (second term in Eq.
1). Although they are not necessarily antiparallel to the
velocities, under small oscillations these forces and veloc-
ities are antiparallel in the normal coordinates. The cor-
responding friction coefficients are zero for translations
and rotations of the crystal as a whole.
Next, we equilibrated the ionic system starting at 0 K,
Figure 3. Energy per mode at times 0.1, 1, 5, and 100 ps for
the modified Langevin (this work, black lines) and for stan-
dard Langevin (dotted green). Since in the latter the energy
transferred to phonons is independent of the phonon mode,
there is an incidental near fulfillment of the equipartition of
energy between modes at intermediate times. In the model
proposed in this work, equipartition between modes (an equal
energy per mode) is only a property of the final equilibrium
state. We give energy in units of kBK for reference, since a
system in equilibrium will have an energy kBT per mode. In
all cases the final state corresponds to equilibrium at 300 K,
the target set by Te.
with electronic bath held at Te = 300 K. The ampli-
tudes of individual modes were extracted from atomic
coordinates and velocities. We have plotted the energy
of phonon modes along 〈100〉 direction in Fig. 3. It can be
seen that in our model the modes are excited at different
rates, depending on the strength of the coupling, whereas
the traditional 2TM-MD model (standard Langevin dy-
namics) excites all the modes at the same rate, which
shows that it will give a poor microscopic representa-
tion of the electron-phonon equilibration process. Also,
with the 2TM-MD all modes are incidentally in approx-
imate equipartition relative to each other at all times
within the simulation, whereas with our model the energy
is transiently distributed reflecting the q-dependence of
the electron-phonon coupling, which also respects the LA
and TA differences. Moreover, the 2TM-MD is often used
to study the evolution of non-equilibrium processes, and
having the incorrect equilibration process questions the
applicability of such studies to the non-equilibrium path
to stable or metastable final states.
Lastly, we analyzed the velocity distribution of ions
after the system has equilibrated. Our results agree with
the expected Maxwell-Boltzmann distribution, therefore
showing that the model acts as a thermostat, similarly
with the standard Langevin formalism.
In conclusion, we have derived a novel model to de-
scribe the interaction of ions in a solid with electrons
modeled as a heat bath, by expanding Langevin dy-
namics through spatial correlations of the random forces
and a corresponding friction term consistent with the
5fluctuation-dissipation theorem [23]. We also give a pro-
cedure to define the parameters in the model from higher
order methods such as DFT and non-adiabatic TDDFT.
The model was applied to study the phonon lifetimes
in FCC Ni. It was seen that the lifetimes depend both
on the q-vector and polarization of the phonon mode,
which is not the case in the original Langevin formu-
lation. Next, we looked at the non-equilibrium evolu-
tion of the phonon population following hot electrons at
300 K. We observed that phonons with wavevectors close
to the Brillouin zone boundaries are excited first due to
the stronger coupling, and that energy equipartition be-
tween the modes is achieved asymptotically in agreement
with recent experimental observations [17].
Finally, our model is computationally simple, since
friction and random forces are consistent without the
cost of matrix decomposition methods and can be readily
used to study various processes that are far from equilib-
rium, such as two-temperature conditions generated by
fast laser heating. We propose this model for the general
study of systems where ions and electrons interact non-
adiabatically while maintaining a classical atomic frame-
work. Although this theory was applied to electrons in
a metallic system, a similar construction is likely neces-
sary for any medium or bath whose collective motion is
attached to the Brownian particles that move inside it,
where a bath with the concept of locality naturally arises.
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Appendix A: Supplementary material
Equation of motion of the proposed Langevin dynamics with spatial correlations is
fI = −∇IU −
∑
J
BIJvJ︸ ︷︷ ︸
σI
+
∑
J
WIJξJ︸ ︷︷ ︸
ηI
, (A1)
where σI and ηI are the friction and random forces respectively. Subindices denote particles.
We start by defining the matrix that produces the spatial correlations of the random forces ηI when starting from
uncorrelated ξJ , ηI =
∑
J ζIJ , and ζIJ = WIJξJ (no summation):
WIJ =

−αJ ρI(rIJ)
ρ¯J
eIJeIJ (I 6= J)
αI
∑
K 6=I
ρK(rIK)
ρ¯I
eIKeIK (I = J)
, (A2)
where ρI are radially decaying functions for atom I (such as atomic electron density of atom I) and eIJ and rIJ are
the unit vector and distance between two ions at positions rI and rJ . (eIJrIJ = rI − rJ .) Dyadic notation is used.
Applying the fluctuation-dissipation theorem we obtain the friction (drag) forces by multiplication BIJ =∑
KWIKW
T
JK . Therefore, the correlations in the friction is given by:
BIJ =

−
∑
K 6=I
α2I
ρJ(rIJ)ρK(rIK)
ρ¯2I
(eIJ · eIK)eIJeIK −
∑
K 6=J
α2J
ρI(rIJ)ρK(rJK)
ρ¯2J
(eIJ · eJK)eIJeJK+
+
∑
K 6=I∧K 6=J
α2K
ρI(rIK)ρJ(rJK)
ρ¯2K
(eIK · eJK)eIKeJK
(I 6= J)
∑
K 6=I
∑
L6=I
α2I
ρK(rIK)ρL(rIL)
ρ¯2I
(eIK · eIL)eIKeIL +
∑
K 6=I
α2K
ρ2I(rIK)
ρ¯2K
eIKeIK (I = J)
.
(A3)
7After applying the operator B on velocities we get the friction forces σI =
∑
J BIJvJ :
σI =
∑
K 6=I
(
α2I
ρ2K(rIK)
ρ¯2I
+ α2K
ρ2I(rIK)
ρ¯2K
)
eIK((vI − vK) · eIK)+ (A4a)
+
∑
K 6=I
∑
L 6=I∧L 6=K
α2I
ρK(rIK)ρL(rIL)
ρ¯2I
(eIK · eIL)eIK((vI − vK) · eIL)+ (A4b)
+
∑
K 6=I
∑
L 6=I∧L6=K
α2L
ρI(rIL)ρK(rKL)
ρ¯2L
(eIL · eKL)eIL((vK − vL) · eKL) (A4c)
This form shows that the drag force is only a function of velocity differences, but it is not very efficient due to the
double summations. In the implementation, the calculation could be split into two parts, with an auxiliary set wI :
wI =
∑
J
WTJIvJ =
∑
J 6=I
αI
ρJ(rIJ)
ρ¯I
eIJ(vI − vJ) · eIJ (A5)
σI =
∑
J
WIJwJ =
∑
J 6=I
eIJ
(
αI
ρJ(rIJ)
ρ¯I
wI − αJ ρI(rIJ)
ρ¯J
wJ
)
· eIJ (A6)
Any arbitrary partition P of the system will have these properties:∑
I∈P
∑
J∈P
ζIJ = 0 (A7)
∑
I∈P
rI ×
∑
J∈P
ζIJ = 0, (A8)
Globally, ∑
I
ηI = 0,
∑
I
σI = 0 (A9)
∑
I
rI × ηI = 0,
∑
I
rI × σI = 0 (A10)
(at all times, not only in average)
In the specific case, where the angular parts are omitted (substituting eIJeIJ with identity matrix) as in the
‘CM-model’ in Fig. 2. The random forces are generated by:
WIJ =

−αJ ρI(rIJ)
ρ¯J
(I 6= J)
αI
∑
K 6=I
ρK(rIK)
ρ¯I
(I = J)
. (A11)
and the friction force will be
σI =
∑
K 6=I
α2I
ρK(rIK)
ρ¯I
(vI − vK) + (A12a)
+
∑
K 6=I
α2K
ρ2I(rIK)
ρ¯2K
(vI − vK) +
∑
K 6=I
∑
L 6=I∧L6=K
α2L
ρI(rIL)ρK(rKL)
ρ¯2L
(vK − vL). (A12b)
This simplified model will damp the rotations of a whole system, and Eq. A8 and Eq. A10 will not hold.
