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Abstract
This paper presents a fast veri$cation algorithm for nonlinear equations with saddle point functions. This
algorithm is based on a block decomposition of the Krawczyk-type interval operator, which can be applied
to convex programming problems and nonlinear Navier–Stokes equations. We show the e;ciency of this
algorithm by comparing it with the Krawczyk method and the interval Newton-like method for the discretized
stationary Navier–Stokes equations.
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1. Introduction
We consider a saddle point function H :Rn+m → Rn+m de$ned by
H (x; y) =
(
F(x) + BTy − b
Bx − q
)
; (1.1)
where B is an m× n matrix and b is a vector in Rn, q is a vector in Rm, and F :Rn → Rn satis$es
(F(x)− F(xˆ))T(x − xˆ)¿ ‖x − xˆ‖22; for x; xˆ∈Rn; (1.2)
where ¿ 0 is a constant.
In this paper we consider the system of nonlinear equations which involves a saddle point function.
Problems in this class arise frequently in the context of convex optimization and partial diDerential
equations [3,5–7,9,10].
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Veri$cation methods for the system of nonlinear equations are based on the existence theorem of
$xed points. Consider the $xed point problem
z = G(z); (1.3)
where G :Rn+m → Rn+m is a continuously diDerentiable function. Let Z denote an interval vector in
Rn+m which contains a computed solution z˜= (x˜; y˜) of (1.3) and let G′(Z) be the interval extension
of the Jacobian matrix G′(z). From the Brouwer $xed point theorem, if
K(Z) := G(z˜) + G′(Z)(Z − z˜) ⊆ Z
then there is a $xed point of G in Z . If G is derived from the Newton method, the interval operator
K is called the Krawczyk interval operator.
Let X be an interval vector in Rn, Y an interval vector in Rm, and Z = X × Y: In this paper, we
present a block decomposition of the Krawczyk-type interval operator for the nonlinear equations with
saddle point functions. The resulting interval operator has two blocks, Kx(Z) ⊂ Rn and Ky(Z) ⊂ Rm,
which can be computed separately. We show that there is a $xed point of G in Z if
Kx(Z) ⊆ X and Ky(Z) ⊆ Y:
A fast veri$cation algorithm for nonlinear equations with saddle point functions is developed based
on the block decomposition of the Krawczyk-type interval operator. Furthermore, its preconditioned
version is studied to improve numerical performance.
Throughout this paper, ‖ · ‖ denotes the Euclidean norm. In the last section, we use ‖ · ‖∞ and
‖ · ‖L∞ for the in$nity norms in Rn and L2, respectively.
2. Motivation
Nonlinear equations involving saddle point functions arise frequently in the context of convex
optimization and discretized partial diDerential equations. In this section, we give two examples.
Example 2.1. Consider the following convex programming problem [2,9]
minimize f(x)− bTx
subject to Bx = q; (2.1)
where f :Rn → R is a twice continuously diDerentiable and strongly convex function, that is, there
is a constant c¿ 0 such that for all x; y∈Rn and 0¡¡ 1
f(x) + (1− )f(y)− f(x + (1− )y)¿ c(1− )‖x − y‖2:
It is well-known that x∗ is an optimal solution of (2.1) if and only if there is y∗ such that (x∗; y∗)
is a solution of the system of nonlinear equations:
H (x; y) =
(∇f(x) + BTy −b
Bx −q
)
= 0: (2.2)
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System (2.2) is referred as the $rst order condition (or the Kuhn–Tucker condition) for (2.1), and
y is called multipliers. Since f is strongly convex, ∇f(x) satis$es (1.2), and so the function H is
a saddle point function (1.1).
Since f is strongly convex, the second derivative of f is symmetric positive de$nite. We de$ne
A=∇2f(x˜) and
G(z) = z −
(
A BT
B 0
)−1
H (z):
The function G can be written as
G(z) =
(
A BT
B 0
)−1(Ax −∇f(x) + b
q
)
:
It is easy to verify that z∗ is a solution of (2.2) if and only if z∗ is a $xed point of G. The
Jacobian matrix of G at z is
G′(z) =
(
A BT
B 0
)−1(
A−∇2f(x) 0
0 0
)
and its interval extension is
G′(Z) =
(
A BT
B 0
)−1(
A−∇2f(X ) 0
0 0
)
:
Example 2.2. This example is from the stationary Navier–Stokes equations:
−Nu+∇p= ’− (u · ∇)u in 
−div u= 0 in 
u= 0 on 9 (2.3)
where  = (0; 1) × (0; 1), u = (u1; u2)T is the two-dimensional velocity $led, p is the kinematic
pressure $led, ¿ 0 is the viscosity constant and ’∈L2() is a given function which means a
density of body forces per unit mass.
Applying mixed $nite element discretization to (2.3) gives the following system of nonlinear
equations:
H (x; y) +
(
g(x)
0
)
= 0 (2.4)
where
H (x; y) =
(
Ax + BTy − b
Bx
)
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A is an n × n symmetric positive de$nite matrix and g :Rn → Rn is a continuously diDerentiable
nonlinear function.
Suppose that the matrix
(
A+g′(x˜)
B
BT
0
)
is nonsingular. We can de$ne
G(z) = z −
(
A+ g′(x˜) BT
B 0
)−1(
Ax + g(x) + BTy − b
Bx
)
=
(
A+ g′(x˜) BT
B 0
)−1( g′(x˜)x − g(x) + b
0
)
:
It is easy to $nd that z∗ is a solution of (2.4) if and only if z∗ is a $xed point of G. The Jacobian
matrix of G at z is
G′(z) =
(
A+ g′(x˜) BT
B 0
)−1( g′(x˜)− g′(x) 0
0 0
)
;
and its interval extension is
G′(Z) =
(
A+ g′(x˜) BT
B 0
)−1( g′(x˜)− g′(X ) 0
0 0
)
Remark. It is interesting to see that the second column of G′(z) is zero in the two examples, which
is very helpful for the validation of solutions.
3. Verication methods
In [4], a veri$cation method for the system of linear saddle point equations(
A BT
B −C
)(
x
y
)
=
(
b
q
)
(3.1)
is proposed, where A∈Rn×n is symmetric positive de$nite and C ∈Rm×m is symmetric positive
semi-de$nite. Numerical results show that the proposed method in [4] is superior to some well used
veri$cation methods. In this paper, using some techniques in [4], we develop a veri$cation method
for nonlinear equations with saddle point functions(
F(x) + g(x) + BTy − b
Bx − q
)
= 0 (3.2)
where g is a continuously diDerentiable function from Rn into itself. Examples 2.1, 2.2 and (3.1)
are special cases of (3.2). Problem (3.2) is more complicate than (3.1), because (3.2) is nonlinear
and the Jacobian of the involved function at a point z ∈Rn+m has the form
Q =
(
M BT
B 0
)
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where the matrix
M = F ′(x) + g′(x)
is not necessarily symmetric and positive. Moreover, the conditions that M is nonsingular and B has
full row rank do not ensure the nonsingularity of Q. To present a veri$cation method for (3.2), we
use the following Assumption in the remainder of this paper.
Assumption. Matrices M and Q are nonsingular.
Under this assumption, we can reformulate the nonlinear equations with saddle point functions
(3.2) as a $xed point problem in the following forms
z = G(z) =
(
M BT
B 0
)−1($(x)
q
)
; (3.3)
where
$(x) = (F ′(x˜) + g′(x˜))x − F(x)− g(x) + b:
In Example 2.1, M = ∇2f(x˜) and $(x) = Mx − ∇f(x) + b. In Example 2.2, M = A + g′(x˜) and
$(x) = g′(x˜)x − g(x).
Let $′(X ) be an interval matrix in Rn×n which satis$es
$(x)− $(x˜)∈$′(X )(X − x˜) for x∈X:
Then the interval extension of G′ is de$ned by
G′(Z) =
(
M BT
B 0
)−1($′(X ) 0
0 0
)
:
We denote the Schur complement matrix
S = BM−1BT:
The nonsingularity of S is ensured by the nonsingularity of the matrix Q. Moreover, the inverse of
Q has the form(
M BT
B 0
)−1
=
(
M−1 −M−1BTS−1BM−1 M−1BTS−1
S−1BM−1 −S−1
)
:
For an approximate solution z˜, we de$ne a residual vector as(
r1
r2
)
=
(
M BT
B 0
)
(z˜ − G(z˜)) =
(
M BT
B 0
)(
x˜
y˜
)
−
(
$(x˜)
q
)
:
We de$ne the following intervals
X = [x˜ − dx; x˜ + dx];
Y = [y˜ − dy; y˜ + dy]
and Z = X × Y , where dx and dy are positive vectors in Rn and Rm, respectively.
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Theorem 3.1. The function G has a 4xed point in Z if
Kx(Z) := M−1[$′(X )(X − x˜)− r1 − BT(Ky(Z)− y˜)] + x˜ ⊆ X (3.4)
and
Ky(Z) := S−1[BM−1($′(X )(X − x˜)− r1) + r2] + y˜ ⊆ Y: (3.5)
Moreover, the 4xed point is unique in Z if
Kx(Z) ⊂ int X and Ky(Z) ⊂ int Y:
Proof. For a point z ∈Z , by the expression of the inverse Q−1, we have
G(z)−
(
x˜
y˜
)
=
(
M BT
B 0
)−1($(x)− $(x˜)− r1
−r2
)
∈
(
M BT
B 0
)−1($′(X )(X − x˜)− r1
−r2
)
=
(
(M−1 −M−1BTS−1BM−1)($′(X )(X − x˜)− r1)−M−1BTS−1r2
S−1BM−1($′(X )(X − x˜)− r1) + S−1r2
)
⊆
(
Kx(Z)
Ky(Z)
)
−
(
x˜
y˜
)
:
Therefore, if(
Kx(Z)
Ky(Z)
)
⊆
(
X
Y
)
= Z
then for any z ∈Z , we have G(z)∈Z . Hence by the Brouwer $xed point theorem there is a $xed
point of G in Z .
If Kx(Z) and Ky(Z) are respectively enclosed in the interiors of X and Y , then we can show
max
z∈Z ‖G
′(z)‖6 ‖G′(Z)‖¡ 1
which implies that the $xed point is unique in Z .
Conditions (3.4) and (3.5) are su;cient conditions for G to have a $xed point in Z , and the latter
is easier to verify than the former. Theorem 3.1 show that we can verify (3.5) $rst. If it is true,
then we verify (3.4) by using the results from veri$cation of (3.5).
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4. A preconditioned method
Let L be an m× m nonsingular matrix. Then the system (3.2) is equivalent to(
I
L−1
)(
F(x) + g(x) + BTy − b
Bx − q
)
=
(
F(x) + g(x) + BTL−TLTy − b
L−1Bx − L−1q
)
= 0:
The corresponding $xed point problem has the form
zL :=
(
x
LTy
)
= GL(zL) :=
(
M BTL−T
L−1B 0
)−1( $(x)
L−1q
)
:
It is not di;cult to verify that (x; y) is a $xed point of G if and only if (x; LTy) is a $xed point
of GL.
The residual (r1; r2) with the approximate solution (x˜; y˜) satis$es(
r1
L−1r2
)
=
(
M (L−1B)T
L−1B 0
)(
x˜
LTy˜
)
−
(
$(x˜)
L−1q
)
: (4.1)
Now we consider to verify the computed solution (x˜; y˜) on two balls in Rn and Rm, respectively,
which is de$ned by
X := {x∈Rn: ‖x − x˜‖6 *x};
YL := {y∈Rm: ‖LT(y − y˜)‖6 *y}:
Here *x and *y are positive constants. Let ZL = X × YL. Obviously, we have
YL ⊂ Y := {y∈Rm: ‖y − y˜‖6 ‖L−T‖*y}
and ZL ⊂ Z := X × Y:
Note that the function $(x) = (F ′(x˜) + g′(x˜))x− F(x)− g(x) + b is continuously diDerentiable on
the ball X . Hence there is + such that
‖$′(x)‖= ‖F ′(x˜) + g′(x˜)− F ′(x)− g′(x)‖6 +; for all x∈X:
Moreover + can go to zero as the radius *x of X goes to zero.
Lemma 4.1 (Chen and Hashimoto [4]). Suppose B has full row rank. Let L be an m× m nonsin-
gular matrix satisfying LLT = BBT. Then
‖L−1B‖= ‖(L−1B)T‖= ‖LT(BBT)−1L‖= 1: (4.2)
The following theorem suggests that an m × m nonsingular matrix L satisfying LLT = BBT is a
good preconditioner for verifying solutions of nonlinear equations with saddle point functions (3.2)
in the Euclidean norm.
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Theorem 4.1. Assume that B has full row rank. If x6 *x and y6 *y then there is a 4xed point
of G in Z , where
x = ‖M‖−1[+*x + ‖r1‖+ y]
and
y = ‖MT‖[‖M−1‖(+*x + ‖r1‖) + ‖L−1r2‖]:
Proof. It is su;cient to show that G(z)∈Z for all z ∈Z . We $rst show that GL(z)∈ZL for all
z ∈ZL.
Let z˜L = (x˜; LTy˜). Using the expression of Q−1, we obtain
GL(z)− z˜L
=
(
M BTL−T
L−1B 0
)−1($(x)−Mx˜ − BTy˜
L−1q− L−1Bx˜
)
=
(
M BTL−T
L−1B 0
)−1($(x)− $(x˜)− r1
−L−1r2
)
=
(
I 0
0 LT
)(
M BT
B 0
)−1( I
L
)(
$(x)− $(x˜)− r1
−L−1r2
)
=
(
(M−1 −M−1BTS−1BM−1)($(x)− $(x˜)− r1)−M−1BTS−1r2
LTS−1BM−1($(x)− $(x˜)− r1) + LTS−1r2
)
=
(
(M−1[$(x)− $(x˜)− r1 − BTL−T(GL(z)− z˜L)y]
LTS−1BM−1($(x)− $(x˜)− r1) + LTS−1r2
)
:
Hence we have
‖(GL(z)− z˜L)y‖
=‖LTS−1BM−1($(x)− $(x˜)− r1) + LTS−1r2‖
6 ‖LTS−1L‖
(
‖L−1BM−1‖
(∣∣∣∣
∣∣∣∣
∫ 1
0
$′(tx + (1− t)x˜) dt(x − x˜)
∣∣∣∣
∣∣∣∣+ ‖r1‖
)
+ ‖L−1r2‖
)
6 ‖LTS−1L‖(‖L−1BM−1‖(+‖x − x˜‖+ ‖r1‖) + ‖L−1r2‖)
and
‖(GL(z)− z˜L)x‖ = ‖M−1[$(x)− $(x˜)− r1 − BTL−T(GL(z)− z˜)y]‖
6 ‖M−1‖(+‖x − x˜‖+ ‖r1‖+ ‖BTL−T‖‖(GL(z)− z˜)y‖)
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Now we show ‖LTS−1L‖6 ‖MT‖: Note that S is not symmetric. To obtain an upper bound for
‖S−1‖, we consider
‖S−1‖2 = max
y∈Rm
‖y‖=1
(S−TS−1y; y)
= max
y∈Rm
‖y‖=1
((BM−1BT)−T(BM−1BT)−1y; y)
=
1
min
y∈Rm
‖y‖=1
((BM−1BT)(BM−TBT)y; y)
:
Let us denote
X = {BTy |y∈Rm; ‖y‖= 1}:
Then, we $nd that
min
y∈Rm
‖y‖=1
((BM−1BT)(BM−TBT)y; y)
=min
x∈X
(M−1BTBM−Tx; x)¿min
x∈X
((M−1BT)(BM−T) x; x)
(x; x)
min
x∈X
(x; x)
¿ min
y∈Rm
‖y‖=1
((BM−T)(M−1BT)y; y)min
x∈X
(x; x)¿min
x∈X
(M−TM−1x; x)
(x; x)
min
x∈X
(x; x)2
¿min
x∈Rn
(M−TM−1x; x)
(x; x)
min
y∈Rm
‖y‖=1
(BBTy; y)2 =
1
‖MT‖2‖(BBT)−1‖2 ;
where the second inequality uses
X ⊆ D := {x∈Rn | (M−1BT)(M−1BT)Tx = 0}
and
min
x∈D
(M−1BT(M−BT)Tx; x)
(x; x)
= -m ¿ 0:
Here -m is the smallest eigenvalue of (M−1BT)T(M−1BT). See (p. 82 in [8]). Therefore, we have
‖S−1‖= ‖(BM−1BT)−1‖6 ‖MT‖‖(BBT)−1‖:
Similarly, we can show that
‖LTS−1L‖= ‖(L−1SL−T)−1‖ = ‖((L−1B)M−1(L−1B)−T)−1‖
6 ‖MT‖‖LT(BBT)−1L‖:
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By Lemma 4.1, we obtain that
‖LTS−1L‖6 ‖MT‖:
Finally, by Lemma 4.1, we $nd that for every z ∈ZL,
‖(GL(z)− z˜L)y‖6 ‖MT‖[‖M−1‖(+*x + ‖r1‖) + ‖L−1r‖] = y
and
‖(GL(z)− z˜L)x‖6 ‖M−1‖[+*x + ‖r1‖+ y] = x:
Hence, GL maps ZL into ZL, which implies that there is a $xed point (x; LTy) of GL in ZL. Therefore,
we can claim that there is a $xed point (x; y) of G in Z = X × Y .
5. Numerical experiment
We use the stationary Navier–Stokes equation (2.3) to illustrate Theorems 3.1 and 4.1, and com-
pare the results with the Krawczyk method and the interval Newton-like method.
Let H 10 () denote the Sobolev space of functions satisfying homogeneous Dirichlet boundary
conditions, and whose $rst derivatives are in L2(). Let L20() = {v∈L2() |
∫
 v= 0}.
Let Vh ⊂ H 10 () × H 10 () and Ph ⊂ L20() denote the $nite-dimensional subspaces. Let (·; ·)
represent the L2 inner product on . The $nite element solution to (2.3) is the pair
uh =
n∑
i=1
i$i ∈Vh; ph =
m∑
j=1
4j j ∈Ph
such that
(∇uh;∇$h)− (ph; div$h) = (’; $h)− ((uh · ∇)uh; $h) for all $h ∈Vh
−( h; div uh) = 0 for all  h ∈Ph (5.1)
where {$i} and { i} are bases for Vh and Ph, respectively.
Let matrices A=(Aij) and B=(Bij) have the entries Aij = (∇$i;∇$j) and Bij =( i; div$j), and
let vector b= (bi) have the entries bi = (’; $i), then (5.1) has the form of Eq. (3.2) with q= 0.
In this problem, we know that the matrix M is positive de$nite if and only if
(∇$h;∇$h)− ((u˜ h · ∇)$h; $h)− (($h · ∇)u˜ h; $h)¿ 0 for all $h ∈Vh;
where u˜ h is an approximate solution of (5.1). Moreover, we have
((u˜ h · ∇)$h; $h) + (($h · ∇)u˜ h; $h)6
√
2cp(‖u˜ h‖L∞ +
√
2cp‖∇u˜ h‖L∞)‖∇$h‖2L2 ;
where cp = 1=7, which comes from the estimation of the constant in PoincarPe’s inequality for  =
(0; 1)× (0; 1).
Hence we obtain the following proposition.
Proposition 5.1. If ¿
√
2cp(‖u˜ h‖L∞ +
√
2cp‖∇u˜ h‖L∞) then M is positive de4nite.
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Table 1
Computation time/s
(n; m; 1=) (242,48,1) (882,143,1) (1922,228,1) (3362,483,1)
Thm 3.1 19.94 96.45 341.03 977.67
Thm 4.1 0.21 1.04 4.68 9.45
Krawczyk 21.31 109.52 475.82 1815.49
Newton 5.28 25.64 172.30 1085.71
Table 2
Error bounds /e: log
(n; m; 1=) (242,48,1) (882,143,1) (1922,228,1) (3362,483,1)
Thm 3.1 9.1739e-12 1.3269e-11 1.5701e-11 1.5795e-11
Thm 4.1 1.2272e-9 5.0952e-9 2.3142e-8 5.1824e-8
Krawczyk 9.0862e-12 1.3132e-11 1.5543e-11 1.5662e-11
Newton 9.0862e-12 1.3132e-11 1.5543e-11 1.5662e-11
‖x˜‖∞ 1.07 1.17 1.21 1.22
In this problem, the matrix B is the Gram matrix [($i; div  )]; and $i; $j and  i;  j range over the
bases for Vh and Ph. Hence B has full row rank. Moreover if M is positive then Q is nonsingular.
In this case, the assumptions of Theorems 3.1 and 4.1 hold. It should be aware that it is not easy
to verify the positivity of M in general.
We $rst compute an approximate solution (x˜; y˜) by the inexact and preconditioned Uzawa algo-
rithm [3] with the stop criterion
‖H (x˜; y˜) + (g(x˜); 0)T‖∞ = max
16i6n+m
|Hi(x˜; y˜) + (g(x˜); 0)Ti |6 10−12:
Then we verify the approximate solution by the Krawczyk method [1], the interval Newton method
[10], Theorems 3.1 and 4.1. The $rst three methods are computed in ‖ · ‖∞ while Theorem 4.1 is
in ‖ · ‖.
Numerical results on the example used in [10] are shown in Tables 1 and 2. Computation time
includes the cost for verifying the positivity of M . We can see that the method based on Theorem
4.1 is much faster than the other three methods.
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