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1. IN-I-REDUCTION 
The equation 
x’(t) = - 1.2g(4f - 7)) dB(T) +f(t) (! = $ ) 0 < t < 03) (1.1) “II 
occurs frequently in control theory and reactor dynamics. In these 
applications, which will be commented on below, the hypothesis often, though 
not always, includes the assumptions 
g(x) E C(--00, a), q(x) > 0 (x # O), B(t) E NJWO, a>, f(t) E-W ~0) 
WV 
on the prescribed functions g(x), B(t), and f(t). The assumptions of this 
paper concerning g, B andf vary from theorem to theorem, however, they are 
all related to (1.2). In some ways our hypotheses will be more restrictive and 
in some ways less restrictive than (1.2). 
Since the addition of an arbitrary constant to B(t) does not change (1. l), 
it is convenient in stating hypotheses on B(t) to assume that it is normalized. 
Thus by B(t) E NBV[O, cc) it is meant that B(0) = 0, B(t) is of bounded 
variation on [O, co) (i.e., v-s(~) < 03, where I/B(t) is the total variation of 
B(s) on 0 < s -< t), and B(t) = &(B(t+) + B(t-)) for t > 0. In the 
applications it is usually assumed that B(t) is absolutely continuous; thus 
B(t) = jt 6(T) dT where W) E WA co). (1.3) 
0 
In this case (1.1) takes the form 
x’(t) = - j.l g(x(t -~ 7)) b(T) a7 +-f(t). 
‘0 
__ .--. 
(1.4) 
* This research was supported by the U.S. Army Research Office, Durham. 
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Assumption (1.3) will not be made here since it does not simplify the proofs 
and does preclude B(t) having jumps-which is sometimes of interest, 
especially at t =m 0. 
The functionf(t) may be regarded as a perturbation of the equation 
x’(t) = -~- (It g(x(2 ~ 7)) dB(T). 
* (I 
(1.5) 
The assumptionf(t) ~Lr(0, co) of (1.2) will be greatly relaxed in all of the 
theorems. 
The problem of existence and nonexistence (on 0 < t < co) of solutions 
of (1.1) is considered in Theorems 1 and 2 and Corollary 1. 
Our primary interest is the problem of finding conditions which together 
with suitably weakened forms of (1.2) guarantee that the solutions of (1.1) 
are bounded on 0 ,( t < co. The results of this type are Theorems 5 and 6. 
The conditions obtained include the nonlinear hypothesis 
g(x) 3 --h (O<X<co, --co<x<co), (1.6) 
for some constant /\. A motivation for considering (1.6) is equation (1.1) 
with g(x) = -1 + exp x, which is of considerable interest in reactor 
dynamics. Another motivation comes from control theory and is indicated 
below. 
Theorems analogous to those obtained using (1.6) are also valid if (1.6) 
is replaced by the assumption that g(x) is bounded from above. One simply 
multiplies (1 .l) by - 1, sets y = -x, and lets h(y) = -g( -y) play the role 
of &4. 
Besides boundedness we also consider the intimately related property of 
oscillation of solutions of (1.1). 0 ur results in this direction are of two types. 
The first, Theorems 3 and 4, are fairly elementary and independent of the 
deeper boundedness results which they do, however, supplement. The second 
type, Theorems 5’ and 6’, are by-products of the proofs of Theorems 5 and 6. 
In both types the hypothesis (1.6) is not invoked. Thus, the oscillation 
theorems all apply, for example, to the linear case g(x) = kx (where h > 0 is 
constant). 
Various extensions and applications of these results are then indicated. 
For this purpose the point of departure is Theorem 6. Thus, an integrated 
and somewhat more general form of (1.1) is considered in Theorem 6a. In 
Theorem 6b the function g(x) of (1.1) is replaced by g(~, t). In Corollaries 6a, 
6b, and 6c various types of delay differential equations, which are related to 
(1 .l), are considered. 
The relevance of (1.1) to control theory is well known and arises from the 
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following considerations, see [I]. Consider the autonomous system of n + 1 
ordinary differential equations 
y’ = Ay - cig(x) 
x’ = PY - Y&h 
(1.7) 
where y = col(y, ,..., m), A is an n X n matrix, 01 = col(ol, ,..., a,), x is a 
scalar, g(x) satisfies (1.2), /3 = row(pi ,..., /?+J, and y is a scalar. Each of the 
characteristic roots of A is assumed to have negative real part. The function 
g(x) is called the characteristic function of the control mechanism. Solving 
the first n equations of (1.7) by the variation of constants formula yields 
y(t) = .&y(O) - 11 eA(t-T)ag(x(T)) dT, 
which when substituted into the last equation of (1.7) implies 
x’(t) = -yg(x(t)) - 1; /3eA(t-T)ag(x(r)) dT + @+y(O). 
This last equation is clearly of the form (1 .l) with 
B(t) = yZ(t) f j: peATa d7, f(t) = peAty(0), 
where I(0) = 0, I(t) = 1 for t > 0. Thus our boundedness results are relevant 
to those control problems in which the characteristic function is bounded from 
above or below (or both). As already stated our oscillation results do not make 
this restriction on the characteristic function. Observe that if y = 0, then 
b(t) = B’(t) = /3e% is an exponential polynomial. Observe also that if 
X(t)+Oast+co,theny(t)-+Oast+co. 
Of considerable interest and motivation for the present paper is the: 
Theorem of Smets [4, 51. Let g(x) satisfy (1.2), (1.6) and be monotonic 
increasing with lim,,,g(x) = co. Further let b(t) E L,(O, co), b(t) > 0, 
J,“b(t) dt > 0, supoGt<m if(t)1 < cc, and lim,,,f(t) = 0. Then the solutions 
of (1.4) are bounded on 0 < t < 00. 
In [4] the restrictions g(x) = -1 + exp x and f(t) of a special form are 
imposed. Also x(t) is only shown to be bounded from above in [4]. The more 
general result stated here is that of [5j. 
In Theorem 5 below the Smets’ theorem is enormously generalized with 
respect to the hypotheses on g(z) andf(t). However, Theorem 5 does require 
that B(t) be nondecreasing on 0 < t < co, which is, of course, the natural 
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generalization of b(t) 2 0. As with the Smets’ theorem, this monotonicity 
requirement is a serious limitation. 
In our main result, Theorem 6 below, B(t) is not assumed to be monotone 
on all of 0 -< t < co. Thus, for example, in the absolutely continuous case, 
Theorem 6 permits b(t) to assume negative as well as positive values. 
A linear example will serve to illustrate both the significance of the nonlinear 
hypothesis (1.6) and the oscillatory nature of some solutions of (1.4). 
Example I. g(x) = x, b(t) = p(3 exp(-t) - 2 exp(-2t)) where p > 0 
is a constant, f(t) = 0. 
It is a straightforward matter to explicitly solve Example 1 and to observe 
that the solutions x(t) satisfy: 
0) sup / x(t)1 exp(olt) i co if O<p<6 0 c- t i co 
(ii) ,Iiir (x(t) - ci sin /3t - cs cos /3t) = 0 if p=6 
(iii) rhrir (x(t) exp(-at) - cl sin Pt - cs cos /3t) = 0 if 6 < p < 00, 
where 
a = a(p) > 0, p = P(p) > 0, Ck = c*(p, x(0)) (R = 1,2)(0 < p < 00). 
Thus, the solutions are bounded for 0 < p < 6 and unbounded for 
6 < p < co. Observe, however, that b(t) > 0 for 0 < t < co for all p > 0. 
Since g(.r) -= x satisfies all the conditions except (1.6) of the Smets’ theorem, 
the necessity of that condition is demonstrated by the example. 
The control problem of “absolute stability” for (1.7) (see [Z]) may be 
interpreted, in light of the preceding discussion, as a special case of the 
following problem for (1.1). Find conditions on Z?(t) which together with (I .2) 
guarantee that all solutions of (1.1) tend to zero as t - co. This is, of course, 
a more stringent requirement than that of mere boundedness, which is all that 
is asked for in the present boundedness theorems. Also, in the problem of 
absolute stability the object is to place enough conditions on B(t) so that little 
more is required of g(x) than that it satisfy (1.2). In particular the linear case 
is automatically included in these studies. Thus, it is seen from the theorem 
of Smets and Example I that the criteria needed for absolute stability are 
much too stringent to provide satisfactory solutions of the present 
boundedness problem. 
2. SUMMARY OF RESULTS 
Theorem 1 is concerned with the existence of solutions of (1.1) on a finite 
interval 0 c: f 2;’ T. By a solution of (1.1) on [0, T] we mean a function which 
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is absolutely continuous and which satisfies (1.1) almost everywhere there. 
We first state the hypotheses, then the result, and then some comments. 
g(x) is locally Lipschitzian on --co < x < co (i.e., for each 
HI(g) : 
c1 < ~13 there exists c2 = c2(c1) < co such that 1 I: / < c1 and 
IYl <Cl imPb I &> - sb9l G CP I x -Y I), g&4 2 --h 
(0 < h < co, -cc < x < a), sup g(x) < co 
--m iX<O 
H,(B) : B(t) E NBV[O, T], B(t) > 0 (O<t<T<cn) 
Wf >: f(t) E Jw, T) 
THEOREM 1. Let H,(g), H,(B), and HI( f ) be satisfied and let x,, be a 
prescribed real number. Then there exists a unique solution x(t) of (1.1) on [0, T] 
such that x(0) = x0 . 
The function g(x) = -1 + exp x obviously satisfies H,(g) and, in fact, 
Hj(g) (j = L., 6) of the theorems below. 
If xg(x) >, 0(-co < x < co), then the condition ~up-~~~~~g(x) < co is 
obviously satisfied. 
The locally Lipschitzian hypothesis of H,(g) can be replaced by 
g(x) E C(-co, 00) if the uniqueness assertion of Theorem 1 is dropped. In 
that case the Picard successive approximations of the proof (see Section 3) are 
replaced by the Caratheodory successive approximations in the manner of 
Nohel [J]. 
It is a by-product of Theorem 2 that the condition B(t) 3 0 of H,(B) 
cannot be dropped entirely. 
Corollary 1 is concerned with the existence of solutions of (1.1) on 
0 < t < co. By a solution of (1.1) on 0 < t < 00 we mean a function which is 
absolutely continuous on every compact subset of 0 < t < co and which 
satisfies (1.1) almost everywhere on 0 < t < co. 
H,*(B): B(t) E NBV[O, T] for every T < co, B(t) >, 0 (0 < t < 00) 
H,*(f ): f(t) EL~(O, T) for every T < co. 
COROLLARY 1. Let H,(g), H:(B), and H;“(f) be satisfied and let x,, be a 
prescribed real number. Then there exists a unique solution of (1.1) on 0 < t < 00 
such that x(O) = x0 . 
Again, if it is only assumed that g(x) E C( -co, CO), then Corollary 1 still 
holds, but without uniqueness. In view of Corollary 1 we can dispense with 
the existence problem in what follows and, except in Theorem 2, deal directly 
with solutions of (1.1) which exist on 0 < t < co. 
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It should be observed that H:(B) is a much weaker assumption than 
B(t) E NBV[O, co), B(t) >, 0 (0 -5; t < co). (2.1) 
For example, H:(B) is satisfied if b(t) ~Li(0, 7’) for every l’ < w and 
B(t) == \’ h(T) dr 3 0 (0 + f -. co), 
- 0 
whereas (2. I ), in this context, requires that b(t) tL,(O, a). Similarly, Ht( f ) 
is a much weaker assumption thanf(t) ~Li(0, co). 
Thus, loosely speaking, existence for (1.1) involves the sign rather than the 
size of B(t). In order to establish boundedness we will also have to restrict 
the size of B(t) andf(t). 
Theorem 2 shows that (1.2) and (1.6) 1 a one do not insure the existence of 
solutions of (1.5) on 0 G: t < co. (The phenomenon involved here is the 
“finite escape time” problem for (1.5).) 
h!(g) : g(r) E C( -co, co), lir\r,&f $ > 0 for some 6 >a 0 
H,(B): B(t) E NBV[O, T,], B(t) < --yt (0 ,< t < T, ; 0 < T, , y < co) 
THEOREM 2. Let H,(g) and H,(B) b e satisfied. Then for each sufficiently 
small Tz > 0 there exists a function u(t, T,) which is strictly increasing in t, 
satisfies 
u(0, TJ ‘y 0, liy u(t, T*) = co, 
2 
and has the property that: 
x(t) > u(t, Td for as long as x(t) exists, (2.2) 
for any soZution x(t) of (1.5) with x(0) > ~(0, TJ. 
H,(B) is satisfied if, for example, B(t) = jib(~) dr, b(t) E C[O, E] for 
some E > 0, and b(O) < 0. It is also satisfied if B(O+) < 0. 
Theorem 3, which is quite easy to prove, implies an oscillation result for 
(1.1). It also relates the behavior of x(t) to that of J*g(x(~)) d7. An intricate 
relationship of these quantities is involved in the pro%f of Theorem 6. 
K,(g): g(x) E C(-cc, co) 
HdB): B(t) E NBV[O, co), B(a) f 0, sa, j B(W) - B(t)1 dt < ~0 0 
~?r,m(B): B(t) E NBV[O, co) 
H:i(f ): f(t) E L,(O, T) for every T < co and 
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THEOREM 3(a). Let Z&(g), H,(,,(B), and I&( f ) be satisfied and let x(t) 
be a solution of (1 .I) on 0 < t < co. Then 
sup j x(t)] < co implies SUP / j” &t4) d7 / < CQ. (2.3) 
0<t<m o>:t<:Tz 0 
(b). Let f&(,,)(B) replace H,(,)(B) in (u). Then 
SUP 1 x(t)1 < 03. (2.4) 
O<t<m 
In Section 5 it is shown that 
i 
m 
t dVB(t) < so implies 
J 
= / B(a) - B(t)/ dt < co, 
0 0 
but not conversely. In the absolutely continuous case Z&(,,(B) is satisfied if 
b(t), tb(t) E L,(O, co), and if s,” b(t) dt f 0. That the condition B(co) f 0 
is necessary in Ha(,)(B) is seen from the example 
B(t) = 0, g(x) = “5 f(t) = (1 + e-1. 
If f(t) EL~(O, oo), then f(t) satisfies Ha(f). It is also satisfied by any 
periodic function of mean value zero, e.g.,f(t) = sin t. 
To see that Theorem 3a may be interpreted, at least in certain cases, as an 
oscillation result, suppose that x(t) is a bounded solution of (1.1) and thatf(t) 
is also bounded. It follows immediately from (1.1) that x’(t) is also bounded. 
Hence, if q(x) f 0 for .X # 0, and if .$t) -H 0 as t + co, it is obvious that 
the boundedness of St g(.v(T)) d 7 implies the unboundedness of the sets 
{t 1 x(t) < 0} and {t / ~(8) > 0). This should be compared with case (ii) of the 
linear Example 1 of the introduction. 
Theorem 4 implies an oscillation result for unbounded solutions of (1.1). 
H,(g): g(x) E C(--00, ax), xg(x) > 0 if 1 x ( > Xfor some constant 
o<x<al 
H,(B): B(t) E NBV[O, T] for every T < co, B(t) > 0 (0 2; t < oo), 
sup B(t) < Go 
o<t<m 
THEOREM 4. Let H,(g), H.,(B), and H3(f) be satisfied and let x(t) be a 
solution of (1.1) on 0 < t < a3 such that SupoG,,, / x(t) = co. T/zen 
(t 1 x(t) < X} and (t j x(t) > -X> are unbounded sets. 
If X = 0 in H,(g) then Theorem 4 states that unboundedness in a solution 
of (1.1) must be accompanied by unending changes of sign of the solution. 
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In Example 1 we have already seen this in case (iii). Theorem 4 should be 
compared with Theorems 5’ and 6’ where both the hypotheses and the 
conclusions are stronger. 
Note that H,(B) is much less restrictive than (2.1). 
The next theorem deals with boundedness for (1.1) when B(t) is 
nondecreasing. In the absolutely continuous case this corresponds to b(t) -13 0 
a.e. on 0 < t < co. The Lebesgue measure of a set Q C (-co, co) is denoted 
by m(Q). 
H,(g): 
H,(B) : 
f&W 
g(x) E C(--co, co), g(x) I;- --A (0 i h < co, --co < s i co), 
lim+$fg(x) > 0, lim supg(x) < 0 
\ - x, 
B(0) = 0, B(t) is nondecreasing on 0 < t < 00,0 < B( co) < CO 
~:~“i”,p If(t)1 < co, m({t / If(t)1 >a c)) < co for all E 1‘. 0 
THEOREM 5. Let H,(g), H,(B), and HS(f) be satis$ed and let x(t) be a 
solution of (1.1) ofl 0 < t < co, then supOr tcia 1 x(t)/ < co. 
If B(t) also satisfies J”” t dB(t) < co, and jf f also satisfies Hs(f), 
it follows from Theorem’ 3a that supo. tc;l, / s,g(x(~)) d7 / < co can be 
added to the conclusion of Theorem 5. That this implies that x(t) is 
oscillatory, if xg(x) > 0 (X f 0) is added to H,(g) and if x(t) ++ 0 as t + co, 
has been commented on above. 
It should be observed that H,(g) imposes no restriction, other than 
continuity, on g(x) for small x i. It does, of course, imply that xg(x) > 0 
for ( x ) large. The necessity of the condition lim inf,,, g(x) > 0 for Theorem 5 
is illustrated by the following example. The necessity of the condition 
lim SUP~,-~ g(x) < 0 may be similarly established. 
ExampEe 2. b(t) = exp(-t),f(t) = l/(1 + t) + t exp(-t) (0 < t < CC), 
g(x) = -1 (--co <x < -l),g(x) =x(-l <x < l),g(x) ~-- exp{l -exp(x- I)} 
(1 < x < 03). Direct substitution shows that x(t) = 1 + In(l i t) is an 
unbounded solution of (1.4). 
The necessity of the condition B(a) > 0 of H,(B) is seen from the 
example in which B(t) = 0 andf(t) = l/(1 + t). 
The second condition of HS(f) is obviously less restrictive than either 
lim,.,,f(t) = 0 or f(t) E L,(O, co). Conditions Hs(f ) and H&f) are seen 
to be of quite different character. 
As a by-product of the proof of Theorem 5 we obtain the following 
oscillation theorem for unbounded solutions of (1 .I). 
H;(g): g(x) E q-a, co), lirnn$fg(x) > 0, lim supg(x) < 0 .X----m 
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THEOREM 5’. Let f&Xg), *d*), and H5( f ) be satisjed and let x(t) be a 
solution of(l.1) 08 0 < t < co. Then 
sup 1 x(t)\ = co implies lim sup x(t) = - lim $f x(t) = co. 
o<t<7J t-m 
P-5) 
The main theorem deals with boundedness for (1.1) when B(t) is not 
necessarily monotonic on all of 0 < t < cc. 
*iAd: 
g(x) E C(--00, co), g(x) ,> -A (0 < h < co, --cc < x < co), 
xg(x) 3 0 if 1 x 1 > X for some constant 0 :< X < co 
B(t) E NBV[O, co), B(t) 3 0 (0 < t < oo), B(a) > 0, 
*m : B(t) is eventually monotonic (either nonincreasing OY nondecreasing), 
/ j;td*(t)l < a 
THEOREM 6. Let H,(g), H,(B), and H3( f) be satisjied and let x(t) be a 
solution of (1.1) on 0 < t < 00, then supOCtCm 1 x(t)1 < CO. 
Theorem 3a implies that ~ups<~<~ 1 jIg(x(T)) dr 1 < co can be added to 
the conclusion of Theorem 6. (Actually this fact is also obtained in the proof 
of Theorem 6.) 
We note that the last condition of H,(g) imposes no restriction on the sign of 
g(x) for 1 x / < X. H,(g) is obviously less restrictive than H,(g). 
The dropping of the assumption of H,(B) that B(t) be nondecreasing on 
0 < t < 00 causes H,(B) to be much less restrictive (except for the moment 
assumption) than H,(B). In the absolutely continuous case B(t) = j: b(7) dr 
the eventual monotonicity assumption of H,(B) reduces to the assumption 
that on some interval [T, co) either b(t) 3 0 a.e. or b(t) < 0 a.e. If b(t) is an 
exponential polynomial in L,(O, Co), i.e., if 
b(t) = 2 pk(t) exp( -A$), pk(t) a polynomial, 0 < A, <: *** < A, ) 
k=l 
then b(t) has only a finite number of zeros on 0 < t < CC)--so that the 
preceding condition is obviously satisfied. We have already commented on the 
importance of the exponential polynomials for the control problem (1.7). 
Another important case in which the eventual monotonicity requirement of 
H,(B) is automatically satisfied occurs in certain differential-delay equations; 
see (2.11) and Corollary 6b below. 
The moment hypothesis of H,(B) is obviously satisfied by the exponential 
polynomials of the above paragraph. 
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The earlier comments concering H,(f) and its relation to Hs(f) should be 
recalled. 
The following oscillation result for unbounded solutions of (1.1) is a 
by-product of the proof of Theorem 6. 
Hi(g): g(x) E C(-co, co), q(s) > 0 if / x 1 ::., X for some constant 
o<x<cc 
THEOREM 6’. Let Hi(g), H,(B), and H3( f ) be satisfied and let x(t) be a 
solution of (1.1) on 0 < t < co. Then (2.5) is satisfied. 
We turn now to several generalizations and applications of the preceding 
results. 
Theorem 6 could have been stated as a theorem concerning the equation 
x(t) = - f g(x(t - T)) B(T) d7 + F*(t) (0 < t < co). (2.6) 
” 
THEOREM 6a. Let H,(g) and H,(B) be satisfied, let 
F*(t) E C[O, co), sup / F*(t)1 < CD, 
OS:f<ri 
(2.7) 
and let .x(t) be a solution of (2.6) on 0 < t < GO, then supoGtim 1 x(t)1 < CO. 
In the proof of Theorem 6 (as will be seen in Section 9) one first integrates (1.1) 
in order to obtain the special case of (2.6) in which 
F*(t) = x(o) + F(t) = ~(0) + j-;f(d d7. G.8) 
From then on only (2.6) appears in the proof. Only the properties (2.7) of 
F*(t) and not the (local) absolute continuity of (2.8) are invoked. These 
remarks establish Theorem 6a. Of course, in order to show that a solution of 
(2.6) is also a solution of (1.1) the absolute continuity of F*(t) is required. 
In this connection one may note part (iv) of Section 3. 
Similar remarks also apply to the other theorems, except for Theorem 5. 
Indeed, (2.6) does not appear in the proof of Theorem 5. 
The next generalization replaces g(x) of (I .l) by g(x, t). Thus one is 
concerned with the equation 
x’(t) = - f g(x(t - T), t - T) dB(T) +f(t) (0 < t < co). (2.9) 
0 
If enough uniformity in the behavior of g(x, t) with respect to t is assumed, 
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then results analogous to the preceding also hold for (2.9). For example, in 
Section 11 the proof of the following generalization of Theorem 6 is 
commented on. Note that the last condition of g&(x, t)) is automatically 
implied by the others if g does not depend on t. 
g(x, t) E c and g(x, t) > -A (0 < x < 00) on 
-m<x<m, O<t<oo, 
ZT6(g(x, t)): xg(x, t) 3 0 if / x 1 > X, 0 < t < cc for some constant 
o<x<co, sup g(zc, t) < co for each Y < a3. --co<xCI’ 
O<tCN 
THEOREM 6b. Let Ifs(g(x, t)), H,(B), and H3( f) be satisfied and let x(t) 
be a solution of (2.9) on 0 < t < co, then ~up~~~~~ / x(t)1 < cc). 
Of course, from the analog of Theorem 3(a) for (2.9), one can add 
SUP,,~~<~ 1 St g(x(T), T) dT / < co to the conclusion of Theorem 6b. 
Bounded&s and oscillation results for various differential-delay equations, 
with both finite and infinite delays, can be established using the above 
results. It is convenient to begin with the equation 
x’(t) = - jt+Lg(a(t - T)) dB(T) + f(t) (0 < t <: co), (2.10) 
0 
where L is a prescribed positive number. The initial data for (2.10) is a 
prescribed function p(t) E C[-L, 01. A solution of (2.10) is a function x(t) 
defined on -L < t < co such that x(t) E C[-L, co), x(t) = p)(t) 
(-L < t < 0), x(t) is (locally) absolutely continuous on [0, co), and x(t) 
satisfies (2.10) a.e. on 0 < t < co. The following result, which is established 
in Section 12, is a consequence of Theorem 6. The other theorems also have 
consequences for (2.10). 
COROLLARY 6a. Let H,(g), H,(B), H3( f ), and p)(t) E C[-L, 0] be satisjied 
and let x(t) be a solution of (2.10) on 0 < t < 00, then supOltcm / x(t)1 < CO. 
The equation 
x’(t) = - jLg(x(f - ~1) B(T) +f(t) (0 < t <: co), (2.11) 
0 
where L is a prescribed positive number, is of pure delay type, i.e., x’(t) 
depends only on X(T) for t -L < 7 < t. The type of initial data and the 
notion of a solution of (2.11) are the same as that already given for (2.10). 
In Section 12 the following result is shown to be an immediate consequence 
of Corollary 6a. 
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COROLLARY 6b. Let H,(g), f&(f), 
B(t) E NBV[O, L], B(t) >O(O < t ,<L), B(L) > 0, (2.12) 
andp(t) E C[-L, 0] be satisjed and let x(t) be a solution of(2.11) on 0 -< t < co, 
then supoS~,/a I x(t)1 < co. 
The equation 
x’(t) = - jmg(+ - 4) dB(T) + f(t) (0 < t < co) (2.13) 
0 
is of infinite delay type. Here the initial data is a prescribed function 
p)(t) E C(-co, 01. A solution of (2.13) is a function x(t) defined on 
-co < t < co such that x(t) E C( -00, co), x(t) = p(t) (--co < t < 0), x(t) 
is (locally) absolutely continuous on [0, co), and x(t) satisfies (2.13) a.e. on 
0 < t < co. In Section 12 the following result is shown to be a consequence 
of Theorem 6. 
COROLLARY 6c. Let H,(g), H,(B), H3(f), and 
dt) E q-4 01, sup p)(t) < UJ (2.14) 
--no<t<o 
be satisjied and let x(t) be a solution of (2.13) on 0 < t < co, then 
sup / x(t)1 < oc). 
o<t<m 
3. PROOF OF THEOREM 1 
(i) Define 
Define the sequence {x,(t)} on 0 < t < T by x,(t) = x0 + F(t) and 
%+1(t) = x0 - J ‘:gM)) B(t - 4 dT + F(t) (n = 0, I,...). 
In the usual way one shows that there exists tl , where 0 < t, < T, such that 
{x,(t)}:converges uniformly to a continuous function x(t) which satisfies 
x(t) = x0 - J’ 1 g@(T)) B(t - T) dT + F(t) 
(0 < t < tl). (3.1) 
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(ii) Suppose 0 < t, < T. Since g(x) > 4 and B(t) 3 0 (notice that this 
is the first place that these conditions are invoked), it follows from (3.1) that 
x(t) < x0 + h jt B(t - T) dr +F(t) < x0 + h 
0 ! 
%(T) d7 f PT = k, < co 
0 
(0 < t < tl). 
Since k, is an a priori constant (independent of tl), it follows from H,(g) that 
there exists an a priori constant k, such that 
I g(W)l G k2 < 02 (0 < t < h). 
The last inequality together with (3.1) yields 
1 x(t) - x0 ( < k, j%?(7) dT f P, = k, (0 < t d t1), 
0 
where k, is also independent of t, . Thus, there exists an a priori constant k, 
such that 
I x(t)1 < k, (0 G t G t1>. (3.2) 
(iii) On t, < t < T define {xn(t)} by 
i 
11 
x0(t) = x0 - g@(T)) B(t - T) dT + F(t) 
- 0 
%+1 (t> = xo(t> - j:)%dT)) B(t -. T) dT (?I = 0, I,...) 
where x(t) is the solution of (3.1) established in (i). Again the usual procedure 
shows the existence of a t, , where t, < t, < T, such that {xn(t)} converges 
uniformly to a continuous function x(t) on t ,< t ,< t, which satisfies 
X(t) = X,(t) - J“ g@(T)) B(t - T) dr 
t1 
X(t) = X0 - 
s 
t g@(T)) B(t - T) dT +F(t) (0 < t e tz). 
0 
From the argument of (ii) together with (3.2) it is not hard to show that the 
difference t, - t, is an a priori constant. In this way one obtains, in a finite 
number of steps, a continuous function x(t) such that 
x(t) = x0 - 
i 
;g(x(r)) B(t - T) dr +F(t) (0 < t < T). (3.3) 
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(iv) From (3.3) we have on 0 < t .< 7 
x(t) - x0 - F(t) = ~ j; B(~)g(x(t - T)) dr = j: B(T) d [ j:-‘&c(Q) d[] 
~ - -- j: (j:&b - ~1) dW)j & (3.4) 
where we have used elementary properties of the Riemann-Stieltjes integral, 
integration by parts, B(0) = 0, and Fubini’s theorem in an obvious way. Thus 
x(t) ~x0 = f\ -s s .I , - 0 0 &(s - ~1) dW4 +.f(s)( d  
on 0 < t < T, from which it follows immediately that x(0) = x0 , that x(t) 
is absolutely continuous on 0 < t ,( T, and that 
x’(t) = - j’ g(+ - 4) dB(T) +f(t) 
0 
(3.5) 
a.e. on 0 < t < T. This completes the proof of the existence assertion of 
Theorem 1. The uniqueness assertion follows from the Gronwall inequality 
in the usual way. 
4. PROOF OF THEOREM 2 
H,(g) implies the existence of positive constants c and X such that 
g(x) 2 cd+6 (X< x < co). (4.1) 
Consider the equation 
s 
1 
u(t) - &Lo = yc &+“(~)(t - T) dr (4.2) 
0 
where u. > 0. It is easily shown that (4.2) has a unique:solution u(t) which 
exists on 0 < t < T and satisfies u(t) > 0 and u(t) 7 CC as t f T, where 
2 + 8 10 m 
T = [w] j, (,2,8 ! 1)1/Z de < a3* (4.3) 
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This is done by first observing that (4.2) is equivalent to 
u”(t) = yCUl+yt) (u(0) = u. , u’(0) = O), 
and thus to 
u’(t) = v(t) v’(t) = yCUl+“(t) (u(0) = 210, v(0) =: 0). 
Hence 
dv ycul+~ -zzz 
du -’ V 
which on integrating and setting v = U’ leads to (4.3). 
The mapping (4.3) T = T(u,) is one to one. Its inverse, 1~s = u,(T), 
satisfies u,(T) t co as T JO. Choose T,* > 0 and sufficiently small so that 
T,* < Tl (see H,(B)) and uo(T2) * > X. For 0 < T, < T,* define u(t, T,) as 
the unique solution of 
u(t, T,) - uo(T2) = yc j; u1+*(7, T&t - T) dT. (4.4) 
Let 0 < T, < T: and let x(t) be a solution of (1.5) with x(0) > ~(0, T,) = 
u,,( T2). Suppose (2.2) does not hold. Then there exists 0 < T3 <: T2 such that 
x(t) > ~(4 T&O < t ==c TJ, xU”J = u(T, , T,). (4.5) 
Integrating (1.5) one obtains 
x(t) - x(O) = - j’ g@(T)) B(t - 7) d7 
0 
(4.6) 
by the same arguments as employed in (3.4). Combining (4.4), (4.9, and (4.6) 
one finds 
x(O) - j;g(x(~)) B(T, - T) dT = ~(0, T,) + yc j:” u~+*(T, T,)(T, - T) dT, 
which together with (4.1), (4.9, and H,(B) yields 
0 < x(O) - ~(0, TJ G yc j:’ {ul+‘(~, T,) - x”“(~)>(Ta - 7) dT < 0. 
The contradiction establishes (2.2) and completes the proof. 
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5. PROOF OF THEOREM 3 
We first note that 
B(t) E NBV[O, CD) and Jy t dV,(t) < GO implies 
(5.1) 
jm 1 B(m) - B(t)/ dt < jm t dVJj(t), 
0 0 
follows from 
foranyO< T<oo. 
On the other hand, if, for example, 
0 for t = 0 
B(t) = 
1 +$ for tE(n3,tz3+1) (n= 1,2,...) 
1 for t > 0 and t 4 [n3, n3 + l] (n = 1, 2,...) 
$(B(t+) $- B(t-)) for t > 0, 
then B(t) satisfies H,(,)(B) but 1: t dV,(t) = CO. One has 
s 
m j B(a) ~-~ B(t)1 dt = f -$ < cc 
0 fl=l 
jr0 t dV&) = i tn3 -& + (??.” + 1) $1 = so. 
0 n=1 
Proof of Theorem 3a. Let x(t) be a solution of (1.1) on 0 < t < co. Let 
F(t) = J-zf(~) d7. Integrating (1. I ) one obtains 
x(t) - x(O) = - I’ 1 j’g(w(s - T)) dB(T)[ ds +F(t) 
0 0 
=- j: 11’ g(x(s - 4) ds\ dBb) + F(t) 
7 
t 
=- 
1^ il 
t--r 
0 0 
g(x(s)) ds; dB(T) + F(t) 
i 
t 
zz- 
o&(t - T)) B(T) d-r + F(t) (5.2) 
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by the arguments of (3.4). Let 
sup / x(t)/ = k, < 03. 
OGc<:n 
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(5.3) 
Since g E C( - CO, co), one has 
Define 
sup (g(x(t))( = k? < cg. 
O<C<71 (5.4) 
J 
m 
v= I B(m) - B(t)\ dt < a, E’ = sup JF(t)\ < 30. (5.5) 
a 0szc<cc 
From (5.2) one has 
x(t) - x(0) -t B(m) j;&(T)) dT = j:p(s(t - r))(B(co) - B(7)) dT + F(t). 
(5.6) 
From (5.4), (5.5), and (5.6) it follows that 
which together with H,(,)(B) and (5.3) implies 
and completes the proof. 
Pyoof of Theorem 3(b). Let x(i) be a solution of (1.1) on 0 < t < cg 
such that 
sup ( jt g(x(7)) dT / = k, < (13. o.<c<30 0 (5.7) 
From 
x(t) - x(0) = - J ~Jt-‘g(%(s)) ds/ dB(T) + F(t) 
0 0 
of (5.2) together with (5.5), (5.7), and H,(,) one has 
sup I x(t)1 < I 4W -k k,v,(m) + p ( a, 
O<C<r, 
as asserted. 
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6. PROOF OF THEOREM 4 
Define 
and let x(t) be a solution of (1.1) such that sup,,,,, 1 x(t)1 = CO. 
Suppose (t 1 x(t) < X) is a bounded set. Then there exists a T < CO such 
that x(t) > X on [T, GO). H,(g) implies that g(x(t)) 3 0 on [T, CO). Let 
k = max,, l‘. r 1 g(x(t))j. Integrating (1.1) yields (see (5.2)) 
x(t) - x(O) = - 1”g(s(T)) B(t - T) dr - J” g(x(T)) B(t - T) dr + F(t), 
0 T 
so that 
X < x(t) < x(O) - jTg(x(,)) B(t - T) do +F(t) < x(O) + RBT + P (6.1) 
0 
for T < t < CO. Clearly (6.1) contradicts SU~,~~~<~ 1 x(t)/ -= co. Hence 
{t 1 x(t) < X} is unbounded. 
The proof that {t ( x(t) > -X) is unbounded follows from completely 
analogous reasoning with the inequality 
-x 3 x(t) 3 x(0) - jTg(x(7)) B(t- 7) d7 -IF (t) (T < t < co) 
0 
for some T < 00. 
7. PROOF OF THEOREM 5 
The proof of Theorem 5 invokes Lemma l(i) below which is concerned 
with the equivalence of the following properties of measurable functions on 
O<t<CD. 
m({t j If(t)/ > E}) < co fop each E > 0 
For each E > 0 there exists T(C) < 00 such that 
L2 C [T(E), CD) and m(Q) > m. imp& i$ If(t)1 i E, 
where m, > 0 is a prescribed constant. 
(7.1) 
(7.2) 
LEMMA 1. (i) Iff(t) satisfies (7.1), thenf(t) satisfies (7.2)for every m, > 0. 
(ii) Iff(t) satisjes (7.2)for some m, > 0, thenf(t) satisJies (7.1). 
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Proof of the Lemma. (i) Let (7.1) be satisfied and let m, > 0 be prescribed. 
Let E > 0 be given. Then m({t / 1 f(t)/ > c/Z>) < co. Hence there exists 
T(E) < co such that 
m )t If( > i[ n [T(E), a)) -c m,. f I 
This inequality obviously implies that for any measurable set Q satisfying 
Q c [W), a) and m(Q) 3 m, 
there exists t E Q such that / f(t)1 < c/2. Thus infteR If(t)1 < c/2 < E, which 
establishes (7.2). 
(ii) Let (7.2) be satisfied for some m, > 0. Suppose there exists e1 > 0 
such that m((t 1 l.f(t)l > Q}) = co. Define 
Q, = it I If (t)l > 4 n VT,), 4. (7.3) 
Then Qr C [T(Q), co) and m(Q) = co > m, . Hence, by (7.2) 
i&2, If(t)1 < 9 . However, (7.3) implies that inftEQ, /f (t)l 2 or . The 
contradiction establishes (7.1). 
Proof of the Theorem. Let f = ess SUP~/~<~ If(t)1 and let x(t) be a 
solution of (1.1) on 0 < t < co. The hypothesis readily implies 
x’(t) = - 1” &(t - 7)) D(T) + f(t) < Ml(w) -t f = k, < cc 
* 0 
(a.e. 0 < t < eo), 
where k, > 0. 
We assert that 
(7.4) 
lim2zp x(t) < co. (7.5) 
Suppose not. Define 
yn = ~(0) + k,n (?z = 0, l,...). 
From the supposition it follows that there is a sequence {sn}cXo which is 
uniquely defined by 
so = 0, 44 < 44 = Yn (0 < t < s, ; n = 1, 2,...). 
There is also a sequence {[n}~zl which is uniquely defined by 
yn-1 = +sJ < x(t) -=c &J = YTl (L1 ,( (,a -=c t -=c 4. (7.6) 
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Define 
1 = {t 1 x’(t) exists, x’(t) > 0, (7.4) is satisfied), 
where the third requirement refers to the satisfaction of the first equality of 
(7.4). From (7.4) one has 
so that 
m(& , ST&] n Z) 3 1 (n = 1, 2, . ..). (7.7) 
It follows immediately from (7.7), Hs(f), and Lemma l(i) that there exists 
a sequence {tn}~sl such that 
t, E [En , 4 n 1 and j& f(42) = 0. (7.8) 
From (7.6) and (7.8) it follows that limnim x(&J = co. Define 
T, = min t, , 2k, 
( -L X(k)) 
, . 
Then limn+;o T,, == co and 
x(2,) - x(t) = j-; X’(T) dr < k,(t, - t) ,< @(tn)(tn - T,, < t < t,), 
that is, 
Let 
x(t) > 3 x(&J (tn - T, ,< t < tn). 
if lim infg(.r) < co .y--+‘I and A, = 1 otherwise. 
Then there is an integer N such that 
g(@)) 3 : A1 > 0 (t, - T, < t < tn , n > N). U-9) 
From (7.4), (7.8), (7.9), g(x) 2 --A, and the definition of 1, one has for n 2 N 
VOLTERRX AND DELhY EQC4TIONS 389 
Since B(co) > 0 and lim,,, T,, = 00, this inequality and (7.8) imply that 
x’(tJ < 0 for all sufficiently large n. However, t,, E I implies x’(tJ 2 0 for all 
n. The contradiction establishes (7.5). 
It follows from (7.5) and H,(g) that 
(7.10) 
Define the functions h(y) and y(t) by 
h(Y) = -g(-Y)(-- <y < co), 
Then 
r(t) = -x(t)(O < t <: co). (7.11) 
liF+&f h(y) = - lim2zpg(x) > 0, (7.12) 
by %(g), and (7.10) is equivalent to SUP,~,,, / h(y(t))[ < 00. Thus 
h(y(t)) 3 --k, > --co (0 < 1 < co> (7.13) 
for some positive constant k, . Multiplying (1.1) by - 1 and invoking (7.11) 
implies 
y~(t) = ~- 1’ hcytt -- T)) do -f(+ (7.14) 
-0 
By replacingg(x) > -A by (7.13) and lim inf,,, g(x) > 0 by (7.12) in the 
argument just given that established (7.5), one now obtains 
lim s;p y(t) < 3c (7.15) 
from (7.14). Of course, (7.11) and (7.15) imply lim inftdac s(t) :, --co, which 
together with (7.5) completes the proof. 
8. PROOF OF THEOREM 5' 
Since the proof of this theorem is quite similar to that of the preceding one, 
we only indicate the necessary modifications. Let x(t) be a solution of (1.1) 
such that 
sup 1 x(t)] = a. (8-l) o<t<m 
Suppose 
lim+kf x(t) > - co. (8.2) 
390 LEVIK 
Then H;(g) easily implies 
g@(t)) > --h* > --co (0 < t -< co) (8.3) 
for some constant A* > 0. With (8.3) playing the role of the hypothesis 
g(x) > -A of H,(g), the reasoning and the formulas (7.4) through (7.9) are 
equally valid here. They yield 
lim_s;cup x(t) < 03. (8.4) 
However, (8.2) and (8.4) contradict (8.1). Thus, as asserted in (2.5), (8.2) 
does not hold. 
Suppose 
litn2up x(l) < co. (8.5) 
Then the definitions h(y) = -g( -y), y(t) = -x(t) of (7.11) together with 
the reasoning of the preceding paragraph leads to a contradiction. Thus (8.5) 
does not hold, which completes the proof. 
9. PROOF OF THEOREM 6 
Clearly H,(B) implies s,( t dVB(t) < CO, so that by (5.1) one has 
v = fz 1 B(m) - B(t)1 dt < co. 
- n 
(9.1) 
The monotonicity alternatives of H,(B) may be expressed as the following 
mutually exclusive cases: there exists 0 < TI < co such that either 
OY 
B(t) is nondecreasitzg, as t 1 co, on Tl < t < m (9.2) 
B(t) is nonincreasing, as t 7 co, on Tl < t < co andB(t) > B(m) there. (9.3) 
Since there are significant differences in the proofs for each case, they will be 
treated separately. 
Case (i). Let (9.2) be satisfied. Define 
F(t) = f$, d7, @ = ,:yz, I F(4l, B = sup B(t) < co, (9.4) 
O-,t<m 
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where B > 0 (as B(W) > 0). If Tr = 0, which is quite possible in Case (i), 
some of the steps in the following proof, while correct, are trivial. 
Let x(t) be a solution of (1.1) on 0 < t < CO. Integrating (1.1) one obtains 
(see (5.2)) 
x(t) - x(o) = - j’ g(x(t - T)) B(T) d7 + F(t). 
0 
(9.5) 
Thus for Tl < t < co we may write 
x(t) - x(O) f B(m) jt g@(T)) dT
= (j: + j:;) gi(t - T)P(~) - B(T)) dT + F(t), 
which together with H,(g), (9.1), (9.2), and (9.4) implies 
(9.6) 
-9 
Tl 
9 g(x(t - T))@?(W) - B(T)) dT - hv - P (TX < t < co). (9.7) o 
For Tl < t < 03 we observe that 
I :‘&(t - ~))@(a) - B(T)) dT 
z j; (&(t - 7)) + A)@(a) - B(T)) dT - h j; (B(a) - B(T)) dT 
(94 
2 -B 
s 
:’ (&(t - T)) + h) dT - AV 
= -jj 
s 
;&(t - T)) dT - A( T,B + v). 
Combining (9.7) and (9.8) yields 
> -s I ;-, cd+)> dT- cl (Tl < t -K co), (9.9) 1 
where cr = X(T,& + 2~) + P. 
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We assert that there exists a positive constant kr such that 
i” g(+)) d7 > m-k, > -m (0 < t < ~0). (9.10) 
‘0 
Suppose not. Then by a lemma of [2] it follows that there exists a sequence 
fti 7 co as n 7 co, with tl > 7’r , such that 
,t 
&w) < 01 i 
Gi 
g(s(.T)) dr > s A-44) d7 (0 d t -c t,), 0 0 (9.11) 
. t,, 
0, 
! g(47)) d7 1 --co (a t ~0). 0 
(Without the first condition, (9.11) is quite obvious. Also, if {t,} is such that 
only the last two conditions of (9.11) are guaranteed, then clearlyg(x(t,J) < 0. 
Moreover, as will be seen, g(x(t,)) < 0 together with the last two conditions 
of (9.11) would suffice in this proof if the sign assumption of H,(g) were 
strengthened to xg(x) > 0 for j x J > X.) From H,(g) and the first condition 
of (9.11) it follows that x(tJ < X. From (9.9) we now have 
x - x(O) i- B(m) j;&(7)) d7 2 -& [j;&(T)) dT - j;-T1g(s(T)) d’] -cl 
;s -cl , 
(9.12) 
where the second inequality is a consequence of the second condition of (9.11). 
However, (9.12) is now seen to violate the third condition of (9.11). Thus 
(9.10) is established. 
Returning to (94, again note (5.2), we have for 7’r < t < co 
= -B(T,) I‘-g@(s)) ds - j=lg(s(t - T)) B(T) do 
0 0 t i t--7 - s s i =1 0 g@(s)) ds/ dB(T) + F(t). 
The hypothesis, (9.2), and (9.10) now yield 
x(t) ~ x(0) < k,B( 7;) + h j” B(T) d7 -/- kl jll dB(r) + P 
0 
(9.13) 
< k,B(co) + h jli B(T) dr + 13 (Tl < t < co). 
0 
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Thus 
lim szp x(t) < co, 
which with H,(g) implies 
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(9.14) 
(9.15) 
Define, as in (7.1 l), 
h(Y) = -A- Y)(- 00 < y < a), y(t) = --x(t)(O < t < 00). 
Then (9.15) is equivalent to 
(9.16) 
sup I &W)l = k, < 03. 
oszt<m 
(9.17) 
Multiplying (9.6) by -1 yields 
r(t) - Y(O) + B(a) I" WY(d) A- = j" h(y(t - TNP(~) - B(4) d-r - w- 
0 0 
From (9.1), (9.4) and (9.17) it follows that 
y(t) - ~(0) + B(a) j” WY(T)) dT >, --k,v - F (0 < t < 00). 
0 
The reasoning that led from (9.9) to (9.10) now yields 
s 
t 
h(y(~)) d7 >, -k, > --co (0 < t < co) (9.18) 
0 
for some constant 0 < K, < co. 
However, (9.16) implies that (9.18) is equivalent to 
I 
t 
og(x(d T G k, (0 < t -=c a), 
which together with (9.10) yields 
oz;$'m 1 j;g(x(T)) dT1 -=C 00. (9.19) 
Hence, supoG t <m 1 x(t)/ < CO now follows immediately from (9.19) and 
Theorem 3(b). (Instead of invoking Theorem 3(b) one may observe that the 
reasoning which led from (9.10) to (9.14) also leads from (9.18) to 
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lim SUP~+~ r(t) < co. The latter is equivalent to lim inf,,, x(t) > -co, 
which together with (9.14) completes the proof.) This completes the proof of 
Case (i). 
Case (ii). Let (9.3) be satisfied. Since B(0) = 0 and B(T,) > I?(a) :> 0, 
it follows that Tl > 0. The definitions (9.1) and (9.4) are again made. 
Let a(t) be a solution of (1.1) on 0 < t < co. Formulas (9.5) and (9.6) 
are, of course, valid here also. Now however, we integrate the second integral 
on the right side of (9.6) by parts in order to obtain 
x(t) - x(O) + B(m) j’ g@(7)) dr = j”‘g(r(t - T))(B(w) - B(T)) d7 + F(t) 
0 0 
+ (B(a) - BP-J) Jo”&) ds 
- j:, ] j:-‘SW) ds 1 dB(T) (9.20) 
for Tl < t < co. Combining (9.8), which obviously holds here also, with 
(9.20) yields 
- jll 1 j:‘gW) ds/ dW (9.21) 
for Tl < t < co, where ca = A(T,B + V) + i? 
As in Case (i) we now assert the existence of a positive constant RI which 
satisfies (9.10). Suppose not. Then there again exists an increasing sequence 
(tn}, with tl > Tl , which satisfies (9.11). This again implies x(&J < X. From 
j~-~'g(x(s)) ds = j:^r(+(s)) ds - jl", g(x(s)) ds ~ j~g(x(s)) ds+ /\T, II 1 
and B(T,) > B(m) one now has 
(B(a) - W-4) jr-" gG44 ds t (B(a) - Wd Jo&) ds 
+ hT,Wa) - B(Td. (9.22) 
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From (9.3) and (9.11) one has 
> (B( T,) - B( co)) 1“ “&c(S)) ds. (9.23) 
0 
Combining (9.21), (9.22), (9.23), and x(tJ < X yields 
x - s(0) +B(m) j6^&(‘)) dT > -8 jtn &K(T)) d7 - c3 , (9.24) 
t II- Tl 
where ca = ca + hT,(B(T,) - B(co)). That (9.11) and (9.24) are not 
compatible is now shown as in Case (i) (see (9.12)). Thus (9.10) is again 
established. 
Starting with 
s(l) - x(0) = - ((I + j" ) g(s(t - T)) B(T) A- + F(t), 
0 Ti 
and using (9.3), (9.10), the hypothesis, and the preceding definitions one 
readily obtains 
X(t) - x(~) G x j%(i) dT - j:;s(r(t - 7))(~(T) - B(~)) dT 
0 
- B(c.0) It g(x(t - T)) dT f P 
Tl 
s 
Tl 
<A B(T) dT + XV + B(a) k, + i+ (T, :< t < co). 
0 
Thus (9.14) holds. In turn, (9.15) is again valid. 
Defining h( JJ) and r(t) by (9.16), one now completes the proof of Case (ii) 
exactly as in Case (i). 
10. PROOF OF THEOREM 6’ 
The proof of this result is a modified form of the proof of Theorem 6. 
Modifications of a similar type have already been given in Section 8, where 
the proof of Theorem 5 was adapted to that of Theorem 5’. We shall, 
therefore, not give any details except to remark that the proof again separates 
into the two cases, (9.2) and (9.3) of Section 9. 
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11. PROOF OF THEOREM 6b 
Except for minor differences, this proof is essentially the same as that of 
Theorem 6. We indicate a few necessary modifications here. Analogous to 
(5.2), integration of (2.9) yields 
x(t) - x(O) = - j: ) j$(s - T), s - T) d&)1 ds + F(t) 
t .t 
-1 iJ 
g(x(s -- T), s - T) ds dB(T) f F(t) 
‘0 7 I 
’ \ 
4 r 
t-r 
I 0 -0 
g@(s), s) ds/ dB(7) + F(t) 
J 
.t 
z- og(~(t - T), I --- T) B(T) dT -f-F(t). 
Formulas (9.6) (9.9), and (9.10) are replaced by 
x(t) - s(0) + B(m) [‘g(x(7), T) d7 
"0 
= cs:’ +.i:$ g(x(t - T), t -~ r)(B(m) -- B(T)) dT +- F(t) 
s 
t 
g@(T), T)dT > 4, >. --co (O<t<oo\ 
0 
respectively. The definitions (9.16) are replaced by 
h(y, t) = -g(-y, t)(-cO <y < co, 0 < t < a), 
y(t) = -x(t)(O < t < Co). 
We omit the remaining details. 
12. PROOF OF COROLLARIES 6a,6b,6c 
(a) It is evident that (2.10) may also be written as 
x’(t) = - j~s(s(t - 4) dB(T) - z(t) if(t) (0 < t < co), (12.1) 
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where 
x(t) = jy(X(t - T)) dB(T) = jyLg(& - T)) dB(T) (0 < t < 00). 
(12.2) 
Since z(l) is a prescribed function, Corollary 6a will follow from Theorem 6 
once it is shown (see Ha( f )) that 
oz$, j j$dT i < ca. (12.3) 
Because of H,(B) something much stronger than (12.3) is true. Let 
c = sup-L:cI<o / &F(T))\. Then (12.2) implies 
j z(t)1 d c(&j(t iL> - v&t)> ,< C(VB(cQ) - Vi?(t)). 
Hence, recall the first few lines of Section 5 and Section 9, 
which clearly implies (12.3). 
(b) If one defines 
B*(t) = B(t)(O < t <L), B*(t) = B(L)(L < t < co), 
then (2.11) may be written as 
x’(t) = - jf+L&(t - T)) di?*(T) +f(t) (0 < t < co). (12.4) 
0 
Since (12.4) is of the same form as (2.10) and since (2.12) obviously implies 
that B*(t) satisfies the conditions of H,(B), Corollary 6b is a consequence of 
Corollary 6a. 
(c) Equation (2.13) may be written as 
x’(t) = - it &(t - 7)) dB(T) - w(t) +f(t) (0 f t < ‘so), (12.5) 
- 0 
where w(t) is the known function 
w(t) = jk(t - 7)) dB(T) = j)?‘(t - 7)) dB(T) (0 < t < co). t 
(12.6) 
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Thus, by Theorem 6, it only remains to show that 
I I 
.t 
sup W(T) dT < co. 
oct<zc 10 
However, (12.6) implies 
where c = SU~-,,,<,~~ 1 g(p(T))l. Hence, as in (a) above, 
j-r / ZU(T)~ dT < c Cm s dI’,(s) < co. 
‘0 
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