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A Note on the Manickam-Miklo´s-Singhi
Conjecture for Vector Spaces
Ferdinand Ihringer
Abstract. Let V be an n-dimensional vector space over a finite field with q
elements. Define a real-valued weight function on the 1-dimensional subspaces of V
such that the sum of all weights is zero. Let the weight of a subspace S be the sum
of the weights of the 1-dimensional subspaces contained in S. In 1988 Manickam
and Singhi conjectured that if n ≥ 4k, then the number of k-dimensional subspaces
with nonnegative weight is at least the number of k-dimensional subspaces on a
fixed 1-dimensional subspace.
Recently, Chowdhury, Huang, Sarkis, Shahriari, and Sudakov proved the con-
jecture of Manickam and Singhi for n ≥ 3k. We modify the technique used by
Chowdhury, Sarkis, and Shahriari to prove the conjecture for n ≥ 2k if q is large.
Furthermore, if equality holds and n ≥ 2k+ 1, then the set of k-dimensional sub-
spaces with nonnegative weight is the set of all k-dimensional subspaces on a fixed
1-dimensional subspace. With the exception of small q, this result is the strongest
possible, since the conjecture is no longer true for all n and k with k < n < 2k.
Keywords: MMS conjecture; association scheme; EKR theorem
1. Introduction
In 1984 Thomas Bier introduced the distribution invariant of an association
scheme to study certain topological questions related to so-called net graphs [4].
This concept was generalized by Bier and Delsarte [5], where they noticed close con-
nections between the distribution invariant and other difficult combinatorial prob-
lems such as the MDS conjecture, Erdo˝s-Ko-Rado theorems, and various covering
problems. In 1987 Bier and Manickam investigated the so-called first distribution in-
variant of the Johnson scheme [6]. In 1988 Manickam, Miklo´s, and Singhi [16, 17]
investigated the first distribution invariant of the Johnson scheme further. The
problem can be paraphrased as follows. Let X be a finite set with n elements. Let
f : X → R be a weight function with
∑
x∈X f(x) = 0. What is the minimum num-
ber of k-element subsets S such that
∑
x∈S f(x) is nonnegative? They conjectured
the following.
Conjecture 1.1 ([17, Conjecture 1.4]). Let n ≥ 4k. The number of k-element
subsets S such that
∑
x∈S f(x) is nonnegative is at least
(
n−1
k−1
)
.
The Erdo˝s-Ko-Rado theorem for sets states that for n ≥ 2k the maximum num-
ber of k-element subsets with pairwise non-trivial intersections is at most
(
n−1
k−1
)
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[11, 20], so there seems to be a connection between these two problems. We
shall mention some important works on this conjecture such as a result by Alon,
Huang, and Sudakov [1] who obtained the first polynomial bound on n with n ≥
min{33k2, 2k3}, a result by Pokrovskiy [18] who seems to have obtained the first
linear bound on k with n > 1046k, and a result by Chowdhury, Sarkis, and Shahriari
[8] who did prove the conjecture for n ≥ 8k2 and also obtained a result on the analog
problem on vector spaces.
Manickam and Singhi also considered this analog problem for vector spaces
[17]. In this case the problem can be paraphrased as follows. Let V be a finite
n-dimensional vector space. Let P be the set of 1-dimensional subspaces. Let
f : P → R be a weight function with
∑
P∈P f(P ) = 0. What is the minimum
number of k-dimensional subspaces S such that
∑
P∈S f(P ) is nonnegative? They
conjectured the following.
Conjecture 1.2 ([17, Conjecture 1.4]). Let n ≥ 4k. The number of k-dimen-
sional subspaces S such that
∑
P∈P f(P ) is nonnegative is at least the number of
k-dimensional subspaces on a fixed 1-dimensional subspace.
Manickam and Singhi were able to prove their conjecture if k divides n (which
includes n = k, 2k, 3k) [17]. Recently, Chowdhury, Huang, Sarkis, Shahriari, and
Sudakov showed that Conjecture 1.2 holds for n ≥ 3k [15, 8]. Hence, technically
Conjecture 1.2 is proven, but all known counterexamples satisfy k < n < 2k, so
it seems reasonable to conjecture that only n ≥ 2k is necessary. We shall extend
the technique used by Chowdhury, Sarkis, and Shahriari to show the conjecture for
n ≥ 2k and (very) large q.
Theorem 1.3. Let V be an n-dimensional vector space over a finite field Fq.
Let P the set of 1-dimensional subspaces of V . Let f : P → R be a weighting of
the 1-dimensional subspaces such that
∑
P∈P f(P ) = 0. Let x be an integer with
2 ≤ x ≤ k. If one of the following conditions is satisfied, then there are at least[
n−1
k−1
]
k-dimensional subspaces with nonnegative weights.
(a) (x− 1)n ≥ (2x− 1)k − x+ 2, n ≥ 2k + 2, and q ≥ (x− 1)! · 2x+2,
(b) (x− 1)n ≥ (2x− 1)k − x+ 1, n ≥ 2k + 1, and q ≥ (x− 1)! · 22x+1,
(c) n ≥ 3k, and q ≥ 2 or n = k, and q ≥ 2.
If equality holds and n ≥ 2k+1, then the set of nonnegative k-dimensional subspaces
is the set of all k-dimensional subspaces on a fixed 1-dimensional subspace.
This implies the following for x = k.
Corollary 1.4. Let V be an n-dimensional vector space over a finite field Fq.
Let P the set of 1-dimensional subspaces of V . Let f : P → R be a weighting of the
1-dimensional subspaces such that
∑
P∈P f(P ) = 0. Let k ≥ 2. There exists a q0 ≥ 2
such that the following holds. If n ≥ 2k, and q ≥ q0, then there are at least
[
n−1
k−1
]
k-dimensional subspaces with nonnegative weight. If equality holds and n ≥ 2k + 1,
then the set of nonnegative k-dimensional subspaces is the set of all k-dimensional
subspaces on a fixed 1-dimensional subspace.
Conjecture 1.2 has the same connection to Erdo˝s-Ko-Rado Theorems as Conjec-
ture 1.1, since for n ≥ 2k the largest set of k-dimensional subspaces which pairwise
intersect non-trivially is at most the number of k-dimensional subspaces on a fixed
1-dimensional subspace [14, 12].
A NOTE ON THE MANICKAM-MIKLO´S-SINGHI CONJECTURE FOR VECTOR SPACES 3
x 2 3 4 5 6
n ≥ 3k 5k/2 7k/3 9k/4 11k/5
q ≥ 16 64 384 3072 30720
Table 1. The lower bounds for q in Theorem 1.3 for small x if n ≥ 2k + 2.
Notice that the case x = 2 is basically [8] where a more careful counting achieved
q ≥ 2.
x 2 3 4 5 6
k ≤ 2 4 6 8 10
q ≥ 32 256 3072 49152 983040
Table 2. The lower bounds for q in Theorem 1.3 for small k if n = 2k + 1.
Note that there is an unpublished result by Chowdhury, Sarkis, and Shahriari that
shows the result for (n, k, q) = (5, 2, q), q > 2. Based on their unpublished notes
the author proved the conjecture for (n, k, q) = (5, 2, q).
We shall extend the technique used by Chowdhury et al. Some parts of the proof
are identical. We shall refer to their results to avoid unnecessary repetitions when-
ever this is the case. The purpose of the main theorem is to show that Conjecture
1.2 holds for n ≥ 2k if q is large. Often we will ignore minor improvements on
the condition on q if this would decrease the readability of the formulas. With the
used techniques the lower bound on q can not be much better than (x− 1)!, so the
condition on q in Theorem 1.3 is reasonably good.
It might be advisable to read Chowdhury et al. [8] before reading this publica-
tion, since the structure of the proof in [8], which shows the result for n ≥ 3k, is
roughly the same, but less technical. If one reads this paper with fixed x = 2, then
it is basically identical to [8].
2. Some Properties of the Gaussian Coefficient
This section introduces the Gaussian coefficient and some of its properties which
are needed throughout the following sections. For integers n, k the Gaussian coeffi-
cient is defined as [
n
k
]
q
:=
{∏k
i=1
qn−i+1−1
qi−1
if 0 ≤ k ≤ n
0 otherwise.
Throughout this paper q is fixed, so we will write
[
n
k
]
instead of
[
n
k
]
q
. An easy
calculation shows for n ≥ k ≥ 0, respectively, n > k > 0[
n
k
]
=
[
n
n− k
]
,(2.1) [
n
k
]
=
[
n− 1
k
]
qk +
[
n− 1
k − 1
]
=
[
n− 1
k
]
+
[
n− 1
k − 1
]
qn−k.(2.2)
A standard double counting argument shows that the number k-dimensional sub-
spaces of an n-dimensional vector space over a finite field Fq is
[
n
k
]
. We will write
[n] for
[
n
1
]
, the number of 1-dimensional subspaces of V . If P is a 1-dimensional
subspaces, then the factor space V/P contains
[
n−1
k−1
]
(k− 1)-dimensional subspaces.
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Hence, exactly
[
n−1
k−1
]
k-dimensional subspaces of V contain a fixed 1-dimensional
subspace.
Lemma 2.1. Let q ≥ 3, and n ≥ k ≥ 0. Then[
n
k
]
≤ 2qk(n−k).
Proof. By definition,[
n
k
]
=
k∏
i=1
qn−k+i − 1
qi − 1
≤
k∏
i=1
qn−k+i
qi − 1
= qk(n−k)
k∏
i=1
qi
qi − 1
.
Hence,
log
(
∞∏
i=1
qi
qi − 1
)
=
∞∑
i=1
log
(
1 +
1
qi − 1
)
≤
∞∑
i=1
1
qi − 1
≤
1
2
+
9
8
∞∑
i=2
1
qi
=
11
16
.
This shows the assertion, since exp(11
16
) < 2. 
Lemma 2.2. For 0 ≤ k ≤ a ≤ n− k we find
qa(k−1)
[
n− a− 1
k − 1
]
≥
(
1−
2
qn−k−a+1
)[
n− 1
k − 1
]
.
Proof. We may assume k ≥ 1, since in the case k = 0 both sides of the equation
are zero. As in [8, Lemma 3.3] we have
qa(k−1)
[
n− a− 1
k − 1
]
≥
[
n− 1
k − 1
]
− [a]
[
n− 2
k − 2
]
.(2.3)
Furthermore, the following inequality can be easily verified under the hypothesis
and k ≥ 1.
[a]
[
n−2
k−2
]
[
n−1
k−1
] = (qa − 1)(qk−1 − 1)
(qn−1 − 1)(q − 1)
=
2
qn−a−k+1
−
qk+a+1 − 2qk+a + qk+1 + qa+2 − q2 − 2q−n+k+a+2 + 2q−n+k+a+1
q(q − 1)(qn − q)
≤
2
qn−a−k+1
.
(2.4)
The equations (2.3) and (2.4) yield the assertion. 
3. A Bound on Pairwise Intersecting Subspaces
One crucial ingredient of the result by Chowdhury et al. is [8, Lemma 3.6] which
roughly says the following.
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Lemma 3.1 ([8, Lemma 3.6]). Let n ≥ 2k. Let A and C be two k-dimensional
subspaces of V . If A ∩ C is a 1-dimensional subspaces, then the number of k-
dimensional subspaces of V which non-trivially intersect both A and C but do not
contain A ∩ C is at most
1
qn−3k
[
n− 1
k − 1
]
.
It is possible to generalize this statement and we shall do so in this section with
Lemma 3.4. The following lemma is the main improvement of this work over [8]
while all the other results are merely technically necessary reformulations of the
methods given by Chowdhury et al.
Definition 3.2. Let Y be a set of subspaces of an n-dimensional vector space V .
We say that a subspace M intersects Y badly if all A ∈ Y satisfy dim(A ∩M) = 1
and all A,B ∈ Y with A 6= B satisfy dim(A ∩ B ∩M) = 0.
Definition 3.3. We shall call Y a bad configuration if it is a set of k-dimensional
subspaces of an n-dimensional vector space V such that all C ∈ Y intersect Y \ {C}
badly.
Lemma 3.4. Let 1 < x ≤ k. Let q ≥ 3. Let n ≥ 2k + δ ≥ 2k + 1. Suppose
(x−1)n ≥ (2x−1)k−x+δ. Let q ≥ 3. Let Y be a bad configuration of k-dimensional
subspaces of a vector space V with x = |Y |. Then the number of k-dimensional
subspaces of V which meet Y badly is at most
x2 · 2x · q−δ
[
n− 1
k − 1
]
.
Proof. Let Y = {A1, . . . , Ax} be a bad configuration. Let B˜ be a k-dimen-
sional subspace of V which meets Y badly. Define S as 〈B˜ ∩ Ai : 1 ≤ i ≤ x〉.
By the definition of B˜, the subspace S meets Y badly. The subspace S has at
most dimension x, since it is spanned by x vectors, and S has at least dimension 2,
since it intersects Y badly (i.e. the subspaces S ∩ Ai are pairwise disjoint). Let m,
2 ≤ m ≤ x, be the dimension of S. We shall provide upper bounds for the number
of choices for S for given m in Part 1. Then, in Part 2, we will bound the number
of choices to extend a given S to a k-dimensional subspace of V .
Part 1: The number of choices for a badly intersecting m-dimensional subspace.
Case x = m ≥ 2. We have at most [k]x choices for the 1-dimensional intersections
of S with A1, . . . , Ax, since any Ai contains [k] 1-dimensional subspaces.
Case x > m ≥ 2. Let M := {S ∩ Ai}. By assumption, S has dimension m,
so there exists a set B ⊆ M with m elements such that 〈B〉 = S. Hence, we can
choose S in m steps by choosing B. Let Bi be the subset of B after i steps. Define
Mi as {〈Bi〉 ∩ Aj : 〈Bi〉 ∩ Aj non-trivial}. We fix the ordering in which we add
elements to B, i.e. we start by choosing a 1-dimensional subspace of A1 for B1 and
we expand Bi to Bi+1 by choosing a 1-dimensional subspace in Aj where j is the
smallest possible index such that 〈Bi〉 and Aj meet non-trivially.
Since m < x, we have |Mi| ≥ |Mi−1| + 2 for one i. Let i0 be the first i where
this occurs. Let Aj , Ai0 be two of the elements of Y which meet 〈Bi0−1〉 trivially,
but 〈Bi0〉 non-trivially. Notice that i0 ∈ {2, . . . , m} and j ∈ {i0 + 1, . . . , m}. In
the following we are going to double count the tuples (i0, j, B1, . . . , Bm = B, S) in
accordance with the given defintions.
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For given {B1, . . . , Bi−1}, i 6= i0, we have at most [k] choices for Bi, since any Ai
contains [k] 1-dimensional subspaces. Hence, we have at most [k]m−1 choices for all
{Bi : 1 ≤ i ≤ m, i 6= i0}.
We have at most m − 1 ≤ x − 2 choices for i0. We have at most x − i0 − 1
choices for j for given i0 as by construction all elements of A1, . . . , Ai0−1 meet 〈Bi0〉
non-trivially. Therefore, we have at most
(
x−1
2
)
choices for the pair (i0, j). By our
choice of i0, Ai0 ∩ 〈Bi0〉 is a subspace of 〈Bi0 , Aj〉. By k = dim(Aj) = dim(Ai0), we
have
dim(〈Bi0 , Aj〉 ∩ Ai0)
≤ dim(〈Bi0, Aj〉) + dim(Ai0)− dim(〈Aj, Ai0〉)
≤ (dim(〈Bi0〉) + dim(Aj)− 1) + dim(Aj)− (2 dim(Aj)− 1)
= dim(〈Bi0〉) ≤ m.
Therefore, we have at most [m] choices to extend Bi0−1 to Bi0 by choosing a 1-
dimensional subspace in Ai0 . For given B, S is uniquely determined by S = 〈B〉.
Hence, we have
(
x−1
2
)
[k]m−1[m] choices for S for given (i, j0, B1, . . . , Bm).
On the other hand, for S given, B, Bi and therefore i0 and j are uniquely
determined by their definitions.
Part 2: The number of choices for a k-dimensional subspace on a given m-
dimensional subspace. For given S have we have
[
n−m
k−m
]
choices for a k-dimensional
subspace through S. So if m = x, then we have at most
[k]x
[
n− x
k − x
]
≤ 2x+1qx(k−1)+(n−k)(k−x)(3.1)
choices for B by Corollary 2.1. If m < x, then we have at most
[k]m−1
(
x− 1
2
)
[m]
[
n−m
k −m
]
≤
(
x− 1
2
)
· 2m+1q(m−1)k+(n−k)(k−m)(3.2)
choices for B by Corollary 2.1.
By (3.2) and n ≥ 2k + 1 we find that the choices for B for which the dimension
of S is less than x is at most
x−1∑
m=2
(
x− 1
2
)
· 2m+1q(m−1)k+(n−k)(k−m)
≤
(
x− 1
2
)(x−1∑
m=2
2m+1
)
max
m=2,...,x−1
q(m−1)k+(n−k)(k−m)
≤
(
x− 1
2
)
· 2x+1 max
m=2,...,x−1
q(m−1)k+(n−k)(k−m)
=
(
x− 1
2
)
· 2x+1qk+(n−k)(k−2)
= (x− 1)(x− 2) · 2xqk+(n−k)(k−2)
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Hence an upper bound for this number and (3.1) is, by (x−1)n ≥ (2x−1)k−x+ δ,
n ≥ 2k + δ, and (x− 1)(x− 2) + x ≤ x2 for x ≥ 2,
x2 · 2xqmax(k+(n−k)(k−2),x(k−1)+(n−k)(k−x))
≤ x2 · 2xq−δ+(n−k)(k−1).(3.3)
Applying the inequality
[
n−1
k−1
]
> q(k−1)(n−k) to (3.3) shows the assertion. 
4. An Eigenvalue Technique
In this section we shall restate the arguments used in Section 3 of [8]. We
shall include proofs for the results if these results extend results of [8] in some way.
Otherwise we will just refer to [8]. Before we do this we want to give some context
to the used eigenvalue technique.
Let V be a vector space over Fq. Let f : P → R a weighting of P with∑
P∈P f(P ) = 0. We suppose f 6≡ 0 throughout this section, since the case f ≡ 0 is
trivial. We say that two subspaces R and S are incident if S ⊆ R or R ⊆ S. Define
the incidence matrix Wij as the matrix whose rows are indexed by the i-dimensional
subspaces of V , whose columns are indexed by the j-dimensional subspaces of V , by
(Wij)RS =
{
1 if S is incident with R,
0 otherwise.
Define the adjacency matrix Ai as the matrix whose rows and columns are indexed
by the k-dimensional subspaces of V by
(Ai)RS =
{
1 if dim(S ∩ R) = k − i,
0 otherwise.
We write bS for the weight of a k-dimensional subspace of V (i.e. bS =
∑
P∈S f(P )).
By the definition of the weight of S, clearly b =Wk1f holds if we consider f = (f(P ))
as a vector indexed by the 1-dimensional subspaces P of V and b = (bS) as a vector
indexed by the k-dimensional subspaces S of V . It was shown by Frankl and Wilson
[12] that the set of all sets of k-dimensional subspaces on a fixed 1-dimensional
subspace spans the orthogonal sum of two eigenspaces of Ai of the form 〈j〉 ⊥ V˜ ,
where j is the all-one vector. This implies that b =Wk1f is an eigenvector of Ai and
lies in the eigenspace V˜ . The corresponding eigenvalues can be found the literature
[9, 10]. We shall use the PhD thesis of Fre´de´ric Vanhove [19] as reference. In view
of [19, Theorem 3.2.4, Remark 3.2.5], b is an eigenvector of the eigenspace V k1 (i.e.
V˜ = V k1 in the notation of [19]) which leads to the following result.
Lemma 4.1. Let Ai be the distance-i adjacency matrix of the k-dimensional sub-
spaces of V . Let b be the weight vector of the k-dimensional subspaces of V . Then
b is an eigenvector of Ai with eigenvalue[
n− k − 1
i
][
k − 1
i
]
q(i+1)i −
[
n− k − 1
i− 1
][
k − 1
i− 1
]
qi(i−1).
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Proof. By [19, Remark 3.2.5], (2.1), and (2.2),
Aib =
[
n− k
n− k − i
][
k − 1
i
]
qi
2
−
[
n− k − 1
n− k − i
][
k
i
]
qi(i−1)
=
[
n− k
i
][
k − 1
i
]
qi
2
−
[
n− k − 1
i− 1
][
k
i
]
qi(i−1)
=
[
n− k − 1
i
][
k − 1
i
]
q(i+1)i +
[
n− k − 1
i− 1
][
k − 1
i
]
qi
2
−
[
n− k − 1
i− 1
][
k
i
]
qi(i−1)
=
[
n− k − 1
i
][
k − 1
i
]
q(i+1)i −
[
n− k − 1
i− 1
][
k − 1
i− 1
]
qi(i−1).

For a given k-dimensional subspaces C we have∑
dim(S∩C)=k−i
bS = (Aib)C
=
([
n− k − 1
i
][
k − 1
i
]
q(i+1)i −
[
n− k − 1
i− 1
][
k − 1
i− 1
]
qi(i−1)
)
bC ,
which makes these eigenvalues very useful. In particular, for Ak−1 we get the fol-
lowing result. Notice that this number was directly calculated by Chowdhury et al.
in [8, Equation (3.15)] and that we adopted their presentation of the formula.
Lemma 4.2. Let n ≥ 2k. Let C be a k-dimensional subspace of V . Then we
have ∑
dim(S∩C)=1
bS =
(
qk(k−1)
[
n− k − 1
k − 1
]
− q(k−1)(k−2)[k − 1]
[
n− k − 1
k − 2
])
bC .
Let A be one of the k-dimensional subspaces with bA = max bS (i.e. a k-
dimensional subspace with the highest weight). The idea of this section is to reach
a situation where we can apply Lemma 3.4 on a large bad configuration. We shall
do this in several steps. In Lemma 4.4 we show that we are able to find a lot of
nonnegative k-dimensional subspaces which intersect A in a 1-dimensional subspace
and have a weight of nearly bA for large q. Lemma 4.5 then shows that many of these
nonnegative k-dimensional subspaces pairwise intersect in exactly a 1-dimensional
subspace, which leads to a situation where we can apply Lemma 3.4.
Lemma 4.3. Let n ≥ 2k + 1. Let A denote a highest weight k-dimensional
subspace of V . Let C be a nonnegative k-dimensional subspace of V . Then at least(
1−
3
qn−2k+1
)[
n− 1
k − 1
]
bC
bA
nonnegative k-dimensional subspaces intersect C in exactly a 1-dimensional sub-
space.
Proof. By Lemma 4.2,
∑
dim(S∩C)=1 bS =(
qk(k−1)
[
n− k − 1
k − 1
]
− q(k−1)(k−2)[k − 1]
[
n− k − 1
k − 2
])
bC .
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Each bS is less than or equal to bA which yields at least(
qk(k−1)
[
n− k − 1
k − 1
]
− q(k−1)(k−2)[k − 1]
[
n− k − 1
k − 2
])
bC
bA
nonnegative k-dimensional subspaces that intersect C in exactly a 1-dimensional
subspace. As n ≥ 2k + 1, we have
q(k−1)(k−2)[k − 1]
[
n−k−1
k−2
]
[
n−1
k−1
](4.1)
= q(k−1)(k−2)[k − 1]
qk−1 − 1
qn−k+1 − 1
k−2∏
i=1
qn−k−i − 1
qn−i − 1
< q(k−1)
2
q−n+2k−2q−(k−2)k
≤
1
qn−2k+1
.
Then Lemma 2.2 (with a = k) shows the assertion. 
Lemma 4.4. Let n ≥ 2k+1. Let c be a real number with 3 ≤ c ≤ q. Let A denote
a highest weight k-dimensional subspace of V . Let Ci denote the i-th highest weight
k-dimensional subspace of V such that dim(A ∩ Ci) = 1. Suppose i ≤
c−3
q
[
n−1
k−1
]
+ 1,
and suppose that there are at most
[
n−1
k−1
]
nonnegative k-dimensional subspaces of V ,
then bCi , the weight of Ci, satisfies
bCi >
(
1−
c
q
)
bA
Proof. By Lemma 4.2 and bCi ≤ bA, we have∑
j≥i
bCj =
∑
bCj −
∑
j<i
bCj ≥ bA·
(
qk(k−1)
[
n− k − 1
k − 1
]
− q(k−1)(k−2)[k − 1]
[
n− k − 1
k − 2
]
− i+ 1
)
.
We suppose that we have at most
[
n−1
k−1
]
nonnegative k-dimensional subspaces. Hence,
we find
bCi ≥
qk(k−1)
[
n−k−1
k−1
]
− q(k−1)(k−2)[k − 1]
[
n−k−1
k−2
]
− i+ 1[
n−1
k−1
] .(4.2)
By hypothesis i ≤ c−3
q
[
n−1
k−1
]
+1 ≤
(
c
q
− 3
qn−2k+1
) [
n−1
k−1
]
+1, n ≥ 2k+1, and (4.1), we
have
q(k−1)(k−2)[k − 1]
[
n− k − 1
k − 2
]
+ i− 1
≤
(
c
q
−
2
qn−2k+1
)[
n− 1
k − 1
]
.(4.3)
By Lemma 2.2,
qk(k−1)
[
n− k − 1
k − 1
]
≥
(
1−
2
qn−2k+1
)[
n− 1
k − 1
]
.
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Hence, (4.3) and (4.2) yield assertion. 
Lemma 4.5. Let n ≥ 2k+δ ≥ 2k+1. Let c be a real number with 3 ≤ c ≤ q. Let
q ≥ 3. Let A denote a highest weight k-dimensional subspace of V . Let Ci denote
the i-th highest weight k-dimensional subspace of V such that dim(A ∩ Ci) = 1.
Let I be a subset of {1, . . . , ⌊ c−3
q
[
n−1
k−1
]
+ 1⌋} with |I| ≤ k − 1. Set x = |I| + 1.
Set M := {A} ∪ {Ci : i ∈ I}. Suppose that there are at most
[
n−1
k−1
]
nonnegative
k-dimensional subspaces. Then we have the following.
(a) At least (
1−
(x− 1)c
q
−
3x
qn−2k+1
)[
n− 1
k − 1
]
nonnegative k-dimensional subspaces intersect each element of M in exactly a
1-dimensional subspace.
(b) Suppose that M is a bad configuration. Suppose x > 1 with (x − 1)n ≥ (2x −
1)k − x + δ. Then there exist S,R ∈ M such that the 1-dimensional subspace
S ∩R lies in at least(
1−
(x− 1)c
q
−
3x
qn−2k+1
− x2 · 2xq−δ
) [n−1
k−1
]
(
x
2
)
nonnegative k-dimensional subspaces.
Proof. We write M = {M1, . . . ,Mx} with M1 = A.
First we shall show by induction on x ≥ 1 that at least(
1−
(x− 1)c
q
−
3x
qn−2k+1
)[
n− 1
k − 1
]
(4.4)
nonnegative k-subspaces intersect all elements of {M1, . . . ,Mx} in exactly a 1-
dimensional subspace.
For A we find by applying Lemma 4.3 that A meets at least(
1−
3
qn−2k+1
)[
n− 1
k − 1
]
(4.5)
nonnegative k-dimensional subspaces in a 1-dimensional subspace. This shows (4.4)
for x = 1.
Now suppose x > 1. By hypothesis, there are at most
[
n−1
k−1
]
nonnegative k-
dimensional subspaces. So by Lemma 4.3, Lemma 4.4, (4.4), and the sieve principle,
we find that at least (
1−
(x− 1)c
q
−
3x
qn−2k+1
)[
n− 1
k − 1
]
+
(
1−
c
q
−
3
qn−2k+1
)[
n− 1
k − 1
]
−
[
n− 1
k − 1
]
(4.6)
≥
(
1−
xc
q
−
3(x+ 1)
qn−2k+1
)[
n− 1
k − 1
]
nonnegative k-dimensional subspaces intersect all elements of the set {M1, . . . ,Mx}
in exactly a 1-dimensional subspace. This shows (a).
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By Lemma 3.4 and (4.4), we have that at least(
1−
(x− 1)c
q
−
3x
qn−2k+1
− x2 · 2xq−δ
)[
n− 1
k − 1
]
(4.7)
nonnegative k-dimensional subspaces intersect all elements of M in exactly a 1-
dimensional subspace and contain a 1-dimensional subspace of the form Mi ∩Mj ,
i 6= j. As we have at most
(
x
2
)
such 1-dimensional subspaces Mi ∩Mj , this shows
(b). 
Lemma 4.6. Let n ≥ 2k+1. Let x be a number with 2 ≤ x ≤ k. Let q > (x−1)! ·
2x+2. Let A denote a highest weight k-dimensional subspace of V . Let Ci denote the
i-th highest weight k-dimensional subspace of V such that dim(A∩Ci) = 1. Suppose
that there are at most
[
n−1
k−1
]
nonnegative k-dimensional subspaces of V . Suppose
that no 1-dimensional subspace is contained in more than 3
q
[
n−1
k−1
]
nonnegative k-
dimensional subspaces. Then M˜x := {A} ∪ {Ci : i ≤
(x−2)!·2x+1−3
q
[
n−1
k−1
]
+ 1} contains
a bad configuration M with x elements and A ∈M .
Proof. We shall prove our claim by induction on x. If x = 1, then {A} is a
bad x-configuration. If x = 2, then {A,C1} is a bad x-configuration.
Only the case x > 2 remains. Suppose that M˜x contains a bad x-configuration
M = {M1, . . . ,Mx} with A ∈M and x ≥ 2. By Lemma 4.5 (a), at least
α :=
(
1−
(x− 1)! · 2x+1
q
−
3x
qn−2k+1
)[
n− 1
k − 1
]
nonnegative k-dimensional subspaces intersect all elements of M in exactly a 1-
dimensional subspace. By hypothesis, at most
3
q
(
x
2
)[
n− 1
k − 1
]
nonnegative k-dimensional subspaces of V contain one of the
(
x
2
)
1-dimensional
subspaces Mi ∩Mj , i 6= j. So the number of nonnegative k-dimensional subspaces
which meet M badly is, by definition, by q ≥ (x− 1)! · 2x+2, and by n− 2k+1 ≥ 2,
at least
α−
3
q
(
x
2
)[
n− 1
k − 1
]
=
(
1−
(x− 1)! · 2x+1 + 3
(
x
2
)
q
−
3x
qn−2k+1
)[
n− 1
k − 1
]
≥
(
1−
(x− 1)! · 2x+1 + 3
(
x
2
)
+ 3x/q
q
)[
n− 1
k − 1
]
≥
(
1−
(x− 1)! · 2x+1 + 3
(
x
2
)
+ 1
q
)[
n− 1
k − 1
]
=: β.
12 FERDINAND IHRINGER
There are at most
[
n−1
k−1
]
nonnegative k-dimensional subspaces and, by Lemma 4.4
and q > (x− 1)! · 2x+2, all elements of M˜x+1 have nonnegative weight, so at least
β + |M˜x+1| −
[
n− 1
k − 1
]
≥
(
(x− 1)! · 2x+2 − 3− (x− 1)! · 2x+2 − 3
(
x
2
)
− 1
q
)[
n− 1
k − 1
]
=
(
(x− 1)! · 2x+1 − 4− 3
(
x
2
)
q
)[
n− 1
k − 1
]
nonnegative k-dimensional subspaces meetM badly and are in M˜x+1. For x ≥ 2 this
number is positive, so we will find a bad configuration of nonnegative k-dimensional
subspaces in M˜x+1. 
5. Chowdhury, Sarkis, and Shahriari’s Averaging Bound
In [8, Lemma 4.5] Chowdhury, Sarkis, and Shahriari apply a result by Beu-
telspacher [3] on partial spreads of projective spaces. They do not fully state what
their proof shows which is why we have to restate their result here in a bit more
detail. See [8] for the complete argument.
Lemma 5.1. If n = 2k + δ with 0 ≤ δ < k, and T is a negative weight k-
dimensional subspace, then there are at least(
1−
2
q
)[
n− 1
k − 1
]
nonnegative k-dimensional subspaces that have trivial intersection with T .
Proof. The proof is as in [8, Lemma 4.5] with the exception of [8, Equation
(4.51)]. By Lemma 2.2, we have for n = 2k + δ
|F| ≥ q(k+δ)(k−1)
[
n− k − δ − 1
k − 1
]
= q(k+δ)(k−1) ≥
(
1−
2
q
)[
n− 1
k − 1
]
.
which yields the assertion. 
6. Proof of Theorem 1.3
Proof of Theorem 1.3. We may assume that there are at most
[
n−1
k−1
]
non-
negative k-dimensional subspaces. We will also assume 2k < n < 3k, since the
remaining cases are covered in [8, Theorem 1.3] and [17]. Also notice that the
theorem reuqires x ≥ 2.
If there exists a 1-dimensional subspace P which is contained in
[
n−1
k−1
]
nonnegative
k-dimensional subspaces, then we are done. Therefore, we can suppose that all 1-
dimensional subspaces are contained in at least one k-dimensional subspace with
negative weight.
Suppose there exists a 1-dimensional subspace P which is contained in more than
2
q
[
n−1
k−1
]
nonnegative k-dimensional subspaces. There exists a negative k-dimensional
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subspace T on P , so there are at least(
1−
2
q
)[
n− 1
k − 1
]
nonnegative k-dimensional subspaces not on P by Lemma 5.1. Then there are
more than
[
n−1
k−1
]
+ 1 nonnegative k-dimensional subspaces which contradicts our
assumption.
Therefore no 1-dimensional subspace is contained in more than 2
q
[
n−1
k−1
]
nonneg-
ative k-dimensional subspaces. Let A denote a heighest weight k-dimensional sub-
space of V . Let Ci denote the i-th highest weight k-dimensional subspace of V
such that dim(A ∩ Ci) = 1. By Lemma 4.6, there exists a bad configuration in
{A}∪{Ci : i ≤
(x−2)!·2x+2−3
q
[
n−1
k−1
]
+1} with x elements. Hence, we can apply Lemma
4.5 (b) with
c = (x− 2)! · 2x+1
which shows that we find a 1-dimensional subspace that is a subspace of at least(
1−
(x− 1)! · 2x+1
q
−
3x
qn−2k+1
− x2 · 2x · q−δ
) [n−1
k−1
]
(
x
2
)(6.1)
nonnegative k-dimensional subspaces where δ = 2 in Case (a), and δ = 1 in Case
(b).
If δ = 2, then the assumptions q ≥ (x− 1)! · 2x+2, (x− 1)n ≥ (2x− 1)k − x+ 2
(particularly, x > 1), and n ≥ 2k + 2 imply
(x− 1)! · 2x+1
q
≤
1
2
,
3x
qn−2k+1
≤
3x
q3
≤
3x
23(x+2)
≤
3
256
,
x2 · 2x · q−δ ≤
x2 · 2x
(2x+2)2
≤
x2
2x+4
≤
1
8
,
q(
x
2
) ≥ (x− 1)! · 2x+3
x(x− 1)
≥ 16,
so (6.1) is at least(
1−
1
2
−
3
256
−
1
8
) [n−1
k−1
]
(
x
2
) = 93
256
(
x
2
)[n− 1
k − 1
]
≥
93
16q
[
n− 1
k − 1
]
>
2
q
[
n− 1
k − 1
]
.
This contradicts our assumption that no 1-dimensional subspace P is contained
in more than 2
q
[
n−1
k−1
]
nonnegative k-dimensional subspaces. Hence, Part (a) of the
theorem follows.
If δ = 1, then the assumptions q ≥ (x− 1)! · 22x+1, (x− 1)n ≥ (2x− 1)k− x+1,
and n ≥ 2k + 1 imply Part (b) of the theorem with similar calculations. Here we
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have
(x− 1)! · 2x+1
q
≤
1
4
,
3x
qn−2k+1
≤
3x
q3
≤
3x
23(2x+1)
≤
3
1024
,
x2 · 2x · q−δ ≤
x2 · 2x
22x+1
≤
x2
2x+1
≤
9
16
,
q(
x
2
) ≥ (x− 1)! · 22x+2
x(x− 1)
≥ 32.
Then (6.1) is at least(
1−
1
4
−
3
1024
−
9
16
) [n−1
k−1
]
(
x
2
) = 189
1024
(
x
2
)[n− 1
k − 1
]
≥
189
32
[
n− 1
k − 1
]
>
2
q
[
n− 1
k − 1
]
.

7. Duality
For the sake of completeness we also mention the following simple exercise.
Lemma 7.1. Let n ≥ 2k. If there are at least α (n − k)-dimensional subspaces
with nonnegative weight, then there are at least α k-dimensional subspaces with non-
negative weight. Furthermore, the set of k-dimensional subspaces with nonnegative
weights is isomorphic to a dual of the set of nonnegative (n − k)-dimensional sub-
spaces.
Proof. Let H be the set of hyperplanes of V . Define the weight function
g : H → R by g(H) =
∑
P∈H f(P ). Define the g-weight of a k-dimensional subspace
U by g(U) =
∑
U⊆H g(H). Furthermore by
∑
P∈P f(P ) = 0,
g(U) =
∑
U⊆H
g(H)
=
∑
U⊆H
∑
P∈H
f(P )
=
∑
U⊆H
( ∑
P∈H∩U
f(P )
)
+

 ∑
P∈H\U
f(P )


=
∑
P∈P∩U
([n− k]f(P ) +
∑
P∈P\U
[n− k − 1]f(P ))
= qn−k−1f(U).
Hence, we can consider the problem in the dual vector space of V (which is isomor-
phic to V ) with g as the weight function on points (of the dual space). Then the
assertion is obvious. 
This shows that one only has to investigate the MMS problem for n ≥ 2k: If
n < 2k, then n > n + (n− 2k) = 2(n− k).
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8. Some Concluding Remarks
The used argument is based on the observation that the only set of nonnegative
k-dimensional subspaces which reaches the bound
[
n−1
k−1
]
seems to be the set of all
generators on a fixed 1-dimensional subspace. This can no longer work for n = 2k,
since one can construct another example of that size as follows. Fix a (2k − 1)-
dimensional subspace S, put the weight −1 on all 1-dimensional subspaces not in
S and the weight q2k−1/[2k − 1] on all 1-dimensional subspaces in S. Then exactly
the
[
n−1
k−1
]
k-dimensional subspaces in S are the nonnegative ones, so this is a second
example. This is in fact the only other example in this case (see below).
Conjecture 1.2 is wrong for k < n < 2k as one can see by a similar example which
we obtain by duality: Fix a (n−1)-dimensional subspace S, put the weight −1 on all
1-dimensional subspaces not in S, put the weight qn−1/[n− 1] on all 1-dimensional
subspaces in S. Then the nonnegative k-dimensional subspaces are exactly the k-
dimensional subspaces in S. There are
[
n−1
k
]
such subspaces, so
[
n−1
k
]
<
[
n−1
k−1
]
for
k < n < 2k shows that Conjecture 1.2 does not hold in this range.
As the cases n < 2k are covered by Lemma 7.1, it seems to be reasonable to
conjecture the following.
(a) for k < n < 2k, the minimum number of nonnegative k-dimensional subspaces
is
[
n−1
k
]
with equality for the example given above,
(b) for n = 2k, the minimum number of nonnegative k-dimensional subspaces is[
n−1
k−1
]
with equality for the two given example, i.e. either all nonnegative k-
dimensional subspaces contain a fixed 1-dimensional subspace or all nonnegative
k-dimensional subspaces are contained in a fixed (n− 1)-dimensional subspace,
(c) for n > 2k, the minimum number of nonnegative k-dimensional subspaces is[
n−1
k−1
]
with equality if and only if all nonnegative k-dimensional subspaces contain
a fixed 1-dimensional subspace.
Notice that (b) is implied by the proof of [17, Theorem 3.1] and the classification
of all Erdo˝s-Ko-Rado sets of size
[
n−1
k−1
]
. Ameera Chowdhury remarked1 that this
conjectures is the canonical generalization of a conjecture on the MMS problem
for sets given in [2, 7] which was confirmed for small cases in [13]. Additionally,
the author did a (non-exhaustive) computer search for weightings with a minimum
number of nonnegative k-dimensional subspaces which support the stated conjecture
on vector spaces.
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