Cluster analysis is a generic term for a wide range of numerical methods for examining data with a view of detecting, uncovering or discovering groups or 'clusters' of objects or individuals that are 1) homogeneous -elements in the same cluster are highly similar to each other and 2) separate -elements from different clusters have low similarity with each other.
been used. The opening few sentences of Cormack's paper sets the tone for the rest of the paper:
The availability of computer packages of classification techniques has lead to the waste of more valuable scientific time than any other 'statistical' innovation (with the possible exception of multiple-regression techniques). The desire to produce a unique labelled pigeon-hole into which an individual entity can be dropped (and then forgotten) is natural to the human brain, or else we have been told this so often that it is now a conditioned response . . . Before the new conditioning factor of swelling bibliographies reinforces the reflex we must stop and ask why and when as well as how we should attempt a classification.
Cormack's criticisms of clustering appeared, for some time, to lessen the enthusiasm for applying the techniques, particularly among statisticians, although it did not stop the subsequent publication of a number of largely nontechnical accounts designed to introduce more applied researchers to the area. [9] [10] [11] In the 1980s, statisticians became more interested in finding sensible statistical models for clustering rather than in the development of even more generally ad hoc techniques. One model that found favour was that involving finite mixture distributions, although the use of such distributions in practical applications was hardly new with a mixture of two normal distributions having been used by Pearson in the 1890s to model measurements on crabs. 12 In addition, a FORTRAN program for fitting mixtures of multivariate normal distributions had been available since the late 1960s. 13, 14 However, the use of finite mixtures became more widespread with the publication of two monographs, 15, 16 and more recently one of the authors of a paper in this issue has coauthored what is now the definitive text on finite mixture distributions. 17 In the last five years, cluster analysis has become a part of the data mining industry, where the italicized term has been variously defined, for example, as the nontrivial extraction of implicit, previously unknown and potentially useful information from data, or a process for discovering and presenting knowledge in a form that is easily comprehensible to humans. Accounts of data mining, for example, by Hand et al., 18 suggest that it is little more than the application of relatively well known procedures such as clustering to large databases, although this may simply be a complete misunderstanding on the part of the author of this editorial.
In addition, the rapid advance of genome scale sequencing requiring a basis for organizing gene expression data has seen cluster methods being used to group together genes with similar patterns of expression. This application of clustering to genomewide expression data from DNA microarray hybridization data may turn out to be one of its most productive and interesting areas of application. 19, 20 In this issue of SMMR, various aspects of how cluster analysis can be used in medicine are described and discussed. In the first paper, McLachlan and Chang give some examples of using finite mixture models, particularly for the case of mixed data, where the observations consist of both continuous and discrete variables. The second paper, by Van Mechelen et al. gives a structured overview of methods for two mode clustering, an approach which results in a simultaneous clustering of the rows and columns of a rectangular data matrix. The final paper by Manton et al. gives an account of the use of grade of membership analysis applied to genetic determinants of health and disability status. These three papers give clear descriptions of a wide range of both modern clustering procedures and applications of these procedures.
A critic of clustering was reported as commenting that 'cluster analysis is a flag under which a motley crew sails'. Well, motley may be a term applicable to some clustering techniques, but not to those described in the three papers that make up this issue. In addition, the three papers clearly illustrate that there are clustering methods which are potentially of great practical use. Cluster analysis has now taken its proper place as a powerful data analysis tool both in medicine and in other areas.
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