Estudio estructural y caracterización óptica y electrónica del sulfuro de bismuto by Cantarero Sáez, Andrés
1 #
UNIVERSIDAD DE VALENCIA
Facultad de Física
Estudio estructural y caracterización 
óptica y electrónica 
sulfuro cL<s bismuto .
UNIVERSITAT DE VALENCIA 
Biblioteca
80001606541
Memoria presentada por 
Andrés Cantarero Saez 
para optar al grado de 
Doctor en Ciencias Físicas
80001606541
UMI Number: U603080
All rights reserved
INFORMATION TO ALL USERS 
The quality of this reproduction is dependent upon the quality of the copy submitted.
In the unlikely event that the author did not send a complete manuscript 
and there are missing pages, these will be noted. Also, if material had to be removed,
a note will indicate the deletion.
Disscrrlation Püblish<¡ng
UMI U603080
Published by ProQuest LLC 2014. Copyright in the Dissertation held by the Author.
Microform Edition © ProQuest LLC.
All rights reserved. This work is protected against 
unauthorized copying underTitle 17, United States Code.
ProQuest LLC 
789 East Eisenhower Parkway 
P.O. Box 1346 
Ann Arbor, MI 48106-1346
UNIVERSITAT DE VALÉNCIA 
BIBLIOTECA CIÉNCIES
N° Registre... J.3:SS.(55......
DATA Z S T -..K L r.íir.
í l'h
SIGNATURA
t *T>, AX'lr 
N° UBIS:
3o (xuX **
D. FRANCISCO SANZ RUIZ, Catedrático de Física de la Materia 
Condensada y D. ALFREDO SEGURA GARCIA DEL RIÓ, Profesor 
Titular de Fisica Aplicada de la Facultad de Física de la 
Universidad de Valencia,
CERTIFICAN: Que la presente Memoria: "Estudio estructural y
caracterización óptica y electrónica del sulfuro 
de bismuto.” ha sido realizada bajo nuestra di­
rección en la Facultad de Física de la Universi­
dad de Valencia por el Licenciado en Ciencias 
Físicas D. Andrés Cantarero Saez y constituye su 
Tesis para optar al grado de Doctor en Ciencias 
Físicas.
Y para que conste, en cumplimiento de la legisla­
ción vigente, presentamos ante la Facultad de 
Física de la Universidad de Valencia, la referida 
Tesis Doctoral, firmando el presente certificado 
en Valencia, a 3 de Septiembre de 1986.
OBRA DE CONSULTA
EXCLOSA DE PRÉSTEC
NO SE PRESTA
X n d . i c e
1. INTRODUCCION. EL SULFURO DE BISMUTO.
1.1. Estructura. 1
1.2. Propiedades ópticas. 3
1.3. Propiedades de transporte. 5
1.4. Otras propiedades y aplicaciones. 10
1.5. Capas delgadas de sulfuro de bismuto. 11
2. ESTRUCTURA CRISTALINA.
2.1. Elementos de cristalografía. 13
2.2. Difracción de los rayos X por un cristal. 15
2.2.1. Factor atómico. 15
2.2.2. Factor de estructura. 19
2.2.3. Efecto de la temperatura sobre el factor de 
estructura. 21
2.3. Medida de las intensidades de difracción. 24
2.3.1. Construcción de Ewald. 24
2.3.2. Métodos del cristal rotatorio. 26
2.3.2.1. Método de Weissenberg. 31
2.3.3. Métodos de difractómetro. El difractómetro de
4 circuios. 33
2.3.3.1. Celdilla unidad. Grupo espacial. 33
2.3.3.2. Recogida de las intensidades. 37
2.4. Factores que afectan a las intensidades de 
difracción. 38
2.4.1. Factores de Lorentz y Polarización. 38
2.4.2. Absorción de los rayos X por un cristal. 41
2.4.2.1. Coeficiente de absorción atómico. 46
2.4.2.2. Corrección de absorción. 49
(i)
2.4.2.3. Corrección de absorción de una muestra
cilindrica medida en un difractómetro de 4 circuios. 50
2.4.3. Extinción secundaria. 63
2.4.4. Dispersión anómala. 64
2.5. Métodos de resolución de estructuras. 65
2.5.1. El problema de las fases. 65
2.5.2. Método de Patterson. 67
2.5.3. Métodos directos de resolución de estructuras. 69
2.6. Cálculos adicionales. 71
2.6.1. Distribución probabilistica de las intensi­
dades y test de simetría. 71
2.6.2. El factor de escala de las intensidades. 73
2.7. Refinamiento. Método de mínimos cuadrados. 74
3. PROPIEDADES OPTICAS Y DE TRANSPORTE.
3.1. Constantes ópticas en semiconductores. 76
3.1.1. Clasificación óptica de los cristales. 76
3.1.2. Constantes ópticas en un medio biaxial. 78
3.1.3. Reflexión y transmisión de la luz en una 
lámina de espesor d. 80
3.1.3.1. Luz polarizada con E en el plano de inci­
dencia. 81
3.1.3.2. Luz polarizada con H en el plano de inci­
dencia. 83
3.1.3.3. Coeficientes de reflectancia y transmi-
tancia. 84
3.2. Teoría cuántica del coeficiente de absorción. 87
3.2.1. Absorción intrinseca. Transiciones directas e
(ii)
indirectas. 87
3.2.2. Interacción electrón-hueco. 95
3.2.3. Colas de absorción. 98
3.2.4. Absorción debida a estados localizados. 99
3.3. Estadística de electrones y huecos en semi­
conductores . 100
3.3.1. La densidad de estados. 100
3.3.2. Cálculo de las concentraciones de electrones y 
huecos. 101
3.3.3. La ecuación de neutralidad de un semicon­
ductor. 103
3.3.4. El semiconductor intrínseco. 105
3.3.5. El semiconductor extrínseco. 106
3.4. La ecuación de transporte de Boltzmann en la 
aproximación del tiempo de relajación. 108
3.5. Mecanismos de dispersión. 110
3.5.1. Dispersión por impurezas ionizadas. 110
3.5.2. Dispersión por fonones ópticos no polares. 111
4. METODO EXPERIMENTAL.
4.1. Obtención del material. 113
4.2. Preparación de las muestras. 114
4.3. Medidas de Rayos X. 115
4.3.1. Métodos fotográficos. 115
4.3.2. Métodos de difractómetro. 116
4.3.3. Tratamiento de las intensidades. 119
4.4. Medidas de transporte. 121
4.4.1. Medidas de efecto Hall a baja temperatura. 121
(iii) 
*
4.4.2. Efecto Hall a alta temperatura. 123
4.4.3. Efecto Seebeck. 123
4.5. Propiedades ópticas. 124
4.5.1. Indice de refracción. 124
4.5.2. Coeficiente de absorción. 132
5. ANALISIS ESTRUCTURAL.
5.1. Resultados. 135
5.1.1. Celdilla unidad y grupo espacial. 135
5.1.2. Coordenadas atómicas y factores de temperatura. 141
5.1.3. Distancias y ángulos de enlace. 147
5.2. Discusión de-los resultados. 148
6 . PROPIEDADES OPTICAS.
6.1. Indice de refracción. 155
6.1.1. Resultados. 155
6.1.2. Discusión. 165
6.2. Coeficiente de absorción. 168*
6.2.1. Resultados. 168
6.2.2. Discusión. 178
7. TRANSPORTE.
7.1. Resultados. 196
7.1.1. Movilidad, resistividad y concentración de 
portadores. 196
7.1.2. Poder termoeléctrico. 206
7.2. Discusión. 209
7.2.1. Concentración de portadores. 209
(iv)
7.2.2. Movilidad de los electrones. 
7.2.3 . Poder termoeléctrico.
213
217
8 . CONCLUSIONES Y APORTACIONES.
I) Estructura cristalina. 218
II) Propiedades ópticas. 220
III) Propiedades de transporte. 221
REFERENCIAS 223
APENDICE A
APENDICE B
(v)

1. Introducción

1.1. Estructura.
El sulfuro de bismuto es un material poco estudiado y 
hemos encontrado muy poca bibliografía sobre él. El artículo 
original de su estructura es del año 1933 [1] y en él el 
autor, Hofmann, estudia la estructura del sulfuro de antimo­
nio, material con propiedades ferroeléctricas, y deduce que 
el sulfuro de bismuto es isoestructural al sulfuro de antimo­
nio. La estructura del sulfuro de antimonio ha sido redeter- 
minada [2] por Scavnicar en 1959, no así la del BÍ2S3 .
Volviendo al artículo de Hofmann, éste realiza unos 
diagramas oscilatorios y de Weissenberg, con radiación de Cu 
y Mo a partir de los cuales determina en primer lugar las 
dimensiones de la celdilla unidad en ambos compuestos y el
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grupo espacial.
La celdilla unidad del sulfuro de bismuto encontrada 
por Hofmann es ortorrómbica y tiene de dimensiones:
a = 11.13 ± 0.2 A
b = 11.27 ± 0.2 A
c = 3.97 ± 0.1 A
El grupo espacial que deduce es el Pbnm, grupo espacial
que no está en las Tablas Internacionales de Cristalografía, 
sino su equivalente, el Pnma (en equél tiempo probablemente 
no habría ninguna recomendación de unificación de nomeclatura 
de grupos espaciales equivalentes). La otra posibilidad de 
grupo espacial (debido a la ley de Friedel) es el Pn2ia, 
posibilidad que rechaza sin ningún comentario.
El diagrama de Weissenberg que utiliza en la medida de 
intensidades es el obtenido con radiación de Mo, y solo usa 
el del ecuador (h,k,0 ), por tanto resuelve la estructura sólo 
en proyección.
El procedimiento utilizado por Hofmann en la resolución 
de la estructura del sulfuro de antimonio es el de "trial and 
error” [3], método que consiste en ir probando coordenadas y 
comprobar que esas coordenadas originarían una distribución 
de intensidades similar a la medida. El método no merece más 
comentario porque ha sido abandonado actualmente.
La estructura del sulfuro de bismuto no la determina, 
sino que deduce, a partir de los diagramas de Weissenberg de 
ambas substancias, que son isoestructurales.
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En la redeterminación de la estructura del sulfuro de 
antimonio que se hizo posteriormente [2 ] el autor justifica 
la existencia del centro de simetria porque encuentra que el 
material no presenta piezoelectricidad.
En un artículo más reciente [4], de Mooser, éste comen­
ta la estructura de varios compuestos V-VI, entre ellos el
sulfuro de bismuto, en base a la teoría del enlace-valencia. 
A partir de las medidas ópticas y de transporte realizadas 
por Goriunova y Black [5,6], artículos que luego comentare­
mos, Mooser defiende que los materiales que cristalizan con 
estructura D5g tienen enlaces esencialmente covalentes y son 
verdaderos semiconductores. Mooser afirma que para explicar 
el número de enlaces es necesario suponer que hay enlaces p 
resonantes; los orbitales vacíos requeridos para la resonan­
cia se satisfacen de electrones transferidos parcialmente de 
los cationes (Bi, Sb) a los aniones (S, Se) y/ o por hibrida­
ción de orbitales p y d [7] de los cationes.
1.2. Propiedades ópticas.
Las propiedades ópticas del sulfuro de bismuto también 
son poco conocidas. De los pocos artículos encontrados en la
bibliografía [5,6,8,9], apenas uno tiene interés. Comentare­
mos sin embargo todos, por orden de antigüedad.
Goriunova y colaboradores [5] estudian la conductividad
y fotoconductividad de algunos compuestos ternarios (Tl-Sb-S
y Sb-Bi-S) y pseudobinarios en diferentes proporciones, en
particular el BÍ2S3 y Sb2S3 » A partir de medidas de fotocon-
3
ductividad en el compuesto XBÍ2S3- (1 -x)Sb2S3 obtienen en 
particular la energía del gap del BÍ2S3 , que sería del orden 
de 1.4 eV a temperatura ambiente.
En otro artículo posterior [6 ] Black estudia las pro­
piedades ópticas y eléctricas de algunos semiconductores V- 
VI. El sulfuro de bismuto que obtiene por un crecimiento en 
zona fundida del polvo policristalino sigue siendo policris- 
talino y resulta altamente inhomogéneo, probablemente con un 
exceso de Bi al evaporarse el azufre en la interzona. Realiza 
medidas de transmisión en el infrarrojo en la zona de 1 a 5 
um y de ellas deduce un gap de 1.3 eV. Concluye diciendo que 
los resultados no son significativos debido a la pobreza del 
material base.
En un artículo de Gildart [8 ] hemos encontrado un 
espectro de transmisión del sulfuro de bismuto monocristali- 
no. Éste autor sitúa el gap entre 1.4 eV a 77 K y 1.2 eV a 
300 K.
Un estudio de la reflectividad del sulfuro de bismuto 
en el rango comprendido entre 1 y 12 eV fue hecho por Sobolev
[9] en 1970. En la zona de 1 a 5 eV utiliza un polarizador y
mide la reflectividad con el vector campo eléctrico E parale­
lo a las direcciones cristalográficas a y c a la temperatura 
de 77 K. A temperatura ambiente (293 K) obtiene el espectro 
de reflectividad sin polarizador en la zona de 5 a 12.5 eV. A 
77 K el espectro del BÍ2S3 muestra dos fuertes máximos (E c) 
en 2.4 (A3 ) y 3.1 eV (A4 ^ 5 ) con débil estructura a 1.8, 4
(Ag) y 4.7 eV (A7 ). Para E a hay un máximo fuerte en 3.05 eV
(A5 ) y máximos más débiles en 1.65 (Ai), 1.9, 2.1 (A2 ), 2.3 y
4
4 eV. El espectro de luz sin polarizar presenta picos en 6 
(Ag), 7 (a9), 9.9 (Au) y 11.3 eV (Ai2).
No hemos encontrado ninguna referencia respecto a las 
constantes ópticas fundamentales como el índice de refracción 
y el coeficiente de absorción. No existen por tanto indica­
ciones sobre la naturaleza y estructura de la banda prohibi­
da.
1.3. Propiedades de transporte.
Las propiedades de transporte han sido algo más es­
tudiadas, sin embargo no hemos encontrado en la literatura 
interpretaciones rigurosas sobre los mecanismos de dispersión 
ni conclusiones sobre las propiedades fundamentales de los 
portadores, como la masa efectiva.
La conductividad, concentración de portadores, efecto 
Seebeck y conductividad térmica fueron las propiedades de 
transporte que midió Gildart [8 ]. Las muestras utilizadas 
las obtiene mediante un crecimiento por el método de la zona 
fundida. Medidas de resistividad en función de la temperatura 
en la región entre 300 y 400 °C le permiten obtener un gap 
térmico de 0.72 eV, valor que estaría de acuerdo en el de 
Konorov [10]. La resistividad media a temperatura ambiente es 
de 0.85 -ohm.cm, pero no dice sin embargo en qué dirección 
cristalográfica. Las medidas de efecto Hall no son buenas a 
causa del ruido, pero obtiene concentraciones de portadores 
de 3x10^7 cm“3 y movilidades de 50 cm^/Vs, sin especificar 
nuevamente la dirección cristalográfica. La conductividad
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térmica en el plano de exfoliación es de 0.0206 W/cm °C a 
temperatura ambiente, y el valor del coeficiente Seebeck es 
de 550 ]iV/ ° C , también a temperatura ambiente.
Las medidas de efecto Hall y resistividad realizadas 
por Black [6 ] entre. 200 y 550 °C son poco significativas dado 
que utilizó material policristalino de grano pequeño, sin 
embargo las comentaremos. La resistividad, que aumenta con La 
temperatura en el rango entre 200 y 525 °C, vuelve a bajar a 
partir de esta temperatura, hecho que atribuye a haber llega­
do a la zona intrínseca ( obteniendo un gap térmico de 1 eV> , 
hecho contradictorio con unos valores razonables de la masa 
efectiva según él mismo comenta. La concentración de porta­
dores varía entre ÍO^ -S y 3x10^9 cm“3 en el rango de tempera­
turas medido. No da sin embargo valores de la movilidad o La 
propia resistividad.
Vinogradova [11] investiga los mecanismos de dispersión 
de los portadores en algunos semimetales. El sulfuro de 
bismuto que utiliza es monocristalino, sin embargo las mues­
tras son casi degeneradas, llega a tener concentraciones del 
orden de 6 . 8 x 1 0 ^ 9  cm"3. Obtiene para la movilidad una varia­
ción potencial con la temperatura entre 100 y 300 K (u T”m ) 
con valores de m comprendidos entre 0 .5 y 1 y unos valores de 
U a temperatura ambiente del orden de 40 cm3 /Vs. La presen­
tación de los resultados es bastante contradictoria. A nues­
tro entender no es posible sacar conclusiones sobre los 
mecanismos de dispersión de los portadores utilizando la 
teoría válida pra materiales no degenerados en materiales 
degenerados.
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Konorov [10] estudia las propiedades del sulfuro de 
bismuto en conexión con su posible aplicación como fotorre- 
sistencia sensible a la radiación infrarroja. Concretamente 
rrealiza medidas de conductividad, efecto Hall y poder termoe­
léctrico en función de la temperatura. El material que utili­
za es policristalino pulverizado y prensado. La conductividad 
dlel sulfuro de bismuto estequiométrico a temperatura ambiente 
v^aría entre 3.4xl0“4 y 1.0x10"^ ohm'lcm"'1 para diferentes 
muestras, aumentando con la temperatura según una ley expo­
nencial, obteniendo una energía de activación del orden de 
0).17 eV por debajo de 400 K y del orden de 1 eV por encima de 
esta temperatura. El coeficiente del poder termoeléctrico es 
dlel orden de 1300 uV/K a temperatura ambiente y su signo
indica conducción por electrones. La variación del poder 
termoeléctrico con la temperatura es similar a la de la 
resistividad. Las muestras de sulfuro de bismuto con exceso 
de Bi tienen conductividades más grandes, del orden de 10 
ohm“^cm"^ a temperatura ambiente, y menor poder termoeléctri­
co, sobre 140 uV/K a temperatura ambiente. Las medidas de
efecto Hall realizadas no eran muy precisas y simplemente 
dice que la movilidad era pequeña.
El sulfuro de bismuto que obtiene Heckman [12], por el 
método de la zona fundida también, tiene sin embargo un
exceso de azufre en vez de bismuto. Las medidas de conducti­
vidad las realiza con el método de los cuatro contactos,
obteniendo valores de 0.5 ohm “ -^crn”! a -60°C a 0.3 ohm"^-cm“  ^
a 40 °C. Por encima de esta temperatura, sin embargo obtiene 
valores no reproducibles que afirma debidos a un cambio en la
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composición química del material. De los datos de baja tempe­
ratura deduce una energía de activación de 0.01 eV. La con­
centración de portadores varía entre 2.25 y 2.6xl017 cm"3 
entre -60 y 25 °C y la- movilidad entre 12 y 5 cm^/vs entre - 
60 y 80 °C. Los valores de la movilidad sí son reproducibles.
El trabajo más completo sobre las propiedades de trans­
porte ha sido realizado por Glatz [13]. Los cristales utili­
zados son obtenidos por el método de Bridgmann, siendo la 
[001] la dirección de crecimiento. Los valores promedios de
12 muestras utilizadas son: 524 uV/°C para el coeficiente
Seebeck, 16.2 mW/cm/°C para la conductividad térmica, y 736 
mohm.cm para la resistividad. Estos valores están dados a 
temperatura ambiente. La movilidad de los electrones ha sido 
medida en la dirección [0 0 1], obteniendo una ley de variación
entre 78 y 300 K de la forma u oc A temperatura
ambiente la movilidad media medida es de 21.3 cm^/vs, indi­
cando el autor que no ha encontrado anisotropía en la movili­
dad. La concentración de portadores media, también a tempera-- 
tura ambiente es de 4 .7x10^7 cm“3 , variando muy poco con la 
temperatura.
En la tabla 1.1 se resumen las propiedades del sulfuro 
de bismuto que aparecen en la literatura y hemos comentado 
anteriormente, pudiendo observarse que existen grandes dis­
crepancias incluso en lo concerniente a propiedades tan 
fundamentales como el valor de la banda prohibida.
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TABLA 1.1
Refer. Mater. Eopt
(eV)
Et
(eV)
r
(ftcm)
n
(cm-3)
U
(cm^/Vs)
oc
(UV/K)
K
(mW/cmK)
(5) m 1.4
(6 ) P 1.3 1 3xl019
(8 ) m 1.2 0.72 0.85 3xl017 50 550 20.6
(1 0 ) m 6 .8xl0 19 40
(1 1 ) m 1 0 3 1300
(1 2 ) 3 2.5xl017 5
(13) 0.74 4.7xl017 21 16.2
Nota: Las referencias están dadas al final del capitulo. La m indica que el
material es monocristalino y la p que es policristalino.
1.4. Otras propiedades y aplicaciones.
El trabajo de extracción del sulfuro de bismuto fuie 
medido por Garifullin [14] en un microscopio de emisión d<e 
campo (EFM) a partir de la expresión
= V w (V/Vw )-2/3
donde y Vw son respectivamente el trabajo de extracción y  
la tensión necesaria para obtener del tungsteno una corriente 
de emisión igual que la del BÍ2S3 . El resultado obtenido 
coincide con el hallado a partir de la pendiente de la carac­
terística I (V) de la corriente de emisión (lineas de Fowler- 
Nordheim). El resultado obtenido para calentamientos infe­
riores a 960 K es de 5.3 eV, valor bastante más elevado que 
el correspondiente al W (4.5 eV).
El sulfuro de bismuto, como hemos dicho en la revisión 
de las propiedades de transporte y ópticas, suele ser de tipo 
n. Rau [15] estudia un modelo de defectos para este 
semiconductor, y llega a la conclusión de que las vacantes de 
azufre son la causa del carácter n.
En cuanto a las posibles aplicaciones de este material, 
han sido estudiadas las propiedades eléctricas de las 
estructuras cuánticas BÍ-BÍ2S3 [16]. El propio Garifullin 
[14] comenta el interés de esta aplicación. Krishna [17,18] 
cita como interesante aplicación la construcción de células 
solares de unión líquida.
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1.5. Capas delgadas de sulfuro de bismuto.
Las técnicas de capas delgadas han sido utilizadas para 
producir películas de sulfuro de bismuto, bien amorfas o 
policristalinas. Pramanik [19] obtiene por deposición química 
películas amorfas de sulfuro de bismuto con espesores del 
orden de 0.1 um. Estas muestras presentan una alta 
resistividad (entre 1 y 3x10  ^ ohm cm) y débil 
fotoconductividad.
Baranskii [20,21] obtiene películas de sulfuro de 
bismuto por la técnica de deposición catódica sobre láminas 
de Pt, Mo y ’Ni, o bien sobre Pt depositado previamente en 
vidrio por pulverización catódica. Las muestras son 
caracterizadas con técnicas de microscopía electrónica y 
difracción de rayos X. Las capas obtenidas por debajo de 98°C 
son amorfas y tienen espesores de 2-3 um y las obtenidas por 
encima de 102°C son policristalinas y fuertemente orientadas, 
pero con la misma composición. La resistividad de las 
muestras obtenidas es del orden de 10“3 ohm cm debido a que 
son degeneradas. Solamente el material amorfo es fotosensible 
y las células fotoelectroquímicas que obtiene (Pt/BÍ2S3/l M 
de Na2S en H2O) tienen rendimientos del orden de 2x10“ .^ El 
pobre rendimiento lo atribuye al exceso de iones Cl~.
El procedimiento utilizado por Polyakov [22] para 
obtener películas de sulfuro de bismuto consiste en obtener 
previamente una capa de Bi sobre mica (por evaporación 
instantánea) e introducir esta capa en atmósfera de azufre. 
Este procedimiento favorece la creación de láminas BÍ-BÍ2S3-
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Bi. Una sulfurización completa no conduce a la formación de 
sulfuro de bismuto.
Con métodos convencionales de evaporación al vacío, 
evaporación instantánea y la técnica de la pared caliente, 
Krishna [17,18] obtiene películas de sulfuro de bismuto que 
analiza según las diferentes técnicas. Las películas 
obtenidas por evaporación convencional, o por técnicas 
químicas son en general no uniformes o inhomogéneas; sin 
embargo las obtenidas por la técnica de la pared caliente o 
el método de las tres temperaturas son estequiométricas y se 
presentan en fase simple. El material que obtiene es 
policristalino.
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2. Estructura Cristalina-

2.1. Elementos de cristalografía.
Un cristal está constituido por la repetición por tras­
lación en el espacio tridimensional de un átomo o un grupo de 
átomos. Una base del espacio vectorial de las traslaciones 
definen un paralelepípedo que se llama celdilla unidad (den­
tro de lo posible se procurará elegir el paralelepípedo más 
pequeño). A los tres vectores, a^, a2 y a3 , que definan el 
paralelepípedo se les llama vectores de traslación fundamen­
tales y las direcciones de estos vectores se les suele llamar 
ejes del cristal. El volumen de la celdilla unidad viene dado 
por el producto mixto de estos vectores.
Dado un origen, la posición de un átomo en una celdilla 
unidad cualquiera viene determinado por el vector:
13
R m ± =  m ^ a  + 1112a +  1113a + rj_ (2.1)
donde es el vector que posiciona al átomo i dentro de la 
celdilla unidad y m^, 1x13 y 1113 tres número enteros que definen 
la celdilla unidad respecto al origen.
Los puntos definidos por los vértices de los paralele­
pípedos que forman el cristal definen la red puntual.
Dados tres ejes cristalográficos, consideremos un plano 
que pase por tres puntos de la red contenidos en estos ejes. 
El plano viene automáticamente definido si damos los tres 
números enteros n^, n2 y n3 que nos definen los puntos de 
corte en los ejes medidos tomando como unidad los vectores 
fundamentales. Habitualmente se utilizan para definir este 
plano tres Índices h, k y 1, llamados Índices de Miller y 
obtenidos a partir de las inversas de n^, n2 y n3 multipli­
cando estas inversas por su mínimo común múltiplo.
Podemos definir, a partir de los vectores fundamentales 
de traslación, otros vectores, aj, a.2 Y a 3 de la siguiente 
forma:
af = aj x a£ /V (2.2)
donde i, j y k son cíclicos y V es el volumen de la celdilla 
unidad. A estos vectores se les llama vectores recíprocos y a 
la red de Bravais que definen, red recíproca.
Un vector de la red recíproca, cuyas componentes sean 
los índices de Miller:
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Hhkl = h a£ + k a*> + 1 af (2.3)
representa un plano en el espacio real. Para comprobarlo no 
habría más que multiplicar escalarmente dos vectores conteni­
dos en el plano, como el (ai/h - a2/k) y el (a^/h - a3/l) por 
e]L vector H^kl Y veríamos que el resultado es cero.
Si consideramos el conjunto de planos h k 1 paralelos 
entre sí, y tenemos en cuenta que por ejemplo el vector a^/h 
es un vector entre dos planos, multiplicando a^/h por un 
vector unitario en la dirección perpendicular a los planos, 
es decir, el vector H ^ i /  |Hhki| , obtenemos el espaciado entre 
planos, dhkis
2.2. Difracción de los rayos X por un cristal.
La estructura de un material es uno de los pilares 
importantes sobre los que se ha de fundamentar cualquier 
análisis posterior que quiera explicar el comportamiento del 
mismo frente a fenómenos físicos. Varias son las técnicas de 
determinación estructural, pero la más extendida y por ahora 
la más poderosa es la técnica de difracción de rayos X.
Tras la introducción de los conceptos fundamentales que 
nos permitan entender la difracción de los rayos X por la 
materia, veremos como obtener la información estructural a 
partir de las intensidades de difracción y los procesos de 
refinamiento necesarios para llegar a una correcta determina­
(2.4)
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c i ó n  e s t r u c t u r a l .
2.2.1. El factor atómico.
Cuando hacemos incidir un haz de rayos X en un cristal, 
éste va a interaccionar con la carga existente en el mate­
rial, carga que está distribuida alrededor del núcleo de los 
átomos que forman el mismo. La densidad de carga electrónica 
-para un electrón- como sabemos, puede definirse a partir de 
la función de ondas [23]:
p(r)=e ¡t/f(r) ¡ 2
La amplitud de scattering coherente (despreciando el 
efecto Compton) en una dirección definida por el vector 
unitario s, puede escribirse como la transformada de Fourier 
de la densidad electrónica, salvo una constante [24]:
A = C, dVp(r)exp{ (2TTj/X) (s-so)r} (2.5)
donde sq y s son los vectores unitarios en las direcciones 
incidente y difractada respectivamente y Ala longitud de 
onda. El vector
(s -s q ) / A =  Hftkl (2.6)
es un vector de la red recíproca y esta ecuación no es mas 
que la expresión vectorial de la ley de Bragg [25] y la cons­
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tante Cs corresponde a la amplitud de scattering procedente 
de un electrón situado en el origen, o lo que es lo mismo, 
que p (r)= <5(r).
El factor de scattering para un electrón se define como 
el cociente entre la amplitud de scattering coherente y la 
procedente de un electrón situado en el origen:
El factor de scattering atómico no es más que la suma 
de los factores de scattering electrónicos para todos los 
electrones del átomo, es decir:
donde Z es el número de electrones del átomo y Pi la densi­
dad correspondiente al átomo i.
Cuando las nubes de carga presentan simetría esférica, 
la densidad de carga no va a depender del ángulo sólido, y 
podemos realizar la integración angular, resultando:
siendo k = 4 sem>/A. y \> el ángulo de scattering.
Para átomos que presentan simetría esférica es posible 
hallar analíticamente los factores de scattering atómicos, 
pero en general es preciso recurrir a cálcul'os complicados 
para obtener estos factores de estructura. Estos cálculos se
dVp(r)exp{ (2TTj/X) (s-S(j)r} (2.7)
dVpi(r)exp{ (2Ttj/A.) (s-so)r) (2.8)
fe =4 7t drp(rJr^sen(kr)/kr (2.9)
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han realizado prácticamente para todos los elementos y están 
tabulados en función de sen \>/A, por ejemplo, en las Tablas 
Internacionales de Cristalografía [26]. Los valores tabulados 
varían lentamente con el sen\>/A por lo que una simple inter­
polación parabólica proporciona un valor suficientemente 
aproximado en general para cualquier sen \>/X no tabulado. En 
un artículo de A. J. Freeman [27] éste calcula los factores 
atómicos para 45 átomos e iones utilizando la aproximación 
del campo autoconsistente de Hartree. En la figura 2.1 se 
representa la dependencia aproximada de un factor atómico con 
el sen \>/A.
OA 0.6 0.8
sinfi / .-i\
FIGURA 2.1. Factor atómico del Mn.
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2 .2 .2 . E l  f a c t o r  d e  e s t r u c t u r a .
Si queremos hallar la amplitud de difracción para un 
cristal, habremos de sumar las amplitudes correspondientes a 
cada uno de los átomos del cristal, dadas por la expresión
El vector posición de un punto de la nube de carga 
correspondiente a un átomo del cristal lo podemos separar en 
tres partes:
El vector Rm¿ es el definido por la ecuación 2.1, y lo 
hemos separado en Rm (vector que nos define la celdilla 
respecto a un origen arbitrario) y r¿ (vector que posiciona 
al átomo i en el interior de la celdilla); r{ tiene como 
origen ri y nos da la posición de un punto de la nube de 
carga respecto al origen del átomo. Desglosando el vector 
posición en esta- forma, podemos escribir la amplitud de 
scattering para todo el cristal [24]:
donde el número de celdillas unidad en las direcciones a^, a.2 
y a3 viene dado por , N 2 y N 3 respectivamente y Pj_ es la 
densidad de carga del átomo i (suma de las densidades corres­
pondientes a todos los electrones del átomo). Si introducimos 
el factor atómico correspondiente al átomo i, fa¿ esta expre­
2.5.
r “ Rmi + ri “ Rm + ri + ri
dr{Pi (r¿) exp[ ( 2TTj /X) (s-sq) (Rm+ri+ri) J
m =1 m =1 r r y l  i = 1
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sión queda:
= A0 > > > exp[ (2Ttj/A) (s-so)Rm 3 ) fai exp[2iTj (s-sq )r±]
m 1 m  2 m  3 1
(2.10)
A partir de la ecuación 2.6 y llamando x¿, y a
las coordenadas fraccionadas del átomo i, ri=Xia+yj_b+ZiC, 
tendremos:
exp{ ( 2TCj /\) ( s-sq )r¿} = exp{2TTj (hxi+kyi+lzi) }
El término entre corchetes en la expresión 2.10 son las 
sumas de una progresión geométrica y es igual a NiN2N3=N.
La amplitud de scattering queda simplemente:
A = AqN ) fai exp{2rtj (hxj_+kyj_+lzi)}
i
•El factor
Fhkl = / fai exp{2Ttj (hxi+kyi+lzi)} (2 .1 1 )
i
recibe el nombre de factor de estructura. El cuadrado del 
factor de estructura es proporcional a las intensidades expe­
rimentales del espectro de difracción.
En general podemos escribir este en la forma:
Fhkl = Ahkl +íBhkl (2 .1 2 )
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doinde A ^ k i  = f a i c o s { 27T ( h X i + k y i + l z i ) }
y Bhkl = ) fai sen{ 2tT( hx^+ky^+lzi.)}
z
Si la estructura es centrosimétrica F^ki puede simpli­
ficarse eligiendo el origen de la celdilla en un centro de 
sinnetria. En este caso, todo átomo en (x,y,z) se repite en 
(-x,-y,-z) y podemos agrupar de dos en dos el sumatorio, 
obteniendo
es decir, B^kl = 0 , el factor de estructura es real.
2.2.3. Efecto de la temperatura sobre el factor de estruc­
tura.
La expresión del factor de estructura lleva implícita 
la hipótesis de que los átomos están en unas posiciones fijas 
y esto no es estrictamente cierto. Sabemos que los átomos 
están vibrando alrededor de su posición de equilibrio.
Llamemos t]_ a los desplazamientos de los átomos de su 
posición de equilibrio y escribamos la intensidad para una 
reflexión determinada:
n/2
fai cos{27T(hxi+kyi+lzi)} (2.13)
i =1
fl* exp{-(27Tj/X) (s-sq) (r^f+ti» ) }
fl exp{ ( 2Ttj/A) (s-sq) (rj-rif ) } x
x ) fi* exp{-(27Tj/A) (s-sq) ) }
Lo que nosotros medimos es el promedio de la intensidad 
en el tiempo, luego habrá que buscar el valor medio de la 
expresión:
<exp{ (27Tj/A) (s-sq) (ti-ti* ) }>
Hagamos (27Tj/\) ( s-sq ) ti = jkusi, donde k = 4 sen\>/A y 
usl es la componente de ti a lo largo de s-sq, y por tanto es 
la componente del desplazamiento normal a los planos de 
difracción. El valor medio que necesitamos, lo podemos expre­
sar como:
<exp{k(usi-usi*)}>
Suponiendo pequeños los desplazamientos podemos escribir
[25]:
<exp{jk(usi-usii)]> = exp{-ik2<(usi-usi«)2>} (2.14)
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El valor medio del término <usiusit> es muy pequeño 
p>ara posiciones alejadas, que son las que más influyen en la 
intensidad de las reflexiones, luego podemos escribir la 
eixpresión 2.14 como:
exp{-|k2<(usi-usii)2>} - exp{-|k2<u§i>) exp{-5k2<u^i>}
Si llamamos W1 = §k2 <u§i> (a W se le denomina factor de 
D'ebye-Waller), la expresión para la intensidad nos queda:
Desarrollando el factor de Debye-Waller,
Wi = f (167T2sen2>>/A2 ) <uj> = 8Tt2 (sen2\>/A2 ) <uj>
De esta manera hemos dejado explícita la dependencia 
con el ángulo de Bragg y <uj> será un valor a determinar, 
que sólo dependerá del átomo en cuestión.
Se definen los factores de temperatura B como:
Si tenemos en cuenta que el átomo puede desplazarse en 
forma diferente según la dirección, debemos introducir un 
tensor de temperatura (que tendría seis coeficientes indepen­
dientes) si queremos describir la situación física real.
fifí »exp(-Wi) exp(-Wi») exp {( 27tj/A) (s-sq )r) (2.15)
ir
B = 8TT2<uJ> (2.16)
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2.3. Medida de la intensidades de difracción.
La medida de las intensidades de difracción es una 
tarea rutinaria, pero sin embargo, no exenta de importancia. 
Si estas medidas se realizan con un difractómetro automático, 
hay que tener mucho cuidado en la elección de las condiciones 
de medida tales como intervalo angular, número de pasos de 
medida, etc., ya que unas intensidades mal tomadas nos pueden 
conducir a un camino sin salida en la determinación estruc­
tural. Resulta ilustrativo, siempre que se disponga del equi­
po necesario, realizar la primera parte del proceso de medida 
(determinación de .la celdilla y grupo espacial) en una cámara 
de rayos X.
No siempre es posible determinar completamente el grupo 
espacial a partir de medidas de difracción de rayos X. La 
existencia de un centro de simetría viene enmascarada en las 
intensidades de difracción. Si elevamos al cuadrado los fac­
tores de estructura F(h,k,l) y F(-h,-k,-l) el resultado es el 
mismo, salvo que exista dispersión anómala. A esta igualdad 
de módulos de factores de estructura se le conoce como ley de 
Friedel.
2.3.1. Construcción de Ewald.
La construcción de Ewald es una interpretación geomé­
trica de la ley de Bragg. Si manipulamos la expresión de 
Bragg y la ponemos en la forma:
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sen\> =  ( l / d h k l ) / ( 2 / A )
y consideramos una esfera de radio 1/A podemos decir que la 
ley de Bragg se satisface cuando un punto de la red recíproca 
toca la superficie de la esfera. En la figura 2.2. hemos 
dibujado la proyección en un plano. Cuando el cristal está 
orientado tal que un punto P* de la red recíproca definido 
por el vector l/d^kl toca la superficie de la esfera (conoci­
da con el nombre de esfera de Ewald), el haz reflejado emerge 
en la dirección SP* que forma un ángulo 2\> con el haz inci­
dente .
FIGURA 2.2. Interpretación de Ewald de la ley de Bragg con la 
ayuda de la red recíproca.
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2.3.2. Métodos del cristal rotatorio
Consideremos un cristal orientado sobre algún eje real. 
Sea c ese eje real. Los ejes a* y b* son perpendiculares a c r 
luego al hacer girar el cristal alrededor del eje c, los ejes 
a* y b* van a estar siempre en el mismo plano. Recurramos a 
la construcción de Ewald y para concretar vamos a considerar 
1=0. El plano recíproco 1=0 cortará un ecuador de la esfera 
de Ewald. Al hacer girar el cristal (ver figura 2.3.), los
FIGURA 2.3. Los puntos de la red recíproca que atraviesan la
esfera de Ewald se corresponden con las reflexiones que 
aparecerán en la película.
distintos puntos del plano recíproco irán atravesando la 
superficie y por consiguiente estarán en posición de difrac­
ción. Lo mismo ocurre con los planos 1=1,2 etc., que irán 
atravesando la superficie de la esfera en planos sucesivos.
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Si colocamos alrededor del cristal una película en forma 
cilindrica, iremos recogiendo las intensidades conforme el 
cristal vaya girando. Los diferentes planos 1=0, 1, 2, etc., 
estarán contenidos en las líneas que se ven en la figura 2.4.
Haz de 
Rayos X
FIGURA 2.4. Los conos de difracción obtenidos con el haz 
normal al eje de oscilación. Este debe contener uno de los 
ejes relevantes de la celdilla.
El espaciado c puede determinarse directamente de la 
película. Puesto que en general c* no tiene la dirección de 
c, consideremos el espaciado c en la dirección del eje de 
rotación. Si tenemos una serie de planos (reales) espaciados 
una distancia c, y hacemos incidir un haz de rayos X perpen­
dicular a c, se va a producir difracción siempre que
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senvp= n A /c (2..17)
donde n es un entero [28]. Por analogía con la figura 2.5.,,
tgvn=yn /r (2.18)
-donde r es el radio de la cámara e la distancia cdel
ecuador a las líneas de spots-, podemos hallar
c=nA/ sen arctg Yn/r (2.319)
1er orden
orden cero
haz de rayos X
FIGURA 2.5. Relación entre el espaciado de la celdilla y la 
distancia a la que aparece el primer orden oe difracción en
la película.
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El método del cristal rotatorio consiste en hacer girar 
el cristal 360° e ir recogiendo todas las intensidades que 
permita la longitud de onda utilizada. Para indexar todos los 
spots necesitamos calcular las tres coordenadas del punto de 
la red reciproca. A partir de un diagrama rotatorio [28] 
solamente podremos determinar dos de esas tres coordenadas ya 
que tenemos localizado el spot en el plano de la fotografía 
pero no sabemos qué giro ha dado el cristal para que la 
reflexión correspondiente a ese spot hay cruzado la esfera de 
Ewald (lo que proporcionaría la tercera coordenada). Existen 
plantillas para indexar a partir de un diagrama rotatorio 
(para hallar h y k en nuestro ejemplo).
El método del cristal oscilatorio intenta limitar la 
indeterminación en la indexación limitando el ángulo de giro 
a unos pocos grados.
Estos métodos apenas se utilizan en la medida de inten­
sidades, sin embargo, el oscilatorio es siempre necesario 
antes de realizar un diagrama de Weisenberg ya que podemos, 
en primer lugar, orientar perfectamente.el cristal, lo que es 
conveniente para hacer un diagrama de Weisenberg. En segundo 
lugar, podemos obtener el parámetro de la celdilla en la 
difrección del eje de rotación y en tercer lugar a partir de
él podemos obtener los ángulos de equiinclinación como vere­
mos .
Veamos como orientar el cristal a partir de un oscila­
torio. Si el eje c está desorientado un ángulo € respecto al 
eje de rotación (fig. 2.6.), los puntos del plano 1=0 no van
a cortar la esfera de Ewald en el ecuador, o lo que es lo
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mismo, los conos de difracción van a cortar la película por 
un plano que forma un ángulo £ con el ecuador. En general el 
cristal estará desorientado en una dirección cualquiera, por
FIGURA 2.6. (a) Localización del orden cero cuando el eje del 
cristal está inclinado respecto al eje de rotación, (b) Lugar 
donde aparece el orden cero sobre la película cilindrica.
lo que será necesario hacer dos oscilatorios perpendiculares 
a los nonius de la cabeza del goniómetro y por tanto hacer 
dos correcciones y £2 , pero existe un método que permite 
orientar el cristal a partir de un sólo oscilatorio. Expli­
quemos en que consiste. Simplifiquemos el problema y suponga­
mos que la muestra está inclinada un ángulo £ en el plano 
perpendicular al eje de giro del limbo superior. Si situamos 
la cabeza del goniómetro de forma que esté inclinada 45° (con 
el limbo superior hacia arriba), al hacer el oscilatorio 
obtendríamos una figura similar a la 2.7. Sólo hay desviación
£
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en el hemisferio norte de la película. Asimismo si la muestra 
está inclinada en el plano perpendicular al eje de giro del 
limbo inferior, el ángulo de inclinación saldrá en el hemis­
ferio inferior. De esta manera, con una sola película podemos 
hacer las dos correcciones.
FIGURA 2.7. Diagrama oscilatorio obtenido cuando un eje del 
cristal está desorientado y aquél se realiza con el limbo
superior inclinado 45°.
2.3.2.1. Método de Weisenberg.
El método de Weisenberg consiste en seleccionar uno de 
los niveles del rotatorio por medio de unas pantallas (fig. 
2 .8 .) y sincronizar el giro del cristal con un movimiento de 
traslación de la película. Así obtenemos la tercera coordena­
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da que necesitábamos para determinar el (h,k,l) de cada spot.
Cuando seleccionamos el nivel cero el método de Weisen­
berg se llama método del haz normal y la forma de indexar es 
automática a partir de unas plantillas que contienen las 
ecuaciones de las lineas de h y k constantes [28].
FIGURA 2.8. Pantallas selectoras de línea eligiendo el orden
cero.
El método utilizado para recoger los niveles 1, 2, etc. 
se denomina método de equiinclinación y consiste en girar el 
eje del cilindro (el de la película) un ángulo u =”Vn donde 
Vn es el ángulo correspondiente al cono de difracción n. De 
esta manera el haz directo y el difractado están igualmente 
inclinados respecto a los planos 1 y por esto se llama método 
de equiinclinación. El nivel n vuelve a ser el orden cero de 
difracción y aparecerá nuevamente en el centro de la pelí­
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cula, con lo que no perderemos niveles. Por otra parte, la 
interpretación de los diagramas es la misma que para el nivel 
cero y utilizaremos las mismas plantillas.
Además del método de Weisenberg existen otros métodos 
para recoger intensidades sobre película, tales como el de 
Sauter y Schiebold o el de Jong y Bouman [28] los cuales 
tienen menos interés para nosotros ya que el de Weisenberg es 
el más extendido y del que disponemos aquí.
2.3.3. Métodos de difractómetro. El difractómetro de 4 cír­
culos .
Los métodos de difractómetro son los más extendidos 
actualmente ya que permiten una recogida automática de los 
datos, mientras que en un Weissenberg después de revelar la 
película hay que medir una a una todas las intensidades Ihkl 
con algún dispositivo sensible al ennegrecimiento de la pelí­
cula.
Nosotros disponemos de un difractómetro de 4 círculos, 
con el que hemos recogido los datos de nuestro cristal.
2.3.3.1. Celdilla unidad. Grupo espacial.
En primer lugar veamos como se definen los ángulos de 
giro de los crírculos del difractómetro. En la figura 2.9 
aparece definido el sistema de referencia fijo al difractóme- 
tro Ix^y'jZ') y en la 2.10 la definición de los ángulos del 
difractómetro; sq y son vectores en las direcciones de los
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haces incidente y difractado.
Cuando montamos un cristal en el difractómetro, en 
general, ninguno de los ejes del cristal van a coincidir con 
los ejes del dif ractómetro. Sea vj^i un vector de la red 
reciproca [29] y v^ el mismo vector referido al sistema fijo 
al arco (/>. Se define la matriz de orientación [0] como la 
matriz que nos relaciona ambos vectores:
vtp= [0 ] vhkl (2 .2 0 )
Círculo ^
FIGURA 2.9. Sistema de referencia (x',y',z') fijo
difractómetro.
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eje cj
FIGURA 2.10. Definición de los ángulos correspondientes a los 
círculos del difractómetro.
De la definición se deduce que:
[O] =
* , * *
al bl C1
_ * V *
a 2 b 2
_ * K*
a 3 b 3
c 2
c 3
(2.21)
está compuesta por las componentes de los vectores recíprocos 
en el sistema de referencia ligado a </>.
Supongamos un cierto vector que define un plano de la 
red recíproca. Aplicándole la matriz de orientación tendremos 
el vector en el sistema ip. Ahora bien, para que este vector
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esté en posición de reflexión (por construcción el detector 
se mueve en el plano x'y' ) hemos de aplicarle giros en los 
ejes (¿> y X  hasta llevar el vector al eje x' y un girou;=\> al 
arco A  y 2\> al detector para que se produzca la condición de 
reflexión.
Cuando montamos el cristal no conocemos la matriz de 
orientación. Para determinarla podemos proceder de la si­
guiente manera: hacemos un barrido en ángulo sólido y busca­
mos reflexiones. Si un determinado vector reciproco está 
orientado de tal manera que se produce la reflexión, y cono­
cemos los ángulos c¿>, X, u Y 2 correspondientes, haciendo la 
transformación inversa a la dicha anteriormente podemos dete­
rminar las coordenadas ortogonales x',y',z' correspondientes 
a dicha reflexión. Si hacemos una búsqueda de muchas refle­
xiones y seleccionamos entre ellas tres vectores no coplana- 
rios que nos reproduzcan las demás por combinación lineal, 
asignando índices a estos vectores podemos obtener la matriz 
de orientación como:
[0 ] = [H] [X]
hl h 2 h3 XI x 2 x3
donde [H] = kl *2 k3 y [X] = Yl Y 2 Y3
ll 12 13 zi 22 23
Las coordenadas ortogonales pueden calcularse a partir 
de los ángulos en que se produce la reflexión a través de la 
expresión:
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x = (2/A.) eos cp eos X  eos a;
y = -(2/A.) sen(p eosX sena; (2.23)
z = (2/A) senXsena;
La inversa de la matriz de orientación nos proporciona 
la celdilla unidad.
Una vez conocida la celdilla unidad, hemos de proceder 
a la determinación del grupo espacial. Para ello elegimos un 
intervalo de reflexiones adecuado que nos permita averiguar 
la existencia de ausencias sistemáticas.
Tras el conocimiento del grupo espacial hemos de elegir 
el espacio recíproco independiente compatible con las limita­
ciones angulares del difractómetro. Procederemos seguidamenta 
a la recogida de intensidades.
2.3.3.2. Recogida de las intensidades.
Antes de proceder a la medida de intensidades es conve­
niente hacer unos perfiles de unas cuantas reflexiones con el 
fin de determinar el intervalo angular de integración. Esto 
va a ser función de la calidad del cristal, de la perfección 
del centrado y del ángulo de Bragg máximo al que podamos 
llegar (ya que, por razones de programación, el intervalo no 
es función del ángulo de Bragg). Normalmente es suficiente un 
intervalo de 0.75 a Io.
Se eligen entonces un par de reflexiones standards.
37
Estas han de ser de intensidad media, ya que van a servir 
luego para escalar el resto de las intensidades.
La selección del cristal a medir es prácticamente auto­
mática cuando disponemos de un oscilatorio (suponiendo, claro 
está, que no sea un cristal maclado). Sin embargo, cuando lo 
medimos directamente en un difractómetro y no conocemos nada 
sobre él, normalmente hemos de esperar a haber hallado la 
celdilla unidad y haber hecho una toma corta de intensidades 
con el fin de determinar el grupo espacial. Si hay un gran 
porcentaje de intensidades bajas, normalmente habremos de 
probar con otro cristal. A la vista de los perfiles de al­
gunas reflexiones (reflexiones muy anchas), también podemos 
decidirnos por el cambio del cristal.
2.4. Factores que afectan a las intensidades de rayos X.
2.4.1. Factores de Lorentz y polarización.
La longitud de onda de los rayos X no es exactamente 
monocromática. Esto implica, recurriendo a la construcción de 
Ewald, que la esfera de Ewald no tiene un radio determinado 
Re=1/A sino R' =Rg( 11AA./A) donde A A es la anchura de banda 
de la radiación monocromática. La superficie de la esfera de 
Ewald tiene un cierto "grosor" A A/ A^. Consideremos un 
punto de la red recíproca. Sabemos que la condición de refle­
xión se cumple cuando este punto atraviesa la superficie de 
la esfera de Ewald. Si la superficie es en realidad una 
corona circular, el tiempo durante el cual se cumple la
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condición de reflexión va a ser finito y dependerá, para una 
longitud de onda y un AA fijos, del espaciado d^kl*
En los métodos de medida de intensidades normalmente el 
cristal gira alrededor de un eje a una velocidad constante. 
Esto hace que el tiempo que tarda un punto en atravesar la 
superficie de la esfera de reflexión dependa de la distancia 
de dicho punto al eje de rotación. La corrección de Lorentz 
lo que hace es normalizar a tiempo constante.
Si consideramos un punto de la red recíproca que dista 
una distancia r del centro de rotación (fig. 2 .1 1 ) atra­
vesando la superficie de la esfera, el tiempo que tarda en 
pasar del punto al P2 es, en función del ángulo de Bragg:
t = 2 A A /XüJ sen2$
FIGURA 2.11. Punto de la red recíproca atravesando la esfera
de Ewald cuando el haz de rayos X no es exactamente
monocromático.
39
El factor de Lorentz es el factor geométrico que norma­
liza este tiempo, es decir:
L = l/sen2\> (2.24)
En el difractómetro automático el factor de Lorentz es 
el mismo, ya que al hacer girar el cristal con dirección 
perpendicular al haz (si el sean es en : 2 \> , que es lo 
habitual).
Veamos ahora qué es el factor de polarización. Cuando 
un haz de rayos X es difractado por un cristal, la componente 
del vector campo eléctrico perpendicular a la dirección de 
reflexión se ve afectada [25]. En otras palabras, la onda 
difractada está parcialmente polarizada. El valor medio del 
campo eléctrico y por tanto la intensidad medida va a venir 
alterada en función del ángulo de Bragg. Además, si el equipo 
de difracción dispone de un monocromador, la intensidad que 
incide sobre el cristal ya está polarizada. El factor de 
polarización para la geometría del difractómetro es :
p = (c o s 22\>m + c o s 22i» / ( 1 + cos22\>jyi) (2.25)
donde es el ángulo de Bragg del monocromador.
Este factor se obtiene considerando que el cristal es 
idealmente imperfecto. Si consideramos que el monocromador es 
un cristal perfecto, la expresión que se obtiene es [30]:
p = ( | eos 2\>m| + cos22\»/(1 + | eos 2\>m|) (2.26)
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Nosotros hemos utilizado la semisuma de los dos fac­
tores. Estrictamente debe utilizarse una u otra dependiendo 
<de cuál sea el monocromador, pero las diferencias entre las 
«dos expresiones son minimas, incluso a ángulos de Bragg 
elevados.
Generalmente se aplican conjuntamente los factores de 
Lorentz y polarización (ya que sólo dependen de la geometría) 
y se denomina factor Lp al factor conjunto.
2.4.2. Absorción de los rayos X por un cristal.
Cuando un haz de radiación, y en particular de rayos X 
atraviesa un material, parte de la energía que transporta el 
haz es absorbida por el material. Esta energía es luego 
liberada como radiación de fluorescencia o bien se convierte 
en energía térmica de la red.
Consideremos un haz de rayos X de intensidad Iq que 
penetra en una lámina de material (fig. 2.12). Después de 
atravesar un espesor dx, la intensidad Iq habrá disminuido en 
di. Si suponemos que la disminución es proporcional a la 
intensidad de rayos X incidente Iq y al espesor que atraviesa 
el haz, tendremos:
-di = lo u dx
Integrando esta ecuación, se obtiene:
I = Iq exp(-i±x) (2.27)
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dx
FIGURA 2.12. Atenuación de un haz de rayos X al atravesar un 
espesor dx en un material.
es decir, la intensidad se atenúa exponencialmente al atra­
vesar un cristal. El coeficiente de proporcionalidad u, cono­
cido como coeficiente de absorción lineal y que tiene dimen­
siones de L“l, depende tanto del material como de la longitud 
de onda absorbida.
Supongamos un cristal finito de volumen V en el que 
incide un haz de rayo X (fig. 2.13). Sea x la distancia que 
recorre el haz dentro del cristal antes de ser difractado por 
un elemento de volumen dV y sea x' la distancia que recorre 
el haz difractado antes de salir del cristal. La intensidad 
que llega al elemento de volumen dV será la intensidad por
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dV,
O —
FIGURA 2.13. La contribución de un elemento de volumen dV al 
haz difractado disminuye en un factor exp{-n(x+xf)} debido a
la absorción.
unidad de volumen multiplicada por dV, es decir IdV/V. Si no 
hubiera absorción la intensidad difractada seria la integral 
extendida a todo el volumen bañado por el haz, es decir, Io« 
Pero si hay absorción, suponiendo que el cristal es 
idealmente imperfecto, el elemento de volumen dV contribuirá 
al haz difractado en la cantidad:
Iq dV exp[-u(x+x')]/V
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Integrando al volumen del cristal
I = (Iq /V) dV exp[-u(x+x’)] = A Iq (2.28)
donde A es el coeficiente de transmisión.
La intensidad que difracta un cristal va a depender de 
la reflexión particular ya que la trayectoria del haz difrac­
tado va a cambiar. Esto quiere decir que el coeficiente de 
transmisión A va a depender de h, k y 1. Por otra parte, la 
intensidad difractada, aún en ausencia de absorción, va a 
depender también de h, k y 1 ya que el plano de Bragg que 
consideremos va a contribuir con más o menos átomos a la 
reflexión. Luego si llamamos Ihkl a Ia intensidad de difrac­
ción en ausencia de absorción e I¿ki a la intensidad difrac­
tada cuando existe absorción,
*hkl es Ia intensidad que medimos realmente mientras 
que Ifikl es Ia <3ue nos interesa para resolver la estructura 
cristalina. Hemos pues de multiplicar las intensidades medi­
das por la inversa del factor de transmisión para obtener el 
conjunto de intensidades que necesitamos utilizar. La inversa 
del factor de transmisión se llama factor de absorción A*.
La intensidad difractada por un cristal va a ser pro­
porcional al número de átomos que difractan, o en otras 
palabras, al volumen. Por otra parte, ésta también es propor­
cional a exp(-ux) donde x es la trayectoria de los haces
Ihkl = A I&kl (2.29)
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i:ncidente y difractado dentro del cristal y u es el coefi­
ciente de absorción lineal. A título indicativo, en una 
dimensión, la intensidad va a ser proporcional a
I cc x exp ( -ux)
Si derivamos e igualamos a cero, obtenemos el valor de
x que hace máxima la intensidad. Este es x r l/u« Concluimos
que las dimensiones del cristal deben ser del orden de la 
Inversa del coeficiente de absorción para que la intensidad 
medida sea lo mayor posible. El cálculo de las dimensiones 
con mayor precisión depende la la forma del cristal. Por 
ejemplo, para un cilindro, el radio óptimo es R z 1.5/u [26]. 
Optimizando el tamaño del cristal tendremos el mejor conjunto 
de intensidades posible.
Otro factor que tendríamos que tener en cuenta es la 
longitud de onda con la que conviene trabajar. Puesto que la 
energía difractada va a ser proporcional a X? , aunque aumen­
te el factor de absorción en algunos casos puede ser conve­
niente escoger un anticátodo de Cu en vez de Mo (por ejemplo, 
si no disponemos del número de intensidades observadas sufi­
cientes para resolver la estructura).
Pero el factor más importante que va a afectar la
corrección de absorción es, sin lugar a dudas, la medida de
las dimensiones del cristal [31]. Si nuestro tamaño óptimo de 
cristal tiene unas dimensiones pequeñas, o las medimos con 
suficiente precisión o el error que cometemos puede es­
tropearnos la corrección.
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2.4.2.1. Coeficiente de absorción atómico.
Un cristal no es un medio continuo sino que está cons­
tituido por átomos. Si suponemos un cristal constituido por 
un solo elemento, la disminución en la intensidad de un haz 
de radiación cuando este atraviesa dn átomos por unidad de 
área será:
-di = uaIOdn
donde ua es el coeficiente de absorción atómico del elemento
Ba L
Ba K
0 5  10 15 ZÓ 2 5  
ACÁ)
FIGURA. 2.14. Dependencia de los coeficientes de absorción 
másicos del Ni y Ba con la longitud de onda en la zona de
rayos X.
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Si medimos el coeficiente de absorción de un elemento 
en función de la longitud de onda de la radiación (fig. 
2.14), vemos que la absorción presenta discontinuidades 
bruscas llamadas bordes de absorción. Estas discontinuidades 
se deben a la estructura atómica. La longitud de onda a la 
cual se produce una discontinuidad se corresponde con la 
energía umbral necesaria para liberar un electrón de la capa 
atómica correspondiente. A una longitud de onda un poco mayor 
la energía es menor que la umbral, no se libera el electrón y 
por tanto la absorción de energía por el cristal es mucho 
menor.
La expresión 2.14 puede ponerse en función de la lon­
gitud recorrida en el interior del cristal teniendo en cuenta 
la densidad del cristal. Si A es el peso atómico del elemento 
y es el número de Avogadro, la densidad del cristal puede 
expresarse como:
9 = A dn/N^ dx 
con lo que la expresión 2.14 puede convertirse en:
- d i  = Ua *0  NA 9 dx/A
Si comparamos con la definición de coeficiente de ab­
sorción vemos que
Ua  NA p / A  =  u
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o bien ua = (u/p)/(A/NA ) = UmA/NA
donde um=u/p se llama coeficiente de absorción másico y es 
el que tiene verdadero interés en el cálculo del coeficiente 
de absorción de un material compuesto:
Um (compuesto) = ^  Umixi (2.30)
i
donde x¿ es la fracción atómica del elemento i, es decir, el 
porcentaje en peso de ese elemento sobre el compuesto.
Los valores de los coeficientes de absorción másicos 
para los compuestos hasta Z=83 y para varias longitudes de 
radiación de rayos X están tabulados, por ejemplo, en las 
Tablas Internacionales de Cristalografía, vol. 2 [26].
El proceso de absorción de radiación por los átomos por 
efecto fotoeléctrico y la consiguiente emisión de radiación 
de fluorescencia se denomina absorción fotoeléctrica.
El fenómeno global de absorción de rayos X por la 
materia es de naturaleza muy compleja, incluyendo no solo la 
absorción fotoeléctrica, sino también la absorción debida a 
fenómenos de dispersión de radiaciones. El coeficiente de 
absorción atómico ua puede expresarse como una suma de los 
llamados coeficiente de absorción fotoeléctrica Ta y el coe­
ficiente de absorción de dispersión aa [32].
Ua = ^a- (2.30)
El coeficiente de absorción fotoeléctrica está relacio-
48
nado con la longitud de onda A  y el número atómico del ele­
mento Z a través de la relación de Bragg-Pierce [32]:
Ta = C Z4A 3 (2.31)
y depende fuertemente de A. y Z, mientras que cra depende 
suavemente de A  y Z; a solo va a ser importante para elemen­
tos de bajo número atómico y para longitudes de onda pequeñas 
(rayos X duros).
2.4.2.2. Corrección de absorción.
Cuando el coeficiente de absorción es elevado, vamos a 
sufrir dos consecuencias diferentes. La primera es que nues­
tras intensidades van a ser mucho más débiles, y puede suce­
der que no tengamos el número suficiente de intensidades 
observadas como para abordar el problema de la resolución de 
la estructura. La segunda es que las intensidades relativas 
van a estar completamente trastocadas debido a que a ángulos 
de Bragg elevados el recorrido del haz en el interior del 
cristal puede prácticamente duplicarse (tomando como ejemplo 
y.x=5, duplicarse la trayectoria significa un factor de trans­
misión relativo de 150).
Un estudio hecho por Srivasta [33] nos revela la impor­
tancia de la corrección de absorción. El hecho más llamativo 
es que los factores de temperatura se hacen negativos, pero 
las coordenadas también se ven afectadas. En la estructura 
que se discute en el artículo (Pd(C2N2Hg) CI2 ), cuyo grupo
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espacial es PT, algunas coordenadas, en concreto el C(l), 
llega a cambiar 0.16 A de su posición real. Estos datos nos 
hacen reflexionar sobre la importancia de la corrección de 
absorción, cuando esta es elevada.
Se han desarrollado varios procedimientos para corregir 
la absorción. Los primeros métodos eran gráficos, como el de 
Howells [34]. Busing y Levy [35] resolvieron el problema de 
la corrección de absorción para una muestra paralelepipédica 
por un procedimiento numérico de integración (método de 
Gauss). Melenauer y Tompa [36] han desarrollado un método 
analítico para la corrección de absorción en cristales polié­
dricos. Posteriormente Wuensch y Prewitt [37] generalizaron 
el método de Busing y Levy para una muestra de forma arbitra­
ria bañada completamente por el haz, es decir, sin ángulos 
entrantes. Se han desarrollado procedimientos semiempíricos 
como el de Kopfmann y Huber [38,39] o el de Walker y Stuart 
[40], pero siempre que sea posible medir las dimensiones del 
cristal con cierta precisión son recomendables los métodos 
analíticos o numéricos como dice el propio Kopfmann.
2.4.2.3. Corrección de absorción en una muestra 
cilindrica medida en un difractómetro de 4 círculos.
Cuando la medida de las intensidades de rayos X se hace 
en una cámara de Weisenberg se puede demostrar [26] que para 
el nivel ecuatorial la integral sobre el cilindro se puede 
substituir por la integral sobre un círculo. Para niveles 
superiores la expresión se modifica ligeramente introduciendo
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el ángulo de equiinclinación. La integral se realiza entonces 
sobre una elipse.
Si la medida de las intensidades se realiza en un 
difractómetro de 4 circuios, la integral extendida al volumen 
del cilindro se puede simplificar a la integral sobre la 
superficie que forma la intersección del cilindro con el 
plano que contiene los haces incidente y difractado (el plano 
x',y’ del difractómetro).
Si el radio de la muestra es mucho menor que el radio 
del haz (suponemos que el haz es cilindrico) podemos suponer 
que, en la intersección del haz con la muestra, el haz es 
piano. Nos va a dar igual que el plano sea tangente a la 
superficie del haz o bien sea perpendicular a z (fig. 2.15).
A Z
i
FIGURA 2.15. Intersección de los cilindros correspondientes 
al haz de rayos X (radio Rb) y a la muestra (radio R).
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El volumen del cilindro dentro del haz va a ser independiente 
de la elección del plano. De esta manera podemos simplificar 
la integral de volumen del coeficiente de transmisión.
La integral de volumen puede separarse en dos integra­
les: una integral sobre la superficie de la elipse que forma
el cilindro en el plano x',y', y la integral sobre el eje del 
cilindro.
Separemos nuestro estudio en dos partes. Primero, con­
sideraremos que la muestra está orientada, es decir, que el 
eje del cilindro coincide con el eje z cuando los ángulos son 
cero. En estas condiciones, si llamamos L a la longitud de 
cilindro dentro del haz en condiciones iniciales, cuando los
FIGURA 2.16. Variación de la longitud de cilindro bañado por 
el haz en función de los ángulos y del difractómetro.
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ángulos uj y X sean diferentes de cero, esta longitud va a ser 
(fig. 2.16):
Ahora bien, teniendo en cuenta que la integración la 
podemos desglosar en una integral sobre la superficie x',y' y 
la otra en la dirección del eje del cilindro, la integral de 
linea va a valer L independientemente de los ángulos uj y X . 
Es decir, el coeficiente de transmisión lo podemos escribir 
como:
(2.32)
(2.33)
x*
FIGURA 2.17. Orientación de la elipse cuando su eje se
corresponde con el eje z* para =0.
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donde S es la superficie de integración y t la trayectoria 
del haz dentro de la superficie. Debemos hallar t para cada 
punto de la superficie a integrar en función de UJ y X  (un 
giro alrededor del eje o; va a suponer un giro del cilindro 
sobre si mismo en el caso en que la muestra esté orientada). 
Si X  =0 la intersección es un circulo independientemente de 
X, pero si X = 0 la intersección es una elipse de ecuación:
x^cos^X +y2=R2 (2.34)
referida a los ejes principales. R es el radio del cilindro. 
El ángulo entre el eje mayor de la elipse, el x, y el eje x! 
del sistema de laboratorio es cu.
Refiramos las direcciones sq y s^ de los haces inciden­
te y reflejado a los ejes principales de la elipse. Tomando 
CJ=\> y llamando a=Tt/2— al ángulo entre x y sq y B=3TÍ/2+\> al 
ángulo entre x y s^ (fig. 2.17). En función de estos ángulos 
las coordenadas de los puntos de entrada P(xo,Yo) Y salida 
P(xi,yi) del haz que es difractado por un punto P(x,y) de la 
elipse pueden escribirse como:
xo=x+tocosa xi=x+ticosB
Y 0=Y+t0senC* yi=y+t]_sen&
to Y son las trayectorias del haz dentro de la elipse 
hasta y desde el punto P(x,y) respectivamente.
Si ahora imponemos que tanto P(x q ,Yo ) como P(xi,yi)
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pertenecen a la elipse, obtenemos:
(x+tQCosa) ¿cos^X+íy+tosenar) 2=r 2 
(x+t^cosfí)^cos^X+íy+t^senfí)2=r 2 
Desarrollando,
(cos^acos^X+sen^a) t§+2 (xcosacos^X+ysena) t(j+x2cos2x+y2=R2
(cos^ficos^X+sen^B)tJ+2(xcosfícos^X+ysenfí)ti+x2cos2X+y2=R2
De las dos soluciones posibles solo es válida una ya 
que tanto tQ como t^ son positivos:
(V íxcosacos^X+ysena) 2+ ( cosacos¿X+sen^a) (R2-y2-x2cos2X) -
(xcosacos^X+ysena)}/ (cosacos^X+sen^a) (2.35)
tl= {V( xcosfícos^X+ysenfí)2+(cos^Bcos^X+sen^B)(R2-y2-x2Cos2X) -
(xcosfíeos^X+ysenB)}/(cos^Scos^X+sen^fí) (2.35')
Podemos poner ahora a y 6 en función de .
cosa=cos (TC/2—£) =sen-i>
(2.36)
sena=sen(TC/2-\» =cos-i>
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cosB=cos (3TC/ 2+\» =sen\>
senB=sen (3TC/2+-£) =-cos
Tendremos entonces:
t 0 =  ( V ( x c o s v ^ c o s ^ X + y s e n x »  2 +  ( c o s 2 x} c o s 2 X + s e n 2 x»  ( R 2 - y 2 - x 2 c o s 2 X )  -
(xcos\>cos2x+ysen\>) }/ (cosacos^X+sen2>>) (2.37)
*1= (V(xcos\>cos2X-ysen\>) 2+(cos2\>cos2X+sen2^>) (R2-y2-x2Cos2X) -
(xcos\5cos2X-ysen\>) }/(cosacos^X+sen^-^) (2.37’ )
Los límites de integración van a ser:
-R/cosX<x <R/cosX
-Vr2-x2cos2X  < y  < V r 2-x2 cos^X
y la superficie de la elipse es S=TrR2/cosX , luego la expre­
sión para el coeficiente de transmisión será:
R/cosX -x^cos^X
dx dy exp{-y.[to(x,y)+ti(x,y) ]} 
-R/cosX y¡r- x^cos^X (2.38)
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donde tQ y vienen dados en función de x e y por las
expresiones anteriores.
Si queremos hacer una integración gaussiana [41] con n 
intervalos para x y m para y hemos de hacer el cambio de 
variable:
donde i y j serían los índices que varian entre 1 y n y 1 y m 
respectivamente. Zj¿ y son los ceros de los polinomios de 
Legendre, puntos en los cuales hay que calcular la función 
según el método de Gauss.
Llamando:
x=(R/cosX) [(21-1+Z^)/n-1 ]
X(i,|D = (2i-l+Zp)/n-l
(2.39)
e Y (j,v) = (2j-l+Zy) /m-1
podemos escribir:
x=(R/cosX) X
(2.40)
Si diferenciamos las ecuaciones anteriores
dx=(R/cosX) dX/n
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(2.41)
d y = R  dY/rn
y denominando
Aoo=cos2acos2X+sen2a 
Aoi=cos2Bcos2PC+sen2B 
Aio=sena 
An=senfi
A20=cosacos^
A2i=cosBcosX'
XQR = 1-X2 
YSQ = 1-Y2
podemos escribir:
To=[V(A2oX+A10Y XSQ)2+A0oXSQ YSQ-(A 20X+A10Y XSQ)]/A00
T1=[V(A2oX+A11Y XSQ)2+A0iXSQ YSQ-(A2iX+AhY XSQ)]/A0i
UR=M. (2.42)
T=Tq+Ti
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y finalmente, la suma de integrales se va a convertir en:
n m  s
A=(l/TTnm)^ ^  ^  Vl-X2 W ^ e x p  (-MT)
i=1 j = 1 H,V=1
( 2 . 4 3 )
donde s es el orden de la integración gausiana y y Wv los 
pesos correspondientes a los puntos Zu y Z , ceros del
r* V
polinomio de Legendre de orden s.
Consideremos ahora el caso en que la muestra no esté 
orientada inicialmente, es decir, el eje del cilindro tiene 
una dirección arbitraria cuando todos los ángulos del difrac­
tómetro son cero. Llamemos uq a un vector unitario en la
FIGURA 2.18. El vector unitario u en la dirección del eje del
cilindro en una orientación arbitraria.
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dirección inicial del cilindro; u puede ser calculado fácil­
mente si la dirección del cilindro coincide con uno de los 
ejes de la celdilla (lo que es habitual) a partir de la 
matriz de orientación. Fijémonos en que ahora la proyección 
del cilindro sobre el plano x,y va a depender de cp. Tomando 
X=0 al ir girando (/> la posición de los ejes principales van a 
ir cambiando.
Supongamos una posición arbitraria correspondiente a 
una reflexión cualquiera. Llamemos u al vector unitario en la 
dirección del eje del cilindro, que vendrá definido por los 
ángulos y y a  (fig. 2.18). Las direcciones de los haces 
incidente y difractado vendrán definidas por a y 6 y las 
expresiones de tQ y ti serán similares a las del caso ante­
rior con la única diferencia de que a y B no están relaciona­
dos de forma simple con a>(fig. 2.19), van a depender además
FIGURA 2.19. Disposición de la elipse respecto a los ejes del 
sistema laboratorio en el caso general en que el cilindro no 
está orientado inicialmente.
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de A  y Puesto que al ángulo que forman el eje de la elipse 
y el eje z lo llamamos ahora y, la ecuación de la elipse va a 
ser ahora:
x2cos2^+y2=R2 (2.44)
y el ángulo y va a substituir al X  en la expresión (2.34).
A una reflexión particular hkl le van a corresponder 
unos ángulos (fi, X Y Llevemos el cilindro a esa posición de 
reflexión.
u=Mú MxM^u0 (2.45)
donde y son las matrices de rotación correspon­
dientes:
eos(p -senip 0 cosX 0 senX coscu -sena) 0
M =ifi sen ip eos <¿> 0 V 0 1 0 M = W seno; cosw 0
0 0 1 -senX 0 cosX 0 0 1
(2.46)
El producto de las tres es:
cosux:osXcos(¿>-sentcísen(/> -cosuxsosXsenip-senoeos costusenX 
seiXccosXcos(¿H-cosoBen<¿> -s encoco sXsen^H-cosoc os senosenX
-senXcoscp senXsencp cosX
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Sea u=(ux t,Uy*,uz *). La proyección de u sobre el plano 
x*,y’ nos va a dar la dirección del eje x de la elipse. 
Tendremos:
y =arccos uz •
(2.47)
(* =Tt/2-arctg Uy»/ux »
donde el arcotangente ha de calcularse teniendo en cuenta el 
cuadrante correspondiente, y
B=7T+a+2tf (2.47')
El cálculo de las integrales es idéntico al de antes, 
pero conservando a, B y y ( y substituye a X )•
En el caso particular en que la muestra esté orientada, 
u =(0 ,0 ,1 ) y para una reflexión particular:
u= (cosu;senX, senu;senX, cosX)
luego y = arcos cosX= X  ,
OC =7T/2-arctg tgu¿=7T/2-üj
y B=3Tt/2+Cü
simplificándose al caso anterior.
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2. 4 . 3 .  E x t i n c i ó n  s e c u n d a r i a .
Cuando el coeficiente de absorción es elevado, como se 
ha visto, el haz primario pierde energía al ir atravesando el 
cristal. Si el cristal está en posición de difracción, el haz 
difractado se lleva parte de la energía del haz primario y 
por consiguiente hay una pérdida adicional de energía llamada 
extinción secundaria.
Si consideramos el caso de una lámina plano paralela el 
problema tiene una solución exacta [42]; no así el problema 
general de una muestra con forma arbitraria, abordado prime­
ramente por Hamilton [43]. Desde un punto de vista matemáti­
co, podemos incluir el efecto de la extinción secundaria en 
un coeficiente de absorción adicional que dependa naturalmen­
te de la posición de difracción [42]:
siendo W la función de distribución que caracteriza el desa­
lineamiento de los mosaicos, el ángulo de difracción y 
el ángulo de Bragg ideal,
pn = (1 + cos22^  cos2n2\3’)(l + c o s ^ ^ )  ,
y Q W  = | Ne^F/mc^ |X^/sen2^ {cos2 (^) + sen2(¿) cos22i>}
U' = u + g2(P2/P?)Q (2.48)
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donde y? es el ángulo de polarización del haz de rayos X.
Introduciendo el coeficiente de absorción en el factor 
de transmisión y desarrollando en serie (suponiendo que la 
corrección es pequeña) el factor de transmisión, se obtiene 
una corrección para los factores de estructura [42]:
Fcorr “ K F0bs /? (2\^ ) C I0bs} (2.49)
donde K y C son factores de escala, /?(2\>) es una función que 
depende de los factores de polarización y de las derivadas de 
los factores de transmisión [42], y F0bS e Iobs son l°s 
factores de estructura y las intensidades ya corregidas de 
absorción.
En cristales con un alto coeficiente de absorción y 
afectados por tanto de extinción secundaria, no es suficiente 
sustituir las intensidades afectadas por sus valores calcula­
dos. Los errores de extinción secundaria pueden afectar tanto 
a los parámetros vibracionales como a los posicionales [44].
Larson [45,46] incluye la corrección de extinción se­
cundaria en los programas de refinamiento por minimos cuadra­
dos. De esta forma se refinan conjuntamente con las posi­
ciones o los factores de temperatura, los factores de escala 
que aparecen en la ecuación 2.49.
2.4.4. Dispersión anómala.
En un cristal puede haber algún átomo que absorba los 
rayos X utilizados. Esta absorción provoca un cambio de fase
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en l<os rayos X dispersados por este átomo respecto de los 
rayos X dispersados por los demás átomos de la estructura. 
Este «efecto se encuentra cuando están presentes en el cristal 
átomos pesados y la longitud de onda de los rayos X utiliza­
dos está cerca de un borde de absorción de este átomo. La 
expresión de la dispersión Thomson (2.5) no es válida en este 
caso y  es necesario hacer una corrección. El factor atómico 
corregido se escribe [23]:
f¿ = f0 + A f ' + A f '1 (2.50)
y las correcciones Af1 y Af'1 están tabuladas, por ejemplo, 
en las Tablas Internacionales de Cristalografía [26] para 
átomos con número atómico menor que 83.
2.5. Métodos de resolución de estructuras.
2.5.1. El problema de las fases.
La amplitud de difracción es, salvo una constante, como 
vimos en el apartado 2.1,
F(s) = p(r) exp(2Ttjsr) dV (2.51)
luego F(s) es la transformada de Fourier de la densidad 
electrónica. Hallando la transformada de Fourier inversa y 
teniendo en cuenta que F sólo existe en los puntos de la red 
recíproca,
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p(r) = (1/v) Fhkl exp(-2rrjsr)
h k
o bien, a partir de la definición de s,
p(r) = (1/V) Fhkl exp{-2Tt'j (hx+ky+lz) } (2.52)
h k
donde (x,y,z) son las coordenadas fraccionadas de un punto de 
la celdilla unidad. Si llamamos (/> = 2Tt(hx+ky+lz) y escribimos 
Fhkl = |Fh]ti|exp( ja),
El conocimiento de la estructura implica saber cuál es 
la densidad electrónica en cada punto (x,y,z) y para esto 
necesitamos conocer, como vemos en la expresión 2.52, las 
fases a(hkl) correspondientes a cada factor de estructura.
En el caso en que la estructura sea centrosimétrica, 
sabemos que iF^kll = lF-h-k-ll Y podemos simplificar la 
expresión 2.52 agrupando los términos equivalentes:
donde la suma se realiza sobre un semiespacio. El conocimien­
to de las fases se limita en este caso al conocimiento del 
signo de la reflexión, ya que el factor de estructura es real 
( cc = 0 o Tt).
h k
(2.54)
hkl
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2 . 5 . 2 .  M é t o d o  d e  P a t t e r s o n .
Lo que obtenemos de las medidas de difracción de rayos 
X es la intensidad integrada y por tanto no podemos construir 
un mapa de densidad electrónica. Puede sin embargo construir­
se otro mapa, llamado mapa de Patterson o de |F|2, no tan 
útil como el primero, pero de gran valor en la determinación 
estructural. Es conveniente introducir la función de Patter­
son en términos de un cristal unidimensional. La figura 2.20a 
representa la densidad electrónica p(x) para un cristal uni­
dimensional que contiene tres átomos A, B y C en la celdilla 
unidad. Por ‘conveniencia hemos representado la densidad elec­
trónica fuertemente concentrada en las posiciones x/a = 0,
X
AB BA
CA AC
FIGURA 2.20. (a) Densidad electrónica para un cristal
unidimensional, (b) Función de Patterson correspondiente.
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0.2 y 0.7. Definamos la función de Patterson unidimensional:
La función de Patterson en una dimensión se representa 
en la figura 2.20b. Es evidente a partir de la ecuación 2.54 
que P(X) solo va a ser diferente de cero en puntos tales que 
tanto p(x) como p(x+X) lo sean. El fuerte pico en X = 0
representa el hecho de que los tres átomos están a distancia 
cero de ellos mismos. El pico en x/a = 0.2 indica que hay un 
átomo desplazado 0.2 respecto a otro (el B respecto al A), el 
pico en 0.3 igualmente que hay dos átomos a distancia 0.3. 
Los máximos en el mapa de Patterson no representan posiciones 
atómicas sino distancias entre átomos medidas desde el ori­
gen.
Expresando la densidad electrónica por medio de su 
transformada de Fourier se puede redefinir la función de 
Patterson (ya en tres dimensiones) como [4]:
Un mapa de esta función puede obtenerse de los valores 
de las intensidades Ihkl sin necesidad de conocer las fases.
Aunque en primera instancia no podemos deducir las 
posiciones de un mapa de Patterson, debido a la existencia de 
elementos de simetría podemos deducir posiciones de ciertas 
secciones o líneas del mapa (secciones o líneas Harker- 
Patterson). Por ejemplo, supongamos que hay un plano de
P(X) p (x ) p (x+X)dx
'0
(2.55)
cos{2TÍ(hX/a+kY/b+lZ/c)} (2.56)
hkl
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reflexión perpendicular a a. Si tenemos un átomo en (x,y,z), 
debe existir otro en (-x,y,z). El vector (2x,0,0) debe estar 
en el Patterson, luego si buscamos la línea P(X,0,0), los 
máximos que encontremos nos van a dar las coordenadas x de 
algunos átomos.
2.5.3. Métodos directos de resolución de estructuras.
En estructuras centrosimétricas el conocimiento de las 
fases se limita a conocer el signo. Sin embargo, si hemos 
observado N reflexiones, el número de mapas de densidad 
electrónica posibles es 2N . Sabemos que las reflexiones con 
gran factor de estructura con las que dominan el mapa de 
densidad, pero aún cogiendo sólo 10 reflexiones, el número de 
mapas posibles es 2^0 = 1024. Si la estructura es no
centrosimétrica la fase puede variar entre 0 y 360°, por lo 
que habríamos de calcular un número muy grande de mapas para 
obtener una densidad electrónica aproximadamente correcta.
Es posible sin embargo derivar relaciones entre fases 
de diferentes reflexiones debido al hecho de que la densidad 
electrónica no puede ser negativa y es muy pequeña salvo en 
las proximidades de las posiciones atómicas. Para estructuras 
centrosimétricas, estas relaciones son entre signos.
Supongamos que F^oo es grande para una estructura cen­
trosimétrica. Si tiene signo positivo, entonces en un mapa de 
densidad electrónica esta reflexión constituye un máximo en x 
= 0 y un mínimo en x = 1/2 (figura 2.21, curva continua). Si 
tiene signo negativo los máximos y mínimos se invierten
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200100
-V.
a)
FIGURA 2.21. (a) Posibles situaciones para F(100). (b) Posi­
bles situaciones para F(200). La línea continua se correspon­
de con F positivo (fase 0o), la línea punteada con F negativo
(fase 180°).
tiene signo negativo los máximos y minimos se invierten 
(figura 2.21, curva punteada). El hecho de que esta reflexión 
sea fuerte implica que debe haber un máximo en el mapa de 
densidad electrónica cerca de x = 0 o x = 1/2. Consideremos 
ahora la reflexión F (200). Si tiene signo negativo aparecerán 
máximos e n x = l / 4 y x = 3 / 4 ,  y si tiene signo positivo, los 
máximos estarán en x = 0 y x = 1/2. Sólo esta última posición 
es consistente con el hecho de que F (100) sea fuerte. Asi, si 
F(100) es fuerte probablemente F (200) sea positivo.
Extendiendo el razonamiento a tres dimensiones, se 
puede demostrar que [47]:
s(hi,ki,li)s(h2,k2,12)^  s (hl+h2/^i+k2,11+I2 )
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donde s significa signo y suponemos que las tres reflexiones 
son fuertes. Estas relaciones no son exactas, sino 
estadísticamente probables.
En tres dimensiones, una vez elegimos el signo de tres 
reflexiones podemos obtener el signo de las restantes [47].
En estructuras no centrosimétricas hay una relación 
similar que relaciona las fases [48]:
a(hi,ki,li) + a(h2,k2,l2);^ Of (hi+h2,ki+k2,li+l2)
La teoría sobre la determinación de las fases en varias 
estructuras no centrosimétricas fue desarrollada ya en 1956 
[49] por Karle y Hauptman. La fórmula de la tangente, que 
relaciona las fases en estructuras no centrosimétricas y que 
fue introducida por Karle, es uno de los procedimientos más 
extendidos en la resolución' de estructuras por métodos 
directos [50].
2.6. Cálculos adicionales.
2.6.1. Distribución probabilística de las intensidades y test 
de simetría.
Wilson [51] estudia la distribución de las intensidades 
de rayos X basándose en la teoría del movimiento browniano de 
Einstein [52], y concluye que los factores de estructura 
están distribuidos simétricamente en el plano complejo de 
acuerdo con una función gaussiana. Si llamamos P(I)dI a la
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probabilidad de que una reflexión hkl tenga una intensidad 
comprendida entre I e I+dl, en el caso en que el cristal no 
contenga ningún elemento de simetría ésta tiene la expresión
[51]:
P(I) dí = (1/2) exp(-1/2) di (2.57)
donde
(2.58)
j
y es identificable con el valor medio de la intensidad
calculada <I>. En el caso en que exista un centro de simetría
[52]:
P(I) di = ( 2TT2I) “i/2 exp( -1/22) di (2.59)
Llamando z = I/<I>, podemos escribir:
lP(z) dz = exp(-z) dz (2.60)
XP(z) dz = (2TTz)_1/2 exp(-z/2 ) dz (2.60* )
y las fracciones N(z) de las reflexiones cuyas intensidades 
son menores que z son [53]:
lN(z) = 1 - exp(-z) 
jN(z) = erf (z /2)1/2
(2.61) 
(2.61’)
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Si hacemos una lista de nuestras intensidades experi­
mentales en función de sem>/A, las dividimos en varios grupos 
aproximadamente iguales, y hallamos para cada grupo las frac­
ciones N(z) para z = 10, 20, ... 100%, una comparación con
las curvas teóricas 2.61 nos permiten decidirnos respecto a 
la existencia o no del centro de simetría en nuestra es­
tructura.
2.6.2. El factor de escala de las intensidades.
Las intensidades de difracción que se obtienen de un 
experimento de rayos X- están habitualmente en escala 
arbitraria y es necesario, si queremos comparar con los 
valores calculados, hallar el factor de escala necesario. Hay 
varios procedimientos para hallar este factor de escala 
[23,54,55], pero el más extendido es el debido a Wilson [54].
El valor medio de las intensidades para un pequeño 
rango de sem>/A. podemos escribirlo como:
<I^> = K I^ exp(-2Bsen2^>/A.2 ) (2.62)
donde K es el factor de escala, I viene definido por la 
ecuación 2.58 y el término exponencial es el factor de Debye- 
Waller dado por la expresión 2.16. Esta expresión se puede 
escribir como:
ln(<Il>>/I„) = ln(K) - 2Bsen2\>/A.2 (2.63)
73
Asi, si dividimos las intensidades en pequeños rangos 
de semtyA y representamos la función 2.63, podemos deducir el 
factor de escala K y el factor de temperatura B. Este proce­
dimiento debido a Wilson se denomina diagrama de Wilson.
2.7. Refinamiento. Método de minimos cuadrados.
Si disponemos de un conjunto de intensidades observadas 
Fobs(hk]J y de coordenadas y parámetros de temperatura apro­
ximados, llamaremos residual a la diferencia [56]:
Si los valores observados no estuvieran afectados de 
ningún error, la estructura correcta se correspondería con 
los. valores de los parámetros que hicieran cero todos los 
residuales. El ajuste de los parámetros se realiza imponiendo 
la condición de minimo a la función [57]:
La suma se extiende al conjunto de reflexiones de que 
disponemos y son unos factores de pesado que hacen
contribuir más a las reflexiones que tienen un error menor. 
Estos factores de pesado suelen ser empíricos. Los más 
conocidos son tomar cu¿ como [23]:
¿iF = IFobs(hkl)| - |Fcal(hkl)| (2.64)
(2.65)
UJi = 1/or2 (2.66)
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donde a es la desviación standard, y el de Cruickshank [58], 
que consiste en tomar:
W i  = (a+|Fobs(hkl)|+b|Fobs(hkl)|2)-1 (2.67)
donde a = 2Fmin y b = 2/Fmax.
Los Aj_F van a depender de una serie de parámetros 
(en general coordenadas, factores de temperatura y factor de 
escala) y el proceso de minimos cuadrados va a consistir en 
la resolución de un sistema de ecuaciones que nos va a permi­
tir calcular la diferencia entre los parámetros iniciales y 
los que hacen mínima la función R. En general es preciso 
realizar varios ciclos de refinamiento para obtener el mínimo 
valor de R.
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3 -  P r o p i e d a d e s  ó p t i c a s  y  d e
sporte.

3.1. C o n s t a n t e s  ó p t i c a s  e n  s e m i c o n d u c t o r e s .
3.1.1. Clasificación óptica de los cristales.
Los fenómenos ópticos que surgen cuando una onda viaja 
por un cristal van a depender en general de la dirección en 
que viaje dicha onda.
Desde el punto de vista del comportamiento óptico de 
los cristales, éstos pueden clasificarse en tres grupos 
.[59]. Llamemos (x,y,z) al sistema cartesiano que coincida con 
las componentes principales del tensor dieléctrico. En el 
primer grupo entrarían los cristales que tuvieran iguales las 
tres componentes del tensor dieléctrico (£x = £y = £“z ). Todas 
las direcciones en el espacio son equivalentes y el elipsoide
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de las ondas normales sería una esfera. A este grupo pertene­
cen los cristales del sistema cúbico. Son cristales óptica­
mente isótropos.
En un segundo grupo entrarían los cristales que tuvie­
ran dos componentes iguales del tensor dieléctrico (£x = £y 4 
). En este grupo están los cristales pertenecientes al 
sistema hexagonal, trigonal y tetragonal. El eje z coincide 
con el eje senario, ternario y cuaternario respectivamente. 
Se dice que son ópticamente uniaxiales. Una onda que se 
propaga en la dirección del eje z tiene su vector campo 
eléctrico en el plano (x,y) y su amplitud es independiente de 
la polarización (a este eje se le llama eje óptico).
El tercer grupo de cristales lo forman los pertenecien­
tes a los sistemas ortorrómbico, monoclínico y triclínico, y 
tienen las tres componentes principales del tensor dieléctri­
co diferentes. Opticamente, estos cristales se llaman bia­
xiales (dos ejes ópticos). Los ejes ópticos no coinciden con 
ningún eje de simetría del cristal (las direcciones de los 
ejes ópticos son las perpendiculares a los planos cuya inter­
sección con el elipsoide de las ondas normales es un cír­
culo). Si no hay ningún elemento de simetría en el cristal 
que nos fije las direcciones del tensor dieléctrico, éstas 
cambian con la frecuencia de la luz (se dice entonces que hay 
dispersión de color). En el monoclínico hay dos ejes disper­
sivos y en el triclínico lo son los tres.
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3 . 1 . 2 .  C o n s t a n t e s  ó p t i c a s  e n  u n  m e d i o  b i a x i a l .
Estudiemos como se propaga una onda plana monocromática 
en el caso general de un medio anisótropo y absorbente. Las 
expresiones para los campos van a ser:
E = Eoexp[ j (o;t-kr) ]
(3.1)
H = Hoexpt j (u;t-kr) ]
Sustituyendo en las ecuaciones de Maxwell las expre­
siones anteriores, obtenemos las ecuaciones equivalentes:
-jkxE = -j (üJ/c )v¿H 
-jkxH = j (w/c)EE+EE
Tomemos ko=tn/c y definamos una constante dieléctrica 
compleja E de componentes Ei =e y £2 = -G/ko» Escribiremos 
entonces:
kxE = koUH 
kxH = -kg£E
Multiplicando vectorialmente por k la primera ecuación 
y sustituyendo en la segunda, obtenemos, tras desarrollar el 
doble producto vectorial, la ecuación de ondas en un medio 
anisótropo [59]:
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(kk)E-(kE)k=k§u£E (3.2)
El vector k es imaginario, k = k^+jk2 y en el caso de 
una onda homogénea k^ y k2 son paralelos [60]. En un medio 
transparente sabemos que £ = n^, donde n es el índice de 
refracción. En un medio absorbente podemos definir un índice 
de refracción complejo n+j tal que £= (n+jK,)^. En un medio 
anisótropo habrán en general tres índices n y k , uno por cada 
componente de . A n se le sigue llamando índice de refrac­
ción y a K se le llama coeficiente de extinción [61]. En 
función de estos índices, las partes real e imaginaria de la 
constante dieléctrica son:
= n2-K.2 (3.3)
£ 2 = 2n«. (3.3' )
Si consideramos una onda que se propaga en la dirección 
z por ejemplo, ésta se va a atenuar (la atenuación de la 
intensidad es proporcional a E^):
exp(-2Kzz )
Definamos el coeficiente de absorción en esa dirección 
Kz al factor que determina un amortiguamiento en un factor e, 
es decir, lo definimos a partir de la expresión
I = lQexp(-Kzz)
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Tenemos entonces que K = 4TTk/X
Las partes real e imaginaria de la constante dieléc­
trica son interdependientes a través de las relaciones de 
Kramers-Kronig [60]:
A partir de estas expresiones se deduce la siguiente 
relación entre la constante de absorción y el índice de 
refracción:
lo que permite el cálculo de n cuando se conoce el espectro 
de absorción completamente.
3.1.3. Reflexión y transmisión de la luz en una lámina de 
espesor d.
Consideremos una lámina conductora de espesor d y eli­
jamos un sistema de coordenadas tal que el eje z sea perpen­
dicular a las caras de la lámina (figura 3.1). Supongamos que 
incide una onda electromagnética de vector de ondas en el 
plano (y,z). Si las expresiones para los campos son las 3.1, 
al imponer las condicones de contorno en z=0 y z=d, por
£l(io) = 1 + ( 2/tt) u'£2{oj') dw'/{w'2-w2 }
C2(U) = - (2 /7T) S'ilW )dU>'/{W'2-ü¿}
(3.4)
n(E) 1 = (ch/27t2) ia(E')dE'/{E'2-E2} (3.5)
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cz
£,= (n,* jK): 
P,= 1
y
FIGURA 3.1. Ondas incidente, reflejada y transmitida en una
lámina de espesor d.
igualdad de fases, no van a haber componentes x- de los vec­
tores de onda.
Estudiemos por separado los casos en que el vector 
campo eléctrico esté en el plano de incidencia y sea perpen­
dicular a este.
3.1.3.1. Luz polarizada con E perpendicular al plano de 
incidencia.
El vector E va a tener solamente componente tangencial, 
mientras que H va a tener componentes tangencial y normal. 
Imponiendo las condiciones en la frontera vamos a obtener un 
sistema de cuatro ecuaciones con cuatro incógnitas [59]. La
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solución nos va a proporcionar los coeficientes de transmi­
sión y reflexión, definidos como:
= E¿ /Ej Tj_ = E¿ /E\ (3.4)
Introduciendo la siguiente notación:
rjL =
= (^kg-eyk^J/teski-Cyk^)
= (£iU2/^yUl)1/2(l+rj_)
Ój = (CyU3/e3U2)1/2 (l+r|)
los coeficientes de reflexión y transmisión tienen las si­
guientes expresiones [62]:
R 1 = [ri +r_[exP(~23k§d) ]/[l+r^r^exp(-2jk§d) ] (3.5)
T i = ^ [ exPt"3(k§-k§d]/[l+r r^exp(-2jk§d)] (3.5')
Para obtener kz necesitamos resolver la ecuación de 
ondas. En el caso que estamos considerando, E = (E,0,0) y 
k = (0 ,ky,kz ) tendremos que:
k§2 = e ykg-(£y/ez ) kP (3.6)
ya que ki = k¿ por igualdad de fases.
Puesto que k§ es una magnitud compleja escribamos k§ = 
kgía-jb). Igualando las partes real e imaginaria de la
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ecuación anterior, obtenemos un sistema de dos ecuaciones 
para a^ y (ecuaciones B.l), cuya solución sólo se
simplifica en dos supuestos:
a) Si la incidencia es normal las expresiones de a y b 
tienen la forma sencilla:
b) En ausencia de absorción, es decir si K= 0. 
a l =
(3.8)
3.1.3.2. Luz polarizada con E paralelo al plano de inciden­
cia.
En este caso el vector H va a tener solamente componen­
te x, mientras que E va a tener componentes y y z.
Con la siguiente notación:
r„ = (kJu2“k^VLi)/(kJu2+k^i)
se obtienen las siguientes expresiones para y T|( :
Rn = [rn +r!¡exp(-2jk§d) ]/[l+rn r|¡exp(-2jk§d) ]
(3.9)
Tl = <5,,5|¡exp[-j (k§-k^)d]/[l+r(I rjjexp(-2jk§d) ]
La ecuación de ondas da como resultado para k§:
*Z2 = e xko2- 4 2
Poniendo como en el caso anterior k§ = ko(a-jb) y 
particularizando para los dos supuestos sencillos:
a) incidencia normal con absorción:
aII - nx
b|| - k.x
(3.10)
b) .incidencia oblicua sin absorción:
aH = nx [l-sen2iA/nx 2 ]1 /2
b„ = 0
3.1.3.3. Coeficientes de reflectancia y transmitancia.
(3.11)
Podemos escribir unas expresiones generales para y
orT, en función de las partes real e imaginaria de kz, es
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decir, de a y b:
RjL = [r1 +rjexp(-2ja1T?)exp(-2bi77 ) ]/
/ [ 1+r^ rj^expí-2 ja 7^7 )exp(-2b^?7 ) ]
(3.12)
T1 = ^ó^expí-jaj^expí-bj^expí ^ cosl^7?)
/ [ l+r¿ r|exp( -2 ja^ ?7 )exp( -2b^J7) ]
donde r¡ = kod=2TTd/A. Las expresiones para R(( y T|( son idén­
ticas sin más que cambiar II por 1 .
Las intensidades reflejada y transmitida se determinan 
hallando el módulo al cuadrado de estas expresiones. Podemos 
escribir en el caso general:
Ir = [Q Ch(2B) + q cos(2a)]/
/[S Ch(2B) + T Sh(2B) + s cos(2a) + t sen(2a)] (3.13) 
It = D/[S Ch(2B) + T Sh(26) + s eos(2a) + t sen(2a)]
donde a = a ?7 = a 27Td/A, B = b r¡ = b 2TTd/A y los coeficientes
Q, S, T, q, s y t están definidos en el apéndice B para los
casos en que E sea perpendicular al plano de incidencia
(ecuaciones B.4) y paralelo al plano de incidencia (ecua­
ciones B. 5) .
Estas ecuaciones pueden simplificarse en algunos su­
puestos que vamos a considerar ya que son de interés en la 
parte experimental.
En primer lugar consideremos el caso de una muestra 
transparente y calculemos los coeficientes de reflectancia y
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transmitancia.
Si no hay absorción las intensidades transmitida y 
reflejada se obtienen hallando el módulo al cuadrado de las 
expresiones anteriores con a y b dados por las ecuaciones 
3.8 y 3.11, adquiriendo la forma sencilla:
Ir = (l-r^ ) 2/(l+r-2r2cos20:)
(3.14)
I-t = 2r^ (l-cos2QT) / (l+r-2r2cos2a)
Los términos en coseno del denominador van a ser la 
causa de la aparición de interferencias cuando el espesor de 
la muestra sea comparable con la longitud de onda con que 
iluminemos.
Otro caso de particular interés es el de la intensidad
reflejada si el coeficiente de absorción es elevado. En este
caso los senos y cosenos hiperbólicos de la expresión 3.13 
son mucho mayores que la unidad y la expresión para la inten­
sidad reflejada se reduce a:
Ir = [(l-a)2+b2]/t(l+a)2+b2] (3.15)
en ambos casos, paralelo y perpendicular.
Por último, cuando la absorción no es lo suficientemen­
te elevada como para que b sea comparable a a, la intensidad
transmitida a incidencia normal es:
It = (l-*R2)exp(-2B)/[l+R2exp(-4B)-2Rexp(-2B)cos(2Q0 ] (3.16)
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Para una muestra suficientemente gruesa comparada con 
la resolución de nuestro aparato de medida, hemos de prorme- 
diar las interferencias, obteniendo la expresión bien conoci­
da [59]:
Ir = (1-R2 )exp(-2B)/[1-R2exp(-4B)] (3.17)
3.2. Teoría cuántica del coeficiente de absorción.
3.2.1. Absorción intrínseca. Transiciones directas e indirec­
tas .
El hamiltoniano de un electrón sometido al campo perió­
dico U(r) de un cristal y a un campo electromagnético exte­
rior representado por su potencial vector A(r,t) es de la 
forma:
H = ( p - e A ) 2/ 2 m + U ( r )  (3.18)
Desarrollando el primer término,
H = -(ñ2/2m)A + (ihe/m) AV + (itle/2m)VA + e2A2/2m + U(r)
Para campos magnéticos débiles, A2«0 y teniendo en 
cuenta la condición de LorentzVA = 0, nos queda:
H = {-(ti2/2m)A + U(r)} + (itie/m) AV = Hq + W (3.19)
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El hamiltoniano del electrón se puede expresar como 
suma de un término H q (correspondiente al electrón en el 
campo periódico) más un término W que trataremos como per­
turbación. El potencial vector para una onda electromagnética 
plana será de la forma:
A = A q exp{i(u;t - kr)} (3.20)
siendo w la frecuencia y k el vector de onda. El hamiltoniano 
de la perturbación queda [63]:
W = (ihe/m)Aoexp{i(CL>t - kr)} ao (3.21)
donde ao es el vector unitario que caracteriza la 
polarización de la onda.
Las funciones de onda del electrón propias del hamilto­
niano no perturbado son funciones de Bloch de la forma:
l^nk^/t) = exp(ikr) V>nk(r ) exp{i(En (ko) /h) t} (3.22)
donde n indica la banda, k es el vector de ondas que indica 
la posición dentro de la banda y En (k) la energía del elec­
trón dentro de dicha banda.
Como es sabido toda perturbación provoca transiciones 
entre los estados electrónicos no perturbados, estando deter­
minada la probabilidad de dichas transiciones por los elemen­
tos de matriz del operador perturbación. La probabilidad de 
transición por unidad de tiempo es:
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w(nki,n’k2 ) = (27T/h2) |wnki ^ n » | ^  <5 (En (ki) -En * (k2 )+hü/)
(3.23)
La función <5, resultante de integrar la parte temporal 
del elemento de matriz, expresa la ley de conservación de la 
energia: la probabilidad de transición entre dos estados será 
diferente de cero solo si sus energias difieren en hüj, ener­
gia del fotón incidente.
Calculemos la parte espacial:
wnkl,n’k2 =
= /exp(-ik^r) V^kl (iehAo/m)exp(-igr)aoVexp(ik2r ) V>n »k2dv
Por las condiciones de normalización de las funciones 
de onda ^nk' estos términos solo pueden ser diferentes de 
cero para k^ + g = k2 condición que expresa la conservación 
del cuasimomento total de la transición. Ahora bien, dado que 
el vector de ondas de los fotones es despreciable frente al 
de los electrones, la regla de selección es
= (iehAo/m) -i(ki+g-k2 )r} (aoik2 ) V>nkl c^)n ,k2dv +
+ (ieA| 5xp{-i(ki+g-k2 )r} ^nkl a0v(«pn !k2dv (3.24)
k i  = k 2 (3.25)
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E2=E,*híj
k2=k,
FIGURA 3.2. Esquema de las transiciones directas e indirectas 
en el diagrama E(k). (a) Transiciones directas, (b) Transi­
ciones indirectas.
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A este tipo de transición en la que se conserva el 
momento se le llama transición vertical o directa (ver figura 
3.2).
En este caso podemos escribir
wnkl,n'k2 = “ (eAo/m) 6 (ki,k2 ) Pnn'(k2) (3.26)
donde ?nn’(k2 ) = nk2 aC)(h k 2 + P) ^ n ’k2 dv (3.27)
Y la probabilidad de transición queda: 
w(nki,n’k2 ) =
(2Tt/h)(e2A02/m2) |pnn. (k2 )| 2<5(ki,k2 )6(En (k1)-En . (k2 )+hu>)
(3.28)
Si el máximo de energia se encuentra en el centro de la 
primera zona de Brillouin (k = 0) se puede desarrollar
pnn'(k2 ):
pnn'(k 2 ) “ pnn'(0 ) + {dPnni(k2 )/dk2} k2 (3.29) 
0
El número de fotones absorbidos por unidad de tiempo
será:
<5q =/ /w(k1 ,k2 )(dVkl/47t3)(dV]í2/4K3) (3.30)
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y el coeficiente de absorción
OC =  ó q / q  (3.31)
Si ponemos q (el flujo de fotones) en función del flujo 
energético,
q = (1/hw) (1/2) (c/n)£E§ = (1/hüJ) (1/2) (c/n) w 2A§ =
= (1/2) (cW£/hn)A§ (3.32)
tendremos
OC = (27T/h) (e2A§/m2) ( 2hn/cuj£h$) x 
xJj¡Pnn< (k2)¡ 2 ó (kx,k2)<5(E (ki)-E(k2 ) +ho») (dVkl/4TC3) (dVk2/4TT3)
(3.33)
Integrando sobre k^ la función (ki,k2 ), 
or= (6 2/4^ 20^ )  f|pnn, (k2)| 2l5(El(k2 )_E2 (k2 )_ha,)dvk2 (3.34)
Se llaman transiciones permitidas a aquellas en que
pnn'(0 ) 4= 0 ; en este caso el coeficiente de absorción será,
en primera aproximación:
= (e2/47T5m2own) |pnn. (0)| 2 LfEi(k2)-E2(k2)-hw)dvk2 (3.35)
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Suponiendo que E^ík) y E2 (k) son bandas esféricas en el 
centro de la zona de Brillouin, tendremos:
E1 (k2 )-E2 (k2 ) = Ei(0)-h2k^/2mx - E2 (0)-h2k^/2m2 =
= - A E 0 - h2k^/2míed (3.36)
donde A E q es el valor de la banda prohibida. La integral de 
la ecuación 3.35 queda:
jó(Ei (k2 ) -E2 (k2 )+hüJ) dV^ 2 =
ó {(hcj- A E 0) - h2k^/2mred> ^ d k 2 =
= 2TT (2m£ed/h2 )3/2 (ttJ-AE0 )1/2 (3.37)
Llegamos así a la forma típica del espectro de absor­
ción en el caso de una transición directa permitida:
(X= B (hü>-AEo)1/2 (3.38)
Se llaman transiciones prohibidas a aquellas en las que 
pnn'í0 ) = ^• En este caso, para calcular OC hay que tomar el 
segundo término del desarrollo y llegaremos a una expresión 
de la forma:
a = B '  (hüJ- A E q )3/2 (3.39)
93
Nos hemos referido hasta ahora a las transiciones di­
rectas, en las que entran en juego un electrón y un fotón. 
Ahora bien, la experiencia demuestra que es posible otro tipo 
de transiciones, con intervención de un fonón de la red 
cristalina. Un electrón de centro' de zona puede absorber la 
energia hcop y el momento kf de un fonón de la red, o bien 
excitar un fonón, pasando a un estado de borde de zona en el 
cual puede absorber un fotón de energia hüJ (figura 3.2). Las 
leyes de conservación de la energía y el momento para este 
tipo de transiciones serán:
^2^2) = Ei(ki) + hUJ ± hüüf
(3.40)
k2 = ki ± kf
El umbral de absorción no coincidirá, en este caso, con 
el valor de la banda prohibida sino que será inferior a este.
En el cálculo del coeficiente de absorción la probabi­
lidad estará determinada por el producto del elemento de 
matriz de interacción electrón-fonón y del elemento de matriz 
electrón-campo. Dicho cálculo conduce a una expresión de la 
forma:
OC = (hu>- AEo+hCüf) 2/{exp(haif/kT)-1} +
+ {bUJ- AEo-hCJf)2/{l-exp(ho;f/kT) } (3.41)
en el caso de las transiciones indirectas permitidas (siendo
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el exponente 3 para las prohibidas). El primer término cor­
responde a la absorción de un fonón y el segundo a la emi­
sión.
Dado que en este tipo de transiciones entran en juego 
tres partículas, su probabilidad es netamente inferior, de 
ahí que los coeficientes de absorción correspondientes sean 
muy inferiores. A las transiciones directas permitidas le 
corresponden valores de del orden de 10  ^ - 10  ^ cm-1 , mien­
tras que en las indirectas es del orden de 10  ^ e incluso 
inferior.
3.2.2. Interacción electrón-hueco.
Cuando hacemos incidir luz en un semiconductor se están 
generando electrones en la banda de conducción y al mismo 
tiempo huecos en la banda de valencia. Los electrones y los 
huecos son partículas con carga de diferente signo y por 
tanto van a sentir una interacción culombiana. Wannier fue el 
primero en estudiar esta interacción en semiconductores [64] 
y predijo la existencia de unos estados ligados que se cor­
responden con unos niveles situados por debajo de la banda de 
valencia. El tratamiento cuántico es similar al del átomo de 
hidrógeno. Teniendo en cuenta que el cristal es un medio 
polarizable [65], la energía correspondiente a estos estados 
ligados es:
En (K) = Eq - (ue4/2h2£2 )/n2 + h2K2/2M* (3.42)
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donde u es la masa reducida y M* es la masa efectiva total 
del excitón. Así, la energía de enlace del estado de más baja 
energía es:
Ei = 13.6 (u/£2 ) eV (3.43)
donde u viene dado en unidades de masa electrónica y £ es la 
constante dieléctrica relativa. El radio de Bohr correspon­
diente al nivel n es:
an = 0.52 (£/u)n2 (3.44)
La ecuación de Schóedinger en un medio anisótropo fue 
desarrollada por Deverin [66,67] y obtiene para la energia de 
enlace del excitón, en primer orden, la expresión:
Efjlm - -(uz/£rx£y )R>>/n2 (3.45)
La contribución al coeficiente de absorción debida a la 
interacción electrón-hueco se traduce en la aparición de unos 
picos de absorción a las energías correspondientes a los 
estados ligados más una contribución al continuo. Esta con­
tribución fue estudiada por Elliot [68,69]. El coeficiente de 
absorción en el continuo varía, para una transición directa 
permitida, en la forma [6 8 ]:
a = a 0 Tía exp(TCa)/senh(TCa) (3.46)
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donde a o es el coeficiente de absorción sin interacción 
electrón-hueco (expresión 3.38) y
a2 = Ei/thw - E q ) (3.47)
En el limite en que a sea muy pequeña, es decir, cuando
nos alejamos del gap, la expresión 3.46 se convierte en la 
3.38. Para transiciones directas prohibidas la expresión que 
obtiene Elliot es:
a = a 07Ta exp(Tía) (l+a^ ) /senh(TCa) (3.48)
donde nuevamente OC q se corresponde con la expresión de una 
transición directa prohibida sin interacción (expresión
3.39). Elliot obtiene expresiones similares para las tran­
siciones indirectas [6 8 ].
Debido a la interacción de los excitones con los fono- 
nes, los niveles excitónicos no son deltas de Dirac, sino que 
tienen una cierta forma. Toyozawa [70,71,72,73] calcula el 
ensanchamiento en la absorción de los picos excitónicos en 
dos casos particulares, cuando la interacción electrón-hueco 
es débil y cuando es fuerte. En el primer caso obtiene una 
expresión lorentziana asimétrica [71]:
a = a 0 {(h(72)+2A[hUME+A) ]}/{[hW-(E+A) ]2+(hr/2)2) (3.49)
donde es una constante, V nos va a dar la anchura del
pico, E es la energía de ligadura del excitón y A  es la
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diferencia energética entre esta energía y la correspondiente 
al máximo.
Para fuerte interacción o a temperaturas altas, la 
forma del pico excitónico es una gaussiana [71]:
a = OÍQ exp [ - (hLJ-E) 2/d  ^] (3.50)
En este caso la posición del pico coincide con la 
energía de enlace del excitón. El parámetro D está relaciona­
do con la anchura del pico.
3.2.3. Colas de absorción.
En la práctica los bordes de absorción no son abruptos, 
siendo un crecimiento exponencial lo más usual [74]. En un 
gran número de materiales se encuentra que:
d(lna)/d(hcj) e<. 1/kT (3.51)
ley conocida como regla de Urbach [75]. Desde el año 1953 en 
que Urbach descubrió este comportamiento se han desarrollado 
varias teorías que lo explican [76,77,78,79], siendo las más 
aceptadas la de Dow y Redfield [76,80] y la de Toyozawa 
[77.,81].
Ambas teorías resaltan diferentes aspectos del acopla­
miento excitón-fonón. En la teoría de Dow y Redfield la cola 
es debida a la ionización de los estados excitónicos por los 
microcampos creados bien por las vibraciones de la red, bien
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por impurezas cargadas. El salto del electrón fuera del hueco 
a través de la barrera culombiana conduce a una densidad de 
estados que varia exponencialmente. La influencia del campo 
fonónico sobre el movimiento relativo del par electrón-hueco 
y por tanto el scattering interbanda del excitón es el meca­
nismo dominante.
La teoría de Sumi y Toyozawa [81] por otra parte dis­
cute el movimiento del centro de masas del excitón en el 
campo fonónico, y por tanto es el scattering intrabanda del 
excitón el mecanismo dominante. La regla de Urbach proviene 
del compromiso entre la naturaleza móvil del excitón y la 
tendencia de las vibraciones de la red a localizarlo momen­
táneamente .
3.2.4. Absorción debida a estados localizados.
Los electrones o huecos que se encuentran en estados 
localizados pueden absorber fotones y pasar al estado libre o 
bien a otro estado localizado. Haciendo un tratamiento per- 
turbativo similar al caso de absorción intrínseca, pero te­
niendo en cuenta que en este caso la función de ondas de 
partida tiene una energía bien definida, se llega a la si­
guiente expresión para el coeficiente de absorción [82]:
a = o r 0 (hw-EI )/{h2ui2 [h2X 2+2m*(hü^EI ) ]4} (3.52)
donde Ej es la energía de ionización del nivel y X  nos 
indica el grado de localización del electrón.
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3.3. Estadística de electrones y huecos en semiconductores.
3.3.1. La densidad de estados.
El número de portadores libres, ya sean electrones en 
la banda de conducción o huecos en la banda de valencia, va a 
depender del número de estados disponibles así como de la 
probabilidad de que un estado con energía determinada sea 
ocupado por tales portadores.
La probabilidad de que un estado con energía E sea 
ocupado por un electrón viene dada, para una temperatura T, 
por la función de distribución de Fermi-Dirac:
fOn = l/(exp[(E-u)/kT]+l) (3.53)
para electrones, donde u es el potencial electroquímico o 
nivel de Fermi. La función de distribución para los huecos 
es:
f0p = 1-fQn = l/(exp[-(E-u)/kT]+l} (3.54)
Estas funciones de distribución de electrones y huecos 
en equilibrio térmico se obtienen partiendo de los principios 
de indistinguibilidad de las partículas y el de exclusión de 
Pauli [83].
El número de electrones disponibles con energías com­
prendidas entre E y E+dE es
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g (E )dE
Asi, la concentración de portadores libres será la
integral
n=(l/V) lf (E )g (E )dE (3.55)
Si las superficies de energia constante tienen la forma 
general elipsoidal, la densidad de estados para la banda de 
conducción es [82]:
gc (E)=2(V/4K2) (2med/h2)3/2(E-Ec)l/2 (3.56)
donde es la masa efectiva de la densidad de estados
definida como
med =
siendo m¿ las componentes principales del tensor de masa
efectiva. Para la banda de valencia tendremos:
gv (E)=2(V/4K2 ) (2iti£d/h2 )3/2 (Ev-E)l/2 (3.56')
'3.3.2. Cálculo de las concentraciones de electrones y huecos.
Si sustituimos en 3.3 las expresiones correspondientes 
a ia función de distribución 3.1 y a la densidad de estados 
3.4, la concentración de electrones es
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n=2(l/4Tf2) (2m|d/h2 ) 3/2 ^  (E-Ec ) l/2dE/{exp[ (E-jjl)/kT]+l}
Haciendo el cambio de variable x=(E-Ec )/kT y llamando 
l±c = (u-Ec )/kT podemos escribir n como [84]:
n = NCFÍ/2ÍUC) (3.57)
donde Nc es la densidad efectiva de estados en la banda de
conducción:
Nc = 2(medkT/2TCh2)3/2 (3.58)
y Fi /2(Uc ) es integral de Fermi definida como:
Fj (cp) = (1/j i ) j x3dx/[exp(x-(p) +1 ] (3.59)
para j = 1/2 y (/?= uc .
Para > 1.25 la integral puede ser aproximada por:
F1/2 W  (4/3V7T )<p +np3/2/$)<pl/2
Si ip < -4 puede aplicarse la estadística clásica (Max- 
well-Boltzmann) y Fj (Cp) es
Fj ((/>) = exp(</>)
independientemente del valor de j.
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En general es aplicable la estadística clásica y las 
concentraciones de electrones y huecos son:
n = Ncexp[-(Ec-u)/kT] p=Nvexp[-(u~Ev )/kT] (3.60)
Fijémonos en que el producto:
np = NcNvexp(-ÓEg/kT) (3.61)
es independiente del nivel de Fermi, sólo depende de la 
anchura de la banda prohibida.
3.3.3. La ecuación de neutralidad de un semiconductor.
A partir de las ecuaciones 3.8 podemos conocer la 
concentración de electrones y huecos sin más que conocer el 
nivel de Fermi. El nivel de Fermi va a depender de la tempe­
ratura y de las concentraciones de impurezas. Las impurezas 
van a crear estados localizados en el interior del gap [85]. 
La existencia de estos estados, que van a ser ocupados por 
electrones y huecos van a provocar desplazamientos en el 
nivel de Fermi. La ecuación de neutralidad nos va a permitir 
calcular el nivel de Fermi una vez conozcamos las concentra­
ciones de impurezas.
La ecuación de neutralidad es la imposición de la 
neutralidad de la carga en el sólido. Si llamamos a la
concentración de impurezas dadoras ionizadas y N¡ a la de 
aceptoras, la ecuación de neutralidad se escribe:
103
(P+N¿)e+ + (n+N£)e“ = O
La estadística de ocupación de los niveles dadores (o 
aceptores) es algo diferente de la estadística de Fermi [8 6 ] 
ya que una vez ocupemos un estado con un electrón, sea cual 
sea su spin, no puede ser ocupado por otro. Esto hace que la 
función de distribución de los niveles dadores sea:
Si tenemos en cuenta que la degeneración de un nivel 
dador es 2 , la concentración de electrones (concentración de 
impurezas dadoras sin ionizar) en el nivel dador va a ser
donde Ed es la energía asociada al nivel (energía que necesi­
ta superar un electrón para alcanzar la banda de conducción). 
Igualmente se demuestra que la concentración de huecos en un 
nivel aceptor es
Recurriendo a estas expresiones la ecuación de neutra­
lidad puede escribirse en la forma:
ffl(E) = i/{l+iexp[(E-u)/kT]}
nd = N¿/{l+£exp[(Ed-u)/kT]} (3.62)
Pa = Na/{l+fexp[(u-Ea )/kT]} (3.62’)
n+na-p-pa = Nd-Na (3.63)
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En el caso general esto es una ecuación de cuarto grado 
en exp(u/kT) pero en los casos particulares de interés puede 
simplificarse a una ecuación de segundo grado.
3.3.4. El semiconductor intrínseco.
Un semiconductor intrínseco es aquél que no tiene im­
purezas. En este caso la ecuación de neutralidad se convierte 
en
n - p = 0
Sustituyendo n y p por sus expresiones,
Ncexp[-(Ec-u)/kT] = Nvexp[-(u-Ev )/kT] (3.64)
Puesto que Nc y Nv se diferencian solamente en las 
masas efectivas,
N^/Ny = (m0¿/mj^¿) (3.65)
y podemos despejar u en 3.64:
Ui = (Ec+Ev )/2 + (3/4)kT ln med/mhd (3.66)
donde el subíndice i se refiere a intrínseco. El nivel de 
Fermi se va a situar en el centro del gap a cero Kelvin y va 
a desplazarse linealmente con la temperatura al crecer ésta.
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Teniendo en cuenta que n=p y recurriendo a la expresión 
3.60, la concentración intrínseca n¿ será:
ni = 2[2 (medmhd)1/2kT/h2]3/2eXp(_5Eg/2]cT) (3.67)
Si medimos la concentración de portadores de un semi­
conductor en la región intrinseca (3.1.5.b.) y representamos 
en papel logarítmico nT“3/2 frente a 1/T, de la pendiente 
podemos deducir la anchura del gap del semiconductor (despre­
ciando la variación de éste con la temperatura).
3.3.5. Semiconductor extrínseco.
Consideremos el caso general de un semiconductor con 
ambos tipos de impureza. A T=0 los electrones van a ocupar 
los estados de energía más bajos, luego tanto las impurezas 
aceptoras como dadoras estarán ionizadas. Si = Na la 
ionización será completa, si > Na o Na > , Na y
estarán, respectivamente, completamente ionizados.
Vamos a suponer que el semiconductor está parcialmente 
compensado, es decir > Na (o Na > N¿). En este caso la 
ecuación de neutralidad la podemos escribir:
n + na - P - Pa “ N¿ (3.68)
donde N¿ = - Na.
i) a muy baja temperatura las primeras transiciones se 
van a producir entre niveles aceptores y dadores, por lo que
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podemos despreciar n y p de la ecuación 3.25. Además, para 
T-*0 debe ser pa = 0.
Resolviendo la ecuación para u, obtenemos [87]:
U = Ed+kTln[(Nd-Na )/2Na ] (3.69)
Cuando T=0 el nivel de Fermi se sitúa sobre el nivel 
dador. Igualmente en el caso en que Na > Nd ,
U = Ea-kTln[(Na-Nd )/2Nd ] (3.69’)
Al aumentar la temperatura, u va a aumentar o disminuir 
dependiendo de las concentraciones relativas de dadores y 
aceptores. Sustituyendo el valor de u en la expresión de n,
n = (NcN¿/2Na )exp(-ÓEd/kT) (3.70)
La energia de activación es igual a la energia de 
ionización del nivel, mientras que en el caso en que hay sólo 
impurezas dadoras, la energía de activación era óEd/2.
ii) suponiendo nuevamente que Nd > Na , al aumentar la 
temperatura el nivel aceptor va a estar prácticamente ioniza­
do (pa - 0 ) y el nivel dador va a proporcionar una concentra­
ción aceptable de electrones en la banda de conducción de
modo que no es posible despreciar n.
Tendremos
n + na = N¿ (3.71)
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O b t e n e m o s  p a r a  e l  n i v e l  d e  F e r m i
U = (Ec+Ed )/2 + (kT/2)ln(N¿/2Nc ) (3.72)
Sustituyendo en 3.60,
n = N¿Nc/2 exp(-óEd/2kT) (3.73)
luego al aumentar la temperatura hay un cambio de pendiente 
en la energia de activación que pasa a ser de <5Ed a óEd/2 .
3.4. La ecuación de transporte de Boltzmann en la aproxima- 
ción del tiempo de relajación.
Los fenómenos físicos determinados por el movimiento de 
cargas eléctricas, bajo la acción de campos internos o exter­
nos o bajo la acción de una diferencia de temperaturas son 
llamados efectos de transporte.
El movimiento de un electrón bajo la influencia de 
campos externos pequeños puede ser descrito en términos del 
movimiento de una partícula clásica en estos campos. Ahora 
bien, en un sólido el número de partículas existentes es 
elevado y es necesario introducir un procedimiento estadísti­
co ya que intentar obtener el movimiento detallado de cada 
una de las partículas es imposible. Por otra parte las cor­
rientes macroscópicas son promedios sobre el movimiento de 
las partículas individuales; no tiene interés por tanto el 
conocimiento detallado del movimiento..
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Un procedimiento aproximado de abordar el problema 
consiste en buscar una función de distribución estadística 
que especifique la probabilidad de encontrar una partícula 
del sistema con determinada posición y momento en un pequeño 
rango. Esta función de distribución juega un papel, fuera del 
equilibrio, análogo al de la función de distribución de Fermi 
en el equilibrio, y la ecuación que nos permite encontrar 
esta función de distribución es la ecuación de transporte de 
Boltzmann [8 8 ].
La función de distribución para un gas electrónico 
homogéneo puede ser escrita como [89]:
donde fO es la función de distribución en equilibrio. Para un 
semiconductor con superficies de energía*esféricas, la ecua­
ción de Boltzmann en presencia de un campo eléctrico es [90]:
siendo £ la energía del electrón, E el campo eléctrico y el 
término (9f/3t)col. la integral de colisiones. Si la integral 
de colisiones es proporcional a Af(k) la ecuación de Boltz­
mann tiene una solución exacta [89]:
f(k) = fo(k) + Af(k) (3.74)
-(eh/m*) Ofo/ae)kE = (Pf/5t)col. (3.75)
Of/3t)col = -(1/T) Af(k) (3.76)
A X se le llama tiempo de relajación.
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3.5. Mecanismos de dispersión.
3.5.1. Dispersión por impurezas ionizadas.
Si los electrones son dispersados por un potencial tipo 
Yukawa,
V(r) = (Ze2/4TÍ£r) exp (-kor) (3.77)
donde el parámetro de apantallamiento es [91]:
kg = (ne2/ekT) [F-x/2 (EF/kT)/F1/2 (EF/kT)] (3.78)
siendo n la concentración de electrones y F las funciones de 
Fermi, el tiempo de relajación obtenido integrando la sección 
eficaz es:
1/T = (NZ2e4/16V5'JT£-2m,,f1/2 ) E“3/2 [ln(l+b) - b/(l+b)] (3.79)
expresión determinada primeramente por Brook-Herring [92]. En 
ella, N es la concentración de impurezas ionizadas y b se 
define a partir del parámetro de apantallamiento:
b = 8m*E/h2kg (3.80)
La aproximación de Born presupone que b >> 1, por lo 
que el ln(l+b) puede ser sustituido por ln b.
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3.5.2. Dispersión por fonones ópticos no polares.
Utilizando el método del potencial de deformación Fivaz 
y Schmid [93] deducen el tiempo de relajación para la disper­
sión por fonones homopolares. Las expresiones de estos tiem­
pos son:
1/7*+ = (2/h)g2 (n+1 )Vho;(E-ha;)
0
1/r- = (2/h)g2nVhZU(E-htJ)
donde los signos + y - se refieren a la emisión y absorción
de un fonón respectivamente y g2 es la constante de acoplo
electrón-fonón:
g2 = £ 2m3/2/2V2 MNh(hW)3/2 (3.82)
£ es el potencial de deformación por unidad de longitud y h 
es la energia del fonón que interviene en la dispersión.
La expresión para la autoenergía de los electrones 
debida a la interacción con los fonones es, en función de la 
constante de acoplo g2 y del radio de la zona de Brillouin Q 
es:
E = - ( 41n2/TT)g2 (2n+l) V h w  h2Q2/2m* (3.83)
Esta disminución en la energía del electrón provoca un
E > ha;
E < ha; (3.81)
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aumento de su masa efectiva. La masa efectiva que tiene en 
cuenta la interacción se denomina masa efectiva renormalizada 
y tiene como valor [90]:
m** = m*(l-g2/2)-l (3.84)
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4 . IVió tocio Experimental .

4.1. Obtención del material.
El sulfuro de bismuto utilizado en este trabajo fue 
obtenido por dos procedimientos diferentes y nos ha sido 
suministrado por el Dr. A. Chevy. En particular, los cris­
tales usados en los experimentos de difracción de rayos X 
habían sido obtenidos por sublimación en un horno de dos 
zonas siendo la temperatura de evaporación de 620 °C y la de 
depósito de 400 °C. Dichos monocristales tenían forma de 
largas agujas de 2 a 3 cms. de longitud y de 100 a 200 mieras 
de anchura, con forma irregular.
El material base que nos ha permitido realizar las 
medidas ópticas y de transporte ha sido crecido por el método 
de Bridgmann a partir de polvo policristalino fundido. La
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temperatura del horno era de 560 °C y el gradiente de tempe­
ratura de 120 °C/cm. La velocidad de crecimiento fue de 
alrededor de 0.5 mm/hora. La pureza del material de origen 
era 3N para el S y 5N8 para el Bi.
4.2. Preparación de las muestras.
a) Medidas de rayos X.
El monocristal utilizado en la determinación de la 
estructura, como se ha dicho antes, fue seleccionado entre 
las agujas obtenidas por sublimación y tenía unas dimensiones 
aproximadas de 0.057x0.092x25 mm^.
Por otro lado, y con el objeto de conocer la orienta­
ción de los cristales obtenidos por el método de Bridgmann, 
se ha cortado un cristal del lingote monocristalino y se 
buscó la matriz de orientación de la celdilla unidad en el 
difractómetro.
b) Medidas ópticas y de transporte.
A partir del lingote monocristalino obtenido por creci­
miento Bridgmann y por exfoliación con una cuchilla hemos 
obtenido las muestras utilizadas tanto en las medidas ópticas 
como eléctricas. El plano de exfoliación era el perpendicular 
a la dirección a cristalográfica, sin embargo éste era fácil­
mente quebradizo en la dirección del eje b, por lo que hemos 
tenido gran dificultad al intentar obtener muestras delgadas,
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imprescindibles para las. medidas ópticas del coeficiente de 
absorción e índice de refracción en la región próxima a la 
banda prohibida. En las medidas ópticas el tamaño de las 
muestras oscilaba entre 0.5x0.5x0.002 mm^ y 4x4x0.6 mm^. Las 
medidas eléctricas se han realizado sobre muestras del orden 
de 6x4x0.1 mm^.
Los contactos metálicos necesarios para las medidas de 
efecto Hall y efecto Seebeck han sido depositados por evapo­
ración al vacío en un sistema de evaporación Leybold con una 
bomba turbomolecular. La presión normal a la que hemos evapo­
rado era del orden de 10 torr. El bismuto, que es el elemen­
to utilizado como contacto, ha sido calentado y evaporado en 
un crisol de tungsteno y el espesor de la capa depositada lo 
hemos medido con un medidor de espesores INTEL, siendo del 
orden de 500 a 1000 A.
El carácter ohmico de los contactos ha sido comprobado 
posteriormente con un trazador de características I(V).
4.3. Medidas de Rayos-X.
Nos ha parecido conveniente, aunque no es necesario 
como ya dijimos en el capítulo 2 , realizar un estudio previo 
del cristal en una cámara de Weissenberg. Este estudio, que 
en principio se podría utilizar simplemente para la selección 
del cristal adecuado para ser utilizado en el difractómetro 
automático, lo hemos ampliado hasta la determinación del 
grupo espacial.
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4 . 3 . 1 .  M é t o d o s  f o t o g r á f i c o s .
En el estudio fotográfico se ha utilizado una cámara 
de Weissenberg standard y radiación de Cu (X = 1.5418 A).
La radiación k era eliminada con un filtro de Ni.
Se obtuvieron un diagrama oscilatorio, un Weissenberg 
del ecuador y un primer nivel por el método de equiinclina- 
ción. El ángulo de eguiinclinación era de 11°.
4.3.2. Difractómetro de 4 círculos.
En el difraetómetro de 4 círculos utilizamos un tubo 
con anticátodo de Mo y la radiación (.71069 A) es selec­
cionada por medio de un monocromador de grafito (ángulo 2$m
=12.18895°). El equipo es el AED1 de Siemens, y es controlado 
a través de un ordenador Nova-3 de Data General.
Una vez hallada la matriz de orientación, se ha reali­
zado una colección de datos limitada con el fin de comprobar
el grupo espacial hallado a partir de los diagramas de Weis­
senberg (normalmente el grupo espacial se deduce de esta 
colección de datos).
Las reflexiones standards que fueron utilizadas durante 
el proceso de medida son la (0,1,3) y la (0,-1,3) y tienen 
los siguientes perfiles, obtenidos con un barrido en de 1 °:
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412
10
17
16
27
33
65
104
279
1187
2592
3245
2695
1193
195
120
42
26
15
11
7
10
5
11
i) reflexión 0 1 3
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ii) reflexión O 1-3
10 * 
12 * 
19 * 
18 * 
62 
109 
222 
363 
666 
1126 
1641 
1911 
1843 
1548 
1158 
988 
710 
568 
223 
41 
22 1 
17 * 
11 * 
7 * 
12 *
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En la medida definitiva de las intensidades hemos toma­
do un intervalo angular de integración de 1.2°. El intervalo 
de ángulo de Bragg elegido ha sido 8 < < 50.
Se han medido 505 reflexiones independientes en un 
rango de sen\VA comprendido entre 0.0991 y 0.5932. Los va­
lores de h, k y 1 están comprendidos entre 0 y 13, 0 y 4 y 0  
y 13 respectivamente, lo que corresponde a 1/8 de celdilla. 
45 reflexiones tenía I/AI menor que 2; estas reflexiones se 
han tomado como no observadas. Las medidas del fondo a un 
lado y otro de las reflexiones era similar, no habiendo 
ninguna reflexión con el fondo descompensado.
4.3.3. Tratamiento de las intensidades.
Las intensidades han sido corregidas en primer lugar de 
los factores geométricos de Lorentz y de polarización.
Dado el elevado coeficiente de absorción que presenta 
el sulfuro de bismuto (675 cm”l) se ha llevado a cabo una 
corrección de absorción. Debido a la forma de aguja que 
presentaba la muestra y su pequeño tamaño en la dirección 
perpendicular al eje, hemos preferido hacer una corrección de 
absorción para una muestra cilindrica antes que dar las 
ecuaciones de los planos que limitan el cristal con un alto 
grado de incertidumbre. Se ha desarrollado para ello la 
teoría expuesta en el capítulo 2 y se ha hecho un programa, en 
Fortran-V que nos permitiera utilizarla (apéndice A).
Como es bien sabido, cuando el coeficiente de absorción 
es elevado, las reflexiones se ven afectadas significativa­
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mente por extinción secundaria (capítulo 2). La corrección de 
extinción secundaria la hemos llevado a cabo según el proce­
dimiento de Larson [46] en el refinamiento de mínimos cuadra­
dos .
Por último hemos hecho una corrección de dispersión 
anómala debido sobre todo al alto valor de A f ' y Af' ' que 
presenta el bismuto ( A f '=-4.6, A f ' ’=11.4).
El refinamiento se ha realizado con factores de tempe­
ratura anisotrópicos y se ha finalizado con un factor de 
acuerdo de 0.08.
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4.4. Medidas de transporte.
4.4.1. Medidas de efecto Hall a baja temperatura.
Se han preparado muestras paralelepipédicas por exfo­
liación a partir del lingote monocristalino. Los contactos 
o>hmicos de bismuto se han depositado por evaporación según la 
disposición que muestra la figura 4.1.a. No hemos utilizado 
la configuración de van der Pauw debido a la gran anisotropía 
observada en el plano de exfoliación. En la figura 4.1.b se 
observa con detalle el portamuestras utilizado. Cada muestra 
ha sido montada definitivamente en un portamuestras, con lo 
que hemos evitado el deterioro de éstas en su manipulación. 
Los hilos eléctricos han sido unidos con laca de plata a los
contactos de la muestra. Los portamuestras de aluminio dispo­
nían de unos pines de conexión de circuito integrado, lo que 
ha permitido la una fácil conexión y desconexión.
Los portamuestras son aprisionados por una chapita de
aluminio y atornillados para asegurar un buen contacto térmi­
co. La resistencia de control de la temperatura está situada- 
debajo de la muestra.,
Las medidas a baja temperatura se han llevado a cabo 
con un criogenerador Leybold de dos etapas, que nos ha permi­
tido alcanzar temperaturas de 30 K aproximadamente. En las 
medidas de resistividad se ha utilizado un voltímetro Fluke 
de alta impedancia de entrada; en las de efecto Hall hemos 
llevado la salida del voltímetro a un osciloscopio digital 
Textronix que nos ha permitido promediar el ruido.
1 2 1
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FIGURA 4.1. (a) Portamuestras utilizados en las medidas de
efecto Hall, (b) disposición de los contactos.
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El electroimán usado en las medidas de efecto Hall a 
baja temperatura proporciona un campo magnético de 0.64 T.
4.4.2. Efecto Hall a alta temperatura.
El criogenerador Leybold no permite la realización de 
medidas por encima de 40°C por lo que hemos utilizado un 
criostado que fue diseñado y construido en el laboratorio. El 
portamuestras es una barra de cobre en donde va incrustada la 
resistencia de calefacción de unos 80 W de potencia. La 
muestra se coloca directamente sobre éste y se sujeta con una 
lámina de cobre y dos tornillos, estando aislada por dos 
láminas de mica.
El control de la temperatura se efectúa con un contro­
lador también diseñado en el laboratorio, que permite un 
control de la temperatura en un rango de 0.1 °C alrededor de 
la temperatura seleccionada, margen suficiente para nuestro 
propósito.
La corriente de la muestra ha sido suministrada por una 
fuente de corriente y las tensiones de Hall y de resistividad 
medidas con un electrómetro Keithley.
4.4.3. Efecto Seebeck.
Las medidas de poder termoeléctrico se han hecho utili­
zando el criogenerador para mantener constante la temperatura 
de uno de los extremos de la muestra (el foco frió). La del 
otro extremo se ha ido variando al ir calentando con una
123
resistencia de calefacción y hemos deducido el valor de a a 
partir de la pendiente obtenida representando la f.e.m. ter­
moeléctrica en función del incremento de temperatura [94].
4.5. Propiedades ópticas.
4.5.1. Indice de refracción.
Las medidas del Índice de refracción se han desarrolla­
do en dos sistemas de medida diferentes. El estudio en el 
infrarrojo cercano, entre 900 y 2500 nm se ha hecho utilizan­
do una lámpara con filamento de tungsteno de 150 W, 
focalizada sobre un monocromador Jobin-Yvon H25 con una red 
de difracción de 600 trazas por mm. La señal del detector, 
una célula de PbS o una fotocélula de Si, ha sido filtrada 
con un amplificador sintonizado PAR. La señal medida por el 
amplificador se ha recogido en papel continuo en un registra­
dor x-t W+W. En las medidas con luz polarizada se ha utiliza­
do una lámina dicroica como polarizador. Estas medidas se han 
realizado a temperatura ambiente y a baja temperatura, utili­
zando en este caso el sistema criogénico Leybold mencionado 
en el apartado anterior. Un esquema del dispositivo de medida 
se detalla en la figura 4.2.
Las medidas de transmisión variando el ángulo de inci­
dencia se han realizado utilizando un rotador de precisión 
movido por un motor síncrono (ver figura 4.3). En la realiza­
ción de cada espectro se ha utilizado del orden de 3 metros 
de papel con lo que hemos obtenido en la medida del ángulo
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FIGURA 
4.2. 
Dispositivo 
óptico 
utilizado 
en 
los 
espectros 
del
índice 
de 
refracción.
registrador x-t
Amplificador síncrono
señal de medida
señal de referencia
monocromador Jobin-Yvon
modulador
fuente
detector
criostato
FIGURA 4.3. Disposición de los elementos utilizados en la 
medida del espectro de transmisión al variar el ángulo de
incidencia.
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una precisión de centésimas de grado. Debido a la simetría 
que presentan dichos diagramas, la determinación del cero se 
realiza de una manera muy precisa.
En la zona del espectro comprendida entre 2.5 y 50 Jim 
se ha utilizado un espectrofotómetro Philips con una fuente 
Nerst y se ha medido el índice de refracción medio entre los
ejes b y e  cristalográficos, ya que no se disponía de un
polarizador adecuado.
Se han llevado a cabo tres tipos de medida para deter­
minar la dispersión y anisotropía del índice de refracción.
i) espectros de transmisión en muestras delgadas (de 2
a 7 jim) y gruesas (de 60 a 140 Jim) con luz polarizada en las
direcciones cristalográficas b y c en función de la longitud 
de onda e incidencia perpendicular.
ii) espectros de transmisión en función del ángulo de 
incidencia con luz polarizada en- la dirección del eje de 
rotación (coincidente con un eje cristalográfico) a longi­
tudes de onda fijas.
iii) espectros de transmisión en función del ángulo de 
incidencia con luz polarizada en la dirección perpendicular 
al eje de rotación a longitudes de onda fijas.
Como vimos en el capítulo 3, cuando la luz polarizada 
con el vector campo eléctrico paralelo al eje de rotación 
(perpendicular al plano de incidencia) llega a una muestra 
orientada de tal manera que b es paralelo a x y c es paralelo 
a y ,  la transmisión presenta máximos y mínimos en función de 
la longitud de onda y el ángulo de incidencia según la expre­
sión 3.11:
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2nfcdA]^i (l-sen2i/n¿) 1/2 = ^
donde es el índice de refracción para E paralelo al eje b, 
d es el espesor de la muestra, k es el orden de interferen­
cia, i es el ángulo de incidencia y A.k,i es longitud de 
onda correspondiente al máximo de interferencia k y al ángulo 
de incidencia i.
Esta ecuación se puede escribir en la siguiente forma:
k^ = 4n¿d2/A.2j^^ _ 4d2sen2i/x2j^j_
Al cambiar el ángulo de incidencia, variamos el espesor 
efectivo de la muestra, con lo que van apareciendo los 
órdenes sucesivos k-1 , k-2 , etc.
Si es posible determinar sin ambigüedad el orden k a 
partir del espectro de transmisión en el infrarrojo lejano, 
esta ecuación nos permite conocer tanto el espesor como el 
índice de refracción a esa longitud de onda con mucha preci­
sión. Desafortunadamente, el orden de interferencia exacto 
solo se puede obtener para muestras delgadas y en estas no es 
posible obtener el orden k-1 al variar el ángulo de inciden­
cia, debido al alto valor del índice en el sulfuro de bis­
muto. En muestras gruesas que ofrecen buenos diagramas de 
interferencia por rotación, no es posible determinar el or­
den.
Para resolver este problema hemos adoptado el siguiente 
procedimiento. Se ha medido el espectro de transmisión para
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una muestra gruesa de forma que pudiéramos numerar los máxi­
mos de interferencia desde 2.5 um hasta 1 um, referido a uno 
que se toma como origen. Se han realizado unos diez diagramas 
rotatorios de interferencia a las longitudes de onda corres­
pondientes a los máximos (k,0 ), (k+n,0 ), (k+2n,0 ), etc.,
donde n es un múmero entero (típicamente 50). Un ajuste por 
mínimos cuadrados nos proporciona el valor de k que nos da la 
mínima dispersión para los valores de d calculados a partir 
de los diagramas rotatorios. En este ajuste se han utilizado 
también los ángulos correspondientes a los mínimos, que cor­
responden a un orden de interferencia semientero. La preci­
sión es inferior a un uno por mil. Una vez conocemos el orden 
k, podemos determinar el índice de refracción a partir del 
espectro obtenido para incidencia normal. En la figura 4.4 se 
ha dibujado uno de los diagramas obtenido, diagrama que ha 
sido contraído en la escala de ángulos.
El procedimiento descrito anteriormente ha sido utili­
zado para obtener los índices en las direcciones cristalográ­
ficas b y c, ejes contenidos en el plano de exfoliación. El 
tercer índice se ha obtenido previo el conocimiento de estos 
dos de la siguiente manera. Al hacer girar la muestra tomando 
el eje c como eje de rotación, y polarizando la luz con el 
vector campo eléctrico contenido en el plano de incidencia 
(el plano a-b), en la expresión del espectro de transmisión 
aparecen los dos índices a y b. Según la ecuación 3.8:
2nbdA.k,i (l-sen^i/nj) 1/2 = ^
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FIGURA 4.4. Espectro de rotación correspondiente a una
muestra de 130 pin.
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Nuevamente podemos recomponer esta ecuación como sigue:
k2 = 2n¿d/A.¿,i2(n¿/n£)d2sen2i/X&/i
En este caso, la pendiente obtenida al representar 
sen2i frente a k2 nos permite calcular na , ya que el resto de 
los parámetros son conocidos.
En la región de 2.5 a 50 um podemos obtener el índice 
de refracción medio en el plano b-c a partir de los espectros 
de transmisión con luz no polarizada e incidencia normal y 
reflectividad de dos maneras:
i) a partir de la posición de los máximos de interfe­
rencia en muestras delgadas (del orden de 3 ym) cuyo primer 
orden está en torno a 21 um (el espesor de estas muestras ha 
sido determinado a partir del diagrama de interferencias 
producido en la zona de 1 a 2.5 um).
ii) de la transmitancia de muestras gruesas con gran 
superficie, que viene dada por la expresión 3.16:
T = (1-R)2/(1-R2)
Dado que el espectro que medimos en el espectrofotóme- 
tro nos da únicamente la intensidad relativa, hemos de corre­
gir este espectro fijado T a un valor teórico conocido (por 
ejemplo a 2.5 um donde los índices son conocidos). A partir 
de R, calculamos el índice de la expresión:
n = (1+VR)/(1-VR)
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4 . 5 . 2 .  C o e f i c i e n t e  d e  a b s o r c i ó n .
El coeficiente de absorción ha sido obtenido a partir 
de los espectros de transmisión de diversas muestras, de 
diferentes espesores y los de reflexión en algún caso parti­
cular.
La transmitancia de una muestra de espesor d (prome­
diando las interferencias) es [74]:
T = {(1-R)2exp(-ad)}/{l-R2exp(-2ad)}
donde d es el espesor de la muestra. A partir de esta expre­
sión podemos despejar en función de R y T:
a = (1/d) ln {(1-R)2/2T + (1-R)4/4T2 + R2}
El índice de refracción es conocido, luego conocemos R.
En la zona de absorción nula el coeficiente de transmisión 
absoluto viene dado por:
T = (1-R)2/(1-R2)
lo que permite determinar el factor de escala necesario para 
obtener la transmisión en valor absoluto.
En la región correspondiente a la banda prohibida no ha
sido posible determinar el índice de refracción y se ha
tomado el último valor de que se disponía (a longitudes de
onda más bajas). El error que se comete es despreciable si
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tenemos en cuenta que una vez pasado el escalón en el coefi­
ciente de absorción, la variación de n vuelve a ser suave 
debido a las relaciones de Kramers-Kronig, y por tanto el 
valor de R no va a cambiar apreciablemente en el intervalo de 
energías que estamos midiendo y a va a venir determinado 
fundamentalmente por la rápida variación de T.
En algunos casos, las medidas de reflectancia permiten 
obtener valores más precisos de pequeñas variaciones de 
como por ejemplo cuando en el frente de absorción existe una 
débil banda debida a niveles de impureza. Dicha banda se 
traduce en el espectro de transmisión sólo como un cambio de 
pendiente mientras que en el espectro de reflexión se observa 
un pico bien definido.
Promediando nuevamente las interferencias, ésta es:
Ir = {R + R(l-2R)exp(-2ad)}/{l-R2exp(-2ad)}
De esta expresión puede despejarse también :
<X = (l/2d) ln {[IrR2 + R( 1-2R) ]}/(Ir-R)
Las medidas de transmisión y reflexión se han llevado a 
cabo en el criogenerador Leybold y con el controlador de 
temperatura Oxford. La disposición era idéntica a la utiliza­
da en las medidas del índice de refracción salvo en las 
medidas de reflectividad en las que se ha utilizado un espejo 
de aluminio para desviar la luz procedente de la muestra al 
detector de forma que el ángulo que formase la muestra fuera
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el menor posible.
La fuente luminosa era una lámpara de filamento de 
tungsteno de 150 W. El rayo luminoso es focalizado sobre la 
rendija de entrada del monocromador de infrorrojo próximo 
Jobin-Yvon H20IR, provisto de una red holográfica cóncava de 
600 trazos/mm, cuyo poder de resolución es de 25 A. La dis­
persión en el plano de la rendija de salida es de 80 A/mm.
Las anchuras de banda dependen pues de la rendija 
utilizada. En nuestro caso ha sido de 40 A ya que la rendija 
era de 0.5 mm. El dispositivo de trabajo utilizado en las 
medidas de absorción es idéntico al de la figura 4.2, salvo 
que el monocromador utilizado no es el H25 sino el H20IR como 
se ha dicho.
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5. Análisis Estructural.

5.1. Resultados.
5.1.1. Celdilla unidad y grupo espacial.
En la tabla 5.1 se han resumido los resultados obteni­
dos en el estudio previo del cristal que hicimos por métodos 
fotográficos. Las figuras 5.1, 5.2 y 5.3 se corresponden con 
los diagramas oscilatorio, Weissenberg del ecuador y Weissen- 
berg del primer nivel respectivamente.
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FIGURA 5.1. Diagrama oscilatorio de rayos X.
136
FIGURA 5.2. Diagrama de Weissenberg correspondiente al
ecuador.
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FIGURA 5.3. Diagrama de Weissenberg correspondiente al primer
nivel.
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T A B L A  5-1
Parámetros determinados en el estudio del cristal por métodos
fotográficos.
1. Diagrama oscilatorio.
t = 4.03 A
2. Diagrama de Weissenberg normal.
a* = 0.0877 A-1 
c* = 0.0894 A-1 
B* = 89.6 °
3. Grupo espacial.
Pnma o Pna2^
4. Celdilla unidad.
a = 11.41 A 
b = 4.05 A 
c = 11.19 A
Nota: valores sin corrección de encogimiento de película.
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a) Celdilla unidad.
La celdilla unidad hallada con el difractómetro, invir- 
tiendo la matriz de orientación como se ha dicho antes, tiene 
las siguientes dimensiones:
a = 11.309 ± .003 A
b = 3.978 ± .001 A
c = 11.162 ± .002 A
Los errores han sido sobreestimados con la intención de 
compensar un posible error sistemático en el equipo experi­
mental.
El volumen de la celdilla unidad es de 502.190 A^. La 
densidad del cristal calculada a partir de este volumen 
tomando 2 = 4 ,  es de 6.797 gr./cm^. No nos ha sido posible 
determinar la densidad experimentalmente ya que carecemos del 
equipo necesario para la determinación de densidades tan 
elevadas, por lo que hemos recurrido al valor dado en la 
bibliografía. El valor dado por Swanson [95] es de 6.808 
gr/cm^ a 26 °C y se diferencia del nuestro en menos de un dos 
por mil.
b) Grupo espacial.
Las simetrías en el espectro de difracción, junto con 
las condiciones de extinción existentes son concordantes con
los grupos espaciales Pnma y Pnb2]_, correspondientes a los
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a) Celdilla unidad.
La celdilla unidad hallada con el difractómetro, invir- 
tiendo la matriz de orientación como se ha dicho antes, tiene 
las siguientes dimensiones:
a = 11.309 ± .003 A
b = 3.978 ± .001 A
c = 11.162 ± .002 A
Los errores han sido sobreestimados con la intención de 
compensar un posible error sistemático en el equipo experi­
mental.
El volumen de la celdilla unidad es de 502.190 A^. La 
densidad del cristal calculada a partir de este volumen 
tomando Z = 4, es de 6.797 gr./cm^. No nos ha sido posible 
determinar la densidad experimentalmente ya que carecemos del 
equipo necesario para la determinación de densidades tan 
elevadas, por lo que hemos recurrido al valor dado en la 
bibliografía. El valor dado por Swanson [95] es de 6.808 
gr/cm^ a 26 °C y se diferencia del nuestro en menos de un dos 
por mil.
b) Grupo espacial.
Las simetrías en el espectro de difracción, junto con 
las condiciones de extinción existentes son concordantes con 
los grupos espaciales Pnma y Pnb2]_, correspondientes a los
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números 64 y 33 de las tablas Internacionales de Cristalogra­
fía. El grupo espacial Pnb2i tiene 4 posiciones equivalentes, 
pero el Prima tiene 8 , luego si el grupo espacial es el cen- 
trosimétrico, los átomos deben estar en posiciones especiales 
de forma que Z = 4. La única posición especial que no añade 
condiciones de extinción a las reflexiones generales h k 1 
es la que incluye la totalidad de la molécula en un plano 
especular.
Medidas realizadas con luz polarizada nos han permitido 
comprobar que el BÍ2S3 no desvía el plano de polarización de 
la luz, el material debe ser centrosimétrico y por consi­
guiente, el grupo espacial ser el Pnma. Las posiciones equi­
valentes en este grupo, y en nuestro caso particular son:
x, 1/4, z 
1/2 + x, 1/4, 1/2 - z 
-x, 3/4, -z 
1/2 - x, 3/4, 1/2 + z
5.1.2. Coordenadas atómicas y factores de temperatura.
En la tabla 5.2 se dan las coordenadas fraccionadas del 
sulfuro de bismuto que se han obtenido después del proceso de 
refinamiento. En esta misma tabla y a efectos de comparación, 
se incluyen las correspondientes coordenadas dadas por Scav- 
nicar [2 ], después de haber sido transformadas por nosotros 
al grupo espacial en el que hemos resuelto la estructura 
(Scavnicar y Hofmann.[l] utilizaron el grupo espacial Pbnm).
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T A B L A  5.2.
Coordenadas fraccionadas de los átomos 
deducidas por
de Sb y S 
nosotros.
(2 ) comparadas con las
X Y z
•
X y z
Sb( 1) ‘.149 3/4 .964 Bi (1) .15962 3/4 .96561
Sb( 2) .470 3/4 .174 Bi (2) .48367 3/4 .17437
S(l) .214 3/4 .311 S(l) .28446 3/4 .30630
S (2) .120 3/4 .555 S(2) .12423 3/4 .55743
S (3) .441 3/4 .631 S (3) .44944 3/4 .62799
T A B L A  5-3
(Coeficientes anisotrópicos de temperatura U¿j [A2] (xlO^).
/Atomo u n Ui3 ^22 U33
JBi(l) 470(20) -15(5) 50(10) 300(20)
]Bi (2) 500(20) -24(10) 23(10) 270(20)
íS(l) 445(10) -4(10) •1(7) 245(10)
:s(2) 470(10) 10(7) 153(9) 223(19)
:S(3) 475(50) -38(15) 120(10) 255(6)
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FIGURA 5.A. Proyección de los átomos en el plano
cular al eje a cristalográfico.
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perpendi-
FIGURA 5.5. Proyección de los átomos en el plano perpendi­
cular al eje b cristalográfico.
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T A B L A  5.4.
Distancias interatómicas (A)
Sb(l) - S(l) 2 .6 8 (2 ) Bi(1) - S (1) 2.743(1)
Sb(1) - S(l) 2.49(1) Bi(1) - S(l) 2.593(1)
Sb(1) - S (2) 3.33(2) Bi (1) - S (2) 3.314(2)
Sb(1) - S (3) 2.82(2) Bi(1) - S (3) 2.958(1)
Sb(2) - S( 1) 2.58(1) Bi(2) - S(l) 2.691(1)
Sb(2) - S(1) 3.60(1) Bi(2) - S(l) 3.408(2)
Sb(2) - S (2) 2.57(2) Bi(2) - S(2) 2.673(1)
Sb(2) - S (2) 3.20(1) Bi(2) - S(2) 3.036(2)
Sb(2) - S(3) 3.15(2) Bi(2) - S (3) 3.065(2)
Angulos de enlace (°)
S (1)-Sb(1)“S (1 ) 91.50 S (1)-Bi(1)-S(1) 93.02
S (1)-Sb(1)-S(3) 93.83 S (1)-Bi(1)-S(3) 90.32
S (3)-Sb(1)-S(l) 90.17 S (3)-Bi(1)-S(1) 87.13
S (3)-Sb(1)-S(3) 83.55 S (3)-Bi(1)-S(3) 82.25
S (3)-Sb(1 )-S(3) 85.70 S (3)-Bi(1)-S(3) 84.45
S (2)-Sb(2 )-S(1 ) 87.72 S (2)-Bi(2)-S(1) 83.42
S (2)-Sb(2)“S (2 ) 96.57 S (2)-Bi(2)-S(2) 96.15
Sb(1)-S(1 )-Sb(l) 91.50 Bi(1)-S(1)-Bi(1) 93.02
Sb(1)-S(1 )-Sb(2) 99.37 Bi(1)-S(1)-Bi(2) 99.32
Sb(2)-Sí 2)-Sb(2) 96.57 Bi(2)-S(2)-Bi(2) 96.15
Sb(1)-S(3 )-Sb(1) 96.45 Bi(1)-S(3)-Bi(1) 97.75
Sb(1)-S(3 )-Sb(1) 85.70 Bi(1)-S(3)-Bi(1) 84.45
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Lai matriz de paso entre coordenadas en los dos grupos espa- 
ci¿ales sería:
X 0 -1 0 X'
y = 0 0 -1 X y'
z 1 0 0 z 1
sitendo (x,y,z) las coordenadas en nuestro grupo espacial, el 
Pmma, y (x',y',z') las correspondientes al grupo Pbnm.
Asimismo, en la tabla 5.3 se dan los factores de tempe­
ratura Uj_j expresados en la forma:
exp{-2TT2 ( U n h 2a*2+U22k2b,lr2+U33l2c* 2 + 
+2Ui2hka*b*+2Ui3hla*c*+2Ü23klb*c*)}
domde a*, b* y c* son los parámetros de la celdilla 
retcíproca.
5. :i.3. Distancias y ángulos de enlace.
En la figura 5.4 podemos apreciar la distribución de 
lois átomos en la dirección perpendicular a b. En ella apare- 
ce:n dentro de la celdilla unidad, los dos planos y=l/4 e 
y=;3/4. Se ha dibujado en la figura 5.5 la disposición de los 
áttomos de una de las cadenas que se ven en la figura 5.4 
desarrollada en la dirección del eje b.
Las distancias y ángulos de enlace más importantes 
están contenidos en la tabla 5.3. A título comparativo mos-
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tramos nuevamente las distancias y los ángulos de enlace en 
el S3Sb2 dados en la referencia 2 .
Las líneas más delgadas que aparecen en ambas figuras 
indican que la distancia interatómica es mayor que 2.75 A;
así podemos apreciar las direcciones en las que son más
fuertes los enlaces.
5.2. Discusión de los resultados.
En la figura 5.5 hemos representado la celdilla unidad 
del sulfuro de bismuto proyectada sobre el plano (b,c). Puede 
observarse en ella que los átomos forman cadenas poliméricas 
en la dirección del eje b. Esto podría ser la causa del 
crecimiento en forma de estalactitas que posee el material 
sublimado.
En el plano (a,c), proyección representada en la figura 
5.4, también parece estar formado por cadenas, sin embargo la 
fuerza de los enlaces no es regular a lo largo de esa direc­
ción.
La relación entre los parámetros a, b y c del BÍ2S3 y
del Sb2S3 es de .998, 1.036 y .992 (parámetros del sulfuro de
bismuto / parámetro del sulfuro de antimonio); esto parece
indicar que hay un mayor empaquetamiento en el BÍ2S3 en las
direcciones a y c (el radio atómico del Bi es de 1.70 A y el
del Sb es de 1.59 A). Este empaquetamiento es real y se pone
de manifiesto lógicamente en las longitudes de enlace. En la 
tabla 5.4 vemos como distancias interatómicas que podríamos 
considerar de enlace son aproximadamente 0.1 A más grandes,
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Ico que se explica atendiendo a la diferencia de radios entre
eH Bi y el Sb, pero las distancias que en el Sb2S3 son
mayores de 3 A, son sensiblemente menores en el BÍ2S3 . Por
ejjemplo de 3.60 A pasamos a 3.40 A o de 3 .20 A pasamos a 3 A.
Lluego enlaces que en el Sb2S3 eran muy débiles, en el BÍ2S3 
prresentan una interacción considerable (el enlace iónico Bi-S 
se corresponde con una distancia interatómica del orden de 3 
A [96]).
En la figura 5.6 vemos la configuración de los dos 
áttomos de bismuto. El Bi(l) forma con dos azufres S(l) (a
2.. 74 A de distancia), dos S (3) (a 2.96 A) y un azufre S ’(3) 
(a 2.59 A) una pirámide de base prácticamente cuadrada (3.98 
x 4.05 A 2), estando el bismuto ligeramente descentrado (a
3.. 69° de la normal) y a una distancia de 0.255 A por debajo 
de la base. El azufre S ’(3) del vértice de la pirámide tam­
bién está a una distancia equidistante de los S(3) y S(l) 
(3.66 y 3.68 A respectivamente). Todos estos átomos están 
contenidos en la misma cadena.
La configuración del Bi(2) es de un octaedro deformado. 
Tiene seis azufres, dos S(3) a 3.06 A, dos S(2) a 2.67 A, un 
azufre S(l) a 2.96 y un S(2) a 3.03 A, a su alrededor. El 
Bi(1) también tiene un S(2) por debajo de la pirámide (ver 
figura 5.4), pero está a una distancia de 3.31 A, distancia 
que se corresponde con una débil interacción de van der 
Waals. El ángulo entre el S(1)-Bi(2)-S(2) de 154.74° nos hace 
ver el grado de distorsión del octaedro. Los ángulos entre el 
Bi(2) y el S(l) y el Bi(2) y el S(2) son de 79.2 y 83.4° 
respectivamente ¿
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Configuración alrededor de los átomos Bil, Bi2 y 
S3.
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La configuración del S(3) es similar a la del Bi(l)
desde un punto de vista geométrico. Las distancias con los
bismutos más próximos sin embargo, son del orden de 3 A,
salvo el del vértice de la pirámide, que está a una distancia
de enlace (2.59 A). La misión de los azufres S(l) y S(2) es 
la de conjunción de las cadenas. Los ángulos que forman con 
los bismutos están dados en la tabla 5.3.
Intentemos dar una explicación formal a las distancias 
interatómicas. La configuración piramidal y la octaédrica es 
debida, según Pauling [97], a la hibridación de orbitales d 
y s vacios con los orbitales p (dsp3 y d3sp3). Las 
estructuras electrónicas del Bi y el azufre son:
Bi : (Xe)4f 5d 6s 6p 
S : (Ne)3s 3p
En orden creciente de energías, el Bi tiene a continua­
ción los orbitales 7s y 6d y el S el 4s y 3d, por tanto 
tienen la disposición idónea para la hibridación. Para una 
estructura dsp3 el Bi necesita 2 electrones, mientras que el 
S sólo necesita 1 y para una estructura d3sp3 el Bi necesita 
3. Si en principio suponemos que los enlaces que van a formar 
bismutos y azufres son covalentes, los bismutos compartirían 
en total cinco electrones, un azufre compartiría uno y los 
otros dos azufres dos cada uno. Desde este punto de vista 
podríamos tener el siguiente esquema de reparto. El Bi(1) 
comparte un electrón con el S (3) y un electrón con los dos 
azufres S(l). Como el reparto es equitativo, el bismuto Bi(l)
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ya tiene los dos electrones que necesita, el enlace Bi(1)— 
S (3) es covalente y el Bi(l)-S(2) seria algo más largo puesto 
que comparten solo medio electrón. El S (3) al compartir un 
electrón con el Bi(1) ya tiene los cinco que necesita para la 
configuración dsp^. Asimismo, el Bi(2) comparte un electrón 
con dos azufres S (2) y otro con el S(l). Los otros enlaces 
tendrían un carácter iónico. Ahora bien, si nos fijamos en 
las distancias reales vemos que son algo mayores que las 
covalentes (2.5 A según la referencia 96) y las distancias 
de enlace iónico algo menores en general. Esto puede deberse 
a una deslocalización de la carga con el fin de minimizar la 
interacción culombiana. Esta argumentación es quizá sencilla 
y no pretende ser rigurosa, pero nos ayuda a entender la 
construcción de las cadenas. Una teoria seria que aborde el 
problema de la configuración electrónica de estos materiales 
es solamente abordable por cálculos de teoria de bandas, ya 
que no es del todo correcto hablar de orbitales atómicos, 
sino que tendríamos que hablar de bandas distribuidas por 
todo el cristal.
La configuración de los bismutos es bastante común en 
compuestos con Bi y S [98-105]. Comentemos algunos hechos 
importantes. La configuración piramidal de los azufres alre­
dedor de los bismutos es un hecho que se repite con una 
enorme frecuencia. Las distancias interatómicas son del orden 
de 2.55 a 2.65 A para el S del vértice, de 2.7 a 2.8 A para 
una pareja de azufres de la base y de 2.9 a 3 A para la otra 
pareja. Nuestras distancias entran en estos márgenes de va­
lores. En casi todos los compuestos los átomos de Bi y S
152
eistán contenidos en dos planos especulares, de forma que las 
pirámides entremezcladas se van sucediendo en la dirección 
perpendicular a dichos planos, con parámetro de celdilla del 
orden de 4 A. La apetencia del Bi por este tipo de disposi­
ción se revela en un compuesto de BiSBr [98], donde mantiene 
essta configuración incluso con dos azufres sustituidos por
dios bromos. La otra configuración posible, que igualmente se 
día en nuestro compuesto es la de octaedro deformado, similar- 
rmente al Bi( 2).
En la tabla 5.5 hemos resumido las diferentes distan­
cias Bi-S encontradas en la bibliografía comparadas con las
distancias halladas,en nuestro compuesto.
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T A B L A  5-5
Referencia Grupo 1
Bi2S3
[98] 
[96]
[104] 
[103] 
[101] 
[100]
[99]
[105] 
[102]
2.59 
2.55-2.57
2.60
2.62
2.61
2.63
2.60-2.61
2.60
Grupo 2 Grupo 3
2.67-2.74
2.70-2.79
2.72
2.69-2.77 
2.75 
2.70 
2.81
2.70-2.75 
2.66-2.74 
2.75-2.79
2.95-3.03
2.91-3.03
3.00
2.91
2.88
3.05
2.87-3.04
2.91-2.95
Nota: Los tres grupos se refieren a las tres situaciones
comentadas en el texto. Las distancias correspondientes al 
BÍ2S3 son las dadas en esta Memoria. Todas las distancias 
están expresadas en A.
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S. Propiedades Opticas.

6.1. Indice de refracción.
6.1.1. Resultados.
En la figura 6.1 se presentan las tres componentes del 
Indice de refracción, medidas a temperatura ambiente. Los
Indices n^ y nc se han calculado a partir de los espectros de 
transmisión de muestras delgadas obtenidos con incidencia 
normal una vez determinados los valores de d y k de los
espectros de rotación según el método descrito en la sección
4.2.1. La tercera componente se ha obtenido a partir de la
expresión 4.10 realizando los espectros de inteferencia a 
ángulo de incidencia variable y con luz polarizada con E
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FIGURA 6.1. Componentes del índice de refracción a tempera­
tura ambiente.
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FIGURA 6.2. Variación del índice n^ con la temperatura.
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FIGURA. 6.3. Variación del índice nc con la temperatura.
n-J________________I________________L
0.9 1.0 1.1
A ( p m )
FIGURA 6.4. Detalle de la variación de los índices de 
refracción en la región del gap.A , A : índice paralelo a b a  
30 y 300 K respectivamente. # , O : índice paralelo a c a 30
y 300 K respectivamente.
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contenido en el plano de incidencia.
Se puede observar la anisotropía existente en el índice 
de refracción, anisotropía que es más acentuada en la direc­
ción del eje cristalográfico a. La diferencia entre índices:
nb ~ nc - 0.09 
nb “ na - 0.70
La diferencia entre n^ y nc permanece constante en la 
región entre 2.5 y 1.2 p  pero en la región de la banda 
prohibida la pendiente de nc crece mucho más que la de n^, 
llegando incluso a cruzarse las curvas correspondientes a los 
dos índices en las direcciones b y c.
En las figuras 6.2 y 6.3 vemos la variación de los 
índices n^ y nc con la temperatura en la región de 0.9 a 2.5 
um. Sólo hemos representado los índices a 30 K y a tempera­
tura ambiente debido a la poca variación que presentan y que 
se traduce en un ligero desplazamiento hacia las altas ener­
gías.
En la figura 6.4 y a título comparativo, se han repre­
sentado los índices n^ y nc a 30 y 300 K en la región del 
gap, observándose el cambio de pendiente del índice nc que 
conduce a que se crucen ambas curvas.
En la figura 6.5 se ha representado el coeficiente de 
transmisión en la región del espectro entre 2.6 y 30 um. El 
cristal es transparente hasta la región de absorción por 
fonones salvo en una pequeña zona alrededor de 3.9 um (318 
meV) donde hay una pequeña absorción. En la figura se ha
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FIGURA 6.5. Coeficiente de transmisión de una muestra gruesa 
entre 2.6 y 30 pin. Se inserta el coeficiente de absorción en 
la banda que aparece en 318 meV.
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FIGURA 6.6. Indice medio n^ ,_c . La linea continua se corres­
ponde con el obtenido a partir del espectro de transmisión de 
una muestra gruesa y los puntos con el índice obtenido del 
espectro de interferencias de una muestra delgada.
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FIGURA 6.7. Espectro de reflectividad en la región correspon­
diente a la absorción por fonones.
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insertado con detalle la variación del coeficiente de
absorción en esta zona. La semianchura de esta banda de
absorción es del orden de 15 meV.
En la figura 6.6 se representan los índices n^ y nc 
hasta 2.5 u y el valor medio del índice de refracción en el
plano b-c en la región de 2.5 a 30 um obtenido de los espec­
tros de transmisión de una muestra gruesa (línea discontinua) 
y de los diagramas de interferencia producidos en la transmi­
sión por una muestra delgada (puntos). Este estudio se ha 
realizado con luz sin polarizar. De ambas curvas se deduce 
que el índice de refracción es casi constante desde 3 a 12 
um/ zona en la que empieza a caer. Este valor constante es 
de:
nb-c = 3.3 ± 0.1
A partir de este valor puede estimarse el de la cons­
tante dieléctrica a alta frecuencia:
£*.= n¿_c = 10.9 ± 0.6
En la figura 6.7 se ha representado el espectro de 
reflectancia obtenido con luz no polarizada en la región de 
absorción por fonones (de 400 a 200 cm”l). No hemos intentado 
un análisis de Kronig-Kramers debido a la mezcla de polariza­
ciones. Se observa la existencia de varios modos, el primero 
de los cuales, el longitudinal óptico de mayor energía apa­
rece a 275 cm"l.
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6 .. 1 .2. D i s c u s i ó n .
En la figura 6.1 se observaba el desigual comportamien­
to de los Índices n^ y nc en la región del gap. La diferencia 
de ambos espectros en la zona del gap corresponde a la aniso- 
tropia del coeficiente de absorción, que, como veremos, es 
mucho más grande para Elle. La fuerte subida del coeficiente 
de absorción no nos ha permitido observar la singularidad de 
los índices (de acuerdo con las relaciones de Kramers y 
Kronig a un escalón en la parte imaginaria de la constante 
dieléctrica, proporcional al coeficiente de absorción, debe 
correspondele un máximo a la parte real y por tanto al ín­
dice) al no ser posible determinarlos por encima del gap, 
quedándonos únicamente en la parte de baja energía del máximo 
(cambio de pendiente). Nuestro resultado está en buen acuerdo 
cualitativo con las medidas de reflectividad realizadas por 
Sobolev [9] en el BÍ2S3 . La reflectividad en la región de la 
banda prohibida aumenta más rápidamente cuando la luz está 
polarizada en la dirección del eje c que cuando lo está en la 
dirección del eje b. Ambas curvas sin embargo no se cruzan, y 
además la reflectividad paralela a b es siempre mayor que la 
paralela a c. Los valores que obtiene Sobolev para el índice 
(deducidos por nosotros de sus curvas de reflectividad) en la 
región de la banda prohibida es de 3.8 para n^ y de 3.3 para 
nc , valores que están por debajo de los encontrados por 
nosotros (del orden de 4.3 para ambos índices). Hay que tomar 
muchas precauciones para realizar medidas absolutas de re­
flectividad y siempre es más fiable obtener el índice de
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refracción a partir de los diagramas de interferencia que a 
partir de la reflectividad.
El cambio del índice de refracción con la temperatura 
(figuras 6.2 y 6.3) aparece simplemente como un ligero des­
plazamiento hacia las altas energías debido al aumento de la 
energía de la banda prohibida al disminuir la temperatura.
La banda de absorción que aparece en la figura 6.5 
creemos que es debida a la existencia de un nivel profundo, 
dador, de 318 meV. Como veremos al estudiar las propiedades 
de transporte el BÍ2S3 es siempre de tipo n por lo que un 
nivel aceptor situado a esta distancias (318 meV) de la banda 
de valencia estaría siempre lleno, no siendo posible la 
transición electrónica, por lo que resulta más razonalbe 
asignar este pico a una transición entre un nivel dador 
profundo y la banda de conducción.
El valor medio del índice de refracción n^-c (figura 6 . 
6 ) nos ha permitido estimar la constante dieléctrica a altas 
frecuencias £*,. Este valor ha sido necesario en la interpre­
tación del espectro de absorción como veremos más adelante.
Riede [106] realizó un análisis de Kramers-Kronig de 
los modos ópticos polares en el Sb2S3 . Este análisis muestra 
la existencia de varios modos fonónicos activos en la región 
comprendida entre 350 y 70 cm"l (dos modos para Ellb y 4 para 
Elle). Debido a la mayor masa del átomo de Bi (respecto al de 
Sb), estos modos deben desplazarse en nuestro material hacia 
las bajas energías. En nuestro espectro aparecen 4 mínimos de 
reflectividad en la región comprendida entre 300 y 200 cm~l 
(fig. 6.7). El primer mínimo puede ser tomado como una esti-
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imación de la energía del modo polar LO más energético aparece 
localizado en 271 cnT1 . El mínimo correspondiente a este 
ífonón aparece en 320 cm“l en el Sb2S3 » Una interpretación de 
los demás mínimos en base a relaciones comparativas entre 
ambos materiales no es aconsejable dado que no conocemos los
átomos que intervienen en cada uno de los posibles modos y
por tanto las relaciones entre las masas.
La existencia de tantos modos fonónicos en esta región 
del infrarrojo obliga a un estudio del espectro a más baja 
energía si se quiere determinar la constante dieléctrica
estática sq del BÍ2S3 .
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6.2. Coeficiente de absorción.
6.2.1. Resultados.
En la figura 6.8 aparecen los coeficientes de absorción 
crilb a 30 y 240 K representado en escala logarítmica. Este ha 
sido obtenido a partir de los espectros de transmisión de 
diferentes muestras. Podemos distinguir tres regiones clara­
mente diferenciadas en el espectro correspondiente a 30 K. En 
primer lugar, la zona de bajo coeficiente de absorción ( oc < 
1000 cm”l) tiene un claro comportamiento exponencial (tramo 
lineal en la figura). Este comportamiento se observa no solo 
a 30 K sino en todo el rango de temperaturas medido (30 < T < 
300 K). La pendiente de este tramo exponencial disminuye al 
aumentar la temperatura.
Una segunda zona que podríamos separar es la correspon­
diente a la absorción excitónica. El excitón, que se observa 
en esta figura, deja de observarse a partir de 140-150 K. La 
tercera zona sería la correspondiente a energías superiores 
al pico excitónico, en la que se observa que el coeficiente 
de absorción aumenta suavemente con E.
En la figura 6.9 se representan, ya en escala lineal, 
los coeficientes de absorción ocllb y arilc a 30 K. Puede verse 
que el coeficiente a lie sube más rápidamente alcanzando los 
valores máximos medibles con las muestras de que disponíamos 
para una energía inferior a la del excitón, por lo que no ha 
sido posible estudiar (X en dicha dirección.
En la figura 6.10 se han representado los coeficientes
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FIGURA 6.8. Coeficiente de absorción paralelo a b a 30 K 
(curva 1) y 240 K (curva 2).
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FIGURA 6.9. Coeficientes de absorción paralelo a b (curva 
1) y paralelo a c (curva 2) a 30 K.
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FIGURA 6.10. Evolución del coeficiente de absorción 
paralelo a b con la temperatura. Curva 1, 29 K, curva 2, 137 
K, curva 3, 173 K, curva A 21A K y curva 5, 269 K.
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FIGURA 6.11. Coeficiente de absorción paralelo a b como 
composición de la transición fundamental más el pico corres­
pondiente al excitón.
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FIGURA 6.12. Espectros de transmisión y reflectividad de-dos 
muestras de 300 y 230 pin respectivamente a temperatura 
ambiente en la región del frente de absorción.
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FIGURA 6.13. Espectro de reflectividad de una muestra de 230
pm a 30 K.
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FIGURA 6.14. Coeficiente de absorción del nivel de 1.3 eV.
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FIGURA 6.15. Evolución con la temperatura de la energía del
nivel de 1.3 eV.
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de absorción para algunos valores de la temperatura con el 
objjeto de ver la evolución del frente de absorción y el 
aurmento de la anchura del excitón con la temperatura.
En la figura 6.11 aparece el coeficiente de absorción a 
pairalelo a b considerado como composición del pico excitónico 
(supuesto simétrico) y de la absorción fundamental (obtenida 
sustrayendo la contribución excitónica). De aguí hemos dedu­
cido la energía del gap a 30 K, tomando esta como la energía 
coirrespondiente al punto de máxima curvatura. El valor de la 
energía de la banda prohibida a 30 K es por tanto:
Eg = 1.535 ± 0.005 eV
En el frente e absorción en muestras gruesas se observa 
una singularidad que es más claramente perceptible en el 
espectro de reflectividad (figura 6.12). Dicha singularidad 
se observa aún mejor a baja temperatura, ya que al disminuir 
la anchura del excitón queda claramente diferenciada (figura
6.13), lo que permite seguir su evolución con T. En la figura 
6.14 se ha representado el coeficiente de absorción de esta 
banda a 300 K. La forma del mínimo no cambia con la tempera­
tura, pero sí se desplaza con esta, variación que se ha 
representado en la figura 6.15. En esta figura hemos repre­
sentado la energía correspondiente a la posición del mínimo y 
no la energía correspondiente al nivel de impureza que repre­
senta debido a la perfecta localización del mínimo, mientras 
que en la localización de la energía del nivel cometeríamos 
un error innecesario.
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6 . 2 . 2 .  D i s c u s i ó n .
Empecemos por comentar la primera zona. El comporta­
miento exponencial del coeficiente de absorción con la ener­
gía de los fotones y la dependiencia de la pendiente exponen­
cial con la temperatura fueron puestos de manifiesto por 
primera vez por Urbach [75] en los haluros de plata. La 
pendiente de estas colas de absorción, según Urbach, depende 
de la temperatura según una ley bien definida. El coeficiente 
de absorción
Oí = Oí q exp{-or(hCLHh¿üo) ) (6.1)
donde ao es un parámetro que varía débilmente con la tempera­
tura [107], ho^ ) es una constante, ho> es la energía de los 
fotones y
<7= Cfo/kT F(2kT/hcü) (6.2)
siendo F(x) = x coth(x), ctq un parámetro del orden de la 
unidad y T la temperatura absoluta.
La ley de variación con la temperatura o ley de Urbach 
la cumplen también los haluros alcalinos como el KBr [108], 
algunos compuestos II-VI como el TeCd [109] así como el Se 
amorfo [110]. También se ha observado este comportamiento en 
semiconductores laminares como el InSe [111,112] y en Sb2S3 
[113], aunque en este último el comportamiento con la tempe­
ratura no se corresponde en todo el rango de temperaturas.
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Dow y Riedfeld [76,80] atribuyen las colas de absorción 
enn semiconductores a la interacción de los excitones con los 
miicrocampos creados por las impurezas. Esto nos lleva a una 
seemirregla de Urbach en la cual el parámetro a tiene un
coomportamientc diferente con la temperatura e incluso puede
vaariar de una muestra a otra. Por otra parte Toyozawa 
[771,77,81] atribuye las colas de absorción a la interacción 
exxcitón-fonón. Esto conduce a una ley de variación exponen-
ciial. Según Harbeke [60], en semiconductores que presentan un 
frrente de absorción excitónico debe aplicarse la teoría de 
Topyozawa.
Dados los resultados experimentales hay dos hechos 
immportantes que nos hacen tomar el modelo de Toyozawa. En 
prrimer lugar, el comportamiento con la temperatura concuerda 
maagníficamente con la expresión 6.2. En segundo lugar este
coDmportamiento es independiente de la muestra utilizada.
En la figura 6.16 hemos representado en un diagrama 
loogarítmico el coeficiente de absorción determinado a partir 
dee dos muestras, una de 406 Jim y otra de 37 un*/ en función de 
laa energía para varias temperaturas. El comportamiento' es 
exxponencial al menos en dos órdenes de magnitud por lo que 
poodemos observar en la figura. El no haber dispuesto de 
muuestras de mayor espesor no nos ha permitido comprobar si 
esste comportamiento continua a más bajos coeficiente de ab- 
soorción. No se han dibujado los puntos experimentales de más 
allto coeficiente . de absorción por claridad en el digujo. 
Addemás de tener un comportamiento exponencial, los puntos 
exxperimentales correspondientes a- las distintas temperaturas
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FIGURA 6.16. Ajuste de la ley de Urbach utilizando la
expresión 6.1.
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FIGURA 6.17. Variación del parámetro C7 con la temperatura.
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cambian según la ley de Urbach 6.2. Las líneas continuas de 
la figura 6.16 se corresponden con un ajuste por un procedi­
miento X  ^ en el que se han incluidos todos los puntos expe­
rimentales y los correspondientes valores de la temperatura, 
siendo los parámetros de ajuste hujf, hojO/ tfo y ero* Los 
valores proporcionados por el ajuste están dados en la tabla 
6.1.
El valor de 1xl>o debe corresponderse con el pico del 
excitón en el límite T*0 [71,107]. De hecho y puesto que la 
posición del pico del excitón no cambia hasta 50 o 60 K, el 
valor dado a partir del ajuste de la cola de Urbach concuerda 
extraordinariamente con el correspondiente al pico del exci­
tón a 30 K (1.50 eV).
TABLA 6-1
tfo hujf a 0
(meV) (eV) (ern"!)
1.4 11.57 1.499 6500
La energía del fonón óptico longitudinal h e s  de 
11.57 meV. La asignación de esta energía a un modo particular 
resulta imposible por no existir ningún estudio sobre la 
dinámica de la red en el BÍ2S3 , estudio que necesariamente
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reevestirá gran complejidad dada la abundancia de modos ópti- 
coos (57).
En la figura 6.17 hemos representado la variación del 
paarámetro ü con la temperatura. La línea continua se ha 
obbtenido con los parámetros del ajuste anteriores y los 
puuntos corresponden a los valores experimentales de para 
laas diferentes temperaturas.
La segunda zona a estudiar es la correspondiente al 
exxcitón. Como ya dijimos en la sección 3.2.2. la absorción 
exxcitónica tiene una cierta anchura debido a la interacción 
exxcitón-fonón. La forma del pico excitónico depende de la 
maagnitud de la interacción excitón-fonón y de la temperatura. 
Sii la constante de acoplo es débil o la temperatura es baja, 
laa forma más usual del pico excitónico es una lorentziana 
assimétrica [71]:
aa«c{(hl72) + 2A[hw - (E + A)]}/{[hu>- (E + A  )]2 + (hl72)2}
(6.3)
doonde E es la energía del excitón, A  la diferencia entre 
éssta y el máximo, T e l  tiempo de vida del excitón y A el 
faactor de asimetría.
T está relacionado con la semianchura H del pico de 
abbsorción mediante la expresión:
H = hT (6.4)
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En varios semiconductores III-VI la forma del coefi­
ciente de absorción en la región del excitón es una lorent- 
ziana. En el GaSe [114] el coeficiente de absorción se ajusta 
perfectamente a una lorentziana desde coeficientes de 100 
cm“l hasta 70000 cm“l, siendo la anchura de unos pocos meV. 
El elevado coeficiente de absorción (tiempo de vida de los 
fotones pequeño) junto con el corto tiempo de vida del exci­
tón hace que se cumpla la relación [71]:
Tr/2 << 1
y que sea válida la aproximación lorentziana. En el InSe, 
otro compuesto III-VI, también es válida la aproximación 
lorentziana [115,116], aunque en un rango más pequeño, debido 
probablemente a una cola de Urbach. El frente excitónico se 
ajusta perfectamente desde valores del coeficiente de absor­
ción de 500 crn”! a 5000 cm“  ^ (a 1.6 K [115]).
Cuando la constante de acoplo excitón-fonón es grande o 
bien a altas temperaturas, la forma del frente excitónico 
deja de ser una lorentziana y pasa a ser una gaussiana:
OCoc. exp{ (E-hcu) 2/D^> (6.5)
donde E es nuevamente la energía correspondiente al excitón, 
que en este caso coincide con la energía del máximo, y D un 
parámetro relacionado con la semianchura de la gaussiana en 
la forma:
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H  = 2VTln(2) D (6.6)
y cuya inversa es proporcional a la vida media del excitón. 
La condición de acoplamiento fuerte se corresponde con un 
parámetro D mucho mayor que la anchura de la banda excitónica 
[71].
En el sulfuro de bismuto no es válida la aproximación 
lorentziana. En las figura 6.18 se ha representado la inversa 
del coeficiente de absorción frente al cuadrado de la energía 
de los fotones para dos muestras de sulfuro de bismuto (de 
2.6 y 4.7 p )  en la región excitónica. Una lorentziana en 
.esta representación sería una línea recta. Se aprecia clara­
mente que a partir de 30-40 meV^ la curva experimental se 
separa de una recta. Hemos representado por otra parte (fi­
gura 6.19) el logaritmo del coeficiente de absorción frente 
al cuadrado de la energía para comprobar -si es correcta la 
aproximación gaussiana que se correspondería con una línea 
recta. El acuerdo es bueno hasta energías del orden de 80-100 
meV^ del pico excitónico, y luego se desvía de la aproxima­
ción gaussiana. Pero estas energías se corresponden con coe­
ficientes de absorción de 1200-1500, valores que pertenecen a 
la cola de Urbach.
El criterio que permite elegir una aproximación u otra 
es el cociente entre semianchuras. De las curvas antes repre­
sentadas podemos deducir esta información. Si llamamos a y b 
a la ordenada en el origen y la pendiente respectivamente, de 
la figura 6.18 podemos obtener la semianchura de la lorent­
ziana como:
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FIGURA 6.18. Representación del InOÍ en función de la energía 
tomando como origen la correspondiente al pico del excitón. 
Oí viene dado en cm"^. Las curvas 1 y 2 se corresponden con el 
coeficiente de absorción determinado a partir de dos 
muestras, una de 4.7 pm (curva 1) y otra de 2.6 pm (curva 2).
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FIGURA 6.19. Representación de l/a en función de la energía 
tomando como origen la correspondiente al pico del excitón. 
Las curvas 1 y 2 se corresponden con el coeficiente de 
absorción determinado a partir de dos muestras, una de A.7 pm 
(curva 1) y otra de 2.6 pin (curva 2).
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H L = 2 V a / b (6.8)
que en este caso concreto es
Hl = 0.4848 eV 
y la semianchura de la gaussiana,
HG = 2 ln(2 )/Vb (6.9)
valor que deducimos de la pendiente de la curva 6.18:
Hg = 0.0376 eV
Por tanto el cociente r entre HL y HG es:
r = 12.9
Este valor es mucho mayor que la unidad y por tanto es 
válida la aproximación gaussiana según la teoría de Toyozawa 
[71].
El parámetro D puede escribirse como una suma:
D2 = g^lw)2 (2njj¡ai)+ 1) (6.10)
|JL ÜJ
donde' u indica el modo y w el número de onda de los fonones
que intervienen en la interacción. El factor g2 es la cons­
tante de acoplo excitón-fonón. Si solo interviene un fonón en
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la i interacción, D2 tiene la misma variación que el parámetro 
áell tail de Urbach:
D2 = Dq2 coth (hcj/2kT) (6.11)
Si intervienen varios fonones o una rama acústica, solo 
puaede obtenerse la aproximación de alta temperatura (la de 
baija temperatura es simplemente D q2 ), que es proporcional a T 
y cde la pendiente deducir la energía media de los fonones que 
inttervienen.
En la figura 6.20 representamos la variación de la 
anachura D2 con la temperatura y el ajuste teórico utilizando 
lai expresión 6.12. El valor de la energía del fonón que se 
obí>tiene de este ajuste es:
h u>f = 7meV
enaergía inferior a la obtenida para la cola de Urbach, cohe- 
resntemente con el hecho de que corresponde a una zona de 
enaergías más próximas al pico excitónico. De acuerdo con la 
filgura 6.11 el gap a 30 K se sitúa aproximadamente a 1.535 
eW, lo que corresponde a una constante Rydberg del excitón:
Rex ~ 35 meV
Para cristales biaxiales, la constante Rydberg efectiva 
puiede expresarse en función de la constante R , en primera 
approximación, como [6 6 ]:
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FIGURA 6.20. Variación de la anchura del excitón con la
temperatura.
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T(
K)
R — (mre¿ a/^b^c )R<*> (6.12)
De acuerdo con el tratamiento perturbativo de Deverin, 
la expresión exacta de Rex se obtiene sumando a 6.12 unas 
correcciones dependientes de los factores de anisotropía de 
m£ed y £ , factores que no son conocidos por contener el 
tensor de masa efectiva de electrones y huecos. De la primera 
aproximación 6.12 e intercambiando £a , £c , obtendriamos:
mre¿ ~ 0.31 mQ
que es inferior al valor obtenido para la masa efectiva de la 
densidad de estados en la banda de conducción, lo que indica 
que los huecos tienen una masa efectiva del mismo orden que 
la de los electrones.
En la figura 6.11 puede observarse que el coeficiente 
de absorción varía en tres órdenes de magnitud en solamente 
30 meV. La brusca subida de junto con su alto valor indican 
que la transición es directa. Ahora bien, dado que c alcanza 
un valor mucho más elevado, es posible que la transición en 
la dirección paralela a b sea parcialmente prohibida, mien­
tras que en la dirección paralela c es permitida.
La tercera zona correspondiente a valores de energía 
mayores que la del excitón puede verse en la figura 6.11. La 
pendiente es mayor que la predicha por Elliot para el conti­
nuo en una transición directa y que viene dada por la expre­
sión 3.46. Hay dos posibles explicaciones:
a) esta subida suave del coeficiente de absorción se
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debe a una contribución de la cola de absorción de una tran­
sición superior. De hecho en las medidas de reflectividad 
realizadas por Sobolev [9] se observa una transición a 1.65 
eV a temperatura ambiente. Suponiendo que el cambio de esta 
banda con la temperatura sea similar al obtenido por nosotros 
para el gap, la transición se produciría aproximadamente a 
1.73 eV a 30 K. El GaP por ejemplo presenta un desdoblamiento 
de la banda de valencia [117].
b) la mayor pendiente en el coeficiente de absorción es 
debida a la no parabolicidad de las bandas [117,118]. El 
efecto de no parabolicidad se produce en semiconductores con 
una masa efectiva grande, como en nuestro caso. La primera 
corrección a la no parabolicidad es [118]:
E = Eg + h2k2/2m* - (1/Eg ) [h2k2 /2m*]2 (6.13)
E varía menos rápidamente en función de k, por lo que la 
densidad de estados es mayor en el caso de bandas parabólicas 
y por tanto el coeficiente de absorción aumenta más rápida­
mente .
A partir de los espectros de reflectividad (figura
6.13), se puede observar la existencia de un nivel de impure­
zas localizado en 1.367 eV a 30 K. Esta transición puede 
deberse bien a la existencia de un nivel dador situado a 168 
meV de la banda de conducción o de un nivel aceptor situado a 
la misma distancia de la banda de valencia (figura 6.21). Un 
nivel dador con esa energía de ionización sería neutro a 30 
K, mientras que un nivel aceptor estaría totalmente ionizado
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FIGURA 6.21. Posibles niveles causantes de la banda de 
absorción situada a 1.37 eV.
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ya que los electrones se van a situar en los estados de menor 
energía. Atribuimos por tanto esta transición a la existencia 
de un nivel aceptor de energía de ionización:
= 168 meV
medida a partir de la banda de valencia. En la figura 6.14 se 
ha representado el coeficiente de absorción de esta banda, 
tomando como origen de energías la correspondiente al nivel.
El coeficiente de absorción de un nivel localizado 
varía según la expresión 3.52:
(X = CC q x / (a+x)4 (6.14)
donde x es la energia y el parámetro a indica el grado de 
localización del nivel. En nuestro caso obtenemos:
a o = 1.79xl0-3- 
a = 3.45x10"2
lo que se corresponde con un radio de localización del orden 
de 25 A. Ni la anchura ni la profundidad del nivel cambian 
con la temperatura, solamente de desplaza. De este desplaza­
miento podemos obtener la variación del gap con la tempera­
tura. En la figura 6.15 hemos representado la evolución del 
nivel de 1.367 eV con la temperatura. La expresión 3.83 para 
la variación de la energía con la temperatura podemos escri­
birla como:
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E = Eq - B/{exp(hCi;/kT)-1) (6.15)
y haciendo un ajuste por mínimos cuadrados, obtenemos para 
loos parámetros Eq, B y hüJ los siguientes valores:
Eq = 1.3747 eV 
B = -0.14782 eV 
hUJ = 25.33 meV
Si tomamos la misma variación para el gap que para este 
niivel, a temperatura ambiente Eg = 1.44 eV, valor bastante 
prcóximo al hallado por Goriunova [5] de 1.4 eV.
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7.1. Resultados.
7.1.1. Movilidad, resistividad y concentración de portadores.
En la figura 7.1 se ha representado la variación de la 
resistividad con la temperatura en el rango comprendido entre 
30 y 300 K en varias muestras de sulfuro de bismuto. En la 
ordenada expresamos el logaritmo de la resistividad y en 
abcisas la inversa de la temperatura (diagrama de Arrhenius). 
Las características de las diferentes muestras (sus dimen­
siones y la dirección cristalográfica en la que medimos la 
resistividad) se resumen en la tabla 7.1. En una de las 
muestras, la Bi-8/N se han prolongado las medidas de resisti­
vidad hasta una temperatura superior a 500 K. Estos resulta-
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FIGURA 7.1. Resistividad de 6 muestras de sulfuro de bismuto
O muestra Bi-2, # muestra Bi-1, □ muestra Bi-l/N, A
muestra Bi-8/N, ■ muestra Bi-6/n y ▲ muestra Bi-A/N.
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T a b l a  7-1
Muestra Referencia a 1 d
(u.a.) (u . a . ) (um)
Bi-1 825/2 22.4 10.6 87.5
Bi-2 825/2 49 13 105
Bi-6/N 825/2 31 28 71
BÍ-4/N 825/2 39 20 126
Bi-l/N 825/2 46 10 140
Bi-8/N 825/2 28 32 126.2
lúa = 1/17 mm
dos se representan también en la figura 7.1. Se ha observado 
que el calentamiento a temperaturas superiores a 500 K pro­
duce cambios irreversibles en la resistividad, probablemente 
debidos a la exodifusión del azufre, por lo que nos hemos 
limitado al rango de temperaturas inferior a 500 K.
Las medidas de efecto Hall proporcionan la concentra­
ción de portadores y la movilidad (conocida la resistividad). 
La evolución de la concentración de portadores con la tempe­
ratura en el rango mencionado anteriormente viene dada en la 
figura 7.2. Los valores de n que se dan para temperaturas 
superiores a la ambiente se han deducido extrapolando los 
valores de la movilidad dados por la teoria y utilizando los 
obtenidos para la resistividad, ya que que nivel de ruido no
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FIGURA 7.2. Concentración de portadores en 6 muestras de
sulfuro de bismuto. O muestra Bi-2, • muestra Bi-1,D
muestra Bi-l/N, A muestra Bi-8/N, ■ muestra Bi-6/n y
A muestra Bi-4/N.
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ha i permitido una medida fiable del efecto Hall a alta tempe- 
rattiura. Los valores de n han sido calculados a partir del 
coeeíf iciente de Hall Rjj con la expresión:
n = 1/eRH (7.1)
Cuando el mecanismo de dispersión predominante es el de 
focncones ópticos no polares, el factor de Hall A es la unidad 
a Ibaja temperatura (kT << hu>|f). A altas temperaturas tales 
quae kT >> hc^ f el factor A tiende a 1.18. El cambio que esta 
coírjrección nos introduce en el diagrama doble logarítmico de 
lai movilidad respecto a la temperatura es tan pequeño que 
puaecde despreciarse sin ninguna pérdida de información física.
Puede observarse en la figura 7.2 como la concentración 
vair:ía sensiblemente entre 29 y 50 K, a partir de esta tempe- 
rattiura la variación es prácticamente nula, hasta alcanzar la 
tenmiperatura de 100-120 K, a partir de la cual aumenta brusca- 
meinite con la temperatura, no observándose ningún tramo lineal 
quae permita determinar una energía de activación en todo el 
ram<go de temperaturas medido. Las temperaturas de " transí - 
ciLÓjn" entre diferentes comportamientos no varían de una mues- 
trra a otra.
La concentración de portadores a temperatura ambiente 
vairía entre 1 .5x10^6 cm“3 y 8 .5x10^6 cm”3 en las muestras 
medidas, concentraciones inferiores a las obtenidas por otros 
auitores. En la tabla 7.2 se dan los valores de n, p y u a 
temperatura ambiente y a 30 K para las diferentes muestras.
En la figura 7.3 se representan las movilidades halla-
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FIGURA 7.3. Movilidad de 6 muestras de sulfuro de bismuto.
O muestra Bi-2, # muestra Bi-1, □ muestra Bi-l/N, A muestra
Bi-8/N, ■ muestra Bi-6/N y A muestra Bi-4/N.
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T A B L A  7-2
T = 300 K
lMuestra Dirección
f
(ohm. cm)
n
(cm"3)
U
(cm^/Vs)
ra
Bi-1 a 11.5 6.35xl016 8.6 1.80
Bi-2 a 17.8 4.46xl016 7.9 1.55
:bí-6/n b 6.6 3.03xl016 31.2 1.81
:b í -4/n b 6.5 3.85xl016 25.0 1.63
:b í -i /n a 6.7 8.47xl016 11.0 1.82
Bi-8/N b 7.0 6.34X1016 28.0 1.77
T = 30 K
Muestra Dirección ? n U m
(ohm.cm) (cm“3) (cm^/vs)
Bi-1 a
Bi-2 a 2.2 1.23xl016 239 0.60
Bi-6/N b 0.43 1.44xl016 1001 1.11
BÍ-4/N b 0.44 1.61xl016 889 0.57
Bi-l/N a 0.45 2 .68xl016 516 1.54
Bi-8/N b 0.60 1.98xl016 1058 0.76
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FIGURA 7.A. Ajuste de las curvas de movilidad utilizando los 
modelos de Fivaz-Schmid y Brooks-Herring.
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das; experimentalmente en las direcciones cristalográficas b y 
c (correspondientes a las componentes m^ y mc del tensor de 
masa efectiva). Si suponemos que la movilidad varía, en torno 
a una temperatura dada, en la forma:
podemos ver en estas figuras como m aumenta al bajar la 
temperatura entre 1.8 a temperatura ambiente y 2.1 a 70 K y 
luego vuelve a bajar hasta ser del orden de 1 a 30 K. En la 
tabla 7.2 también se dan los valores de m para las distintas 
muestras a 300 y 30 K.
El ajuste teórico de estas expresiones se ha realizado 
utilizando el tiempo de relajación:
donde b h es tiempo de relajación dado por Brooks-Herring 
y que corresponde al scattering por impurezas ionizadas (ex­
presión 3.30) y ps es tiempo de relajación cuando el 
mecanismo de dispersión es el de fonones no polares (expre­
sión 3.31), según el modelo de Fivaz-Schmid. La movilidad de 
Hall ha sido calculada a partir de la expresión [90]:
donde u = E/kT, siendo E la energía del electrón y r(u) es el 
tiempo de relajación dado por la expresión 7.2. En el ajuste
U = u0(T/T0r m (7.2)
1/T = l/rBH + 1/TFS (7.3)
(7.4)
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se ha introducido la concentración de portadores a partir de 
un ajuste polinómico de los valores medidos y la concentra­
ción de impurezas ionizadas se ha tomado como la suma de las 
impurezas dadoras que suministran esta concentración de elec­
trones más una concentración de impurezas aceptoras, 
necesaria para poder explicar los valores de movilidad 
obtenidos, así como los de concentración de portadores. Dos 
de estos ajustes están representados en la figura 7.4. La 
curva teórica concuerda con los puntos experimentales en todo 
el rango de temperaturas medido. La tabla 7.3 contiene los 
parámetros utilizados en el ajuste.
Tabla 7-3
Parámetros utilizados en los ajustes de la movilidad.
Muestra Dirección g^m* hCüf Na £()/m*
(mo) (meV) (cm~3)
Bi-2 a 0.876 14.0 8.5xl015 7.31
Bi-8/N b 0.240 14.0 5.0xl015 26.67
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7 . 1 1 . 2 .  P o d e r  t e r m o e l é c t r i c o .
Se han realizado medidas de poder termoeléctrico a 
tercmperatura ambiente. Asimismo se ha determinado la concen- 
traación de portadores en estas muestras a partir de medidas 
de i efecto Hall. En la tabla 7.4 se muestran los valores del 
coeeficiente Seebeck obtenidos para las diferentes muestras, 
junnto con la concentración de portadores y en la figura 7.5 
se i representan estos puntos y el ajuste con pendiente e/k.
Las medidas del coeficiente Seebeck que se muestran en
la i tabla 7.4 nos han permitido obtener un valor para la masa
eféectiva de la densidad de estados. Según la expresión 3.40,
dc = (1/eT) {<TE>/<r> + kT ln Nc/n} (7.5)
Si multiplicamos esta expresión por e y dividimos por 
k , . obtenemos:
eoc/k = c p c > /< r>  + ln Nc - ln n (7.6)
 donnde hemos llamado x a E/kT. El término dependiente del
meecanismo de dispersión prácticamente no varía ni con la 
conncentración de portadores ni con la masa efectiva de la 
dennsidad de estados, y lo hemos tomado constante e igual a 
1.8 87 (la ecuación 7.2 es adimensional). Este valor se ha 
deéducido a partir de las ecuaciones integrales del tiempo de 
reliajación (teniendo en cuenta los mismos mecanismos de dis- 
perrsión que para la movilidad).
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FIGURA 7.5. Poder termoeléctrico en el sulfuro de bismuto 
medido en varias muestras con diferentes concentraciones.
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Promediando todos estos valores deducimos que la masa 
eeffectiva de la densidad de estados es:
= (0.68 ± 0.05)mo (7.7)
Tabla 7-4
Poder termoeléctrico para diferentes concentraciones a
temperatura ambiente.
Muestra n
(cm"3) (y-V/K)
(1 ) 2.5xl017 550
Bi-1 8.5xl016 600
Bi-4 5xl016 650
BÍ-8/N 4xl016 690
Bi-9/V 1.5xl016 750
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7.2. D i s c u s i ó n .
7 . 2 . 1 .  C o n c e n t r a c i ó n  d e  p o r t a d o r e s .
Es de resaltar en la figura 7.2 el hecho de que no haya
ningún tramo lineal en todo el rango de temperaturas. Esto
implica que los niveles de impureza que contiene el sulfuro 
de bismuto o bien no están ionizados, o bien ya están comple­
tamente ionizados en este rango, es decir tienen muy alta o 
muy baja energia de ionización. El tramo de baja temperatura 
se corresponde con la saturación de un nivel de muy baja
energia de ionización (probablemente menor que 10 meV). El
tramo de alta temperatura se corresponde con el comienzo en 
la ionización de un nivel de más de 100 meV. No se ha llevado 
a cabo un ajuste de la concentración en función de la tempe­
ratura en términos de la ecuación de neutralidad ya que, 
aunque no introduzcamos un nivel aceptor, tendríamos cuatro 
parámetros (las concentraciones y energías de activación de 
los dos niveles observados) que permitirían ajustar los va­
lores experimentales con unos márgenes de valores para los 
parámetros muy amplios por lo que el resultado sería muy poco 
significativo.
Se observa en la tabla 7.2 que sistemáticamente las 
muestras que presentan más movilidad a baja temperatura tie­
nen una concentración de portadores más pequeña. Esto puede 
explicarse si existe un nivel aceptor compensador, lo que 
hace que la concentración de impurezas ionizadas no se corre­
sponde con la de electrones. La existencia de este nivel
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éaceptor ionizado hace que la concentración de electrones sea 
imenor que la corrrespondiente a solo un nivel dador. Re- 
cciurriendo a la ecuación de neutralidad,
La concentración total de impurezas ionizadas es enton-
cces:
La existencia de este nivel aceptor ha sido observada 
en las medidas ópticas y la energía de ionización es de 170 
imeV por encima de la banda de valencia.
De las medidas ópticas se obtiene una energía de enlace 
(del excitón- de 35 meV y puesto que la masa de un átomo de
impureza es mucho mayor que la del hueco, esperaríamos la
•existencia de un nivel dador con una energía algo mayor, pero
del orden de 35 meV, sin embargo el nivel que encontramos
tiene una energía de ionización menor de 10 meV. Este hecho 
tiene dos interpretaciones:
i) Podríamos atribuir esta disminución en la energía de 
ionización a la alta concentración de impurezas. La energía 
de ionización varía en función de la concentración de impure­
zas en la forma:
n = Nj - Ni (7.8)
Ni = n + 2Na (7.9)
E = Eq - (e2/4TT£0 ) (47TN/3)1/3 (7.10)
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donde q es constante dieléctrica a baja frecuencia y N es 
la concentración de impurezas.
Esto conducirla como máximo a una corrección de 8 meV 
tomando como constante dieléctrica £*,. Esta corrección sería 
aún menor si tenemos en cuenta que £‘o>^, por lo que este 
fenómeno no puede explicar totalmente la disminución de la 
energía de ionización de las impurezas.
ii) Otro factor que haría disminuir la energía del 
nivel es la creación de pares aceptor-dador, que tienden a 
formarse durante el crecimiento del cristal debido a la 
atracción electrostática entre las impurezas dadoras y acep- 
toras ionizadas. En este caso la disminución de la energía 
del nivel debida a la repulsión entre los electrones y las 
impurezas dadoras ionizadas es
E¿ = E^q ” e2/4TTEQd (7.11)
donde d es la distancia media entre el ion dador y el ion
aceptor.
De acuerdo con esta expresión la distancia media entre 
los iones que componen el par debe ser menor de 65 A.
Este segundo efecto puede aportar la contribución prin­
cipal en la disminución de la energía de ionización de los
niveles dadores.
El nivel dador de alta energía de ionizacióna podría 
corresponderse con el determinado, también a partir de medi­
das ópticas en el infrarrojo, de 315 meV por debajo de la 
banda de conducción. La configuración de niveles de impureza
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FIGURA 7.6. Configuración de niveles de impureza en el
sulfuro de bismuto.
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e n  e l  s u l f u r o  d e  b i s m u t o  se r e p r e s e n t a  e n  la f i g u r a  7.6.
7.2.2. Movilidad de los electrones.
Normalmente la dispersión de los electrones por fonones 
ópticos no polares es un débil efecto de segundo orden en 
semiconductores covalentes con alta simetría estructural. En 
tales semiconductores, el alargamiento de un enlace parti­
cular requiere, por condiciones de simetría, la contracción 
de otro equivalente. De esta manera el potencial de disper­
sión que surge de movimientos en contrafase se promedia a 
cero en primer orden [89], por lo que solo quedan efectos de 
segundo orden. Por el contrario los efectos lineales son 
importantes en semiconductores de baja simetría. En estos 
compuestos son posibles deformaciones con grandes asimetrías 
en los * desplazamientos relativos de los átomos. En estos 
casos existen grandes variaciones del potencial atómico, de 
forma que en la dispersión de los electrones por la red 
dominan los fonones ópticos.
Se ha comprobado que la dispersión por fonones ópticos 
homopolares es el mecanismo más importante en los semicon­
ductores laminares (GaS, GaSe, InSe), en compuestos Vla-VIb 
(M0S2 , MoSe2 , WSe2 ) y IV-VI (SnS2 , SnSe2 ). Todos ellos son 
romboédricos o hexagonales. Puesto que nuestro compuesto 
tiene menos simetría, hemos de suponer que con más razón este 
será el mecanismo de dispersión dominante.
Un observable físico que trae información directa sobre 
los procesos de dispersión de los electrones es evidentemente
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la movilidad. La variación de la movilidad con la temperatura 
va a ser diferente para cada mecanismo de dispersión conside- 
racdo. Si escribimos la movilidad en función de la temperatura 
(alrededor de una temperatura T q ) conforme la expresión 7.2, 
el conocimiento del exponente m nos va a dar la información 
qu<e queremos.
En materiales no degenerados, es la red el principal 
mecanismo de dispersión a alta temperatura. La pendiente m en 
el caso de fonones acústicos es 1.5, claramente inferior a 
los valores obtenidos. Esta posibilidad queda rechazada. Por 
otra parte, debido al carácter iónico que se ha comentado en 
la parte estructural, podríamos pensar en los fonones ópticos 
polares como elementos de dispersión. No es plausible esta 
interpretación ya que esto exigiría un valor de 0.5 para la 
pendiente m. La dispersión por fonones ópticos homopolares es 
el único mecanismo que permite interpretar los resultados 
experimentales. El modelo de Fivaz-Schmid preve una variación 
en la pendiente m que depende de la energía de los fonones 
que intervienen en el proceso y un aumento de ésta con la 
temperatura. Este es nuestro caso. A baja temperatura la 
pendiente de la curva de movilidad vuelve a bajar debido a la 
dispersión por impurezas ionizadas, por lo que hay que tener­
las en cuenta.
Los parámetros necesarios para el ajuste, en el modelo 
de Fivaz-Schmid son la componente del tensor de masa efectiva 
en la dirección correspondiente (m£ o m* según el caso) y la 
constante de acoplo electrón-fonón g2. Para aplicar el modelo 
de Brooks-Herring necesitamos conocer como antes la masa
2 1 4
efectiva y además la constante dieléctrica.
Dado que las curvas u(T) (u = eT/m*) en el rango de 
altas temperaturas son idénticas para ambas direcciones y que 
en ambas domina la dispersión por vibraciones de la red hasta 
los 30 K, podemos inferir que la diferencia de movilidades 
corresponde a una diferencia en las masas efectivas. Del 
cociente entre las movilidades a temperatura ambiente deduci­
mos la relación:
mc/mb = 3.0 ± 0.5
De las medidas ópticas se ha determinado el valor de la 
constante dieléctrica
£*•= 10.9 ± 0.3
sin embargo no hemos podido realizar medidas en el infrarrojo 
lejano necesarias para el conocimiento de conocimiento
de nos permite dar una cota superior para los valores de 
m* y m*, dado que £q > £„ . Podemos afirmar pues que:
m* < 2.19 mo 
m* < 0.6 mo
El ajuste de la zona comprendida entre 80-90 y 300 K es 
más sensible a los parámetros que intervienen en la expresión 
de Fivaz-Schmid y de este tramo se pueden extraer más con­
clusiones. En primer lugar, al hallar la movilidad utilizando
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la expresión 3.81, vemos que m* y g2 se multiplican, luego 
solo podemos deducir el producto de nuestro ajuste. Este es:
g2(m£/nio) = 0*876 
g2(m^/mo) = 0.240
y puesto que tenemos una cota superior para m* y roja, podemos 
dar una cota inferior para g2 ;
g2 > 0.4
Este ( alto valor de g2 indica un fuerte acoplamiento 
electrón-fonón debido a un alto valor del potencial de defor­
mación (expresión 3.82). Suponiendo el valor más pequeño de 
g2 la masa efectiva renormalizada, m** [90]:
m** = m*/(l-g2/2 )
varia en un 20 % respecto a m*, lo que nos da una idea de la 
intensidad de la interacción electrón-fonón.
La pendiente m en la expresión de la movilidad es muy 
sensible a la energía del fonón que interviene en el proceso 
de dispersión. Esta es la presentada en la tabla 7.3:
hüJf = 14 meV
El material con el que hemos contado en la realización 
de estas medidas es de baja resistividad, debido principal­
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mente a la alta concentración de portadores. La masa efecti­
va, propiedad intrínseca del material, es muy elevada, la 
componente más pequeña es probablemente m^ y es del orden de 
0.6 veces la masa del electrón. Los altos valores de la masa 
efectiva y la constante de acoplo g2son la principal causa de 
la baja movilidad que presenta el material, más que la confi­
guración de defectos.
7.2.3. Poder termoeléctrico.
Las medidas del poder termoeléctrico del BÍ2S3 nos han 
permitido el conocimiento de la masa efectiva de la densidad 
de estados, una de las constantes fundamentales del material. 
El coeficiente Seebeck es elevado debido principalmente a la 
alta masa efectiva que presenta este compuesto y depende muy 
poco del mecanismo de dispersión. El término correspondiente 
al mecanismo de dispersión tiene un valor de 1.87, mientras 
que los otros términos son del orden de 50.
Como en todos los materiales presentan una masa efecti­
va de la densidad de estados elevada, ha sido propuesto para 
ser utilizado como generador termoeléctrico.
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8 . Conclusiones y aportaciones.

I ) Estructura cristalina.
1) Se ha hecho por primera vez un estudio estructural por 
dilfracción de rayos X de un monocristal de sulfuro de bis- 
mutto.
2) El estudio previo realizado por métodos fotográficos pro- 
pojrciona una celdilla unidad posteriormente refinada en el 
diifractómetro automático y que resulta ser ortorrómbica de 
dinmensiones a = 11.309, b = 3.978 y c = 11.162 A, estando el 
griupo espacial indeterminado entre el Pnma y el Pna2i«
3) Se elige el grupo espacial centrosimétrico debido a que se 
conmprueba experimentalmente que no existe desviación en el 
pleano de polarización de la luz.
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4) Las intensidades medidas son corregidas además de los 
efectos habituales, de absorción y extinción secundaria, 
efectos que son importantes en este caso.
5) Se ha refinado la estructura tridimensional primero iso- 
trópica y luego anisotrópicamente hasta un factor de acuerdo 
final de 0.08.
6 ) La estructura puede describirse como un conjunto de cade­
nas poliméricas en la dirección [0,0,1]. Este eje concuerda 
con la dirección de crecimiento de las agujas que se obtienen 
por el método de sublimación.
7) La configuración de los dos bismutos no equivalentes (en 
cada unidad BÍ2S3 ) es diferente. Uno de ellos tiene una 
configuración piramidal de base cuadrada, mientras que el 
otro tiene una configuración más bien octaédrica.
8 ) Las cadenas poliméricas están entramadas en la dirección 
del eje c por enlaces sensiblemente más débiles.
9) Los entramados de cadenas están separados en la dirección 
del eje a; los planos están unidos por débiles fuerzas de 
tipo Van der Waals, lo que permite una fácil exfoliación del 
material.
10) Los valores de las longitudes de enlace Bi-S son simi­
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lares a las encontradas en otros compuestos, asi como la 
coniiguración de los átomos de Bi.
II) Propiedades ópticas.
1)) Se ha determinado el espectro de índice de refracción para 
luiz polarizada en las tres direcciones cristalográficas entre 
0..9 y 2.5 um a temperatura ambiente y a 30 K.
2)¡ Se ha determinado el índice de refracción medio en el 
plano b-c en la región entre 2.5 y 30 um, obteniéndose un 
valor 3.3 en la zona en que es constante.
3) Se ha determinado la constante dieléctrica en el plano
b-c, siendo su valor de 10.9.
4) Se ha medido el espectro de reflexión en la zona de los 
fonones polares estimándose la frecuencia del modo polar LO 
de más alta energía.
5) Se ha medido el frente de absorción en la zona del gap en 
más de cuatro órdenes de magnitud, estudiándose su anisotro- 
pía y su evolución con la temperatura, comprobándose que la 
transición fundamental es directa permitida.
6 ) Se ha observado y medido la banda de absorción excitónica, 
comprobándose que se trata de un excitón fuertemente acoplano
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y midiendo su energía de enlace así como la energía del fonón 
responsable del ensanchamiento del pico de absorción.
7) Se ha estudiado la cola de absorción para bajos valores de 
comprobándose que obedece a la ley de Urbach y obteniéndose
la energía del fonón correspondiente.
8 ) Se ha determinado el valor del gap a 30 K y su variación 
con la temperatura, observándose que esta variación puede 
explicarse mediante la interacción entre los electrones y 
modo fonónico de 25 meV.
9) Se ha detectado la existencia de dos niveles de impureza 
ópticamente activos, uno dador y otro aceptor.
III) Propiedades de transporte.
1) Se ha medido la resistividad, concentración de portadores 
y movilidad en función de la temperatura entre 30 y 300 K. Se 
han interpretado cualitativamente las curvas n(T) mediante la 
existencia de dos nivéles dadores de baja (E¿ < 10 meV) y 
alta (Ei > 100 meV) energías de ionización.
2) A partir de las medidas de movilidad se ha comprobado que 
existe una anisotropía explicable por la diferencia de masas 
efectivas (m£/m£ - 3).
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3) Se han interpretado cuantitativamente y en todo el rango 
<de temperaturas explorado las curvas u(T), verificándose que 
eel mecanismo de dispersión predominante es por fonones ópti­
cos no polares, con una contribución de las impurezas ioniza­
das, especialmente a baja temperatura. El modelo de Fivaz- 
Schmid ha permitido obtener la energía del modo fonónico que 
(dispersa los electrones (14 meV) así como la constante de 
óacoplo electrón-fonón, comprobándose que la baja movilidad 
electrónica es una característica intrínseca de este mate- 
rrial. El modelo de Brooks-Herring permite calcular la concen- 
ttración de impurezas aceptoras dando una explicación coheren- 
tte a los valores de n y y. a temperatura ambiente.
44) Se han realizado medidas de poder termoeléctrico a tempe­
ratura ambiente, lo que unido a las medidas de efecto Hall y 
ca la determinadeión de los mecanismos de dispersión ha permi- 
ttido determinar la masa efectiva de densidad de estados.
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Apénd.

i) R e f l e x i o n e s  u t i l i z a d a s  e n  e l  c á l c u l o  e s t r u c t u r a l .
h k 1 Fobs Fcal
0 0 4 55.4 49.2
0 0 6 206.3 195.5
0 0 8 154.3 158.2
0 0 10 70.7 74.4
0 0 12 24.6 24.3
1 0 2 75.1 64.7
1 0 3 228.3 195.7
1 0 4 117.3 101.8
1 0 5 107.9 99.1
1 0 6 154.9 149.2
1 0 7 8.7 9.4
0 8 104.9 . 103.2
1 0 9 116.9 122.8
1 0 10 86.2
CN•r-00
1 0 11 116.1 128.3
1 0 12 52.7 56.6
:l 0 13 37.0 37.7
2 0 1 92.1 101.0
2 0 2 145.4 155.7
2 0 3 125.7 120.7
2 0 4 152.7 144.5
2 0 5 162.5 155.9
2 0 6 140.5 134.5
2 0 7 181.8 186.6
A-l
h k 1 Fobs Fcal
2 0 8 61.3 69.4
2 0 9 77.9 76.1
2 0 10 16.9 6.0
2 0 11 40.9 41.2
2 0 12 87.0 97.3
2 0 13 29.2 29.7
3 0 1 180.4 198.4
3 0 2 99.8 111.0
3 0 3 55.4 53.1
3 0 4 90.0 86.0
3 0 5 187.3 199.6
3 0 6 10.7 9.8
3 0 7 34.4 33.2
3 0 8 9.0 - 8.4
3 0 9 134.2 141.5
3 0 10 46.2 45.3
3 0 11 35.1 36.6
3 0 12 7.8 7.0
4 0 0 48.1 59.6
4 0 1 12.9 15.2
4 0 2 176.8 205.1
4 o- 3 100.6 111.9
4 0 4 131.4 137.1
4 0 5 130.5 135.3
4 0 6 126.9 131.1
4 0 7 55.2 55.1
A - 2
h k 1 Fobs Fcal
4 0 8 69.8 71.8
4 0 9 98.6 103.3
4 0 10 54.3 56.3
4 0 11 74.4 76.9
4 0 12 88.5 98.6
5 0 1 12.9 12.7
5 0 2 124.0 143.8
5 0 3 139.6 164.3
5 0 4 37.8 39.0
5 0 5 61.1 59.9
5 0 6 110.8 112.5
5 0 7 50.7 49.9
5 0 8 132.5 142.0
5 0 9 60.1 61.5
5 0 10 50.1 50.6
5 0 11 77.3 80.0
5 0 12 55.9 57.8
6 0 0 213.0 222.0
6 0 1 64.1 77.8
6 0 2 69.8 77.8
6 0 3 83.0 91.5
6 0 4 61.2 63.2
6 0 5 96.8 99.9
6 0 6 124.5 128.7
6 0 7 54.9 53.6
6 0 8 85.5 86.8
h k 1 Fobs Fcal
6 0 9 76.0 76.7
6 0 10 53.3 52.6
6 0 11 23.6 22.7
7 0 1 26.3 28.4
7 0 2 41.8 44.4
7 0 3 158.9 184.6
7 0 4 136.5 157.2
7 0 5 28.8 28.5
7 0 6 77.5 77.2
7 0 7 9.9 2.7
7 0 8 30.5 29.6
7 0 9 46.6 45.4
7 0 10 79.7 78.1
7 0 11 75.7 73.1
8 0 0 67.1 66.8
8 0 1 82.4 84.7
8 0 2 48.2 51.7
8 0 3 60.0 62.0
8 0 4 24.4 23.6
8 0 5 51.1 51.0
8 0 6 57.8 52.6
8 0 7 140.0 143.3
8 0 8 63.8 60.7
8 0 9 53.3 50.2
8 0 10 8.2 6.5
9 0 1 141.4 139.4
A-4
h k 1 Fobs Fcal
9 0 2 69.0 67.3
9 0 3 24.7 24.6
9 0 4 94.8 96.1
9 0 5 57.3 53.1
9 0 6 7.8 3.2
9 0 7 29.1 24.7
9 0 8 4.8 4.9
9 0 9 69.0 60.6
10 0 0 42.3 37.0
10 0 1 81.6 72.6
10 0 2 103.1 97.3
10 0 3 39.9 36.9
10 0 4 50.2 47.6
10 0 5 81.1 76.7
10 0 6 21.7 20.7
10 0 7 37.1 31.1
10 0 8 36.6 31.3
11 0 1 20.4 15.3
11 0 2 96.2 78.8
11 0 3 57.7 48.8
11 0 4 14.8 13.5
11 0 5 23.0 19.9
11 0 6 88.0 76.6
11 0 7 20.5 16.4
12 0 0 67.3 49.0
12 0 1 57.2 41.8
h k 1 Fobs Fcal
12 0 2 50.9 37.2
12 0 3 26.9 19.5
12 0 4 38.4 *28.1
12 0 5 74.1 58.9
13 0 1 62.9 41.4
13 0 2 32.2 21.1
13 0 3 69.7 47.1
0 1 1 179.2 138.4
0 1 3 236.7 191.2
0 1 5 273.2 240.7
0 1 7 27.0 24.9
0 1 9 183.0 191.0
0 1 11 95.2 103.0
1 1 1 153.7 137.9
1 1 2 236.9 190.6
1 1 3 171.9 142.3
1 1 4 151.8 128.3
1 1 5 89.6 76.9
1 1 6 109.6 98.6
1 1 7 38.9 36.5
1 1 8 162.9 158.4
1 1 9 42.6 41.5
1 1 10 44.1 44.5
1 1 11 47.5 49.6
1 1 12 70.3 77.2
2 1 0 90.5 143.3
A - 6
h k 1 Fobs Fcal
2 1 138.4 145
2 2 196.6 193
2 3 26.0 24
2 4 160.7. 143
2 5 52.0 45
2 6 21.2 16
2 7 194.8 189
2 8 24.0 22
2 9 4.9 1
2 10 75.3 78
2 11 39.0 40
2 12 68.6 72
3 1 24.3 27
3 2 113.9 123
3 3 60.6 58
3 4 234.2 235
3 5 101.4 95
3 6 - 107.9 100
3 7 7.9 5
3 8 52.3 51
3 9 34.7 34
3 10 160.2 175
3 11 43.7 46
3 12 7.4 0
4 0 156.8 194
4 1 147.9 181
2
8
1
4
2
4
5
7
5
O
6
2
3
7
3
4
8
4
3
2
O
6
5
8
O
3
A-7
h k 1 Fobs Fcal
4 1 2 96.9 108.2
4 1 3 61.7 63.7
4 1 4 44.3 40.6
4 1 5 13.9 12.0
4 1 6 89.7 85.4
4 1 7 195.5 210.9
4 1 8 28.5 27.6
4 1 9 2.8 7.8
4 1 10 56.1 56.9
4 1 11 8.0 9.8
4 1 12 29.1 30.8
5 1 1 104.3 132.7
5 1 2 123.8 139.6
5 1 3 142.8 161.0
5 1 4 60.2 59.5
5 1 5 17.4 16.5
5 1 6 75.8 74.3
5 1 7 23.5 21.9
5 1 8 104.2 105.7
5 1 9 32.6 32.4
5 1 10 58.1 61.2
5 1 11 89.0 90.3
6 1 0 155.9 184.7
6 1 1 69.9 86.5
6 1 2 19.1 17.8
6 1 3 90.5 100.8
A-8
h k 1 Fobs Fcal
6 4 16.1 14
6 5 ..169.3 182
6 6 85.6 83
6 7 28.0 25
6 8 70.9 70
6 9 103.4 104
6 10 11.9 11
6 11 77.3 80
7 1 120.6 135
7 2 104.0 119
7 3 6.2 5
7 4 49.8 52
7 5 98.4 102
7 6 114.6 116
7 7 13.2 9
7 8 106.1 103
7 9 87.3 87
7 10 18.2 18
8 0 41.9 45
8 1 78.2 82
8 2 124.3 141
8 3 6.9 1
8 4 100.9 108
8 5 66.8 63
8 6 37.8 33
8 7 62.6 59
8
5
5
8
3
5
2
1
9
7
3
9
1
1
3
7
6
5
2
3
1
8
4
5
9
4
A-9
h k 1 Fobs Fcal
8 1 8 22.5 18.3
8 1 9 8.0 4.4
8 1 10 28.1 25.5
9 1 1 72.3 68.7
9 1 2 25.2 24.8
9 1 3 51.6 53.5
9 1 4 109.1 114.5
9 1 5 82.1 79.5
9 1 6 75.0 70.5
9 1 7 15.9 15.0
9 1 8 42.7 36.8
9 1 9 52.9 47.0
10 1 0 134.9 120.3
10 1 1 81.2 72.6
10 1 2 19.8 16.3
10 1 3 45.1 42.5
10 1 4 4.9 9.3
10 1 5 16.2 15.8
10 1 6 82.7 75.7
10 1 7 90.5 83.0
10 1 8 53.1 46.6
11 1 1 65.7 52.7
11 * 1 2 30.7 26.8
11 1 3 125.8 112.8
11 1 4 25.3 22.9
11 1 5 7.4 2.3
A - 1 0
h k 1 Fobs Fcal
4 2 2 178.9 199.5
4 2 3 97.8 99.3
4 2 4 129.1 125.3
4 2 5 126.6 124.9
4 2 6 122.7 120.5
4 2 7 49.3 49.0
4 2 8 64.6 67.4
4 2 9 91.6 93.9
4 2 10 48.1 50.8
4 2 11 66.8 70.8
5 2 1 6.2 7.8
5 2 2 118.7 132.4
5 2 4 31.6 34.2
5 2 5 56.3 53.8
5 2 6 102.5 103.2
5 2 7 45.3 44.8
5 2 8 126.3 131.2
5 2 9 53.4 57.7
5 2 10 42.2 44.9
6 2 0 191.2 215.2
6 2 1 56.1 71.3
6 2 2 58.8 67.6
6 2 3 75.8 79.8
6 2 4 53.6 55.0
6 2 5 89.6 90.4
6 2 6 119.8 118.8
A - 13
h k . 1 Fobs Fcal
6 2 7 52.8 49.7
6 2 8 78.3 79.7
6 2 9 71.6 70.5
6 2 10 49.1 48.4
7 2 1 23.0 25.5
7 2 2 37.7 40.1
7 2 3 149.0 173.6
7 2 4' 130.5 145.4
7 2 5 28.2 27.2
7 2 6 71.0 68.5
7 2 7 5.4 2.7
7 2 8 26.0 26.3
7 2 9 42.4 42.0
8 2 0 60.5 60.4
8 2 1 72.1 77.1
8 2 2 41.4 47.4
8 2 3 51.5 55.8
8 2 4 20.3 22.0
8 2 5 46.2 45.0
8 2 6 49.0 48.9
8 2 7 131.1 132.9
8 2 8 59.3 55.1
8 2 9 . 45.6 46.1
9 2 1 125.9 127.6
9 2 2 61.3 61.3
9 2 3 21.8 21.7
A-14
h k 1 Fobs Fcal
4 2 2 178.9 199.5
4 2 3 97.8 99.3
4 2 4 129.1 125.3
4 2 5 126.6 124.9
4 2 6 122.7 120.5
4 2 7 49.3 49.0
4 2 8 64.6 67.4
4 2 9 91.6 93.9
4 2 10 48.1 50.8
4 2 11 66.8 70.8
5 2 1 6.2 7.8
5 2 2 118.7 132.4
5 2 4 31.6 34.2
5 2 5 56.3 53.8
5 2 6 102.5 103.2
5 2 7 45.3 44.8
5 2 8 126.3 131 .*2
5 2 9 53.4 57.7
5 2 10 42.2 44.9
6 2 0 191.2 215.2
6 2 1 56.1 71.3
6 2 2 58.8 67.6
6 2 3 75.8 79.8
6 2 4 53.6 55.0
6 2 5 89.6 90.4
6 2 6 119.8 118.8
A - 1 3
h k 1 Fobs Fcal
6 2 7 52.8 49.7
6 2 8 78.3 79.7
6 2 9 71.6 70.5
6 2 -10 49.1 48.4
7 2 1 23.0 25.5
7 2 2 37.7 40.1
7 2 3 149.0 173.6
7 2 4 130.5 145.4
7 2 5 28.2 27.2
7 2 6 71.0 68.5
7 2 7 5.4 2.7
7 2 8 26.0 26.3
7 2 9 42.4 42.0
8 2 0 60.5 60.4
8 2 1 72.1 77.1
8 2 2 41.4 47.4
8 2 3 51.5 55.8
8 2 4 20.3 22.0
8 2 5 46.2 45.0
8 2 6 49.0 48.9
8 2 7 131.1 132.9
8 2 8 59.3 55.1
8 2 9 45.6 . 46.1
9 2 1 125.9 127.6
9 2 2 61.3 61.3
9 2 3 21.8 21.7
A-14
h k 1 Fobs Fcal
9 2 4 88.9 89.0
9 2 5 49.5 48.7
9 2 6 6.1 2.8
9 2 7 26.4 22.9
9 2 8 10.8 4.9
10 2 0 37.6 32.1
10 2 1 72.4 66.9
10 2 2 94.1 89.3
10 2 3 35.9 34.3
10 2 4 46.2 44.0
10 2 5 73.9 71.4
10 2 6 20.9 19.6
11 2 2 86.9 72.6
11 2 3 51.2 44.8
11 2 4 12.4 11.4
11 2 5 21.8 18.9
12 2 0 58.1 45.8
12 2 1 53.3 38.7
0 3 1 147.0 129.4
0 3 3 208.2 169.6
0 3 7 26.3 25.4
0 3 9 159.3 167:9
1 3 1 149.5 127.0
1 3 2 232.5 180.7
1 3 3 143.4 119.5
1 3 4 129.8 107.5
A - 1 5
h k 1 Fobs Fcal
3 5 68.4 59.6
3 6 81.7 84.2
3 7 29.9 29.0
3 8 138.4 137.5
3 9 34.3 35.4
3 10 36.2 41.7
2 3 0 79.0 121.8
2 3 1 129.6 135.3
2 3 2 199.4 175.4
2 3 3 18.9 19.0
2 3 4 136.3 118.7
2 3 5 43.6 40.1
2 3 6 3.8 12.6
2 3 7 174.2 167.2
2 3 8 18.1 15.0
2 3 9 5.0 1.8
2 3 10 60.7 64.5
3 3 1 20.1 27.1
3 3 2 102.2 100.5
3 3 3 49.0 46.6
3 3 4 240.9 221.5
3 3 5 81.4 77.1
3 3 6 81.7 80.5
3 3 7 8.2 5.0
3 3 8 37.9 40.1
3 3 9 29.0 29.6
A-16
h k 1 Fobs Fcal
4 3 0 127.0 174.7
4 3 1 136.2 163.0
4 3 2 78.3 86.0
4 3 3 47.7 46.5
4 3 4 32.4 33.1
* 4 3 5 14.1 5.3
4 3 6 70.5 70.3
4 3 7 185.9 188.1
4 3 8 23.4 24.4
* 4 3 9 8.6 5.8
5 3 1 89.0 109.3
5 3 2 108.6 118.2
• 5 3 3 127.9 140.9
5 3 4 50.6 51.7
* 5 3 5 8.3 12.7
5 3 6 60.9 59.6
* 5 3 7 13.9 15.6
5 3 8 88.5 90.3
6 3 0 132.6 160.4
6 3 1 57.5 71.6
6 3 2 18.8 17.6
6 3 3 73.3 82.8
* 6 3 4 12.8 11.3
6 3 5 155.5 159.6
6 3 6 69.9 71.8
6 3 7 22.4 18.7
A - 1 7
h k 1 Fobs Fcal
6 3 8 60.2 60.3
7 3 1 97.0 114.3
7 3 2 87.9 103.2
7 3 3 11.0 ■ 3.4
7 3 4 42.7 45.3
7 3 5 84.4 86.0
7 3 6 95.7 99.0
7 3 7 7.0 6.4
8 3 0 29.1 35.6
8 3 1 64.2 39.0
8 3 2 102.2 120.0
8 3 3 5.1 1.1
8 3 4 87.0 90.8
8 3 5 55.2 52.2
8 3 6 35.7 29.6
9 3 1 57.8 58.7
9 3 2 20.7 18.3
9 3 3 42.3 46.3
9 3 4 91.0 96.8
9 3 5 70.3 67.9
10 3 0 110.6 105.3
10 3 1 65.3 61.5
10 3 2 16.3 14.3
0 4 0 263.3 293.8
0 4 2 45.8 40.0
0 4 4 30.8 31.6
A-18
Fobs Fcal
0 4 6 163.7 158.9
4 1 21.7 9.3
4 2 43.9 43.4
4 3 214.9 179.0
4 4 78.4 72.7
4 5 78.3 69.5
4 6 109.7 108.9
2 4 0 68.0 89.0
2 4 1 68.8 68.7
2 4 2 144.4 127.5
2 4 3 89.1 78.4
2 4 4 115.5 102.0
2 4 5 116.7 105.7
2 4 6 106.0 100.7
3 4 1 164.4 178.2
3 4 2 71.9 67.3
3 4 3 42.7 41.1
3 4 4 62.1 61.9
3 4 5 169.2 158.0
3 4 6 12.1 8.4
4 4 0 37.6 49.3
4 4 1 9.9 7.4
4 4 2 153.1 166.0
4 4 3 72.9 72.9
4 4 4 101.0 97.0
4 4 5 96.3 99.1
A-19
h k 1 Fobs Fcal
5 4 1 13.6 4.4
5 4 2 92.9 103.2
5 4 3 118.3 124.3
5 4 4 21.2 25.0
5 4 5 45.3 42.1
6 4 0 145.9 182.8
6 4 1 44.1 59.1
6 4 2 41.7 48.1
6 4 3 56.4 58.4
7 4 1 16.3 19.0
Nota: las reflexiones señaladas con un asterisco son con
sideradas como no observadas.
A-20
ii) Programa utilizado en la corrección de absorción 
y (desarrollado a partir de la teoria expuesta en el capítulo 
2, sección 2.4.2.
1) Programa principal.
C lEste programa calcula los coeficientes de transmisión para 
C luna muestra cilindrica medida en un difractómetro de 4 
C ccirculos 
C
IMPLICIT DOUBLE PRECISION (A-H,M-Z)
C
DIMENSION AO(2),Al(2),A2(2),LINE(10),OM(3,3),OR(3,3) 
1 ,R0(3),L(3),A(3)
C
PARAMETER PI=3.141592654D0,RAD=5.729577951D1
C
EQUIVALENCE (LINE(1),L1)
C
COMMON/MAT/ OM,RO,R00,B1,B2,B3 
COMMON/ABS/ MR,AO,Al,A2
C
C lee nombre del fichero de datos 
C
READ (9,98) LINE(l)
OPEN 1,LINE,ATT="IBM
C
C lee nombre del fichero de salida
A - 21
cREAD (9,98) LINE(l)
OPEN 2,LINE,ATT="AP"
C
C lee coeficiente de absorción por el radio de la aguja 
READ FREE (9) MR
C
C matrix de orientación
READ FREE (9) ((OM(I,J),J=1,3),1=1,3)
C
C eje de orientación del cilindro
READ (9,99) (LINE(I),1=1,8 )
IF (Ll.EQ." A") IAXIS=1 
IF (Ll.EQ." B") IAXIS=2 
IF (Ll.EQ." C") IAXIS=3 
WRITE (12,100) MR
WRITE (12,101) ((OM(I,J),J=1,3),1=1,3)
C
DO 1 1=1,3 
DO 1 J=1,3
OR (I ,J )=OM(I ,J )
1 CONTINUE
C
C calcula la inversa de la matriz de orientación 
DETER=INVER(3.0R,A,l.D-6,-l,3)
WRITE(12,102) ((OR(I,J),J=1,3),1=1,3)
C
C calcula vector unitario de orientación inicial
A - 2 2
D O  2 1 = 1 , 3
RO(I )=OR(IAXIS,I )
22 CONTINUE 
R00=0.D0 
DO 4 1=1,3 
ROO=ROO+RO(I)**2
44 CONTINUE
R00=DSQRT(ROO)
CC
CC lee reflexión
23 READ FREE (1 ,END=22) - (L( I ) , 1=1,3 ) ,YO,SG
CC calcula la orientación del cilindro para la reflexión 
CALL MATRIX (L,A)
AO(1)=(DCOS(A (2))*DCOS(A (1)))**2+DSIN(A(2))**2 
AO(2)=(DCOS(A (3))*DCOS(A (1)))**2+DSIN(A(3))**2 
Al(1)=DSIN(A (2)
Al(2)=DSIN(A (3)
A2(1)=DCOS(A (2))/DCOS(A(1))
A2(2)=DCOS(A (3))/DCOS(A(l))
C
C  calcula coeficiente de transmisión 
CALL GAUSS(S)
C
C corrige Fobs y Sigma de Fobs 
Y0=Y0*DSQRT(S)
SG=SG*DSQRT(S)
WRITE(2,103)(L(I),1=1,3),Y0,SG
WRITE(12,104)(L(I),1=1,3),(A(I)*RAD,1=1,3),B1*RAD,
A - 2 3
1 B2*RAD,B3*RAD,S 
GOTO 3 
22 WRITE (2,105)
WRITE (12,105)
STOP
98 FORMAT(S18)
99 FORMAT(8R1)
103 FORMAT(IX,314,2F11.2,Z )
104 FORMAT(IX,315,7F11.3,Z ) 
END
2) Subrutina MATRIX
C esta subrutina calcula los ángulos del difractómetro para 
C cada reflexión hkl 
C
SUBROUTINE MATRIX(L,AN)
IMPLICIT DOUBLE PRECISION (A-H,0-Z)
DIMENSION OM(3,3),AN(3),X(3),A(3,3),R(3),R0(3),L(3) 
COMMON/MAT/ OM,RO,R00,Al,A2,A3 
PARAMETER PI=3.141592654D0,WL=0.71069
C
DO 1 1=1,3 
X(I)=0.DO 
1 CONTINUE
XSQ=DSQRT(X(1)**2+X(2)**2+X(3)**2)
A1=ARSIN(WL*XQR/2.DO)
A - 2 4
D O  2 1 = 1 , 3
RO(I)=OR(IAXIS,I)
2 CONTINUE 
R00=0.DO 
DO 4 1=1,3 
R00=R00+R0(I)**2
4 CONTINUE
ROO =DSQRT(ROO)
C
C lee reflexión
3 READ FREE (1,END=22) (L(I),1=1,3),YO,SG
C calcula la orientación del cilindro para la reflexión 
CALL MATRIX (L,A)
AO(1)=(DCOS(A (2))*DCOS(A(l)))**2+DSIN(A(2))**2 
AO(2)=(DCOS(A (3))*DCOS(A(l)))**2+DSIN(A(3))**2 
Al(1)=DSIN(A (2)
Al(2)=DSIN(A (3)
A2(1)=DCOS(A (2))/DCOS(A(1))
A2(2)=DCOS(A (3))/DCOS(A(l))
C
C calcula coeficiente de transmisión 
CALL GAUSS(S)
C
C corrige Fobs y Sigma de Fobs 
Y0=Y0*DSQRT(S)
SG=SG*DSQRT(S )
WRITE(2,103)(L(I ),1=1,3),Y0,SG
WRITE(12,104)(L(I),1=1,3),(A(I)*RAD,1=1,3),B1*RAD,
A - 2 3
1 B2*RAD,B3*RAD,S 
GOTO 3 
22 WRITE (2,105)
WRITE (12,105)
STOP
98 FORMAT(S18)
99 FORMAT(8Rl)
103 FORMAT(IX,314,2F11.2,Z )
104 FORMATÍIX,315,7F11. 3 , Z )'
END
2) Subrutina MATRIX
C esta subrutina calcula los ángulos del difractómetro para 
C cada reflexión hkl 
C
SUBROUTINE MATRIX(L ,AN)
IMPLICIT DOUBLE PRECISION (A-H,0-Z)
DIMENSION OM(3,3),AN(3),X(3),A(3,3),R(3),R0(3),L(3) 
COMMON/MAT/ OM,RO,R00,Al,A2,A3 
PARAMETER PI=3.141592654D0,WL=0.71069
C
DO 1 1=1,3 
X(I)=0.DO 
1 CONTINUE
XSQ=DSQRT(X (1)* * 2+X(2)* * 2+X(3)* * 2)
A1=ARSIN(WL*XQR/2.DO)
A - 2 4
A2=DATAN(X(3)/DSQRT(X(1)**2+X(2)**2))
A3=PI/2.D0-DATAN2(X(1),-X(2))
A (1,1)=DCOS(Al)*DCOS(A2)*DCOS(A3)-DSIN(Al)*DSIN(A3)
A (1,2)=-DCOS(Al)*DCOS(A2)*DCOS(A3)-DSIN(Al)*DCOS(A3) 
A (1,3)=DCOS(Al)*DSIN(A2)
A (2,1)=DSIN(Al)*DCOS(A2)*DCOS(A3)+DCOS(Al)*DSIN(A3)
A (2,2)=-DSIN(Al)*DCOS(A2)*DSIN(A3)+DCOS(Al)*DCOS(A3) 
A(2,3 )=DSIN(Al)*DSIN(A2)
A (3,1)=-DSIN(A2)*DCOS(A3)
A ( 3 , 2 )=DSIN(A2)*DSIN(A3)
A (3,3)=DCOS(A2)
DO 2 1=1,3 
R(I)=0.DO 
CONTINUE 
DO 3 J=1,3
R(J)=R(J)/ROO 
CONTINUE
AN(1)=ARCOS(R (3))
AN(2)=PI/2.D0-DATAN2(R(2),R(1))
IF(AN(2).LT.0.DO)AN(2)=2.D0*PI+AN(2)
AN(3)=AN(2)+PI+2.D0*A1
RETURN
END
) Función F(X,Y)
Esta función calcula la trayectoria del haz dentro del
C cilindro conocidos los ángulos alfa,beta y gama dados por 
C la subrutina MATRIX y devuelve a la subrutina GAUSS el 
C valor de la función de integración.
C
DOUBLE PRECISION FUNCTION F(X,Y)
C
COMMON/ABS/ MR,A0,A1,A2
IMPLICIT DOUBLE PRECISION (A-H,0-Z)
DIMENSION AO(2),Al(2 ),A2(2)
C
. XSQ=DABS(1.DO-X** 2)
YSQ=DABS(1.DO-Y* * 2)
T0=A2(1)*X+A1(1)*Y*DSQRT(XSQ)
T1=A2(2)*X+A1(2)*Y*DSQRT(XSQ)
T0=(DSQRT(DABS(TO * * 2+AO(1)*XSQ*YSQ))-T0)/AO(1)
Tl=(DSQRT(DABS(TI* * 2+AO(2)*XSQ*YSQ))-TI)/AO(2)
T=T0+T1
F=DEXP(-MR*T)
F=F*DSQRT(XSQ)
RETURN
END
Las demás subrutinas utilizadas no tienen un origen 
personal y no se detallan en el apéndice. La subrutina GAUSS 
es una subrutina de integración en dos dimensiones y se ha 
desarrollada a partir de la referencia 46. La subrutina INVER 
es asimismo una subrutina de inversión matricial dada en la 
referencia 46 (método de gauss y pivotado).
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i) lEcuaciones que determinan kz:
a 2 - b2 = n$ - vcá - sen2i 
2a b = 2n^
(B.l)
a2 - b2 = (n£ - K,$)A - 2nyK.yB 
2a b = 2ny K,yA + (n£ - K.$)B
(B. 2)
d o m & e
A = 1 - sen2^(n§ -K-§)/(n§ + K.§)2
B = sen2tA 2nz K,z/(n§ + K §)2
(B.3)
iii)) Coeficientes con E perpendicular al plano de incidencia.
Q = (cos2i//’+ a2 + b2 )2 - 4cos2 i/f a2
S = (eos2!//’+ a2 + b2)2 + 4c o s 2i//> a2
T = 4a (eos2\j/ + a2 + b2)
D = 8cos \^¡¡ (a2 + b2 ) (B.4)
B-l
g = -(eos2 i//'- a2 - b2 )2 - 4cos2 t//'b2
s = -(eos2 i//>- a2 - b2 )2 + 4cos2 i//'b2
t = -4b eos2 i//- (eos2!//” - a2 - b2)
iii) Coeficientes si E es paralelo al plano de incidencia. 
q = [(A2 + B 2 )/cos2{j/+ a2 + b 2 ]2 - 4 ( a A + b  B)2/cos2t/f
S = [(A2 + B 2 )/cos2i/f + a2 + b2 ]2 + 4(a A + b B)2/cos2l/^
T = 4(a A + b B ) [ (A2 + B2 )/cos2l/f+ a2 + b2 ]/cosi/^
D = 8 (a2 + b2 )(A2 + B2 )/cos2t/f (B.5)
q = -[(A2 + B 2 )/cos2 i ¡ / - a2 - b 2 ]2 - 4 (b A - a B)2/cos2i¡ /
s = -[(A2 + B 2 )/cos2^  - a2 - b2 ]2 + 4(b A - a B)2/cos2^
t = -4(b A - a B) [ (A2 + B 2 )/c o s 2^ -  a2 - b2 ]/cosi^
B - 2
y ± r r  — wilékcia facultad de ciéncies Psiques
Fi rnit el Trienal que subscriu, en el día de la data, 
acorría - 'aiorgar, per unanimitat, a aquesta Teaí Doctoral
e t e / h v  w  A t f h / P t S__
fe cfueliffcacíó d  ÁPTB CM &&MMkF#r
Valencia a \^ ..d  £jCd.(±::.Á.L, de 19.i-*»
El Secretari,
El President,
