Powder diffraction techniques are becoming increasingly popular as tools for the determination of crystal structures. The authors of this paper have developed a software package, named PowderSolve, to solve crystal structures from experimental powder diffraction patterns and have applied this package to solve the crystal structures of organic compounds with up to 18 variable degrees of freedom (de®ned in terms of the positions, orientations, and internal torsions of the molecular fragments in the asymmetric unit). The package employs a combination of simulated annealing and rigid-body Rietveld re®nement techniques to maximize the agreement between calculated and experimental powder diffraction patterns. The agreement is measured by a full-pro®le comparison (using the R factor R wp ). As an additional check at the end of the structure solution process, accurate force-®eld energies may be used to con®rm the stability of the proposed structure solutions. To generate the calculated powder diffraction pattern, lattice parameters, peak shape parameters and background parameters must be determined accurately before proceeding with the structure solution calculations. For this purpose, a novel variant of the Pawley algorithm is proposed, which avoids the instabilities of the original Pawley method. The successful application and performance of PowderSolve for crystal structure solution of 14 organic compounds of differing complexity are discussed.
Introduction
Analysis of X-ray (and neutron) diffraction data is without question the most powerful tool for the determination of crystal and molecular structures, and many of the most important discoveries of the 20th century have relied on the use of this approach. If suf®ciently large single crystals of the material are available for a single-crystal diffraction experiment, powerful techniques (such as direct methods and Patterson methods) now exist to resolve the electron density and hence to determine the crystal structure from the threedimensional X-ray diffraction pattern.
In many cases, however, the material is available only as a polycrystalline powder. For powder diffraction patterns, the re¯ections from different crystal planes are averaged over directions and projected onto a single variable, the diffraction angle (2). This makes the reconstruction of the underlying crystal structure a much more dif®cult and ill-conditioned task than for single-crystal diffraction patterns.
Good powder diffraction patterns still yield a wealth of information. Modern synchrotron sources give rise to extremely narrow peak widths and allow highly accurate measurements of peak positions and intensities in the experimental powder diffraction pattern. Unit-cell parameters can be obtained by indexing, using programs such as ITO (Visser, 1969) , TREOR90 (Werner et al., 1985) or DICVOL91 (Boultif & Loue È r, 1991) . Likely symmetry groups can be identi®ed from systematic absences in the powder diffraction pattern. The number of molecules in the asymmetric unit can be assessed from density considerations (once the symmetry group is known) or from other techniques, such as solid-state NMR (Thomas et al., 1983) .
Once the unit-cell parameters, symmetry group and unit-cell contents are known, two distinct approaches may be adopted to deduce the positions of the individual atoms within the cell from the powder diffraction data: traditional approaches and direct-space approaches. A detailed review of the literature up to 1996 is given elsewhere . We mention in passing that a variety of methods have also been developed to predict crystal structures ab initio without recourse to experimental powder diffraction patterns. Such methods can be used to generate initial models for subsequent Rietveld (1969) re®nement; a review is given by Verwer & Leusen (1998) .
Traditional methods (Hauptman & Karle, 1953; Giacovazzo, 1980; Altomare et al., 1994) rely on the successful extraction of integrated Bragg intensities I hkl from the experimental powder diffraction pattern. Once the integrated intensities are known, an electron-density map (assuming X-ray radiation) is constructed using the same techniques that have been developed for single-crystal diffraction data. To extract the integrated intensities, various modi®cations of the Pawley (Pawley, 1981) or Le Bail (Le Bail et al., 1988; Altomare et al., 1995) methods are commonly used. Variants of this basic idea have been applied successfully to organic systems with up to 31 non-H atoms (Knudsen et al., 1998) .
Traditional methods work best when the powder diffraction peaks are very sharp and narrow, and suf®ciently well resolved to allow the assignment of an unambiguous intensity value to each re¯ection. For systems in which peak overlap is severe, the use of high-quality synchrotron radiation data is often advantageous.
Direct-space methods are characterized by direct handling of molecular fragments within the unit cell and do not require the extraction of intensity data for individual re¯ections from the powder diffraction pattern. Position, orientation and conformation (degrees of freedom) of these fragments are then varied to generate`trial' crystal structures, until optimum agreement between calculated and experimental powder diffraction patterns is achieved. In the context of the directspace approach, which is the subject of the present work, a number of different algorithms to explore parameter space have been used: grid search (Reck et al., 1988; Cirujeda et al., 1995; Dinnebier et al., 1995; Hammond et al., 1997) , genetic algorithms Kariuki et al., 1997; Harris, Johnston, Kariuki & Tremayne, 1998; Kariuki, Calcagno et al., 1999) , and Monte Carlo/simulated annealing (Deem & Newsam, 1989 Newsam et al., 1992; Harris et al., 1994; Andreev et al., 1996 Andreev et al., , 1997 David et al., 1998) .
We have developed a software package, PowderSolve, employing the Monte Carlo/simulated-annealing approach.
PowderSolve is fully integrated within the Cerius 2 molecularmodelling environment.² Algorithmically, it is based partly on the StructureSolve program available in the InsightII environment .² Here we demonstrate that this method is capable of overcoming the large barriers between local minima in the ®gure-of-merit hypersurface, which represents the quality of the ®t between calculated and experimental powder diffraction patterns expressed as a function of the degrees of freedom de®ning the structure. By working with a ®gure of merit based on a full pro®le comparison between calculated and experimental data, PowderSolve uses the experimental data directly as measured, and thus avoids any ambiguities inherent in methods that rely on the prior extraction of integrated intensities.³ Apart from its speed and ef®ciency, an important aspect of the present software package is its ease of use. Data preparation, indexing, peak shape analysis, structure solution, Rietveld re®nement and lattice-energy calculations may all be carried out within the same package. The degrees of freedom and rigid fragments are de®ned intuitively by selecting atoms on the graphics screen, and all settings are automatically stored together with the structural information. The structural stability of proposed structure solutions may be easily checked using solid-state force-®eld or quantum-mechanical calculations, thus providing additional information to validate the proposed structure solution.
PowderFit: data preparation and Pawley re®nement
In many cases, one of the most dif®cult aspects of the structure solution process is the determination of suitable unit-cell parameters via indexing of the powder diffraction pattern. For the purpose of the present paper, we assume that it is possible to obtain one or a limited number of possible lattices by using a suitable indexing approach (Visser, 1969; Werner et al., 1985; Boultif & Loue È r, 1991; Kariuki, Belmonte et al., 1999) .
Once the unit cell is known, the next step in the structure solution process is to re®ne further the unit-cell parameters; this can be performed without any knowledge of the atomic positions (Pawley, 1981) . A meaningful comparison of calculated and experimental powder diffraction patterns in subsequent structure solution calculations also requires that during the calculation of powder diffraction patterns for trial structures, the parameters de®ning peak shape (i.e. peak width and possibly peak mixing parameters) accurately re¯ect the experimental data.
The original Pawley (1981) procedure to determine lattice parameters, peak shape parameters and background parameters requires the introduction of arti®cial constraints on the intensities of overlapping peaks, in order to overcome problems of ill-conditioning. A variety of more or less complicated procedures (Le Bail et al., 1988; Jansen et al., 1992; Sivia et al., 1993; Altomare et al., 1994; Shankland & Sivia, 1996) have been proposed to overcome this ill-conditioning problem inherent to the peak ®tting procedure. Here, we show that a simple modi®cation to the original Pawley procedure ensures that the method is very stable and well conditioned, even for strongly overlapping peaks. As in the original Pawley method, the whole pro®le can be ®tted simultaneously. The modi®cation ensures that all extracted intensities are positive.
In the Pawley procedure, the experimental powder diffraction pattern is ®tted by a sum of pro®le functions P hkl , centred at the re¯ection angles hkl , and a sum of background functions B i :
For convenience of notation, we assume that the pro®le functions P hkl include any multiplicity and Lorentz±polarization correction factors. H( hkl ) determines the full width at half-maximum of each re¯ection and is a function of the re¯ection angle . A common parametrization is
where ! is the wavelength of the radiation and d hkl is the Miller spacing for the lattice planes (hkl).
In the Pawley procedure, the integrated Bragg intensities I hkl , background coef®cients b i , lattice parameters and peak width parameters, such as U, V and W in equation (2), are optimized, in order to minimize the weighted pro®le R factor R wp :
where w i = 1/I exp ( i ). As described by Jansen et al. (1992) , substituting I calc from equation (1) into (4), for ®xed values of the lattice and peak shape parameters, the optimization of equation (4) constitutes a linear least-squares problem for the intensities I hkl and background coef®cients b i . The standard method of solution is to solve the resulting linear system of equations; however, if peaks overlap strongly, the least-squares matrix becomes singular, and no unique solution can be found. Even with the introduction of arti®cial constraints, it is common to obtain negative and wildly¯uctuating values of the ² Molecular Simulations Inc., 9685 Scranton Road, San Diego, CA 92121±3752, USA. ³ As stated by David et al. (1998) , the pro®le comparison measure introduced by Shankland et al. (1997) is essentially equivalent to a full-pro®le comparison and therefore also avoids such ambiguities, even though it is based on extracted intensities.
integrated intensities I hkl from the Pawley re®nement, unless the starting values for the integrated intensities are very close to the correct values. This arbitrariness is reduced if we impose positivity on the variable intensities I hkl . This is achieved by using the structurefactor amplitudes |F hkl | as the basic optimization variables instead of the intensities I hkl . The Bragg intensities I hkl are related to the structure factors F hkl via I hkl jF hkl j 2 X 5
Instead of minimizing R wp with respect to I hkl , we minimize R wp with respect to |F hkl |. This ensures positivity of the I hkl .
However, there is a`price to pay' for these advantages: the least-squares problem is now nonlinear with respect to the parameters |F hkl | and the optimization cannot be performed by solving a linear system of equations. We therefore use a standard iterative conjugate gradient minimizer. The evaluation of the gradient
involves the same sparse least-squares matrix d 2 R wp /dI hkl dI h H k H l H as the original least-squares problem and can be performed ef®ciently using sparse matrix-vector multiplications. The introduction of a positivity constraint via the auxiliary variables |F hkl | makes the optimization very stable and well behaved.
As suggested by Jansen et al. (1992) , we recommend that the peak ®tting is performed as a two-step procedure. In the ®rst step, the integrated intensities and background parameters are optimized, as described above, for ®xed values of peak shape parameters, lattice parameters and zero-point shift parameters. In the second step, these parameters are adjusted with the values of the intensity and background parameters ®xed. This two-step procedure is repeated until convergence is reached. For both steps, the same conjugate gradient minimizer is used; however, the evaluation of the gradient with respect to |F hkl | and b i in the ®rst step is much faster, due to the use of sparse matrix algebra, than the evaluation of the gradient with respect to the remaining parameters, which requires complete recalculation of all the peak shape functions at every point in the powder diffraction pattern.
A drawback of using conjugate gradient minimization, instead of inverting a linear system of equations, is that error estimates and correlations for the integrated intensities are not readily calculated. However, for the purpose of structure solution, such error estimates and correlations are generally not required.
We have implemented the above algorithm in the program PowderFit. At present, PowderFit allows the re®nement of lattice parameters, background coef®cients, zero-point shift parameters and peak width parameters. Seven pro®le functions have been implemented: apart from standard Gaussian and Lorentzian functions, the program also allows two modi-®ed Lorentzians, pseudo-Voigt, Pearson VII and modi®ed Thompson±Cox±Hastings functions (Young, 1993) . Where applicable, appropriate mixing parameters for these pro®le functions have been introduced as described by Young (1993) . These mixing parameters and a simple asymmetry correction (Rietveld, 1969) can also be re®ned. An extension to arbitrary pro®le functions and more sophisticated anisotropic peak broadening functions and asymmetry corrections will be implemented in the future.
Once a suitable set of parameters has been found, PowderFit can also be used to explore systematic absences and thereby aid in the determination of possible space groups. This, in combination with density considerations, is generally straightforward for organic crystals, which are known to crystallize almost exclusively in a limited number of triclinic, monoclinic or orthorhombic space groups (Baur & Kassner, 1992) .
PowderSolve: structure solution
Once the experimental powder diffraction pattern has been ®tted and lattice parameters, peak shape parameters and background parameters have been determined, we employ a combination of simulated annealing and rigid-body Rietveld re®nement to deduce the structural degrees of freedom, i.e. the positions, orientations and intramolecular torsions of the molecular fragments in the asymmetric unit. As discussed in x1, this procedure is carried out using a simulated-annealing algorithm. Simulated-annealing techniques and their application to structure solution from powder diffraction data have been described in detail elsewhere (Kirkpatrick et al., 1983; van Laarhoven & Aarts, 1987; Deem & Newsam, 1989; Newsam et al., 1992; Andreev et al., 1997; David et al., 1998) .
The degrees of freedom are de®ned intuitively by selecting groups of atoms, such that within each group, the relative positions of atoms remain unchanged throughout the simulation (rigid bodies). Flexible torsions can be de®ned around the bonds that link these rigid groups. Note that it is possible to de®ne arbitrary numbers of rigid groups (whether linked or not), and that it is possible to de®ne rigid groups consisting of single atoms.
During each simulated-annealing step, a single degree of freedom is modi®ed by a random amount limited by the step size for that degree of freedom. The powder diffraction pattern for the resulting structure is then calculated, and this powder pattern is compared to the experimental powder pattern, using R wp de®ned in equation (4). The rate-limiting step is the evaluation of the structure-factor amplitudes |F hkl |. We have therefore spent much effort to optimize the evaluation of these structure-factor amplitudes (see x4.5).
In our simulated-annealing method, we use an adaptive temperature schedule: the rate of cooling is controlled by thē uctuations in the ®gure of merit R wp . Also, the step widths determining how far the system moves in parameter space for a given simulated-annealing step are controlled individually for each degree of freedom, based on the acceptance ratio and uctuations.
The ef®ciency of the method is enhanced signi®cantly by performing a local Rietveld optimization within the parameter space de®ned by the degrees of freedom, whenever a promising structure solution is obtained during the calculation. By performing these intermediate structure optimizations (local quenching), we avoid having to go to very low annealing temperatures during the main simulated-annealing runs. In the standard simulated-annealing procedure, once the system is cooled to low temperatures, the thermal¯uctuations are insuf®cient to move the system across barriers in R wp ; the system would then be effectively`frozen' in one local minimum, and further cooling would merely perform a local optimization. The intermediate minimization operations in our method perform this local optimization more ef®ciently on a larger number of structures, allowing the global simulatedannealing procedure to remain at relatively high temperatures throughout the simulation. If an intermediate optimization results in a structure with lower R wp than any structure found previously, this structure is written to a trajectory ®le and retained for future consideration as a potential structure solution. Subsequent simulated-annealing steps proceed from the structure generated prior to the intermediate optimization.
By default, the starting temperature of the calculation is 1.5 times the average¯uctuations in R wp for a random sequence of moves, and the end temperature is one ®fth of the start temperature. We found these values to be appropriate in many cases, but in some cases a different temperature schedule may be more ef®cient. Note that with these default values, the temperature at the end of the simulation is still high enough for the system to overcome most barriers on the R wp hypersurface. The local Rietveld optimization (with respect to the degrees of freedom in the calculation) is performed using the method of Powell (Press et al., 1986) , which does not require the evaluation of any gradients. Since the minimization is performed very infrequently, the additional time required is insigni®cant compared to the overall time spent on the global simulated-annealing calculation.
PowderSolve also allows access to the Powell optimization outside the framework of the simulated-annealing structure solution calculation. By exporting intensity information for a trial structure solution into PowderFit, it is even possible to post-re®ne peak shape parameters and background parameters after a potential structure solution has been found. Thus, in addition to its main application for structure solution, the program package may also be used as a rigid-body Rietveld re®nement tool.
As an additional analysis tool, the program allows visualization of the variation of the ®gure of merit R wp as a function of individual degrees of freedom, which is useful for assessing the relative importance and behaviour of different degrees of freedom and their in¯uence on the overall ®gure of merit.
PowderSolve works with all possible space groups and common space-group settings. In its present form, it does not cope well with systems in which individual atoms or fragments are located on special positions; these can be treated by reducing symmetry to remove special positions.
Applications

Structures studied
The performance of PowderSolve has been validated and tested for a set of known molecular crystal structures. For most of these structures, with the exception of 4-amidinoindanone guanylhydrazone (AIGH) (Karfunkel et al., 1996) (see below), direct-space methods (based on a pro®le R factor) have previously been applied successfully to solve the crystal structures from powder diffraction data. The test set was chosen to cover a wide range of molecular crystals of differing complexity. In general, the complexity and dif®culty of the structure solution process for direct-space methods increases with the number of degrees of freedom that are varied. In contrast, for traditional methods of structure solution, the complexity depends more directly on the total number of atoms in the asymmetric unit. Fig. 1 shows the chemical formulae of the compounds included in our tests. Table 1 lists important structural data and major results from our simulations. The ®rst structure, 1-methyl¯uorene (Tremayne et al., 1996a) , comprises a simple rigid molecule. The next ®ve structures, p-methoxybenzoic acid (Tremayne et al., 1996b; , red uorescein , o-thymotic acid , formylurea , and 4-toluenesulfonylhydrazine (Lightfoot et al., 1993) represent crystal structures of small molecules with some degree of¯exibility. Signi®cantly more complex are molecules with several connected intramolecular torsions. The crystal structures of 3-chloro-trans-cinnamic acid (Kariuki et al., 1996) , the and phases of l-glutamic acid , and the and phases of AIGH (Karfunkel et al., 1996) have been chosen as representatives of such systems. Sodium chloroacetate (Elizabe Â et al., 1997) is an example of a simple salt, which illustrates the applicability of our approach to structures with more than one molecular fragment in the asymmetric unit. The last two structures, cimetidine (Cernik et al., 1991) and Ph 2 P(O)±(CH 2 ) 7 ±P(O)Ph 2 (Kariuki, Calcagno et al., 1999) , are two of the most complex molecular crystal structures solved from powder X-ray diffraction patterns so far. Both molecules are highly¯exible (8 and 12 intramolecular torsions, respectively) and have long chains of connected torsions.
Simulation setup
The aim of this validation study was not only to establish the applicability of the program to solve the crystal structures of a wide range of molecular crystals, but also to test systematically the reliability and speed of the program. This allows us to gain some understanding of how speed and reliability of directspace methods depend on the number and type of degrees of freedom included in the calculation, and how to optimize the setup of the calculations. Such knowledge is particularly important for designing procedures that allow routine and reliable solution of crystal structures.
The majority of experimental powder X-ray diffraction patterns used to solve the crystal structures in Table 1 were collected using conventional laboratory diffractometers. Diffraction patterns recorded using synchrotron X-ray radiation were available only for¯uorescein , sodium chloroacetate (Elizabe Â et al., 1997) and cimetidine (Cernik et al., 1991) . Details of the data collection procedures are given in the original literature cited. Although the availability of synchrotron data may be desirable in many cases, it is by no means essential for successful structure solution by direct-space methods employing the weighted pro®le R factor. High-quality laboratory powder X-ray diffraction patterns are suf®cient for solving the crystal structures of molecules as complex as Ph 2 P(O)±(CH 2 ) 7 ±P(O)Ph 2 (Kariuki, Calcagno et al., 1999) . Clearly, direct-space methods employing the pro®le R factor depend more directly on having a good de®nition of pro®le parameters, rather than high resolution per se.
We have generally not attempted to re-index the powder diffraction patterns. Unit-cell parameters and space groups were taken from the published work. Except for these data, no other information was used to assist in the determination of the crystal structures.
Once the unit-cell parameters and space group were known, PowderFit was applied to determine more accurate unit-cell parameters, pro®le parameters and background parameters, as described in x2. Since the time per simulated-annealing step increases linearly with the number of re¯ections included in the calculation, it is important to optimize the 2 range of re¯ections included in the calculations. We have found that it is adequate to restrict the high-angle limit of 2 values such that only the ®rst 100 to 200 re¯ections are included in the calculations (see Table 2 ). In general, this range still contains many strongly overlapping peaks. For each structure, Table 2 lists the number of re¯ections used as well as the best R wp factor obtained for the ®t of the experimental powder diffraction pattern using PowderFit.
In the next step, the molecular fragments forming the asymmetric unit of the crystal are constructed. Since torsions are the only intramolecular degrees of freedom varied during Table 1 . Summary of results of the structure solution from X-ray powder diffraction patterns for 14 molecular crystals, using PowderSolve
The table lists the space group, the number of non-H atoms per asymmetric unit, the total number of degrees of freedom (DOF) and the number of torsional degrees of freedom, the number of simulated-annealing steps per run, the R wp and R p factors between the calculated and experimental powder diffraction patterns for the best structure solutions, the success rate taken from ten independent runs, and the time per run on an SGI O2 workstation with an R5000 180 MHz processor. the calculation, it is important to generate molecular fragments which re¯ect all other (®xed) intramolecular geometric parameters as accurately as possible. Often the initial structure of molecular fragments may be obtained using standard values for bond lengths and angles (see e.g. Kariuki et al., 1997; . Alternatively, a molecular-modelling package such as Cerius 2 can be used to sketch and minimize the molecules using an appropriate force-®eld-based or a quantummechanics-based method. This latter approach provides an effective way of generating a highly accurate initial molecular geometry. In all approaches, the constraints on bond lengths and angles can be removed once a promising crystal packing arrangement has been found, and the structure can be further re®ned using a Rietveld method. Every structure solution calculation is started from a randomly generated initial structure (with random initial values for each degree of freedom). The number of steps in the simulated-annealing calculation has been chosen to increase exponentially with the total number of degrees of freedom included in the calculation. Since simulated annealing is a stochastic procedure, there is no guarantee that the global minimum will actually be located in a given run with a ®nite number of steps. Thus, it is a good strategy to repeat the calculation several times from different starting structures. If the same structure or very similar structures are found repeatedly, it is a strong indication that these represent the global minimum. Table 1 lists the number of steps per run chosen for the test structures, as well as the success rate found for ten independent runs.
Results
For all the test examples listed in Table 1 , the program was able to ®nd a solution that was the same or very close to the known crystal structure given in the literature. In the following discussion, our results are described in more detail.
In the case of small rigid or partly¯exible molecules (see Table 1 from 1-methyl¯uorene to formylurea), the correct crystal structure is found routinely. The complexity of the global optimization clearly increases if the molecules become more¯exible (i.e. as the number of degrees of freedom increases) and, in particular, if the intramolecular torsions are connected and form long chains. This is shown for the and phases of l-glutamic acid and for AIGH. In these cases, the success rates with our standard setup for the calculations are typically lower than for the previous examples.
Similarly, if there is more than one independent fragment in the asymmetric unit, as for an organic salt such as sodium chloroacetate (or indeed for a structure with two or more independent molecules of the same type in the asymmetric unit), the complexity of the global optimization is increased. Our tests seem to indicate, however, that cases with long chains of connected intramolecular torsions represent a greater challenge than cases with two or more rigid (or partly¯exible) molecular fragments in the asymmetric unit. We conjecture that as a result of strong coupling between the torsional degrees of freedom in long¯exible chains, the correct location of a minimum in the R wp hypersurface requires several degrees of freedom in order to achieve simultaneously their correct values. In addition, for long chains, the number of similar chain conformations increases, resulting in a large number of local minima spread over the R wp hyperspace.
Typically for these¯exible molecules it is found that the R wp hypersurface is very¯at with narrow but deep minima. Thus, a large number of trial structures with high R wp are generated before eventually an appropriate minimum is found and the R wp factor drops sharply. This is illustrated in Fig. 2 , which shows the distribution of R wp values for all structures generated in a simulated-annealing calculation. The calculation spends most of the time at R wp values close to the maximum. The probability of sampling low R wp values is clearly enhanced by the use of simulated annealing, although the high`plateau' in the R wp hypersurface is still sampled frequently.
For¯exible long-chain molecules, usually several low-R wp solutions are found, which correspond to one of the many similar conformations. Examples for molecules with such long chains are cimetidine and Ph 2 P(O)±(CH 2 ) 7 ±P(O)Ph 2 . Fig. 3 illustrates this behaviour for the case of Ph 2 P(O)±(CH 2 ) 7 ± P(O)Ph 2 . The ®gure shows the crystal structure found in the previous work and compares it to the best solution found during our present work. The R wp factors (4) and (8)] measure the quality of the ®t; the R B factor [see equation (7)] shows how well the extracted intensities agree with the calculated intensities for the known structures corresponding to these powder diffraction patterns. Two R B factors are shown: the column R B is calculated for the number of re¯ections shown in the ®rst column; the column R 50 B is calculated for the ®rst 50 re¯ections only. considering the whole measured powder diffraction pattern up to 2 = 50 are 4.98% for the solution of Kariuki, Calcagno et al. (1999) and 4.83% for the best solution in our present work. Note that we used a more accurate background description than is provided in the released version of PowderFit to obtain such low R wp values for this compound. From Fig. 3 , although both crystal structures show the same packing motif, it can be seen that several torsions in the (CH 2 ) 7 chain have different values. These small differences illustrate the dif®culty in locating the crystal packing which globally optimizes R wp for large¯exible molecules.
To resolve the small differences in the structure solutions from PowderSolve compared to the published structure for this compound, we performed a force-®eld-based energy minimization on both structures, keeping the unit-cell parameters ®xed. The COMPASS force-®eld (Sun, 1998) was used for this optimization. Interestingly, the structures minimized from the two different starting points are identical. The energetically optimized structure is extremely close to the solution described by Kariuki, Calcagno et al. (1999) . This illustrates how force-®eld-based calculations can provide additional information in cases in which the powder pattern alone does not contain suf®cient information to distinguish unambiguously between similar structure solutions.
In¯uence of quality of diffraction patterns
We now consider how the quality of the experimental powder diffraction pattern in¯uences the possibility for successful structure solution. Since most of the diffraction data for our test structures were recorded using laboratory diffractometers, our test results verify that high-quality laboratory powder X-ray diffraction patterns are suf®cient for successful structure solution of even highly¯exible molecules.
There are two crucial steps in structure solution from powder X-ray diffraction patterns: indexing the diffraction pattern (including space-group determination) and locating the crystal structure that represents the global optimum of agreement between the calculated and experimental powder diffraction patterns. It is not clear from the outset which of these steps, indexing or global optimization, provides the more severe limitation in the case of lower quality powder diffraction patterns. The crystal structure of formylurea represents a good testing case to investigate the second aspect, i.e. how the broadening of the experimental powder pattern in¯uences the prospects for locating the optimum crystal structure.
The optimum structure solution for formylurea at the end of a structure solution calculation (i.e. without additional Rietveld re®nement of parameters not included in the structure solution process) has an R wp factor of 10.3%, but a second solution with a different conformation of the molecule has a higher R wp factor of 12.0%. Using the experimental powder diffraction pattern, the optimal crystal structure is located every time with our standard setup. If we arti®cially broaden (convolute) the diffraction pattern with Gaussian functions of increasing peak widths, we ®nd that the difference in the R wp factor between these two structure solutions decreases as the peaks become broader. As a consequence, starting at a broadening (half width) of 0.6 , the second solution (or solutions with an intermediate molecular conformation) is sometimes found at the end of a standard run with 80 000 simulatedannealing steps. But even for the broad overlapping peaks obtained by broadening the experimental powder X-ray diffraction pattern with a Gaussian function of half width 1.2 , the correct solution is still found in two out of ®ve simulatedannealing runs. The difference in R wp between the two lowest lying structurally distinct local minima drops from 1.7% for no broadening (i.e. the experimentally recorded data) to 1.5% for a broadening of 0.6 and to 0.2% for a broadening of 1.2 . Even for larger broadening, the correct structure remains slightly lower in R wp than other local minima, but the discrimination and therefore the ability of the program to locate this global minimum is reduced. Although further investigations are necessary, this simple test indicates that the actual structure solution for a known unit cell and space group is not substantially affected by the width of the peaks in the diffraction pattern, except perhaps in the case of severe line broadening. However, indexing a powder diffraction pattern with broad peaks is much more dif®cult than indexing a high-resolution powder diffraction pattern, and this is probably the limiting aspect for the application of laboratory powder diffraction data in structure determination.
Speed
The speed of the calculation determines the extent of parameter space that can be explored within an acceptable period of time using the simulated-annealing method, and thereby determines the chance of ®nding the global optimum structure solution. Additionally, in many cases it may be necessary to carry out a series of independent calculations to test different potential space groups and/or unit-cell choices.
Using pre-calculations wherever possible and employing an ef®cient algorithm for the calculation of the structure factors, PowderSolve evaluates 100 to 1000 trial structures per second on a standard SGI O2 workstation with an R5000 processor at 180 MHz. For calculation of the structure factors, the calculation time depends linearly on the number of atoms used to calculate the structure factor and on the number of re¯ections in the calculated powder diffraction pattern. For all structures tested, the evaluation rate for the structure factors on the SGI O2 is nearly constant: 300 structures per second per 50 atoms² and per 100 re¯ections. Except for cimetidine and Ph 2 P(O)± (CH 2 ) 7 ±P(O)Ph 2 , the structure solution calculations took less than 15 min. The complete solution of the crystal structure of Ph 2 P(O)±(CH 2 ) 7 ±P(O)Ph 2 took about four days on one 225 MHz R10000 processor of an SGI Octane machine, indicating that systems of up to about 18 degrees of freedom can be solved in realistic periods of time using modern techniques for crystal structure solution from powder diffraction data.
Number of simulated-annealing steps
Simulated annealing is based on a stochastic process and is guaranteed to ®nd the global optimum only for an in®nitely long run. In practice, there are two strategies to optimize the simulation: either to perform a small number of independent, long simulated-annealing runs, or to perform a large number of relatively short, independent simulated-annealing runs. In either case, each simulated-annealing run should start at a new randomly generated point in parameter space. During our test runs, we have found that both of these strategies are applicable, but the most consistent success has been obtained using about ten relatively long runs. Since the parameter space expands exponentially as the number of degrees of freedom increases, the number of simulated-annealing steps necessary to achieve a reasonable success rate should also increase exponentially. We have investigated in more detail the dependence of the number of simulated-annealing steps needed to locate the optimal structure on the number of degrees of freedom. The gray diamonds in Fig. 4 show the average number of simulated-annealing steps that were necessary to locate the correct crystal structure, as a function of the total number of degrees of freedom included in the calculation. Although the statistics of this graph are not converged, in particular for the cases with a large number of degrees of freedom, the plot illustrates the exponential increase of simulated annealing steps necessary to ®nd the optimal solution. The graph provides a rough estimate of the number of steps necessary to solve the crystal structure for a given number of degrees of freedom. Based on this estimate, PowderSolve automatically proposes to the user the recommended length of the simulated annealing runs. This number, which has also been used for the test runs, is indicated by the black squares in Fig. 4 . For nearly all the test structures, calculations using the proposed number of steps ®nd the optimal crystal structure with a reasonable success rate (see Table 1 ). In the case of highly¯exible molecules, such as cimetidine and Ph 2 P(O)±(CH 2 ) 7 ±P(O)Ph 2 , the proposed number of steps was not suf®cient and it was necessary to double this number. Work is in progress to obtain more accurate estimates, taking into account not only the number of degrees of freedom, but also the nature of the degrees of freedom for a given structure.
Extended applications of PowderFit
In this section we discuss potential applications of PowderFit, the peak ®tting program, in the context of traditional methods of structure solution based on the use of extracted peak intensities. PowderFit was designed to establish appropriate values of parameters, such as peak widths and lattice parameters, required by the direct-space structure solution program PowderSolve, but it is legitimate to ask how accurately the novel Pawley algorithm employed by PowderFit extracts integrated intensities of re¯ections (although they are not required by PowderSolve, but are potentially useful for other applications).
As an initial step in this direction, we have investigated how well the extracted intensities from the set of powder diffraction patterns investigated in x4 match calculated intensities for the ² Our algorithm makes use of inversion symmetry and centring operations in the evaluation of the structure factors, so the number of atoms quoted here is the number of atoms per unit cell reduced by inversions and centring operations. corresponding crystal structures. Note that for the structures considered, exact accidental overlap was rare due to their low symmetry, and since we are interested particularly in the ability of PowderFit to extract intensities for strongly overlapping peaks, no equipartitioning was employed: the intensities are those resulting from the conjugate gradient optimization. We ®nd that for most structures, the values of R B are in the range 30±40% if calculated over the full range of the experimental powder diffraction pattern. If we consider only the ®rst 50 re¯ections, the R B values are as low as 10±20%. As one might expect, the use of synchrotron X-ray powder diffraction data (¯uorescein, sodium chloroacetate and cimetidine) seems to allow a more accurate extraction of integrated intensities, but other factors such as the presence or absence of preferred orientation, temperature factors, etc., are also important. The powder diffraction pattern for the compound AIGH has very broad peaks; in that case, peak overlap prevents an accurate extraction of intensities even for the low-angle peaks. Fig. 5 shows the case of cimetidine, for which the extraction of integrated intensities from the powder diffraction pattern works well. It is clear that the relative deviations of extracted intensities from calculated intensities are larger for small peaks. Work is in progress to assess whether the extracted intensities from PowderFit are suf®ciently accurate to be used in traditional methods for structure solution.
Conclusions
The past few years have witnessed the development of many new algorithms and methods for crystal structure determination from powder diffraction data. Both traditional and directspace methods for structure solution have now been applied successfully to solve the crystal structures of fairly complex compounds.
In this work, a carefully optimized implementation of a direct-space structure solution method has been presented, which is fully integrated within the Cerius 2 modelling package. The structure optimization is based on a Monte Carlo/simulated-annealing technique.
It has been demonstrated that for up to about ten degrees of freedom, this approach is capable of locating the positions and orientations of molecular fragments to match an experimental powder diffraction pattern within a matter of minutes (as with all structure solution methods, it is assumed that the unit-cell parameters and the space group have been determined beforehand, and in addition, the unit-cell contents must be provided). The structure solution of a compound with 18 degrees of freedom took a few days on an SGI workstation. Note that this number of degrees of freedom is similar to the largest number of degrees of freedom solved to date from powder diffraction data using global optimization methods (Le Bail, 1993±1999; Kariuki, Calcagno et al., 1999) .
Speed and reliability of the program are, of course, not the only requirements which have driven this development. Ultimately, if structure solution from powder diffraction data is to become a mainstream analytical technique, it is necessary to provide the laboratory scientist with a software package that enables him or her to perform all stages of structure determination within a common environment: model de®nition, indexing, pro®le ®tting, structure solution, Rietveld re®nement and tests for structural stability based on lattice-energy calculations. An important additional component in this process, reported here, has been the development of PowderFit to perform the peak shape analysis of an experimental powder diffraction pattern. The robustness and reliability of this method are achieved via a simple enhancement of the Pawley procedure.
Ease of use should not distract from the fact that a number of bottlenecks in structure determination from powder diffraction data still remain.
In the structure solution process itself, the exponential increase of the size of the search space as a function of the number of degrees of freedom means that there may be a limit to the complexity of systems that can be tackled, regardless of the type of optimization algorithm used. Nevertheless, it should still be possible to increase the currently demonstrated limit of 18 degrees of freedom somewhat, by using global optimization techniques of improved ef®ciency.
One possible way to overcome this apparent barrier starts from the observation that the structures sampled by directspace structure solution calculations include a vast number of structures which could theoretically be excluded on the basis of stability and energy arguments; for example, most currently used direct-space methods do not exclude structures in which molecules overlap. A future challenge is to ®nd ways of effectively reducing the range of parameter space to be explored by taking such structural considerations into account, without compromising speed and the probability of accessing the region of parameter space which contains the correct structure solution (excluding structures on the basis of stability or energy may result in the removal of pathways towards this region of parameter space). Another possible approach to overcome the complexity constraints may lie in a combination of traditional and directspace methods. Such an approach may bene®t from the improved Pawley procedure proposed in this paper.
A second bottleneck exists at the indexing stage. While we have demonstrated that the quality of the powder diffraction pattern is not of critical importance at the structure solution stage, provided the search is conducted with the correct unit cell and space group, unambiguously determining this unit cell and likely space groups in the ®rst place frequently remains a dif®cult task which often requires a high-resolution powder diffraction pattern. Further progress and developments in strategies for indexing powder diffraction patterns are clearly required (Kariuki, Belmonte et al., 1999) .
In conclusion, we have developed a powerful and easy-touse software package, PowderSolve, for crystal structure solution from powder diffraction data, which has been validated by successfully solving the crystal structures of 14 compounds of differing complexity. Both structure solution and subsequent rigid-body Rietveld re®nement may be carried out by the same program. Current research is aimed at ways of further improving the optimization strategy, by including energy terms and constraints on the variable degrees of freedom to guide the structure solution calculation towards packing arrangements that are structurally and energetically sound.²³
