Cabanal-Duvillard and Ionescu [11] have proved that any symmetric probability measure with moments of any order can be obtained as central limit theorem of self-adjoint, weakly independent and symmetrically distributed (in a quantum sense) random variables. Results of this type will be called "universal central limit theorem". Using Interacting Fock Space (IFS) techniques we extend this result in two directions: (i) we prove that the random variables can be taken to be generalized Gaussian in the sense of Accardi and Bożejko [3] and we give a realization of such random variables as sums of creation, annihilation and preservation operators acting on an appropriate IFS; (ii) we extend the above mentioned result to the non symmetric case. The non trivial difference between the symmetric and the non symmetric case is explained at the end of the introduction below.
§1 Introduction
The main technical tool, used in the present paper, is the Interacting Fock Space (IFS). This notion emerged from the stochastic limit of quantum electrodynamics (QED) without dipole approximation [1] .
The functoriality of the construction of the IFS suggested, since the beginning of the theory, that it might be a natural tool to construct examples of inequivalent notions of stochastic independence.
On the other hand, the proliferation of notions of stochastic independence has motivated the development of different points of view concerning these notions. In particular we mention:
(i) the axiomatic point of view, based on various notions of coproduct and developed by Schürmann [23] , Speicher [26] , Ben Ghorbal [6] , Muraki [22] ,
(ii) the reductionistic point of view, developed by Lenczewski, which reduces all notions of independence to tensor independence [17] , see also [13] , (iii) the individualistic point of view, which concentrates on a specific notion of independence and extensively develops the corresponding probability theory in analogy with the classical one. This has been followed by Voiculescu [27] , Bożejko and Speicher [10] , Speicher [24] , Bercovici [8] , for free probability; by Lu [18, 19] and especially Muraki [21] , for monotone probability; by Speicher and Woroudi [25] , Ben Ghorbal and Schürmann [7] for boolean probability;
(iv) the constructive approach, which emphasizes concrete and explicit representations of the random variables involved. Examples of this approach can be found in the paper [9] by Bozejko, Kümmerer, Speicher on q-Gaussian processes and in several other papers of the Polish QPschool; in the papers by Accardi, Hashimoto, Obata [4] , Hashimoto [15] , Hashimoto, Hora and Obata [16] , Lu [19] , which use the IFS as a basic tool.
From the Lenczewski approach [17] it begun to emerge the idea that the various notions of quantum independence are in fact masked forms of classical dependencies. This point of view received two independent confirmations: one in the result, proved by Cabanal Duvillard and Ionescu [11] , that any symmetric probability measure on R, with moments of any order can be obtained as the central limit distribution, in the sense of convergence in moments of a sequence of symmetrically distributed algebraic random variables satisfying a notion of stochastic independence. Another one was obtained by Accardi and Bożejko [3] who introduced a universal convolution and proved that every symmetric probability law on R with moments of any order is infinitely divisible with respect to this convolution.
The result of [3] was based on interacting Fock space techniques while the result of Cabanal-Duvillard and Ionescu exploited the combinatorial techniques of [12] combined with an extension of the notion of (ϕ, ψ)-independence, due to Bożejko and Speicher [10] . This construction was generalized by Mlotkowski [20] . Between the results obtained in [3, 11, 20] and the central limit theorem proved in the present paper, there are three main differences:
1. we prove that any mean-zero distribution with moments of all orders, not only the symmetric ones, can be obtained as central limits, in the sense of convergence of moments, of self-adjoint random variables;
2. we explicitly realize both the approximating random variables and their limits as sums of creation, annihilation and number operators in suitable IFS;
3. with respect to the reference state, the random variables considered here do not satisfy the weak independence condition, used in [11] neither, in the case of non symmetric distribution, the symmetrically distributed condition, used in the same paper.
The present paper also suggests a general notion of independence, naturally abstracting the properties of the special class of interacting Fock spaces which is used here (cf. section 4), and different from the notion of weak independence in the sense of Cabanal-Duvillard and Ionescu. This development will be discussed in [5] .
It was known from the Accardi-Bożejko paper [3] that the mixed moments of any probability measure with moments of any order can be expressed in terms of singletons and (non crossing) pair partitions (Gaussianization) and that the symmetric case is characterized by the absence of singletons. The functoriality of the IFS construction provides a natural and easy way to extend this construction from single random variables to processes.
A nontrivial difference between the symmetric and the non symmetric central limit theorem is that we are unable to prove the latter with identically distributed random variables. We were able to reduce this dishomogeneity to a simple multiplication by a constant (cf. section ( §5) formula (5.2)), but not to eliminate it completely. It is not known whether this is a limitation of our method or the manifestation of an intrinsic difference between the two cases. The analogy with the classical case suggests the conjecture that the latter hypothesis is true. This paper is organized as follows in section §2 we recall the definition of IFS and of the basic operators acting on a such spaces, i.e. creation, annihilation and preservation operators. In section §3 one give a formula for the moments of a quantum stochastic process of the form of A(f ) + A + (f ) + Λ α . In section §4, we introduce the notion of "1-mode-type IFS" (1-MT-IFS) and show that on any 1-MT-IFS, the vacuum distribution of A(f ) + A + (f ) + Λ α depends only on the module of f but not on f itself. This is the main difference between IFS and 1-MT-IFS, for more details see [19] . Section §5 is devoted to the proof of our main result i.e. Theorem 5.1. First, we prove an estimate on the mixed moments (Lemma 5.2) which allows to apply Lemma 2.4 of [4] . This, combined with a quantum extension of the moment formula proved in Theorem 5.1 of [3] , allows to conclude the proof of our Theorem 5.1 in the symmetric case. Up to this point we work with identically distributed random variables. Then we extend the proof to the non symmetric case trying to emphasize the steps of the proof that prevent us from using only identically distributed random variables (cf. formula (5.12)). Corollary (5.1) specializes the above result to the associated classical process and corresponds to the nonsymmetric extension of the Cabanal-Duvillard and Ionescu result. §2 Standard IFS
In this and following sections we recall from [2] the definition and some properties of the standard IFS. Then, using these notions, we formulate the main results of this paper. Definition 2.1 Let (X, X , µ) be a measure space and let {λ n } ∞ n=1 be a family of functions with the following properties:
(i) for any n ∈ N, λ n : (X n , X n ) → R + is bounded, positive, measurable;
(ii) for any measurable function
then for any measurable function f : (X, X ) → C,
We define, for each n ∈ N, the (not necessarily finite) measure µ n on X n by
and the associated L 2 -space:
with pre-scalar product such that for any
By taking the quotient and completing H n becomes an Hilbert space and with the convention that
The space
is called the (standard) interacting Fock space with weight functions {λ n } ∞ n=1 . In particular if the {λ n } ∞ n=1 are constant, then the corresponding space Γ (H, {λ n } n ) is called a 1-mode type free interacting Fock space (1-MT-IFS in short). Definition 2.2 On the standard interacting Fock space Γ (H, {λ n } n ), for any f ∈ H, for any n ∈ N and for any F n ∈ H n the creation operator A + (f ) is defined by:
It can be proved that A + (f ) is well defined as a linear operator A + f : H n → H n+1 and that it has an adjoint A (f ) : H n → H n−1 (on an appropriate domain, cf. [2] ) called the annihilation operator
If we assume that for any natural integer n and k = 1, 2, . . . , n + 1, there is a C n,k such that
then, for each n ∈ N, A + (f ) : H n → H n+1 is a linear bounded operator (see [2] for more details).
Definition 2.3
For any X ∈ B (H) , for any α = {α n } ∞ n=0 ⊂ R with α 0 := 0, for any n ∈ N and for any f 1 , . . . , f n ∈ H, one defines
the number operator with intensity ({α n } ∞ n=0 , X). For simplicity we shall adopt throughout this paper the following conventions:
• if X is the identity operator, Λ α (X)will be denoted simply
• for any f ∈ H we write
where M f is the multiplication by f , i.e. M f g := f g, for any g ∈ H.
For any ε ∈ {−1, 0, 1} , f ∈ H, α ∈ ∞ R N we will denote
The properties of standard IFS imply that, for any n ∈ N, ε (1) , . . . , ε (n) ∈ {−1, 1}, f 1 , . . . , f n ∈ H, for any sequence (α n ) with α 0 = 0, and for any X ∈ B (H), the following identity holds (in the sense that both sides are well defined and the identity holds):
where
• among the vectors g 1 , . . . , g n , there is exactly one index i such that
• also the index m is uniquely determined by the family {ε (1) , . . . , ε (n)}.
As a consequence any product of creation, annihilation and number operators applied to the vacuum can be always reduced to a multiple of a product of only creation and annihilation operators applied to the vacuum.
The Φ-statistics of the operator stochastic process
through the algebraic rules (2.5) and:
The extension of the Cabanal-Duvillard-Ionescu theorem, mentioned in the introduction, can be formulated as follows (cf. Corollary (5.1)): for any mean-zero probability measure µ on R with moments of any order, there exists an IFS Γ (H, {λ n } n ) and a family of operator random variables
Moreover, both the family {λ n } n and the construction of {Q k } ∞ k=1 are determined by the Jacobi parameters of the measure µ. This result will be obtained as a corollary of a more general quantum central limit theorem (cf. Theorem (5.1)). §3 Moments of creators, annihilators and number operators in IFS Lemma 3.1 For any n ∈ N and ε belonging to the set
there are same number of annihilators and creators, then there exists a constant c such that
iii) if the cardinality of the set {i : ε (i) = ±1} is odd , then
is equal to zero.
Proof. It clearly follows from the definitions.
Definition 3.1 For n ∈ N and ε = (ε (n) , · · · , ε (1)) ∈ {−1, 0, 1} n we define the depth function (of the string ε) d ε : {1, ..., n} → {0, ±1, ..., ±n} by
gives the relative number of creators (annihilators, if negative) in the product A ε(n) · · · A ε(1) which are at the right of A ε(j) or, equivalently, the number of pairs which contain j in their "interior". n satisfying the following conditions:
can be nonzero only if ε ∈ {−1, 0, 1} n + .
Remark 3.1 If we restrict our consideration only to creation and annihilation operators, the analogue of the set {−1, 0, 1} n + , is denoted by {−1, 1} n + . Condition i), which can be realized only if n is even, means that within the set
the number of creators is equal to the number of annihilators. Condition iii) means that for any i, in the set
there are more creators than annihilators. As a consequence, ε (1) must be equal to 1. Moreover, since one must verify contemporarily both
and n k=1 ε (k) = 0, ε (n) has to be equal to −1.
When one considers not only creation and annihilation, but also number operators, the cardinality of number operators is arbitrary, so that n is not necessarily even.
Proof of Lemma 3.2. Condition ii) is clear. iii) follows from the identity:
A
. . , n} with the convention that
If i) does not holds, then either the number of creators from the left is less than that of the annihilators or the converse is true.In the former case (3.3) is zero because of iii). In the latter the adjoint of (3.3) is
and this is zero because of iii).
will be called a pair partition of the set
We shall adopt the convention that, for any pair partition (non-crossing or crossing) a ip , a jp n p=1
, we have i n < · · · < i 1 and i p > j p for all p = 1, 2, · · · , n.
We have shown that for any ε ∈ {−1, 0, 1} n + , the cardinality of the set {i : ε (i) = ±1} must be even and we shall denote this set by {i 1 , i 2 , · · · , i 2N } with the order i 2N < · · · < i 1 . Define
then ε ∈ {−1, 1} 2N + and, as proved in [1] , ε determines a unique non-crossing pair partition of the set {1, 2, · · · , 2N } , hence a non-crossing pair partition of {i 1 , i 2 , · · · , i 2N }. In the following this pair partition will be called the noncrossing pair partition determined by ε. It is clear that any ε ∈ {−1, 0, 1} n + determines exactly one ε and therefore exactly one pair partition. 
Φ is equal to zero and so one gets the first identity in (3.4).
For any ε ∈ {−1, 0, 1} m , denoting
we see that j can take values in the set {0, 1, 2, · · · , m} , that is, 
For any j = 0, 1, · · · , m−2 such that m−j is even, for any 2 ≤ i j < · · · < i 1 ≤ m − 1 and for any ε ∈ {−1, 0, 1}
where the number n must be equal to the difference between the number of creators among
and that of annihilators, i.e. d ε (1) . So we have that
By induction we prove, that the scalar product (3.6) is equal to
and this proves the second identity in (3.4). 
-mode type IFS
The simplest class of standard IFS is that for which the functions (λ n ) n in Definition 2.1 are constants. The sequence {α n } ∞ n=1 ⊂ R is arbitrary while condition (ii) of Definition 2.1 becomes in this case: {λ n } ∞ n=1 ⊂ R + and λ n = 0 ⇒ λ n+1 = 0 ∀n. Any pair of sequences satisfying these conditions will be called a pair of Jacobi sequences.
In the notation (2.4) this class is characterized by the following relations:
P n denotes the projection on the n−particle space in the decomposition (2.1) and ω n := λ n λ n−1 (4.4) This means that all the mixed moments of A ε f (ε ∈ {−1, 0, 1}) are uniquely determined by f and by the basic relation
where d ε is the depth function defined in (3.2).
Lemma 4.1 If the functions {λ n } ∞ n=1 are constants then for any m ∈ N and for any ε ∈ {−1, 1} m , the scalar product
) is a constant uniquely determined by ε and {λ n } m n=1 . Moreover it is equal to zero if either m is odd or m is even and ε ∈ {−1,
Proof. If m is odd, the conclusion is trivial and so we consider only the case m = 2N for some N ∈ N. As proved in Lemma 3.2, one knows that
+ . In the case of N = 1 and ε ∈ {−1, 1}
We suppose the statement is true for any k ≤ N and prove it for k = N + 1. For any ε ∈ {−1, 1}
2(N +1) +
, by denoting
we know that, just by definition, h = 1 and ε (h − 1) = · · · = ε (1) = 1. Moreover since
The proof follows now by induction . Proof. Our conclusion is easy to see as follows
Corollary 4.2 For any f, g ∈ H and χ f , χ g two indicators such that χ f (resp. χ g ) is the indicator of a measurable set including the support of f (resp. g), the moments of A(f )+A + (f )+Λ α (χ f ) and A(g)+A + (g)+Λ α (χ g ) are the same if and only if f = g . 
Proof. For any
if and only if f = g . 
) has a different distribution. For more example see [2, 18, 19] and references therein. Proof. Let {a ± , H 1 , Φ 1 } denote the 1-mode interacting Fock space with Jacobi parameters (ω n ), (α n ). The identity (4.6) and (4.4) imply that
Since A f Φ = 0, it follows that the map
extends to a unitary isomorphism U , from H 1 to the closed subspace generated by the vectors {A +n f Φ : n ∈ N}. By construction U satisfies
and this implies the statement. 
is the unique non-crossing pair partition determined by
Proof. If N = 1, (4.8) is clear. Suppose that it holds for N = n. Then, for N = n + 1 one has:
By the non-crossing principle r n+1 = l n+1 − 1 and ε (h) = 1 for any h ≤ r n+1 . So the quantity above is equal to
(4.8) now follows from the induction assumption. §5 Central limit theorem
The main goal in this section is to show our central limit theorem. For any pair of Jacobi sequences
and for any bounded sequence {c k } ∞ k=1 ⊂ R we consider
and c 0 := 1.
Lemma 5.1 The family
satisfies the singleton condition with respect to the state Φ, ·Φ .
Proof. Clear from (4.8).
Lemma 5.2 (Uniform boundedness of the mixed moments). For any N ∈ N, for any {k 1 , . . . , k m } ⊂ N and for any ε ∈ {−1, 1}
with the conventions: λ 0 := 1 and, for any m ∈ N:
is different from zero only if ε (2) = −1 and ε (1) = 1. Moreover
Suppose that the result is true for N. For any ε ∈ {−1, 1}
h=1 the non-crossing pair partition determined by ε. We know, by the non-crossing principle, that r N +1 = l N +1 − 1, ε (h) = 1 for any h ≤ r N +1 , and
and by the induction assumption one has that
and, since ε (h) = 1 for any h ≤ r N +1 and since |{h :
By definition the sequence {λ (N )} ∞ N =1 is increasing, hence
Theorem 5.1 Let µ be a mean-zero probability measure on (R, B) with moments of any order and with Jacobi coefficients given by {ω n } n , {α n } n . Denote Γ (L 2 (R + ) , {λ n } n ) the 1-mode type free IFS with ω n = λn λ n−1
for any n and consider the operators
⊂ R is a bounded sequence which satisfies the condition
Then i) for any k = 0, 1, 2 · · · , the distribution of A k + A + k + Λ k with respect to the state Φ, ·Φ is exactly the measure µ;
ii) the operator quantum stochastic process
converges in the sense of the mixed moments for N → ∞, to 
where |·| denotes cardinality. Each map β in the above summation induces a pair partition of the set {1, 2, . . . , 2p}. We denote by P.P. (2p) the set of all these partitions and use the notations
Moreover we know from Lemma 3.1 that a term in the sum (5.6) can be nonzero only if ε ∈ {−1, +1} 2p + . In particular only non crossing pair partitions may give nonzero contributions. Hence the quantity (5.6) can be rewritten as
where N.C.P.P. (2p) denotes the set of all non crossing pair partitions of {1, 2, . . . , 2p} and the first operator on the left is an annihilator (and corresponds to an l j -index) while the first operator on the right is a creator ( and corresponds to an r j -index). Let β l 1 be the index of the first annihilator from the right in (5.7). Hence the operator with index β l 1 − 1 is a creator. If β l 1 − 1 = β r 1 , then one has
because we are dealing with disjoint intervals. Therefore the nonzero contributions can come only from those pairs satisfying β l 1 − 1 = β r 1 . Using (4.7) and the depth function (3.2), (5.7) becomes
Iterating the same procedure for any l j (j = 1, . . . , p) (5.7) takes the form
Now we observe that, as a set:
{1, . . . , 2p} = {l 1 , r 1 , . . . , l p , r p } so any map of the sum in (5.8) can be written in the following way:
Moreover, since any ε ∈ {−1, +1} 2p + determines exactly one non-crossing pair partition of {1, . . . , 2p} and l p < · · · < l 1 , then, for any j = 1, . . . , p, β r j is uniquely determined once one knows β l j . So to assign β is equivalent to assign an injective map
where | · | denotes cardinality. Since
On the other hand, in the above notations,
and iterating for any j, one obtains
Now let us prove (5.5) in the non-symmetric case. where, for any k ∈ N, the operator classical stochastic process Q k is defined by: 
