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Abstract
We propose a new direct method to solve linear systems. This method is based on the Sherman–Morrison formula
and uses a ﬁnite iterative formula. To compare our method with the Restarted Generalized Minimum Residual
Method and the Gaussian Elimination Method with Partial Pivoting, we use two classes of test problems: linear
systems having Pascal, Cauchy, and Vandermonde matrices as coefﬁcient matrices, and randomly generated linear
systems.
© 2005 Elsevier B.V. All rights reserved.
Keywords: Linear system; Sherman–Morrison formula; Direct method
1. Introduction
Numerical linear algebra is a fundamental tool in several approximation techniques of many differ-
ent ﬁelds, such as integral equations [23,6,1,7] mathematical programming problems [27,17,14,30] and
various other approximation problems [25,34,5,13,12].
We present a novel method, for linear system solution, based on the Sherman–Morrison formula.
This method is based on some ideas proposed in [21]; it is a direct method and uses a ﬁnite iterative
process. We note that the Sherman–Morrison formula and the corresponding generalization given by
the Sherman–Morrison–Woodbury formula have been used in several applications, such as the solu-
tion of special linear systems [11,20,18,29,19,8,9], the solution of linear systems arising in mathemat-
ical programming problems [28,26,32,10], and other different interesting applications [31,33,16,2–4].
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In particular, for the relevance with the present paper we mention [19,8,9], where the Sherman–Morrison
formula has been used to derive efﬁcient parallel methods for tridiagonal linear systems. In [4], an
algorithm similar to the one studied in this paper is used to compute left preconditioners of large sparse
nonsymmetric matrices. In [11], the Sherman–Morrison formula is used to solve efﬁciently linear systems
arising from elliptic partial differential equations of special type. Finally, for the sake of brevity, we refer
to [16] for a complete survey of applications of Sherman–Morrison formula.
We begin introducing some notations. Let N, R be the sets of natural, and real numbers, respectively.
Let a ∈ R be a generic real number, we denote with |a| the absolute value of a. Let m ∈ N, we denote
with Rm the m-dimensional real Euclidean space. Let x = (x(1), x(2), . . ., x(m))t ∈ Rm be a generic
vector, where the superscript t denotes the transposition operation, for y ∈ Rm we denote with xty the
Euclidean scalar product of x and y, and with
∥∥x∥∥
p
the usual vector p-norm of x, where 1p∞.
Let k ∈ {1, 2, . . . , m}, we denote with ek ∈ Rm the kth element of the canonical basis of Rm, i.e.
ek(j)=0,j = k, and ek(k)=1. Let n ∈ N, we denote withMR(m, n) the space of real matrices having m
rows and n columns. Let A ∈MR(m, n), for i = 1, 2, . . . , m, j = 1, 2, . . . , n we denote with A(i; j) the
entry of A in row i and column j. Let z ∈ Rn, we denote with B = x zt ∈MR(m, n) the rank-one matrix
whose entries are deﬁned as follows: B(i; j) = x(i)z(j), i = 1, 2, . . . , m, j = 1, 2, . . . , n. We denote
with B = diag(x) ∈MR(m,m) the diagonal matrix whose entries are deﬁned as follows: B(i; i) = x(i),
i = 1, 2, . . . , m. We denote with Im ∈MR(m,m) the identity matrix, i.e., Im = diag((1, 1, . . . , 1)t ). Let
A ∈MR(m,m), we denote with det(A) the determinant of A, with ‖A‖p, where 1p∞, the operator
norm of A induced by the vector p-norm in Rm. When det(A) = 0 we denote with A−1 ∈MR(m,m) the
inverse of A, with kp(A) = ‖A‖p
∥∥A−1∥∥
p
the condition number of A in the p-norm.
We consider the problem of solving the linear system
Ax = b, (1)
where A ∈MR(N,N) is the coefﬁcient matrix, which is assumed to be nonsingular, b ∈ RN is the known
right-hand side vector and x ∈ RN is the unique solution vector to be determined.
In particular, the coefﬁcient matrix of the linear system (1) is rewritten as follows: A=A0 +P1 +P2 +
· · ·+PM , whereA0 is, roughly speaking, amatrixwhose inverse is easy to compute andP1, P2, . . . , PM ∈
MR(N,N) are rank-one matrices. The method proceeds as follows: the solution x = x0 of A0x = b
is computed, then for m = 1, 2, . . . ,M from the knowledge of x = xm−1, that is the solution of
(A0 +P1 +P2 +· · ·+Pm−1)x =b, is computed the solution x =xm of (A0 +P1 +P2 +· · ·+Pm)x =b,
using theSherman–Morrison formula. This procedure provides the exact solution of (1), it can be consid-
ered the skeleton of a class of methods for the linear system solution. In fact, for every choice of matrices
P1, P2, . . . , Pm, a different algorithm is obtained. The theoretical basis of this procedure is provided
in [21], the main contribution of the present paper is given by a particular choice for P1, P2, . . . , Pm
such that the resulting procedure has computational cost comparable with the one of the Gaussian
elimination.
We present some numerical experiments with the proposedmethod, where we try to show the efﬁciency
and the stability properties of such a method.
In Section 2, we recall the Sherman–Morrison formula and we illustrate the method introduced in
[21]. In Section 3, we give a novel version of this method and we compute its computational cost.
In Section 4, we compare ourmethodwith other well-knownmethods, and ﬁnally we give our conclusions
in Section 5.
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2. The Sherman–Morrison formula and the general algorithm
The Sherman–Morrison formula gives an explicit expression for the inverse of a rank-one perturbation
of a matrix starting from the knowledge of the inverse of the unperturbed matrix, see [15, p. 50] for
details. In particular we have:
Theorem 1. Let B ∈ MR(N,N), u, v ∈ RN , such that det(B) = 0 and det(B + u vt ) = 0 then the
following formula holds:
(B + u vt )−1 = B−1 − B
−1u vtB−1
1 + vtB−1u . (2)
Proof. The theorem follows from a straightforward substitution of (2) in identity (B+u vt )(B+u vt )−1
= I . 
As a consequence we have the following result.
Corollary 2. Let B ∈ MR(N,N), u, v, c ∈ RN . Suppose det(B) = 0 and det(B + u vt ) = 0, and let
x = x′ ∈ RN be the solution of Bx = c, y = y′ ∈ RN be the solution of By = u. Then the solution of
(B + u vt )x = c (3)
is given by
x = x′ − v
tx′
1 + vty′ y
′
. (4)
Proof. Formula (4) is an immediate consequence of (2) and (3), see [21] for a detailed derivation. 
Suppose A ∈MR(N,N) can be rewritten as follows:
A = A0 + u1vt1 + u2vt2 + · · · + uMvtM , (5)
where A0 ∈ MR(N,N) is a matrix whose inverse is easy to compute and ul, vl ∈ RN , l = 1, 2, . . . ,M
are suitable vectors. We note that ulvtl ∈ MR(N,N), l = 1, 2, . . . ,M , are rank-one matrices, so that, if
x = x0 ∈ RN is the solution of A0x = b and y = y0,k ∈ RN is the solution of A0y = uk , k = 1, 2, . . . ,M ,
then by using Corollary 2 we have that
x1 = x0 −
vt1x0
1 + vt1y0,1
y0,1 (6)
is the solution x = x1 ∈ RN of (A0 + u1vt1)x = b and
y1,k = y0,k −
vt1y0,k
1 + vt1y0,1
y0,1 (7)
is the solution y = y1,k ∈ RN of (A0 + u1vt1)y = uk.
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Formulas (6), (7) can be generalized to matrix A0 + u1vt1 + u2vt2 and so on to the whole matrix A as
consequence of (5). So we can give the following algorithm.
Algorithm I
S1. Compute x = x0 solution of A0x = b;
S2. If M > 0, for k = 1, 2, . . . ,M compute y = y0,k solution of A0y = uk and go to S3, otherwise
go to S5;
S3. For l = 1, 2, . . . ,M − 1 compute
xl = xl−1 −
vtlxl−1
1 + vtlyl−1,l
y
l−1,l , (8)
y
l,k
= y
l−1,k −
vtlyl−1,k
1 + vtlyl−1,l
y
l−1,l, k = l + 1, l + 2, . . . ,M; (9)
S4. Compute
xM = xM−1 −
vtMxM−1
1 + vtMyM−1,M
y
M−1,M ; (10)
S5. Stop.
The convergence of Algorithm I is given in [21, Theorem 1] and, for the convenience of the reader, is
reported in the following theorem.
Theorem 3. Let Al ∈MR(N,N) be deﬁned as follows
Al = A0 + u1vt1 + u2vt2 + · · · + ulvtl , l = 0, 1, . . . ,M − 1. (11)
If Al is nonsingular for l = 0, 1, . . . ,M − 1 then vector x = xM ∈ RN computed with the Algorithm I, is
the solution of Ax = b.
Proof. See [21] for details. 
We note that the behaviour of matrices Al , l = 0, 1, . . . ,M − 1, is quite sensitive to the strategy for
choosing matrix A0 and vectors vl , ul , l = 1, 2, . . . ,M . In the next section, we provide an interesting
choice of A0 and ul , vl , l = 1, 2, . . . ,M . We conclude this section with some properties of Algorithm I.
Remark 4. Algorithm I has some special properties. In fact, once this algorithm is performed on linear
system Ax = b, we can give:
(1) an estimate of the determinant of A
det(A) = det(A0)
M∏
l=1
(1 + vtlyl−1,l), (12)
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(2) an estimate of the inverse of A
A−1 =
(
I −
y0,1v
t
1
1 + vt1y0,1
)(
I −
y1,2v
t
2
1 + vt2y1,2
)
. . .
(
I −
y
M−1,Mv
t
M
1 + vtMyM−1,M
)
A−10 , (13)
(3) the solution of Ax = b′, where b′ ∈ RN , b′ = b, using the following simpliﬁed algorithm:
Algorithm II
S1. Compute x = x′0 solution of A0x = b′;
S2. For l = 1, 2, . . . ,M compute
x′l = x′l−1 −
vtlx
′
l−1
1 + vtlyl−1,l
y
l−1,l; (14)
S3. Stop.
3. A new version of the algorithm
In Algorithm I we propose the following choices:
M = N , (15)
A0 = diag((A(1; 1), A(2; 2), . . . , A(N;N))t ), (16)
ui = ei ∈ RN, i = 1, 2, . . . , N , (17)
vi ∈ RN, i = 1, 2, . . . , N is the ith row of the matrix A − A0. (18)
We note that, with this choice, we have:
vi(i) = 0, i = 1, 2, . . . , N , (19)
x0(i) = b(i)/A(i; i), i = 1, 2, . . . , N , (20)
y0,k(i) =
{ 1
A(k; k), i = k,
0, i = k,
i, k = 1, 2, . . . , N . (21)
Moreover, for l = 1, 2, . . . , N − 1 and k = l + 1, l + 2, . . . , N we have
yl,k(i) = 0, i = l + 1, l + 2, . . . , N, i = k, (22)
yl,k(k) = y0,k(k), (23)
xl(i) = x0(i), i = l + 1, l + 2, . . . , N . (24)
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Table 1
In the second column, there is the number of additions and subtractions performed in the generic lth step of Algorithm I to
compute the corresponding quantity in the ﬁrst column. In the third column, there is the number of multiplications and divisions
performed in the generic lth step of Algorithm I to compute the corresponding quantity in the ﬁrst column
Step lth NAS NMD
1 + vt
l
y
l−1,l l − 1 l − 1
vt
l
xl−1 N − 2 N − 1
xl l l + 1
vt
l
y
l−1,k (N − l)(l − 1) (N − l)l
y
l,k
(N − l)(l − 1) (N − l)(l + 1)
Theorem 5. Let NAS be the number of additions and subtractions and NMD be the number of multipli-
cations and divisions performed by Algorithm I. Then NAS = O(N33 ), NMD = O(N
3
3 ).
Proof. To compute the number of operations we consider each step of Algorithm I. The number of
multiplications and divisions that need to compute x0 and y0,k , k = 1, 2, . . . , N is 2N . In Table 1, for
l = 1, 2, . . . , N , we have the number of operations (second and third columns) performed to compute
the various quantities (ﬁrst column) appearing inAlgorithm I. We note that these operation counts follow
immediately from properties (22)–(24). So from Table 1 we obtain
NAS =
N∑
l=1
(2l + N − 3 + 2(N − l)(l − 1)) = N(N
2 + 3N − 4)
3
= O
(
N3
3
)
, (25)
NMD =
N∑
l=1
(2l + N − 1 + (N − l)(2l + 1)) + 2N
= N(2N
2 + 15N − 5)
6
+ 2N = O
(
N3
3
)
.  (26)
From this theorem follows that Algorithm I, with the choice (15)–(18), gives an efﬁcient method for
the solution of linear systems, in fact it has the same computational cost of the Gaussian elimination
method.
We note that for different decompositions of A, with respect to the one in (15)–(18), the computational
cost ofAlgorithm I increases. For example in [21], we consider M =N , A0=diag((A(1; 1), A(2; 2), . . . ,
A(N;N))t ), vi = ei ∈ RN and ui ∈ RN equal to the ith column of the matrix A−A0 for i =1, 2, . . . , N ,
with this choice the computational cost is given by NAS = O(N32 ), NMD = O(N
3
2 ).
We conclude this section with a simple study of the stability of Algorithm I. To increase the stability
of the method we use a pivot-like technique, which, roughly speaking, avoids vanishing denominators
in (8)–(10).
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Remark 6. Let As−1 be a nonsingular matrix. Then As−1 + urvtr is singular, if and only if
1 + vtrA−1s−1ur = 1 + vtrys−1,r = 0. (27)
In fact, from the discussion of Section 2we have that y=y
s−1,r is the solution of linear systemAs−1y=ur .
Furthermore, in step lth we have to compute
xl = xl−1 −
vtlxl−1
1 + vtlyl−1,l
y
l−1,l , (28)
y
l,k
= y
l−1,k −
vtlyl−1,k
1 + vtlyl−1,l
y
l−1,l, k = l + 1, l + 2, . . . , N . (29)
We note that the denominator in (28), (29) coincides with (27) when r =s= l. Thus a very simple pivoting
technique is the following one: before the generic step lth, compute
r = argmax{|1 + vtj yl−1,j | : j = l, l + 1, . . . , N} (30)
and perform the following exchanges
vl ←→ vr , (31)
y
l−1,l ←→ yl−1,r . (32)
We note that this pivoting technique is equivalent to consider Algorithm I for linear system (1) and (5)
with a suitable arrangement of addenda ulvtl , l = 1, 2, . . . , N . The resulting algorithm follows.
Algorithm III
S1. Compute x = x0 solution of A0x = b;
S2. If N > 0 compute y = y0,k solution of A0y = uk and go to S3, otherwise go to S6;
S3. Set p = (1, 2, . . . , N) ∈ RN ;
S4. For l = 1, 2, . . . , N − 1 compute
r = argmax{|1 + vtp(j)yl−1,p(j)| : j = l + 1, l + 2, . . . , N}, (33)
swap p(l) and p(r), (34)
xl = xl−1 −
vtp(l)xl−1
1 + vtp(l)yl−1,p(l)
y
l−1,p(l), (35)
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y
l,p(k)
= y
l−1,p(k) −
vtp(l)yl−1,p(k)
1 + vtp(l)yl−1,p(l)
y
l−1,p(l), k = l + 1, l + 2, . . . , N ; (36)
S5. Compute
xN = xN−1 −
vtp(N)xN−1
1 + vtp(N)yN−1,p(N)
y
N−1,p(N); (37)
S6. Stop.
4. Numerical experience
The results are obtained using a FORTRAN implementation of Algorithm III, running on a Digital
Alpha Workstation 500 au, under the OSF1 unix operative system.
For a comparison, we provide the results obtained on the same examples using two well-known
methods:
• the Restarted Generalized Minimum Residual Method (GMRES),
• the Gaussian Elimination Method with Partial Pivoting (GE);
implemented by using the NAG software library [24]. In particular, for the GMRES method, we have
used the suite of routines F11BAF, F11BBF, F11DAF, F11DBF; for the GE method we have used the
suite of routines F07ADF, F07AEF.
The numerical results are relative to two different classes of linear systems, and we refer to them as
“randomly generated linear systems” and “particular linear systems”.
4.1. Randomly generated linear systems
The generation of these linear systems is made by using the routine DLATMR. This routine
generates random matrices having some predetermined properties, such as for example sparsity,
symmetry, condition number. The FORTRAN code of this routine is available free of charge in the
web site [22]. By using this routine we have generated six different sets of linear systems, i.e., Sk,
k = 1, 2, . . . , 6.
Each Sk, k = 1, 2, . . . , 6, contains one hundred 3-tuples (A, b, x∗), where the coefﬁcient matrix
A ∈MR(N,N) and the solution vector x∗ ∈ RN are generated by using DLATMR, and the corresponding
right-hand side vector b ∈ RN is deﬁned as Ax∗.
We note that every one of these sets differs from the other ones for the dimension N and/or for the
condition number of the corresponding coefﬁcient matrices A.
4.2. Particular linear systems
These linear systems are generated by using three different families of well-known matrices, that is
Pascal Matrix, Cauchy Matrix and Vandermonde Matrix. We denote with P10, P15, C10, C15,V10,V15
six sets of linear systems, each of them contains one hundred 3-tuples (A, b, x∗), where the meaning of
N. Egidi, P. Maponi / Journal of Computational and Applied Mathematics 189 (2006) 703–718 711
A, b, x∗ is the same of Section 4.1. In particular
• Sets P10, P15 contain Pascal matrices of order N = 10 and N = 15, respectively, that is
A(i; j) =
(
i + j − 2
j − 1
)
, i = 1, 2, . . . , N, j = 1, 2, . . . , N . (38)
• Sets C10, C15 contain Cauchy matrices of order N = 10 and N = 15, respectively, that is
A(i; j) = 1
xi + yj , i = 1, 2, . . . , N, j = 1, 2, . . . , N , (39)
where xi ∈ R, i = 1, 2, . . . , N , and yj ∈ R, j = 1, 2, . . . , N are randomly generated in the interval
(−N,N).
• SetsV10,V15 contain Vandermonde matrices of order N = 10 and N = 15, respectively, that is
A(i; j) =
{1, i = 1, j = 1, 2, . . . , N,
zi−1j , i = 2, 3, . . . , N, j = 1, 2, . . . , N,
(40)
where zj ∈ R, j = 1, 2, . . . , N are randomly generated in the interval (−1, 1).
In every 3-tuple, vector x∗ is randomly generated in the interval (−N,N). The corresponding vector b
is deﬁned as Ax∗. All the random numbers are generated sampling the same random variable having a
uniform distribution in the interval considered.
4.3. Results obtained on test problems
We show the results obtained from the comparison of our method, given by Algorithm III (AIII), with
the well-known Restarted Generalized Minimum Residual Method (GMRES) and with the Gaussian
Elimination Method with Partial Pivoting (GE). The numerical results are reported in Figs. 1–4 and in
Tables 2 and 3 and they are based on some performance indices. In particular, let x = x∗ ∈ RN be the
solution of system (1), and let x = x˜ ∈ RN be the corresponding approximated solution, computed by
using one of the three methods, the relative error  is given by
 =
∑N
l=1 |x∗(l) − x˜(l)|∑N
l=1 |x∗(l)|
, (41)
and the norm of the residual vector is given by
 =
∑N
l=1 |(Ax˜)(l) − b(l)|∑N
l=1 |b(l)|
. (42)
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Fig. 1. Frequency distribution of the base 10 logarithm of error  obtained using methods AIII, GMRES, GE on sets: (a)S1, (b)
S2, (c)S3, (d)S4, (e)S5, (f)S6.
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Fig. 2. Frequency distribution of the base 10 logarithm of the norm  of the residual vector obtained using methodsAIII, GMRES,
GE on sets: (a)S1, (b)S2, (c)S3, (d)S4, (e)S5, (f)S6.
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Fig. 3. Frequency distribution of the base 10 logarithm of error  obtained using methods AIII, GMRES, GE on sets: (a) P10,
(b) P15, (c) C10, (d) C15, (e)V10, (f)V15.
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Fig. 4. Frequency distribution of the base 10 logarithm of the norm  of the residual vector obtained using methodsAIII, GMRES,
GE on sets: (a) P10, (b) P15, (c) C10, (d) C15, (e)V10, (f)V15.
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Table 2
Numerical results obtained with our method (AIII), Restarted Generalized Minimum Residual Method (GMRES) and Gaussian
Elimination Method with Partial Pivoting (GE), on randomly generated linear systems
S1 S2 S3 S4 S5 S6
N = 100 N = 100 N = 100 N = 500 N = 500 N = 500
Ma(k∞) 1.67(5) 1.57(8) 2.94(13) 2.53(6) 2.97(9) 6.65(14)
Mg(k∞) 8.91(4) 8.33(7) 1.49(13) 1.17(6) 1.38(9) 3.05(14)
AIII Ma() 3.70(−13) 1.63(−11) 5.59(−5) 4.05(−12) 1.64(−10) 5.35(−6)
() 5.71(−13) 3.74(−11) 1.99(−4) 6.13(−12) 3.48(−10) 3.56(−4)
Mg() 2.13(−13) 7.82(−12) 6.40(−6) 2.14(−12) 7.39(−11) 5.79(−6)
NF 0 0 0 0 0 0
GMRES Ma() 5.55(−13) 6.86(−11) 5.78(−6) 6.82(−12) 4.58(−9) 3.81(−4)
() 8.08(−13) 1.96(−10) 3.24(−5) 2.10(−11) 3.19(−8) 2.95(−3)
Mg() 2.71(−13) 1.32(−11) 1.92(−8) 2.50(−12) 1.30(−10) 1.67(−7)
NF 0 0 0 0 0 0
GE Ma() 4.22(−13) 1.56(−11) 1.11(−8) 3.68(−12) 1.14(−10) 9.11(−8)
() 8.09(−13) 2.36(−11) 1.75(−8) 1.69(−12) 3.06(−10) 1.67(−7)
Mg() 1.96(−13) 8.59(−12) 5.64(−9) 1.77(−12) 5.72(−11) 4.55(−8)
NF 0 0 0 0 0 0
We report the arithmetic mean Ma(), the standard deviation (ε) and the geometric mean Mg() of the relative errors,
the number of failures NF, the arithmetic mean Ma(k∞) and the geometric mean Mg(k∞) of the condition number, in the
inﬁnity-norm, of the coefﬁcient matrices. With the notation x(y) we mean x · 10y .
In Figs. 1 and 2, we report the frequency distribution of the base 10 logarithm of error  and of the
norm  of the residual vector obtained by methods AIII, GMRES, GE on sets Si , i = 1, 2, . . . , 6. In
Figs. 3 and 4, we report the same information of Figs. 1 and 2, but for setsP10,P15, C10, C15,V10,V15.
In Tables 2 and 3, for each method and for each set of linear systems, we report the arithmetic mean
Ma(), the standard deviation (ε) and the geometric mean Mg() of the relative errors , moreover, we
report the number of failures NF. We declare that a method fails, in determining the solution of a linear
system, when > 1.
Finally, for each set of linear systems, in Tables 2 and 3, we give also the arithmetic mean Ma(k∞)
and the geometric mean Mg(k∞) of the condition number k∞ of the corresponding coefﬁcient matrices,
where the condition number is computed in the inﬁnity-norm.
From Figs. 1–4, and Tables 2 and 3, we observe slight different behaviour of methods AIII, GMRES,
GE on the various test problems considered. In particular, methods GE and AIII usually perform better
than GMRES. Methods GE and AIII are almost equivalent, in fact GE performs better than AIII for
problems in S3, S6,V10,V15, on the contrary AIII performs better than GE for problems in S1, P10,
P15. From a more detailed analysis, which is omitted for brevity, we can see that the stability of the
proposed method is strongly dependent on the propagation of the error in the scalar products appearing
in formulas (8)–(10).
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Table 3
Numerical results obtained with our method (AIII), Restarted Generalized Minimum Residual Method (GMRES) and Gaussian
Elimination Method with Partial Pivoting (GE), on particular linear systems
P10 P15 C10 C15 V10 V15
N = 10 N = 15 N = 10 N = 15 N = 10 N = 15
Ma(k∞) 8.13(9) 5.76(15) 1.78(9) 8.15(15) 1.59(8) 1.36(11)
Mg(k∞) 8.13(9) 5.76(15) 1.50(6) 3.42(8) 3.76(6) 2.56(9)
AIII Ma() 4.65(−9) 5.65(−4) 4.40(−9) 2.94(−6) 5.42(−5) 8.64(−3)
() 3.92(−9) 4.14(−4) 2.46(−8) 1.32(−5) 3.89(−4) 3.47(−2)
Mg() 3.07(−9) 3.59(−4) 5.19(−12) 5.63(−10) 7.09(−9) 9.69(−5)
NF 0 0 0 2 0 0
GMRES Ma() 9.85(−9) 1.28(−3) 8.27(−10) 4.62(−3) 3.37(−10) 6.45(−8)
() 8.90(−9) 1.37(−3) 5.84(−9) 3.24(−2) 1.38(−9) 2.39(−7)
Mg() 5.75(−9) 7.23(−4) 1.31(−12) 3.38(−10) 4.77(−12) 1.87(−9)
NF 0 0 0 0 0 0
GE Ma() 4.15(−8) 2.80(−2) 2.37(−9) 2.76(−3) 1.34(−10) 6.56(−8)
() 3.14(−8) 1.88(−2) 1.44(−9) 2.73(−2) 6.41(−10) 3.99(−7)
Mg() 2.80(−8) 2.00(−2) 2.73(−12) 2.78(−10) 3.00(−12) 9.27(−10)
NF 0 0 0 1 0 0
We report the arithmetic mean Ma(), the standard deviation (ε) and the geometric mean Mg() of the relative errors,
the number of failures NF, the arithmetic mean Ma(k∞) and the geometric mean Mg(k∞) of the condition number, in the
inﬁnity-norm, of the coefﬁcient matrices. With the notation x(y) we mean x · 10y .
5. Conclusions
We proposed a direct method that uses a ﬁnite iterative procedure to compute the solution of a linear
system. The numerical results reported in Figs. 1–4 and in Tables 2 and 3 show the interesting stability
properties of our method, in fact it is usually competitive with Restarted Generalized Minimum Residual
Method and sometimes with Gaussian Elimination Method.
However, this method needs many different further investigations. In particular, interesting questions
seem to be the following ones: ﬁnd a pivoting technique that assures the convergence of the method
for nonsingular matrices; ﬁnd a pivoting technique that improves the stability of the method; study the
properties of the method for linear systems with sparse coefﬁcient matrices, such as for example linear
systems coming fromdiscretizations of partial differential equations; develop a precise sensitivity analysis
of the method; give parallel implementations of the algorithm.
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