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ABSTRACT 
Some tools of linear algebra are collected and developed for potential use in the 
analysis of stiff differential equations. Bounds for the triangular factors of a large 
matrix are given in terms of the triangular factors of an associated “minorant” matrix 
of lower order. Minorants are also used to pro&me estimates of solutions of systems of 
ordinary differential equations, which may be sharper than those obtained by the use 
of logarithmic norms. 
1. DEFINITIONS. MINORANTS FOR LINEAR SYSTEMS 
Consider a partitioned matrix, 
where Aij is an ni X nj matrix, n = Cn,. Let ()-)I be any vector norm in W’, 
v=n,, i=I,2 ,..., m. The same notation is used also for the corresponding 
operator norms for the rectangular submatrices. 
We shall associate m X m matrices with A in two different ways; see also 
Ostrowski [12], who used these concepts (but not the same terminology) in 
order to derive certain determinant inequalities. 
A = [ciij] is called an m x m majorantof A ifI 
dij >, IIAijll, i, j= 1,2 ,...,m. (1.2) 
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Evidently Ia@, a + 2, and k-8 are majorants of, respectively, aA, 
A + B, and A. B. The majorant relation is expressed by the inequality 
Ad (if m<n). (1.2’) 
Inequalities between vectors and matrices of the same type are to hold 
elementwise: x > 0 means that xi > 0, and x < 0 means that xi < 0, for all i. 
A = [a i j] is called an m X m minorant of A iff 
(1.3) 
Our definition of a minorant differs from that of Robert [13]. The two 
concepts come closer with the additional M-matrix condition of Proposition 1. 
This condition is, however, relaxed in the Corollary and not used at all in the 
applications to differential equations in Section 3. 
The purpose of this paper is to collect and develop tools for potential use 
in the analysis of methods for stiff ODES. Some types of applications are 
indicated (for m = 2) by Sijderlind and DahIquist [18]. 
PROPOSITION 1. Let A be an m X m mirwrant of the n X n matrix A. 
Assume that A is a nonsingular M-matrix, i.e. 
Uij<O (i*j), A-120. 
Then d has a triungular factorization, ti = I%, such that t has unit 
diagonul elements and 0 bus positive diagonal elements. A has a unique 
block triangular factoriuztion, A = LU, with unit matrices in the block 
diagonal of L. t, i? are minorants of L, U. The inverses oft, 0, and A are 
majorants of, respectively, the inverses of L, U, and A. 
REMARK. There are several equivalent forms for the assumption that A is 
a nonsingular M-matrix: see Varga [lQ], Seneta [15, Chapter 2, in particular 
Exercise 2.41, Berman and Plemmons [l, especially Chapter 61, and Fiedler 
and Pti [7]. 
(1) We can write i = al - T, where a E W, T z 0. Then A is an M-matrix 
if and only if the spectral radius (the Perron root) of T is less than a. 
(2) A is a nonsingular M-matrix if and only if Ai > 0, where Ai is the 
principal minor of A which consists of its first i rows and columns, i = 
0,1,2 ,..., m. (We set A, = 1.) 
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(3) LetDbethediagonalpartofri.A:isanM-matrixiffD>Oandthe 
spectral radius of Z - D- ‘A is less than one. 
(4) All eigenvalues of A have strictly positive real parts. 
See also the generalization in our corollary below. 
Proof. Put 
A= [Uij], r: = [Zij], e= [Uij], 
i.e. 
~Zivuvj=aij [~<min(i,j)]. 
P 
By Remark 2, L and U exist, with 
iii = 1, 
A. 
uii = c > 0. 
(This is well known; see e.g. Fiedler and Pt&k [7]). In analogous notation, we 
have for A 
Lii = I, ~Li,,U,,j= Aij [~~min(i,j)]. 
Y 
We are to show that L and U are defined by these relations and that, for i * j, 
The proof is by induction, with respect to both subscripts, in the same 
order as in the actual LU-factorization. (For m = 1, the proposition is trivially 
true.) Note that ZiV~,j >/ 0, v < min(i, j). 
We obtain, for i = 1,2,. . . , j- 1, by the induction hypothesis and the 
triangle inequality, 
I/ 
i-l 
IlV,jll= Aij- C LivU,j 
v-1 II 
Q - aij+ ~lipuyj= - uij. 
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Forj=1,2 ,..., i-l,wehave 
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Q ( - aij+ ~z,,uvj)uj;’ = - zij, 
j-l -1 = I - Ai’ c L$J,,j Aj’ 
v-1 
< (1- ab’CzPUYj) -l”i’ = t.4;‘. 
Hence, L, U are uniquely defined, and have t, t? as minorants. 
Now, set 
L = I, - L’, t=z,+y, 
where L’,(i)’ are strictly lower triangular. Note that (t)’ is a majorant of L 
and that (L’>i = 0 for i > m. Now 
L-l= 2 (L’)‘g 2 (@L(t)-‘, 
i-0 i-0 
i.e., the inverse of i is an m x m majorant of the inverse of L. Let D, fi be 
the (block) diagonal parts of the upper (block) triangular matrices U, 0. Then 
we can set 
D-‘U=Z,-V, (ti)-lti=I,-w, 
where W and (B)-l are majorants of, respectively, V and D-‘, since, for 
i * .i3 IIY~II Q Ilvi~‘ll*llvifll~ utilIuijl = Wif ThUS 
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Finally, 
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A-‘=U-‘L-‘g(~)-‘(~)-*=(A)-‘. ??
The following generalization is useful for partitioned systems of stiff 
ODES. 
COROLLARY. Let Ai have the same meaning as in Remark 2. If Ai > 0, 
for i <: m, but A, G 0, then, by OUT induction proof, the factorization A = LU 
still aists, although u,, d 0. Now i$o are minorants of L, U. The &tence 
of the inverses of U and A is, however, 1~) longer guaranteed. The proposition 
is applicable in fill to the leading s&m&rices of A and the cowespondhg 
submatrices of A. 
The LU-factorization of singular M-matrices has recently been studied; see 
Funderlic and Plemmons [8], Varga and Cai [20]. 
Minorants can also be used in the study of iterative processes, e.g. the 
Gauss-Seidel method. This is a particular case of the theory of iteration in 
pseudometric spaces, developed by Schrader [ 141; see also Collatz [3, Chapter 
21. Such applications are beyond the scope of our paper. Strom [16] applies, 
however, similar ideas to a problem related to stiff ODE’s, 
EXAMPLE. Let the n x n matrix A be block tridiagonal, the typical block 
row being 
. . . , -I,D, -Z ,..., 
where D is the tridiagonal p X p matrix, p = n/m, with the typical row 
..*, -1,4, -l,.... 
It is well known that 
)lD-‘llil = 2+ 5, sp10 when p+co. 
An m x m minorant A is then easily found, namely the tridiagonal matrix 
with the typical row 
. . . , - 1,2+ Ep, - 1, . . . . 
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The proposition shows how it is possible to obtain bounds for the pivots 
etc. in the application of block Gauss elimination to A, by performing the 
computations on a smaller matrix A. The technique can be used in more 
complicated elliptic problems and may lead to suggestions concerning the 
choice of pivots etc. 
2. SOME BOUNDS FOR NORMS AND EIGENVALUES 
Set 
x=(xf,x; ,..., xy, XEW”, XiEW”, u=ni, 
if = (Il~1II~lI~2II~” .hlll)T~ 
(24 
3iEWrn. 
Z E IR* defines a pseudometric in W”; see e.g. Collatz [3, Chapter 21. Any 
vector y E Wm such that y > # is called a majorant (m-majorant) of r E W n. 
We write y > x. Let I-1 be any absolute and monotone norm in R’“. 
For x E Cp “, set 
llxll = 121. (2.1’) 
Then, if A is an M-matrix, 
Evidently we also have 
IIAII G Ial. 
(2.2) 
(2.2’) 
In particular, let 
ItI = IEl, = ma:, ll4lw = l%lY 
where w=(wi,ws,..., w*)r is a vector of strictly positive weight factors. 
Then 
(~4 1141, G I&u = ma yy-. i 1 (2.3) 
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The i&mum, over the set of weight vectors w, of the maximum on the 
right-hand side is equal to max] A( A)], which is a positive eigenvalue of A, the 
Perron root. The infimum is assumed for the corresponding eigenvector 
(the Perron vector), which is nonnegative. It is strictly positive if A is 
irreducible.’ Since ]]A]], > max]X(A)], 
(A,). 
rnaxlX(A)Idmaxlh(a)lgmax~, 
i I 
(Here w is any positive vector.) Similarly, since we may write A = aZ - T, we 
obtain, if ITI, < a, 
(Aw). 
IIA-‘ll;’ 2 Iri-‘l;’ = a - ITI, = min -----&. 
i I 
(2.4) 
The supremum of this minimum is equal to the smallest eigenvalue of A, 
which is positive if A is an M-matrix (see the remark to the proposition). The 
supremum is assumed when w is the corresponding eigenvector, which is 
nonnegative. We therefore obtain, if A is an M-matrix, 
(Aw). 
min]X( A)] > min]X( A)] > min *. 
i I 
A lower bound for the real part of the eigenvalues can be obtained by a 
special type of minorants; see the next section. See also Feingold and Varga 
[6] concerning Gerschgorin-type theorems for block matrices. 
3. MINORANTS, LOGARITHMIC NORMS, AND ODES 
We note that if A is replaced by A + aZ, the conditions for majorants and 
minorants are changed in the main diagonal only. We easily find, by the 
triangle inequality, that for OL > 0 
aZ, + any majorant of A - aZ 
is a majorant of A. 
‘Irreducibility is not necessary for strict positivity; see end of this paper. 
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If we apply the fact that IIB-‘ll-’ = q@ll, &XII= 1, for B = Aii, we 
similarly find that for a > 0 
- al, + any minorant of A + aZ 
is a minorant of A. Set B = Air, a = l/6, and let a + 00. Then 
II(B+az)y-a= 1- aII(B + aZ) -111 = 1- ll(Z + EB) -$ 
ll(B+4-‘II 41(~+4-111 
= IV - ml - 1+ W2) ~ _ /&( _ B) 
--E 
where p( .) is the logarithmic matrix norm (sometimes called the “measure” of 
a matrix), introduced and studied by Lozinskii [lo] and Dahlquist [4]. (See 
also Str6m [17], Nevanlinna [ll].) 
It follows that any matrix A = [ail] that satisj% the relation8 
aijb 
-p( -A,,), i= j, 
- IIAijlL i f j, 
is a minorant of A. These minorants have some nice special properties. It 
follows e.g. from the subadditivity and homogeneity properties of the logarith- 
mic norms, i.e. p( - A - B) < p( - A)+ p( - B), p(aA) = ap(A) for a > 0, 
that if A, 8, are minorants of A, B, satisfying (3.1), then A + 8 is a mirwrant 
of A + B and aA is a_mhorant of aA, for any a > 0. In particular, A + al is a 
minorantofA+aZforanyaEW (alsoifa<O). 
Dahlquist [4] associated matrices of this type to systems of nonlinear 
differential equations. Consider the nonlinear system2 
$ + A(t, x).x = p(t, x). (3.2) 
‘This is a convenient form in the study of the difference between the solutions of two 
neighboring initial value problems. 
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e.g. Dahlquist [4, p. 161, that for i = 1,2,. . . ,m, 
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dllx4 + G P( - Aii(t, ~))ll~,ll+ C’ I(Aij(*)Illlzjll+ IIR(‘s ‘III, 
j*i 
i.e., if we define a,fi(t, x) by (2.1) and let @(t)>, $(t,x) for all ZED,, it 
follows that 
$+A(t).aati(t). 
For m = 1, we have the usual differential 
a(t) G - P( - A(& r)), 4(t) > Ilp(t, x)11, namely 
(3.3) 
inequality for IIxII, where 
y + a(t)llxll Q ii(t). (3.3’) 
PROPOSITION 2. Let B(t) be a matrix with nonnegative offdiagonal 
elements, which are continuous functions oft, t >, t,,. L-et Y(t) be the soZution 
of the initiul-vcllue problem 
g = B(t)Y, y(t,)=z,. 
Zhn Y(t)Y(s)-’ 2 0 for t 2 s 2 to, and Y(t)Y(s)-’ has no row of zeros. 
Zf, in addition, B(s’) is irreducibZe for some s’, s < s’< t, then Y(t)Y(s)-’ 
> 0. 
Proof. We can assume, without loss of generality, that B( t ) is nonnega- 
tive, because Y(t) > 0 - Y(t)e”’ > 0 for any a E R, and 
and we can choose a so that B + crZ 2 0 for t E [to, T]. Without loss of 
generality, we can also put s = to = 0, since for a general s, we have the same 
problem for Y(t)Y( s)- ’ with a shifted time variable. 
Consider y(t) = Y(t)q, where q is an arbitrary positive vector. Then 
dYW 
- = B(t)&), dt y(0) = Tj > 0. 
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We claim that Y(~)TJ > 0 Vt > 0. If this were not true, there would exist a 
t’> 0 such that y(t)> 0 for t < t’, and hence dy/dt 2 0 for t < t’, while at 
least one component vanished at t = t’, yi(t’) = 0 (say). This would lead to 
the following contradiction: 
0 d )qt dt = 0 - y,(o) = - Tj < 0. 
/ ) 
Hence Y(t )g > 0 for all t > 0, 17 > 0. This shows that Y(t) has no row of 
zeros: By continuity Y(t)7 >/ 0 for all t > 0, q z 0, i.e., Y(t) >, 0 for t > 0. This 
proves the first part of the proposition. 
Next consider, for s < s’ < t, and for some S > 0, 
Y(t)Y(s) -I =Y(t)Y(d+ 6) -l*Y(s’+ 6)Y(s’) -l.Y(s’)Y(s) -I. 
The first and the third factors on the right-hand side are nonnegative and 
have no rows of zeros. We shall prove that, for t > s’, Y(t)Y(s)-’ > 0. It is 
seen by a moment’s reflection that it is sufficient to show that 
Y(s’+ 6)Y(s’) -l> 0, 
for ail sufficiently small positive 6. 
Again we can, without loss of generality, put s’ = t(0) = 0, Y(0) = 1. 
Therefore, let B(0) be irreducible. By continuity, there exists a constant 
irreducible matrix C with zeros in the same positions as B(O), such that 
B(t) 2 C on [0,&l, for any sufficiently small 8. Put 
Q(t)=$CY(t), Y(0) = 1. (3.5) 
Note that Q(t)= [B(t)-C]Y(t)>O. It is well known that ecT>O for all 
T > 0; see [15, Theorem 2.61. The equations in (3.5) are, by Duhamel’s 
formula, equivalent to the equation 
Y(t)=eC’+ tecc’+7)Q(7)d7>/ect>0 
J 0 
for 0 < t G 6. Hence Y(6) > 0, i.e., in the original time variable, 
and the proof is complete. 
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COROLLARY 1. Let y( t ), z( t ) E W” satisfy rekztti of the fi 
12 B(t)y + 4(t), 
$d3(t)z+q(t). 
If.@) < y(O), then z(t)< y(t) for t z 0. 
ZfB(s) is irreducible for so7ne s >/ 0, then x(t) < y(t) for t > s. 
Proof Put y(t) - z(t) = u(t). Then we can write 
$=zqt)u+r(t), r(t) >/ 0, u(0) > 0. 
Hence, by Duhamel’s formula, 
and the result follows from Proposition 2. 
COROLLARY 2. For arbitrary z(0) 
$ < z?(t)2 - z(t) < Y(t)@), 
2 2 B(t)2 - z(t) 2 Y(t)z(O). 
Proof. These are special cases of Corollary 1. ??
COROLLARY 3. Zf dy/dt + A(t)y > 6(t), y(O)> S(O), where A, rj have 
the same meaning a.9 in (3.3), then y(t) E W* is a mujorunt of x(t) E W”, 
where x(t) is u soWon of(3.2). This is valid as long as jy(t)l d r [i.e. as long 
as the validity of (3.1) is gumanteed]. 
Proof Set B(t) = - A(t), q(t) = 6(t), z = x in Corollary 1. a 
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COROLLARY 4. Let A be a minorant of A, sati.sj$ng (3.1). Then 
minReA(A)>minReA(A)>, -p( -A). 
Proof. Apply Corollary 3 with A( t, x) = A = const, p( t, x) = 0, r(0) = Z, 
a(O) = 1. Then 
Ile-Afll = Ilx(t)ll = la(t)1 Q lemdtl. 
The first assertion now follows from the relation 
maxReh( - A) = ,@_ t-lloglle-Atll, 
and the anaIg0ou.s relation for A. The second inequality is a well-known 
property of the logarithmic norm. m 
LEMMA. Let Z(t) satisfy (3.3), and kt w(t) > 0 be a weight vector that 
satisfies an iwquulity of the form 
6-l-Aw>,yw, (3.4) 
whereymaydependont.lhm 
x(t) d z(t) < @(t)w +Y(t)a(o> d *(t)w, 
where 
4h+y@=llel,, Q(O) = 0, 
4? + y\k = Ial,, 4(O) = I%{O,~ 
ir+AY=O, Y(0) = I,. 
REMARK. See also the improvement in Proposition 3. 
proof. Note that Q(t)>, 0, 9(t)> 0 for t > 0. Set 
y(t)=aqt)w+Y(t)3(0). 
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Then 
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Since y(O) = a(O), then the first result follows from Corollary 3. The 
second result similarly follows by setting y(t) = ‘k( t )w. ??
With given w, the bounds in the lemma become better, the larger y is 
chosen. If w is constant, the condition on w, y is Aw z yw, i.e. 
This bound is not better than the result obtained by the use of the logarithmic 
norm p,(e) subordinate to the jl.llw norm. For it is well known that for 
c= [cij]~j-l> 
( lcijlwj CL,(C)=mZf Cij+C’,- . i j#i 1 I 
Hence, 
(Aw). -pw( -li)=minL 
wi ’ 
i.e. the same as the bound for y. Analogously to (2.2’), 
-p,( -A)> -p,( -A). 
It was pointed out in Section 2 that 
sup min oi 
wro wi 
(3.6) 
one can show that 
(3.6’) 
is obtained when w is the eigenvector corresponding to the Perron root of the 
” non-negative matrix T = aI - A. This vector will be called the Perron vector 
and denoted w rer. We shall return to the choice of w at the end of the paper. 
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In the derivation of the lemma, the use of the inequality 
causes a loss of sharpness. A wnorm which gives a large y may not give an 
adequate description of the vector $. Note e.g. that if A is a constant 
M-matrix, then 2(t) Q A-‘$ when t + co. ri is calkd a graded mutix if a 
positive diagonal matrix E with elements of very different orders of magni- 
tude can be found, such that B = EA has elements of “normal” size. (Such 
matrices occur in many applications of ODES.) Then A-‘@ = B-‘Efi, show- 
ing that EC telk the relative importance of the elements of p. 
EXAMPLE. 
(%I = Perron vector of al - ri for u > 1000). Set c+ = max(c,O). Then 
A-1 = I 0.001 0.999  1 1 ’ p+ [ 1+0;001c], 
A-‘Ipl,w = (1+ c+)w, IA-‘$lww = (1+0.001c+)w. 
There is a considerable loss of sharpness when fi is replaced by 19 I,w if c z+ 1. 
??
We shall suggest a treatment (for the variablecoefficient case) which 
appears to be better than the logarithmionorm approach. Consider (3.3), 
where fl is a majorant of p(t, x). Since A may have some small eigenvalues, 
we shall compare $ with q = (A + crZ )- ‘fi, for some suitably chosen (Y, instead 
of ri-‘$. Set, therefore, 2 = 2 - 9. Then 
if /3 is chosen so that 
02 - 8191,W~ (3.7) 
MATRIX MAJORANTS AND MINORANTS 213 
By the lemma, we then obtain the following result. 
PROPOSITION 3. Let s(t) be a nmjorunt ?f x(t) thut satisfies (3.3). 
Assume that w and y satisfy (3.4), and set 9 = (A + aI)-‘fi, where a is to be 
chosen so that (A + aI)-’ > 0. Choose p to satisfy (3.7). 
Then 
where ‘k(t) is any function satisfying the inequulities 
+ + 9 a (a + P)I9I,, WO) > KO) - 9(O)IW@,. 
We shall not discuss here the choice of 6, a, and p. Let us only mention 
that (3.7) has two advantages to the more obvious alternative to use a 
logarithmic norm after an analogous transformation of (3.2), instead of (3.3), 
replacing 9, p by 9, a defined as follows: 
q=(A+aZ)-‘p(t,x), Il4ll G PIIQIL (3.8) 
First, $( t ) and A( t ) may be chosen to be smoother functions of t than, 
respectively, p(t, x) and A(t, x); hence ll9lJ may be smaller than Jl$ll. Second, 
(3.7) is a onesided bound, while the inequality in (3.8) is not. 
REMARK. In the multiplication by (A + aI)-’ the components of 6 in 
the direction of wr,, are strongly amplified; hence less information is lost in 
the use of the inequality 9 < j91ww than in 6 d I&w, when w is close to 
wr,,. (See the example above.) 
Finally, we return to the choice of w. It was pointed out earlier than 
w = wp, would be a good choice from the point of view of making y as large 
as possible. There are, however, two things to be said about the Perron vector. 
First, if ri depends on t, usually wp,, does so too, and then ii, has to be taken 
into account in (3.4). This corresponds to the correction which has to be made 
to the logarithmic-norm estimate, when a time-dependent norm is used. (This 
is dealt with in another report in preparation.) 
The second comment is that the Perron vector may not be strictly 
positive, when T = aZ - A is reducible, so that the vector norm ( * Iw is not 
defined. 
If T is close to a reducible matrix, then it may happen that 
(max wi)/(minwi) z+ 1 and the u+norm is ill conditioned relative to the 
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mar-norm. This is practically relevant, e.g. for (almost) triangular matrices. 
Let us look at the case nz = 2. A reducible 2X2 matrix can be brought (by 
similarity permutation) to the form 
(Note that T >, 0,) If b > d, then wr, = (l,O)r, and if c * 0, no positive vector 
satisfies Tw < pw for p Q b. If d > b, however, wr, = (c, d - b)T. In this 
case, wp, > 0 in spite of the reducibility of T. Moreover, every vector 
w = (u, u) such that u >/ co/(d - b) > 0 satisfies the inequality Tw d dw. 
The Perron vector defines a norm, which is ill conditioned relative to the max 
norm if c e d - b, but the mar norm itself can also be used in this case. The 
Perron vector defines an ill-conditioned norm (relative to the max norm) also 
ifc~d-b,andinthiscasewehavetouseaywhichislessthana-d. 
Kreiss [9] also points out difficulties in this case. 
In a typical stiff case, we may have (say), 
A= loo0 
[ o ;c]. T-[; &I* wB%= [&c] 
(with a = 1000). The PeITOn IDOt iS pT = 999, and the COITeSpOndhg eigen- 
value of a is 1. Only if c B loo0 do we have to choose y less than 1. If 
c -=x 1000, we can take y = 1, but it seems to be advisable to use the mar 
norm, i.e. wT = (1,l) instead of wr,. 
This discussion can be extended to the case where b and d are square 
matrices, if their Perron roots satisfy pd > pb. Then Tw d pdw for wT = 
(u’, oT), if we can choose u > 0 such that 
and then choose u such that 
(Pb G u <Pd)’ 
It follows that Aw > (a - pd)w. Note that this is applicable when x is an 
upper triangular matrix with nonpositive off-diagonal elements, if the diagonal 
element of the bottom row of T is strictly larger than the other diagonal 
elements. 
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Similarity transformations of A to (almost) block upper triangular form are 
of interest in the analysis of stiff problems with graded Jacobians, where the 
large elements are on the top. Dahlquist [5] shows that the block upper 
triangular matrix will then be close to the matrix U in the factorization treated 
in Section 1 of the present paper. This is a partial explanation of our interest 
in the bounds derived in Proposition 1 and its corollary. 
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working conditions. Thunks are also due to Mr. Mao Zu-fan of the Chinese 
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