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Seznam uporabljenih kratic 
AED Alarm and Events Database; podatkovna baza alarmov in dogodkov 
AI Analog input; analogni vhod 
AO Analog Output; analogni izhod 
API  Application Programming Interface; programski vmesnik 
AR Analog Register; analogni register 
CPU  Central Processing Unit; centralno procesna enota – procesor 
DA Digital Alarm; digitalni alarm 
DHCP  Dynamic Host Configuration Protocol; omrežni protokol za dinamično 
nastavitev gostitelja 
DI Digital Input; digitalni vhod 
DNS Domain Name System; domensko ime strežnika 
DO Digital Output; digitalni izhod 
DR Digital Register; digitalni register 
HD  High Definition; visoka ločjivost 
HTC  Historical Collector; zbiratelj zgodovine 
HVAC  Heating, Ventilation and Air Conditioning; gretje, prezračevanje in 
klimatizacija 
ICS  Industrial Control Systems; nadzorni industrijski sistemi 
I/O  Input/Output; vhod/izhod 
IP  Internet Protocol; protokol mrežnega sloja za izmenjavo paketov 
KVM  Keyboard, Video and Mouse; tipkovnica, video in miška 
LAN  Local Area Network; lokalno omrežje 
NIC  Network Interface Card; omrežna kartica 
OPC  Object Linking and Embedding for Process Control; protokol za  
PC  Personal Computer; osebni računalnik 
PLC  Programmable Logic Controller; programirljivi logični krmilnik 
RAID  Redundant Array of Independent Disks; redundantno polje med seboj 
neodvisnih diskov 
SAN  Storage Area Network; shranjevalna enota mrežnega okolja 
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SQL  Structured Query Language, strukturirani povpraševalni jezik za delo s 
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UPS  Uninterruptible Power Supply; brezprekinitveni napajalni sistem 
USB Universal Serial Bus; univerzalno serijsko vodilo 












V diplomskem delu je opisana nadgradnja obstoječih strežnikov pri stranki, katere 
primarna dejavnost je proizvodnja cementa, na dva virtualna strežnika VMWARE ESXi 6.0 s 
pripadajočo programsko opremo. Odločitev za nadgradnjo je bila sprejeta zaradi več razlogov. 
Prvotno smo želeli odpraviti drago in nepotrebno vzdrževanje dvaindvajsetih različnih fizičnih 
strežnikov in izpade proizvodnega sistema, ki so povezani z izpadi katerega koli od teh 
strežnikov. Prav tako pa smo želeli odpraviti izpad poročilnega sistema, vezanega na strežnik, 
kjer je za zbiranje podatkov bil prej uporabljen programski paket za arhiviranje Proficy 
Historian 3.5. Ob izpadu strežnika, kjer je potekal zapis zgodovine, smo ostali brez podatkov 
tudi za načrtovano in sprotno porabo, ker nismo mogli priti do stroškovne bilance za določeno 
preteklo obdobje. Hkrati smo se rešili nepotrebnih stroškov, povezanih s porabo električne 
energije, ki jo je povzročilo delovanje prejšnjih strežnikov, prepotrebnih UPS sistemov in 
hlajenje strežniških omar. Pridobili smo tudi na skrajšani mrežni povezavi, ki jo je zahtevalo 
večje število strežnikov. Ker sta virtualna strežnika povezana preko skupinske nastavitve, smo 
ob izpadu enega od strežnikov dosegli neprekinjeno delovanje sistema z visoko 
razpoložljivostjo. Strežnika sta tudi lokacijsko ločena in povezana z optičnim kablom, diskovna 
polja in 10G stikalno omrežje pa so podvojeni in redundantni. Ob izpadu enih, druga takoj 
prevzamejo vso operativnost, s čimer smo želeli poskrbeti za nemoten delovni proces 
proizvodnje, nizke stroške vzdrževanja, lažje oddaljeno upravljanje strežnikov, lažje bodoče 
nadgradnje, varnost in zanesljivost sistema ter nižje stroške investicij v novo opremo. Z zgoraj 
naštetim smo ob izpadu strojne opreme zagotovili nemoteno obratovanje delovnega procesa. 
Na programskem nivoju je bilo potrebno rešiti preklop ob izpadu aktivnih SCADA strežnikov 
na tiste, ki so v pripravljenosti. Za rešitev naštetih težav smo izbrali ponudnika, ki se nam je 
zdel najbolj primeren. Na sami proizvodni lokaciji so bili nameščeni strežniki s starejšo verzijo 
tega ponudnika, in sicer Proficy HMI/SCADA iFix 3.5, zato smo se odločili za nadgradnjo na 
verzijo 5.8. Za lažjo preglednost operaterjem je bila sprejeta odločitev za povečanje ločljivosti 
s 1280x1040 na polno HD resolucijo 1920x1200. Namesto desetih fizičnih računalnikov, kjer 
so bili postavljeni odjemalci, smo jih postavili 6, ki preko ethernet omrežja dostopajo do 
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virtualnih strežnikov, preklop SCADA sistema pa je rešen na nivoju virtualnega strežnika, tako 
da operater niti ne zazna, kdaj se je preklop ob morebitnem izpadu zgodil. Ob prej omenjenem 
problemu z arhiviranjem podatkov smo na virtualni strežnik namestili tri virtualne strežniške 
računalnike. Dva potrebujemo za najnovejšo opremo za arhiviranje podatkov Proficy Historian 
6.0, ki po novem vsebuje redundantno rešitev v primeru izpada enega od Historian strežnikov. 
Na enem je postavljen Historian strežnik, na drugem pa njegova zrcalna kopija. Vse skupaj pa 
je povezano s SQL strežnikom, ki je postavljen na tretjem virtualnem računalniku. S tem smo 
poskrbeli, da z izgubo katerega koli od teh treh strežnikov ne izgubimo potrebnih podatkov za 
obdelavo. 
Tako sem na vseh področjih poskrbel za rešitev, pri kateri sistem in proizvodni procesi 
nemoteno delujejo po izpadu katerega koli zgoraj naštetega sklopa. Seveda pa smo v določenih 
primerih, kot je izpad elektrike (določen čas ob izpadu je sistem pokrit z UPS sistemi) ali 
krmilne enote, nemočni. Prostor za nadgradnjo vidim predvsem na krmilnem nivoju, saj bi 
lahko naročili krmilnike, ki bi bili redundantni obstoječim in bi imeli pokrit izpad krmilne enote, 
vendar je ta rešitev ekonomsko neupravičena in se zanjo nismo odločili.  
 




This thesis describes how to upgrade existing servers within the customer, whose 
primary business is the manufacture of cement, into two virtual VMware ESXi 6.0 with 
associated software. The decision to upgrade was accepted for several reasons. Originally, we 
wanted to solve costly and unnecessary maintenance with 22 different physical servers, 
downtime of the production system associated with a failure of any of these servers in the failure 
reporting systems tied to the server, where previously for the data collection Proficy Historian 
3.5 was used. With the failure of the server, where the record of history is held, we are left 
without data for planned and ongoing consumption, because we were unable to get the balance 
of the cost for a particular prior period. At once we saved unnecessary costs, associated with 
the power consumption, caused by earlier servers, a lot of UPS systems and server cabinets 
cooling. We have also acquired new network connection by decreasing the number of servers 
required. Since the virtual server is connected via a cluster configuration, in the event of failure 
of one of the servers, we achieved continuous operation of the system with high availability. 
Servers are also separated on 2 locations and connected by fiber optic cable. Disk arrays and 
10G switching network are duplicated and redundant so that with the failure of ones, the others 
immediately assume full operability. In this way we ensure a smooth production process, low 
maintenance costs, facilitate remote management of servers, easier future upgrades, security 
and reliability of the system, and lower costs of investment in new equipment. With all that is 
stated above, we cover workflow hardware shortfalls. However, at the software level, it was 
necessary to configure the switch upon failure of the active SCADA back to the backup. To 
resolving these problems, we have chosen a provider that has a history of experience with 
ensuring redundant SCADA system. On the same production side, we have installed servers 
with the old version of this service provider Proficy HMI/SCADA iFix 3.5, which we decided 
to upgrade to version 5.8. To facilitate transparency for operators, we decided to increase the 
resolution from 1280x1040 to 1920x1200 full HD. Instead of 10 physical computer clients we 
set 6, which access virtual servers via an Ethernet network. Switching between both SCADA 
systems is solved at the level of the virtual server, so that the operator does not even detect 
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when the turnover between active and backup SCADA on the possible failure occurred. To 
resolve problems with archiving data on a virtual server, we installed three servers. Two are 
needed for the latest equipment for data archiving Proficy Historian version 6.0, which now 
contains a redundancy solution in the package of a Historian server. On one side Historian 
server and on the other his mirror node. All this is linked to the SQL server, which is installed 
on a third server. In this way we can make sure that the loss of any of these three servers does 
not lose the data required for processing. So I took care for all possible distractions to find a 
solution where the system and manufacturing processes operate smoothly after the failure of 
any of the above mentioned elements. Nevertheless, nothing can be done in certain situations, 
such as power loss (during the failure the system it is covered with UPS systems for a certain 
period of time). I see possibility for improvement mainly on a control unit, as we could order 
PLCs, which would be redundant to the existing ones and would cover the failure of the control 
unit. Unfortunately, this solution is economically unjustified and it was not our final decision. 
 





Virtualizacija je pojem, ki se zadnje čase pogosto pojavlja, zato je za njegovo 
razumevanje prvotno potrebna ustrezna definicija. V računalništvu se virtualizacija nanaša na 
ustvarjanje virtualne verzije nečesa, vključno z virtualno verzijo računalniške strojne platforme, 
naprav za shranjevanje in omrežnih virov. Začela se je že leta 1960, kot metoda logične ločitve 
sistemskih virov, zagotovljenih s strani glavnih računalnikov med različnimi aplikacijami. 
Virtualizacija strojne opreme ali platforme se nanaša na ustvarjanje virtualnega stroja, ki deluje 
kot pravi računalnik z operacijskim sistemom. Programska oprema, izvedena na teh virtualnih 
strojih, je ločena od osnovnih virov strojne opreme.  
Zahteva po zagotavljanju nemotenega procesa delovanja osnovnih delov samega sistema 
je postala nujna potreba, da so se pri naročniku odločili zamenjati vse obstoječe fizične 
strežnike, ki jih je bilo dvaindvajset, z dvema najzmogljivejšima strežnikoma, na katerih se 
izvaja programska oprema za ustvarjanje virtualnega okolja s strani podjetja VMWARE. Ker 
gre za velik in obsežen sistem proizvodnje, so se odločili ugoditi tej zahtevi. V sistemu imamo 
nekaj kritičnih enot proizvodnje, katerih zaradi varnosti ne smemo izgubiti. V določenih delih  
proizvodnje temperature dosegajo tudi 1500°C in bilo bi zelo nevarno, da ta enota ostane brez 
nadzora. Imajo tudi nadzorovan prenos surovine iz kamnoloma preko kilometrskih transportnih 
trakov do mlinov. Z izgubo te enote bi izgubili vnos surovin v proizvodni proces. V sistemu 
imamo nekaj tisoč aktuatorjev (pogoni, črpalke, ventilatorji, ventili, lopute) in digitalnih 
senzorjev, proces pa upravljamo z 39 krmilnimi enotami. Proizvodnja je avtomatsko krmiljena 
preko različnih sekvenc, receptur in faz. Ročno upravljanje je uporabljeno v servisnem režimu 
in lokalnem dostopu, zato so se odločili za virtualni strežnik ESXi 6.0. Najprej je bilo potrebno 
izbrati strojno opremo, ki nam zagotavlja nemoteno delovanje virtualne programske opreme. 
Izbrali so ponudnika Dell, ki  s svojo zadnjo verzijo strežnika izpolnjuje zahtevane zmogljivosti 
in lastnosti. 
Za povezavo med strežnikoma, ki sta fizično ločena na desetkilometrski oddaljenosti, 
smo izbrali optični kabel. Pri izbiri LAN 10 Gigabit komunikacijskih stikal smo upoštevali 
zahteve  proizvajalca virtualnega strežnika. Poglavitni zahtevi sta:   
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- ESXi strežnik mora podpirati samo NIC skupinsko delo na enem fizičnem stikalu. 
- Stikalo mora biti nastavljeno za izvedbo protokola 802.3ad v statičnem načinu ON in 
virtualno stikalo mora imeti bremensko uravnoteževano metodo, nastavljeno na pot, 
ki temelji na IP protokolu. 
 
V sklopu projekta je izvedena še postavitev SAN diskov, ki sta tudi redundantna (slika 1.1). 
Razvidno je, da imamo sedaj dva virtualna strežnika, posebej namenjena industrijski mreži, ki 
sta preko stikal vezana na obstoječe omrežje. 
Za samo mrežno povezavo, nastavitev stikal, nastavitev portov in položitev kablov smo 
za pomoč pri izvedbi najeli podjetje, ki je strokovno usposobljeno na tem področju in zagotavlja 
pravilno delovanje in vzdrževanje celotne mrežne povezave. 
 
 
Slika 1.1: Komunikacijska shema omrežja 
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2. Opis virtualnega strežnika VMWARE ESXi 6.0 
Programski paket vSphere spada med podatkovne izdelke. Je kot Microsoft Office, ki ima 
veliko programskih orodij, kot so MS Word, MS Excel, MS Access itd. Tako kot Microsoft 
Office je tudi vSphere programski paket, ki ima številne komponente programske opreme, kot 
so vCenter Server, ESXi, vSphere client (slika 2.1) itd. Operacijski sistem ESXi je njegov 
najpomembnejši del.  To ni posebna programska oprema, ki jo lahko namestimo in 
uporabljamo, je samo ime paketa, ki ima še druge sestavine.  
 
 
Slika 2.1: Shematski prikaz in medsebojne komunikacijske poti virtualne programske opreme vSphere [1] 
 
ESXi je operacijski sistem, ki je nameščen na fizičnem strežniku. Na njem je nameščen 
vSphere programski paket, s katerim  nameščamo virtualne računalnike in upravljamo celoten 
virtualni nadzor. Vsi virtualni računalniki ali gostujoči operacijski sistemi OS so nameščeni na 
strežniku ESXi. Za namestitev, upravljanje in dostop do teh virtualnih računalnikov 
potrebujemo drugi del  vSphere paketa, imenovan vSphere client ali vCenter Server. vSphere 
Client administratorjem omogoča povezovanje z ESXi strežnikom in upravljanje virtualnih 
računalnikov in je nameščen na računalniku odjemalca (npr. administratorjev prenosni 
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računalnik). Uporablja se, da se lahko sistemski inženir povezuje na ESXi strežnik in opravlja 
naloge nadzora.  
Virtualni računalnik vCenter Server je obvezna oprema za sistemskega inženirja, da lahko 
dostopa do več funkcij, kot so VMotion, VMware High Availability, VMware Update Manager 
in VMware Distributed Resource Scheduler. Na njem je nameščen vSphere Client, sam pa je 
nameščen na operacijskem sistemu Linux Server, poimenovanem ESXi. VMware vCenter 
Server je centralizirana aplikacija za kreiranje virtualnih računalnikov. vSphere Client se 
uporablja za dostop do vCenter Server. Na primer, enostavno lahko kloniramo obstoječe 
virtualne računalnike v vCenter Server.  
 Virtualni računalnik vCenter Server je nameščen na ESXi in se lahko namesti tudi na 
drugem samostojnem fizičnem strežniku. Je komponenta vSphere, ki se uporablja predvsem v 
okolju, kjer je veliko ESXi strežnikov in na desetine virtualnih računalnikov [2]. 
 Na kratko sem opisal različne programske opreme znotraj samega izdelka. Ker sem se pri 
tem projektu prvič spopadel z inštalacijo in namestitvijo, sem za ta del pridobil pomoč 
sodelavcev z IT področja, ki imajo več izkušenj v sodelovanju s strankino IT službo, kjer je 
projekt bil izveden.  Namen je bil, da tudi oni pridobijo novo znanje za  uporabo in kasnejše 
vzdrževanje sistema. Skupinska nastavitev je vzpostavljena že na samem nivoju operacijskega 
sistema, kjer poteka replikacija med strežnikoma. Na vsakem strežniku se izvajajo različni 
virtualni računalniki (na vsakem sistemu približno polovica, ki so hkrati različni). Ko se zgodi 
izpad enega, drugi virtualni strežnik avtomatsko prevzame in poda zahtevo za njegovo 
delovanje. O tem smo obveščeni in imamo čas, da vzpostavimo virtualni strežnik v delujoče 
stanje.  
2.1 Opis posameznih komponent virtualnega strežnika 
2.1.1 vCenter server 
Virtualni računalnik VMware vCenter Server (slika 2.2) omogoča centralizirano 
upravljanje vSphere virtualne infrastrukture, virtualiziranih gostiteljev in virtualnih 
računalnikov z ene same konzole. Administratorjem daje vpogled v konfiguracijo kritične 
komponente virtualne infrastrukture, vse na enem mestu. IT administratorji lahko zagotovijo 
varnost in razpoložljivost, poenostavitev posameznih nalog, ki se izvajajo dan za dnem in 
zmanjšajo kompleksnost upravljanja virtualne infrastrukture. Virtualna okolja lažje upravljamo 
z vCenter Server. Administrator sam lahko upravlja na stotine delovnih obremenitev, kar je več 
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kot podvojilo produktivnost pri upravljanju fizične infrastrukture. Čas za reševanje problema 
se je dramatično zmanjšal z vključitvijo komponente Log Insight. Z avtomatiziranim 
proaktivnim vodenjem virtualni računalnik vCenter Server omogoča raven storitev, ki morajo 
dinamično zadovoljiti zahtevam novih storitev, uravnoteženo delovanje vseh procesov in 
avtomatizacijo visoke razpoložljivosti. 
 
 
Slika 2.2: Konzola vCenter Server, kjer je razvidno, koliko in katere virtualne računalnike imamo na obeh 
virtualnih strežnikih in ali delujejo 
 
Odprta plug-in arhitektura vCenter Server podpira široko paleto dodatnih zmogljivosti, kar 
omogoča nove funkcionalnosti, kot so upravljanje zmogljivosti naprav, upravljanje skladnosti, 
poslovne kontinuitete in spremljanje skladiščenja. API-ji za vCenter Server omogočajo tudi 
integracijo fizičnih in virtualnih orodij za maksimalno fleksibilnost [3]. 
2.1.2 vSphere Client in vSphere Web Client 
Vmesnik vSphere Client uporabljamo za upravljanje vCenter Server in ESXi. Njegove 
povezave so navedene na njihovi strani, poskrbeti je potrebno le, da prenesemo pravilno 
različico za ESXi. Vmesnik vSphere Client je nastavljen, da temelji na strežniku, s katerim je 
povezan. Prikazuje vse možnosti, ki so na voljo za okolje vSphere glede na konfiguracijo za 
izdajo uporabniških dovoljenj. Ko je strežnik ESXi gostitelj, vSphere Client prikaže samo 
možnosti, ki so ustrezne enotnemu upravljanju gostitelja. Ko se prvič prijavite v vSphere Client, 
se prikaže domača stran z ikonami, ki smo jih izbrali za dostop do vSphere Client (slika 2.3) 
funkcij. Ko se odjavimo iz vmesnika vSphere Client, odjemalčeva aplikacija ohranja predhodno 
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stanje. Tako imamo pri naslednjem dostopu isto stanje kot preden smo zaprli aplikacijo. 
vSphere Client si namestimo na lasten računalnik, s katerega želimo imeti dostop do vCenter 
Server in je podprt samo za operacijske sisteme proizvajalca Microsoft.  
 
 
Slika 2.3: vSphere Client inventar, administracijska orodja in orodja za upravljanje z vCenter Server 
 
Opravljamo lahko številne naloge z vidika nadzora, ki je sestavljen iz enega prikazanega okna, 
ki vsebuje menijske vrstice, navigacijsko vrstico, orodno vrstico, vrstico stanja, odsek plošče in 
pojavne menije. Za dostop do vCenter Server preko drugih operacijskih sistemov pa 
uporabljamo vmesnik vSphere Web Client (slika 2.4), kjer preko internetne povezave 
dostopamo do želenih podatkov o sistemu [4]. 
 
 
Slika 2.4: Aplikacija vSphere Web Client pri kateri je razvidno, kako se dostopa do vCenter Server, katere 
Datacenter baze imamo in kateri virtualni strežniki so povezani v posamezen Datacenter 
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Ko je sistem enkrat postavljen, smo pripravljeni na ustvarjanje predloge virtualnega 
računalnika. Isto predlogo bomo potem uporabili še za kreiranje ostalih, kolikor jih bomo pač 
potrebovali. Zahteve za postavitev novega sistema za nadzor so 8 virtualnih računalnikov z 
operacijskim sistemom Windows Server 2012 R2. Ta verzija operacijskega sistema je trenutno 
zadnja, ki je podprta s strani proizvajalca SCADA sistema in sistema arhiviranja. 
2.1.3 Windows Server 2012 R2 
Windows Server je skupina operacijskih sistemov razvita s strani proizvajalca Microsoft, 
ki podpira shranjevanje podatkov in upravljanje aplikacij in komunikacij. Prejšnje različice 
operacijskega sistema Windows Server so se osredotočile na stabilnost, varnost, mreženje in 
različne izboljšave v datotečnem sistemu. Druge izboljšave so vključene tudi v razvoj za 
uvajanje novih tehnologij, kot tudi večjo podporo strojne opreme. Microsoft je ustvaril tudi 
specializiran SKU Windows Server, ki se osredotoča na domačo uporabo. Windows Server 2012 
R2 je najnovejša različica Windows Server in se osredotoča na računalništvo v oblaku ter 
vključuje izboljšave za virtualizacijo, upravljanje, shranjevanje, mreženje, infrastrukture 
virtualnih namizij, varstvo dostopa, varovanja informacij, spletnih storitev in infrastrukturne 
platforme aplikacij. Konzola Server Manager v operacijskem sistemu Windows Server® 2012 
R2 nadomešča starejše konzole upravljanja, kot sta konfiguracija strežnika in njegovo 
upravljanje. S konzolo Server Manager pripravimo strežnik za razporeditev z namestitvijo 
logičnih programskih paketov, ki so znani kot Server Roles, Role Services in Features: 
 
- Vloge strežnikov (Server Roles) 
 
Vloge strežnika so sklopi programske opreme, ki, če so ustrezno nameščene in nastavljene, 
omogočajo, da računalnik opravlja specifično funkcijo za več uporabnikov ali drugih 
računalnikov v omrežju. Vloge delimo glede na njihove značilnosti. Opisujejo primarno 
funkcijo, namen ali uporabo računalnika. Poseben računalnik je lahko namenjen za opravljanje 
ene vloge, ki jo v veliki meri uporabljajo v podjetju, ali pa lahko opravljajo več vlog. 
Uporabnikom v celoti zagotavljajo dostop preko organizacije do virov, upravljanih z drugimi 
računalniki, kot so spletne strani, tiskalniki ali datoteke, ki so shranjene na različnih 
računalnikih. 
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Ponavadi vključujejo lastne baze podatkov, ki so lahko čakalna vrsta za  računalniške zahteve 
ali zapise informacij o uporabnikih omrežja in računalnikih, ki se nanašajo na vlogo. Na primer 
Active Directory Domain Services vključuje zbirko podatkov za shranjevanje imen in 
hierarhične odnose vseh računalnikov v omrežju. Takoj ko so pravilno nameščene in 
nastavljene, vloge samodejno delujejo in omogočajo računalnikom, na katerih so nameščene, 
izvajanje predpisanih nalog z omejitvijo uporabniških ali nadzornih ukazov. 
 
- Storitve vlog (Role Servises) 
 
Storitve vlog so programi, ki zagotavljajo funkcionalnost vlog. Ko namestimo vlogo, lahko 
izberemo, katera vloga storitve določa vlogo za druge uporabnike in računalnike. Nekatere 
vloge, kot DNS strežnik, imajo le eno funkcijo in zato nimajo na voljo storitev vlog. Druge 
vloge, kot Remote Desktop Services imajo več storitev vlog, ki jih je mogoče namestiti glede 
na potrebe oddaljenih povezav računalnikov. Vloge si lahko predstavljamo kot skupino tesno 
povezanih, komplementarnih storitev vlog. 
 
- Lastnosti strežnika (Features) 
 
Lastnosti strežnika so programi, ki, čeprav niso neposredno del vloge, lahko podprejo ali 
povečajo funkcionalnost ene ali več vlog in izboljšajo funkcionalnost strežnika, ne glede na to, 
katere vloge so nameščene. Na primer, lastnost Failover Cluster povečuje funkcionalnost 
drugih vlog, kot so File Services in DHCP strežnik, tako da jim dovolimo pridružitev 
strežniškim nastavitvam skupin za izboljšanje redundance in boljše delovanje. Druga lastnost, 
Telnet Client, omogoča komunikacijo na daljavo s Telnet strežniki preko omrežne povezave, 
kar povečuje komunikacijske zmožnosti strežnika [5]. 
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3. Opis nadzorno-krmilnega sistema in programskih paketov 
V prejšnjem poglavju sem opisal Windows Server, kar je podlaga za nadaljnje delo na 
tem projektu. Pred predelavo sistema so pri stranki imeli fizične računalnike z operacijskim 
sistemom Windows XP in programsko opremo za nadzor krmilnega sistema iFix 3.5 verzijo ter 
resolucijo na monitorjih 1280x1024. Želja je bila slediti zadnjim trendom in najnovejši opremi 
na trgu za posodobitev sistema. Z nakupom monitorjev večjih resolucij smo poskrbeli za lažji 
pregled in nadzor. V ta namen smo izbrali iFix 5.8 SCADA verzijo in HP monitorje z 
ločljivostjo 1920x1200. Za centralizirani sistem zbiranja podatkov nismo uporabili iFix rešitve 
za arhiviranje HTC, ampak smo izbrali Historian Server 6.0 Mirror node, ki je redundantni 
strežnik za shranjevanje zgodovine. Na obstoječem sistemu smo imeli 11 strežniško-
redundantnih SCADA parov, ki smo jih zaradi boljše preglednosti in zmogljivosti novega 
sistema reducirali na 3 pare. Za izvedbo zahteve je bilo potrebno ustvariti 6 virtualnih 
računalnikov. Ker je Historian redundanten, smo za vzpostavitev sistema za arhiviranje 
ustvarili še 2 virtualna računalnika. Ko smo mislili, da je to že končno število potrebnih 
virtualnih računalnikov, sem pri inštalaciji Historian prišel do spoznanja, da za redundantno 
verzijo tega programa potrebujemo licenčni SQL Server in ne SQL Express brezplačne verzije, 
ki je bila del prejšnjih Historian verzij. Na koncu je bilo potrebno urediti še licenciranje. Po 
pregledu dokumentacije proizvajalca iFix in Historian programa sem ugotovil, da potrebujemo 
še en virtualni računalnik, kjer bodo nameščene vse licence, ki jih potrebujemo za delovanje 
teh programov. Tako smo prišli na končno število desetih virtualnih računalnikov. 
Najprej se je bilo potrebno lotiti SQL Server konfiguracije, saj je bila to osnovna zahteva 
za postavitev sistema za arhiviranje. Zadnja izdana verzija, ki je hkrati podprta s strani 
proizvajalca, je SQL Server 2012 in ta je bila tudi uporabljena. 
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3.1 Opis posameznih programskih paketov nadzorno krmilniškega sistema 
3.1.1 SQL Server 2012  
 Microsoft SQL Server 2012 je relacijski sistem za upravljanje podatkovnih baz, namenjen 
za podjetniško okolje. Tako kot njegovi predhodniki vsebuje nabor programskih razširitev 
Structured Query Language (SQL), standardno interaktivnost in programski jezik za 
pridobivanje informacij iz različnih programov in posodabljanje baze podatkov. Kot 
podatkovni strežnik je proizvod programske opreme s primarno funkcijo shranjevanja in 
priklica podatkov s strani drugih programskih aplikacij, ki se lahko izvajajo na istem 
računalniku ali na drugem računalniku preko mreže, vključno z internetom. 
 Licenčni SQL Server potrebujemo zato, ker se ob inštalaciji Historian programa kreira 
nova podatkovna tabela, poimenovana AED. Če je trenutno Historian strežnik nedostopen, 
lahko do podatkov dostopamo preko strežnika SQL Server [6]. 
3.1.2 Proficy Historian 6.0 Enterprise 
 Proficy Historian omogoča vpogled v informacije in je izdelan posebej za pridobivanje 
podatkov procesa in njihovo kasnejšo obdelavo. Proficy Historian je celovito podatkovno 
orodje, ki zbira, arhivivira in distribuira ogromno količino informacij proizvodnje pri zelo 
visokih hitrostih. Zagotavlja zrnatost podatkov, ki jih potrebujemo za analizo in reševanje 
intenzivnih težav z delovnim procesom. Proficy Historian je razvit posebej za pridobivanje 
podatkov procesa in predstavitev. Shranjuje velike količine surovih podatkov iz vseh svojih 
dejavnosti. Zagotavlja nam visok nivo sistema za upravljanje operacij na višji ravni, ter podatke 
v realnem času [7]. 
Ker je to sploh prva izdana verzija, ki ponuja redundanco, sem na začetku potreboval kar 
nekaj časa, da sem se seznanil in naučil upravljati s tem programom. SQL Server sem namestil 
na ločen virtualni računalnik, kjer sem pri nameščanju moral omogočiti dodatne vloge in 
lastnosti strežnika v Server Manager, ker program vsebuje spletno verzijo dostopa. Ta program 
je Proficy Historian Admin Console, preko katerega z oddaljenih računalnikov dostopamo do 
vpogleda v sistem in lahko hitro ugotovimo, če imamo na procesu kakšen izpad, ali se podatki 
pravilno zapisujejo in s katerega strežnika (primarnega ali sekundarnega).  
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Slika 3.1: Excel add-in orodje za konfiguracijo, izvoz, uvoz želenih spremenljivk, alarmov, podatkov, dogodkov 
 
Za dostop do samih podatkov imamo 3 poti. Historian pri inštalaciji ponuja Excel Add-in 
(slika 3.1) opcijo, s katero lahko preko programa Excel dostopamo do podatkov, ki jih je 
program začel zbirati od začetka. S tem orodjem si močno olajšamo delo s strežnikom za 
arhiviranje, saj je v tem času nepredstavljivo, da bi vsako posamezno spremenljivko, ki jo 
želimo arhivirati, ročno vnašali v sistem. Excel nam omogoča, da si v njem predhodno 
pripravimo vse spremenljivke, ki jih želimo arhivirati. Ponavadi so to analogne meritve, preko 
katerih vidimo dejanska stanja, če pride do kakšne okvare, pregretja ali izpada posamezne 
naprave oz. meritve. Iz podatkov razberemo, kaj je bil vzrok za izpad. Poiščemo lahko, katere 
spremenljivke smo dodali in imamo nad tem celovit pregled. Potem ko dobimo obliko tabele 
spremenljivk pri izvozu, dodamo tiste, ki jih želimo vnesti in izberemo opcijo Import Tags, 
sistem pa jih takoj začne arhivirati. Excel ponuja več opcij izvoza podatkov. Dobimo lahko gole 
surove podatke ali interpolacijo ali pa kakšno povprečje za določen čas itd. To orodje pride prav 
pri preimenovanju zbiralnika Collector, ki služi za arhiviranje na posameznih SCADA 
strežnikih. Collector je zbiralnik posameznega SCADA sistema in je vezan na ime računalnika. 
Izvozimo prejšnji Collector, zamenjamo ime in uvozimo nazaj ter tako ohranimo stare podatke, 
katerim bodo sedaj sledili še novi. Ima tudi opcijo izvoza alarmov, ki so bili prisotni na enem 
od sistemov, operaterskih sporočil in dogodkov. 
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V našem podjetju smo razvili programsko opremo, ki samodejno iz pridobljenih podatkov 
od 00:00 do 24:00 vsakodnevno izpiše porabo posameznih energentov, tako da ima stranka vse 
podatke o porabi in tudi v bodoče ve, koliko energentov mora imeti na zalogi in jih tudi 
pravočasno naročiti.  
Naslednje orodje, s katerim dostopamo do podatkov, je Historian Administrator (slika 
3.2).  Inštaliran je na svojem virtualnem računalniku, kjer deluje in nam omogoča hiter dostop 
do različnih stvari, katere želimo pregledati. Ni pa tako pregleden kot program Excel.  
 
 
Slika 3.2: Proficy Historian Administrator, kjer imamo hiter pregled nad delovanjem posameznega zbiralnika 
kakor tudi vpogled v vrednosti samih arhiviranih spremenljivk ter njihovo konfiguracijo 
 
Omogoča nam vpogled v delovanje sistema. Takoj je razvidno, če imamo kakšen izpad 
in ali se vse vrednosti arhivirajo. Z njim spreminjamo tudi varnostne nastavitve za dostop in 
konfiguracijo posameznih zbiralnikov Collector in spremenljivk. V glavnem ga uporabljamo 
za vzdrževanje in odpravljanje težav Historiana. 
Kot se spodobi za čas, v katerem živimo, je proizvajalec omogočil spletni dostop (slika 
3.3) do arhivirnega sistema. To je novost, ki je vključena v ta programski paket, saj je pri 
prejšnjih verzijah bilo potrebno doplačati spletni dostop, če je bila to želja naročnika.  
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Slika 3.3: Proficy Historian Web Administrator konzola, kjer imamo preko oddaljenega dostopa pregled nad 
delovanjem sistema  
  
Če želimo dostopati do arhivirnega sistema z oddaljenega mesta, uporabimo spletni dostop, saj 
se lahko od doma povežemo in upravljamo s sistemom. S konzole lahko hitro razberemo, ali 
sistem deluje ali ne. Vidimo, da je trenutno aktiven samo primarni strežnik in da delujejo vsi 
zbiralniki. V tem orodju lahko tudi dodajamo spremenljivke, si ogledamo zgodovino za izbrano 
meritev za določen čas in omogočimo ali onemogočimo arhiviranje podatkov iz različnih 
zbiralnikov. 
3.1.3 Proficy SCADA HMI iFix 5.8 
 Nadzorni sistem za zbiranje podatkov (SCADA) je sistem za daljinsko spremljanje in 
nadzor, ki deluje s kodiranimi signali po komunikacijskih kanalih (tipično en komunikacijski 
kanal na oddaljeno postajo). Nadzorni sistem se lahko kombinira s sistemom za zajem podatkov 
z dodajanjem kodiranih signalov preko komunikacijskih kanalov za pridobivanje informacij o 
stanju oddaljene opreme. To kombinacijo lahko uporabimo za prikazovanje ali evidentiranje. 
SCADA je vrsta sistema industrijskega nadzora. Industrijski nadzorni sistemi, ki temeljijo na 
računalniških sistemih, spremljajo in nadzorujejo industrijske procese, ki obstajajo v fizičnem 
svetu. SCADA sistemi so se v preteklosti razlikovali od drugih ICS sistemov po tem, da sedaj 
vključujejo več mest in daljše razdalje. Ti postopki vključujejo industrijske in infrastrukturne  
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procese, ki temeljijo na objektih. Industrijski postopki vključujejo različne proizvodnje in se 
lahko izvajajo neprekinjeno, serijsko ali diskretno [8]. 
 iFIX je program za upravljanje informacij v realnem času. Upravljanje rešitev je odprto, 
prilagodljivo in razširljivo. Vključuje najnovejšo vizualizacijo orodij, a hkrati zanesljiv nadzor. 
Verzija 5.8 je zadnja in aktualna. V začetku leta smo od proizvajalca dočakali še popravek, ki 
vsebuje podporo za delovanje na operacijskem sistemu Windows 10, ki pa še ni popolnoma 
podprt. [9].  
19 
4. Delovanje sistema in konfiguracija programske opreme za 
nemoteno upravljanje 
V začetku leta mi je bil dodeljen projekt, na katerem sem bil in sem še vedno aktiven. Gre  
za nadgradnjo obstoječega sistema za arhiviranje, predelavo starega sistema za krmilni nadzor 
na nov in predelavo obstoječega gonilnika, potrebnega za delovanje procesa. Prvotno sem dobil 
podatek, da je potrebno obstoječih 11 SCADA parov združiti v 3 pare, saj najnovejša oprema 
omogoča večje podatkovne baze, katere nemoteno delujejo. V spodnji tabeli (tabela 4.1) je 




Tabela 4.1: Število obstoječih SCADA parov in novi predlog razporeditve 
 
Kot je razvidno iz tabele, imamo v sistemu 39 Siemensovih krmilnikov in 11 SCADA parov. 
V tretjem stolpcu vidimo število spremenljivk v SCADA podatkovni bazi po posameznih parih. 
Mogoče se vam številka 20000 spremenljivk na sistem zdi velika, vendar moram povedati, da 
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na projektih, kjer sem bil udeležen, nismo imeli baze podatkov, manjše od zgoraj navedenega 
števila. S tem smo rešili vprašanje, ali bo iFix zmožen prenesti tolikšno število spremenljivk, 
pojavilo pa se je novo vprašanje, ali bo gonilnik zmožen predelati takšno količino podatkov. Po 
zagotovilih proizvajalca gonilnika S7A nemškega podjetja INCOSOL je število, za katerega 
zagotavljajo nemoten hkratni prenos, do 2000 podatkovnih blokov. Po pregledu obstoječega 
gonilnika število podatkovnih blokov na SCADA par ni večje kot 300. S tem smo teoretično 
zagotovili pogojem nemotenega delovanja. Postavitev SCADA parov je tista, ki pride zadnja. 
Pred tem je potrebno pripraviti okolje, kjer bo to omogočeno. Preden se lotim podrobnega 
opisovanja dela na tem projektu, vam želim še vizualno prikazati obsežnost sistema proizvodnje 
in komandnega prostora (slika 4.1). 
 
 
Slika 4.1: Shematski prikaz sistema 
 
Slika prikazuje razporeditev krmilnih enot, monitorjev in računalnikov po enotah. 
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4.1 Vzpostavitev delovnega okolja 
4.1.1 SCADA sistem 
Po inštalaciji okolja, potrebnega za vzpostavitev nadzornega sistema, sem se lotil 
naslednjega dela projekta. Najprej je bilo potrebno inštalirati programsko opremo Proficy iFix 
5.8 HMI SCADA, ki jo je bilo potrebno zagnati kot administrator. Po končanem vodenem 
postopku sem namestil vse zadnje obstoječe popravke, ki jih je proizvajalec izdal do tistega 
dne. Potem je bilo potrebno ustvariti nov projekt po naslednjem postopku: Najprej izberemo 
prazno SCU datoteko, ki jo prekopiramo tja, kjer bomo ustvarili nov projekt. Za preglednost 
projekta ustvarimo novo datoteko na disku s poljubnim imenom. 
 
 
Slika 4.2: Nastavitve poti projekta, kjer določimo trenutnemu projektu vse aplikacijske poti 
 
Ustvariti je bilo potrebno 6 projektov. Primarni so imeli poleg oznake kot so PEC2, PREMOG 
in CEMENT še oznake, ali gre za primarni ali sekundarni strežniški par. Projekt sem 
poimenoval PEC2PV. PV pomeni, da gre za primarni strežnik, sekundarne pa sem označil z 
BV. Včasih je bila navada, da so projekte ustvarjali kar tam, kjer so imeli inštaliran program, 
danes pa se je zaradi preglednosti to spremenilo in ustvarimo posebno datoteko, ponavadi na 
C: disku (slika 4.2), kjer imamo lažji pregled nad projektom. Potem sem se lotil konfiguracije 
alarmov. V Alarm Configuration je treba omogočiti opcijo Alarm File Service , kar pomeni, da 
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se na lokalnem računalniku, kjer strežnik deluje, kreira ALM datoteka, v kateri imamo zapise 
vseh alarmov, ki so bili aktivni, koliko časa, kdaj so se pojavili, kdo jih je potrdil in vsa dejanja 
operaterja. Ker imamo na sistemu SQL Server, sem to izkoristil tako, da sem pod opcijo Alarm 
ODBC Service naredil konekcijo na SQL (slika 4.3), kjer se vsi ti dogodki, ki se zapisujejo v 
ALM datoteko, zapisujejo tudi vanj. Potrebno je urediti podatke za povezavo na strežnik. V 
SQL se ustvari nova tabela, kamor iFix zapisuje dogodke in alarme, lahko pa uporabimo 
obstoječo tabelo, ki je bila ustvarjena pri inštalaciji Historian, torej AED tabelo. 
 
 
Slika 4.3: ODBC konfiguracija alarmov s povezavo na SQL strežnik 
 
Ko je konfiguracija alarmov končana, se lotimo SCADA Configuration, kjer nastavimo, ali je 
strežnik samostojen, ali pa je redundanten. Inštaliramo in nato izberemo pravilne gonilnike, 
omogočimo preklope med strežnikoma v primeru izpada enega strežnika in določimo 
trenutnemu strežniku, ki ga nastavljamo, ali je primaren ali sekundaren. V polje Maintenance 
Mode (servisni režim) vpišemo ustrezno kategorijo uporabnika. To opcijo uporabljamo takrat, 
kadar želimo spreminjati podatkovno bazo. Ko izklopimo to možnost, se podatkovna baza 
sinhronizira s sekundarnim SCADA sistemom in ni potrebe po prenašanju datoteke na drugi 
strežnik. To mesto je predvideno za administratorja oz. tistega, ki ima pravice za popravljanje 
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strežnika. Kategorijo za določen varnostni nivo določimo v nastavitvah varnosti v podatkovni 
bazi. 
 
Slika 4.4: SCADA Configuration, kjer izberemo gonilnike, določimo primarni ali sekundarni strežnik in 
omogočimo preklop med strežnikoma ob izpadu 
 
S slike 4.4 je razvidno, da sem na tem projektu za komunikacijo med SCADA in PLC uporabil 
licenčni S7A gonilnik. S7A driver/OPC Server je eden od vodilnih in najbolj zmogljivih I/O 
gonilnikov in OPC strežnikov za družino Siemens Simatic S7 PLC in za generična PROFIBUS 
in PROFINET protokola. Svojo zmogljivost in zanesljivost je dokazal v zadnjih 10 letih s 
prisotnostjo v več tisoč napravah, kot so: 
- Proficy iFIX I/O Driver, 
- Proficy Cimplicity I/O Driver, 
- OPC Server. 
 
Prednosti S7A gonilnika so naslednje: 
- uporaben za vso S7 PLC družino, 
- generični PROFIBUS in PROFINET vmesnik, 
- vgrajen prikazni nadzor z vsemi podatki, do katerih lahko dostopamo tudi preko 
spleta, kar omogoča lažji zagon in vzdrževanje, 
- hkratno delovanje iFix/Cimplicity gonilnika in OPC strežnika, 
- vsi razpoložjivi S7 vmesniki (serijski, MPI, Profibus in Ethernet) z enim gonilnikom. 
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Za uporabo z izdelki GE Proficy ima S7A gonilnik več visoko zmogljivih vmesnikov med PLC 
in iFIX ter Cimplicity HMI. Še posebej v velikih SCADA aplikacijah z več deset tisoč I/O 
točkami vmesniki ponujajo bistvene prednosti delovanja v primerjavi z rešitvijo OPC Server-
Client. Novi S7-1200 CPU kot tudi novi S7-1500 krmilnik se lahko priključita na S7A gonilnik. 
Poleg tega je redundanca S7-400H krmilnih parov podprta z nizom posebnih funkcij, ki 
omogočajo gonilniku, da zazna trenutno aktivni CPU [10]. Ker imamo v tem primeru virtualne 
računalnike, ki delujejo na virtualnem strežniku, so pri tem podjetju prav v ta namen razvili 
programske licence. Na virtualni strežnik namreč ni mogoče priklopiti USB ključka, ki vsebuje 
licenco. Licenca je vezana na ime računalnika in je nekoliko cenejša kot tista na ključku. Slika 
4.5 prikazuje pregled vseh podprtih protokolov in strojne opreme. 
 
 
Slika 4.5: S7A gonilnik s pregledom podprtih protokolov in strojne opreme [10] 
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Kot sem že večkrat omenil, je bilo bistvo tega projekta ustvariti redundantni sistem. Opisal bom 
preostali postopek za končno vzpostavitev redundance ter test delovanja. 
V SCU nastavitvah izberemo Local Startup (slika 4.6). 
 
 
Slika 4.6: Nastavitve lokalnega zagona projekta 
 
Nastavimo Local Node Name, ki mora biti edinstven za to SCADO (npr. PEC2PV). Local 
Logical Name je isti na obeh SCADAH (npr. PEC2). Objekte na slikah polinkamo na Local 
Logical Name. Označimo Local Node Alias. Ker imamo naš strežnik delujoč na virutalnem 
računalniku, omogočimo, da SCADA deluje kot Service. Želimo tudi, da se iFix zažene ob 
zagonu strežnika. V mrežnih nastavitvah operacijskega sistema Windows Server je potrebno 
dodeliti eno mrežno kartico, ki bo namenjena samo za sinhronizacijo med SCADA strežnikoma. 
Priporočeno je, da je na obeh strežnikih isti tip mrežne kartice in isto ime. Na obeh SCADA 
strežnikih je potrebno določiti IP teh mrežnih kartic, ki naj bo različen od ostalih. Kartici za 
sinhronizacijo med SCADA naj bosta v svoji mreži. Naslednji korak so nastavitve, do katerih 
dostopamo s klikom na gumb Data Sync Transport (slika 4.7). 
Izbrati je potrebno mrežno kartico, ki je namenjena sinhronizaciji in jo z gumbi gor/dol 
premaknemo na vrh seznama (na seznamu mora pred njo pisati Primary). V razdelku Settings 
je potrebno omogočiti Enable opcijo in spodaj vnesti IP sekundarnega strežnika (Partner's 
address). Če je na ostalih karticah na seznamu obkljukano Enable, damo kljukico stran. 
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Slika 4.7: Izbira mrežne kartice za SCADA sinhronizacijo  
 
 
Slika 4.8: Mrežne nastavitve 
 
Naslednji korak je, da izberemo Network Configuration. Če je predhodno vse prav 
nastavljeno, bi moral iFix že sam nastaviti mrežne nastavitve, kot je na sliki (slika 4.8). V 
naprednih nastavitvah (slika 4.9) je potrebno onemogočiti (disable) mrežne kartice, ki so 
namenjene PLC komunikaciji in SCADA Sync komunikaciji (sinhronizacija med strežnikoma). 
Delovanje sistema in konfiguracija programske opreme za nemoteno upravljanje 27 
 
   
 
 
Slika 4.9: Napredna mrežna nastavitev 
 
In smo že pri zadnjem koraku, kjer je potrebno izbrati pravilni vrstni red opravil pri zagonu: 
- IOCONTROL.EXE (nastavitev zagona gonilnikov in zakasnitev), 
- WSACTASK.EXE (zakasnitev alarmiranja pri zagonu projekta in pri preklopu 
redundance), 
- SUMQDEL.EXE (pogostost preverjanja alarmov), 
- WORKSPACE.EXE (aplikacija za pregled nadzora), 
- IHFIXCOLLECTOR.EXE (aplikacija za arhiviranje), 
- FixBackgroundServer.EXE (strežnik, ki je aktiven v ozadju in skrbi, da se urnik izvaja). 
To vse potrebujemo za zagon projekta in delovanje strežnika. Ker imamo virtualne 
računalnike, potrebujemo še odjemalce, na katerih bo prikazana SCADA, saj tam deluje samo 
podatkovna baza, slike nadzornega sistema pa ima vsak odjemalec svoje. Nastavitev odjemalca 
je zelo podobna strežniški namestitvi, samo da ni potrebno ustvarjati povezave do baze, 
redundantnega strežnika in mreže. V Network Configuration je potrebno vpisati vsa imena 
SCADA Node Name, do katerih želimo imeti dostop oz. imeti njihovo podatkovno bazo. 
Odjemalec ima slike projekta lokalno na svojem disku, lahko pa na strežniku naredimo 
datoteko, ki jo delimo in popravljamo slike samo na enem mestu. Odjemalci so fizični 
računalniki, ki se nahajajo v strežniški sobi. V komandni sobi do odjemalcev dostopamo preko 
KVM povezave. Torej lahko na enem odjemalcu prikazujemo vse 3 SCADA pare, ki so bili del 
tega projekta. Je pa tukaj še ena nastavitev, brez katere povezava do strežniških podatkovnih 
baz ne bo delala. To je datoteka hosts, kjer je potrebno navesti imena SCADA sistemov in 
njihov IP. Končno imamo postavljen sistem, ki medsebojno komunicira in prenaša podatke. 
Vse skupaj pa za pravilno delovanje potrebuje licence. Za virtualni računalniški sistem so pri 
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proizvajalcu Proficy razvili tudi virtualne licenčne strežnike (slika 4.10), s konzolo za dostop 
do licenc v oblaku. Potrebno je vzpostaviti internet in intranet povezavo do licenčnega oblaka, 
kjer imamo na voljo vse licence, ki smo jih naročili in plačali.  
 
 
Slika 4.10: Proficy License Server, kjer imamo vse licence na enem mestu in so dostopne vsem odjemalcem, 
namestimo ga samo na enem mestu in do njega dostopamo preko License Manager 
 
Ko je vzpostavljena internetna povezava, enostavno prenesemo vse licence na strežnik in 
jih kasneje preko License Manager (slika 4.11), ki ga namestimo na odjemalce, prenesemo na 
tisti virtualni računalnik, kjer bo strežnik deloval.  
 
 
Slika 4.11: Proficy License Manager konzola, preko katere dostopamo do licenčnega strežnika in vseh licenc v 
sistemu. Podrobno si lahko ogledamo tudi, kaj katera licenca vsebuje. Potrebna je povezava s strežnikom. 
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4.1.2 Test redundance SCADA sistema 
Pri SCADA sistemu sta nam ostali še dve opravili, s katerima zagotovimo funkcionalnost 
sistema. Najpomembnejše opravilo tako zame kot za stranko je test redundance. Z delovanjem 
tega opravila dobimo visoko zmogljivost in odzivnost sistema ob izpadu enega od strežnikov. 
Če izpade aktivna SCADA, na katero je povezan odjemalec, mora sistem zagotoviti avtomatski 
preklop na tisto, ki je do takrat delovala v ozadju. Za redundantni sistem je potrebna posebna 
licenca. Testiral sem dve opciji preklopa SCADA redundance. V prvi sem ročno prestavil z 
aktivne na tisto v pripravljenosti in nazaj (slika 4.12, slika 4.13), ter vklopil servisni režim (slika 
4.14), v katerem lahko popravljamo bazo podatkov brez izgube podatkov v smeri odjemalca, 
saj se oba sistema postavita v aktivni režim, odjemalec pa prenaša podatke preko sekundarnega 






















Slika 4.12: Primarna SCADA aktivna in sekundarna SCADA v pripravljenosti 
Slika 4.13: Primarna SCADA v pripravljenosti in sekundarna SCADA aktivna 
Slika 4.14: Maintenance mode (servisni režim), primarna in sekundarna SCADA aktivni 
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V drugem primeru sem testiral avtomatski preklop. Prvič sem onemogočil mrežno povezavo 
(slika 4.15) na primarnem strežniku in sekundarna SCADA je avtomatsko prevzela aktivno 
stanje. Drugič pa sem izklopil primarni SCADA strežnik (slika 4.16) in spet je sekundarni 
prevzel aktivno stanje, kar pomeni da je bil test opravljen z najvišjo odliko in smo lahko 














4.1.3 Podatkovna baza in gonilnik SCADA sistema 
V tem poglavju bom prikazal razliko med obema gonilnikoma na primeru baze in različna 
naslavljanja pri obeh gonilnikih, kar je bilo pomembno pri predelavi obstoječe podatkovne 
baze. Predelan je bil tudi gonilnik.  
 
 Siemens Layer 4 S7A 
AI SL4 Float PLC:DB:404:192 S7A  PLC:DB404.DBF192 
AO SL4  PLC:DB:110:6 S7A  PLC:DB110.DBB 6 
DI SL4  PLC:DB:110:31:7 S7A  PLC:DB110.DBX 31.7 
DO SL4  PLC:DB:200:3:6 S7A  PLC:DB200.DBX 3.6 
DA SL4  PLC:DB:180:316:0 S7A  PLC:DB180.DBX 316.0 
AR SL4 Float PLC:DB:115:68 S7A  PLC:DB115.DBF68 
DR SL4  PLC:DB:100:5:0 S7A  PLC:DB100.DBX 5.0 
Tabela 4.2: Primerjava podatkovnih baz 
Slika 4.15: Preklop ob izpadu mreže na primarni SCADI 
Slika 4.16: Preklop ob izklopu primarne SCADE 
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V prejšnjem SL4 gonilniku, ki je prikazan v tabeli 4.2, so bili vsi naslovi oz. elementi definirani 
kot spremenljivka tipa byte in je bilo potrebno dodatno v opcijah določiti, ali gre dejansko za 
tip spremenljivke tipa float (real), integer, double integer, bool. V S7A gonilniku so te stvari 
posodobili na ta način, da lahko že v naslovu določimo tip spremenljivke. Na primer pri DO 
signalu imamo na levi strani polni zapis naslova, medtem ko na desni strani definiramo bool 
spremenljivko kot DBX; isto je v primeru analognih signalov, kjer z DBF definiramo, da gre 
za realno spremenljivko (float). To je bistvena razlika med obema gonilnikoma, je pa res, da je 
bilo potrebno predelati preko 40000 spremenljivk.  




Slika 4.17: S7A gonilnik, kjer določimo, koliko krmilnih enot imamo v sistemu, kateri tip krmilnika in katere 
podatkovne bloke prenašamo za komunikacijo med SCADA in PLC 
 
Na levi strani je razvidno, da imamo več kanalov (različnih krmilnikov). Vsakemu od 
krmilnikov je potrebno dodeliti naslov in tip krmilnika. Pod gumbom Options ima opcijo, da 
vklopimo samodejno kreiranje podatkovnih blokov, kar pomeni, ko uvažamo spremenljivke v 
v iFix podatkovno bazo, gonilnik avtomatsko kreira podatkovne bloke označene z vijolično 
barvo. Odzivnost gonilnika je odlična. V tem primeru imamo 10 krmilnikov. Na svojih 
projektih sem imel največ 21 krmilnikov in povezava z vsemi je bila nemotena in brez izpada. 
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Tukaj pa sem naletel na problem. Če izpade eden od krmilnikov, SCADA ne zazna izpada, 
ampak na nadzornem sistemu ostanejo vidne zadnje vrednosti, ki jih je prejela od krmilnika, in 
težko opazimo, da se vrednosti že nekaj časa niso spremenile. Potreboval sem rešitev, s katero 
bi alarmiral in s tem obvestil operaterja o izpadu krmilnika. Če krmilnik izgubi napajanje, se na 
nadzornem sistemu prikažejo vprašaji, kar pomeni, da krmilnik ne deluje. V drugem primeru 
pa gre lahko krmilnik tudi v ustavitev ali pa na gonilniku pride do napake, kar pa na nadzornem 
sistemu ni razvidno, saj SCADA še kar komunicira s krmilnikovimi podatkovnimi bloki. 
Rešitev je Watchdog. V iFix podatkovni bazi je potrebno kreirati tri spremenljivke. Prva je za 









V skripti, ki temelji na VBA konceptu, je potrebno ustvariti časovnik, kjer določimo, da se 
urnik izvaja kontinuirano na vsakih 15 sekund in na koncu resetira števec. Poleg tega ustvarimo 
še živi bit, ki spreminja vrednosti v tem časovnem obdobju 15 sekund. SCADA postavlja bit na 
1, krmilnik pa ima 3 sekundni pulz, ki vrednost bita vrne na vrednost 0. Če SCADA po 15 
sekundah ne dobi spremenjene vrednosti, se sproži alarm, ki opozori operaterja, naj preveri, ali 
se je krmilnik ustavil ali pa gonilnik ne komunicira več.  
4.1.4 Historian arhivirni sistem 
Pri vzpostavitvi sistema za arhiviranje sem imel največ težav, saj sem se kot prvi v 
podjetju seznanil z novo programsko opremo. Pri inštalaciji Historian arhivirnega sistema je 
bilo potrebno strežniku omogočiti določene vloge in funkcije, da se je program pravilno 
namestil. Potrebno je bilo vpisati podatke o SQL strežniku ter uporabniško ime in geslo za 
dostop do tabele dogodkov in alarmov, ki je bila ustvarjena. Postavljen je bil Historian Single 
Server, potrebno pa mu je bilo dodati njegovo zrcalno kopijo (mirror node). Na voljo sta bili 
dve opciji dodajanja zrcalne kopije, ročna in avtomatska. V dokumentaciji sem zaznal, da se 
Slika 4.18: Časovno baziran urnik 
Slika 4.19: Dogodkovno baziran urnik 
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priporoča ročni način dodajanja. Pri dodajanju je bilo ključno, da sem ročno prenesel datoteke 
primarnega strežnika na njegovo zrcalno kopijo. To so arhivske in konfiguracijske datoteke, ki 
jih morata imeti oba arhivirna sistema. Imena datotek primarnega strežnika sem preimenoval z 
imenom zrcalne kopije. Zatem je bilo potrebno ustaviti Windows Services, ročno prekopirati 
datoteke in potrditi, da je ročni prenos končan. Na koncu pa sem ponovno pognal vse servise 
nazaj. V registre Windows Server (slika 4.20) sta se vpisala oba Historian sistema, kar pomeni, 




Slika 4.20: Registry Editor v katerem je razvidno, da je primarni strežnik zaznal svojo zrcalno kopijo in jo vpisal 
v registre 
 
Kljub temu, da je bilo vse izpeljano po navodilih, sistem še ni deloval. V programski 
dokumentaciji je pisalo, da ni nujno potrebno ustvarjati domenskega uporabnika, ampak da bo 
sistem deloval z uporabnikom iz delovne skupine (slika 4.21).  
 
 
Slika 4.21:Uporabnik del delovne skupine 
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Zadevo sem rešil tako, da sem v Historian servisih moral dodati izjemo za zagon (Log 
On As) kot privzeti račun uporabnika, ki je hkrati administrator.  Delovanje sistema je bilo 
potrebno še testirati. 
4.1.5 Test Historian arhivirnega sistema 
Testiral sem preklop med delovanjem primarnega Historian (THIST03) ter mirror 
Historian (THIST04) strežnika po naslednjem vrstnem redu. Najprej sem preveril, da oba 
sistema delujeta (slika 4.22). 
 
 
Slika 4.22: Delovanje obeh Historian strežnikov 
 
Nato sem izklopil primarni strežnik, zrcalna kopija je delovala, iFix graf je javil napako 
povezave do primarnega strežnika ter ni več izrisal grafa. SQL povpraševanje je delovalo 
nemoteno (slika 4.23). 
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Slika 4.23: Izklop primarnega arhivirnega sistema Historian 
 
Po določenem času je bilo vzpostavljeno normalno delovno stanje primarnega arhivirnega 
sistema Historian po izpadu (slika 4.24). 
 
 
Slika 4.24: Vzpostavitev obeh strežnikov v normalno delovno stanje 
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Sistem se je enako obnašal tudi, ko sem izklopil Historian zrcalno kopijo. Najbolj moteča stvar 
pri tem testu je ta, da ko izpade eden od strežnikov, ni pomembno kateri, iFix grafi izgubijo 
podatke. Kontaktiral sem proizvajalca, ki je zagotovil, da bodo v kratkem roku odpravili to 
napako v naslednjem popravku za iFix 5.8, kar se pa do sedaj še ni pripetilo.  
4.1.6 Redundanca Historian Collector 
Podobno kot pri iFix sem tudi pri Historian moral narediti Watchdog, ki preklaplja med 
aktivnim zbiralnikom in zbiralnikom v pripravljenosti. Spremenljivka je narejena na krmilnem 
nivoju in če Historian ne prejme v določenem času nazaj bita s strani krmilnika, predvideva, da 






Vzpostavitev redundantnega sistema, ki sem ga opisal v diplomskem delu, je bila 
zahtevna, polna pridobljenih novih znanj in sprotnega učenja. Z ideje o posodobitvi sistema na 
najvišji nivo, kot ga premore slovenska industrija, smo prešli na izvedbo. Prvotno se je naročila 
nova oprema, stikala, virtualna strežnika, novi odjemalci, licence. Najprej je bila vzpostavljena 
arhitektura strojne opreme, ki ji je nato sledila vzpostavitev programske opreme in njena 
nadgradnja. Največ težav sem imel s postavitvijo strežnikov Windows Server, SQL Server ter 
Historian, saj sem se s to programsko opremo srečal prvič. Potrebno je bilo slediti navodilom 
proizvajalca, če pa še ta niso bila dovolj, je bila edina rešitev vztrajnost in večkratno poskušanje 
do končne verzije. Cilj je bil vzpostavitev redundantnega sistema kot celote, ne samo po delih. 
Glede na prejšnje izkušnje z iFix redundanco sem bil prijetno presenečen nad odzivnostjo in 
delovanjem brez napak. Žal za časa tega diplomskega dela popolna redundanca Historian 
strežnika ne bo izvedena, ker ob izpadu primarnega ali zrcalnega strežnika izpade graf na 
nadzornem sistemu in za ta čas operater ne ve, kaj vse se je dogajalo na sistemu v tem času in 
lahko spremlja samo trenutno stanje. Verjamem, da bo proizvajalec kmalu v prihodnosti 
zagotovil tako želen dodatek, ki bo odpravil to pomanjkljivost. Pomembno in odločilno za 
pravočasno končanje projekta so bili tudi odlično medsebojno sodelovanje, komunikacija in 
koordinacija z naročniške strani. Testno obdobje je minilo z nekaj malimi popravki tako na 
SCADA sistemu kot Historian strežniku. Prostora za izboljšave ni več veliko, saj smo ustvarili 
sistem z visoko zmogljivostjo, odporen na vse razen na izpad krmilnih enot. Nakup novih 
krmilnikov, da bi vsak imel svojo rezervo in bil redundanten, nima smisla, saj takšna investicija 
ekonomsko ni upravičena. V primeru odpovedi katerega koli odjemalca imamo na rezervi 
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