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Abstract. We show that for any integer N ≥ 1, there are only
finitely many cuspidal algebraic automorphic representations of
GLn over Q, with n varying, whose conductor is N and whose
weights are in the interval {0, . . . , 23}.
More generally, we define an explicit sequence (r(w))w≥0 such
that for any number field E whose root-discriminant is < r(w),
and any ideal N in the ring of integers of E, there are only finitely
many cuspidal algebraic automorphic representations of GLn over
E, with n varying, whose conductor is N and whose weights are in
the interval {0, . . . , w}. We also show that, assuming a version of
GRH, we may replace r(w) with 8πe−ψ(1+w) in this statement.
The proofs are based on some new positivity properties of cer-
tain real quadratic forms which occur in the study of the Weil
explicit formula for Rankin-Selberg L-functions. Both the effec-
tiveness and the optimality of the methods are discussed.
1. Introduction
A classical result in the geometry of numbers, due to Hermite and
Minkowski, asserts that there are only finitely many number fields with
given discriminant. Minkowski’s contribution, proved using his geom-
etry of numbers, is that such number fields have a bounded degree.
These results extend to Artin representations. Indeed, as is shown
in [ABCZ94] there are only finitely many isomorphism classes of com-
plex representations of Gal(Q/Q) with given conductor and dimension;
according to Odlyzko [Odl75], this even holds without fixing the di-
mension if we assume the Artin conjecture. In a similar spirit, famous
results of Faltings and Zahrin show that there are only finitely many
isomorphism classes of abelian varieties over Q with given conductor
and dimension; Mestre proved that this still holds without fixing the
dimension, assuming standard conjectures about the L-functions of the
Tate modules of abelian varieties over Q [Mes86, §III].
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2In this paper, we prove a new finiteness result for algebraic automor-
phic representations of GLn over number fields, which is reminiscent of
these contributions of Minkowski, Odlyzko and Mestre. In very special
cases, it actually explains the finiteness statements above.
1.1. Statements. Let E be a number field and π a cuspidal auto-
morphic representation of GLn over E. Following Harish-Chandra and
Langlands, the infinitesimal characters of the Archimedean components
of π may be viewed as a collection of semisimple conjugacy classes in
Mn(C) (§3.6); the eigenvalues of those classes will be called the weights
of π. The representation π is said algebraic if its weights are in Z; its
motivic weight w(π) is then defined as the sum of the smallest and of
the largest weights of π. As twisting a cuspidal π by | det |±1 simply
shifts the weights by ±1, we will often assume that the weights of an
algebraic π are nonnegative. In dimension n = 1, an algebraic π is a
Hecke character of type A0 in the sense of Weil. In dimension 2 and say
with E = Q, an algebraic π with weights 0 and w(π) ≥ 0 is generated
either by a cuspidal elliptic eigenform of usual weight w(π) + 1, or by
a Maass form with Laplacian eigenvalue 1
4
in the case w(π) = 0.
By classical conjectures of Fontaine-Mazur [FM95] and Langlands
[Lan97], the cuspidal algebraic automorphic representations ofGLn are
of considerable interest in arithmetic geometry: they are expected to
correspond bijectively to isomorphism classes of geometric irreducible
representations ρ : Gal(E/E) → GLn(Qℓ) (or motives). In this cor-
respondence, the Godement-Jacquet L-function of a π should be the
Artin L-function of the corresponding ρ, with matching conductors,
the weights of π corresponding to the Hodge-Tate weights ρ, and with
w(π) equal to the Deligne weight of ρ. For example, ρ is of finite image
(Artin type), if and only if the weights of π are all 0.
A general finiteness result of Harish-Chandra [HC68] ensures that
for any n ≥ 1, there are only finitely many cuspidal algebraic π of
GLn over E, with given weights and conductor. Nevertheless, beyond
a few situations in which discrete series representations of are involved,
it seems hard to say much about the number of those representations,
even in simple specific cases such as dimension n = 3, E = Q and
conductor 1. Our main result in this paper is a finiteness theorem
which is uniform in the dimension n. It is both easier to state, and
stronger, in the case E is the field of rational numbers.
Theorem A. Let N ≥ 1 be an integer. There are only finitely many
cuspidal algebraic automorphic representations π of GLn over Q, with
n varying, whose conductor is N , such that the weights of π are in the
interval {0, . . . , 23}.
This finiteness statement is surprising to us and we are not aware
of any a priori philosophical reason, either automorphic, nor Galois
3theoretic or motivic, why it should hold. It asserts in particular that
N being given, then for n big enough there is no cuspidal automorphic
representation as in the statement. This consequence is even equivalent
to the full statement, by the aforementioned result of Harish-Chandra.
Assuming the yoga of Fontaine-Mazur and Langlands, the finiteness
results discussed in the beginning of the introduction correspond to
the special cases of Theorem A with {0, . . . , 23} replaced with {0, 1}.
Before discussing the proof of Theorem A, we state a generaliza-
tion which holds for number fields E whose root-discriminant rE =
|discE| 1[E:Q] is sufficiently small. For any integer w ≥ 0, consider
the symmetric matrix M(w) = ( log π − ψ( 1+|i−j|
2
) )0≤i,j≤w, where
ψ(s) = Γ
′(s)
Γ(s)
denotes the classical digamma function. We also denote
by c(M) denotes the sum of all the coefficients of the matrix M , and
we define real numbers t(w) and r(w) by the formulas
t(w) = 1/c(M(w)−1) and r(w) = exp(t(w))
(t(w) is actually well-defined). We also set1 r∗(w) = 8πe−ψ(1+w). We
will show that r(w) and r∗(w) are nonincreasing functions of w, with
r∗(w) > r(w) (see §5). Our main result is the following:
Theorem B. Let w ≥ 0 be an integer, E a number field whose root-
discriminant rE satisfies rE < r(w), and N ⊂ OE an ideal. There are
only finitely many cuspidal algebraic automorphic representations π of
GLn over E, with n varying, whose conductor is N and whose weights
are in the intervall {0, . . . , w}.
Moreover, under a certain version (GRH) of the Generalized Rie-
mann Hypothesis, the same result holds if we replace rE < r(w) by the
weaker condition rE < r
∗(w).
The table below gives the relevant2 values of r(w) and r∗(w):
w 0 1 2 3 4 5 6 7 8
r(w) 22.3816 11.1908 7.5690 5.7456 4.6401 3.8959 3.3597 2.9546 2.6375
r∗(w) 44.7632 16.4675 9.9880 7.1567 5.5737 4.5633 3.8628 3.3486 2.9551
w 9 10 11 12 13 14 · · · 23 24
r(w) 2.3824 2.1726 1.9971 1.8480 1.7197 1.6082 · · · 1.0167 0.9768
r∗(w) 2.6443 2.3927 2.1848 2.0101 1.8613 1.7329 · · · 1.0694 1.0258
Table 1. Values of r(w) and r∗(w) up to 10−4.
1Recall the simple formula ψ(1 + w) = −γ +∑1≤k≤w 1k for w ≥ 0 an integer,
where γ is the Euler-Mascheroni constant.
2Classical estimates of Minkowski show rE > 2 for [E : Q] > 2; this explains why
the useless informations concerning 15 ≤ w ≤ 22 are omitted in Table 1.
4For instance, we have r(23) > rQ = 1 and Theorem B does imply
Theorem A. We also have r∗(24) > 1 so Theorem B asserts that we may
replace 23 by 24 in the statement of Theorem B if we assume (GRH);
note however r∗(25) < 1. For E = Q(
√−3), we have rE =
√
3 ≈ 1.7321
up to 10−4, so the table shows that the finiteness statement holds with
w = 12 (resp. w = 14 under (GRH)).We also mention r(1) = 2πeγ.
1.2. Ideas of the proofs and organization of the paper. The
proofs of Theorems A and B are of analytic flavor, and very much
inspired by the seminal works of Stark, Odlyzko and Serre on discrim-
inant bounds [Poi76a, Odl90], continued by Mestre in [Mes86].
In order to prove, say, Theorem A, a natural idea is to study the
explicit formula “à la Weil” for the Godement-Jacquet L-function of a
cuspidal algebraic π of GLn over Q of conductor N . Using Odlyzko’s
test functions, this gives a non trivial lower bound of the form logN ≥
αn, for some explicit real number α > 0, provided we have w(π) ≤ 10.
This does proves Theorem A (and much more) in this range, but we
seem to be stuck for higher w(π) and still quite far from the high
bound 23 announced in Theorem A. The situation is even far worse for
Theorem B when the number field E is different from Q: this method
gives nothing for rE > 2.67 (see §6.8).
In this work we examine the explicit formula associated to the Rankin-
Selberg L-function of π×π∨, an idea which goes back at least to Serre in
the Artin case [Poi76a, §8] and which has also been used previously by
others in the past in related contexts (e.g. by Miller in [Mil02]). This
formula depends on the choice of a test function F : R → R (§4.2),
and it is well-known that under a suitable positivity assumption on
both F and its Fourier transform, but without any assumption on the
support of F , it leads to a simple yet nontrivial inequality depending
on F . Combined with the general bounds for conductors of pairs due
to Bushnell and Henniart [BH97], this inequality may be written (see
§4)
(1.1) qRF (V ) ≤ F̂ (
i
4π
) + F (0) dim V logN.
Here, qRF is a certain real-valued quadratic form depending only on F ,
defined on the Grothendieck ring KR of the maximal compact quotient
of the Weil group of R (an extension of Z/2Z by the circle), and V
is the class in KR of the Langlands parameter of π∞ ⊗ |det |−
w(pi)
2 . In
particular, we have dimV = n.
The basic idea of our proof is as follows. If the representation π has
nonnegative weights, and motivic weight w, then V lies in a specific
finite rank sublattice K≤wR in KR. Assume we may find an allowed test
function F such that qRF is positive definite on K
≤w
R . As the set of
points of an Euclidean lattice whose squared norm is less than a given
5affine function is finite, the inequality (1.1) implies that V lies in a
finite subset of K≤wR , which in turn implies that dim V is bounded and
the finiteness of the possible representations π by Harish-Chandra.
This explains why an important part of this work is devoted to
studying the family of quadratic forms qRF , as well as a related fam-
ily of quadratic forms qCF on the Grothendieck ring KC of the unit
circle. Note that when π is a cuspidal algebraic automorphic repre-
sentation of GLn over a general number field E, a variant of (1.1)
holds, but with two main differences. There is first an additional
term on the right of the form F (0)
2
n2 |discE|, explained by Formula
(4.1). Moreover, the left-hand side becomes a sum of terms, indexed
by the Archimedean places v of E, of the form qEvF (Vv), where Vv is
the class in KEv of πv ⊗ |det |
−
w(pi)
2
v . The same strategy as above can
be applied, provided we can study the signature of the quadratic form
qLF − F (0)2 [L : R] log rE dim2 on the lattices K≤wL for L = R or C. Actu-
ally, as explained in Proposition 3.5, the study of the real case may be
entirely deduced from the complex one, when F is nonnegative; as the
ring KC is a little simpler than KR we do focus on the complex case.
The whole of section §2 is devoted to studying, for any t ∈ R,
the quadratic forms qCF − t dim2 on KC and its natural filtration by
the K≤wC for w ≥ 0, for a natural class of functions F containing all
test functions. We work in a context independent of the discussion
above and use mostly here elementary harmonic analysis on the circle.
Denote3 by K±L ⊂ KL the ±-eigenspace of the central element −1 in
WL. A first striking result is that for any nonzero nonnegative F ,
and for L = R and C, the quadratic form qLF is positive definite on
the hyperplane of K±L defined by F (0) dim = 0 (Proposition 2.2); it
has signature (∞, 1) on the whole of K±L if we have F (0) 6= 0. This
statement contains a collection of elementary yet nontrivial inequalities,
such as the following one (for a particular F ): for any real numbers
x0, . . . , xn with
∑n
i=0 xi = 0 we have
∑
0≤i,j≤n xixj log (1+ |i− j|) ≤ 0.
Two specific functions F play an important role, namely F = 1 and
F (t) = cosh( t
2
)−1. They are not test functions, but the respective limits
of the two families of Odlyzko’s test functions Gλ and Fλ, with λ→∞
(see §4.3, the function Gλ is allowed in (1.1) only under (GRH)). The
story of the form qC1 is especially beautiful. It is luckily related to the
family of Legendre orthogonal polynomials, which allows us to show
that qC1 − t dim2 is positive definite on K≤wC if, and only if, we have
ψ(1 + w) < log 8π − t (see §2.10). As we have the equivalence
1 +
1
2
+
1
3
+ · · ·+ 1
w
< log 8π + γ ⇔ w ≤ 24,
3We actually have K≤wL ⊂ K≤w+2L for any w ≥ 0, and K+L (resp. K−L) is the
union of the K≤wL with w even (resp. odd).
6this shows that qL1 is positive definite on K
≤w
L if and only if we have
w ≤ 24 (L = R or C). Under (GRH), these facts imply Theorem A
with 24 replacing 23, and eventually Theorem B, and gives as well a
conceptual explanation of the absolute bound w ≤ 24 in all of our
results, without relying on any sophisticated numerical computation.
The study of qF with F (t) = cosh( t2)
−1 is more delicate (see §2.14),
and does rely on a few numerical computations to obtain Table 1, but
they are very easy to justify. This eventually leads to the proof of both
Theorems. Let us mention that M(w) is a Gram matrix of qF on K
≤w
C .
1.3. Other results, perspectives and applications. It is a very
interesting open question to us whether Theorem A should hold in
motivic weight 25 or higher. The reader may object that in our proof
we used very specific test functions, but perhaps other choices would
lead to stronger results. We show in §6.4 that this is not the case, so
that our results are optimal in this sense (for any E). For instance,
we prove that for any test function F satisfying F ≥ 0 and F̂ ≥ 0,
then qF is not positive definite on K
≤25
R . Worse, there are concrete
effective elements in K≤25R on which qF has a negative value for all
nonzero such F . For example, we cannot rule out the possibility that
for some integer N ≥ 1, there exist infinitely many integers m ≥ 1 with
a cuspidal algebraic automorphic representation of GL32m over Q, of
conductor N , whose weights are 1, 2, . . . , 24 with multiplicity m, and
both 0 and 25 with multiplicity 4m. As a complement, we also show
in §6.4 that without assuming (GRH), our method cannot prove the
statements that we do prove assuming (GRH) !
Theorems A and B naturally raise the question of determing the
set S(E,N, w) of cuspidal algebraic representations π of GLn over E of
given conductor N and weights in {0, . . . , w}, when we have rE < r(w).
As our proof is effective in several respects (see §6.4), especially for a
trivial N, it provides a starting point for this question. This is the first
step in the determination of S(Q, (1), 22) by J. Lannes and the author in
[CL, Chap. IX]. This set has exactly 11 elements up to twist, a result
which has interesting applications to automorphic forms on classical
groups over Z as shown in [CL] (such as, a new proof that there are
exactly 24 isometry classes of even unimodular lattices of rank 24).
This is a very specific case and there is still much to explore in general.
In this direction, we mention some forthcoming work by O. Taïbi and
the author about S(Q, (1), w) for w = 23 and 24, as well as the Ph. D.
thesis of G. Lachaussée for some results about S(Q, (N), w) withN > 1.
In another direction, it should be possible to prove variants of our main
results for non necessarily algebraic automorphic representations.
Acknowledgement. This work was started during the joint work [CL]
with Jean Lannes, and it is a pleasure to thank him here, as well as Guillaume
Lachaussée, Patrick Gérard and Olivier Taïbi, for several useful discussions.
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2. Some quadratic forms
2.1. We fix a Lebesgue integrable function H : [0,+∞[→ R such that
the map t 7→ H(t)−H(0)
t
is bounded on ]0, ǫ[ for some ǫ > 0. The sum
(2.1) ψH(s) =
∫ ∞
0
(
H(0)
e−t
t
−H(t) e
−st
1− e−t
)
dt,
is then absolutely convergent for all s ∈ C with Re s ≥ 0, and defines a
holomorphic function on Re s > 0 that is continuous on Re s ≥ 0. For
example, for a > 0 and H(t) = e−at we have ψH(s) = ψ(a + s) where
ψ(s) = Γ
′(s)
Γ(s)
is the classical digamma function, and forH(t) = 1−e
−t
t
e−at
we have the well-known identity ψH(s) = log (a + s). For n ≥ 0 an
integer, we consider the quadratic form qHn : R
n+1 → R defined by
(2.2) qHn (x0, . . . , xn) =
∑
0≤i,j≤n
xi xj ψH( |i− j| ).
Proposition 2.2. Assume H ≥ 0 and that H is nonzero in L1(]0,+∞[).
Then for all integers n ≥ 0, the quadratic form qHn is negative definite
on the subspace H(0)
∑
i xi = 0 of R
n+1.
In other words, qHn is negative definite on the hyperplane
∑
i xi = 0,
and even on the whole of Rn+1 if we have H(0) = 0. In order to prove
this proposition we introduce the distribution on R/Z defined by
(2.3) TH =
∑
n∈Z
ψH( |n| ) e2iπnx.
This is an even distribution, which is of order ≤ 2 as we have
(2.4) ψH(1 + s)− H(0) log(1 + s)→ 0, Re s→ +∞
(reduce to the case H(0) = 0 by replacing H(t) with the function
H(t)−H(0)1−e−t
t
e−t). It is of interest because of the obvious identity
(2.5) qHn (x0, . . . , xn) = 〈TH , |
n∑
k=0
xk e
2iπkx |2 〉, with x0, . . . , xn ∈ R.
8Lemma 2.3. For any smooth 1-periodic function ϕ on R we have
〈TH , ϕ〉 =
∫
]0,∞[×]0,1[
1− e−2t
|1− e−t+2ipix|2
(
ϕ(0)H(0)
e−t
t
− ϕ(x)H(t) 1
1− e−t
)
dtdx.
Let us show first that Lemma 2.3 implies Proposition 2.2. Fix some
elements x0, . . . , xn ∈ R with H(0)(
∑
k xk) = 0 and consider ϕ(x) =
|∑nk=0 xk e2ikπx|2. We have ϕ ≥ 0 and H(0)ϕ(0) = 0. Lemma 2.3 thus
shows 〈TH , ϕ〉 ≤ 0 for H ≥ 0. This inequality is strict if furthermore
ϕ 6= 0 and H is nonzero in L1(]0,+∞[), as ϕ has only finitely many
zeros in R/Z. This proves Proposition 2.2 by Formula (2.5). 
Proof. (of Lemma 2.3) Let ψ be a Lebesgue integrable function on
[0,+∞[×[−1
2
, 1
2
]. Assume we have |ψ(t, x)| ≤ a|t|+ b|x| for all (t, x) in
some neighborhood of (0, 0), with fixed a, b ∈ R. Then we have
(2.6)
∫
[0,+∞[×[− 1
2
, 1
2
]
|ψ(t, x)|
|1− e−t+2iπx|2 dtdx <∞.
Indeed, this integrability is obvious outside any neighborhood of (0, 0)
in [0,+∞[×[−1
2
, 1
2
]. But we have the equivalence |1− e−t+2iπx|2 ∼ t2+
(2πx)2 for (t, x)→ (0, 0), so (2.6) follows from the assumption on ψ and
the integrability of (u, v) 7→ u
u2+v2
on the disc u2 + v2 < 1. The bound
(2.6) applies in particular to ψ(t, x) = ϕ(0)H(0) e
−t(1−e−t)
t
− ϕ(x)H(t),
as t 7→ H(t)−H(0)
t
bounded in a neighborhood of 0 by assumption: the
integral of the statement is absolutely convergent.
Let us now view TH as a 2-periodic distribution. Multiplying TH
by e−iπx − eiπx we have the identity
(2.7) − 2i sinπxTH =
∑
n∈Z
an e
iπnx
with an = −a−n, an = 0 for n even, and for n ≥ 1 odd
an = ψH(
n+ 1
2
)− ψH(n− 1
2
) =
∫ ∞
0
H(t)e−
n−1
2
tdt.
We then proceed to a geometric summation. For t > 0 we have
ℑ
∞∑
k=0
e−ktei(2k+1)πx = ℑ e
iπx
1− e−t+2iπx = sinπx
1 + e−t
|1− e−t+2iπx|2 ,
as well as |ℑ eiπx ∑nk=0 e−kte2iπkx| ≤ 4|1− e−t+2iπx|−2, for all x ∈ R and
n ≥ 0. The bound (2.6) and the dominated convergence theorem imply
〈 sin πxTH , ϕ〉 = −1
2
∫
]0,∞[×]0,2[
H(t)ϕ(x) sinπx
1 + e−t
|1− e−t+2iπx|2 dtdx
for any smooth function ϕ on R/2Z such that ϕ(0) = ϕ(1) = 0, i.e.
which is divisible by sinπx. This proves the equality of the lemma in
the case ϕ is divisible by (sin πx)2, i.e. with ϕ(0) = ϕ′(0) = 0. As both
sides of this equality are linear in ϕ, it only remains to prove it in the
9cases ϕ(x) = 1 and ϕ(x) = sin 2πx. In the latter case, both sides are
0 for a parity reason. In the case ϕ = 1, we have 〈TH , 1〉 = ψH(0) =∫∞
0
(
H(0) e
t
t
−H(t) 1
1−e−t
)
dt, by the definitions of TH and of ψH . We
conclude by the simple identity
∫ 1
0
1−e−2t
|1−e−t+2ipix|2
dx = 1, which holds for
all t > 0. 
Example 2.4. Consider H(t) = e−t(1− e−t)/t, in which case we have
ψH(s) = log(1 + s). Proposition 2.2 applies and shows that the signa-
ture of ( log (1 + |i − j|) )0≤i,j≤n is (1, n) for all n > 0 (surprisingly!).
We also have ψtH(s) = − ∂∂sψH(s) = − 11+s . By Proposition 2.2 again,
the matrix ( 1
1+|i−j|
)0≤i,j≤n is positive definite for all n ≥ 0.
2.5. The full signature. Let H be as in §2.1; we now assume H ≥ 0
and that H is nonzero in L1([0,+∞[). Fix an integer n ≥ 0 and denote
by φn the linear form on Rn+1 defined by
(2.8) φn(x0, . . . , xn) =
∑
0≤k≤n
xk.
We are interested in the signature of the quadratic form4 tφ2n − qHn
on Rn+1, for t ∈ R. On the hyperplane ker φn, this quadratic form
coincides with −qHn , hence is positive definite by Proposition 2.2. In
particular, there is a unique element vHn in R
n+1 which is orthogonal
to ker φn with respect to qHn , and with φn(v
H
n ) = 1. Set
(2.9) tHn = q
H
n (v
H
n ).
Proposition 2.6. Assume H ≥ 0 and that H is nonzero in L1(]0,+∞[).
Let n ≥ 0 be an integer and t ∈ R.
(i) The quadratic form tφ2n − qHn is positive definite for t > tHn ,
degenerated for t = tHn , and of signature (n, 1) for t < t
H
n .
(ii) We have the inequalities 1
2
(ψH(0) + ψH(n)) ≤ tHn ≤ tHn+1.
(iii) If tHn 6= t, then 1/(t − tHn ) is the sum of the coefficients of the
inverse of the matrix (t− ψH( |i− j| ))0≤i,j≤n.
Proof. As the decomposition Rn+1 = ker φn ⊕ R vHn is orthogonal
for both qHn and φ
2
n, assertion (i) is immediate. We now prove (ii). Fix
u ∈ R with u > tHn+1; then uφ2n+1− qHn+1 is positive definite on Rn+2 by
assertion (i). The restriction of this quadratic form to Rn+1, viewed as
the subspace of Rn+2 with last coordinate 0, is uφ2n− qHn , and negative
definite, so we have u > tHn by (i) again. This shows t
H
n ≤ tHn+1. For
the other inequality, use qHn (x) ≤ tHn φn(x)2 for x = (1, 0, . . . , 0, 1).
4Note that this form corresponds to the 1-periodic distribution TH − tδ0 via an
identity similar to (2.5).
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We now prove (iii). The Gram matrix Jn of (x, y) 7→ φn(x)φn(y)
in the canonical basis of Rn+1 has all its coefficients equal to 1. For
t 6= tHn , the form tφ2n − qHn is nondegenerate by (i), so its Gram matrix
γn in the canonical basis of Rn+1, which is the matrix in assertion
(iii), is invertible. By (i) and the analysis before the proposition, the
determinant of γn − uJn vanishes exactly for u = t− tHn , and is linear
in u, hence equal to (det γn) (1− uTr(γ−1n Jn) ). 
Proposition 2.7. Let Hi be as in §2.1 for i = 1, 2, and assume H1 ≤
H2 and H1(0) = H2(0). Then we have q
H2
n ≤ qH1n for all n ≥ 0. If
furthermore we have Hi ≥ 0 and Hi nonzero in L1(]0,+∞[) for i = 1, 2,
then we have tH2n ≤ tH1n for all n ≥ 0.
Proof. Fix an integer n ≥ 0. We have qH2n = qH1n +qH3n with H3 = H2−
H1. The assumptions H3(0) = 0 andH3 ≥ 0, as well as Proposition 2.2,
imply qH3n ≤ 0 (of course, we have qH3n = 0 if H3 is almost everywhere
0). This shows the first assertion. This assertion implies tH2n φ
2
n−qH1n ≤
tH2n φ
2
n − qH2n , hence the second assertion by Proposition 2.6 (i). 
2.8. Our final aim in this section is to study the element vHn and the
number tHn in the two specific cases that we shall need later, namely
with H(t) = e−
t
2 or H(t) = e−
t
2 cosh( t
2
)−1. We first continue the
analysis made in §2.1, assuming H ≥ 0, and H 6= 0 in L1(]0,+∞[).
Let P be the R-algebra of 2-periodic trigonometric polynomials with
real coefficients: we have P = R[eiπx, e−iπx] and P = ∪n≥0Pn, where
Pn is the subspace of homogeneous polynomials of degree n in eiπx and
e−iπx. We have dimPn = n + 1, Pn ⊂ Pn+2, and PnPm ⊂ Pn+m. The
involution of P sending P (x) to its complex conjugate P (x) = P (−x)
preserves each Pn. We denote by P+ ⊂ P the subalgebra of real valued
elements; the theory of Tchebychev polynomials shows P+ = R[cosπx].
We may and do view TH as a 2-periodic distribution, hence as a
linear form on P. As TH is real, the formula (P,Q) 7→ 〈TH , PQ〉 defines
a symmetric bilinear form on P. Under the isomorphism (x0, . . . , xn) 7→
e−iπnx
∑n
k=0 xke
2iπkx between Rn+1 and Pn, the quadratic form qHn and
the linear form φn correspond respectively to P 7→ 〈TH , PP 〉 and P 7→
P (0). We denote by PHn the element of Pn corresponding to v
H
n ∈ Rn+1
under the isomorphism above. We have PHn (0) = 1 by definition.
Proposition 2.9. Assume H ≥ 0 and that H is nonzero in L1(]0,+∞[).
For any n ≥ 0, the trigonometric polynomials PH0 ,PH1 , . . . ,PHn are real
and pairwise orthogonal with respect to the inner product on P+
(2.10) (P,Q) 7→ −〈(sin πx)2TH , PQ〉.
Moreover, PHn has “degree” n and we have t
H
n = 〈TH , eiπnxPHn 〉.
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Proof. Note that Formula (2.10) defines an inner product on P+ by
Lemma 2.3 and our assumption on H . By definition, PHn is the unique
element of Pn with PHn (0) = 1 and 〈TH ,PHn Q〉 = 0 for all Q in Pn with
Q(0) = 0. This uniqueness property implies PHn = PHn . The element
f = eiπx − e−iπx = 2i sinπx is in P1, so we have f 2Pm ⊂ Pm+2, and f
vanishes at 0. This shows the orthogonality
(2.11) − 〈 (sinπx)2 TH ,PHn PHm 〉 =
1
4
〈TH ,PHn f 2 PHm 〉 = 0
for 0 ≤ m < n and m ≡ n mod 2. On the other hand, we have
〈TH , P 〉 = 0 for every P in Pn with n odd, by the 1-periodicity of
TH and the identity P (x + 1) = −P (x). This shows (2.11) for all
m 6≡ n mod 2, and concludes the proof of the first assertion. The fact
that PHn has degree exactly n, i.e. does not belong to Pm for m < n,
follows by induction from this assertion. Last but not least, we have
tHn = 〈TH ,PHn PHn 〉 by definition. As PHn − e−iπnx is an element of Pn
vanishing at 0, we have 〈TH ,PHn PHn − e−iπnx〉 = 0, and we are done. 
2.10. The case H(t) = e−
t
2 . In this case, we have ψH(s) = ψ(12 + s).
Lemma 2.11. For H(t) = e−
t
2 , we have −(sin πx)2TH = π2 |sin πx|.
Proof. We apply Formula (2.7). In our specific case, we have an =
ψ(1+ n
2
)−ψ(n
2
) = 2
n
for n ≥ 1 odd, by the identity ψ(1+x) = 1
x
+ψ(x).
We have thus the equality of 2-periodic distributions
(2.12) − 2
π
(sinπx)TH = 2
∑
n≡1 mod 2
eiπnx
iπn
.
We recognize on the right-hand side the primitive with sum 0 of δ0−δ1:
this is the 2-periodic (distribution) function which is 1 on ]0, 1[ and −1
on ]− 1, 0[. We conclude by multiplying (2.12) with sin πx. 
By this lemma, the inner product on P+ which occurs in Proposition
2.9 is π
2
∫ 1
0
P (x)Q(x) sin πx dx. Recall that any P ∈ P+ ∩ Pn may be
written uniquely P (x) = P (cos πx) with P ∈ R[T ] of degree ≤ n
and P (−T ) = (−1)nP (T ). Using the change of variables u = cosπx,
the scalar product above is nothing else than 1
2
∫ 1
−1
P (u)Q(u)du. The
orthogonal polynomials Ln of this scalar product on R[T ] normalized
by Ln(1) = 1 are the famous Legendre polynomials. By Proposition 2.9
and the classical generating series of Legendre polynomials we deduce
(2.13)
1√
1− e−iπxz
1√
1− eiπxz =
∑
n≥0
PHn (x) z
n, H(t) = e−
t
2 .
Denote by hn = 1 + 12 + · · ·+ 1n the harmonic series, and set h0 = 0.
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Proposition 2.12. Assume H(t) = e−
t
2 . Then PHn is the n-th Legendre
polynomial and we have tHn = ψ(
1
2
) + hn for all n ≥ 0.
Proof. It only remains to prove the assertion about tHn . We have
(2.14) eiπnx PHn (x) =
n∑
k=0
4−n
(
2k
k
)(
2(n − k)
n− k
)
e2iπkx
by (2.13), the binomial identity (1−z)α =∑n≥0(−1)n(αn)zn for α = −12 ,
and the equality (−1)k(− 12
k
)
= 4−k
(
2k
k
)
for k ≥ 0 an integer. Using the
formula tHn = 〈TH , eiπnxPn〉 = 〈TH , eiπnxPn − Pn(0)〉 + Pn(0)〈TH , 1〉
given by Proposition 2.9, the identity Pn(0) = 1, as well as the tautol-
ogy 〈TH , e2iπkx〉 = ψ(12 + |k|), the identity to be proved is reduced to
the following equality of formal power series of z:
− (1− z)−1log(1− z) = (1− z)− 12
∑
k≥0
(−1)k
(−12
k
)
(ψ(
1
2
+ k)− ψ(1
2
) )zk.
But if we multiply this identity by −(1−z) 12 on both sides, we recognize
the derivative at α = −1
2
of the binomial identity, so we are done. 
Recall that we have ψ(1
2
) = −γ − log 4 where γ = −Γ′(1) is the
Euler-Mascheroni constant.
Corollary 2.13. Assume H(t) = e−
t
2 . The quadratic form (log 2π)φ2n−
qHn is positive definite if and only if we have 0 ≤ n ≤ 24. For n ≥ 25,
this form is negative on the vector (
(
2k
k
)(
2(n−k)
n−k
)
)0≤k≤n.
Proof. By Proposition 2.6 (i), the quadratic form (log 2π)φ2n − qHn is
positive definite if and only if we have log 2π > tHn . By Proposition
2.12 the inequality log 2π > tHn is equivalent to
hn < γ + log 8π.
But this holds if and only if n ≤ 24: up to 10−2, the right-hand side
is ≈ 3.80 and we have h24 ≈ 3.78 and 125 = 0.04. This also shows
tHn > log 2π for n ≥ 25, and concludes the proof by Formula 2.14. 
2.14. The case H(t) = e−
t
2 cosh( t
2
)−1 = 2 e−t (1 + e−t)−1. In this
case we easily see ψH(s) = log 2 + ψ(1+s2 ). For any integer m, we get
(2.15) ψH(|m|) + γ + (−1)m log 2 ∈ Q,
thanks to the classical formulae ψ(s + 1) = 1
s
+ ψ(s), ψ(1) = − γ
and ψ(1
2
) = − γ − log 4. In particular, by Formula (iii) of Proposition
2.9 applied to t = − γ, the element 1/(γ + tHn ) is the sum of all the
coefficients of the inverse of the matrix (γ + ψH(|i− j|))0≤i,j≤n, hence
an element of Q(u) with u = log 2. On our personal computer, PARI
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computes this element in a few seconds for n ≤ 25; we find for instance:
n 0 1 2 3 4 5 6 7
tHn + γ −u 0 u4u−1 23 107u−48128u−59 153145 52333u−2785244292u−23701 446591335349
Note that γ + tHn is always the quotient of two elements of Q + Qu.
Indeed, both the determinant and the cofactors of (γ+ψH(|i−j|))0≤i,j≤n
are elements of Q+Qu, by Formula (2.15) and the fact that the matrix
((−1)i+j)0≤i,j≤n has rank 1. Moreover, the vector vHn is a generator of
the kernel of the matrix (ψH(|i−j|)+γ−(γ+tHn ))0≤i,j≤n by Proposition
2.6 (i), hence it has coordinates in Q(u) (and we can say more: see
Corollary 2.16). PARI computes again this element in a few seconds
for n ≤ 25. This computation shows in particular that the coefficients
of vHn are positive for n ≤ 25; we expect, but did not prove, that this
holds for all n.
Corollary 2.15. Assume H(t) = e−
t
2 cosh( t
2
)−1. The quadratic form
(log 2π)φ2n − qHn is positive definite if and only if we have 0 ≤ n ≤ 23.
For n = 24, 25, this form is negative on the vector x ∈ Rn+1 defined by
x0 = xn = 4, xk = 1 for 0 < k < n and k 6= n2 , and xk = 0 for k = n2 .
Proof. The quadratic form of the statement is positive definite if and
only if we have log 2π > tHn by Proposition 2.6 (i). Up to 10
−3, we
have log 2π ≈ 1.838. Plugging u = log 2 in the formula for tn+γ found
above, the computer tell us tH23 ≈ 1.821 and tH24 ≈ 1.861. This proves
the first assertion of the corollary as tHn is a nondecreasing function
of n by Proposition 2.9 (iii). For the second assertion, the computer
tells us that for y = x
φn(x)
, we have qHn (y) ≈ 1.852 for n = 24 and
qHn (y) ≈ 1.885 for n = 25, up to 10−3 . 
We are not aware of any simple close formula for tHn , nor for the vector v
H
n . Let
us briefly discuss what Proposition 2.9 tells us. Denote by {1− 2x} the 1-periodic
(distribution) function which coincides with 1 − 2x on ]0, 1[. An argument similar
to the one of Lemma 2.11 shows
− sin 2πx TH = 2π
∑
n∈Z−{0}
e2ipinx
2iπn
= π{1− 2x}.
As TH is nonsingular at
1
2 by Lemma 2.3, this implies the equality of 2-periodic
distributions −sinπx TH = pi2 {1−2x}cospix , hence the following equalities:
−〈(sinπx)2 TH , PQ〉 = π
2
∫ 1
0
P (x)Q(x) (1− 2x) tan πxdx =
∫ 1
−1
P (v)Q(v)
arcsin v
π v
d v
for any P,Q ∈ P+. We have not found this weight w(v) = arcsin vpi v studied in the
literature of orthogonal polynomials. Its moments µk =
∫ 1
−1
vkw(v)dv obviously
vanish for k ≥ 1 odd. Using arcsin′(v) = (1 − v2)− 12 , an integration by parts, and
Euler’s beta function B(x, y), we leave as an exercise to the reader to check the
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equality µ0 = − 12pi B(12 , 12 )(ψ(12 ) − ψ(1)) = log 2, and the formula µk = 1pik (π −
B(k+12 ,
1
2 )) =
1
k (1− 2−k
(
k
k/2
)
) and for k > 0 even (a rational number). As we have
w(−v) = −w(v), we obtain a family of orthogonal polynomials Q0, Q1, . . . , Qm for
w using the following obvious formulas (compare with [Sz39, Chap. II §2.2 (2.2.6)]),
Q2n(v) =
∣∣∣∣∣∣∣∣∣∣
µ0 µ2 · · · µ2n
µ2 µ4 · · · µ2n+2
· · · · · · · · · · · ·
µ2n−2 µ2n · · · µ4n−2
1 v2 · · · v2n
∣∣∣∣∣∣∣∣∣∣
, Q2n+1(v) =
∣∣∣∣∣∣∣∣∣∣
µ2 µ4 · · · µ2n+2
µ4 µ6 · · · µ2n+4
· · · · · · · · · · · ·
µ2n µ2n+2 · · · µ4n
v v
3 · · · v2n+1
∣∣∣∣∣∣∣∣∣∣
.
It is clear on these formulas that the coefficients of Qm are in Q for m odd, and in
Q + Q log 2 for m even (with Qm(0) ∈ Q). A similar property holds thus for the
number Qm(1), and by Proposition 2.9 we have Qm(1) 6= 0 and PHm = Qm/Qm(1).
Corollary 2.16. For n odd, we have tHn + γ ∈ Q and vHn ∈ Qn+1. For n even,
the coefficients of vHn are the quotient two elements of Q + Q log 2.
Proof. We have just proved the assertions about vHn . Assume n odd. We have t
H
n =
〈TH , eipinxPHn 〉 by Proposition 2.9. For 0 ≤ k ≤ n odd, we have n+k2 6≡ n−k2 mod 2,
so the element 〈TH , eipinx cos kπx〉 = 12 (2 log 2 + ψ(12 + n+k4 ) + ψ(12 + n−k4 )) is in
−γ +Q. We conclude as PHn as rational coefficients and satisfies PHn (0) = 1. 
3. Archimedean preliminaries
3.1. Grothendieck rings of Archimedean Weil groups. We fix
an Archimedean local field E. There is a canonical embedding R→ E,
and we either have E = R, or E ≃ C and Aut(E) = Z/2Z. The Weil
group of E is a topological group WE that may be defined as follows
[Ta79]: we set WE = E× if E is complex, and WR = C×
∐
jC×,
where j2 is the element −1 of C× and with jzj−1 = z for all z ∈ C×. If
E is complex, the choice of an isomorphism E
∼→ C allows to identify
WE with WC = C×.
We recall some basic facts about the complex linear representations
of WE (always assumed finite dimensional and continuous). First of
all, there is a unique homomorphism | · |E : WE → R>0 sending any
z ∈ C× to zz. The natural subgroup R>0 of WE is central, closed,
with compact quotient: that quotient is a circle S1 when E is complex,
an extension of Z/2Z by S1 when E is real. If V is an irreducible
representation of WE , there is a unique s ∈ C such that V ⊗ | · |sE is
trivial on R>0. We denote by K(WE) the Grothendieck ring of WE
and by KE ⊂ K(WE) the subring of virtual representations which are
trivial on R>0.
We obviously have KC = Z[η, η−1] where η : C∗ → C∗ is the unitary
character defined by η(z) = z/|z|1/2C . Moreover, up to isomorphism the
irreducible representations of WR which are trivial on R>0 are
1, ǫC/R, and Iw for w > 0,
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where 1 is the trivial character, ǫC/R is the order 2 character, and with
Iw = Ind
WR
C×
ηw for w ∈ Z. We also have I0 ≃ 1⊕ ǫ and Iw ≃ I−w. The
multiplicative structure on KR follows from the identities
(3.1) Iw ⊗ Iw′ ≃ Iw+w′ ⊕ Iw−w′ and Iw ⊗ ǫC/R ≃ Iw.
Definition 3.2. Let w ≥ 0 be an integer. We define K≤wC ⊂ KC as the
subgroup generated by the ηv with |v| ≤ w and v ≡ w mod 2. We also
define K≤wR as the subgroup of KR generated by the Iv for 0 ≤ v ≤ w
and v ≡ w mod 2, and also by 1 in the case w is even; this is a free
abelian group of rank w+1
2
when w is odd, w
2
+ 2 when w is even.
Duality on representations induces a ring involution U 7→ U∨ of
KE. This involution sends η on η−1, and is trivial on KR. Moreover,
induction and restriction define two natural Z-linear maps ind : KC →
KR and res KR → KC, which both preserve the “≤ w subgroups”. For
U ∈ KC and V ∈ KR we have the trivial formulas
(3.2) res indU = U + U∨ and ind res V = I0 · V.
3.3. Some quadratic forms on KE. Let E be as in §3.1 and Γ(s) be
the classical Γ function. For any U ∈ K(WE), there is meromorphic
function s 7→ Γ(s, U), defined according to Tate’s recipe [Ta79] as the
“Γ factor” of U ⊗ |.|sE. It satisfies Γ(s, V ⊕W ) = Γ(s, V )Γ(s,W ) for all
V,W ∈ K(WE), and Γ(s, U) = Γ(s, indU) for all U ∈ KC. It is thus
enough to give Γ(s, U) for U in a Z-basis of KR, namely:
Γ(s, 1) = π−
s
2Γ(
s
2
) and Γ(s, Iw) = 2(2π)
−s−w
2 Γ(s+
w
2
) for all w ≥ 0.
Let us fix an integrable function F : R→ R such that the function t 7→
F (t)−F (0)
t
is of bounded variation on R−{0}. Under these assumptions,
[Poi76b, Prop. 3] shows that for all U ∈ KE the integral5
(3.3) JEF (U) = −
∫
R
Γ′
Γ
(
1
2
+ 2πt i, U) F̂ (t) dt
converges, as well as the following concrete formulas:
(3.4)


JCF (η
w) = JRF (Iw) = F (0) log 2π − ψF (1+|w|2 ) for all w ∈ Z,
JRF (1− ǫC/R) =
∫∞
0 F (t)
e−
t
2
1+e−t
dt.
As we will recall later, the integrals (3.3) typically show up in the
“explicit formulas”, which explains their study here. Note that JEF is a
linear map KE → R with the following properties:
(3.5) JRF ◦ ind = JCF , hence JEF (U∨) = JEF (U) for all U ∈ KE .
5Our convention for the Fourier transform of a function F ∈ L1(R) is F̂ (ξ) =∫
R
F (x)e−2ipixξ dx.
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Observe also that the formulas (3.4) make sense more generally for
an arbitrary function F : [0,+∞[→ R such that H(t) := F (t)e− t2
satisfies the assumptions of §2.1, if we interpret ψF (
1+|w|
2
) as ψH(
|w|
2
).
We fix now such a function F , and denote by JEF : KE → R the unique
collection of linear maps satisfying (3.4) and (3.5). For every E, we
define a symmetric bilinear form on KE by the formula
(3.6) 〈U, V 〉EF = JEF (U · V ∨).
We also denote by dim : KE → Z the ring homomorphism giving
the virtual dimension. The following immediate lemma is the bridge
between sections 2 and 3.
Lemma 3.4. Fix a function F : [0,+∞[→ R and assume that H(t) =
F (t)e−t/2 satisfies the assumptions of §2.1. For any c ∈ R and any inte-
ger w ≥ 0, the Gram matrix of the bilinear form 〈U, V 〉CF − c dimU dim V
in the Z-basis η−w, η−w+2, . . . , ηw−2, ηw of K≤wC is
(H(0)log 2π − c− ψH(|i− j|))0≤i,j≤w.
The Gram matrix of 〈U, V 〉RF in the natural Z-basis of K≤wR is not as
nice as the one above, because of the relations (3.1). Nevertheless, the
following proposition reduces the study of the real case to that of the
complex one.
Proposition 3.5. Fix a function F : [0,+∞[→ R≥0 and assume that
H(t) = F (t)e−t/2 satisfies the assumptions of §2.1, with H nonzero
in L1(]0,+∞[). For any t ∈ R and any integer w ≥ 0, there is an
equivalence between:
(i) the form U 7→ 〈U, U〉RF − t2 (dimU)2 is positive definite on K≤wR ,
(ii) the form U 7→ 〈U, U〉CF − t (dimU)2 is positive definite on K≤wC .
Proof. Fix w and t as in the statement and consider the Q-linear
map K≤wR ⊗ Q → K≤wC ⊗ Q induced by res. Its kernel K is generated
by 1 − ǫC/R for w even, and vanishes for w odd. Moreover, we have
K≤wR ⊗Q = K⊕ I, where I is the Q-linear span of the Iv for 0 ≤ v ≤ w
and v ≡ w mod 2. The image of res is the subspace of elements U in
K≤wC ⊗Q with U∨ = U .
We first claim that the quadratic form of assertion (i) is positive
definite on K, and that it is positive definite on the whole of K≤wR if,
and only, it is so on the subspace I. Indeed, note that K and I are
orthogonal with respect to both bilinear forms 〈U, V 〉RF and dim U ·V ,
by the identity KI = 0 in KR (an immediate consequence of Formulas
(3.1)). Moreover, under the assumption on F , Formula (3.4) shows
that we have JF (1 − ǫC/R) > 0. As U 7→ (dimU)2 obviously vanishes
on K, this proves the claim.
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Next, we claim that the linear map res defines an isometric embed-
ding I → K≤wC , where the source is equipped with twice the form of
assertion (i), and the target with that of assertion (ii). Indeed, we have
dim ◦ res = dim and
〈 resU, resV 〉CF = JRF (ind res U · V ∨) = 2 〈U, V 〉RF
for all U, V ∈ I. The first equality above is a consequence of (3.5), and
the second one follows from the formula ind resW = I0 ·W = 2W ,
which holds by (3.1) and (3.2) for all W in K≤wR with W = W · ǫC/R,
applied to the element W = U ·V ∨. In particular, we have proved that
assertion (ii) implies assertion (i).
Last, under our assumption on F , Lemma 3.4 and Proposition 2.6
show that the form of assertion (ii) is positive definite on the hyperplane
dim = 0 of K≤wC . Better, by Proposition 2.6 (i) we know that this form
is positive definite on the whole of K≤wC if, and only if, it is > 0 on
the unique element V ∈ K≤wC ⊗ R with dimV = 1 which is orthogonal
(with respect to 〈−,−〉CF ) to the hyperplane dim = 0. By uniqueness,
this element verifies V = V ∨, hence lies in the image of I ⊗ R under
the isometric embedding res⊗R. This shows that assertion (i) implies
assertion (ii), and concludes the proof of the proposition. 
3.6. Algebraic Harish-Chandra modules. We still assume E is
an Archimedean local field. The local Langlands correspondence for
GLn(E) is a natural bijection U 7→ L(U) between the set of isomor-
phism classes of irreducible admissible Harish-Chandra modules for
GLn(E) (say, with respect to the standard maximal compact subgroup)
and the set of isomorphism classes of n-dimensional semisimple repre-
sentations of WE , for all integers n ≥ 1 [Kna94]. For any irreducible
Harish-Chandra module U of GLn(E), we may and shall view L(U) as
an (effective) element of K(WE).
Let U be an irreducible Harish-Chandra module for GLn(E). Re-
call that U has an infinitesimal character, that we may view follow-
ing Harish-Chandra and Langlands as a semisimple conjugacy class in
Mn(E ⊗R C). This is really the datum of one or two semisimple conju-
gacy classes infσ U in Mn(C), indexed by the embeddings σ : E → C.
The eigenvalues of infσ U will be called the weights of U relative to σ.
The module U is said algebraic if all of its weights are in Z (relative to
each σ). This property may be read off from L(U) as follows. Fix an
embedding σ : E → C; it gives rise to a natural inclusion C× → WE .
The module U is algebraic if, and only if, there are integers pi,σ, qi,σ ∈ Z
for i = 1, . . . , n with
(3.7) L(U)|C× ≃
n⊕
i=1
(z 7→ zpi,σzqi,σ).
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This property does not depend on the choice of σ; moreover, the mul-
tiset of the pi,σ (resp. qi,σ) above coincides with the multiset of weights
of U relative to σ (resp. σ). Note in particular that those two multisets
are clearly the same for E = R, by the relation jzj−1 = z in WR.
3.7. Algebraic automorphic representations. Assume now that E
is a number field and let π be a cuspidal automorphic representation of
GLn over E. We say that π is algebraic if so is πv for each v ∈ S∞(E),
where S∞(E) denotes the set of Archimedean places of E. Assume π
is algebraic. For each field embedding σ : E → C, with underlying
place v ∈ S∞(E), we have by (3.7) a collection of weights (pi,σ, qi,σ)
associated with πv and σ. We will say that π is effective if we have
pi,σ, qi,σ ≥ 0 for all i and σ. As observed by Clozel [Clo90, Lemma
4.9], the Jacquet-Shalika estimates together with the Dirichlet units
theorem impose strong constraints on the couples (pi,σ, qi,σ), namely
that the quantity w = pi,σ + qi,σ depends neither on i, nor on v or σ.
This w will be called the motivic weight6 of π and denoted by w(π). For
each σ : E → C, with underlying place v ∈ S∞(E), we have by (3.7)
an isomorphism L(πv ⊗ | det |−w(π)/2v )|C× ≃
⊕n
i=1 η
2 pi,σ−w(π), hence:
Lemma 3.8. Let π be a cuspidal automorphic representation of GLn
over the number field E. Assume π is algebraic, effective, of motivic
weight w. Then for any v ∈ S∞(E) the element L(πv ⊗ | det |−w/2v ) lies
in K≤wEv .
Note that twisting a cuspidal algebraic π globally by | det |m withm ∈ Z
preserves algebraicity, translates all the weights by m, and the motivic
weight by 2m.
4. The explicit formula for Rankin-Selberg L-functions
4.1. Rankin-Selberg L-functions. Let E be a number field and π
a cuspidal automorphic representation of GLn over E. Consider the
associated Rankin-Selberg L-function L(s, π× π∨) defined by Jacquet,
Piatetski-Shapiro and Shalika [JS81, JPS83]. The analytic properties
of this L-function, such as the absolute convergence of its Euler product
for Re s > 1, its meromorphic continuation to C with single and simple
poles at 0 and 1, and its functional equation s → 1 − s, proved by
those authors (with a contribution of Moeglin and Waldspurger for the
assertion about the poles [MW89]), will be used here in a crucial way,
as well as the boundedness in vertical strips away from the poles proved
by Gelbart and Shahidi in [GSha01]. See [Cog04] for a survey of these
6Some authors (including us) sometimes rather call −w the motivic weight of π.
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results. Set
Λ(s, π × π∨) =

 ∏
v∈S∞(E)
Γ(s,L(πv)⊗ L(πv)∨)

 L(s, π × π∨),
where Γ(s,−) is the Γ-factor recalled in §3.1. The functional equation
reads
Λ(s, π × π∨) = ǫ(1/2, π × π∨) N(π × π∨) 12−s Λ(1− s, π × π∨)
where ǫ(1
2
, π × π∨) ∈ C× is the global root number and N(π × π∨) is
an integer that we shall refer to as the absolute conductor of the pair
{π, π∨}. This latter number has the form
(4.1) N(π × π∨) = (discE)n2 ||N(π × π∨) ||
where discE is the discriminant of E, andN(π×π′) the Artin conductor
of the pair {π, π∨} (a nonzero ideal of the ring OE of integers of E),
and where ||I|| denotes the (finite) cardinality of OE/I for any nonzero
ideal I of OE .
Denote by Sf (E) the set of finite places of E, and for v ∈ Sf (E)
denote by qv the cardinality of the residue field of v. A last important
property that we shall use, which is proved in [HR95, §2, Lemma a], is
that if we write for Re s > 1
−L
′
L
(s, π × π∨) =
∑
v,k
avk(π × π∨)
log qv
qksv
,
the sum being over all v ∈ Sf(E) and all integers k ≥ 1, then we have
(4.2) avk(π × π∨) ∈ R≥0 for all v ∈ Sf (E) and k ≥ 1.
4.2. The Riemann-Weil explicit formula. The statement of the
explicit formula requires the choice of an auxiliary function called a
test function. Following Weil, Poitou [Poi76b] and Mestre, we shall
mean by this any even function F : R → R satisfying the following
three conditions:7
(TFa) There exists ǫ > 1/2 such that the function x 7→ F (x)eǫ|x| is
in L1(R) and of bounded variation.
(TFb) x 7→ (F (x)− F (0))/x is of bounded variation on R− {0}.
(TFc) At each point, F is the arithmetic mean of its left and right
limits (note that F has bounded variations by (TFa) and (TFb)).
For any test function F we set ΦF (s) = F̂ (1−2s4iπ ), with the convention
f̂(ξ) =
∫
R
f(x)e−2iπxξdx for the Fourier transform of f . Note that
ΦF (s) is defined and holomorphic in a neighborhood of 0 ≤ Re s ≤ 1.
7The reader would not loose much by assuming in this paper that a test function
is any even function F : R→ R which is compactly supported and of class C2.
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We fix now a number field E and a cuspidal algebraic automorphic
representation8 ̟ of GLn over E. We assume that ̟ is algebraic of
motivic weight w (§3) and set
Λ(s) := Λ(s,̟ ×̟∨) = Λ(s, (̟ ⊗ | det |−w2 )× (̟ ⊗ | det |−w2 )∨).
The explicit formula associated to Λ(s) and to the test function F is the
result of the contour integration of ΦF (s)dlogΛ(s) over the boundary
of the rectangle defined by −ǫ ≤ Re s ≤ 1 + ǫ and |Im s| ≤ T (for
suitable T ’s), with T → +∞ and ǫ→ 0.
The analytic properties of Λ(s) recalled in §4.1 ensure that Mestre’s
general formalism [Mes86, §1] applies to the pair of functions Λ1(s) =
Λ2(s) = N(̟×̟∨) s2Λ(s) and L1(s) = L2(s) = L(s,̟×̟∨) in Mestre’s
notations.9 Our assumption that π is algebraic, which implies L(̟v)⊗
L(̟v)
∨ ∈ KEv for each Archimedean place v of E by Lemma 3.8, is
only used at the moment to ensure that the Γ-factors in Λ have the form
Γ(as+ b) with a, b ∈ R>0, hence fit as well Mestre’s assumptions. The
explicit formula proved by Mestre in [Mes86, §1.2], a generalization of
Weil’s formula [Poi76b], is (twice) the equality∑
v∈S∞(E)
JEvF (L(̟v)⊗ L(̟v)∨) +
∑
v∈Sf (E),k≥1
avk (̟ ×̟∨)F (klog qv)
log qv
q
k/2
v
=
F (0)
2
logN(̟ ×̟∨) + ΦF (0) − 1
2
∑
{ρ∈C,Λ(ρ)=0}
ΦF (ρ) ords=ρΛ(s).
In this formula, JEvF is the linear map KEv → R introduced in §3.3
(note that a test function is in L1(R), so that Formula (3.3) holds) and
the sum over the zeros ρ of Λ has to be understood as the limit of the
finite sums over the ρ with |Im ρ| ≤ T with T → +∞. Note that all
those zeros verify 0 ≤ Re ρ ≤ 1 by Jacquet and Shalika.
4.3. The basic inequality. Let F be a test function. We shall say
that F satisfies (POS) if the following equivalent properties hold:
(a) Re F̂ (s) ≥ 0 for all s ∈ C with |Im s| ≤ 1
4π
,
(b) ReΦF (s) ≥ 0 for 0 ≤ Re s ≤ 1,
(c) the function G(x) = F (x)coshx
2
satisfies Ĝ(ξ) ≥ 0 for all ξ ∈ R.
Indeed, the equivalence of (a) and (b) is obvious, and the one of (b) and
(c), observed by Poitou in [Poi76b, p. 6-08], follows from the trivial
equality Re F̂ (± i
4π
+ ξ) = Ĝ(ξ) and the minimum principle. From the
explicit formula and (4.2), we obtain the following proposition:
8We reserve the letter π here for the area of the unit Euclidean disc.
9Note that contrary to Mestre, we choose to incorporate the natural powers of
π inside the Γ factors. Moreover, L(s, π × π∨) does not quite satisfies assumption
(iv) of Mestre for c = 0, but the known absolute convergence of this Euler product
for Re s > 1 is all he needs: see [Mes86, p. 213-214] and [Poi76b, p. 2-3].
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Proposition 4.4. Let ̟ be a cuspidal algebraic automorphic represen-
tation of GLn over the number field E and let F be a nonnegative test
function. If F satisfies (POS) then we have10
∑
v∈S∞(E)
JEvF (L(̟v)⊗ L(̟v)∨) ≤ F̂ (
i
4π
) +
1
2
F (0) logN(̟ ×̟∨).
If all the zeros of Λ(s,̟ ×̟∨) satisfy Re s = 1/2, this equality holds
if we replace (POS) by F̂ (ξ) ≥ 0 for all ξ ∈ R.
The extension of the Riemann hypothesis that appears in the last
assertion of this proposition will appear several times in the sequel, and
we shall refer to it as:
(GRH) For any cuspidal algebraic automorphic representation ̟ of
GLn over a number field, the zeros of Λ(s,̟×̟∨) satisfy Re s = 12 .
We will apply Proposition 4.4 in a classical way to the test functions
introduced by Odlyzko. One starts with the real function g which is
twice the convolution square of the function cos(πx) on |x| ≤ 1/2 and 0
otherwise. This is an even nonnegative function with support in [−1, 1],
easily seen to be of class C2, hence a test function. As a consequence,
for any real number λ > 0, the functions Gλ and Fλ defined by
Gλ(x) = g(x/λ) and Fλ(x) = Gλ(x)cosh(x/2)
−1
are nonnegative test functions as well, with support in [−λ, λ]. By
construction we have ĝ ≥ 0 on R, hence Ĝλ ≥ 0 as well, and Fλ
satisfies (POS). We also have Fλ(0) = Gλ(0) = 1 and F̂λ( i4π ) =
8
π2
λ.
We conclude this paragraph by a lemma that we shall use in §6.4.
Lemma 4.5. Let F be a nonnegative test function satisfying (POS)
(resp. “F̂ (ξ) ≥ 0 for all ξ ∈ R”). Then we have F (x) ≤ F (0)cosh(x
2
)−1
(resp. F (x) ≤ F (0)) for all x ∈ R.
Proof. By Poitou’s observation recalled above, the function G(x) =
F (x)cosh(x
2
) (resp. G(x) = F (x)) satisfies Ĝ(ξ) ≥ 0 for all ξ ∈ R.
The (even) function G is summable and of bounded variation on R
by (TFa), so that Fourier inversion applies to it by (TFc): we have
G(x) =
∫
R
Ĝ(ξ)e−2iπx ξdξ for x ∈ R. The inequalities Ĝ ≥ 0 and G ≥ 0
imply then G(x) = |G(x)| ≤ ∫
R
Ĝ(ξ)dξ = G(0). 
10Note that F̂ ( i4pi ) =
∫
R
F (x)e
x
2 dx is a nonnegative real number.
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5. Proof of the main theorem
Lemma 5.1. For any Archimedean local field E, and U in KE, we
have JEFλ(U)→ JEcosh( t
2
)−1
(U) and JGλ(U)→ J1(U) for λ→∞.
Proof. As we just explained, the inequality ĝ(ξ) ≥ 0 for ξ ∈ R implies
by Fourier inversion 0 ≤ g(x) ≤ g(0) = 1 for all x ∈ R. Set f(x) =
cosh(x/2)−1. We have thus 0 ≤ Gλ(x) ≤ 1 and 0 ≤ Fλ(x) ≤ f(x), as
well as Fλ(x)→ f(x) and Gλ(x)→ 1 for λ→ +∞. Formulas (3.4) and
a trivial application of the dominated convergence theorem conclude
the proof. 
Remark that neither the function F = 1, nor F (t) = cosh( t
2
)−1, is a
test function, but for both of them the linear forms JEF of §3.3 are well
defined, as H(t) = F (t)e−
t
2 satisfies the assumptions of §2.1.
Definition 5.2. Let w ≥ 0 be an integer. We define t(w) (resp. t∗(w))
as the real number log 2π −tHw with H(t) = e−
t
2 cosh( t
2
)−1 (resp. H(t) =
e−
t
2 ). We also set r(w) = exp(t(w)) and r∗(w) = exp(t∗(w)).
By Proposition 2.6 (ii), each of those four functions of w is non-
decreasing. We also have the inequality r(w) ≤ r∗(w) for all w ≥ 0
by Proposition 2.7 applied to H1(t) = e−
t
2 cosh( t
2
)−1 and H2(t) = e−
t
2 .
Moreover, we have the closed formula
r∗(w) = 8π eγ−
∑
1≤k≤w
1
k = 8π e−ψ(1+w)
by Proposition 2.12. The equality between the definition here of t(w)
and the one of the introduction is a consequence of Proposition 2.6 (iii).
Table 1 in the introduction gives some values of r(w) up to 10−4, we
have computed them with PARI using the method described in §2.14.
Recall that if E is a number field of degree d, we denote by rE =
|discE| 1d its root-discriminant.
Proposition 5.3. Let w ≥ 0 be an integer and E a number field with
rE < r(w). There are positive definite quadratic forms qv : K
≤w
Ev
→
R for v ∈ S∞(E), as well as a real number C > 0, such that for
any cuspidal automorphic representation π of GLn over E which is
algebraic, effective, and of motivic weight w, we have∑
v∈S∞(E)
qv(L(πv ⊗ | det |−w/2v )) ≤ C + log ||N(π × π∨) ||.
Furthermore, a similar statement also holds with rE < r
∗(w) if we
assume (GRH).
Proof. Let E be a number field and ̟ a cuspidal automorphic repre-
sentation of GLn over E which is algebraic, effective, of motivic weight
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w. For each v ∈ S∞(E), set Vv = L(̟v⊗| det |−w/2v ); this is an element
of K≤wEv by Lemma 3.8. Of course, we have dimVv = n for each v, so
Formula (4.1) takes the following equivalent form:
log N(̟ ×̟∨) = log ||N(̟ ×̟∨) || +
∑
v∈S∞(E)
(dimVv)
2 [Ev : R] log rE.
As a consequence, for any nonnegative test function F satisfying (POS)
(resp. F̂ ≥ 0 under (GRH)), the basic inequality of Proposition 4.4
may also be written
(5.1)
∑
v∈S∞(E)
(
〈Vv, Vv〉EvF − F (0)
[Ev : R]
2
log rE dimV
2
v
)
≤ F̂ ( i
4π
) +
F (0)
2
log ||N(̟ ×̟∨) ||.
Assume F ≥ 0 on R and F (0) = 1 (note that F is continuous at 0),
Proposition 3.5 shows the equivalence between:
(a) U 7→ 〈U, U〉RF − log rE2 dimU2 is positive definite on K≤wR ,
(b) U 7→ 〈U, U〉CF − log rE dimU2 is positive definite on K≤wC .
Choose now F = Fλ (resp. F = Gλ under (GRH)), and consider the
function f : R → R defined by f(t) = cosh( t
2
)−1 (resp. f = 1). By
Lemma 5.1, the quadratic form of assertion (b) above on K≤wC converges
to U 7→ 〈U, U〉Cf − log rE dimU2 when λ → ∞. By Proposition 2.6 (i)
and Lemma 3.4, this latter form is positive definite on K≤wC if, and only
if, we have the inequality
log 2π − log rE > tHw
with H(t) = F (t)e−
t
2 . By Definition 5.2, this property is equivalent
to rE < r(w) (resp. rE < r∗(w)), which holds by assumption on rE .
As a consequence, the quadratic form U 7→ 〈U, U〉CFλ − log rE dimU2 is
positive definite on K≤wC for λ big enough (e.g. by Sylvester’s cri-
terion). Fix such a λ. For each v ∈ S∞(E), define qv as U 7→
〈U, U〉EvFλ − log rE dimU2. Set also C = 2 F̂λ( i4π ) (a positive real num-
ber by Footnote 10). The assertion of the statement holds, by the
equivalence of (a) and (b) above. 
We now prove Theorem B of the introduction.
Proof. (of Theorem B) Fix a number field E and an integer w ≥ 0 as in
the statement of Theorem B. Let π be a cuspidal algebraic automorphic
representation of GLn over E with weights in {0, . . . , w}. Then π is
effective of motivic weight 0 ≤ w′ ≤ w. As we have r(w′) ≥ r(w) it
is enough to prove the finiteness of the π as in the statement whose
motivic weight is exactly w.
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Fix inner products qv on K
≤w
Ev
for v ∈ S∞(E), and a constant C > 0,
as in the statement of Proposition 5.3. By Bushnell and Henniart
[BH97, Thm. 1], we know that for any integer n ≥ 1 and any cuspidal
automorphic representation π of GLn over E with conductor N(π), we
have the inequality
log ||N(π × π∨) || ≤ (2n− 1) log ||N(π) ||.
Applying this to a π which is algebraic, effective, of motivic weight w,
and setting Vv = L(πv ⊗ | det |−w/2v ) for each v ∈ S∞(E), we obtain
(5.2)
∑
v∈S∞(E)
qv(Vv) ≤ C + (2n− 1) log ||N(π) ||.
Fix an arbitrary element v0 in S∞(E); we have dimVv = n = dimVv0
for each v in S∞(E). By the trivial finiteness Lemma 5.4 below applied
to the lattice L = ⊕v∈S∞(E)K≤wEv , equipped with the orthogonal sum
of the real quadratic forms qv, and to the affine function defined by
ϕ(
∑
v xv) = C + (2 dim xv0 − 1) log ||N(π) ||, there are only finitely
many tuples (Vv)v∈S∞(E) in L satisfying (5.2). In particular, there are
only finitely many possibilities for n. We conclude the proof by the
classical Lemma 5.5. 
Lemma 5.4. Let L be a lattice in the Euclidean space V , and ϕ : V →
R an affine function. The set of v ∈ L with v · v ≤ ϕ(v) is finite.
Proof. Write ϕ(v) = w · v + ϕ(0) for some w ∈ V , and set |v|2 = v · v.
The inequality v · v ≤ ϕ(v) implies |v − w/2|2 ≤ |w|2/4 + ϕ(0). 
Lemma 5.5. Fix E a number field, N an ideal of OE, n ≥ 1 an inte-
ger, and for each v ∈ S∞(E) an irreducible admissible Harish-Chandra
module Uv of GLn(Ev). Then there are only finitely many cuspidal au-
tomorphic representations π of GLn over E, whose conductor is N, and
with πv ≃ Uv for each v ∈ S∞(E).
Proof. This is a well-known consequence of Harish-Chandra’s general
finiteness theorem [HC68, Thm. 1, p. 8], and of the Jacquet, Piatetski-
Shapiro, and Shalika, theory of newforms [JPS81, §5, Thm. (ii)]. 
6. Complements: effectiveness and optimality
6.1. Effectiveness of the proof of Theorem B. Let w ≥ 0 be an
integer, E a number field, and N ⊂ OE a nonzero ideal. Denote by
S(E,N, w) the set of cuspidal algebraic automorphic representations of
general linear groups over E, with conductor N, and which are effective
of motivic weight w. Assume rE < r(w), so S(E,N, w) is finite by
Theorem B. In this generality, it seems very difficult to describe this
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finite set. Our method provides nevertheless some general effective
informations on S(E,N, w), and even leads to an explicit upper bound
on its size in some situations, e.g. for ||N|| = 1 (case ”unramified at all
finite places"). We explain what we mean in the paragraphs (1) and
(2) below.
We denote by K the subgroup of
∏
v∈S∞(E)
K≤wEv consisting of the
elements V = (Vv) such that dimV := dimVv is independent of v. Let
qF be the quadratic form onK defined by the left-hand side of Formula
(5.1), with F as in §3.3. For ̟ in S(E,N, w) we denote by V(̟) the
element (L(̟v ⊗ | det |−
w
2
v )) of K.
(1) We claim first that there is a computable subset S ′ of K such
that for any ̟ in S(E,N, w) we have V(̟) ∈ S ′. For λ > 0 denote by
Sλ the set of effective V in K satisfying
(6.1) qFλ(V ) ≤
8
π2
λ + (dimV − 1
2
) log ||N||.
(recall F̂λ( i4π ) =
8
π2
λ and Fλ(0) = 1) We first choose λ0 > 0 such that
qFλ0 is positive definite on K. For this step it is important to be able
to numerically compute the linear forms JEvFλ , hence the form qFλ , and
we refer to [CL, Prop. IX.3.18] for a solution to this computational
problem. That being done, the LLL-algorithm11 allows to determine
the finite set Sλ0 . The set S
′ = Sλ0 does the trick, although it is
often much too large in practice, and it is better to rather consider
S ′ = ∩λ>0Sλ. This subset of Sλ0 may be determined by checking again
the inequality (6.1) for each V ∈ Sλ0 for other parameters λ.
Remark 6.2. We have g′(t) = −π(1 − t) sin πt on [0, 1], so g is non-
increasing on [0,+∞[ and we have Fλ ≤ Fλ′ for 0 < λ ≤ λ′. By
Proposition 2.7 this shows that the 1-parameter family of quadratic
forms qFλ on K is nondecreasing with λ; it also converges to qF with
F (t) = cosh( t
2
)−1e−
t
2 by Lemma 5.1. As the term 8
π2
λ goes to +∞
with λ, the inequality (6.1) tends to be stronger for small λ.
(2) Fix V in S ′. It remains to give an explicit upper bound for the
number m(V ) of elements ̟ in S(E,N, w) with V(̟) = V . Following
an argument essentially due to O. Taïbi, we claim that there is an
effective upper bound on m(V ) if the following inequality holds:
(6.2) qF (V ) > (dimV − 1
2
) log ||N||, with F (t) = e− t2 cosh(t/2)−1.
Note that this is a non trivial problem a priori, as Harish-Chandra’s
finiteness result in Lemma 5.5 is not effective. We first choose λ > 0 big
enough so that the strict inequality above still holds with F replaced by
11Use e.g. the algorithm qfminim in PARI
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Fλ, and set δλ(V ) = qFλ(V )− (dimV − 12) log ||N||. We have δλ(V ) > 0
by assumption and we claim that we have the inequality
(6.3) m(V ) ≤ 8 λ
δλ(V ) π2
.
To prove this, assume̟1, ̟2, . . . , ̟r are distinct elements of S(E,N, w),
with V(̟i) = V for each i. Set n = dimV . We apply Mestre’s explicit
formula to the Rankin-Selberg L-function Λ(s,̟×̟∨) of the isobaric
automorphic representation ̟ = ̟1 ⊞̟2 ⊞ · · ·⊞̟r of GLnr over E.
The only difference with the case of a cuspidal ̟ recalled in §4 is that
the L-function Λ(s,̟ × ̟∨) now has a pole of order r at s = 0 and
s = 1. In particular, the inequality of Proposition 4.4 still holds for ̟
but with the term F̂ ( i
4π
) replaced by rF̂ ( i
4π
). We also have :
(i) L(̟v ⊗ | det |−
w
2
v ) = r Vv for each v ∈ S∞(E),
(ii) N(̟×̟∨) =∏1≤i,j≤rN(̟i×̟∨j ), and [BH97, Thm. 1] still shows
the inequality log ||N(̟i ×̟∨j )|| ≤ (2n− 1)log ||N|| for all i, j.
This proves the inequality qFλ(r V ) ≤ r F̂λ( i4π ) + r2 (n − 12) log ||N||.
As we have qFλ(r V ) = r
2 qFλ(V ), dividing that inequality by r
2 leads
to δλ(V ) ≤ 1r F̂λ( i4π ) and concludes the proof of (6.3). 
In the special case ||N|| = 1, the inequality (6.2) holds for all V in
K − {0} as we assumed rE < r(w). We have thus proved the:
Theorem 6.3. Let E be an number field and w ≥ 0 an integer with
rE < r(w). The algorithm described above leads to an effective upper
bound for the number of cuspidal algebraic automorphic representations
π of GLn over E (with n varying) whose weights are in {0, . . . , w}, and
such that πv is unramified for each finite place v of E.
We refer to [CL, §IX.3] for an application of this method in the
special case E = Q and w ≤ 22, including a complete description of
S(Q, (1), w) in this range (which requires many other ingredients!).
6.4. On the optimality of the assumption rE < r(w). A key in-
gredient in the proof of Proposition 5.3 (hence in that of Theorem B
as well), is the fact that for λ big enough, and r < r(w), the quadratic
form U 7→ 〈U, U〉CFλ − log r (dimU)2 is positive definite on K≤wC . It is
legitimate to ask if the choice of other test functions could allow to
improve these theorems. The next proposition shows that it is not the
case.
Proposition 6.5. Let w ≥ 0 be an integer, r ≥ 1 a real number, and
set E = R or E = C. There is an equivalence between:
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(i) there is a nonnegative test function F satisfying (POS) and such
that the quadratic form U 7→ 〈U, U〉EF − F (0) [E:R]2 log r (dimU)2
is positive definite on K≤wE ,
(ii) the quadratic form U 7→ 〈U, U〉EFλ− [E:R]2 log r (dimU)2 is positive
definite on K≤wE for λ big enough,
(iii) the inequality r < r(w) holds.
More precisely, if we have r > r(w), then there is an effective element U
in K≤wE such that for any nonnegative test function F satisfying (POS)
we have 〈U, U〉EF − F (0) [E:R]2 log r (dimU)2 < 0.
This proposition admits the following variant.
Proposition 6.6. The statements of Proposition 6.5 still hold if we
replace everywhere “(POS)” by “F̂ (ξ) ≥ 0 for all ξ ∈ R”, and r(w) by
r∗(w).
Proof. We will prove simultaneously Propositions 6.5 (case A) and
6.6 (case B). We first show the equivalence between properties (i), (ii)
and (iii). Note that (i) (resp. (ii)) holds for E = R if, and only if, it
holds for E = C, by Proposition 3.5. As property (iii) does not depend
on E, we may and do assume that we have E = C. The implication
(ii) ⇒ (i) is obvious. Moreover, the implication (iii) ⇒ (ii) has already
been explained during the proof of Proposition 5.3 (apply Lemma 5.1,
Proposition 2.6 (i) and Lemma 3.4). We are left to show (i) ⇒ (iii).
Let F be a nonzero nonnegative test function F satisying (POS)
in case A, F̂ (ξ) ≥ 0 for all ξ ∈ R in case B. We have F (0) > 0 by
Lemma 4.5, so by replacing F by F/F (0) we may assume F (0) = 1
without loss of generality. Set H(t) = F (t)e−
t
2 for t ≥ 0. Assume that
the quadratic form U 7→ 〈U, U〉EF − log r (dimU)2 is positive definite on
K≤wC . By Lemma 3.4, this assumption on F asserts that the quadratic
form log 2π
r
φ2w − qHw is positive definite on Rw+1. On the other hand,
in both cases Lemma 4.5 imply that we have H ≤ H0 with H0(t) =
cosh( t
2
)−1e−
t
2 in case A, and H0(t) = e−
t
2 in case B. By Proposition
2.7, we have thus the inequality
(6.4) log
2π
r
φ2w − qHw ≤ log
2π
r
φ2w − qH0w , for all r > 0 and all w ≥ 0.
This shows that log 2π
r
φ2w−qH0w is positive definite. But this is equivalent
to assertion (iii) by Definition 5.2 and Proposition 2.6 (i) applied toH0,
and we are done.
We now refine this analysis to prove the second part of the proposi-
tion. We assume r > r(w) in case A, and r > r∗(w) in case B. Define
H0 accordingly as above. We will show that there is an explicit nonzero
element x = (xk)0≤k≤w ∈ Rw+1 satisfying the following two properties:
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(a) xk is a nonnegative integer, with xk = xw−k for all 0 ≤ k ≤ w,
(b) the quadratic form log 2π
r
φ2w − qH0w is < 0 on x.
Note that for any test function F satisfying (POS) in case A, or
F̂ (ξ) ≥ 0 for all ξ ∈ R in case B, and if we set H(t) = F (t)e− t2 , the
quadratic form log 2π
r
φ2w − qHw is negative as well on x, by property (b)
and the inequality (6.4). Moreover, by the first part of property (a)
the element U =
∑w
k=0 xkη
−w+2k of K≤wC has the required properties in
the case E = C by Lemma 3.4. By the second part of property (a),
2U has the form resU ′ for a unique U ′ ∈ K≤wR with U ′ = U ′ · ǫC/R, and
U ′ has the required properties in the case E = R by the claim of the
third paragraph of the proof of Proposition 3.5.
We are thus left to prove the existence of nonzero x ∈ Rw+1 satisfying
(a) and (b) above. By the assumption r > r(w) in case A, and r >
r∗(w) in case B, the nonzero element y = vH0w satisfies (b), as well as
yw−k = yk for all 0 ≤ k ≤ w by Proposition 2.9 (this is equivalent
to say that PHw is real). So a suitable integer multiple of y does the
trick if we know that its coefficients are nonnegative rational numbers.
This concludes the proof in case B, as we have 4w yk =
(
2k
k
)(
2(w−k)
w−k
)
by Proposition 2.12 and Formula (2.14).
Suppose now that we are in case A. As explained in the paragraph
preceding Corollary 2.16, we expect that vH0w has positive coefficients
for all w; we know it by explicit computations for small w, and in
particular for w ≤ 25. The element vH0w has rational coefficients for w
odd by Corollary 2.16, but not for w even. This is not a problem, since
assuming vH0w has nonnegative coefficients we may always choose an
element y ∈ Qw+1, with yk = yw−k for all 0 ≤ k ≤ w, with nonnegative
coefficients, which is close enough to vH0w so that the quadratic form
log 2π
r
φ2w− qH0w is < 0 on y. This concludes the proof of the proposition
for w ≤ 25. The remaining case w > 25 actually follows from this one.
Indeed, we have then r(w) ≤ r(25) < 1 ≤ r by Corollary 2.15. We
conclude as K≤wC contains K
≤25
C for w odd, K
≤24
C for w even. 
Example 6.7. Let us discuss the optimality of Theorem A. Take
H(t) = e−t/2 and consider the element x = (4, 1, 1, . . . , 1, 1, 4) ∈ R26,
which generates a line close to RvH25. The quadratic form log 2π φ
2
25−qH25
is negative at x (it is ≈ −1, 04 up to 10−2). Set
U = I1 + I3 + · · ·+ I21 + I23 + 4 I25 ∈ K≤25R .
By the proof above, we have 〈U, U〉RF < 0 for any nonzero test function
F ≥ 0 satisfying F̂ ≥ 0. As a consequence, even under (GRH), our
method cannot rule out the possibility that there exist infinitely many
cuspidal algebraic automorphic representations ̟ of GLn over Q (with
n varying), which are effective of motivic weight 25, of same Artin
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conductor, and with L(̟∞ ⊗ | det |− 252 ) ∈ ZU . Moreover, if we set
V = I2 + I4 + · · ·+ I20 + I22 + 4 I24 ∈ K≤24R ,
Corollary 2.15 and the proof above show that we have 〈V, V 〉RF < 0 for
any nonzero test function F ≥ 0 satisfying (POS). As a consequence,
without (GRH), our method cannot rule out the possibility that there
exist infinitely many cuspidal algebraic automorphic representations ̟
of GLn over Q (with n varying), which are effective of motivic weight
24, of same Artin conductor, and with L(̟∞ ⊗ | det |−12) ∈ ZV .
6.8. Comparison with the “standard L-function” method. As mentionned in the
introduction, applying the explicit formula to Godement-Jacquet L-functions, rather than
to Rankin-Selberg L-functions, also proves some variant of Theorem B. We only briefly
discuss it here, and use a small font, because the resulting statements are much weaker.
Let ̟ be a cuspidal algebraic automorphic representation of GLn over E which is effective
of motivic weight w ≥ 0, with conductor N, and with ̟ 6= 1. If we denote by Vv the
element L(̟v ⊗ |.|−w/2v ) of K≤wEv for v ∈ S∞(E), the basic inequality takes the form
(6.5)
∑
v∈S∞(E)
(
JEvF (Vv) − F (0)
[Ev : R]
2
log rE dimVv
)
≤ F (0)
2
log ||N||.
Here we have to assume that F satisfies (POS) and that its support is in [−log 2, log 2]
since the analogue of (4.2) does not hold anymore. To fix ideas we just choose F = Flog 2.
In order to draw any conclusion on ||N|| the sum on the left-hand side of (6.5) has to
be > 0. The sequence of real numbers (JCFlog 2(η
w))w≥0 is decreasing, and a numerical
computation shows that for w ≥ 2 it is smaller than 2JRF (ǫC/R). This shows that for
Ev = C, the v-part of the sum in (6.5) is bounded below by n(JCF (η
w) − log rE), and
that for Ev = R this v-part is bounded below by n2 (J
C
F (η
w) − log rE) for w > 0, and by
n
2
(2JRF (ǫC/R)− log rE) for w = 0.
For w ≥ 0 an integer we set s(w) = exp (JCFlog 2(ηw)). This is a decreasing sequence,
and we have s(10) ≈ 1.003 up to 10−3 and s(w) < 1 for w > 10. Table 2 gives the relevant
numerical values of s(w). We also set s′(0) = exp (2 JRFlog 2(ǫC/R)), a real number which is
≈ 2.323 up to 10−3. The analysis above proves a variant of Theorem B in which r(w) is
replaced with s(w), unless we have w = 0 and E has a real place in which case r(0) has
to be replaced with s′(0). They are much lower than r(w). Actually, there are only five
number fields E with rE < s(0) ≈ 2.669, namely Q and Q(
√
d) for d = −3,−4, 5 and −7.
Let us add that we would not gain anything using GRH here.
w 0 1 2 3 4 5 6 7 8 9 10
s(w) 2.67 2.34 2.06 1.84 1.66 1.50 1.37 1.26 1.16 1.08 1.00
Table 2. Values of s(w) up to 10−2.
References
[ABCZ94] G. Anderson, D. Blasius, R. Coleman & G. Zettler, On representations of the
Weil group with bounded conductor, Forum Math. 6, 537–545 (1994).
[BH97] C. Bushnell & G. Henniart, An upper bound on conductors for pairs, Journal of
Number Theory 65, 183–196 (1997).
[CL] G. Chenevier & J. Lannes, Automorphic forms and even unimodular lattices, to
appear in Ergebnisse der Math. und ihrer Grenzgebiete, Springer Verlag.
30
[Clo90] L. Clozel, Motifs et formes automorphes : applications du principe de fonctori-
alité, in Automorphic forms, Shimura varieties, and L-functions, Vol. I (Ann Arbor,
MI, 1988), Perspectives in Math. 10, Academic Press, Boston, MA (1990).
[Cog04] J. Cogdell, Lectures on L-functions, converse theorems, and functoriality for
GL(n), in Lectures on automorphic L-functions, A. M. S., Fields Institute Mono-
graphs (2004).
[FM95] J.-M. Fontaine, B. Mazur, Geometric Galois representations, in Coates, John;
Yau., S.-T., Elliptic curves, modular forms, & Fermat’s last theorem, Series in Num-
ber Theory 1, Int. Press, Cambridge, MA, 41–78 (1995).
[GSha01] S. Gelbart & F. Shahidi, Boundedness of automorphic L-functions in vertical
strips, Journal of the A. M. S. 14, 79–107 (2001).
[HC68] Harish-Chandra, Automorphic forms on semisimple Lie groups, Lecture Notes in
Math. 62, Springer Verlag (1968).
[HR95] J. Hoffstein & D. Ramakrishnan, Siegel zeros and cusp forms, Math. Res. Notices
6, 279–308 (1995).
[JS81] H. Jacquet & J. Shalika, On Euler products and the classification of automorphic
representations I & II, Amer. J. of Math. 103, 499–558 and 777–815 (1981).
[JPS81] H. Jacquet, I. I. Piatetski-Shapiro, and J. Shalika, Conducteur des représenta-
tions du groupe linéaire, Math. Annalen 256, 199-214 (1981).
[JPS83] H. Jacquet, I. I. Piatetski-Shapiro, and J. Shalika, Rankin-Selberg convolutions,
Amer. J. Math. 105, 367–464 (1983).
[Kna94] A. Knapp, Local Langlands correspondence: the Archimedean case, in Motives
vol. II, Proc. Symp. in Pure Math. 55, Amer. Math. Soc., Providence, RI, 393–410
(1994).
[Lan97] R, Langlands, Where stands functoriality today ?, A.M.S. Proc. Symp. in Pure
Math. 61 (1997).
[Mes86] J.-F. Mestre, Formules explicites et minorations de conducteurs des variétés al-
gébriques, Compositio Math. 58, 209–232 (1986).
[Mil02] S. Miller, The highest-lowest zero and other applications of positivity, Duke Math.
J. 112, 83-116 (2002).
[MW89] C. Moeglin & J.-L. Waldspurger, Le spectre résiduel de GL(n), Ann. Sci. Éc.
Norm. Sup. 22, 605–674 (1989).
[Odl75] A. M. Odlyzko, On conductors and discriminants, pp. 377–407 in Algebraic num-
ber fields, Proc. 1975 Durham Symp., A. Fröhlich, ed., Academic Press (1977).
[Odl90] A. M. Odlyzko, Bounds for discriminants and related estimates for class numbers,
regulators and zeros of zeta functions: a survey of recent results, Journal de Théorie
des Nombres de Bordeaux, tome 2, no. 1, p. 119-141 (1990).
[PARI] The PARI Group, PARI/GP version 2.5.0, Bordeaux, 2014,
http://pari.math.u-bordeaux.fr/.
[Poi76a] G. Poitou, Minorations de discriminants (d’après A. M. Odlyzko), Séminaire
Bourbaki no. 479 1975/1976.
[Poi76b] G. Poitou, Sur les petits discriminants, Séminaire Delange-Pisot-Poitou, Théorie
des nombres, tome 18, n. 1 exp. 6, 1–17 (1976).
[Sz39] G. Szegö, Orthogonal polynomials, A.M.S. Colloquium Publ. XXIII (1939).
[Ta79] J. Tate, Number theoretic background, in Automorphic forms, representations and
L-functions vol. II, P.S.P.M. XXXIII Amer. Math. Soc., 3–26 (1979).
