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Abstract
For a general nonlinear control system, we study the problem of small time local attainability
of a target which is the closure of an open set. When the target is smooth and locally the sublevel
set of a smooth function, we develop second order attainability conditions as explicit pointwise
conditions on the vector fields at points where all the available vector fields are contained in the
tangent space of its boundary. Our sufficient condition requires the function defining the target to
be a strict supersolution of a second order degenerate elliptic equation and if satisfied, it allows to
reach the target with a piecewise constant control with at most one switch. For symmetric systems,
our sufficient condition is also necessary and can be reformulated as a suitable symmetric matrix
having a negative eigenvalue. For nonlinear affine systems to obtain a necessary and sufficient
condition we require an additional request on the drift. Our second order pde has the same role of
the Hamilton-Jacobi equation for first order sufficient conditions.
2010 Mathematics Subject Classification: Primary 49L20; Secondary 93B05, 35F21, 35D40.
1 Introduction
In this paper we study a general controlled nonlinear system{
x˙t = f(xt, at),
x0 ∈ Rn, (1.1)
where f : Rn × A → Rn is continuous and determines uniqueness of trajectories, A ⊂ Rm is
compact and a. : [0,+∞) → A will always be piecewise continuous. We are also given a function
u : Rn → R, u ∈ C2(Rn) and a point x¯ 6= 0, ∇u(x¯) 6= 0. The idea is that u describes locally around
x¯ the boundary of a target set for (1.1), i.e. locally
T = {x : u(x) ≤ u(x¯)}. (1.2)
We want to study the problem of small time local attainability (STLA) of the target T by system
(1.1) at x¯. In other words, given any small time t > 0, study when the point x¯ is in the interior
of the set of points from which we can reach T in time less than t following trajectories of (1.1)
or equivalently, the minimum time function is continuous at x¯, see the book by Bardi and Capuzzo-
Dolcetta [2]. Here, function u may for instance be the signed distance function from the hypersurface
∗email: soravia@math.unipd.it.
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M = {x : u = u(x¯)} but this is not required. The STLA problem is a classical and important
subject in control theory. It is well known that when the target is STLA for (1.1) at every point on its
boundary, then the minimum time function is continuous in its whole domain, and we can characterise
it as the unique solution of a free boundary problem for the Hamilton-Jacobi equation, see Bardi and
the author [4] and the references therein. Moreover the rate of decay of the minimum time function at
the target determines the exponent of the local Ho¨lder continuity of such function in its domain, see
[2]. Therefore STLA is a way we approach the regularity of the minimum time function, which is the
prototype of solutions of Dirichlet boundary value problems for the Hamilton Jacobi equation. For
the connection, see for instance the recent paper by Bardi, Feleqi and the author [5]. It is then clear
that what we derive here has precise consequences on that problem as well.
Sufficient conditions for STLA at a point of system (1.1) appear in the literature in different ways.
The most interesting are pointwise conditions on the controlled vector field f and the function u that
locally describes the target. Sufficient conditions have different nature. Classical, explicit first order
attainability conditions require that for some a ∈ A the vector field f(·, a) points inward the target,
namely ∇u · f(x¯, a) < 0 (Petrov condition, see e.g. [18]). Notice at this point that this is equivalent
to asking that u (or a multiple of u) satisfies in a neighborhood of x¯
max
a∈A
{−f(x, a) · ∇u(x)} ≥ 1, (1.3)
namely u is a supersolution of the classical first order Hamilton-Jacobi equation satisfied by the min-
imum time function. A consequence is that the minimum time function T satisfies a local estimate of
the form
T (x) ≤ Cd(x), x ∈ Br(x¯), (1.4)
where d(x) is the distance function from the target, see Bardi-Falcone [3]. If Petrov condition fails,
namely if ∇u · f(x¯, a) ≥ 0 for all a ∈ A, one can give second order conditions. If explicit, second
order conditions, at least for symmetric systems, require that a Lie bracket between two available
vector fields of the system is transversal to ∂T at x¯. In this case (1.4) becomes
T (x) ≤ Cd1/2(x), x ∈ Br(x¯), (1.5)
showing the difference between first and second order conditions. For systems that are not symmetric,
as we see in the following, the situation is not completely clarified. Let us discuss the transversality
of a Lie bracket in more detail. There are at least two unpleasant facts in requiring a transversal
Lie bracket as a second order sufficient condition for STLA. The first one is that constructing a Lie
bracket requires two vector fields, while sometimes, as we see in some explicit example below, we
can reach the target using a single vector field (constant control) when the geometry of the manifold
(in particular its curvature) is favourable as compared to the trajectory, and still have (1.5) satisfied.
The second and more important for applications is that in order to construct a trajectory that follows
(with an error) the new vector field provided by a Lie bracket of two vector fields, one needs to build
a trajectory that has three switches, and they need to happen in short time, if we want to keep the error
small. Indeed in order for the system to follow the vector field [f(·, a1), f(·, a2)], which denotes the
Lie bracket between the two vector fields, for small time t > 0 we need to use the control
as =


a1, s ∈ [0, t),
a2, s ∈ [t, 2t)
−a1, s ∈ [2t, 3t),
−a2, s ∈ [3t, 4t).
(1.6)
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Time needs to be short because we still get an error of size t3 when f(·, a) ∈ C2 for a = a1, a2. Using
the control in (1.6) is possible provided the system is symmetric, i.e. for instance f(·,−a) = −f(·, a)
for a = a1, a2, otherwise for generic nonlinear systems the use of Lie brackets appears less direct.
In this paper we aim at simplifying the treatment of second order sufficient conditions for STLA
of the system (1.1) at x¯. We want to derive explicit conditions on the vector field that are easy to
check and as close as possible to the known necessary conditions. We will see that if the system is not
symmetric, we need to expect that (1.5) is relaxed to the weaker
T (x) ≤ C|x− x¯|1/2, x ∈ Br(x¯). (1.7)
The continuity of the minimum time function at x¯ is still satisfied, and this estimate can improve to
(1.5) if either Petrov or a second order condition is satisfied at every point of the boundary of the
target in the neighborhood of x¯ and other appropriate conditions hold. Then by a standard mechanism
we still get local 1/2-Ho¨lder regularity of the minimum time function in its domain, see e.g. [19], or
Theorem IV.1.18 in ([2]).
In order to achieve our goal, we start from the conjecture that if a smooth target is STLA at x¯ for the
system, then starting at each point in the neighborhood of x¯, we can reach the target using piecewise
constant controls with at most one switch. We will actually prove this conjecture for symmetric
systems where our conditions will be necessary and sufficient for STLA, and for nonlinear-affine
systems where f(x, a) = σ0(x) +σ(x)a, under an additional request on the drift σ0, while it remains
open for general ones. For nonlinear-affine systems, our approach leads us to sufficient conditions that
have the same nature (even less restrictive) of those pointwise and explicit appearing in the literature
that we are aware of, but we believe that they are presented in a more natural and direct way. For
nonlinear affine systems our conditions can be equivalently rewritten in an algebraic fashion making
them quite easy to check. As far as we know, we develop new explicit conditions for general nonlinear
systems.
To be more specific, we introduce the following second order degenerate elliptic inequality in a
neighborhood of x¯
max(a1,a2)∈A×A{−Tr(D2u f(x, a1)⊗ f(x, a2))
−(D(f(x, a1) + f(x, a2))(f(x, a1) + f(x, a2)) + [f(·, a1), f(·, a2)](x)) · ∇u(x)} ≥ 1 (1.8)
to be satisfied by u in (1.2) (or by a multiple of u), and show that if f(x¯, A) is contained in the
tangent space of the target at x¯, then T is STLA at x¯ for the system and (1.7) holds. Thus if u
is a supersolution of the corresponding equation, then the system satisfies second order STLA at x¯
making (1.8) a counterpart for second order conditions of the Hamilton-Jacobi inequality (1.3) when
Petrov condition holds. We remark that (1.8) always contains the case of a target reachable by a single
tangent vector field (when the inequality is attained at a1 = a2) and, in the case of symmetric systems,
the case of a transversal Lie bracket. Therefore, for f(x, a) = σ(x)a, (1.8) is more general than the
classical one on transversality of a Lie bracket and can be easily reformulated by checking if a suitable
symmetric matrix has a negative eigenvalue. Our approach is constructive, since the corresponding
eigenvector contains the coordinates of the two controls that we can use to define a trajectory reaching
the target with at most one control switch. The case of nonlinear-affine systems can be equivalently
reformulated with a rather simple algebraic condition as well. Inequality (1.8) involves iterated first
order hamiltonians, as we describe in the next section, making it a second order operator. The general
idea shows how we could proceed and deal with higher order sufficient conditions as well, although
we do not do it here. Part of our results on symmetric systems, has been announced in the proceedings
[20].
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Small time local attainability and regularity of the minimum time function is a long studied and
important subject in optimal control. Besides classical results by Kalman (for linear systems) and by
Sussman, who mainly deal with controllability at equilibrium points of the system, we recall Petrov
[17, 18] for the study of first order controllability, that is attainability at a single point. Liverowskii
[12] studied the corresponding problem of second order, see also Bianchini and Stefani [6, 7, 8].
Controllability of higher order to a point was studied by Liverowskii [13]. For attainability of a target
different from a point we recall the papers by Bacciotti [1] in the case of targets of codimension 1 and
the author [19] for manifolds of any dimension, possibly with a boundary. We mention Bardi-Falcone
[3] who showed that Petrov condition is also necessary for local Lipschitz continuity of the minimum
time function, while in [5] we derive necessary second order conditions. More recently the work by
Krastanov and Quincampoix [9, 10] pointed out the importance of the geometry of the target and
studied higher order attainability of nonsmooth targets for affine systems with nontrivial drift. For the
same class of systems Marigonda, Rigo and Le [14, 15, 11] studied higher order regularity focusing on
the lack of smoothness of the target and the presence of state constraints. We finally mention the paper
by Motta and Rampazzo [16] where the authors study higher order hamiltonians obtained by adding
iterated Lie brackets as additional vector fields, in order to prove global asymptotic controllability to
a target. Their higher order Hamiltonian is still a first order operator in contrast to ours.
In the following, a · b indicates the scalar product in Rn, and tB the transpose of a matrix B.
Notation Br(x) indicates the closed ball of radius r > 0. If f : R
n ×A→ Rn is a smooth controlled
vector field, in components f = (fi)i=1,...,n, we will denote Df(x) =
(
∂xjfi
)
i,j=1...,n
the spatial
jacobian matrix of f at x. We say that the control vector field f ∈ C(Rn × A;Rn) is of class C1 if
all its spatial partial derivatives ∂xif ∈ C(Rn×A;Rn) so they are jointly continuous in all variables.
The same notation will be assumed for higher order derivatives as well. As a general rule, in the
product of functions having the same dependance, we will show their argument only after the last
factor. Everything we develop will be in an appropriate neighborhood of a given point, but we keep
all functions everywhere defined for convenience.
The contents of the paper are as follows. In section 2 we derive some preliminaries and introduce
iterated hamiltonians. In section 3 we present out sufficient condition and derive STLA and estimates
on the minimum time function. In section 4 we show that our sufficient condition is necessary for
symmetric systems and we partly extend such result in the case of nonlinear affine systems in section
5. Finally in section 6 we show some examples illustrating our ideas.
2 Preliminaries
In this section we recover the main estimates that we are going to use. We start by deriving some
known Taylor expansions on trajectories. We analyse the trajectory resulting from a unique switch
between two smooth vector fields. For vector fields f, g ∈ C1(Rn;Rn), we will use below the notation
of Lie bracket as the vector field
[f, g] : Rn → Rn, [f, g](x) = Dg f(x)−Df g(x).
Proposition 2.1. Let t > 0 and f, g : Rn → Rn be C1 vector fields. Consider the Caratheodory
solution of
x˙s =
{
f(xs), if s ∈ [0, t),
g(xs), if s ∈ [t, 2t], x0 ∈ R
n. (2.1)
Then, as t→ 0+,
x2t − x0 = (f(x0) + g(x0))t+D(f + g) (f + g)(x0) t22 + [f, g](x0) t
2
2 + o(t
2).
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Proof. Observe that
x2t − x0 = x2t − xt + xt − x0 =
∫ t
0 (g(xt+s) + f(xs)) ds
=
∫ t
0 [(g(xt+s)− g(xt)) + (f(xs)− f(x0)] ds+ g(xt)t+ f(x0)t
=
∫ t
0 [
∫ s
0 (Dg g(xt+r) +Df f(xr)) dr] ds+
∫ t
0 (g(xs) + sDg f(xs)) ds+ f(x0)t
=
∫ t
0 [
∫ s
0 (Dg g(xt+r) +Df f(xr) +Dg f(xr)) dr] ds +
∫ t
0 sDg f(xs) ds+ (f(x0) + g(x0))t
= (Dg g(x0) +Df f(x0) + 2Dg f(x0))
t2
2 + (f(x0) + g(x0))t+ o(t
2).
The previous result shows the main trajectories that we are going to use in our analysis in order to
prove that a system is STLA at a point. A sort of balanced trajectories with a single switch. Observe
that if we modify t then the trajectory changes.
Remark 2.2. Note that the Taylor estimate on the trajectory of a single vector field shows that if we
consider the averaged system {
y˙s =
f(ys)+g(ys)
2 , for s ∈ [0, 2t],
y0 = x0,
then it satisfies, as t→ 0+,
y2t − x0 = (f(x0) + g(x0))t+D(f + g) (f + g)(x0) t22 + o(t2).
Therefore from Proposition 2.1 we conclude that
x2t = y2t + [f, g](x0)
t2
2
+ o(t2), as t→ 0 + .
It means that one switch between two admissible vector fields causes a deflection from the trajectory
of the average of the vector fields by a second order term proportional to their Lie bracket. This is a
special case of the well known Baker-Campbell-Hausdorff formula stopped at the second order. In the
above statements all remainders o(t2) become terms of the order of t3 if the vector fields f, g ∈ C2.
The following straightforward result is useful to localise the problem. Here we go back to a
controlled vector field f ∈ C(Rn ×A;Rn), A compact.
Lemma 2.3. Let x¯ ∈ Rn. Let 0 < δ < r and M = max(x,a)∈Br(x¯)×A |f(x, a)|. Then for all
xo ∈ Bδ(x¯) the trajectory of (1.1) satisfies xt ∈ Br(x¯) for all t ∈ [0, (r − δ)/M ].
Proof. Since the trajectory of (1.1) satisfies,
xt = xo +
∫ t
0
f(xs, as) ds,
then for t ∈ [0, (r − δ)/M ], we get |xt − x¯| ≤ |xt − xo|+ δ ≤Mt+ δ ≤ r.
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2.1 Second order Hamiltonians
For a given vector field f ∈ C1(Rn;Rn), we define as usual its Hamiltonian as the functional
Hf : C
1(Rn)→ C(Rn), Hfu = −∇u · f.
Given two vector fields f, g ∈ C1(Rn;Rn), we introduce the second order hamiltonian Hg,f :
C2(Rn)→ C(Rn) by
Hg,fu = Hg ◦Hfu = ∇(∇u · f) · g = D2u f · g +∇u ·Df g.
Notice that the second order Hamiltonian is therefore the following degenerate elliptic operator for
u ∈ C2(Rn)
Hg,fu = Tr(D
2u f ⊗ g) +∇u ·Df g.
As a differential operator, the second order hamiltonian is bilinear in its arguments. We could also
define higher order Hamiltonians although we will not consider them in this paper.
By Taylor expansions of functions of multiple variables we then obtain second order estimates of
the variation of functions along trajectories of (2.1) as a consequence of Proposition 2.1, expressed by
second order hamiltonians.
Proposition 2.4. Let t > 0 and f, g : Rn → Rn be C1 vector fields. Let u : Rn → R be a function
of class C2. For the trajectory (2.1) we have the following estimate, as t→ 0+,
u(x2t)− u(x0) = ∇u · (f + g)(x0)t+ (Hf+g,f+gu(x0) +∇u · [f, g](x0)) t22 + o(t2)
= ∇u · (f + g)(x0)t+ (Hf,fu(x0) +Hg,gu(x0) + 2Hf,gu(x0)) t22 + o(t2).
(2.2)
If in particular f ≡ g then
u(x2t)− u(x0) = 2(∇u · f(x0)t+Hf,fu(x0)t2) + o(t2).
Proof. From the standard Taylor estimate and Proposition 2.1
u(x2t)− u(x0) = ∇u · (f + g)(x0)t+∇u · (D(f + g) (f + g)(x0) + [f, g](x0)) t22
+12D
2u(f + g) · (f + g)t2 + o(t2)
from which the first equality in (2.2) follows. The second equality is a consequence of the simple
observation that
∇u · [f, g] = Hf,gu−Hg,fu,
when u ∈ C2, and by bilinearity of the second order hamiltonian.
Remark 2.5. If the vector fields f, g are at least of class C2 and the function u is at least of class C3,
then the remainders in Proposition 2.4 are of the order t3. Notice that in (2.2) we obtain the variation
of u(x·) at the point 2t after a complete switch, and modifying t will change the trajectory we are
following.
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3 Sufficient conditions for second order controllability
This section contains a key general result of the paper, that we will later investigate and specialise to
more restrictive classes of systems. We want to discuss when a given target, locally described in the
neighborhood of a point x¯ as T = {x : u(x) ≤ u(x¯)}, is STLA at x¯ by system (1.1). We plan to reach
the target only using trajectories with a single (at most) switch between two available vector fields of
the system, in the form of (2.1). We recall the definition of minimum time function for system (1.1)
and target T , namely
T (x) = inf
a·∈L∞(0,+∞)
tx(a·),
where tx(a·) = inf{t ≥ 0 : xt ∈ T , x· trajectory of (1.1)}. In particular T ≡ 0 on T . The following
result is a consequence of Proposition 2.4.
Theorem 3.1. Let f : Rn × A → Rn be of class C2 and let u : Rn → R be a function of class C3.
Let x¯ ∈ Rn be a point such that ∇u(x¯) 6= 0, ∇u · f(x¯, a) = 0, for all a ∈ A and suppose that
max(a1,a2)∈A×A{−Tr(D2u(x¯) f(x¯, a1)⊗ f(x¯, a2))
−(D(f(x¯, a1) + f(x¯, a2))(f(x¯, a1) + f(x¯, a2)) + [f(·, a1), f(·, a2)](x¯)) · ∇u(x¯)} > 0. (3.1)
Then the target {x : u(x) ≤ u(x¯)} is STLA for the system (1.1) at x¯ and the minimum time function
T satisfies in the neighborhood of x¯
T (x) ≤ C|x− x¯|1/2. (3.2)
Remark 3.2. If (3.1) holds, then locally around x¯ the inequality is preserved by continuity. Therefore
(3.1) holds if and only if u is a strict supersolution of the corresponding elliptic partial differential
equation in a neighborhood of x¯
max(a1,a2)∈A×A{−Tr(D2u(x) f(x, a1)⊗ f(x, a2))− (D(f(x, a1) + f(x, a2))(f(x, a1) + f(x, a2))
+[f(·, a1), f(·, a2)](x)) · ∇u(x)} ≥ ρ > 0, x ∈ Br(x¯),
(3.3)
for some r, ρ > 0.
Proof. Assume (3.1) and let a1, a2 ∈ A be such that
−Tr(D2u f(x¯, a1)⊗ f(x¯, a2))− (D(f(x¯, a1) + f(x¯, a2))(f(x¯, a1) + f(x¯, a2))
+[f(·, a1), f(·, a2)](x¯)) · ∇u(x¯) > 0. (3.4)
By continuity there are ρ, r > 0 such that
−Tr(D2u f(x, a1)⊗ f(x, a2))− (D(f(x, a1) + f(x, a2))(f(x, a1) + f(x, a2))
+[f(·, a1), f(·, a2)](x)) · ∇u(x) > ρ, x ∈ Br(x¯). (3.5)
LetM = max{|f(x, a)| : (x, a) ∈ Br(x¯)× A}. Let f(·) = f(·, a1), g(·) = f(·, a2), we follow the
trajectory (2.1) of the two vector fields such that ∇u · f(x¯) = 0 = ∇u · g(x¯), starting out at x0 = x¯.
Therefore by (2.2), and (3.5),
u(x2t)− u(x¯) ≤ −ρt
2
2
+ Ct3,
for t positive and sufficiently small so that the trajectory remains in Br(x¯), and for some positive
constant C estimating the remainder term of (2.2) in Br(x¯). We want to keep t ≤ ρ/4C so that the
right hand side remains negative.
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We now use continuous dependence on the initial condition and start the trajectory x1· in (2.1)
from a point x0 = x
1, |x1 − x¯| ≤ δ < r, δ to be decided later. We fix any
0 < t ≤ min{ρ/4C, (r − δ)/M, 1} (3.6)
and obtain, by Lemma 2.3 and (2.2),
u(x12t)− u(x¯) = u(x12t)− u(x1) + u(x1)− u(xp) ≤ L1|x1 − x¯|t− ρ t
2
2 + Ct
3 + Ld(x1)
≤ L1|x1 − x¯|t− ρ4 t2 + Ld(x1) ≤ L˜|x1 − x¯| − ρ4 t2,
(3.7)
where L is a local Lipschitz constant for u, L1 is a local Lipschitz constant for the product ∇u(x) ·
(f(x) + g(x)) which vanishes at x¯ by the assumption, L˜ = L + L1, and xp ∈ ∂T is such that
d(x1) = |x1−xp|. The point xp ∈ Br(x¯) for δ ≤ r/2. Note that the right hand side of (3.7) is zero at
t¯ = 2
√
L˜
ρ
|x1 − x¯|1/2 ≤ 2
√
L˜δ
ρ
,
and that the right hand side of the previous formula is smaller than the right hand side of (3.6) for
δ > 0 sufficiently small. Therefore the trajectory (2.1) starting at any x1 ∈ Bδ(x¯) will reach the target
{x : u(x) ≤ u(x¯)} earlier than t¯. In particular we can estimate the minimum time to reach the target
as
T (x1) ≤ 2
√
L˜
ρ
|x1 − x¯|1/2, x1 ∈ Bδ(x¯),
namely with the square root of the distance from the centre of the ball on the target. Hence T is
continuous at x¯ and the system is STLA at x¯.
Remark 3.3. Notice that the same conclusion of Theorem 3.1 will hold assuming directly that there
exist a1, a2 ∈ A such that ∇u(x¯) · (f(x¯, a1) + f(x¯, a2)) = 0 and (3.4) holds, a little weaker than
the statement. However, if one of the two vector fields points inward T , we could reach a stronger
conclusion with a similar argument. Indeed, if we know that for r, ρ > 0 and a ∈ A
−∇u · f(x, a) ≥ ρ > 0, x ∈ Br(x¯), (3.8)
and (xt)t≥0 is the trajectory of the vector field f(·, a) with initial point xo = x¯, we easily obtain an
estimate of the form
u(xt)− u(x¯) ≤ −ρt+ Ct2,
for t sufficiently small. Here the leading negative term has a first order power in t. If now |x1− x¯| ≤ δ
and we follow the trajectory of f(·, a) starting at x1, call it (x1t )t≥0, then the estimate (3.7) becomes
u(x1t )− u(x¯) = u(x1t )− u(x1) + u(x1)− u(xp) ≤ −ρt+ Ct2 + Ld(x1), (3.9)
where L is a local Lipschitz constant for u and xp ∈ ∂T is such that d(x1) = |x1 − xp|. It follows
from here that for δ sufficiently small, the minimum time to reach the target from x1 can be estimated
as
T (x1) ≤ 2L
ρ
d(x1), x1 ∈ Bδ(x¯), (3.10)
therefore with the distance of x1 from the target. Thus the target is STLA for the system at x¯ but
the minimum time function satisfies a stronger estimate. Moreover notice that, in contrast with the
previous calculation, from (3.2) it is yet unclear how to pass directly to (1.5) due to the presence of a
nonvanishing first order term in (2.2) at x1.
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In order to improve estimate (3.2) to (1.5), the question turns out to be quite clear for symmetric
systems, see next Corollary 3.4 and Remark 3.5. Less definitive results can be provided for general
systems. The question has a delicate point: if the system is not symmetric, a second order sufficient
attainability condition valid at a point is not preserved at all points in the neighborhood and this may
even lead to discontinuities of the minimum time function, as we see in Example 6.3 below. The
reason is that if the vector fields are tangent at a point, they need not be tangent in the neighborhood.
To overcome this difficulty, we need to add assumptions and we can either improve the proof of
Theorem 3.1 or require a controllability condition at each point in the neighborhood of x¯.
Corollary 3.4. Let f : Rn × A → Rn be of class C2 and let u : Rn → R be a function of class C3.
Let x¯ ∈ Rn and r, ρ > 0, a1, a2 ∈ A be such that ∇u · (f(x¯, a1) + f(x¯, a2)) = 0, and
−Tr(D2u(x) f(x, a1)⊗ f(x, a2))− (D(f(x, a1) + f(x, a2))(f(x, a1) + f(x, a2))
+[f(·, a1), f(·, a2)](x)) · ∇u(x) ≥ ρ, x ∈ Br(x¯). (3.11)
Suppose in addition that there is δ > 0 such that if x1 ∈ Bδ(x¯), and xp ∈ ∂T is such that d(x1) =
|x1 − xp|, then
∇u(xp) · (f(xp, a1) + f(xp, a2)) ≤ 0. (3.12)
Therefore the minimum time function T satisfies
T (x1) ≤ 2
√
L˜
ρ
d(x1)1/2. (3.13)
Proof. Let x1 ∈ Bδ(x¯), we just refine the proof of Theorem 3.1 with the notations there used and the
new assumption (3.12). It implies that we can improve estimate (3.7) since
∇u(x1) · (f(x1, a1) + f(x1, a2))
= ∇u(x1) · (f(x1, a1) + f(x1, a2))±∇u(xp) · (f(xp, a1) + f(xp, a2)) ≤ L1d(x1)
and then (3.7) becomes
u(x12t)− u(x¯) ≤ L1d(x1)t−
ρ
4
t2 + Ld(x1) ≤ L˜d(x1)− ρ
4
t2.
Now we can conclude exactly as before and at x1 we obtain (3.13) instead.
Remark 3.5. Note that, in order to check (3.12), if there exist a˜1, a˜2 such that f(x, a˜1) ≡ −f(x, a1)
and f(x, a˜2) ≡ −f(x, a2) for all x ∈ Br(x¯), then exchanging the pair (a1, a2) with (a˜1, a˜2) we have
that (3.11) is still satisfied, while we can change the sign of the left hand side of (3.12). Therefore in
this case we can have (3.12) automatically satisfied. This occurs for instance for symmetric systems
where f(x, a) = σ(x)a and A is symmetric to the origin. In that case (3.13) holds for all x1 ∈ Bδ(x¯).
As an alternative to (3.12), we could ask that
∇u(x1) · (f(x1, a1) + f(x1, a2)) ≤ 0, x1 ∈ Bδ(x¯)
and reach the same conclusion (3.13) as well, as immediately seen.
The next result applies if the target T satisfies the sufficient conditions of Theorem 3.1 at x¯ and
(3.8) in Remark 3.3 locally on ∂T at the other points in the neighborhood of x¯.
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Proposition 3.6. Suppose that for x¯ ∈ ∂T there are r, C > 0, r ≤ 1 such that
T (x) ≤ C|x− x¯|1/2, x ∈ Br(x¯).
LetK,u ≥ 1 and define
D := (Br(x¯)\{x¯}) ∩ {x : Kd(x) ≤ |x− x¯|u}.
Assume that for all y ∈ B := ∂T ∩ (Br(x¯)\{x¯}) there are ry, ρy > 0 and s ∈ (0, 1] such that
T (x) ≤ 2L
ρy
d(x), for all x ∈ Bry(y); rsy ≤ Rρy, and D ⊂ ∪y∈BBry(y). (3.14)
Then for someM ≥ 0 and s¯ = min{1/(2u), 1 − s}
T (x) ≤Mds¯(x), x ∈ Br(x¯). (3.15)
Proof. Let x ∈ Br(x¯)\T . If x /∈ D then
T (x) ≤ C|x− x¯|1/2 ≤ CK1/(2u)d1/(2u)(x),
since |x− x¯|u ≤ Kd(x). If otherwise x ∈ D, let y ∈ B such that x ∈ Bry(y). Then by (3.14),
T (x) ≤ 2L
ρy
d(x) ≤ 2L
ρy
rsyd
1−s(x) ≤ 2LRd1−s(x)
and we conclude.
Remark 3.7. The condition (3.14) on the set B of Proposition 3.6 is about the rate of decay of the
scalar product∇u(x)·f(x, a) as x approaches x¯. Indeed if at x¯ the system satisfies a second order and
not a first order controllability condition, then ry < |y − x¯| and actually we can expect that to cover
D it is enough to suppose K˜ry ≤ |y − x¯|u for some K˜ > 0. Therefore the sufficient condition in the
statement is satisfied if for all y ∈ B there is some a ∈ A such that |y − x¯|su/R ≤ −∇u(y) · f(y, a),
see Remark 3.3. If for instance u = 1, s = 1/2, then we reach (1.5) with the exponent 1/2. If instead
su = 1, s = 2/3, then we reach (1.5) with the exponent 1/3. We racall that estimates of the form
(3.15) are crucial to derive local Ho¨lder continuity of the minimum time function and for solutions to
boundary value problems for the Hamilton-Jacobi equation, see [2, 5].
Remark 3.8. One may notice that the partial differential equation corresponding to (3.1) recalls a
stochastic control system. Suppose that indeed for some a1, a2 ∈ A we have
−Tr(D2u f(x, a1)⊗ f(x, a2))− (D(f(x, a1) + f(x, a2))(f(x, a1) + f(x, a2))
+[f(·, a1), f(·, a2)](x)) · ∇u(x) ≥ ρ > 0, x ∈ Rn.
Consider then the stochastic system

dxt = (D(f(xt, a1) + f(xt, a2))(f(xt, a1) + f(xt, a2)) + [f(·, a1), f(·, a2)](xt))dt
+
√
2(f(xt, a1) + f(xt, a2)) dWt,
x0 = xo,
whereWt is a one dimensional, progressively measurable, brownian motion. If u ∈ C2(Rn), by Ito’s
formula we obtain the variation of u on the trajectory of the system
dut = (Tr(D
2u f(xt, a1)⊗ f(xt, a2)) + (D(f(xt, a1) + f(xt, a2))(f(xt, a1) + f(xt, a2))
+[f(·, a1), f(·, a2)](xt)) · ∇u(xt)) dt+
√
2(f(xt, a1) + f(xt, a2)) · ∇u(xt) dWt.
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Thus by integrating on (0, t), taking the expectation and using the fact that Ito’s integral is a martingale
we conclude that
Eu(xt) = u(xo) + E
∫ t
0 (Tr(D
2u f(xt, a1)⊗ f(xt, a2))
+(D(f(xt, a1) + f(xt, a2))(f(xt, a1) + f(xt, a2)) + [f(·, a1), f(·, a2)](xtx)) · ∇u(xt)) dt
≤ u(xo)− ρt.
Therefore the mean value of u decreases on the trajectories of the stochastic system.
For completeness, we conclude this section recalling a necessary condition which is proved in
[5] for second order conditions. Recall first that when the target is the closure on an open set, it
was proved in [3] that the Lipschitz continuity of the minimum time function is characterised by the
existence of vector fields pointing inward the target. More precisely, if ∂T is C2 near x¯, then
T (x) ≤ Cd(x)s, (3.16)
near x¯, with s ∈ (1/2, 1], if and only if there is a¯ ∈ A such that f(x¯, a¯) · n(x¯) < 0, n(x¯) is the
outward normal to the target.
Proposition 3.9. Suppose that the target is defined as T = {x : u(x) ≤ u(x¯)} in the neighborhood
of a point x¯ ∈ Rn, where u ∈ C3(Rn), ∇u(x¯) 6= 0, ∇u(x¯) · f(x¯, a) = 0 for all a ∈ A. Suppose that
the controlled vector field f ∈ C(Rn × A;Rn) is of class C2 in a neighborhood of x¯ and f(x, ·) is
convex, for all x in the neighborhood. If for some C, r > 0 and s ∈]1/3, 1/2]
T (x) ≤ C|x− x¯|s, for x ∈ Br(x¯), (3.17)
then either there are a1, a2 ∈ A such that
[f(·, a1), f(·, a2)] · ∇u(x¯) < 0, (3.18)
or
there is a¯ ∈ A such that ∇(∇u · f(·, a¯)) · f(x¯, a¯) < 0. (3.19)
3.1 Nonsmooth targets
In this section we quickly discuss how our sufficient condition can be applied also to some nonsmooth
targets. As usual we assume that the target for system (1.1) is described, at least locally around a
given point x¯ ∈ Rn, as the closure of an open set satisfying (1.2) where u : Rn → R is a continuous
function such that the level set {x : u(x) = u(x¯)} has empty interior. Therefore we drop smoothness
of the target but will suppose that there is an inward ball touching the boundary at the given point in
the following sense. We assume that
there is a function Φ ∈ C3(Rn) such that u− Φ has a minimum point at x¯ and ∇Φ(x¯) 6= 0. (IC)
Corollary 3.10. Let f : Rn × A → Rn be of class C2 and let u : Rn → R be a continuous function
so that (1.2) holds in the neighborhood of x¯ and (IC) holds. Assume moreover that ∇Φ · f(x¯, a) = 0,
for all a ∈ A and that
max(a1,a2)∈A×A{−Tr(D2Φ f(x¯, a1)⊗ f(x¯, a2))
−((D(f(x¯, a1) + f(x¯, a2))(f(x¯, a1) + f(x¯, a2)) + [f(·, a1), f(·, a2)](x¯)) · ∇Φ(x¯)} > 0.
(3.20)
Then the target {x : u(x) ≤ u(x¯)} is STLA for the system (1.1) at x¯ and the estimate (3.2) holds for
the minimum time function.
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Proof. Just observe that locally around x¯ we have TΦ = {x : Φ(x) ≤ Φ(x¯)} ⊂ T , and TΦ is STLA
at x¯ by Theorem 3.1. Therefore T is STLA at x¯.
In the second example, we consider targets with outward corners by assuming that locally around
a point x¯ the target can be described as
T = {x : ui(x) ≤ ui(x¯), i = 1, . . . , k} = ∩ki=1{x : ui(x) ≤ ui(x¯)}, (3.21)
where ui ∈ C3(Rn) and ∇ui(x¯) 6= 0, i = 1, . . . , k.
Corollary 3.11. Let f : Rn × A→ Rn be of class C2 and let ui : Rn → R be a family of functions
of class C3, i = 1, . . . , k. Let x¯ ∈ Rn be a point with the following property: we can find a1, a2 ∈ A
such that for each i ∈ {1, . . . , k} either there are a¯ ∈ A, λ > 0 such that
λf(·, a¯) ≡ f(·, a1) + f(·, a2), −f(x¯, a¯) · ∇ui(x¯) < 0 (3.22)
or (f(x¯, a1) + f(x¯, a2)) · ∇ui(x¯) = 0 and
−Tr(D2u f(x¯, a1)⊗ f(x¯, a2))
−(D(f(x¯, a1) + f(x¯, a2))(f(x¯, a1) + f(x¯, a2)) + [f(·, a1), f(·, a2)](x¯) · ∇ui(x¯)} > 0.
(3.23)
Then the target T = ∩i=1,...,k{x : ui(x) ≤ u(x¯)} is STLA for the system (1.1) at x¯.
Proof. In view of Theorem 3.1 and Remark 3.3 our assumptions allow to conclude that each set
{x : ui(x) ≤ u(x¯)} is STLA at x¯ for all i = 1, . . . , k and the same trajectory reaches each of them.
Hence even their intersection is STLA at x¯ and an estimate like (3.2) holds for the minimum time
function.
4 Symmetric systems
In this section we want to discuss how Theorem 3.1 applies to symmetric systems. We will find
out that our sufficient condition is also necessary in this case and quite easy to check and can be
reformulated as an algebraic condition. For simplicity we always work in the neighborhood of a given
point x¯ ∈ ∂T and suppose that the target locally satisfies
T = {x : u(x) ≤ u(x¯)}, (4.1)
where u ∈ C1(Rn) at least and ∇u(x¯) 6= 0. In the case of symmetric systems the control vector
field appears as f(x, a) = σ(x)a, where σ : Rn → Rn×m and a ∈ B1(0) = {a ∈ Rm : |a| ≤ 1}.
For convenience we will indicate as σi : R
n → Rn, i = 1, . . . ,m the vector fields provided by
the columns of the matrix valued σ. We will assume at least σ ∈ C1(Rn;Rn×m). Therefore (1.1)
becomes {
x˙t = σ(xt)at,
x0 ∈ Rn, (4.2)
where a. : [0,+∞) → B1(0), will always be piecewise constant. The first lemma shows how we can
rewrite the second order hamiltonians in the case of symmetric systems, introducing a bilinear form
in the controls.
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Lemma 4.1. Let σ : Rn → Rn×m be of class C1 and u : Rn → R be of class C2. Let a1, a2 ∈ B1(0)
and f = σa1, g = σa2. Let S : R
n → Rm×m be the continuous function S(x) = D(∇u σ)σ(x).
Then:
(i) we can rewrite the second order hamiltonian as
Hf ◦Hgu(x) = Hf,gu(x) = S(x) a1 · a2, a1, a2 ∈ B1(0).
In particular Si,j(x) = Hσj ,σi(x).
(ii) We can express the product with the Lie bracket
[f, g] · ∇u(x) = 2Se(x)a1 · a2,
where Se denotes the skew symmetric part of S. In particular
Se(x) =
(
1
2
[σj , σi] · ∇u(x)
)
i,j=1,...,m
and the matrix S(x) is symmetric if and only if all Lie brackets among the vector fields σi(x), i =
1, . . . ,m, are orthogonal to ∇u(x).
(iii) The symmetric part of S is
S∗(x) = tσ D2u σ(x) +
(
1
2(Dσj σi +Dσi σj) · ∇u(x)
)
i,j=1,...,m .
Proof. (i) It is just a simple computation
Hf,gu(x) = ∇(∇u σa2)(x) · σ(x)a1
= tD(∇u σ)(x)a2 · σ(x)a1 = D(∇u σ)(x)σ(x) a1 · a2.
(ii) Again we compute, since the second order terms cancel out,
[f, g] · ∇u(x) = Hf,gu(x)−Hg,fu(x)
= S(x) a1 · a2 − S(x) a2 · a1 = (S(x)− tS(x)) a1 · a2 = 2Se(x)a1 · a2.
(iii) As easily seen in coordinates
S(x) = D(∇u σ)σ(x) = tσ D2u σ(x) + (Dσi σj · ∇u(x))i,j=1,...,m,
from which the symmetric part follows.
We can rewrite the second order term in (2.2) from which we derived our sufficient conditions
in two ways, that are convenient in different ways, by using the matrix S. We introduce the matrix
valued function K : Rn → R2m×2m,
K(x) =
(
S∗(x) tS(x)
S(x) S∗(x)
)
. (4.3)
Remark 4.2. Notice that K(x) is symmetric for any x ∈ Rn. Moreover if σ : Rn → Rn×m is of
class C1 and u : Rn → R is of class C2 then for all a1, a2 ∈ B1(0) we get
K(x)
(
a1
a2
)
·
(
a1
a2
)
= S(x)a1 · a1 + S(x)a2 · a2 + 2S(x)a1 · a2
= S∗(x)(a1 + a2) · (a1 + a2) + 2Se(x)a1 · a2.
(4.4)
In view of Lemma 4.1 it is therefore clear that the quadratic form of −K(x¯) is what appears in (3.1)
inside the max operation.
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We can now rephrase Proposition 2.4 for symmetric systems.
Proposition 4.3. Let t > 0 and σ : Rn → Rn×m be of class C1. Let f = σa1, g = σa2, for
a1, a2 ∈ B1(0) and u : Rn → R be a function of class C2. The trajectory (2.1) satisfies
u(x2t)− u(x0) = ∇u · σ(x0)(a1 + a2)t+K(x0)
(
a1
a2
)
·
(
a1
a2
)
t2
2 + o(t
2). (4.5)
If in particular the vector fields f, g are orthogonal to ∇u(x0) at x0, then
u(x2t)− u(x0) = K(x0)
(
a1
a2
)
·
(
a1
a2
)
t2
2 + o(t
2). (4.6)
We proceed computing the minimum of the function (K is as in (4.3)), for a fixed x¯ ∈ Rn,
h(a1, a2) = K(x¯)
(
a1
a2
)
·
(
a1
a2
)
, |a1|, |a2| ≤ 1, (4.7)
in order to determine the best decrease rate of single switch trajectories for system (1.1) at a point
x¯ where all available vector fields are tangent to the level set of a given smooth function. Then we
characterise when it is strictly negative also through the properties of S(x¯). This requires some linear
algebra.
Proposition 4.4. The matrix K(x¯) has 0 as an eigenvalue. If (4.7) attains a negative minimum,
then it is reached at an eigenvector v = (a1, a2) of K(x¯) with minimal eigenvalue λ and we have
|a1| = |a2| = 1, h(v) = 2λ.
Proof. It is clear that the minimum of h in (4.7) is nonpositive, as by definition of K in (4.3),
h(a,−a) = 0 for all a ∈ B1(0), thus 0 is an eigenvalue of K . We will not write the depen-
dence on x¯ below. Also notice that the minimum of h in the R2m−ball B√2((0, 0)), which contains
B1(0) × B1(0), is attained at an eigenvector of norm
√
2 of the minimal eigenvalue of K . We now
show that if (a1, a2) is an eigenvector of K with non zero eigenvalue, then |a1| = |a2|. Therefore
a negative minimum in (4.7) is also attained at an eigenvector of K with norm
√
2 with minimal
eigenvalue. Let (a1, a2) be an eigenvector of K with λ as an eigenvalue. Then it satisfies{
S∗a1 + tSa2 = λa1,
S∗a2 + Sa1 = λa2.
(4.8)
Multiply the first equation in (4.8) by a2 and the second by a1. We obtain{
S∗a1 · a2 + Sa2 · a2 = λa1 · a2,
S∗a2 · a1 + Sa1 · a1 = λa1 · a2, (4.9)
and then
Sa1 · a1 = Sa2 · a2. (4.10)
Now restart from (4.8) and multiply the first equation by a1 and the second by a2. We obtain{
S∗a1 · a1 + tSa2 · a1 = λ|a1|2,
S∗a2 · a2 + Sa1 · a2 = λ|a2|2, (4.11)
and therefore by (4.10)
λ(|a1|2 − |a2|2) = 0,
which gives us the conclusion.
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Putting things together we have the corresponding statement of Theorem 3.1 for symmetric sys-
tems whose proof is now straightforward.
Theorem 4.5. Let σ : Rn → Rn×m be of class C2 and let u : Rn → R be a function of class C3.
Let x¯ ∈ Rn be a point such that ∇u(x¯) 6= 0, ∇u σ(x¯) = 0 and suppose that K has a negative
eigenvalue. Then the target {x : u(x) ≤ u(x¯)} is STLA for the symmetric system (4.2) at x¯ and the
minimum time function T satisfies in the neighborhood of x¯ the estimate (3.2). The coordinates of the
eigenvector ofK(x¯) with the minimal eigenvalue provide the controls for two vector fields that allow
system (4.2) to reach the target in finite time.
In the next result we characterise when the minimum in (4.7) is negative by properties of S.
Theorem 4.6. Let σ : Rn → Rn×m be of class C2 and let u : Rn → R be a function of class C3. Let
x¯ ∈ Rn be a point such that ∇u σ(x¯) = 0. Then K(x¯) is positive semidefinite if and only if S(x¯) is
symmetric and positive semidefinite. In particular if S(x¯) is not symmetric and positive semidefinite,
then K(x¯) has a negative eigenvalue and the system (4.2) is STLA at x¯.
Proof. By (4.4), it is clear that if S(x¯) is symmetric and positive semidefinite, then K(x¯) is positive
semidefinite, as its skew symmetric part vanishes. We now prove the converse. Assume K(x¯) is
positive semidefinite.
1. We suppose first that S(x¯) is symmetric. In the rest of the proof we will drop the dependence
of the matrices on x¯. Then again by (4.4)
K
(
a1
a2
)
·
(
a1
a2
)
= S(a1 + a2) · (a1 + a2).
Therefore if K is positive semidefinite and we choose a1 = a2 ∈ B1(0), we get that 0 ≤ 4Sa1 · a1,
for all a1 ∈ B1(0), and S is also positive semidefinite.
2. We suppose now that S is not symmetric and show that K must have a negative minimum on
B1(0) ×B1(0). In particular S is not the null matrix. Consider the positive semidefinite matrix tSS,
it will have at least one positive eigenvalue λ2 with corresponding unit eigenvector a1. Thus
tSSa1 = λ
2a1
and then
|Sa1|2 = Sa1 · Sa1 = tSSa1 · a1 = λ2a1 · a1 = λ2,
so that λ = |Sa1| > 0. Just notice that if a¯ is eigenvector of tSS with null eigenvalue, then the same
argument shows that Sa¯ = 0. If a1 is therefore a unit eigenvector with λ
2 > 0 as an eigenvalue, let
a2 = −S(x¯)a1
λ
,
so that |a2| = 1. Now we obtain
tSa2 = −λa1, Sa1 · a2 = −λ, Sa1 · a1 = −λa1 · a2 = Sa2 · a2.
Thus we conclude that
K
(
a1
a2
)
·
(
a1
a2
)
= −2λ(1 + a1 · a2).
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We reach our conclusion that the left hand side is negative provided a1 6= −a2. Let us analyse this
critical case. By definition it then follows
Sa1 = λa1,
tSa1 = λa1.
Therefore if this critical case happens for all eigenvectors of tSS with positive eigenvalues, and we
consider an orthonormal basis of eigenvectors of tSS, this is also a family of eigenvectors for S which
can then be diagonalised by an orthogonal matrix and is thus symmetric, which was supposed not to
be the case.
The last conclusion now follows from Theorem 4.5.
Finally the next statement shows a necessary and sufficient condition in order to have a second
order STLA for a symmetric system at a point and (1.5) satisfied.
Proposition 4.7. Consider the symmetric system (4.2) with σ ∈ C2(Rn;Rn×m). Suppose that the
target is defined as T = {x : u(x) ≤ u(x¯)} in the neighborhood of a point x¯ ∈ Rn, where u ∈
C3(Rn), ∇u(x¯) 6= 0, ∇u(x¯) σ(x¯) = 0. The estimate (1.7) holds for all x in a neighborhood of
x¯ if and only if the symmetric matrix K(x¯) has a negative eigenvalue or equivalently (3.1) holds.
Moreover in this case (1.5) holds as well.
Proof. The necessary condition of Proposition 3.9 shows that if (1.7) holds, two conclusions are
possible. Either (3.18) holds, in which case the matrix S(x¯) is not symmetric having by Lemma
4.1(ii) a nontrivial skew symmetric part. Otherwise S(x¯) is symmetric and (3.19) holds, in which
case S(x¯) will not be positive semidefinite by Lemma 4.1(i). Therefore by Theorem 4.6 K(x¯) is not
positive semidefinite and must have a negative eigenvalue and thus (3.1) holds.
The fact that if K(x¯) has a negative eigenvalue, then the system is STLA at x¯ is a direct con-
sequence of Theorem 4.5. The fact that for a symmetric system (3.1) implies the estimate (1.5) is a
consequence of Corollary 3.4 and Remark 3.5.
5 Nonlinear affine systems
The system is said to be nonlinear affine when the controlled vector field has the form f(x, a) =
σ0(x) + σ(x)a, where σ ∈ C1(Rn;Rn×m), σ = (σ1, . . . , σm), a ∈ B1(0), and σ0 ∈ C1(Rn;Rn).
Therefore (1.1) takes the form {
x˙t = σ0(x) + σ(xt)at,
x0 ∈ Rn, (5.1)
where a. : [0,+∞) → B1(0) is piecewise constant. We approach the discussion of our sufficient
conditions for system (5.1) to reach the target T = {x : u(x) ≤ u(x¯)} in an algebraic way, as we
did in the previous section for a symmetric one. We start extending the matrix valued function σ by
adding the vector field σo as the first column. Then we construct the corresponding matrix S˜ of type
n× (m+ 1) as in Lemma 4.1 so that it relates to the matrix S of σ as follows
S˜(x) =
(
α tβ
γ S
)
,
where α = Hσ0,σ0u, β = (Hσj ,σ0u)j=1,...,m, γ = (Hσ0,σju)j=1,...,m. We also note for later use that
γ − β = (Hσ0,σju−Hσj ,σ0u)j=1,...,m = ([σ0, σj ] · ∇u)j=1,...,m. (5.2)
Finally we introduce the corresponding matrix K˜ as in (4.3). The analogue of Proposition 2.1 now
becomes as in the following statement.
16
Proposition 5.1. Let t > 0 and σ˜ : Rn → Rn×(m+1) be of class C1. Let f = σ0+σa1, g = σ0+σa2,
for a1, a2 ∈ B1(0) ⊂ Rm, and u : Rn → R be a function of class C2. The trajectory (2.1) satisfies
u(x2t)− u(x0) = ∇u · (2σ0(x0) + σ(x0)(a1 + a2))t+ K˜(x0)


1
a1
1
a2

 ·


1
a1
1
a2

 t22 + o(t2),
(5.3)
as t→ 0.
It is clear that additional difficulties come from the fact that the second order term in (5.3) is not
a nice quadratic form as before. In order to discuss its sign, we have to express it an a more readable
way. First observe that, for a1, a2 ∈ B1(0),
S˜(x0)
(
1
a1
)
·
(
1
a2
)
= α+ β · a1 + γ · a2 + S(x0)a1 · a2.
Next we easily get another expression of the coefficient of the second order term in (5.3) as
k(a1, a2) := K˜(x0)


1
a1
1
a2

 ·


1
a1
1
a2


= S˜(x0)
(
1
a1
)
·
(
1
a1
)
+ S˜(x0)
(
1
a2
)
·
(
1
a2
)
+ 2S˜(x0)
(
1
a1
)
·
(
1
a2
)
= 4α+ (3β + γ) · a1 + (β + 3γ) · a2 +K(x0)
(
a1
a2
)
·
(
a1
a2
)
.
(5.4)
All the trouble is created by α = ∇(∇u · σ0) · σ0(x0) and the other terms need to compensate for it.
We obtain the following result which we write initially for α ≤ 0 for simplicity, see Remark 5.3 for
the general case. One further case will be considered in Corollary 5.4.
Theorem 5.2. Let σ0 ∈ C2(Rn;Rn), and σ : Rn → Rn×m be of class C2 and let u : Rn → R be
a function of class C3. Let x¯ ∈ Rn be a point such that ∇u(x¯) 6= 0 and ∇u σ˜(x¯) = 0. Suppose
moreover that∇(∇·σ0)·σ0(x¯) ≤ 0 and either there is j ∈ {1, . . . ,m} such that [σ0, σj ](x)·∇u(x¯) 6=
0 or K is not positive semidefinite. Then the target {x : u(x) ≤ u(x¯)} is STLA for the system (1.1)
at x¯ and the minimum time function T satisfies in the neighborhood of x¯ the estimate (3.2).
Proof. In view of (5.3) and the assumption, we have to analyse the sign of (5.4) at x¯ = x0 in order to
apply Theorem 3.1. We do it in several cases. We always assume α ≤ 0.
If we choose a2 = −a1 then by the definition ofK ,
k(a1,−a1) = 4α+ 2(β − γ) · a1. (5.5)
1. Suppose now that [σ0, σj ](x) · ∇u(x¯) 6= 0 for some j ∈ {1, . . . ,m}. Therefore γ − β 6= 0. Let
a1 = (γ − β)/|γ − β|, then
k(a1,−a1) = 4α− 2|γ − β| = 4α− 2|[σ0, σa1] · ∇u(x¯)|. (5.6)
Since this expression is negative, because α ≤ 0, we can conclude.
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In the next two cases we suppose that K(x¯) is not positive semidefinite. We know by Theorem
4.6 that then S(x¯) is either not symmetric or not positive semidefinite.
2. Suppose first that S∗(x¯) has a negative eigenvalue. Therefore there is a1 ∈ B1(0), |a1| = 1, a1
eigenvector of S∗(x0) with corresponding eigenvalue −λ < 0. We now proceed by looking at the
case a2 = a1. We get
k(a1, a1) = 4(α + (β + γ) · a1 + S(x¯)a1 · a1). (5.7)
We can choose the direction of a1 so that the mid term of the right hand side in (5.7) is nonpositive.
We obtain
k(a1, a1) ≤ 4(α − λ), (5.8)
and we conclude, as α ≤ 0.
3. Suppose now that S is not symmetric and in particular not null. Then we can find i, j ∈ {1, . . . ,m}
such that [σi, σj ] · ∇u(x0) 6= 0. As in the proof of Theorem 4.5, the positive semidefinite matrix
tS(x0)S(x0) has a strictly positive eigenvalue λ
2 > 0 with corresponding unit eigenvector a1 ∈
B1(0). We will choose the direction of a1 later. Then λ = |S(x0)a1| > 0 and as before we choose
a2 = −S(x0)a1/λ. As in the proof of Theorem 4.5 we obtain
k(a1, a2) = 4α+ ((3β + γ)− 1
λ
tS(x0)(β + 3γ)) · a1 − 2λ(1 + a1 · a2). (5.9)
We therefore choose the direction of a1 so that the mid term in (5.9) is not positive and get
k(a1, a2) ≤ 4α− 2λ(1 + a1 · a2). (5.10)
We also know, by the proof of Theorem 4.5, that the second term in the right hand side of (5.10)
will be strictly negative for some choice of the eigenvector a1, otherwise S(x¯) is symmetric. In our
assumptions we can thus conclude.
Remark 5.3. In the statement of Theorem 5.2 we only analysed the case α ≤ 0. However as seen in
the proof, if α > 0 this creates an obstacle to the local attainability of the target but other terms can
compensate. In particular the conclusions of the theorem still hold if 4α < 2|γ−β| by (5.6) in case 1;
if α < λ0 by (5.8) in case 2; and finally if 2α < λ(1 + a1 · a2) by (5.10) in case 3. As in Remark 3.3,
it is enough to assume that there are a1, a2 ∈ B1(0) such that ∇u(x¯) · (2σ0(x¯) + σ(x¯)(a1 + a2)) = 0
instead of ∇u(x¯)σ˜(x¯) = 0, and that (3.4) is satisfied in order to reach the same conclusions.
One case is still missing in the previous statement, precisely the case of the single vector field
allowing the system to reach the target. This is always contained in Theorem 3.1 and we add it here
for immediate use.
Corollary 5.4. Let σ0 ∈ C2(Rn;Rn), and σ : Rn → Rn×m be of class C2 and let u : Rn → R be a
function of class C3. Let x¯ ∈ Rn be a point such that ∇u(x¯) 6= 0 and ∇u σ˜(x¯) = 0. Suppose that
there is a ∈ B1(0) such that∇(∇u ·(σ0+σa)) ·(σ0+σ(x¯)a) < 0. Then the target {x : u(x) ≤ u(x¯)}
is STLA for the system (1.1) at x¯ and the minimum time function T satisfies in the neighborhood of
x¯ the estimate (3.2).
At this point we can revisit the necessary condition of Proposition 3.9 for (3.17) in the case of
nonlinear affine systems and show that it is also sufficient under a further condition on the drift.
Proposition 5.5. Let σ0 ∈ C2(Rn;Rn), and σ : Rn → Rn×m be of class C2 and let u : Rn → R
be a function of class C3. Let x¯ ∈ Rn be a point such that ∇u(x¯) 6= 0 and ∇u σ˜(x¯) = 0. Suppose
moreover that ∇(∇u · σ0) · σ0(x¯) ≤ 0. If the estimate (3.17) holds with s ∈ (1/3, 1/2], then either
the sufficient condition in Theorem 5.2 or that in Corollary 5.4 must be satisfied.
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Proof. From Proposition 3.9 we know that (3.17) implies either (3.18) or (3.19). We start by suppos-
ing that (3.19) is satisfied. Then that is precisely the sufficient condition in Corollary 5.4 for estimate
(3.2).
If instead (3.18) holds, then there are a1, a2 ∈ B1(0) such that
0 > ∇u(x¯)·[σ0+σa1, σ0+σa2](x¯) = ∇u(x¯)·([σ0, σa2](x¯)+[σa1, σ0](x¯)+[σa1, σa2](x¯)). (5.11)
Then one of the three terms in the right hand side of (5.11) is strictly negative. We analyse them
separately. If either∇u(x¯)·[σ0, σa2](x¯) < 0 or∇u(x¯)·[σa1, σ0](x¯) < 0, then the sufficient condition
in case 1 in Theorem 5.2 is satisfied. If instead∇u(x¯)·[σa1, σa2](x¯) < 0, then the sufficient condition
of case 3 is satisfied since S(x¯) is not symmetric. Hence (3.2) is satisfied.
6 Examples
Example 6.1. In this example we want to show that our condition for second order attainability can
be satisfied by a single vector field. Consider the symmetric system

x˙t = −ayt,
y˙t = axt
(x0, y0) ∈ R2.
(6.1)
Here a ∈ [−1, 1]. Let u(x, y) = y − 1, σ(x, y) = t(−y, x). Around (x0, y0) = (0, 1) we want to
reach the target {(x, y) : y ≤ 1}. Since ∇u(x, y) = (0, 1) then ∇u(0, 1)σ(0, 1) = 0 and first order
conditions do not apply. Instead we compute S(x, y) = −y, notice that it is scalar (symmetric) and
negative for y = 1. Indeed in this case
K =
( −1 −1
−1 −1
)
, (6.2)
and K has (1, 1) as an eigenvector of −2 as eigenvalue. Therefore the target is small time locally
attainable at (0, 1) and we reach the target following control a ≡ 1.
Example 6.2. (This example comes from [15]). In R2, take σ = t(0, 1), f(x, a) = σa and u(x, y) =
1−x2−y2
2 so there is a unique vector field which is constant. However ∇u · σ(x, y) = −y, therefore
we have first order attainability of the 0−sublevel set of u unless y = 0. At every point, in particular
at (1, 0) we have S = −1 < 0 so there is second order attainability of {x : u(x, y) ≤ 0} =
R
2\B1((0, 0)). Matrix K is as in (6.2).
Example 6.3. Consider in R2 the nonlinear affine system where
σ0(x, y) =
(
y
0
)
, σ(x, y) =
(
0
1
)
, u(x, y) =
x2 + y2
2
,
and one of its positive sublevel sets as a target. Then∇u σ(x, y) = (xy y) which vanishes at points
where y = 0. So we consider y = 0 and impose x 6= 0, otherwise the gradient of u vanishes, and look
for second order conditions. Computing S˜ at such points we get
S˜(x, 0) =
(
0 x
0 1
)
.
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Therefore in our notations α = 0, β − γ = x and we know that the system satisfies an attainability
condition of second order at (x, 0). By the proof of Theorem 5.2, a1 = −1, a2 = 1 are controls that
lead the system to the target in one switch at (x, 0), for x > 0.
Now consider the target T = {(x, y) : x2 + y2 ≤ r2} and observe that ∇(x, y) · (σ0(x, y) ±
σ(x, y)) = (x ± 1)y. Therefore if r > 1 and if (x, y) is a point of the boundary of the target in the
neighborhood of (r, 0), when y < 0 Petrov condition holds while for y > 0 all available vector fields
strictly point outward the target and therefore the target is not STLA at such points. Therefore a second
order sufficient condition holds at (r, 0) but the target is not STLA at all points of its neighborhood.
Example 6.4. (Heisenberg system) In R3 consider the system where
σ(x, y, z) =

 1 00 1
y −x

 , u(x, y) = x2 + y2 + z2
2
.
Then ∇u σ(x, y) = t(x + yz, y − xz) which vanishes at points where x = y = 0, and we select
z 6= 0 because otherwise the gradient of u vanishes. Computing S at such points we get
S(0, 0, z) =
(
1 −z
z 1
)
.
which again is not symmetric and we know that the sublevel sets of u are STLA for the system with
a second order condition. In this case we computed the minimal eigenvalue at z = 1 which has
multiplicity 2
K(0, 0, 1) =


1 0 1 −1
0 1 1 1
1 1 1 0
−1 1 0 1

 ,
and λmin = 1 −
√
2 < 0. Eigenvectors providing the highest decrease rate of u are (
√
2
2 ,−
√
2
2 , 0, 1),
(−
√
2
2 ,−
√
2
2 , 1, 0) and the vector space generated by them. Each of the two pairs of coordinates, e.g.
(
√
2
2 ,−
√
2
2 ), (0, 1), give us controls to determine the two vector fields that we need to use to achieve
attainability of the sublevel sets of u with maximal rate among trajectories with at most one switch.
Example 6.5. (Convexified Reeds Shepp system) In R3 take the symmetric system where
σ(x, y, z) =

 cos z 0sin z 0
0 1

 , u(x, y) = x2 + y2 + z2
2
.
Therefore ∇u σ(x, y, z) = t(x cos z + y sin z, z) which vanishes at points where x = z = 0, and we
add y 6= 0 because otherwise the gradient of u vanishes. Computing S at such points we get
S(0, y, 0) =
(
1 y
0 1
)
.
which is not symmetric so the sublevel sets of u are STLA around (0, y, 0), y 6= 0.
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Example 6.6. This example is taken from [14]. Consider the nonlinear affine system in R3 where
σ0(x, y, z)

 −y/12x/12
0

 , σ(x, y, z) =

 xz 0yz 0
0 1

 ,
and the target is a positive sublevel set of the function u(x, y, z) = (x2 + y2)/2. Then
∇u(x, y, z)σ˜(x, y, z) = (0, (x2 + y2)z, 0).
The only points where a Petrov condition is not satisfied are on the plane z = 0, and we add x2+y2 >
0 to avoid the singular z−axis. At such points, we can compute
S˜(x, y, 0) =

 0 0 00 2(x2 + y2)z2 x2 + y2
0 0 0

 .
Then α = 0, β = 0 = γ but S(x, y, 0) is not symmetric and therefore the system satisfies a second
order controllability condition and the sublevel set of u is STLA at (x, y, 0).
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