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Collective excitations (spinwaves) of long-lived atomic hyperfine states can be synthesized into a
Bose-Hubbard model in momentum space. We explore many-body ground states and dynamics of
a two-leg momentum-space lattice formed by two coupled hyperfine states. Essential ingredients of
this setting are a staggered artificial magnetic field engineered by lasers that couple the spinwave
states, and a state-dependent long-range interaction, which is induced by laser-dressing a hyperfine
state to a Rydberg state. The Rydberg dressed two-body interaction gives rise to a state-dependent
blockade in momentum space, and can amplify staggered flux induced anti-chiral edge currents in the
many-body ground state in the presence of magnetic flux. When the Rydberg dressing is applied to
both hyperfine states, exotic sliding insulating and superfluid/supersolid phases emerge. Due to the
Rydberg dressed long-range interaction, spinwaves slide along a leg of the momentum-space lattice
without costing energy. Our study paves a route to the quantum simulation of topological phases and
exotic dynamics with interacting spinwaves of atomic hyperfine states in momentum-space lattice.
Introduction— Chiral edge states have played an im-
portant role in understanding quantum Hall effects [1–3]
in solid state materials [4–6]. Ultracold atoms exposed to
artificial gauge fields provide an ideal platform to simu-
late chiral edge currents in and out of equilibrium. This
is driven by the ability to precisely control and in-situ
monitor [7, 8] internal and external degrees of freedom,
and atom-atom interactions [9]. Chiral dynamics [10–13]
has been examined in the continuum space [14, 15], lad-
ders [16–20], and optical lattices [21–28]. However, chiral
states realized in the coordinate space require extremely
low temperatures (typical in the order of a few kilo Hz)
to protect the topological states from being destroyed
by motional fluctuations [13]. Up to now, experimental
observations of chiral phenomena in ultracold gases are
largely at a single-particle level, due to unavoidable dis-
sipations (e.g. spontaneous emission and heating) [9, 29–
33], while the realization of many-body chiral edge cur-
rents in ultracold atoms is still elusive.
A key element to build many-body correlations is
strong two-body interactions. Atoms excited to electron-
ically high-lying (Rydberg) states provides an ideal plat-
form due to their strong and long-range van der Waals in-
teractions (e.g. a few MHz at several µm separation [34]).
Benefiting directly from this interaction and configurable
spatial arrangement [35–37], Rydberg atoms have been
used to emulate topological dynamics [38, 39] in a time
scale typically shorter than Rydberg lifetimes (typically
10 ∼ 100µs). On the other hand, Rydberg dressed states,
i.e. electronic ground states weakly mixed with Ryd-
berg states [40–44], have longer coherence time (hundreds
of ms) and relatively strong long-range interactions [45].
Rydberg dressing has been demonstrated experimentally
in magneto-optical traps [46], optical tweezers [47] and
lattices [48]. A remaining open question is to identify
routes to create chiral states by making use of Rydberg
dressed atoms.
In this work, we propose a new lattice setup to ex-
plore chiral edge currents of an interacting many-body
system via hybridizing long-lived atomic hyperfine states
with electronically excited Rydberg states. By mapping
to momentum space [49], collective excitations (atomic
spinwaves) of ultracold gases form effective sites of an
extended two-leg Bose-Hubbard model with competing
laser-induced complex hopping and Rydberg dressed in-
teractions. With this new setup, previously untouched
many-body phases and correlated chiral dynamics can
be realized in momentum-space lattice (MSL). Through
dynamical mean-field calculations, we identify novel chi-
ral edge currents in the many-body ground state. The
strong dressed interaction suppresses edge currents, lead-
ing to a blockade in momentum space. By incorporat-
ing the Rydberg dressing to the two-legs, we find exotic
translational-symmetry-broken sliding insulating and su-
perfuid/supersolid phases in momentum-space lattice.
The two-leg Bose-Hubbard model— Collective atomic
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2FIG. 1. (Color online) Momentum-space lattice. (a) Level
scheme. Collective excitations in states |a〉 and |b〉 are cou-
pled resonantly by a detuned (magenta, Rabi frequency Ω0)
and a resonant (blue, Rabi frequency Ωr) standing wave laser,
forming a momentum-space lattice. When weakly coupled to
a Rydberg state (with Rabi frequency Ωσ and detuing ∆σ),
atoms in state |σ〉(σ = a, b) experience an effective interaction
Vσ(x). (b) Two-leg zig-zag lattice. The state |a〉 (|b〉) sits on
the A-leg (B-leg) of the ladder. Hopping rate along the A-leg
(B-leg) is h0e
iφ (−h0eiφ). The interleg hopping is determined
by parameter hr. The interactions between sites in the A-leg
(B-leg) is determined by V˜a(k) [V˜b(k)]. (c) Momentum depen-
dent interaction V˜σ(k)/V˜σ(0) (solid) and soft-core interaction
Vσ(x)/Vσ(0) (dashed). Using parameters λ = 785 nm and
rc = 4.5µm, the interaction is important when k  kc. (d)
Band structure of the noninteracting ladder for different hop-
ping amplitudes and flux φ = pi/4.
excitations stored in hyperfine states |a〉 and |b〉
[Fig. 1(a)] are created by an off-resonant and a reso-
nant standing wave lasers along the x-axis [with wave
vector k = kcxˆ (xˆ is the unit vector) and wave length
λ = 2pi/kc]. For small number of excitations, the spin-
waves are described by free bosons [49]. By projecting
the spinwave to momentum space with a characteristic
momentum kc [49], we obtain a ladder of A-leg and B-leg
for the |a〉 and |b〉 states [Fig. 1(b)], respectively. The j-
th site of A-leg (B-leg) represents a collective state with
wave vector 2jkc [(2j − 1)kc]. When the standing wave
lasers are phase mismatched [Fig. 1(a)], a synthetic mag-
netic field is generated [50]. This gives a nearest-neighbor
hopping with complex amplitudes along and between the
ladders, described by the Hamiltonian
Hc = −
∑
i
[hr(b
†
i−1ai+a
†
i bi)+hoe
iφ(a†iai+1−b†i bi+1)+H.c.
]
where φ, ho and hr are the flux, intra- and inter-leg hop-
ping amplitudes.
In our setting, state |a〉 (|b〉) is coupled to a Rydberg
state |Ra〉 (|Rb〉) by an off-resonant laser. This induces
a state-dependent two-body soft-core shape interaction
Vσ(x) ≡ Cσ/(r6σ + |x|6), where Cσ and rσ (σ = a, b)
are the dispersion coefficient and characteristic distance
of the interaction potential, respectively. Their values
can be engineered by tuning parameters of the dressing
laser [42–45]. The Hamiltonian for the interactions of
the dressed state is,
Hd =
∑
p,i,l
V˜a(p)a
†
i+pa
†
l−paial +
∑
p,i,l
V˜b(p)b
†
i+pb
†
l−pbibl,
where V˜σ(k) =
∑
x exp
−ipik·xVσ(x) is the Fourier trans-
formation of the corresponding interaction. V˜σ(k) decays
rapidly with increasing k as typically rc  λ [Fig. 1(c)].
Finally the two-leg Bose-Hubbard Hamiltonian is given
by H = Hc+Hd−
∑
i,σ µσniσ with niσ = σ
†
iσi and µσ to
be the atomic density at site (momentum) i and chem-
ical potential in state |σ〉. Details of the Hamiltonian
can be found in the Supplemental Material (SM). In the
following, we choose V ≡ V˜b(0) as the unit of the energy.
Symmetry and ground state phases in the interac-
tion free case— The coupling Hamiltonian Hc possesses
[τH(φ)τ−1 = H(−φ)], [CH(φ)C−1 = H(pi + φ)], and
[T H(φ)T −1 = H(2pi + φ)], where τ , C and T are the
time-reversal, chiral and translational symmetry oper-
ators. The chiral symmetry shows that currents after
swapping the two states will remain the same if the flux
is shifted simultaneously by pi, i.e. φ → φ + pi. The
system does not preserve the time-reversal symmetry in
general except when φ = pi/2, where the ground state
energy exhibits double degeneracy [50], already leading
to rich chiral phases (see examples in SM).
Solving Hc exactly we obtain three types of band min-
ima, i.e. a single minimum at real-space coordinate x = 0
or 6= 0, and two minima, as show in Fig. 1(d), analogous
to spin-orbit coupling setup in real space [12] (the states
|a〉 and |b〉 treated as spin | ↑〉 and | ↓〉, respectively). The
corresponding chiral phases are characterized by current
Jσσ′ ≡ −2Im(hi,j〈σ†iσ′j〉) for the bond j → i and the
leg σ → σ′, similar to the definition in real-space lat-
tices [52, 53]. As shown in Fig. 2, the ground state prefers
a number of chiral superfluid phases (CSFs). When the
inter-leg coupling hr is strong, currents along the ladders
(edges) have opposite directions, i.e. JAA×JBB < 0 and
JAB = 0 [Fig. 2(c)], denoted by CSFm phase (condensed
into band minimum at x = 0). When hr and ho are com-
parable, we have a different chiral superfluid phase (CSFv
condensed into band minimum at x 6= 0) where currents
on the ladders and rungs satisfy JAA × JBB < 0, and
JAB 6= 0. The CSFm and CSFv phases are analogues
of the Meissner and vortex phases of real-space ladder
systems [16–19, 54–66].
When hr is further decreased, two band minima be-
come degenerate [see Fig. 1(d)]. At the minima, cur-
rents on both ladders flow in the same direction, i.e.
JAA × JBB > 0. This leads to a particularly interest-
ing anti-chiral edge current (denoted by CSFp) in the
system. Compared to real-space lattices [18, 62], a fun-
damental difference of our scheme is the staggered mag-
netic flux, i.e. the flux of a plateau in the zigzag lad-
3FIG. 2. (Color online) Strongly correlated many-body ground states. (a)(b) Interaction effects on phase diagrams in
momentum-space lattice in terms of hopping amplitude hr and ho for different flux. There are three quantum phases with
different types of edge currents, including the CSFm and CSFv phases with chiral edge currents, and the CSFp phase with
anti-chiral edge current. Here, the filling Ntot/Llat = 0.125 with Ntot being the total number of atoms in the lattice and
Llat the lattice size [51], and the dashed lines denote the non-interacting system. Interaction effects on phase transitions for a
non-interacting (c) and interacting (d)(e) systems. Note that in the absence of two-body interactions, the currents for φ = 5pi/4
can be obtained from (c) by using the chiral symmetry (i.e. swapping the state |a〉 and |b〉). The other parameters ho = 0.1
and V = 0 (c); ho = 0.1 and V = 1 (d); ho = 0.1 and V = 1 (e). (f) Interplay between flux and interaction for a fixed hopping
amplitude ratio. Inset: Interaction-induced CSFv-CSFm phase transition for a fixed flux φ = 0.6pi (g). Periodic boundary
condition is used in the calculation.
der is φ and its neighbor pi − φ. The system then hosts
asymmetric band structures in the regime ho/hr  1, as
shown in Fig. 1(d), with atoms in A- (B-) leg favoring
the left (right) minimum [Fig. S2(b)]. As a result, the
staggered flux induced asymmetric condensation of par-
ticles in each ladder changes directions of edge currents
(a perturbative derivation for ho/hr  1 can be found
in SM). As far as we know, this new quantum phase has
not been studied in real-space lattice. Since the CSFp
phase emerges in the limit ho/hr  1, one could create
this phase through an adiabatic manner. Starting with
large hr and ho, one can adiabatically reduce (increase)
hr (ho) to enter the CSFp phase region while keeping ho
(hr) fixed. The anti-chiral edge current will be induced
and saturate to a finite value even though hr/ho → 0.
Stable anti-chiral currents and excitation blockade by
single Rydberg dressing. — In the single Rydberg dress-
ing the B-leg is coupled to a Rydberg state (i.e. Va(x) = 0
and Vb(x) 6= 0). We employ a bosonic dynamical mean-
field calculation that captures both quantum fluctuations
and strong correlations in a unified framework [52, 53, 67]
(see SM for details). The reliability of this approach has
been confirmed by a comparison with an unbiased quan-
tum Monte Carlo simulation [68].
Intuitively, one would expect currents are suppressed
by the two-body interaction. On the contrary, the CSFs
phases are stable against the dressed interaction [see
Fig. 2(a) and (b)]. Actually, the two-body interaction
breaks the chiral symmetry [CH(φ)C−1 = H(pi + φ)].
The broken symmetry is most apparent in the CSFp
phase, where the phase region shrinks when φ = pi/4
[Fig. 2(a)] but expands when φ = 5pi/4 [Fig. 2(b)]. When
φ = 5pi/4, the two-body interaction reduces the energy
separation between the two legs. As a result, both cur-
rents JBB and JAB are increased in the intermediate
hopping regime. Here we observe a discontinuous phase
transition in Fig. 2(c), and signatures of continues CSFp-
CSFm phase transition by increasing hr [Fig. 2(d)(e)].
Furthermore, one can drive transitions between the CSF
phases by varying the flux φ. One example can be found
in Fig. 2(f), where the Meissner phase is driven to the
vortex phase by changing the flux.
The two-body interaction plays a vital role in the dy-
namics. This is illustrated with a situation where ini-
tially two excitations at the first site of the A-leg (i.e.
n
(a)
1 = 2) are prepared (see SM for details). When
the atomic interaction is negligible, a large fraction of
the excitation is transferred to the B-leg, as shown in
4FIG. 3. (Color online) Dynamics of excitations and cur-
rents. (a) Total excitation and (b) double occupation prob-
ability of the B-leg. Dotted and dashed curves correspond to
non-interacting situations and dot-dashed and solid with two-
body interactions. The flux is φ = pi/4 (solid and dashed) and
φ = 5pi/4 (dot-dashed and dotted). Time evolution of cur-
rents in the absence (c)(e) and presence (d)(f) of two-body
interactions, with currents along the A-leg JAA (dotted), B-
leg JBB (solid), and between the two legs JAB (dashed).
Other parameters are ho = hr = 0.02 and V = 0 (c)(e),
and ho/V = hr/V = 0.02 (d)(f). We have defined τ ≡ h0t.
Fig. 3(a). Turning on the interaction, the excitation
probability in the B-leg is reduced apparently. A closer
examination shows that the double occupation probabil-
ity P2 =
∑
j |〈ψ(t)|(b†j)2/
√
2|ψ(0)〉|2 in the B-leg is sig-
nificantly suppressed by the strong interaction. |ψ(t)〉 =
exp(−iHt)|ψ(t = 0)〉 is the many-body state at time t.
This excitation suppression could be regarded as an in-
teraction blockade in momentum space, analogue to the
Rydberg blockade effect in real space [69, 70].
The dynamically generated currents show features of
the ground state phases, though their strengths are sup-
pressed by the interaction. For example, when the pa-
rameters are in the CSFv phase, for example, the cur-
rents counter-propagate on the two legs at the beginning
of the evolution [Fig. 3(c)-(e)]. Surprisingly, the currents
for φ = 5pi/4 along the legs become co-propagating when
two-body interactions are important [Fig. 3(f)]. This be-
havior is similar to the currents found in the CSFp phase.
Sliding phases when both chains are laser dressed to
Rydberg states.— A double Rydberg dressing is realized
when the two legs are coupled to two different Rydberg
states. For energetically close Rydberg states, this leads
to similar dressed potentials for the two legs. Without
loss of generality, we focus on the case with V˜a(k) = V˜b(k)
in the following.
Without hopping (hr = ho = 0), the ground state is
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FIG. 4. (Color online) Emergent sliding phases in the
double Rydberg dressing regime. (a) Cartoon picture
of sliding insulator with random density distribution with de-
generate energy. (b) Devil’s staircase structure of the system
in the atomic limit, where Ntot denotes the total number of
particles. (c) Phase diagram of the system with flux φ = 0
and particle number Ntot = 32, obtained via bosonic mean-
field theory. The system supports the sliding insulator (SI)
and sliding superfluid/supersolid (SSF). (d) Phase diagram
with flux φ = pi/4 and particle number Ntot = 32. Both SI
and SSF phases generate edge currents in the presence of flux.
Inset (e): Averaged energy E/Ntot of the system as function
of hopping hr = ho in the strongly interacting regime. We
observe a phase transition from sliding insulator to sliding
superlfuid. Inset (f)(g): Zoom of the main figure, where nor-
mal superfluid phase NSF appears in the weakly interacting
regime (CSFs appearing in the presence of flux).
an unusual insulating state with a high degree of degen-
eracy g = C(Na + La − 1, Na) × C(Nb + La − 1, Nb),
where C(j, k) = j!/[(j−k)!k!] is the binomial coefficient,
Na and Nb denote the number of particles, and La and
Lb the lattice number in A- and B-legs, respectively. Its
energy E = V˜a(0)Na(Na − 1)/2 + V˜b(0)Nb(Nb − 1)/2 −
µaNa − µbNb [V˜σ(0) dominates when Rc  λ] depends
on the total number of particles but not their distribu-
tions in the momentum-space ladder, i.e. changing their
locations in the corresponding leg costs no energy. In
Fig. 4(a), we illustrate this phase with an example of
five bosons along each leg. We attribute this phase as
a sliding insulating phase (SI), analogous to long-sought
sliding superfluid phase [71–76]. The underlying physics
of the emergent SI studied here is a result of momentum-
space Rydberg coupling (all sites equally coupled) from
the long-range real-space Rydberg interaction. Varying
the chemical potential, the ground state forms Devil’s
staircase structures with non-integer filling [Fig. 4(b)],
which breaks the lattice translational symmetry.
Turning on the hopping, the sliding insulating phase is
stable in the low hopping regime (ho , hr  V ), as shown
in the phase diagram Fig. 4(c) and (d) (detailed discus-
sions for finite hopping shown in SM). For larger hopping
5amplitudes, density fluctuations are stronger and a slid-
ing superfluity phase (SSF) appears. The SI-SSF phase
transition can be determined by examining the ground
state energy [Fig. 4(e)]. Note that the SSF breaks both
lattice translational and gauge symmetries, and there-
fore can be considered as a sliding supersolid phase. In
the weakly interacting regime (ho , hr  V ), kinetic en-
ergy dominates and normal superfluid (NSF) appears
[Fig. 4(f)(g)]. In the presence of external magnetic flux,
the chiral symmetry is broken, i.e. nonzero local currents
are found in the sliding phases. In the weakly interact-
ing limit, normal chiral superfluid phases emerge in the
ground state.
Conclusion— A momentum-space lattice model suit-
able for investigating topological physics and correlated
many-body dynamics is proposed. Using single and dou-
ble Rydberg dressing, the ground state exhibits a series
of exotic phases, including anti-chiral edge currents, slid-
ing insulating and superfluid states. Strongly correlated
dynamics, such as the state dependent excitation block-
ade, is found due to the competition between the chi-
rality and strong Rydberg interactions. Compared to
schemes based on superradiant Dicke states character-
ized by steady states [49, 50, 77], our setting permits
to explore correlated chiral phenomena both in and out
of equilibrium coherently. Compared to real-space mag-
netic ladder system, our system is essentially a spin-orbit
coupling setup in momentum space, and supports three
distinctive chiral broken phases.
Our study paves new routes towards the study of chi-
rality with interacting spinwaves in higher dimensions
and external driving. In frustrated lattices (e.g. hon-
eycomb lattices), emergent quantum topological dynam-
ics can be investigated in a Hamiltonian system, e.g.,
by quenching the system from a trivial to topological
state. When dissipation is introduced, this opens oppor-
tunities to uncover stability of edge modes, as well as to
explore competing dynamics between atomic interactions
and dissipation in an open quantum system (example of
quantum Zeno effect is discussed in SM.).
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6Supplementary Material
EXTENDED BOSE-HUBBARD MODEL IN MOMENTUM SPACE
The Hamiltonian in momentum space
Here we consider N three-level atoms, i.e. ground state g(ri), another ground state a(ri) and Rydberg dressed
state b(ri), where ri is the position of the ith atom with random distribution. The atoms are initially prepared in the
ground state |G〉 ≡ |g1...gN 〉. A standing wave laser couples the atomic a and b states with vectors k1 = −k2 = kc.
In the rotating wave approximation, the Hamiltonian reads
H =
(−∑
j
hr(e
ik1·r + eik2·r)|bj〉〈aj |+ H.c.
)
+
N∑
i 6=j
Cb
r6b + |r|6
|...bi..bj ...〉〈...bi...bj ...|, (S1)
where Cb and rb is the dispersion coefficient and characteristic distance of the soft-core shape interaction, respec-
tively [S42–S45]. Collective atomic excitation operators in momentum space are introduced as
a†l ≡
1√
N
N∑
i=1
ei2lkcri |...ai...〉〈G|, (S2)
b†l ≡
1√
N
N∑
i=1
ei(2l−1)kcri |...bi...〉〈G|, (S3)
We transform the Hamiltonian from position space to momentum space via
|...ai...〉〈G| ≡ 1√
N
∑
l
e−i2lkcria†l , (S4)
|...bi...〉〈G| ≡ 1√
N
∑
l
e−i(2l−1)kcrib†l . (S5)
The total Hamiltonian in momentum space can be written as
H =−
∑
i
hr(b
†
i−1ai + a
†
i bi) + H.c.
+
∑
i1,i2,i3,i4
V˜b(∆i)b
†
i1
bi2b
†
i3
bi4δi1−i2+i3−i4 , (S6)
where V˜b(∆i) ≡ V˜b(i1 − i2) =
∑
r e
−pii(i1−i2)krVb(r), and the transformation is valid for many excitations if the
excitation number is much less than the atom number [S49].
Here, if we switch on another far-tuned standing wave lasers and couple the |a〉 state to another Rydberg state,
then an extra interaction term −∑j 2ho cos(2kcrj + φ)(|aj〉〈aj | − |bj〉〈bj |) appears due to the AC Stark shifts [S50].
The total Hamiltonian is given by:
H =−
∑
i
hr(b
†
i−1ai + a
†
i bi) + H.c.−
∑
i
eiφho(a
†
iai+1 − b†i bi+1) + H.c.
+
∑
p,i,l
V˜a(p)a
†
i+pa
†
l−paial +
∑
p,i,l
V˜b(p)b
†
i+pb
†
l−pbibl. (S7)
7BOSONIC DYNAMICAL MEAN-FIELD THEORY
To investigate ground states of bosonic gases loaded into momentum-space lattices, described by Eq. (S7), we
establish a bosonic version of dynamical mean-field theory (BDMFT) on the ladder system with z = 4, where z is
the number of neighbors connected by hopping terms. As in fermionic dynamical mean field theory, the main idea
of the BDMFT approach is to map the quantum lattice problem with many degrees of freedom onto a single site -
”impurity site” - coupled self-consistently to a noninteracting bath [S78]. The dynamics at the impurity site can thus
be thought of as the interaction (hybridization) of this site with the bath. Note here that this method is exact for
infinite dimensions, and is a reasonable approximation for neighbors z ≥ 4. In the noninteracting limit, the problem
is trivially solvable in all dimensions, all correlation functions factorize and the method becomes exactly [S79].
BDMFT equations
In deriving the effective action, we consider the limit of a high but finite dimensional optical lattice, and use the
cavity method [S78] to derive self-consistency equations within BDMFT. In the following, we use the notation hij
for the hopping amplitude between sites i and j, and define creation field operator d† for the state |σ〉 [σ = a(b)] to
shorten Ham. (S7). And then the effective action of the impurity site up to subleading order in 1/z is then expressed
in the standard way [S78, S79], which is described by:
S
(0)
imp = −
∫ β
0
dτdτ ′
∑
σσ′
(
d(0)∗(τ) d(0)(τ)
)
G(0)−1(τ − τ ′)
(
d(0)(τ ′)
d(0)∗(τ ′)
)
(S8)
+
∫ β
0
dτ
∑
j,p
V˜d(p)d
(i+p)∗(τ)d(j−p)∗(τ)d(i)(τ)d(j)(τ),
with Weiss Green’s function
G(0)−1(τ − τ ′) ≡ − (S9)(∂τ ′ − µ)δ +
∑
〈0i〉,〈0j〉
h2ijG
1
ij(τ, τ
′)
∑
〈0i〉,〈0j〉
h2ijG
2
ij(τ, τ
′)∑
〈0i〉,〈0j〉
h2ijG
2
ij
∗
(τ ′, τ) (−∂τ ′ − µσ)δ +
∑
〈0i〉,〈0j〉
h2ijG
1
ij(τ
′, τ)
,
and superfluid order parameter
Φi(τ) ≡ 〈di(τ)〉0. (S10)
Here, we have defined the the diagonal and off-diagonal parts of the connected Green’s functions
G1ij(τ, τ
′)≡−〈di(τ)d∗j (τ ′)〉0 + Φi(τ)Φ∗j (τ ′), (S11)
G2ij(τ, τ
′)≡−〈di(τ)dj(τ ′)〉0 + Φi(τ)Φj(τ ′), (S12)
where 〈. . .〉0 denotes the expectation value in the cavity system (without the impurity site).
To find a solver for the effective action, we return back to the Hamiltonian representation and find that the local
Hamiltonian is given by a bosonic Anderson impurity model.
Hˆ
(0)
A = −
∑
t
(
Φ(0)∗dˆ(0) + H.c.
)
+
∑
i,j,p
V˜d(p)dˆ
†
j+pdˆ
†
i−pdˆj dˆi +
∑
l
laˆ
†
l aˆl +
∑
l
(
Vlaˆldˆ
†(0) +Wσ,laˆldˆ(0) + H.c.
)
,(S13)
where the chemical potential and interaction term are directly inherited from the Hubbard Hamiltonian. The bath of
condensed bosons is represented by the Gutzwiller term with superfluid order parameters Φ(0). The bath of normal
bosons is described by a finite number of orbitals with creation operators aˆ†l and energies l, where these orbitals are
coupled to the impurity via normal-hopping amplitudes Vl and anomalous-hopping amplitudes Wl. The anomalous
hopping terms are needed to generate the off-diagonal elements of the hybridization function.
The Anderson Hamiltonian can be implemented in the Fock basis, and the corresponding solution can be obtained
by exact diagonalization of BDMFT [S78]. After diagonalization, the local Green’s function, which includes all the
8information about the bath, can be obtained from the eigenstates and eigenenergies in the Lehmann-representation
G1imp(iωn) =
1
Z
∑
mn
〈m|dˆ|n〉〈n|dˆ†|m〉e
−βEn − e−βEm
En − Em + ih¯ + βΦΦ
∗ (S14)
G2imp(iωn) =
1
Z
∑
mn
〈m|dˆ|n〉〈n|dˆ|m〉 e
−βEn − e−βEm
En − Em + ih¯ωn + βΦΦ. (S15)
Integrating out the orbitals leads to the same effective action as in Eq. (S8), if the following identification is made
∆(iωn) ≡ t2
∑
〈0i〉,〈0j〉
′
G
(0)
ij (iωn), (S16)
where ∆1(iωn) ≡ −
∑
l
(
VlV
∗
l
l−iωn +
W∗l Wl
l+iωn
)
, ∆2(iωn) ≡ −
∑
l
(
VlW
∗
l
l−iωn +
W∗l Vl
l+iωn
)
, and
∑′
means summation only over
the nearest neighbors of the ”impurity site”.
In next step, we make the approximation that the lattice self-energy Σi,lat coincides with the impurity self-energy
Σi,imp, which is obtained from the local Dyson equation
Σi,imp(iωn) =
(
iωn + µ+ ∆
1 ∆2
∆2∗ −iωn + µ+ ∆1∗
)
−G−1ii,imp(iωn). (S17)
The real-space Dyson equation takes the following form:
G−1ij,latt(iωn) =
(iωn+µ−Σ11i,lat) δij+hij −Σ12i,latδij
−Σ21i,latδij
(
−iωn+µ−Σ22i,lat
)
δij+hij
 . (S18)
Here, the self-consistency loop is closed by Eq. (S14)-(S18), and this self-consistency loop is repeated until the desired
accuracy for values of parameters l, Vl and Wl and superfluid order parameter Φ is obtained.
GROUND STATE PHASE DIAGRAM FOR φ = pi/2
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FIG. S1. (Color online) Phase diagram of the quantum system with interacting spinwave states in a momentum-space lattice
with the flux φ = pi/2 and filling factor Ntot/Llat = 0.125.
Without two-body interactions, or with single Rydberg dressing, there are two special case for the flux φ = 0 and
φ = pi/2. For the case φ = 0, the phenomena are trivial, and the system does not support edge currents in the
absence (presence) of Rydberg long-range interactions. For the case φ = pi/2, the band structure of the lattice system
is actually a double-valley well with two degenerate band minima connected by time-reversal symmetry, indicating
that more ground states appear in the case. Here we choose the parameters: the filling factor Ntot/Llat = 0.125 (Llat
being the lattice size) and φ = pi/2. We observe there are four stable phases in the diagram with different types of
ground state edge currents, including CSF2 and CSF3 with currents on the rung but with a suppressed global current
on both ladders with J¯AA =
∑
i J
i
AA/Llat ≈ 0 and J¯BB =
∑
i J
i
BB/Llat ≈ 0, CSFm with currents only on the ladders,
and CSFv with currents on both ladders and rungs. The physical reason of the suppressed edge currents of the CSF2
and CSF3 phases is that, J
i
AA ≈ 2honisin(φ − 2kxA) ≈ 0 and J iBB ≈ −2honisin(φ − 2kxB) ≈ 0 with φ = pi/2, ni
being the filling at site i, and condensing at 2kxA ≈ pi/2 and 2kxB ≈ −pi/2, respectively.
9FIG. S2. (Color online) Ground state density distribution of interacting spinwaves with open boundary condition.
The momentum-space density distributions are shown for the CSFp (a), CSFv (c) and CSFm (e) phases. The corresponding
real-space density distributions are shown in (b), (d) and (f). Here the flux is φ = pi/4, the parameters hr/V and ho/V are
0.005 and 0.2 in the CSFp phase, 0.1 and 0.2 in the CSFv phase, and 0.3 and 0.2 in the CSFm phase, respectively.
DENSITY DISTRIBUTION IN REAL SPACE AND MOMENTUM SPACE WITH SINGLE RYDBERG
DRESSING
In the main text, we identified three phases in the case of single Rydberg dressing. The density distributions in
momentum and real space are vastly different in the three phases. Here we will show both real-space and momentum-
space density distributions in these phases, which might be observed directly through time-of-flight experiment. In
the Meissner phase, the size of the vortex is infinite and the density is uniform in the momentum-space lattice. On the
other hand, in the CSFp and CSFv phases, the system exhibits vortex structures, where the densities are distributed
inhomogeneously and the vortexes are separated into different regions (the averaged inter-leg current
∑
i J
i
BB/Llat ≈ 0
and 6= 0 for the CSFp and CSFv phases, respectively).
Actually, we have observed that there are three different kinds of band structures in the noninteracting system,
as shown in Fig. 1(d), where band minima are localized at zero (CSFm), finite-value (CSFv), and doubly degenerate
points (CSFp) in real space [S50]. The interacting system also supports three types of condensation in real space, and
the resulting phenomena are that, in the CSFp phase, the maximal density for the |a〉 and |b〉 states, localized at xA
and xB , respectively, separates by about 2kx ≈ pi [J iAA ∝ hosin(φ − 2kxA) > 0 and J iBB ∝ −hosin(φ − 2kxB) > 0
with φ = pi/4, as shown in Fig. S2(b) for xA and xB , and more discussions on the anti-chiral current are shown in
the next section], and in the CSFv phase, peak positions of the two states are identical in real space condensing at
nonzero value. In the CSFm phase, however, the maximal value of the density in the two states is centered at 2kx = 0
in real space. This indicates that we can directly identify the CSFp phase through the real-space distribution.
CSFp PHASE WITHOUT TWO-BODY INTERACTIONS
When the two-body interaction is vanishing, the Hamiltonian of an ensemble of atoms in real space is given by
H =
∑
j
2h0 cos(2kxj − φ)(|bj〉〈bj | − |aj〉〈aj |)− 2hr(|aj〉〈bj + |bj〉〈aj |), (S19)
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where j is the index of atoms. The eigenvalues of the Hamiltonian are E± = ±
√
2 ×√
h20[1 + cos(4kxj − 2φ)] + h2r[1 + cos(2kxj)].
In the limit hr → 0 the two eigenvalues as a function of kxj will cross at kxj = φ/2 + pi/4. We can also find that
when k1xj = φ/2 (for state |a〉) and k2xj = φ/2+pi/2 (for state |b〉), the eigenenergies are local minimal. The current
J¯AA =
2h0
Llat
∑
j sin(φ− 2kxj)n(a)j and J¯BB = − 2h0Llat
∑
j sin(φ− 2kxj)n(b)j are zero in this limit.
Now focusing on the case φ = pi/4 and turning on the coupling hr between the two states, the two local minimal
points are coupled. When hr  h0, the two local minimal points are still nearly degenerate. The minimal points
are shifted slightly with respect to k1 and k2. We can expand the lower branch E− of the eigenenergy around
hr ∼ 0 up to second order and find the shifts, ∆k1xj ≈ −h2r sinφ/4h20 and ∆k2xj ≈ −h2r sinφ/4h20. The current
J¯AA ≈ 2h0Llat
∑
j sin(−∆k1)n(a)j ≈ 2h0Llat
∑
j |∆k1|n(a)j > 0. Similarly, we find that J¯BB > 0. Here J¯AA > J¯BB because
the state |b〉 is weakly occupied in the ground state, due to small hr. This explains the results shown in the main
text.
SLIDING PHASES IN THE STRONGLY INTERACTING REGIME
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Llat
1
2
3
4
5
6
7
8
9
En
er
gy
 g
ap
EN-EN-1
EN+1-EN
FIG. S3. (Color online) Ground state energy gap by adding one particle ∆E+N = EN+1−EN (circle) and removing one particle
∆E−N = EN −EN−1 (square). Without hopping, ∆E+N = N∆E−N/(N −1). In the presence of hopping, we plot N∆E−N/(N −1)
(dashed), which approaches to ∆E+N when the number of total particles N increases, with EN denoting the ground state
energy of the system. Here we consider the ground state energy of the A-leg. The flux is φ = 0.25pi, the other parameters are
h ≡ hr/V = 0.1.
The unique properties of the sliding phase can be understood by considering a single chain. In the following we
will consider the A-leg with N excitation from the atomic hyperfine ground state as an example. In the momentum
space, all the excitations are coupled by the infinite long-range Rydberg interactions. The interaction energy Eint =
V N(N−1)/2 regardless of the particle distribution. The energy gap by adding one particle ∆E+N = EN+1−EN = NV
and removing one particle ∆E−N = EN −EN−1 = (N − 1)V depends on particle numbers linearly, where EN denotes
the ground state energy of the system. This is approximately valid even in the presence of a weak hopping. To verify
this, we have carried out exact diagonalization (ED) calculations for unit filling N = La. To calculate the gap, we
have considered system size up to N = 10 and La = 9, whose Hilbert space is 43758. Our numerical results show
that the energy gap is indeed proportional to particle numbers (see Fig. S3). On the other hand, the ratio of the
two gaps ∆E+N/∆E
−
N = N/(N − 1) when the hopping vanishes. The numerical simulation shows that the ratio is
approximately correct (Fig. S3). The deviation in the numerical calculation is due to the finite size effect.
Moreover, we can understand the existence of the sliding phase from the relative bandwidth of the system, i.e. the
11
0 1 6 3 20
1
2
0 1 6 3 20
1
2
0 1 6 3 20 . 0
1 . 5
3 . 0
0 1 6 3 20 . 0
1 . 5
3 . 0
0 . 0 0
0 . 1 6
0 . 3 2
S I
E + hEE - h
( a ) ( b )
n(i)
i
( c )
n(i)
i
0 . 0 0
0 . 1 3
0 . 2 6
S S F
( d )
E + hE - h E
( e )
n(i)
i
( f )
n(i)
i
FIG. S4. (Color online) Probability density histograms of the system’s energies for the sliding phases in the
strongly interacting regime with both chains dressed to Rydberg states. (a)(d) Distribution of average energy per
particle E¯ for 100 times simulations, based on dynamical mean-field theory, where the red line is a Gaussian fitting. Here,
we observe the calculated energies are localized around the center (compared to hopping amplitudes) for different density
distributions in momentum-space lattice, indicating sliding nature of the many-body states. As shown in (b)(c) and (e)(f), two
examples of density distributions are shown for two different numerical simulations, where the blue circle and red cross denote
particles in A-leg and B-leg, respectively. Here, the flux is φ = 0, the other parameters h ≡ hr/V = ho/V = 0.05 (a-c), and
h ≡ hr/V = ho/V = 0.2 (d-f).
ratio between the hopping and interaction energy. First, the maximal value of the hopping energy is h[
√
N(N + 1) +√
(N − 1)(N + 2)]/2, corresponding to a configuration where (N−1)/2 and (N+1)/2 atoms locate at two neighboring
sites. In the thermodynamic limit, the relative bandwidth is estimated as
∆D ≈ hN
Eint
∝ O(1/N). (S20)
This power decay indicates that the relative bandwidth vanishes for the Rydberg-dressed system in the thermodynamic
limit. As a result, a sliding phase emerges in the strongly interacting limit. As a comparison, we note that the relative
bandwidth in the Mott insulator state of the Bose-Hubbard model, described by H = −h∑〈i,j〉 b†b+V/2∑i ni(ni−1),
is ∆D ∝ 1/n(n−1) with filling n (i.e. the mean number of atoms in a site). The corresponding bandwidth is constant
in the thermodynamic limit.
It becomes difficult to carry out ED calculation for larger systems, such as two coupled chains with larger Llat.
Here we calculate energy distributions for different numerical simulations via the dynamical mean-field theory. The
ground state energies, with different density distributions, localize in a small region (compared to hopping amplitudes),
indicating the sliding nature of the quantum many-body states at finite hopping amplitudes, as shown Fig. S4. The
broadening of the spectra is largely caused by the kinetic energy of different configurations of the finite-size system
[see Fig. S4(b), (c), (e) and (f)]. As examples, we also show density distributions in momentum space from two
different numerical simulations [Fig. S4(b) and (c) in SI, and Fig. S4(e) and (f) in SSF region] but with the same
parameters. In different simulations, the particles distribute randomly in each ladder, as shown in Fig. S4(b)(c) and
(e)(f). Experimental observation of such distribution could be a direct evidence of the sliding phase.
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FIG. S5. (Color online) Zeno dynamics in the dissipative regime. Loss (a) and reflection (b) of the spin wave. Without
decay of the spin wave, population propagates along the lattice and losses at the zeroth and first sites. Strong dissipation in
site |n(a)0 〉 and |n(b)1 〉 reflects the population. In (a) Γ0 = Γ1 = Γ = 0.01 and (b) Γ0 = Γ1 = Γ = 2.0, while decay in other sites
being negligible. (c) The remaining population Nb(τ) (from the initial site to the middle of the lattice, denoted by the dashed
line.) is show at different times for decay rate Γ0 = Γ1 = Γ from 0.1 (circle), 0.5 (star), and 1.5 (square) to 10 (solid). (d)
Saturation values (diamond) of the remaining population at τ = hot = 3.8. When the decay is strong, the total population (red
solid) is identical the reflected population, i.e. fully reflected. The remaining population depends on Γ exponentially (circles).
The dashed line is the fitting of − logNb(τ0). Other parameters are φ = 0, h0 = hr = 0.2.
When the long-lived hyperfine states are replaced with low-lying decay states, we realize a superradiance lattice [S49],
or incorporate an effective decay in the present setup. To highlight the collective decay, we study dissipative dynamics
of the A-leg solely and turn off the dressing laser. It could be realized by coupling the level |a〉 with a strong classical
field off-resonantly. Spontaneous Raman process happens in a rare probability, which depends on the detuning. It’s
a reversal process of the state initialization as we mentioned above.
Without two-body interactions, we will study a single excitation in the A-leg, whose dynamics is now described by
a master equation
ρ˙ = −i[H, ρ] +
∑
j
Γj(ajρa
†
j − {a†jaj , ρ}), (S21)
where HA = −
∑
i(h0e
iφa†iai+1 + H.c). Γj are decay rate of the j-th site. Propagation of the spinwave depends
on hopping h0 and decay rate Γj . The latter is site (momentum) dependent for a superradiance lattice. With this
consideration, Γj 6= 0 only for phase matched spinwave components [S80], i.e. at sites with index j = 0 and 1 [see
Fig. 1(b)].
We consider a single excitation initially occupies the state |n(a)−4 = 1〉 and propagates to the middle of the lattice.
One typically expects that the propagation is coherent away from the central sites, and becomes dissipative once
approaching to the decaying sites. This is true when the decay rate Γj is small, where a large fraction of the
population will be lost [Fig. S5(a)]. The dynamics changes qualitatively when Γj is large, where the population is
largely reflected at the zeroth site [Fig. S5(b)(c)].
We attribute the reflection to the quantum Zeno effect [S81]. Stronger decay behaves similar to a frequent mea-
surement of occupations in the zeroth site. It prohibits the occupation of its neighboring sites from hopping to the
initially not occupied center sites. As a result, the loss occurs at an effective, smaller rate ho/Γ
2
0 [S82]. To illustrate
this, we consider the simplest model which contains only the two sites with index j = −1 and j = 0. The initial
state is |ψ(0)〉 = |n−1, n0〉 with n−1 = 1 and n0 = 0 (the subscript indicates the site index.). This state couples
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to the state |φ〉 = |0, 1〉, which will decay at a rate Γ(0)0 . The effective decay rate can be estimated through ana-
lyzing the non-Hermitian Hamiltonian [S82], He = Hc + Hd = (h0e
iφa−1a
†
0 + H.c) − iΓ0/2a†0a0, where the coupling
Hc = (h0e
iφa−1a
†
0 + H.c) and diagonal Hamiltonian Hd = −iΓ0/2a†0a0. The energy of the initial state in the presence
of the coupling can be solved through the second order perturbation [S82]
E
(2)
0 =
〈ψ(0)|Hc|φ〉〈φ|Hc|ψ(0)〉
−Hd =
h20
iΓ0/2
= −2ih
2
0
Γ
. (S22)
The initial state evolves according to |ψ(t)〉 = exp(−iE(2)0 t)|ψ(0)〉. Hence the remaining probability of the initial state
is
P = 〈ψ(t)|ψ(t)〉 = exp
(
−4h
2
0t
Γ0
)
. (S23)
The initial state decays at an effective rate Γeff = 4h
2
0/Γ0, which decreases with increasing Γ0.
We numerically calculate the remaining population as a function of Γ0 at time τ = h0t = 3.8, when the reflection
occurs. As shown in Fig. S5(d), the effective decay rate is linearly proportional to ∼ ho/Γ20, confirming the analytical
prediction.
EXPERIMENTAL PROPOSAL FOR REALIZING STRONGLY CORRELATED PHENOMENA
Chiral edge states can be realized in momentum space, either using mechanical momentum states of cold atoms [S83–
S87], or collective excitation formed by collective excitations of electronic states [S88]. A unique advantage of the latter
is that thermal resistant edge states can be probed, since the momentum-space lattice [S49, S77] of collective atomic
excitations is immune to the motional entropy of atoms. The first proof-of-principle experiment has demonstrated
chiral edge currents at the room temperature recently [S50]. However, electronic excited states suffer from fast
spontaneous decay, inducing a steady state in the pump-dissipative system and destroying the quantum nature of the
system. A clean quantum system in the momentum-space lattice in the presence of strong interactions is required to
simulate strongly correlated phenomena.
Realization for the Hamiltonian (1) without dissipation
We can get rid of the radiative dissipation by selecting three hyperfine spin states in ground levels of 87Rb with |g〉
being |52S1/2, F = 1,m = 1〉, |a〉 being 52S1/2, F = 1,m = −1〉, and |b〉 being |52S1/2, F = 2,m = −2〉. The atomic
level scheme and the configuration of the coupling beams are plotted in Fig. S6(a)(b). The spin states are split by a
bias magnetic field. The inter-leg coupling hr in purple is realized by Raman interaction which composed by the two
fields around D1 line (in purple), while the one in blue is realized by a 6.8GHz microwave field. Since microwave field
transfers negligible momentum, the MSL is slightly tilted in momentum space, as shown in Fig. S6(c). The intra-leg
coupling h0 is implemented by the standing waves around D2 line, whose frequency is set in the middle point between
a and b levels to introduce the pi phase shift between the intra-leg couplings of A- and B-legs. The phase φ in Ham.
(1) can be controlled by manipulating the phase of the microwave and optical driving fields. Note here that, the small
difference between the wave vectors of the standing wave is negligible. In the low-excitation regime, these atomic
spinwave states are described by bosons [S89].
Here we choose Rydberg 60S state as an example, whose lifetime is 102 µs. With the detuning ∆d = 8 MHz
and Rabi frequency ΩR = 3 MHz of the dressing laser, the effective lifetime in the Rydberg dressed state is 2.9 ms.
We obtain rc = 4.54µm and V = 158.2 kHz. This large soft-core radius rc leads to a short-range interaction in
momentum space, as it is far larger than the wavelength of the standing wave laser (∼ 780 nm). The inter- and
intra-leg coupling strengths hr and ho can vary in a large parameter regimes. For example, we choose the parameters
∆zeeman = 50 MHz being the Zeeman splitting between |g〉 and |a〉, ∆r = ∆a = ∆b = 3.4 GHz being the detunings [see
details in Fig. S6(a)], Ωs = 40 MHz being the Rabi frequencies of optical fields with s = 0, 1, 2, and Ωmw = 500 kHz
being the effective Rabi frequency of the microwave field. The corresponding hr and h0 are ∼ 50 kHz ( Er ≈ 4 kHz,
with Er being the recoil energy), which are larger enough to observe coherent dynamics in microsecond timescale.
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FIG. S6. (Color online) Experimental setup. (a) The atomic level scheme. (b) The configuration of the coupling optical
fields. (c) The momenmum space lattice. (d) The Raman coupling to prepare the initial state.
Loading the excitations and measurement
To observe the dynamics in MSL, we need to initialize excitations in the A-leg with a post-selection process. The
BEC is prepared in ground state before turning on the Ham. (S7). Then we apply a strong classical field (thick)
and a single photon (thin) in Fig. S6(d), forming a Raman coupling. When the single photon is not observed by a
detector on its incident direction, we know one excitation is loaded in level a [S88]. Since the coherent time of level
a is long enough, we can repeat the process twice to prepare the two-excitation state in zeroth site in A-leg. For the
Zeno dynamics, we need to prepare a single excitation on the nth site in A-leg and introduce an effective decay to the
zeroth one (see more details in the next subsection). After the single excitation is loaded into the zeroth site, we can
apply two pi-pulses of blue and purple hr couplings in a sequence. Such a pulse pair transport the excitation from the
zeroth site to the first site in the A-leg. We can repeat the process for n times to finish the initialization.[S90].
We can also pump the excitation to the MSL when the Hamiltonian is on. By tuning the frequency of the pumping
microwave field to the energy of the ground state in MSL, we can excite a specific state with high fidelity since the
state width is very narrow. To prepare the total excitations Ntot  NBEC, the pulse area of the pumping microwave
field is roughly estimated as
√
NBECΩpt = piNtot, where Ωp is the effective Rabi frequency of the pumping microwave
field,
√
NBEC is the collective enhancement of NBEC atoms, and t is the pulse duration.
By measuring the probability distribution of the a- and b-level atoms in momentum space via time of flight imaging,
we can obtain the distribution of the excitation in MSL, which is expected to show the strongly correlated phenomena,
e.g. ground state chiral current [S18], excitation blockade, and Zeno dynamics.
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