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Abstract—Millimeter wave (mmWave) communication with
large antenna arrays is a promising technique to enable extremely
high data rates due to large available bandwidth in mmWave
frequency bands. In addition, given the knowledge of an optimal
directional beamforming vector, large antenna arrays have been
shown to overcome both the severe signal attenuation in mmWave
as well as the interference problem. However, fundamental limits
on achievable learning rate of an optimal beamforming vector
remain.
This paper considers the problem of adaptive and sequential
optimization of the beamforming vectors during the initial access
phase of communication. With a single-path channel model, the
problem is reduced to actively learning the Angle-of-Arrival
(AoA) of the signal sent from the user to the Base Station (BS).
Drawing on the recent results in the design of a hierarchical
beamforming codebook [1], sequential measurement dependent
noisy search strategies [2], and active learning from an imperfect
labeler [3], an adaptive and sequential alignment algorithm is
proposed.
For any given resolution and error probability of the estimated
AoA, an upper bound on the expected search time of the proposed
algorithm is derived via Extrinsic Jensen-Shannon Divergence.
The upper bound demonstrates that the search time of the
proposed algorithm asymptotically matches the performance of
the noiseless bisection search up to a constant factor, in effect,
characterizing the AoA acquisition rate. Furthermore, the upper
bound shows that the acquired AoA error probability decays
exponentially fast with the search time with an exponent that is
a decreasing function of the acquisition rate.
Numerically, the proposed algorithm is compared with prior
work where a significant improvement of the system communi-
cation rate is observed. Most notably, in the relevant regime
of low (−10dB to +5dB) raw SNR, this establishes the first
practically viable solution for initial access and, hence, the first
demonstration of stand-alone mmWave communication.
Index Terms—Millimeter wave communication, sequential
search, hierarchical beamforming, rate-reliability trade off, adap-
tive beamforming
I. INTRODUCTION
Millimeter wave (mmWave) communication with massive
antenna arrays is a promising technique that increases the
data rate significantly, thanks to the large available bandwidth
in mmWave frequency bands. While an inherent challenge
for mmWave communication is extremely high pathloss [4]-
[5], resulting in low SNR and high link outage, the small
wavelength can be exploited to deploy an array with a very
large number of antennas in a relatively small area. It has
been shown [6] that massive MIMO mmWave systems can
be deployed to form highly directional beams to mitigate the
pathloss and the associated low SNR and high link outage.
However, it is important to note that the realization of highly
directional beams requires a precise and reliable estimate of
channel state information (CSI) [7] during the initial access
phase. This paper considers the problem of actively learning
an optimal beamforming vector from a fundamental limit point
of view.
With the scale of millimeter wavelength and the half
wavelength spacing, a large number of antennas can be
packed into a modest-sized device. For large antenna arrays,
however, equipping each antenna with an RF chain is too
hardware costly. This prevents per antenna digital processing.
A hardware friendly proposal for practically implementing
large array systems in mmWave bands deploys a single RF
chain where CSI acquisition reduces to finding the optimal
analog beamforming along the dominant direction of the
signals between the base station (BS) and the user that is
trying to establish the communication link. In this paper we
consider this practical scenario of mmWave communication
with massive MIMO technology and the practically designed
low complexity hierarchical beamforming codebook of [1] to
propose an efficient and adaptive beamforming algorithm that
quickly identifies the optimal beamforming direction under a
single dominant path channel model. Furthermore, we obtain
bounds on the performance of this algorithm to asymptotically
match the fundamental information theoretic limits on the
speed and reliability of active learning and CSI acquisition
with the given hardware constraints.
The exhaustive linear search, which utilizes beams that
scan over all possible directions to pick the best one, and
is proposed in IEEE 802.15 and 5G standards, requires a
relatively long initial access time that linearly grows with the
angle resolution (highest resolution being the number of the
antenna elements). On the theoretical front, in contrast, prior
work which is based on simple measurement models noted that
the problem of CSI acquisition in mmWave is closely related
to that of noisy search, which itself has been shown to be
closely related to the problem of channel coding over a binary
input channel with ([8], [9], [10]) and without ([11]) feedback.
Under various noise models, it is shown that the number of
measurements can be kept to grow only logarithmically with
the angular resolution and target error probability [9] and
[10]. While these early studies did not take the practical beam
patterns into account, this logarithmic scaling was later also
confirmed and reported in more practical systems with realistic
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2Fig. 1: The active learning process of the AoA φ is to design
the beams wt ∈ WS adaptively for the sequential collection of
the observations yt, from which at the ending of the collection
is to be used for the estimation of the AoA φ.
and empirically precise beam patterns ([1], [12], [13]) with
the caveat of a sufficiently large SNR model. In particular,
[1] carefully developed a hierarchical beamforming codebook
which in the noiseless setting allows for an (adaptive) binary
search over the angular space; increasing transmission power
and/or time is then used to combat the measurement noise.
The authors in [12], [13] showed that similar performance
gains can also be achieved by a non-adaptive strategy. More
specifically, the authors of [12] proposed random hash func-
tions to generate a random beamforming codebook whose
acquisition time, they showed, grows only logarithmically with
target resolution/error probability. The logarithmic scaling (of
search time with angular resolution) could also be obtained
when viewing the problem as that of sparse estimation with
compressive measurements (see [14] and references therein).
Indeed, the authors of [13] recover the signal direction with a
non-negative least square estimate from Compressive Sensing
by measuring the received power via a random beamforming
codebook which hashes the angular directions similarly to
[12].
However, to guarantee coverage in low (< 5 dB)1 raw SNR
regimes (cell-edge users), these beamforming techniques (ran-
dom direction and direct bisection) provide marginal advan-
tage over the exhaustive linear search as noted in [8]. This lim-
itation of prior work to operate in high raw SNR makes them
unsuitable for cell-edge users in mmWave communication.
This has major practical system design implications, namely
the current 5G mmWave communication in 3GPP standards
[15] supports mainly non-standalone mmWave in which the
initial access phase is covered by legacy sub-6G infra-structure
which provides higher SNR. This highlights the need for a
strategy that can adaptively improve the measurement quality
and is suitable for a low raw SNR regime.
A. Our work and contributions
In this paper, we consider the problem of CSI acquisition
during the initial access phase for designing the analog beam-
1We note that while [13] provides a system working under−30 dB SNRBBF
(before beamforming), the system parameters used in their simulation were
such that the SNRBBF is defined differently than raw SNR in our set up. For
a fair comparison we may interpret our raw SNR = SNRBBF
c
where the scaling
factor c is proportional to number of subcarriers and number of RF chains
used in their simulation.
forming in an environment with a single-path channel. We
formulate the CSI acquisition as an active learning of the
angle-of-arrival (AoA) at the base station (BS) side where the
user’s beamforming vector is assumed to be fixed, as illustrated
in Fig 1. We consider two measures of performance for the
proposed search scheme: the (expected) resolved beam width
(AoA resolution) and the (expected) error probability. Based
on the nature of the initial access protocol, we consider two
types of stopping criteria: fixed-length stopping, where a fixed
amount of search time is allocated for the initial access phase,
and variable-length stopping, where search is conducted over a
random stopping time. The contributions of the paper include:
• We formulate the initial beam alignment for massive
MIMO as active learning of the AoA through multiple
sequential and adaptive search beams. Our approach
draws heavily from our prior work on algorithms for
noisy search [2], active learning [16], and channel coding
with feedback [10].
• We propose a new adaptive beamforming strategy that
utilizes the hierarchical beamforming codebook of [1].
The proposed adaptive strategy, hierarchical Posterior
Matching (hiePM ), accounts for the measurement noise
and selects the beamforming vectors from the hierarchical
beamforming codebook based on the posterior of the
AoA. The design and analysis of hiePM extends our
prior work of sorted posterior matching for noisy search
[2] and [10] in that it restricts the search and the mea-
surements to the practical and hierarchical beamforming
patterns of [1].
• We analyze the proposed hiePM strategy and give an up-
per bound on the expected acquisition time of a variable-
length hiePM search strategy required to reach a fixed
(predetermined) target resolution and error probability in
the AoA estimate. Even when the measurements are hard
detected (1-bit quantized measurements), the achievable
AoA acquisition rate and the error exponent of hiePM
are shown (Corollary 2) to be significantly better than
those for the search methods of [1] and the random
hashing of [12] in all raw SNR regimes.
• We show, via extensive simulations, that hiePM is
suitable for both fixed-length and variable-length ini-
tial access and significantly outperforms the state-of-art
search strategies of [1] and [12]. The numerical simula-
tions show that hiePM is capable of reaching a good
resolution and error probability even in a low (< 5dB)
raw SNR regime with reasonable expected search time
overhead, demonstrating the possibility of stand-alone
mmWave communication for the first time
B. Notations
We use boldface letters to represent vectors and use [n]
as shorthand for the discrete set {1, 2, . . . , n}. We denote
the space of probability mass functions on set X as P (x).
We denote the Kullback-Leibler (KL) divergence between
distribution P and Q by D(P‖Q) = ∑x P (x) log P (x)Q(x) .
The mutual information between random variable X and Y
is defined as I(X,Y ) =
∑
x,y p(x, y) log
p(x,y)
p(x)p(y) , where
3Fig. 2: Base Station Serving sector [30o, 150o] and a received
beam at the BS formed by uniform linear array
p(x, y) is the joint distribution and p(x) and p(y) are the
marginals of X and Y . Let Bern(p) denote the Bernoulli
distribution with parameter p, and Bern(x; p) = px(1−p)1−x.
Let I(q; p) denote the mutual information of the input X ∼
Bern(q) and the output Y of a BSC channel with crossover
probability p. C1(p) := D(Bern(p)‖Bern(1 − p)) denotes
the error exponent of hypothesis testing of Bern(p) versus
Bern(1 − p). CN (µ,Σ) denotes multivariate complex Gaus-
sian distribution and CN (x;µ,Σ) with mean µ and covari-
ance matrix Σ. Rice(µ, σ2) denotes and Rician distribution
and Rice(x;µ, σ2) := xσ2 exp
(
−(x2+µ2)
2σ2
)
J0(
xµ
σ2 ) denotes
its probability density function, where J0(·) is the modified
Bessel function of the first kind with order zero.
II. SYSTEM MODEL
We consider a sectorized cellular communication system
operating in EHF (30-300 GHz) bands, where a sector is
formed by the BS serving users in a range of angles [θmin, θmax]
as depicted in Fig. 2. We focus on the model with one sector
and a single user, where the interference from other sectors
are assumed to be negligible. This assumption is justified due
to high pathloss in the EHF bands [4], and the orthogonality
(in time or code) of the transmissions from other users within
the sector.
We consider a hardware architecture consisting of multiple
antenna elements with a single RF chain [17] on both the BS
and the user sides. Beamforming is applied on the antenna
elements such that the power gain due to beamforming may
compensate the high pathloss in the mmWave communication
system. We use a pilot-based procedure where the users send
out pilots to the BS while the BS combines the signal from
the antenna elements to the RF chain by the beamforming
vector wt ∈ CN . We will focus on the procedure of obtaining
a good beamforming vector at the BS, while assuming a fixed
beamforming vector at the user which allows us to model the
user’s antennas as a single virtual antenna.
Let N be the number of antennas at the BS,
√
P be
the combined effect of the transmit power and the large-
scale fading (pathloss and shadowing), and h ∈ CN be
the small-scale frequency flat fading vector, i.e. hi is the
small-scale fading between the single virtual antenna of the
user and the ith antenna element at the BS. For small-scale
channel modelling, we use the stochastic multi-path modelling
(see Ch.7 in [18]) assumption with a single dominant path.
Furthermore, we assume that the user’s mobility is negligible,
i.e., the channel vector h is time invariant. In summary, we
have the following assumption:
Assumption 1. The small-scale channel can be described as:
h = αa(φ), (1)
where α ∈ C is the fading coefficient and
a(φ) := [1, ej
2pid
λ sinφ, ..., ej(N−1)
2pid
λ sinφ] (2)
is the array manifold created by the Angle-of-Arrival (AoA)
φ ∈ [θmin, θmax] with antenna spacing d. Furthermore, we
assume that the fading coefficient, α, and the AoA, φ, are
static in time.
Let time index t = 1, 2, ... be the time frame in which the
BS can adapt the beamforming vector wt. Each beamforming
slot consists of I samples of finer granularity either of time
(e.g. CDMA) or of frequencies (e.g. OFDM subcarriers).
Orthogonal spreading sequences sk of length I are sent by
each of the K users. In other words, we assume:
Assumption 2.
sHk sk′ =
{
0 for k = k′
1 for k 6= k′ (3)
With the assumption of orthogonality among users, corre-
lating the pilot codes we can write the code-matched signal
from a particular user as
yt=
√
PwHt (
K∑
k′=1
hk′s
T
k′)s
∗
k + w
H
t Nts
∗
k
(a)
= α
√
PwHt a(φ) + w
H
t nt,
(4)
where Nt is the N×I spatially uncorrelated AWGN noise ma-
trix across the antenna elements (rows) and samples (columns).
Note that in (a) we used single-path channel model (Assump-
tion 1) and orthogonality of codes (Assumption 2) from dif-
ferent users as well as the static nature of the channel, h, over
the code resource I . Finally, nt := Nts∗k ∼ CN (0N×1, σ2I)
is the equivalent noise vector at the antenna array at the output
of the code-matched filter, i.e., such that yt has a raw SNR
equal to P/σ2 when no beamforming is applied.
In many practical scenarios only a partial information about
yt is available to the BS. As a result, we consider the available
signal to BS, zt, to be of the form
zt = q(yt), (5)
where q(·) represents a practically motivated partial infor-
mation processing such as a quantization function. With the
received signal model in (4) and (5), we are now ready to
describe the sequential beam search problem which adaptively
designs the beamforming vectors wt.
4III. ACTIVE LEARNING AND HIERARCHICAL POSTERIOR
MATCHING
In this section we present our main result. In subsec-
tion III-A we lay out the framework of active learning for
sequential beam alignment. In subsection III-B we describe
the hierarchical beamforming codebook. In subsection III-C
we describe our proposed algorithm: Hierarchical Posterior
Matching for sequentially selecting the beamforming vector
from the beamforming codebook. Lastly, in subsection III-D
we describe the posterior update for various measurement
models.
A. Sequential Beam Alignment via Active Learning
A sequential beam alignment problem in the initial access
phase consists of a beamforming design strategy (possibly
adaptive), a stopping time τ , and a final beamforming vector
design. Specifically, we consider a stationary beamforming
strategy as a causal (possibly random) mapping function
from past observations to the beamforming vector: wt+1 =
γ(z1:t,w1:t). Subsequently, the final beamforming vector se-
lection b(·) is a (possibly random) mapping determining the
final beamforming vector to be exploited for communication,
wˆ = b(z1:τ ,w1:τ ), as a function of the sequence of the
observations gathered during the initial access phase [1 : τ ].
To reduce the reconfiguration time of the beamforming vec-
tor from wt to wt+1, we use a pre-designed beamforming
codebook:
Assumption 3. The beamforming vector is chosen from a pre-
designed beamforming codebook WS with finite cardinality.
Based on the nature of the protocol, we consider two criteria
for selection of the length of the initial access phase:
Fixed-length stopping time: the user transmits a pre-
determined number of frames during which the BS uses
the beamforming vectors w1,w2, ...,wT . After the total pre-
determined number of frames, n, the BS makes a prompt
decision on the final beamforming vector wˆ
Variable-length stopping time: the user sends out the
initial access signal continually until a certain target link
quality can be achieved by the final beamforming vector wˆ
with high probability. Under a variable-length setup, the BS
sends an ACK to the user which ends the initial access phase.
In Sec. IV, we propose an adaptive beam alignment algo-
rithm with both types of the stopping rules, while our analysis
in subsection IV focuses on the variable-length stopping time
τ . Our numerical studies consider the performance under both
stopping rules.
Since the best beamforming vector wˆ = a(φ) can boost
the SNR by a factor of N , the fading coefficient α can also
be estimated and equalized easily if the SNR at the RF chain
(after antenna combining) is high enough. Therefore, under
Assumption 1, one of the major goals of the initial access
phase is to learn the AoA φ so that BS can form a good beam
toward that direction. Therefore, we can treat the sequential
beam alignment problem by the methods of active learning
[19], [16] as shown in Fig. 1, where the beamforming vector
wt is equivalent to the query point and yt is equivalent to the
response in the learning problem. The adaptivity of wt reflects
that the query points are actively chosen as considered in active
learning tasks.
The quality of the established link, under a single-path
channel model h = αa(φ), is determined by the accuracy
of the final point estimate, φˆ(y1:τ ,w1:τ ), of φ. In particular, a
point estimate φˆ together with a confidence interval δ provides
robust beamforming with a certain outage probability. Hence,
we measure the performance by the resolution and reliability
of the final estimate wˆ:
Definition 1. Under Assumption 1, a sequential beam search
strategy with an adaptive beamforming design γ, stopping time
τ , and final AoA estimate φˆ is said to have resolution 1δ with
error probability  if
P( | φˆ− φ | > δ) ≤ . (6)
We note that, given a sufficiently large number of antennas,
one can increase the resolution 1/δ and decrease the error
probability  by increasing the time of sample collection τ , or
equivalently, by prolonging the initial access phase. In other
words, the effectiveness of an initial access algorithm shall
also be measured by the expected number of samples τ,δ
necessary to ensure a resolution 1/δ and error probability .
From an information theoretic viewpoint, one can think of
a family of sequential adaptive initial access schemes that
achieves acquisition rate R and reliability E:
Definition 2. Under Assumption 1, a family of sequential
adaptive initial access schemes achieves acquisition rate-
reliability (R,E) if and only if
R := lim
δ→0
log( 1δ )
E[τ,δ]
, E := lim
→0
log( 1 )
E[τ,δ]
. (7)
Remark 1. The final beamforming vector (hence the quality of
the established link) is determined by both the target resolution
and the error (δ, ), and is written as wˆ(z1:τ ,w1:τ , , δ). Given
a total communication time frame T , the expected spectral
efficiency, under the final beamforming vector wˆ, is given as
E
[
T − τ
T
log
(
1 +
P | αwˆ(z1:τ ,w1:τ , , δ)Ha(φ) |2
σ2
)]
,
(8)
and is an important performance metric from a system point
of view. This performance metric, however, requires a further
system optimization over the length of the initial access phase,
τ , and the length of the communication phase, T , which is
outside the scope of this paper. Therefore, in our analysis we
focus on the parameters  and δ. For a comparison of different
initial beam search algorithms, the system performance of
(8) is also evaluated in the numerical simulations for some
nominal choice of τ and T .
B. Hierarchical Beamforming Codebook
We adopt the hierarchical beamforming codebook WS
proposed in [1] with S levels of beam patterns. The beams
divide the space dyadically in a hierarchical manner such that
the disjoint union of the beams in each level is the whole
region of interest. The codebook is the set WS = ∪Sl=1Wl,
5Fig. 3: The first 2 levels of hierarchical beamforming codebook
with practical beam pattern formed by 64 antenna
where Wl is all the beam patterns in level l whose main
beam has a width |θmax−θmin|
2l
. More specifically, for each level
l,Wl contains 2l beamforming vectors which divide the sector
[θmax, θmin] into 2l directions, i.e.
[θmax, θmin] =
2l⋃
k=1
Dkl , (9)
each associated with a certain range of AoA Dkl . The beam-
forming vector w(Dkl ) is designed such that the beamforming
gain |w(Dkl )Ha(φ)| is almost constant for an AoA φ ∈ Dkl
and almost zero for φ /∈ Dkl .
Note that WS can be represented as a binary hierarchical
tree, where each level-l beam has two descendants in level
l + 1 such that each level-l beam is the union of two disjoint
beams, i.e., Dkl = D
2k
l+1 ∪D2k−1l+1 . This binary tree hierarchy
is illustrated in Fig. 3 with the beam patterns of the first two
levels of the codebook. Note that without loss of generality,
the beamforming vectors in the codebook are assumed to have
unit norm ‖w‖2 = 1.
C. Hierarchical Posterior Matching
In this section we propose a search mechanism based on
the connection between initial access beamforming, noisy
search [2], active learning [16], and channel coding with
feedback [10], with the caveat that the beamforming vector is
constrained to the practically feasible beamforming codebook
of [1] as in set WS . Instead of using all past observations
wt+1 = γ(z1:t,w1:t), hiePM selects wt+1 based on the
posterior of the AoA φ at time t, which is a sufficient statistic.
We discretize the problem by assuming that the resolution 1δ
is an integer and that the AoA φ is from
φ ∈ {θ1, ..., θ1/δ}, θi = θmin+(i−1)×δ×(θmax−θmin). (10)
Such discretization approaches the original problem of initial
access as δ → 0. To support resolution 1/δ, the corresponding
size of the hierarchical beamforming codebook
S = log2(1/δ) (11)
Fig. 4: Illustration of the hierarchical posterior matching
algorithm. In this example, we search down the tree hierarchy
to levels 2 and 3, where level 3 has the first codeword that
contains posterior lesser than half. Between level 2 and level
3, the codeword in level 2 of posterior 0.55 is selected since
it’s closer to half (0.55 v.s. 0.4).
is used. With this discretization, the posterior probability
distribution can be written as a 1δ -dimensional vector pi(t),
where the ith component is of the form
pii(t) := P(φ = θi | z1:t,w1:t), i = 1, 2, ..., 1
δ
. (12)
The posterior probability of the AoA φ being within a certain
range, say Dkl , can be computed as
piDkl (t) :=
∑
θi∈Dkl
pii(t). (13)
Now we are ready to present the proposed hiePM algo-
rithm. The proposed adaptive beamforming strategy, hiePM ,
chooses a beamforming vector at each time t from the hierar-
chical beamforming codebookWS . The main idea of hiePM
is to select wt+1 ∈ WS by examining the posterior probability
piDkl (t) for all l = 1, 2, ..., S and k = 1, 2, ..., 2
l. Specifically,
let
l∗t = argmax
l
{
max
k
piDkl ≥
1
2
}
, (14)
the proposed hiePM algorithm selects a codeword at either
level l∗t or l
∗
t+1 according to Alg. 1 below. Given a snapshot of
the posterior at time t, the selection rule is illustrated in Fig. 4.
The algorithm runs for a fixed length of time (fixed-length
stopping) or until a certain error probability  for resolution
1/δ is achieved (variable-length stopping). The final choice of
beamforming vector is determined by  and δ. The details of
hiePM are summarized in Algorithm 1 below.
Remark 2. The hiePM algorithm can be thought of as a noisy
generalization of a bisection search where the posterior is used
to create almost equally-probable search subsets subject to the
codebook WS . Compared with the vanilla bisection method
proposed in [1], hiePM allows for significantly lower SNR
search outcomes whose reliability are dealt with over time.
This can also be viewed as water-filling in angular domain.
Remark 3. See [10], [11] for a detailed description of the
connection between our beam search problem and a channel
coding problem in data transmission. In this light, the vanilla
6Algorithm 1: Hierarchical Posterior Matching
1 Input: target resolution 1δ , target error probability ,
codebook WS (S = log2(1/δ)), stopping-criterion
(with stopping time n if fixed-length), algorithm-type
2 Output: Estimate of the AoA φˆ
3 Initialization: pii(0) = δ for all i = 1, 2, ..., 1/δ,
4 for t = 1, 2, ... do
5 # Codeword selection from WS :
6 k = 0;
7 for l = 1, 2, ..., S do
8 if piDkl (t) > 1/2 then
9 # select the larger descendent
10 l∗t = l;
11 k ← argmax k′∈{2k,2k−1} piDk′l+1(t);
12 else3
(lt+1, kt+1) =
argmin
(l′,k′)∈{(l∗t ,d k2 e),(l∗t+1,k)}
∣∣∣∣piDk′
l′
(t)− 1
2
∣∣∣∣
(15)
break;
14 # Codeword selection result
15
wt+1 = w(D
kt+1
lt+1
) (16)
16 # Take next measurement
17
yt+1 = α
√
PwHt+1a(φ) + w
H
t+1nt+1
zt+1 = q(yt+1)
(17)
18 # Posterior update by Bayes’ Rule (Sec. III-D)
19
pi(t+ 1)← zt+1,pi(t) (18)
20 case: stopping-criterion = fixed length (FL)
21 if t+ 1 = n then
22 break (to final beamforming);
23 case: stopping-criterion = variable length (VL)
24 if maxi pii(t+ 1) > 1−  then
25 break (to final beamforming);
26 # Final beamforming vector design
27 τ = t+ 1 (length of the initial access phase)
28 case: algorithm-type = fixed resolution (FR)
29
(lˆ, kˆ) = (S, argmax
k
piDkS (τ)) (19)
30 case: algorithm-type = variable resolution (VR)
31
lˆ =
{
1, maxk piDkˆ1
(τ) < 1− 
max{l : maxk piDkˆl (τ) ≥ 1− }, o.w.
kˆ = argmax
k
piDk
lˆ
(τ)
(20)
32 wˆ = w(Dkˆ
lˆ
)
noise-compensated bisection method of [1] can be viewed
as a repetition coding strategy which is known to have zero
rate, while hiePM can be viewed as a constrained (subject
to hierarchical codebook WS) approximation to the capacity
achieving posterior matching feedback coding scheme of [20].
D. Posterior Update
Let γh : pi(t)→WS be the hiePM sequential beamform-
ing design given in Algorithm 1, i.e. let wt+1 = γh(pi(t)).
By the measurement model in (17), the posterior update in
Algorithm 1 in general can be written as
pii(t+ 1) =
pii(t)f(zt+1|φ = θi,wt+1 = γh(pi(t)))∑
j 6=i pij(t)f(zt+1|φ = θj ,wt+1 = γh(pi(t)))
,
(21)
where f(zt+1|φ = θi,wt+1 = γh(pi(t))) is the conditional
distribution of zt+1 and depends on the function q(·) as well
as the channel state information (e.g. the fading coefficient α)
known to the BS. Here, we give a few examples:
1) Full measurement zt = yt:
In the case of static channel (zero mobility), we may
assume that the fading coefficient α is known to the
BS. With a full measurement zt = yt, the conditional
distribution of zt is a complex Gaussian, written as
f(zt+1|φ = θi,wt+1 = γh(pi(t)))
= CN (zt+1;α
√
PwHt+1a(θi), σ
2).
(22)
In the case where α is not known, the algorithm is
assumed to use an estimate αˆ:
f(zt+1|φ = θi,wt+1 = γh(pi(t)))
≈ CN (zt+1; αˆ
√
PwHt+1a(θi), σ
2)
(23)
for the posterior update.
2) 1-bit measurement zt = 1 (|yt| > vt):
For practical high speed ADC implementation, we con-
sider an extreme quantization function of a 1-bit [21],
[14], [22] measurement model zt = 1 (|yt| > vt), where
at each time instance t the BS only has 1-bit of in-
formation indicating whether or not the received power
passes the threshold vt. Equivalently, we can write the
measurement model as
zt = 1(φ ∈ Dktlt )⊕ ut(φ), ut(φ) ∼ Bern(pt(φ)), (24)
where ut(φ) is the equivalent Bernoulli noise with flip-
ping probability pt(φ), and ⊕ denotes the exclusive OR
operator. The setting of the threshold vt and the corre-
sponding flipping probability pt(φ) is given in Lemma 1.
In this case, the conditional distribution of zt can there-
fore be written as
f(zt+1|φ = θi,wt+1 = γh(pi(t)))
= Bern(zt+1 ⊕ 1(θi ∈ Dktlt ); pt+1(θi)).
(25)
IV. ANALYSIS
Our analysis for hiePM focuses on the variable-length
stopping criteria with fixed resolution 1δ and a fixed target
7error probability , where by Algorithm 1 the variable-length
stopping time τ,δ can be written as
τ,δ = min{t : 1−max
i
pii(t) ≤ }. (26)
We will also focus on the 1-bit measurement model described
in Sec. III-D. Furthermore, we make the assumption of an
ideal hierarchical beamforming codebook for the analysis:
Assumption 4. The beam formed by the beamforming vector
w(Dkl ) ∈ WS has constant beamforming power gain for any
signal of AoA φ ∈ Dkl and rejects any signal outside of Dkl ,
i.e.
|w(Dkl )Ha(φ)| =
{
Gl, if φ ∈ Dkl
0, if φ /∈ Dkl
. (27)
Remark 4. Assumption 4 is mainly for better presentation.
This assumption is approximately true when we have massive
number of antennas N  1δ . The deterioration of performance
due to the imperfect beamforming, such as that resulting
from sidelobe leakage, is not the focus of our analysis. In
our numerical simulations, however, we will remove this
assumption by investigating the performance of the algorithms
under the actual beamforming pattern with finite number of
antennas.
Under the 1-bit measurement zt = 1 (|yt| > vt) with
Assumption 4 and the optimal choice of the threshold vt in
Lemma 1, the flipping probability pt(φ) of the Bernoulli noise
in (24) is independent of the AoA φ and only depends on the
beamforming codeword level lt selected at time t. In particular,
we have
pt(φ) = p[lt] :=
∫ vt
0
Rice(x;PG2l , σ
2) dx, (28)
where p[l] > p[l + 1] and p[l] → 0 since Gl < Gl+1 and
Gl →∞ as l →∞ (assuming unlimited number of antenna)
by the design of the codebook. Furthermore, we assume that
log2(1/δ) is an integer. Now we are ready to give an upper
bound of the expected stopping time τ,δ with resolution 1δ
and outage probability  of the proposed hiePM sequential
beam search algorithm:
Theorem 1. By using codebook WS with S = log2(1/
δ) levels and assuming the perfect beamforming assump-
tion (Assumption 4) and the 1-bit measurement model zt =
1 (|yt| > vt) with the optimal choice of vt in Lemma 1, the
expected stopping time of hiePM , of resolution 1δ and error
probability , can be upper bounded by
E[τ,δ] ≤ log(1/δ)
Rh
+
log(1/)
Eh
+ o(log(
1
δ
)), (29)
where Eh = C1(p[log2(1/δ)]), Rh = I(1/3; p[l
′]) with l′ =⌊K0dlog log 1δ e
log 2 − 1
⌋
and K0 is a constant defined in Lemma 4.
Proof. See Appendix C
Corollary 1. Let, E[τ,δ] = n. For all values of δ such that δ ≤
2−nRh , the error probability of hiePM can be approximately
upper bounded by
P( | φˆ− φ | > δ) / exp
(
−nEh
(
1− log(1/δ)
nRh
))
(30)
when δ is small enough.
Corollary 2. Under the same conditions and by Theorem 1,
hiePM achieves acquisition rate
lim
δ→0
log(1/δ)
E[τ,δ]
≥ lim
δ→0
Rh
= lim
δ→0
I(1/3; p∗(δ, )) = 1
(31)
for arbitrarily small error  > 0, and error exponent
lim
→0
log(1/)
E[τ,δ]
≥ lim
→0
Eh = C1(p[log2(1/δ)]) (32)
for any δ > 0.
Remark 5. The integer assumption of log2(1/δ) is for no-
tational simplicity. If the desired resolution 1/δ is not of
power of 2, one can simply take a higher resolution 1/δ′ =
2dlog2(1/δ)e. The corresponding upper bound in Theorem 1
can be written accordingly and the conclusion in Corollary 2
remains true.
Remark 6. The rate of one in equation (31) implies that
hiePM performs asymptotically (δ → 0) in the same manner
as a noiseless bisection search which is the optimal usage of
the hierarchical beamforming codebook WS . The asymptoti-
cally noiseless behavior is due to the facts that hiePM shrinks
the AoA Dkl quickly, and that together with Assumption 4 an
unlimited number of antennas allow the beamforming gain
|w(Dkl )Ha(φ)|2 = pi|Dkl | → ∞ as l → ∞. Compared with
other beam alignment algorithms, non-adaptive random coding
based strategies [12] are not able to shrink the AoA region of
the search beam. Therefore, the corresponding acquisition rate
of [12] rate is strictly lesser than 1. On the other hand, the
adaptive noisy vanilla bisection algorithm in [1] has rate zero
even though the AoA region of the search beam shrinks over
time. This is due to the fact that the noisy bisection of [1],
in effect, employs repetition coding which has rate zero even
with feedback (adaptivity).
Remark 7. To further compare our theoretical result of hiePM
with prior works, we plot Corollary 2 together with error
probability upper bounds of [1] and [12] in Fig. 5 with
E[τ ] = 28, 1/δ = 128 and |θmax − θmin| = 120o and
the ideal beamforming assumption (Assumption 4). For the
bisection algorithm of [1], we take the upper bound from
the author’s analysis for equal power allocation with fixed
fading coefficient α = 1. While for the random hashing of
[12], we take an optimization of the number of directions over
Gallager’s random coding bound of BSC as
Pe ≤ min
q
exp (−28× ERC(q)) , (33)
where ERC(q) = max0≤ρ≤1
(
E0(ρ, q)− ρ× log2(128)28
)
and
E0(ρ, q) = − log
((
q(pq)
1
1+ρ + (1− q)(1− pq) 11+ρ
)1+ρ
+
(
q(1− pq) 11+ρ + (1− q)(pq) 11+ρ )
)1+ρ )
(34)
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Fig. 5: Comparison of the theoretical upper bounds on error
probability between hiePM , random coding, and the bisection
algorithm of [1] as a function of raw SNR P/σ2. The upper
bound on hiePM is given by Corollary 1. While the upper
bound on random coding is given by Gallager’s bound as
in (33), and the upper bound on the bisection algorithm is
provided by [1].
with
p(q) :=
∫ vt
0
Rice(x;P
3
2q
, σ2) dx, (35)
where again vt is optimally chosen according to Lemma 1.
The illustration of Corollary 2 in Fig. 5 predicts the superior
performance of hiePM over the prior works [1] and [12].
We note that for these upper bounds, hiePM and random
hashing of [12] assume a 1-bit quantizer, whereas the bisection
method of [1] is favorably given the unquantized amplitude
information. We will further show in numerical simulation
(Fig. 7) that with practical beam patterns and unquantized
measurements, the actual performance of hiePM is not only
indeed better than the prior works, but in fact achieves a
significantly smaller error probability than our theoretical
upper bound. Furthermore, we will see that the non-adaptive
random hashing based method in [12] in fact outperforms the
adaptive bisection in [1] due to the lack of good coding in [1].
V. NUMERICAL RESULTS
In this section, we compare the performance of our proposed
hiePM algorithms against the bisection algorithm of [1] and
an optimized random-code-based strategy, which is taken as
an upper bound on the performance of the random hash-based
solution of [12]. Before we proceed with this performance
analysis, however, we first provide a summary of the simula-
tion setup and parameters.
A. Simulation Setup and Parameters
We use the hybrid analog/digital system architecture de-
scribed in Sec. II, where the BS has N = 64 antenna elements
in a uniform linear array with antenna spacing λ2 , and the user
has a single (virtual) antenna. Furthermore, due to the use
of orthogonal spreading sequences, we focus on the single
user case K = 1. The channel consists of a single path with
fast fading coefficient α. The rule-of-thumb [23] estimate of
channel coherence time given by
Tc ≈ 0.432
fm
=
0.432c
fcv
, (36)
where c is the speed light, fc is the carrier frequency, and v
is the user speed. So even for mmWave communication with
73GHz, at walking speed (< 3 km/hour) the coherence time
is
Tc =
0.432× 3× 109 (m/s)
73× 109 (Hz) × 3 (km/hour) ≈ 8.127 milliseconds.
(37)
Note that, additionally, narrow beamforming and the existence
of a dominant sub-path (e.g. Line-of-Sight) can both increase
the coherence time significantly [24]. Therefore, in subsec-
tion V-C we assume that the fading coefficient α is static
during the entire initial access duration of 2 milliseconds (ms).
We consider both the case when the fading coefficient α is
known exactly αˆ = α, and the case when it is estimated with
the estimation inaccuracy modelled as αˆ ∼ CN (α, σ2α). In
subsection V-D we further study the robustness of hiePM
with a static estimate of the time varying fading coefficient αt
of a Rician AR-1 model with a coherence time corresponding
to higher user mobility. Finally, we consider learning the AoA
with an angular resolution of 1/δ = 128, and an (expected)
stopping time of E[τ ] = 28, i.e., with E[τ ] selections of
beamforming vectors, hence, samples.
To provide a sense for the above normalized parameters, let
us consider some candidate PHY layer solutions. In particular,
when using the 5G new radio Physical Random Access Chan-
nel (PRACH) format B4 [25], the E[τ ] = 28 samples translate
to less than 2 ms acquisition time for sub-1-degree angular
resolution within a [0◦, 120◦] sector. We present our results as
a function of raw SNR Pσ2 to get a sense for reasonable values
of SNR. In Fig. 6 we compute and illustrate the expected
distance at which a target raw SNR is obtained. We consider
a case under the 3GPP TR 38.901 UMi LOS pathloss channel
model (summarized in [26]), with 23 dBm maximum user
power, -174 dBm/Hz thermal noise density, 5 dB receiver noise
figure at BS, with a bandwidth of 100 MHz. As seen in Fig. 6,
one can argue that given our selection of this PHY layer and
parameters, the practical raw SNR regime of interest is within
−15 dB to 10 dB.
B. Algorithm Details and Parameters
Like the the bisection algorithm of [1], our proposed al-
gorithm hiePM is based on sequential beam refinement, but
implements additional coding techniques. Thus, we focus our
comparison to the bisection refinement of [1] to highlight
that the use of this coding strategy differentiates hiePM
from existing beam refinement strategies. For the bisection
algorithm of [1], the number of beamforming vectors in each
level is 2, and the power is allocated according to the equal
power distribution strategy.
For both hiePM and the bisection algorithm of [1], the
finite set of beamforming vectors WS are designed with a
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Fig. 6: Relationship between raw SNR P/σ2 and distance
from BS to user, under the 3GPP TR 38.901 UMi LOS
pathloss channel model (summarized in [26]), with 73GHz
carrier frequency, 23 dBm maximum user power, -174 dBm/Hz
thermal noise density, 5 dB receiver noise figure at BS, and a
bandwidth of 100 MHz.
hierarchical structure, where individual beamforming vectors
w(Dkl ) ∈ Wl are designed with the objective of near constant
gain for signal directions with AoA φ ∈ Dkl and zero otherwise
(Assumption 4). In other words, each beamforming vector
solves
AHBSw(Dkl ) = CsGDkl , (38)
where ABS is the N × (1/δ) matrix of array manifolds
ABS = [a(φ1),a(φ2), . . .a(φ1/δ)] (39)
Cs is a normalization constant, and GDkl is an 1/δ× 1 vector
indicating probed directions
GDkl =
{
1, if φ ∈ Dkl
0, if φ /∈ Dkl
. (40)
An approximate solution to (38), obtained using the pseudo
inverse, is
w(Dkl ) = Cs(ABSAHBS)−1ABSGDkl . (41)
The resulting beamforming weight vectors, applied with phase
and gain control at each element, produce beam patterns with
improved sidelobe suppression, and near constant gain in the
intended probing directions. We can use these vectors in our
simulations to ensure that our analytic Assumption 4 is a
matter of analytic simplicity but is not consequential in a
practical setting.
To represent non-adaptive algorithms that are a variation of
random coding, such as the random hashing algorithm of [12],
we compare to the random search algorithm that randomly
scans the region of interest. The random search algorithm
uses a codebook W qn of size |W qn | = (nq) which consists of
all possible beam patterns with total width qn |θmax − θmin|,
where the region of interest |θmax − θmin| has been divided
into n non-overlapping directions, and q directions are probed
in each beam pattern. At any time instant t, the random
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Fig. 7: Comparison of the error probability between hiePM, the
random search algorithm, and the vanilla bisection algorithm
of [1] as a function of raw SNR P/σ2. Initial access length
τ = 28, achieved under 2 ms using the 5G NR PRACH format
B4 [25] (E[τ ] = 28 for variable-length stopping type), is used
for acquiring the AoA with resolution 1/δ = 128.
search algorithm randomly selects a beamforming vector wt+1
from the pre-designed codebook W qn . A fixed number of
measurements τ are taken according to (17) and the final
beamforming vector is selected according to (18) and (19).
The discretization parameter is set to n = 1/δ = 128, we set
τ = 28, and we plot various values of q. The performance
of hiePM over the optimized choice of q is important as it
provides a first order insight into “adaptivity gain.”
C. Simulation Results
In this section, we provide a comparative analysis of our
proposed hiePM algorithm against prior work [1] and [12].
In particular, Fig. 7 plots the error probability as a function
of raw SNR. In summary, Fig. 7 shows that both fixed-length
and variable-length stopping variations of hiePM outperform
the bisection algorithm of [1] as well as random coding, or
random-hash based solutions of [12]. We also note that random
beamforming codebooks outperform the bisection algorithm of
[1], as expected by our analysis in Remark 6. By optimizing
the coding rate q, and comparing against hiePM, one can also
fully characterize the adaptivity gain. Finally, we note that our
analytic upper bound (in Fig. 5) is rather loose and hiePM
performs significantly better than our analysis predicted.
1) Probability of Error versus Raw SNR: For the system
and channel described above, we conduct the simulation
scenario where the average error probability as a function of
raw SNR is analyzed. We take the error probability of the AoA
estimation to be the probability of selecting an erroneous final
beamforming vector Prob{wˆ(z1:τ ,w1:τ , , δ) 6= w({φ})}.
For clarity, from now on we use the naming convention
hiePM(stopping-criterion, resolution-criterion) to specify the
case selections of stopping criteria and resolution-criteria in
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the proposed hiePM algorithm (detailed in algorithm 1). To
ensure a reasonable comparison, we first discuss hiePM(FL,
FR) which is most comparable to the bisection algorithm of
[1] and the random search algorithm described above. Fig.
7 shows the superior performance of hiePM(FL, FR) with
fixed and known fading coefficient α = 1 over both the
bisection algorithm of [1] and the random search algorithm.
We also notice that under reasonable tuning of parameter q,
even the non-adaptive random search algorithm achieves better
performance than the adaptive bisection algorithm of [1]. As
we expected from Remark 6, the best performance is achieved
by hiePM due to its sequential coding strategy, while the
performance of the bisection algorithm of [1] suffers as it
resembles a repetition code.
Improvements in the probability of error are further demon-
strated by hiePM(VL, FR) with targeted error probability
 selected such that E[τ ] = 28, i.e., the parameter  is
strategically chosen (usually  is large), such that hiePM(VL,
FR) has an expected duration of the initial access phase equal
to the duration of the fixed-length variations, this ensures a
fair comparison. Of course,  may be selected to be close to
zero, thereby ensuring the best error probability and aquisition
rate at the cost of a longer initial access phase duration.
The benefit of allowing a variable stopping time is evident
in that it causes a sharp drop in the error probability at
approximately -10 dB raw SNR. The error probability upper
bound (Corollary 1) on hiePM(VL, FR) is also plotted. We
see in Fig. 7 that this upper bound predicts the sharp slope
of hiePM(VL, FR), theoretically guaranteeing a significant
performance improvement in error probability for hiePM(VL,
FR) over the bisection algorithm of [1] and the random search
algorithm for large SNR. A further exploration of this sharp
transition in the low (< 0 dB) raw SNR regime is beyond the
scope of this paper.
2) Investigating effects of imperfect channel knowledge:
The bisection algorithm of [1] learns the AoA without any
knowledge of the channel. It combines the procedures of AoA
estimation and channel estimation. On the other hand our
proposed algorithm hiePM, requires knowledge of the fading
coefficient α in the posterior update of Algorithm 1 (18).
While a channel estimation procedure can be used to learn
α preceding hiePM, perhaps in a short preliminary phase,
we explore the performance achieved using an estimate for
the fading coefficient αˆ instead. We find that the improved
performance by hiePM over the bisection algorithm of [1]
and the random search algorithm holds even without full
knowledge of the fading coefficient α. To see this we consider
the case of a mismatched update rule (18) with an estimate for
the fading coefficient αˆ = CN (α, σ2α). We see that even under
a reasonably mismatched estimate of the fading coefficient
(σ2α = 0.05), all hiePM based algorithms still achieve a lower
probability of error than the bisection algorithm of [1]. In
other words, the degradation due to estimation error is far less
significant, saturating in error probability only at very large
SNR (> 5 dB). As we can see in Fig. 7 using a mismatched
estimate of the fading coefficient α causes the performance of
probability of error to saturate at large SNR (> 0 dB). This
reflects the times when the estimate of the fading coefficient α
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Fig. 8: Comparison of the spectral efficiency obtained by
hiePM, the random search algorithm, and the vanilla bisection
algorithm of [1] as a function of raw SNR P/σ2. Initial access
time τ = 28, achieved under 2 ms using the 5G NR PRACH
format B4 [25] (E[τ ] = 28 for variable-length stopping). The
spectral efficiency is given by (8) with the final beamforming
vector wˆ designed by the respective algorithm.
is very inaccurate, which will occur with a constant probability
regardless of the SNR value, due to our modeling of αˆ. In
practice, the accuracy of the estimate αˆ will improve as SNR
increases. However, this is beyond the scope of this paper and
we refrain from investigating such effects.
3) Spectral efficiency versus Raw SNR: Practically speak-
ing, a more efficient AoA learning algorithm is advantageous
in that it both reduces communication overhead and increases
the accuracy of the final beamforming vector. Next, we em-
pirically analyze the overall performance of a communication
link established by the proposed algorithm hiePM in terms of
the data spectral efficiency. The spectral efficiency is evaluated
according to equation (8), using the final beamforming vector
wˆ(z1:τ ,w1:τ , , δ) resulting from each algorithm. Due to its
dependence on the final beamforming vector wˆ, the spectral
efficiency encompasses both the design parameters  and δ,
which have been the focus of our analysis, while still providing
an intuitive practical measure. We set the total communication
time frame to T = 100 × E[τ ] (further optimization of this
parameter beyond the scope of this paper).
Fig. 8 shows the gain in spectral efficiency obtained by
various implementations of the proposed algorithm hiePM
over both the bisection algorithm of [1] and the random
search algorithm for the system and channel described above
as a function of raw SNR. The spectral efficiency when no
beamforming is used is provided for reference. Fig. 8 shows
that all variants of hiePM outperform the bisection algorithm
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Rician AR-1 fading with factor Kr=10, g=0.024451
Fig. 9: Comparison of the error probability between hiePM, the
random search algorithm, and the vanilla bisection algorithm
of [1] as a function of raw SNR P/σ2 under Rician AR-1
fading with factor Kr = 10, and g = 0.024451 (i.e. Tc = 2).
Initial access length τ = 28, achieved under 2 ms using the 5G
NR PRACH format B4 [25] (E[τ ] = 28 for variable-length
stopping type), is used for acquiring the AoA with resolution
1/δ = 128.
of [1] significantly in the raw SNR regime of (-5dB to 5dB).
On the other hand, the performance of the bisection algorithm
of [1] approaches the performance of hiePM as raw SNR
grows beyond 7dB or so. Fig. 8 also shows the benefits of
opportunistically selecting the resolution of the final beam
as is done under hiePM(FL, VR) according to (20). This is
particularly important in very low raw SNR models (-15dB to
-7dB) where hiePM(FL, VR) adapts the final beamforming
vector to the final posterior distribution at time τ , hence
setting the angular resolution of the communication beam in an
opportunistic manner. Even more importantly, this significant
performance improvement is robust to channel estimation
error and mismatched estimate of the fading coefficient αˆ.
To understand this phenomenon we refer to Fig. 7, where the
error probability of finding the correct beam with resolution
1/δ, when SNR is less than -5dB, is non-negligible under
hiePM(FL, FR), and hiePM(VL, FR).
D. Time varying channel
In this subsection, we will discuss the channel coherence
time and how our initial beam alignment algorithm works in
a time-varying channel scenario. We verify our framework by
extending our algorithms to be adapted to a simple Rician
AR-1 model. Let us consider a Rician AR-1 fading channel
of factor Kr with perfect knowledge of the operating SNR
(large-scale fading) as well as perfect frequency/phase syn-
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Rician AR-1 fading with factor Kr=10, g=0.024451
Fig. 10: Comparison of the transmission rates obtained by
hiePM and the vanilla bisection algorithm of [1] as a function
of raw SNR P/σ2 under Rician AR-1 fading with factor
Kr = 10, and g = 0.024451, (i.e. Tc = 2). Initial access
time τ = 28, achieved under 2 ms using the 5G NR PRACH
format B4 [25] (E[τ ] = 28 for variable-length stopping). The
transmission rate is given by (8) - in original manuscript with
the final beamforming vector wˆ designed by the respective
algorithm.
chronization, i.e. the fading coefficient is given as
αt =
√
Kr
1 +Kr
µ+
√
1
1 +Kr
βt, t = 0, 1, 2, ..., τ, (42)
where µ = 1 and βt ∼ CN(0, 1) is the complex Gaussian
diffusion AR process given as
βt+1 = βt
√
1− g + et√g, t = 0, 1, 2, ..., τ, (43)
where et ∼ CN (0, 1) is the independent noise term. The
correlation parameter g is set such that
1− (1− g)14Tc = 0.5, (44)
where Tc is the 50% time of the diffusion βt in ms (recall that
we assume a system with 14 beam slots in 1 ms). Combining
(42) and (43), the Rician AR-1 model can be written as
αt+1 =
√
Kr
1 +Kr
µ+
(
αt −
√
Kr
1 +Kr
µ
)√
1− g
+ et
√
g
1 +Kr
, t = 0, 1, 2, ..., τ.
(45)
Fig. 9 demonstrates the robustness of hiePM to the Rician
AR-1 fading channel model described above with coherence
time Tc = 2 ms of the AR process βt, and a Rician factor
Kr = 10 (this is a reasonable value, e.g. indoor mmWave
channel models [27]). We again use an erroneous/mismatched
and fixed estimate of the fading coefficient αˆt = αˆ0 ∼
12
CN (α0, σ2α) for t = 1, 2, . . . , τ . In particular, we compare
the performance achieved by our hiePM algorithms with
different degrees of knowledge of the fading estimate (i.e.
σ2α = 0, 0.05, 0.1) against the performance obtained by the
bisection algorithm of [1]. As expected, the performance of
the probability of error worsens for both algorithms in a time-
varying fading, as compared to the static model α = 1 in
Fig. 7. However, even under a mismatched and fixed estimate
of the fading coefficient αˆt, our main conclusions still hold. In
particular, the performance degradation in spectral efficiency
due to the time-varying channel is almost negligible, as we
show in Fig. 10. Note that, this is the effect of the time-
varying channel during the initial access phase, whereas in
the communication phase the spectral efficiency is calculated
by (8) because our focus is the impact of a time-varying
channel on the initial beam alignment. Our variable resolution
algorithm hiePM (FL,VR) (with opportunistic choice of final
beamwidth) is unaffected in terms of spectral efficiency, while
the hiePM (FL,FR) and hiePM (VL,FR) cases incur a small
loss of spectral efficiency due to the degree of the mismatched
estimate (correlated to the severity of σ2α).
VI. CONCLUSION AND FUTURE WORK
In this paper, we addressed the initial access problem for
mmWave communication with beamforming techniques. With
a single-path channel model, the proposed sequential beam
search algorithm hiePM demonstrates a systematic way of
actively learning an optimal beamforming vector from the
hierarchical beamforming codebook of [1].
Using a single-path channel model, we characterize the
performance of the proposed learning algorithm hiePM by
the resolution and the error probability of learning the AoA,
which are closely related to the link quality established by
the final beamforming vector. We analyze hiePM by giving
an upper bound on the expected search time τ,δ required to
achieve a resolution 1δ and error probability  in Theorem 1.
As a corollary, we provide an upper bound on the error
probability achieved with a search time E[τ,δ], and resolution
1
δ for hiePM in Corollary 1. We also specialize our analysis
and compare the error exponent obtained by hiePM and the
bisection algorithm of [1]. A higher error exponent is shown
across a wide range of raw SNR even when only 1-bit of
information about the measurement is available to hiePM .
The numerical simulations show a significant improvement
on the spectral efficiency over the previous vanilla bisection
algorithm of [1] and the random search algorithm modelled as
a best case of [12], [13], demonstrating a first work of possible
standalone mmWave communication.
Future directions of this work include generalizing the
channel model and considering multiple paths, as well as
learning the fading coefficient together with the direction
during beam search. On the theoretical end, closing the gap
between the upper bound of error probability and its actual
performance (demonstrated in Fig. 7) is worth pursuing for
theoretical interest. On the practical side, reducing the com-
putation complexity of the posterior calculations and required
statistics will be helpful for implementation purposes.
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APPENDIX A
OPTIMAL THRESHOLD FOR 1-BIT MEASUREMENT MODEL
The complete 1-bit measurement model in Sec. III-D is
written as
yt+1 = α
√
PwHt+1a(φ) + w
H
t+1nt+1
zt+1 = 1(|yt+1|2 > vt)
= 1(φ ∈ Dktlt )⊕ ut(φ), ut(φ) ∼ Bern(pt(φ)).
(46)
Lemma 1. The threshold vt that minimizes the maximum
flipping probability pt(φ) for all φ is given by the solution
of the following equation∫ vt
0
Rice(x;PG, σ2) dx =
∫ ∞
vt
Rice(x;Pg, σ2) dx, (47)
where
G := min
φ∈Dktlt
|wH(Dktlt )a(φ)|2
g := max
φ∈[θmin,θmax]\Dktlt
|wH(Dktlt )a(φ)|2.
(48)
Proof. Since |yt| ∼ Rice(P |wHt a(φ)|, σ2), we can write the
flipping probability pt(φ) as:
if φ ∈ Dktlt ,
pt(φ) =
∫ vt
0
Rice(x;P |wH(Dktlt )a(φ)|2, σ2) dx
≤
∫ vt
0
Rice(x;PG, σ2) dx,
(49)
and if φ /∈ Dktlt ,
pt(φ) =
∫ ∞
vt
Rice(x;P |wH(Dktlt )a(φ)|2, σ2) dx
≤
∫ ∞
vt
Rice(x;Pg, σ2) dx,
(50)
where the upper bound in (49) and (50) is reached by the
minimizer and maximizer in (48), respectively. Since (49) is
increasing in vt and (50) is decreasing in vt, setting them equal
gives the minimax optimizer.
APPENDIX B
AVERAGE LOG-LIKELIHOOD AND THE EXTRINSIC
JENSEN-SHANNON DIVERGENCE
Our analysis follows similarly to [28], [2] which analyzed a
feedback coding scheme and an abstract adaptive target search
algorithm, respectively. The analysis is based on the behavior
of the posterior of the AoA
pii(t) := P(φ = θi | y1:t,w1:t) for i = 1, 2, ..., 1
δ
, (51)
over time t = 1, 2, .... Recall that the stopping time of hiePM
is given by
τ,δ = min{t : 1−max
i
pii(t) ≤ }, (52)
which is the first hitting time of the posterior to the  corner
of the probability simplex in R 1δ .
Convex functionals on the probability simplex such as
entropy, KL divergence, etc. have been shown to be useful for
analyzing adaptive systems [2], [29], [30], [31] with the Bayes’
rule dynamics on the posterior distribution. Particularly, the
functional average log-likelihood [30] has shown its usefulness
in analyzing the behaviour of the posterior in feedback coding
systems [28], dynamic spectrum sensing [10], hypothesis
testing [32], active learning [32], etc. Here, we review some
useful concepts through the context of AoA estimation with
sequential beamforming:
The average log-likelihood of the posterior pi(t) is defined
as
U(t) :=
1/δ∑
i=1
pii(t) log
pii(t)
1− pii(t) . (53)
For any beamfomring strategy γ : pi(t)→ wt+1, U(t) has the
following useful properties
1) U(t) is a submartingale w.r.t. pi(t) with expected drift
EJS:
E[U(t+ 1) | pi(t)] = U(t) + EJS(pi(t), γ), (54)
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where EJS is the Extrinsic Jensen-Shannon divergence,
defined as
EJS(pi(t), γ) =
1/δ∑
i=1
pii(t)D
(
Pyt+1|i,γ
∥∥∥Pyt+1|6=i,γ) ,
(55)
with
Pyt+1|θi,γ := f(yt+1|φ = θi,wt+1 = γ(pi(t))), (56)
and
Pyt+1|6=i,γ =
∑
j 6=i
pij(t)
1− pii(t)Pyt+1|j,γ . (57)
2) The initial value U(0) = − log( 1δ − 1) is related to the
resolutuion 1δ
3) Level crossing of U is related to the error probability as
pii(t) < 1−  ∀ i ⇒ U(t) < log 1− .
Analyzing the random drift of U(t) from time 0 with the
initial value U(0) up to the first crossing time ν := min{t :
U(t) ≥ log 1 } is closely related to the expected drift given by
EJS. In particular, we can then establish an upper bound on
the expected stopping time E[τ,δ] in terms of the predefined
outage probability  and resolution 1/δ. Specifically, we have
the following theorem:
Fact 1 (Theorem 1 in [30]). Define
p˜i := 1− 1
1 + max{n, log(1/)} . (58)
For any feedback coding scheme γ, if
EJS(pi(t), γ) ≥ R ∀t ≥ 0 (59)
and
EJS(pi(t), γ) ≥ p˜iE ∀t ≥ 0 s.t. max
i
pii(t) ≥ p˜i, (60)
the expected decoding time associated with error probability
 is bounded by
E[τδ,] ≤ log(1/δ)
R
+
log(1/)
E
+ o(log(
1
δ
)), (61)
where o(·) is such that o(log( 1δ ))
log( 1δ )
→ 0 as δ → 0 or → 0.
On the other hand, in order to give a lower bound for the
EJS divergence, it is useful to introduce the Jensen Shannon
(JS) divergence [33], defined as
JS(pi(t), γ) :=
1/δ∑
i=1
pii(t)D
(
Pyt+1|i,γ
∥∥∥Pyt+1) , (62)
where Pyt+1 = f(yt+1) =
∑1/δ
i=1 Pyt+1|i,γ .
Fact 2 (Lemma 2 in [30]). The EJS divergence is lower
bounded by the Jensen Shannon (JS) divergence :
EJS(pi(t), γ) ≥ JS(pi(t), γ). (63)
APPENDIX C
VARIABLE-LENGTH ANALYSIS OF HIERARCHICAL
POSTERIOR MATCHING
Here we provide the variable-length analysis of hierarchical
Posterior Matching by using the EJS. Throughout this section,
we will focus on the settings and assumptions in Theorem 1,
where the beam pattern is perfect (Assumption 4) and 1-bit
measurements are used. The corresponding EJS is written as
EJS(pi(t), γh) =
1/δ∑
i=1
pii(t)D
(
Pyˆt+1|i,γh
∥∥∥Pyˆt+1|6=i,γh) (64)
with the 1-bit measurement model
Pyˆt+1|i,γ := Bern(yˆt+1 ⊕ 1(θi ∈ Dktlt ); p[lt]). (65)
A. Proof of Theorem 1
Let γh be the hiePM feedback coding scheme. By the same
method in [28], the EJS can be lower bounded by
EJS(pi(t), γh) ≥ I(1/3; p[lt+1]), ∀ t (66)
EJS(pi(t), γh) ≥ p˜iC1(p[log2(1/δ)]), ∀max
i
pii ≥ p˜i (67)
(for completeness, we include the proof of equation (66) and
(67) in Lemma 2). By (66), (67) and Fact 1, we immediately
have
E[τ,δ] ≤ log(1/δ)
I(1/3; p[1])
+
log(1/)
C1(p[log2(1/δ)])
+ o(log(
1
δ
)).
(68)
The gap from I(1/3; p[1]) to I(1/3; p[l]) is done similarly to
[2]: we need to further show that hiePM is able to zoom-in
to higher level beamforming and effectively obtain less noisy
measurements (p
[K0dlog log 1δ e
log 2 −1
]
< p[1]) for most of the time
during initial access (Lemma 4). Indeed, let Et = {lt+1 <
K0dlog log 1δ e
log 2 −1} be the event of using a lower level codeword,
and let Fn =
⋃∞
t=nEt, by the total expectation theorem and
the union bound we have
E[τ,δ] =
∫
Ω
τ,δ dP ≤
∞∑
t=n
∫
Et
τ,δ dP+
∫
FCn
τ,δ dP
=
∞∑
t=n
∫
Et
E[τ,δ | pi(t)] dP+
∫
FCn
E[τ,δ | pi(n)] dP.
(69)
By the time homogeneity of the Markov Chain pi(t) together
with Lemma 2, we can upper bound the two terms associated
with the “good” event FCn and the “bad” but low probability
event Et in (69) as∫
Et
E[τ,δ | pi(t)] dP ≤ P(Et)×(
t+
log 1δ
I(1/3; p[1])
+
log 1
C1(p[log2(1/δ)])
+ o(log(
1
δ
))
)
,
(70)
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and∫
FCn
E[τ,δ | pi(n)] dP ≤
n+
log 1δ
I(1/3; p[l′])
+
log 1
C1(p[log2(1/δ)])
+ o(log(
1
δ
)),
(71)
where l′ := K0dlog log
1
δ e
log 2 − 1. Plugging (70) and (71) back to
(69) and further with Lemma 3 upper bounding P(Et), we
have
E[τ,δ] ≤ k0e
−nE0
1− e−E0
(
n+
log 1
δ
I(1/3; p[1])
+
log 1

C1(p[log2(1/δ)])
)
+ n+
log 1
δ
I(1/3; p[l′])
+
log 1

C1(p[log2(1/δ)])
+ o(log(
1
δ
))
(72)
for n > (l
′+1) log 2
K0
. Finally, letting n = dlog log 1δe in
equation (72) we conclude the assertion of the theorem.
B. Technical Lemmas
Lemma 2. Using the hiePM beamforming strategy γh on
codebook WS with S = log2(1/δ), we have
EJS(pi(t), γh) ≥ I(1/3; p[lt+1]), ∀ t (73)
EJS(pi(t), γh) ≥ p˜iC1(p[log2(1/δ)]), ∀max
i
pii ≥ p˜i (74)
Proof. We first prove equation (74). By the selection rule of
hiePM , the last level beamforming wt = w(DktS ) is used
whenever maxi pii(t) ≥ p˜i > 1/2. Therefore,
EJS(pi(t), γh) =
1/δ∑
i=1
pii(t)D
(
Pyˆt+1|i,γh
∥∥∥Pyˆt+1|6=i,γh)
≥ p˜iD
(
Pyˆt+1|i,γh
∥∥∥Pyˆt+1|6=i,γh)
= p˜iD(Bern(1− p[S])‖Bern(p[S]))
= p˜iC1(p[log2(1/δ)]).
(75)
It remains to show equation (73). For notational simplicity,
let
ρ ≡ pi
D
kt+1
lt+1
(t) :=
∑
θi∈Dkt+1lt+1
pii(t) (76)
and B0 ≡ Bern(p[lt+1]), B1 ≡ Bern(1−p[lt+1]). We separate
the proof into two cases:
If ρ > 2/3, we know that lt+1 = S by the selection rule of
hiePM . Therefore, the set Dkt+1lt+1 contains only 1 angle. Let
D
kt+1
lt+1
= {θ∗}, we have
EJS(pi(t), γh) =
1/δ∑
i=1
pii(t)D
(
Pyˆt+1|i,γh
∥∥∥Pyˆt+1|6=i,γh)
= ρD
(
B1
∥∥B0)
+
∑
i:θi 6=θ∗
pii(t)D
(
B0
∥∥∥ ρ
1− pii(t)B
1 +
1− ρ− pii(t)
1− pii(t) B
0
)
(a)
≥ D
(
B0
∥∥∥1
2
B1 +
1
2
B0
)
= I(1/2; p[lt+1]) ≥ I(1/3; p[lt+1]),
(77)
where (a) is by the fact that D(B1‖B0) = D(B0‖B1) and that
D(B0‖αB1 + (1 − α)B0) is increasing in α for 0 ≤ α ≤ 1,
together with ρ1−pii(t) > 2/3 > 1/2.
For the other case where ρ ≤ 2/3, again by the selection
rule of hiePM , we have 1/3 ≤ ρ ≤ 2/3. Now we can lower
bound the EJS as
EJS(pi(t), γh)
(a)
≥ JS(pi(t), γh)
= ρD
(
B1
∥∥∥ρB0 + (1− ρ)B1)
+ (1− ρ)D
(
B0
∥∥∥ρB0 + (1− ρ)B1)
= I(ρ; p[lt+1])
(b)
≥ I(1/3; p[lt+1])
(78)
where (a) is by Fact 2 and (b) is by the concavity of the
mutual information w.r.t the input distribution, the symmetric
of I(ρ; p[lt+1]) around ρ = 1/2 for symmetric channels, and
together with 1/3 ≤ ρ ≤ 2/3. This concludes the assertion.
Lemma 3. Using the hiePM beamforming strategy γh on
codebook WS with S = log2(1/δ), we have
P(Et) := P(lt+1 ≤ l) ≤ k0e−E0t (79)
for all t > log(l+1) log 2K0 , where k0 = e
K0(l+1) log 2
(2l log 2+K0)
2 , E0 =
K20
2(2l log 2+K0)2
, and K0 > 0 is a constant defined in Lemma 4.
Proof. Let pi{l}(t) and U{l}(t) be the nested posterior of
level l and its averaged log-likelihood, defined in Appendix
D, equations (83) and (84). Note that U{l}(t) ≥ log 2 implies
that maxq pi
{l}
q (t) ≥ 2/3, and in turn implies that lt+1 > l by
the selection rule of hiePM . Therefore, it suffices to show
that
P(U{l}(t) < log 2) ≤ k0e−E0t ∀t > T0. (80)
We will show (80) using submartingale properties of U{l}(t)
with Azuma’s inequality [34]. Indeed, by Lemma 4 in Ap-
pendix D, U{l}(t)−K0t is a submartingale. Furthermore, we
have bounded differences for this submartingale, i.e.
|U{l}(t+ 1)− U{l}(t) +K0| ≤ 2l log 2 +K0, (81)
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for all t ≥ 0. Hence we have
P(U{l}(t) < log 2)
= P
(
U{l}(t)−K0t− U{l}(0) < (l + 1) log 2−K0t
)
(a)
≤ exp
(
− ((l + 1) log 2−K0t)
2
2t(2l log 2 +K0)2
)
(b)
≤ k0e−E0t
(82)
for t > log(l+1) log 2K0 , where (a) is by Azuma’s inequality and
(b) is by expanding the quadratic terms and rearrangements.
APPENDIX D
NESTED POSTERIOR AND ITS EJS
In this section, we introduce the nested posterior and its EJS
lower bound (Lemma 4), which are used for proving Lemma
3. Let posterior pii(t) with i = 1, 2, ..., 2S . We define a nested
posterior pi{l} of level l < S with length 2l as
pi{l}q (t) :=
∑
i∈bin(q)
pii(t), q = 1, 2, ..., 2
l, (83)
where bin(q) := {(q − 1)2S−l + 1, ..., q2S−l}. Further, we
define the functional log-likelihood on pi{l} as
U{l}(t) :=
2l∑
q=1
pi{l}q (t) log
pi
{l}
q (t)
1− pi{l}q (t)
. (84)
For any beamforming strategy γ : pi{S}(t) → wt+1 on the
level S posterior, the level l < S log-likelihood U{l}(t) is a
submartingale w.r.t. pi(t). The expected drift can be written
as
E[U{l}(t+ 1) | pi(t)]
= U{l}(t) + EJS(pi{l}(t), γ;pi(t)),
(85)
where
EJS(pi{l}(t), γ;pi(t))
=
2l∑
q=1
pi{l}q (t)D
(
Pyt+1|q,γ
∥∥∥Pyt+1|6=q,γ) (86)
with
Pyt+1|∈bin(q),γ :=
1∑
i∈bin(q) pii(t)
×
∑
i∈bin(q)
pii(t)f
(
yt+1
∣∣φ = θi,wt+1 = γ(pi(t))) (87)
and
Pyt+1|/∈bin(q),γ :=
1∑
i/∈bin(q) pii(t)
×
∑
i/∈bin(q)
pii(t)f
(
yt+1
∣∣φ = θi,wt+1 = γ(pi(t))). (88)
Lemma 4. With same assumptions as Theorem 1, using
hiePM with codebook WS on pi(t) ≡ pi{S}(t), we have
EJS(pi{l}(t), γh;pi(t)) ≥ K0 := min
{
I
(1
3
, p[1]
)
,
2
3
D
(1
3
Bern(1− p[1]) + 2
3
Bern(p[1])
∥∥∥Bern(p[1]))} (89)
for all t > 0, for any l < S.
Proof. Given any l < S, if the selected codeword w(Dkt+1lt+1 )
is such that lt+1 ≤ l, by Lemma 2 we conclude the results.
If otherwise lt+1 > l, then for any θi ∈ Dkt+1lt+1 , i ∈ bin(qt)
for some qt. For notational simplicity, let ρ ≡ piDkt+1lt+1
(t) :=∑
θi∈Dkt+1lt+1
pii(t) and B0 ≡ Bern(p[lt+1]), B1 ≡ Bern(1 −
p[lt+1]). We have
EJS(pi{l}(t), γ;pi(t))
=
2l∑
q=1
pi{l}q (t)D
(
Pyˆt+1|q,γ
∥∥∥Pyˆt+1|6=q,γ)
(a)
≥ 2
3
D(ρB1 + (1− ρ)B0‖B0)
(b)
≥ 2
3
D(
1
3
B1 +
2
3
B0‖B0)
≥ 2
3
D
(1
3
Bern(1− p[1]) + 2
3
Bern(p[1])
∥∥∥Bern(p[1]))}.
(90)
where (a) and (b) are by the selection rule of hiePM that
pi
{l}
qt (t) > 2/3 whenever lt > l and that 1/3 ≤ ρ ≤ 2/3. This
concludes the assertion.
