Molecular simulations able to exactly represent solvated charged proteins are helpful in understanding protein dynamics, structure and function. In the present study we have used two different starting structures of papain (a typical, stable, globular protein of intermediate net charge) and different modeling procedures to evaluate some effects of counterions in simulations. A number of configurations have been generated and relaxed for each system by various combinations of constrained simulated annealing and molecular dynamics procedures, using the AMBER force field. The analysis of trajectories shows that the simulations of solvated proteins are moderately sensitive to the presence of counterions. However, this sensitivity is highly dependent on the starting model and different procedures of equilibration used. The neutralized systems tend to evince smaller root mean square deviations regardless of the system investigated and the simulation procedure used. The results of parameterized fitting of the simulated structures to the crystallographic data, giving quantitative measure of the total charge influence on the stability of various elements of the secondary structure, revealed a clear scatter of different reactions of various systems' secondary structures to counterions addition: some systems apparently were stabilized when neutralized, while the others were not. Thus, one cannot unequivocally state, despite consideration of specific simulation conditions, whether protein secondary structures are more stable when they have neutralized charges. This suggests that caution should be taken when claiming the stabilizing effect of counterions in simulations other than those involving small, unstable polypeptides or highly charged proteins.
Introduction
The dynamic behavior of proteins in solution is of fundamental interest due to the implicated relationships between protein dynamics and the structure and function of proteins (Karplus and McCammon, 1983; Petsko and Ringe, 1984) . The conformational stability of a native protein structure results from a spectrum of interactions which include hydrogen bonding, van der Waals and electrostatic interactions, hydrophobic interactions and the internal freedom of motion of amino acids residues . Their individual contributions to protein stability have been extensively studied both experimentally and theoretically (Bodkin and Goodfellow, 1995; Honig and Yang, 1995; Kohn et al., 1997; Nolting et al., 1997) . The ionic charges and partial atomic charges (which are defined by their Mulliken-type electron population) in proteins produce a unique electrostatic field pattern corresponding to the defined secondary structure and higher-order folding of the polypeptide chains . Electrostatic effects not only play an important role in stabilizing proteins' compact structures (Wada and Nakamura, 1981) but the specificity of structure recognition is also determined to a significant extent by electrostatics Jug and Gerwens, 1998) .
Thus, the electrostatic fields in and around biological macromolecules appear to be of central importance for both structure and function. The development of computational methods for the accurate determination of protein structure and dynamics is of both fundamental and applied importance (Zheng et al., 1993) . However, the modeling and calculation of these fields presents a serious challenge (Gilson et al., 1987) . While molecular simulations have proved to be very successful, there are still many questions to be answered concerning the various approximations that are commonly used in order to make the calculations computationally practical (Smith and Pettitt, 1991) . Among molecular dynamics (MD) simulations, one of the challenges is the incorporation of the counterions into protein simulations (Ibragimova and Wade, 1998; Marti-Renom et al., 1998) . While experimental knowledge is essential to understand the effects of ions on the structure and dynamic properties of proteins in solution, theoretical studies and computer simulations are necessary approaches to supplement the experimental data (Marti-Renom et al., 1998) .
The problem of computationally representing charged biological macromolecules can be clearly exemplified in the treatment given to DNA whose conformational stability is modulated by the surrounding environment and is dependent upon the neutralization of its charged groups. Although it is still not clear if counterions allow a much better reproduction of the properties of DNA, it seems that the addition of counterions improves behavior of the system in MD simulations (Cheatham and Kollman, 1996; Tapia and Velazquez, 1997; Flatters and Lavery, 1998; Pastor et al., 1999) . Also, studies were conducted to investigate counterions in simulations of not only DNA alone, but in complexes with polypeptide in protein-nucleic acid recognition research Kosztin et al., 1997; Roxstrom et al., 1998a,b) . However, in the case of proteins, the value of counterion simulations has not been studied to such a great extent as for DNA. For proteins, charge-balancing counterions are positioned close to charged groups in the regions with the most favorable electrostatic potential for binding on the basis of either geometric or energetic criteria (Ibragimova and Wade, 1998) . The addition of ions can strongly alter the thermodynamic and physical properties of proteins in solution. This is experimentally evident in the process of denaturation and salting proteins in and out of solution. The conformation of proteins is sensitive to the composition of the solution environment (Marlow et al., 1993) .
Here, we investigate sensitivity to the placement and Residue-based cutoff ϭ 14 Å; step ϭ 1 fs; reference temperature ϭ 0 K, it is the temperature of a generic environment (vacuum here) thermally coupled with the simulated object by the parameter TAUTP; TAUTP is a time constant (Berendsen et al., 1984) inversely related to the heat conductivity between the object and the generic environment; symbols of simulations are as defined in the Modeling procedures subsection. a Initial atom velocities were assigned from a Maxwell-Boltzmann distribution at T ϭ 10 K; double residue-based cutoff ϭ 10/14 Å; step ϭ 1 fs. 749 disulfide bridges, and has been investigated several times for charge distribution and related studies (Wada and Nakamura, 1981; Nakamura and Wada, 1985; Wada et al., 1985) .
Computational methods
All simulations were carried out using the AMBER 5.0 program (Case et al., 1997) . The all-atom AMBER force field was used (Cornell et al., 1995) .
Modeling procedures
Starting co-ordinates for all heavy atoms of two papain structures were obtained from the X-ray data [Protein Data Bank (PDB) files 1pe6 and 1pad for systems A and B, respectively]. The ligands were removed and the C25 sulfhydryl was left unmodified. Both systems were subjected to two different procedures denoted as Procedure I and II, respectively ( Table I ). The details of Procedure I are described in our previous article (Czaplewski et al., 1999) . Two variants have been generated for this procedure via choosing a different seed for the random number generator, giving eight systems (two different structures, two different seeds and the presence of the counterions). In Procedure II, the crude systems were initially minimized in vacuo to remove close van der Waals contacts. This (and all the following) minimization(s) consisted of 20 000 steps (after 1000 steps the minimizer was switched from the steepest descent to the conjugate gradient mode). Afterwards, the system was heated in constrained simulated annealing (CSA) in vacuo from 0 to 1000 K for 1 ps, then, during thermal stabilization of 10 ps duration, snapshots were generated every 1 ps. From the two sets of 10 snapshots, three snapshots of each set (Nos 5, 8, 9 and 1, 6, 10 for systems A and B, respectively) were randomly selected for further simulations. The snapshots were subsequently cooled down for 17 ps (Table II ; the temperature relaxation times for particular snapshots were assigned individually to assure the slowest cooling possible). During the CSA general constraints (positional: all C α atoms in papain; all peptide bonds; and all improper dihedrals to retain proper chirality) were used. Subsequently, the systems were diluted in TIP3P water (Jorgensen et al., 1983) , minimized, heated and equilibrated (5 ps of heating, 12 ps for water equilibration, and finally 10 ps for equilibration of the whole system; 27 ps in total) as described in Table III . The 12 ps time for water equilibration was selected, because the solvent equilibration phase should be sufficiently extensive to allow the solvent to completely readjust to the potential field of the solute. For MD this implies that the length of this phase should be longer than the relaxation time of the solvent-the time taken for a molecule to lose any 'memory' of its original orientation, which for water is about 10 ps (Leach, 1996) . Thus, 12 ps should be enough for water surrounding a protein, which seems to be confirmed in our study by monitoring the physical parameters of a box (data not shown). All simulations were performed with and without adding counterions. Before surrounding the protein by water molecules, 10 Cl -charge-balancing counterions were added in positions with favorable ion-residue interactions to neutralize charges on the protein surface using the AMBER program LEAP, which adds counterions in a shell around a molecule using a Coulombic potential on a grid. Grid resolution was 1 Å. Thus, in total, 20 systems were generated for simulations: eight for Procedure I (A1-1, A1-1-I, A1-2, A1-2-I, B1-1, B1-1-I, B1-2, B1-2-I) and 12 for Procedure II (A2-5, A2-5-I, A2-8, A2-8-I, A2-9, A2-9-I, B2-1, B2-1-I, B2-6, B2-6-I, B2-10, B2-10-I). The first number denotes Procedure number, the second number denotes two different seeds in Procedure I and snapshot number in Procedure II, and I denotes inclusion of the counterions in the simulation.
Molecular dynamics productive runs
Potentially equilibrated systems were subjected to MD productive runs. Simulations of complexes in solution were performed under periodic boundary conditions in a closed, isothermal, isobaric (NTP) ensemble. Throughout the simulation the solute and solvent were coupled to a constant-temperature (T ϭ 300 K) heat bath and a constant-pressure (P ϭ 1 bar) bath (Berendsen et al., 1984) . All hydrogen-containing bonds were constrained using the SHAKE algorithm (Ryckaert et al., 1977) for holonomic constraints with a relative geometric tolerance for co-ordinate resetting of 0.0005 Å, allowing a time step of 1 fs. The Leapfrog version (Hockney, 1970) of the Verlet algorithm (Verlet, 1967) was employed to integrate the equations of motion. A double residue-based cutoff distance of 10/ 14 Å was used for non-bonded interactions. The TIP3P model was used for water molecules. A typical rectangular box size was 78ϫ66ϫ60 Å. Approximately 8200 TIP3P water molecules were in the box, i.e. 28 000 atoms in total. Coordinates were saved every 1000 steps. A set of 230 and 300 ps MD runs was carried out during Procedures I and II, respectively.
Parametric mean square approximation
To quantitatively compare time-averaged C α atoms mobilities as a function of sequence in dependence on simulation condi-750 tions, the minimum of ε, where ε is a function of one variable (a), was sought:
where ε is a measure of similarity between x and y (Å 2 ), {x 1 , . . . , x n } are the reference data: crystallographic temperature factors, {y 1 , . . . , y n } are the simulation data: time-averaged residue-based mobilities, n is the number of residues and a is a parameter.
Parameter a was introduced because average C α mobilities differ from X-ray temperature factors by approximately one order of magnitude. Parameter a was calculated to minimize ε:
Statistical analysis
Statistical calculations were performed using the STATISTICA 5.0 program (StatSoft, Inc., 1995) . One-way analysis of variance (ANOVA) of repeated measurements (two levels of within-subjects factor: ions versus non-ions) was used to determine the differences in MD simulation behavior with and without counterions. Normality of the distribution of the data was assessed by a Kolmogorow-Smirnov test with Lilliefors probabilities (Lilliefors, 1967) and Shapiro-Wilks analysis (Shapiro et al., 1968 ) with Royston's algorithm (Royston, 1982) . Homogeneity of variance was evaluated by means of Levene's test. Results of normality and homogeneity of variance tests allowed the usage of ANOVA statistics (data not shown). Statistical significance was defined at the p Ͻ 0.05 level.
Results and discussion
Computer simulations are an approach, under continual development, for studying protein structure, dynamics and stability. In the present study, the conformational space was explored using MD with CSA. In CSA very high temperatures are used in the initial stages to permit the system to range widely over the energy surface. The temperature is then gradually reduced as the structure settles into a conformation which has low energy. The production of long and stable trajectories using MD is necessary to obtain interpretable results for such studies. ε, Measure of similarity; aa, amino acids. Systems in which adding the counterions caused more accurate (in comparison to non-neutralized systems) fitting to X-ray temperature factors are given in bold. a Regular residues (7) (8) (9) (10) (11) (25) (26) (27) (28) (29) (30) (31) (32) (33) (34) (35) (36) (37) (38) (39) (40) (41) (42) (50) (51) (52) (53) (54) (55) (56) (58) (59) (60) (61) (62) (63) (68) (69) (70) (71) (72) (73) (74) (75) (76) (77) (83) (84) (85) (86) (97) (98) (99) (100) (109) (110) (111) (112) (118) (119) (120) (121) (122) (123) (124) (125) (126) (127) (130) (131) (132) (133) (134) (139) (140) (141) (142) 143, (148) (149) (159) (160) (161) (162) (163) (165) (166) (170) (171) (172) (173) (174) (179) (180) (182) (183) (184) (186) (187) (188) (189) (190) (202) (203) (207) (208) (209) (210) in α-helixes, β-sheets and turns as defined in Protein Data Bank base for 1pe6 file.
Experimentally, it has been shown elsewhere that the increase in the concentration of added salts leads to significant variations in the stability of proteins, usually to stabilization of nonchaotropic salts, probably owing to changes in the apparent hydrophobic effect and charge screening (Kohn et al., 1997) . In the theoretical studies, improved protein stability has been observed several times when adding counterions (York et al., 1993; Yelle et al., 1995) which screen charged side chains, preventing unnatural electrostatic interactions between neighboring parts of the macromolecule (Ibragimova et al., 1998) . A similar conclusion was reached from the studies of the highly charged activation domain of procarboxypeptidase B, which suggests that the use of counterions significantly contribute to the maintenance of native secondary structure (MartiRenom et al., 1998) . Ibragimova and Wade (Ibragimova and Wade, 1998) investigated counterion effects in simulations of the WW domain of YAP (Yes kinase-associated protein). The small size and weak stability of this domain make it very sensitive to conditions in MD simulations, and thus, in the opinion of the authors, they constitute a good system on which different protocols and models could be tested. The usual procedure of only placing charge-balancing counterions near charged groups on the protein surface did not result in a stable protein fold, nor did simulation without any counterions. For maintaining the stability of the WW domain, explicit modeling of full ionic strength (at 0.2 M) was necessary.
As it may seem quite natural that adding ions would help to stabilize highly charged polypeptides or proteins with marginal stability, the aim of our study was to investigate if such a procedure influences a typical protein of the type used widely in MD research, it not being a sophisticated example. Thus, we have used a different approach in choosing the model to simulate. Papain is a typical 212-residue globular protein and, when well equilibrated, is very stable during long MD simulations giving relaxed stable trajectories (data not shown).
Four systems (two different starting structures and two different modeling procedures) in two variants each (with and without the counterions) were generated and investigated to maximize different simulation conditions and, in that way, to eliminate (at least partly) the modeling setup.
As MD simulations are chaotic and critically dependent on the starting conditions (Braxenthaler et al., 1997) , to strengthen the statistical inference 10 sets of different runs (with a total time of about 5.5 ns) have been performed with differences in seeds for the random number generator, investigated systems and equilibration procedures. Figure 1 shows the root mean square deviations (RMSD) for all simulated systems. Subjected to Procedure I non-neutralized systems failed to equilibrate, the RMSD values tended to increase until the very end of the MD run reaching 5 Å in the B1-1 simulation. The influence of added counterions on these systems is somewhat ambiguous. In system A ions efficiently helped the protein to equilibrate, drastically reducing the overall RMSD (Table IV) . Surprisingly, the system B reacts on the same procedure in a different fashion: regardless of net charge, the system fluctuations rapidly increased throughout the simulation, although in the case of neutralized simulations they were much smaller in size (Table IV) . The equilibration protocol used in Procedure I apparently gives no steady-state phase (in terms of RMSD). However, it was used successfully in many MD simulations performed on similar systems (see for example: Kazmierkiewicz et al., 1997; Czaplewski et al., 1999) . It should be stressed that although there is an insufficiency in the applied simulation protocol, it still gives some insight into the problem of the addition of counterions.
Analyzing Procedure II one can see that both systems look almost perfectly relaxed from the very beginning of the MD productive runs. The addition of counterions does not change this situation significantly. Although not influencing the curvature of the RMSD trajectory, the overall RMSD is lower (giving statistically significant difference in most of the simulations) in neutralized systems (Table IV) . The one-way ANOVA calculations have been performed also on populations of runs (denoted X1 and X2 for collective sets of simulations in Procedures I and II, respectively). The differences between families of MD runs with and without the counterions turned out to be statistically significant, both in Procedure I and in Procedure II (Table IV) . This application of ANOVA to compare not single trajectories, but families of them, gives more reliable information about the role of counterions of the structure.
It seems reasonable that simulations with counterions should behave better; they render more accurately biophysical conditions (solvent composition) in living organisms. When performing simulations without counterions, strong electrostatic interactions between charged side chains could disturb the structure of the protein during the simulation.
The secondary structure was examined to characterize conformational changes of the papain during simulations. The results of parameter fitting (see Computational methods section) of the calculated structures to the crystallographic data, giving quantitative measure of the total charge influence on the stability of various elements of the secondary structure, are shown in Table V . The scatter of different responses of various systems' secondary structures to counterions addition is clearly seen. It is hardly possible to find any order in these responses: some (6 of 10) systems apparently are stabilized by ions in the regions of both regular (α-helices, β-sheets and turns) and irregular (mostly loops) secondary structures (A1-1, A1-2, B1-1, B1-2, A2-5 and B2-6 simulations), the A2-8 system seems to be stabilized by counterions in all residues except those forming α-helices, whereas neutralization driven improvement of A2-9 and B2-1 systems is clear only in mobile (irregular) residues. The B2-10 system is stabilized only in terms of turn regions. It seems that there is no significant superiority of counterions usage on the basis of the analysis of the four pairs of MD runs presented. It is rather hard to evaluate counterions effects on the local fluctuations of molecule mobility because this strongly depends on the details of specific simulations that were performed.
In the present study we have used two different starting structures of papain (a typical, stable, globular protein with three disulfide bridges) and two different modeling procedures. Our results show that counterion effects highly depended on the model variant and procedure used. It seems that one cannot unequivocally state, despite consideration of specific simulation conditions, whether protein secondary structures are more stable when they have neutralized charges. This suggests that caution should be taken when claiming the stabilizing effect of counterions in simulations other than those involving small, unstable polypeptides (Ibragimova and Wade, 1998) or highly charged proteins lacking disulfide bonds (Marti-Renom et al., 1998) . Thus, the problem of neutralization of charged proteins needs further investigation that will enhance our understanding of protein structure and function.
