Index Terms-wireless sensor networks, N-node coverage optimization, information density, least squares fitting, genetic algorithm Abstract-Deployment is an important issue in wireless sensor networks(WSNs). Most of recent researches focus on the optimal deployment patterns for full-coverage WSNs. In practice, there are only finite number of nodes can be used in WSNs applications, which cannot guarantee that the entire region can be monitored; On the other hand, the information generated from monitored objects is distributed unevenly in the monitored region. How to get a reasonable network deployment with the finite number of sensors becomes a practical problem, which should not be neglected. From all above, we propose a new coverage problem in WSNs named N-node coverage, which refers to using the limited number of nodes to achieve maximum information acquirement. In this problem we use the information obtained from the monitored region as the new evaluation standard for network coverage. On the basis of this standard, we construct the N-node network coverage model and convert the deployment problem to a combinatorial optimization problem. we present a heuristic optimization deployment scheme, the OPEN, to solve the problem. Experimental results show that the OPEN can effectively improve the performance of sensor network coverage and provide practical guidance for deployment of WSNs.
I. I
Wireless sensor networks (WSNs) have gradually been available for critical applications such as environmental monitoring, battlefield surveillance, industrial monitoring etc. In many practical sensor network deployments, the number of sensors is limited, the monitored regions are vast and the information generated from monitored object is usually distributed unevenly in the region. Due to these reasons above, it is challenging to achieve full coverage in the monitored region and it is not a reasonable choice to apply the uniform and random deployment as an effective deployment scheme for these applications. In order to illustrate these scenarios, we take the application of monitoring the waterfowls habitats as an example (see Fig.1 ). The wetlands as the habitats of the waterfowls have characteristics such as large area and complex geographical conditions. It is difficult or impossible to deploy a certain number of sensor nodes within the region to achieve full coverage and to obtain all information from the region. However, the waterfowls prefer living in groups and inhabiting relatively constant regions in wetlands. By using this character, it is better to place sensor nodes around the regions where the birds haunt rather than to deploy the nodes uniformly or randomly in the whole wetlands. Therefore, in order to improve the performance of the WSNs coverage with the limited number of nodes, it is important to choose an appropriate deployment strategy before we place the sensor nodes.
The existing WSNs coverage researches often use the covered area as the standard to evaluate the performance of the WSNs coverage. Maximize the covered area is the main goal that need to be achieved. This measure is feasible on condition that the monitored objects is distributed evenly in the monitoring region. If the distribution of the monitored objects is nonuniform and the distribution can be obtained in advance, it is not proper to use the covered area as a standard. In this case, a new measure need to be provided and the deployment scheme under the new standard need to be worked out.
As mentioned above, we present an new coverage issue, named N-node coverage, which refers to how to deploy a certain number of sensor nodes to achieve maximum coverage quality of whole network. There are two main challenges in this problem. One is about how to evaluate and measure the coverage quality of the whole sensor network; and the other is about how to get a deployment scheme to optimize the performance of the WSNs coverage.
In this paper, we use the information acquirement as the standard to measure the WSNs coverage capability and investigate deployment scheme to the N-node coverage problem under this measure. At first, we propose Information Density as a new concept, which denotes the volume of information per unit area generated from the monitored objects. On the basis of the new concept, we formulate the information distribution function, i.e. information distribution model, which can be used to describe the information distribution in the monitored region. By using information distribution function, we build the N-node network coverage model with combining the sensing model of a single sensor. With the help of the coverage model, we can convert the coverage problem to a combinatorial optimization problem and proved obtaining the optimum solution of the model is an NP-hard problem. Consequently, an optimization scheme of N-node coverage, named OPEN, is introduced in the paper, which employed an improved genetic algorithm. At last, we proved the rationality and feasibility of our deployment scheme by experimental analysis.
The main contributions of this paper include the following:
• We introduce a new coverage issue, named N-node coverage problem. The goal of the problem is to maximize the performance of WSNs coverage in the monitored region when the number of sensors is limited.
• Confronted with the N-node coverage problem, we use the information acquirement as a new standard to measure the performance of the network coverage and establish the N-node coverage model under the new measure.
• We work out a deployment scheme to N-node coverage problem. The scheme which employs the improved genetic algorithm can effectively improve the coverage capability of the WSNs. The paper is organized as followed. In Section II, we review prior researches on the WSNs coverage and deployment. In Section III, we present the conceptions related to the N-node coverage problem. Section IV introduces the models we use and formulates the problem respectively. Section V illustrates the optimization scheme of N-node coverage in details. The results of the experiment are shown in Section VI. Section VII concludes the paper.
II. R W To our knowledge, many researches mainly focus on the minimum number of sensors to achieve full or part coverage. Researchers take the covered area as a measure of coverage quality. Xing G. and co-workers [1] built up a new sensing model and showed that data fusion can significantly improve sensing coverage by exploiting the collaboration among sensors. Zhao M.-C. et al. [2] proposed a new coverage model called surface coverage and put forward an optimal deployment strategy with guaranteed full coverage and the least number of sensors. Other works [3] considered sensors with volatile sensing radius and designed the sensing-radius optimization technique to ensure full coverage and quasioptimal energy consumption. similar work also proposed a new sensing range detection model based on a revised α-shape algorithm [4] . Sensors can determine their sensing ranges by the samples gathered from environment and detect the breach area locally. The issue of optimal deployment are studied to achieve four-connectivity and full coverage under different ratios of communication range to sensing range of the nodes [5] . The sensors should not only cover the entire area but also form a connected network.
Besides, many researches take the coverage hole as a measure of coverage quality to estimate the density which need to achieve the coverage hole within a given diameter [6] [7] .
Some other works focus on the deployment strategy. Krause A. et al give the deployment positions of the nodes by the information content distributed in the space [8] . This criteria is an effective measurement to single incident occurrence. Such as the change of the temperature, while is very difficult to reflect the status of multi incidents. Yuan Z. and co-workers present a novel simple and fast deployment strategy [9] . However, the measurement of the deployment is in the basis of the covered area.
III. P 

A. Coverage Quality Measurement
In the past researches on coverage problem take the covered area as the standard to evaluate coverage performance. It is reasonable to do so on the condition that the information generated from monitored objects distributed uniformly in the monitored region. if the distribution is uneven, the information acquired from every subregion covered by sensors may be not equal. Thus, using the covered area is less feasible than the information acquirement as the measurement of coverage quality. In short, the more information obtained by the WSN, the better performance of the network coverage is. Under the new coverage measure we can optimize deployment of the network according to the distribution of the information in monitored region. In some practical applications, we can estimate the information distribution in advance by analysis of the observed and historical data or by the experience. For example, in project of waterfowls monitoring we can select some areas where the birds appear with high frequency by analysis of observation data. If we deploy the finite number of sensors in these areas, the WSN will capture the more information about birds than other deployment. To evaluate the coverage quality better, we give the following definitions: 
In some special cases, if every monitored object individual generates the equal information, the density of monitored objects could replace the information density. From all definitions above, information distribution model can be used to describe the distribution of the volume of information in the monitored region. We need to set up the model through constructing the information distribution function. At first, we use coordinate plane to represent monitored region, divide the monitored region into several equal grid cells, and determine the center coordinates in every grid cell. Then, we obtain the information density of all grid regions according to the definition 2. There are several possible ways to obtain the information density, including analysis of observation data and previous statistics. Finally, we use the discrete data to construct the information distribution function in the monitored region.
Surface fitting is the process of constructing a mathematical function which has the best fit to a series of discrete data points. This method can be used to construct the information distribution function. One of the most universal approach in surface fitting is Least-Squares (LS) method for scattered data approximation. The principle idea of the approach is that given M points located at positions (x i , y i ) in R 2 where i ∈ {1...M}, and the M points indicates the M center coordinates of the grid cell. We wish to obtain a globally defined function f (x, y) that approximates the given scalar values ρ i at points (x i , y i ), which denote the value of information density in ith grid region, in the least-squares sense with the error function
Thus, we pose the following minimization problem
where D is the information distribution function and taken from 2 m , the space of polynomials of total degree m in 2 spatial dimensions. Generally, the function can be expressed by the parametric polynomial
which can be used as standard form of surface description. In expression (3), we need to adjust the coefficients and the power of the variables of it and make the surface close to all the values of the information density. In vector notation, this expression can be written as
T is the polynomial basis vector where
T is the vector of unknown coefficients, which we wish to minimize in expression (2) . In general, the number k is given by k = (2 + m)!/2!m!. We can minimize (2) by setting the partial derivatives of the error functional J LS to zero, i.e. ∇J LS = 0 where ∇ = [∂/∂c 1 , ..., ∂/∂c k ], which is a necessary condition for a minimum. By taking partial derivatives with respect to the unknown coefficients c 1 , ..., c k , we obtain the solution as
where l i is the ith position (x i , y i ). The details of the algorithm are taken from the reference [10] . This helps us to construct the information distribution function of the entire monitored region.
B. Probabilistic Sensing Model
The sensing capability of a single sensor is another factor for determining the performance of the network coverage. The probabilistic sensing model captures the sensing capability from the aspect of signal processing [11] . A sensor node can detect an event since the signal emitted or caused by the event is stronger than the noise interference (SNR). The probability P (x) which indicates a sensor perceives an event at the distance of x is given below according to:
where R 1 is the certain radius which reflects the region with SNRs higher than 1. R max represents the uncertain radius.
When an event occurs within the interval between R 1 and R max , it is not guaranteed that the signal strength is stronger than the interference of noise. Therefore, the sensing probability above can substitute for signal attenuation model, reflecting the sensing capability within the region. Parameter λ and γ are adjusted according to the physical properties of sensors. When R 1 = R max , the model is degenerates into the disc model.
IV. P F
Information acquirement is an important performance metric for wireless sensor networks, which is influenced by the location of the deployment of sensor nodes. In the non-uniform distribution of information region, to deploy the sensors in the area which contains more information can enhance the network coverage preformance. how to make the WSN obtain as much information as possible under the condition of limited number of sensor nodes is a problem that we need to tackle. Such kind of problem we called "N-node Coverage Problem (NCP)". In order to optimize the NCP, we need to construct the N-node network coverage model base on the information acquirement, which can provide basis for working out deployment strategy of WSN.
A. N-node Network Coverage Model
The N-node coverage model of the NCP is based on sensing model of a single sensor(see equation (6)). And the model is correlated with the position of the monitored region. Assuming the locations of N sensors in monitored region have been determined, which are the elements from the coordinate points' set {(x 1 , y 1 ), (x 2 , y 2 ), ...(x N , y N )} in the coordinate plane. Without loss of generality, the sensing capability of the sensor in the coordinate point (x i , y i ) can be formulated by a general expression, which derived from the equation (6), as shown below.
where P i (x, y) is the sensing probability of the sensor in the coordinate (x i , y i ). i ∈ {1, 2, ...N} and indicates the ith position in region. D i (x, y) is the relative distance to the coordinate point(x i , y i ) which is define as (x − x i ) 2 + (y − y i ) 2 .
According to the equation (7), we can get the sensing probability of every sensors respectively in the N coordinate points in the region. It is not difficult to obtain the sensing probability of N sensors to the whole monitored region on the basis of probability principle of multiplication, i.e. the N-node network coverage model can be derived as below.
where function P(x, y) indicates the sensing probability from all N sensors network in the monitored region. We can use it to express the N-node coverage model. In section III, we use the approach of surface fitting to obtain the information distribution function which describes the information distribution in the monitored region. and we introduce the N-node network coverage model according to the probabilistic sensing model of a single sensor. The double integral of the product between the N-node network coverage model and information distribution function indicates the volume of information acquired by the N-node network, which reflects the performance of the N-node network. The expression is associated with both Equation (3) and (8):
where the function F(x,y) is the function of information acquirement, s is the area of the monitored region.
B. Optimization of N-node Coverage Problem
From the analysis above, the function F(x, y) reflects the coverage capability of the network with the limited number sensors. The greater value of F(x, y), the better coverage capability of the WSN. Because the value of F(x, y) depends on the coordinate positions of the N sensors, the nature of the optimization of the NCP lies in maximizing the value of F(x, y) through adjusting the coordinate positions of the N nodes. However, the optimization problem is an NP-hard problem. The computational time to solve the problem will grow exponentially as the value of N increases. we cannot hope to solve the problem completely. It is necessary for us to provide a heuristic algorithm and find out the optimal solution.
Lemma 1. Optimization of N-node coverage problem is an NP-hard problem.
Proof: To provide the evidence of NP-hardness of the NCP, we exhibit a reduction from the NP-hard Knapsack problem [12] . In the Knapsack problem there is a finite set of M items U = {I 1 , I 2 , ..., I M }, for each item I i contains a finite positive integer size s(i) and a positive integer value v(i). In addition, the maximum weight that we can carry in the bag is positive integer W. There is a binary indicator vector x = (x 1 , x 2 , ..., x M ) and the value of component x i is zero or one. The goal of the problem is to find a subset U ′ ⊆ U where
Mathematically the problem can be formulated as:
It can be shown that the knapsack problem stays NP-hard if the size |U ′ | is exactly N. for some given positive integer N, 1 N M. In other words:
We now compare the NCP to the knapsack problem as follows. In the NCP, we need to select N coordinate positions from all the feasible coordinate positions in the monitored region. All feasible coordinate positions make up of the set U in the knapsack problem. Each item I i in the set U contains the positive integer value s(i) and v(i). The positive integer value v(i) stands for the volume information captured by the sensor which is placed in the one coordinate position of the monitored region. And the positive integer size s(i) can be seen as a constant value C. Thus, the NCP can be converted to the knapsack problem, which can be written as:
Thus a feasible solution to our problem is possible iff the knapsack problem has a feasible solution. This implies the NP-hardness of the NCP problem.
C. Restriction to Sensor Nodes Location
In order to promise the maximum information requirements and the normal communication between the sensors, there are two location constraints to the selection of the N coordinate positions in the NCP:
where x i denotes the position of the ith node. The first constraint (x 1 < x 2 < · · · < x N ) indicates each node should be placed in a unique position in case of overlap of the space. The second one x i − x i−1 < R c shows the distance between the two nodes should be within its communication range. The two constaints will be considered in working out the scheme to the NCP optimization.
V. O S  N- C
In section IV, we have given the closed-form expression of the N-node coverage model and information acquirement function in NCP. In this section, we will introduce the optimization scheme to the NCP. The goal of optimizing the NCP is to determine N sensors' positions in the monitored region to guarantee that the network will capture the most of information. However, it is too difficult to achieve the goal completely, and we can see the proof in previous section. Thus, we employ the heuristic method to solve the problem, and the principal idea of the method is overall quick search, i.e. finding the global optimal solution from all the solutions space by interactive iteration. Using this method, the solution S i of the object function, i.e. maximizing the information acquirement function (see equation 9) , in every round of overall search, which exists in the solution space Ω = {S 1 , S 2 , ...S m }, satisfy expression as shown below:
where S * is a feasible solution which exists in or around the solutions space and is composed of N parameters. C(S i ) denotes the state of S i in current round.
The genetic algorithm (GA) is a heuristic search method that mimics the process of natural evolution, which can improve search efficiently and avoid the problem of local minimum. The method generates solutions to optimization problems using techniques inspired by natural evolution, such as inheritance, mutation, selection, and crossover. Due to its high capability of overall search, we apply the algorithm in optimization of the NCP and improve the algorithm to meet our application requirements. We propose An OPtimization schEme of N-node coverage (OPEN), shown in Algorithm 2. The main improvement is using the multi-subpopulation rather than employing the single-population in overall research. The number of subpopulation is determined by the parameter N in NCP. The specific improvements in GA as shown below.
A. Encoding and Subpopulation Initialization
At initial stage of the algorithm, we divide the monitored region into N equal subregions and define N subpopulation. Each subpopulation searches in one subregion and consists of m chromosomes. The value of m determine the precision of algorithm. The greater value N, the higher precision of algorithm, but the slower convergence speed. The chromosomes represent the coordinate points and encoded in binary forms.
B. Fitness Function Configuration
The fitness function affects the convergence and stability of the genetic algorithm. We design the fitness function on the basis of the objective function illustrated as below:
where k ∈ {1, 2, · · · , N}, and F (x, y) indicates the information obtained from the nodes which have determined their specific location in the monitored region and S (x k , y k ) is the information obtained from the sensor in coordinate point (x k , y k ). Moreover, we have to consider another factor of communication radius to make sure that the nodes can communicate with their neighbors. Both of two factors in the fitness function configuration should be considered simultaneously. We build up the Synthetical Fitness Function, in which two subfunctions are included. They are as follows:
1) Fitness Function for Maximum Information:
The configuration of this function is on the basis of objective function (see equation (17)), the specific expression of the function is shown below: y) D(x, y) dxdy, (18) where, i ∈ {1, 2, ...N}. (x i , y i ) is the possible placed coordinate point of the ith node. Parameter s indicates the area of the ith subregion. P i (x, y) is the sensing probability of the sensor in the (x i , y i ) coordinate points (see equation (7)). D(x, y) stands for the information distribution function(see equation (3)).
2) Fitness Function with Constrains: There are distance constraints among the senors. Every two nodes are neither in the same location nor further than their communication radius. Such constraints can be described in equation (19): (19) represents the distance between two sensor nodes. R 1 and R C stand for the certain sensing radius and the communication radius of the node respectively. Based on equation (18) and equation (19), the Synthetical Fitness Function FIT(I) can be shown as:
C. The Design of the Genetic Operator 1) Selection Strategy:
We use the random sample method as the selection strategy, which makes greater divergence of the individuals according to the fitness values. In this strategy, the preponderant individuals are more distinctive and distinguished from the other individuals easily. And the problem local minimum in the earlier stage and the slow evolution problem in the later stage can be avoided.
2) Crossover Strategy: Unlike the traditional genetic algorithm, the crossover operation of individuals is only done within the subpopulation, which need the individuals to do the crossover computation concurrently in N subpopulation so as to obtain an optimal individual in every subpopulation.
3) Mutation Strategy: In order to make the strategy adapt to our application, we design the independent mutation Algorithm 1. where P m is defined as the mutation probability in the genetic system to keep the diversity in the subpopulation. The size of subpopulation is denoted by S ubPop . We can infer that there are P m · S ubPop individuals mutating in every evolution progress.
VI. E R  A
In previous sections, we have introduced the theory, model and optimization scheme about the NCP. In this section, if r ≤ P m then 5: regenerate the ith chromosome 6: if the newly generated chromosome is feasible then 7: replace the ith chromosome with the new one while generation count < max generation number do 8: assign fitness values 9: selection operation on individuals 10: crossover operation on individuals 11: mutation operation on individuals 12: reinsert the individuals to new population select the optimal individual from current subpopulation 16: subpopulation number++ 17: end while 18: decode the N optimal individuals from N subpopulation 19: return the coordinates of N points we will verify the performance of our optimization scheme through the two experiments.
A. Coverage Performance Test
The first experiment is set up on the 7th floor of an office building. The space area of the office is about 40m × 20m. In this experiment circumstance, the people in this office are selected as the monitored objects, and they would generate the information through their everyday actions. Assuming each of these people generates equal information in the office, the average density of population can be used to stand for the information density approximately in the monitored region. In order to obtain the information distribution function, the monitored region is divided 20 × 10 sub-regions. Each subregion is about 2m × 2m square area. We obtain the average density of population in every sub-regions by statistical analysis. Then, we construct the information distribution model in the monitored region and then obtain the N positions for the N-node network by the OPEN. Finally, we compare with the performance of OPEN scheme, random deployment scheme (a) The information distribution model in space rectangular coordinate system. X-axis denotes the length of the region, Y-axis denotes the width of the region and Z-axis denotes information density. The curved surface indicates the information distribution within the monitored region. (RD) and uniform deployment scheme (UD).
1) Constructing Information Distribution Model:
The information distribution model is established according to the population density in the monitored region. The model is illustrated in Fig. 2(a) , which reflects the distribution of the volume information in the whole monitored region. The coordinate plane constructed by X − Y axis denotes the monitored area. The Z-axis indicates the volume of information. The fitted surface shows the information distribution in the monitored region. We can obtain the function of the surface by calculating the unknown coefficients in expression (3). Fig.2(b) shows the projection of the the fitted surface. Apparently, the information is distributed non-uniformly in the monitored region from the two figures.
2) Coverage Performance Evaluation With Different Node Numbers: In order to evaluate the performance of optimization scheme, we calculate the ratio between the volume of information from the N-sensor network and the amount of information generated in monitored region through taking different values of the parameter N. In addition, the sensing model of the sensors represented by expression (7) is feasible base on the hypothesis that sensing capability of the sensors is homogeneous in the network. Suppose the sensors' sensing radius R 1 is 1m and radius R max is 1.5m in expression (7) . The communication radius of the nodes R C = √ 2R max . Base on the above-mentioned assumptions, we compare the performance of OPEN with UD and RD. The ratio of the volume of information captured is shown in Fig.3 . It is easy to see that coverage capability of OPEN is better than RD and UD. However, if the volume of information is distributed nearly uniformly, the performance of the schemes will be close. The more uneven the information distribution is, the better performance of OPEN will be shown. This conclusion is tested and proved on the second experiment.
B. Coverage capability Under The Influence of Information Distribution Model
In the second experiment, we further confirm the influence of information distribution model on the coverage capability of the network. In this experiment circumstance, the relevant parameters in the experiment such as the space's size and sensing model are same as the above experiment. The only difference between the two experiments is the information distribution model. When the information distribution is uniform in the monitored region, it is not difficult to imagine the model is a plane in the space rectangular coordinate system and the value of the D(x, y) is constant value in equation (17). Thus, the fitness function FIT 1 (I) relates only to the sensing model. And the performance of the OPEN is identified with the UD in such a case. When the information distribution is not uniform, we establish the five-peak function model through simulating the information distribution in the region, which is shown in Fig.4 and compare the coverage performance of the three schemes in this model. The results are shown in Fig.5 . From the results of experiment, it is shown that the average ratio of the volume of information captured to amount of information from the OPEN is 86.65% and 56.23% higher than the ratio from the RD and UD scheme.
C. Coverage Capability Under The Influence of Various Communication Ranges
The synthetical fitness function proposed in section V, except for the information distribution model, takes the sensing range and the communication range as constraint conditions (see expression (19)). The sensing range of the sensors is related to the type of device, we can set its value base on the specific application. And the communication range can be adjusted by varying the radio frequency power of the sensors. It is the key point to effect the performance of network coverage in our algorithm because the search scope of the optimal solution in subregion is influenced by communication range of the sensors. To illustrate the influence of communication range on the OPEN, the following example is shown in Fig.6 . There are two sub-region A and B in the figure. Assuming the position of node 1 in sub-region A is determined, the feasible position of node 2 is only searched in a certain area in subregion B in order to keep normal communication between the node 1 and node 2. The communication range of sensors in Fig.6(a) is shorter than in Fig.6(b) . The search area of the feasible position of node 2 is represented by shaded region in Fig.6(a) and Fig.6(b) . As can be seen from the fig. 6 , the wider communication range of the sensors set, the wider search area of the optimal solution is and the performance of the network coverage will be improved. In order to demonstrate the validity of our analysis, we set respectively the values of communication range to 5m, 10m and 15m and calculate respectively the ratio of captured information through taking different values of the parameter N. Fig.7 shows the experimental results, from which the communication range has a certain influence to the performance of network coverage. if the area of monitored region is narrow enough or the communication range is wide enough, the communication range can not be seen as a constraint condition. Then the OPEN will achieve the maximum performance of network coverage. On the basis of the first experiment, we compare the OPEN under the communication range (R C = √ 2R 1 ) constraint with the OPEN without limitation of communication range . The results is illustrated in Fig. 8 , the latter is 10.86% higher than the former. In summary, the communication range of the sensors can change the performance of network coverage from the OPEN. We can set it to improve the performance of the whole network according to the practical application.
VII. C  F W P
In this paper, we propose a new coverage issue NCP in WSN. The primary concern of the issue is how to determine the positions of the sensors to improve the performance of network coverage in WSN with the limited number of nodes. In virtue of the problem investigation, it has a certain instruction significance to the formulating deployment plan for the particular application and designing the re-deployment scheme in WSNs. In order to solve the NCP effectively, we took the the captured information as an standard to evaluate the performance of network coverage and gave the method to construct the information distribution model in the monitored region base on the evaluation standard. Combining the probabilistic sensing model, established the N-node network coverage model and derived the close-form expression of the the function of captured information in the monitored region. In addition, we proved the NCP is an NP-hard problem and provided a heuristic algorithm to solve the problem. The algorithm uses the improved genetic algorithm which is adapt to the NCP. The experiment results show that the performance of network coverage is improved through using our deployment scheme. However, the solution got from the scheme only approximate the but not be the optimum solution.
In future works, we will try to introduce other search strategy to improve the performance of the scheme. 
