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ON UNIQUENESS AND NON-DEGENERACY OF ANISOTROPIC
POLARONS
JULIEN RICAUD
Abstract. We study the anisotropic Choquard–Pekar equation which de-
scribes a polaron in an anisotropic medium. We prove the uniqueness and
non-degeneracy of minimizers in a weakly anisotropic medium. In addition,
for a wide range of anisotropic media, we derive the symmetry properties of
minimizers and prove that the kernel of the associated linearized operator is
reduced, apart from three functions coming from the translation invariance,
to the kernel on the subspace of functions that are even in each of the three
principal directions of the medium.
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1. Introduction
A polaron describes a quantum electron in a polar crystal. The atoms of the
crystal are displaced due to the electrostatic force induced by the charge of the
electron, and the resulting deformation is then felt by the electron itself. This
coupled system (the electron and its polarization cloud) is a quasi-particle, called
a polaron.
When the polaron extends over a domain much larger than the characteristic
length of the underlying lattice, the crystal can be approximated by a continuous
polarizable medium, leading to the so-called Pekar nonlinear model [13, 14]. In this
theory, the energy functional is
E
V pψq “ 1
2
ż
R3
|∇ψpxq|2 dx´ 1
2
ż
R3
ż
R3
|ψpyq|2|ψpxq|2V px´ yqdy dx, (1.1)
where ψ is the wave function of the electron, in units such that the vacuum per-
mittivity, the mass, and the charge of the electron are all normalized to one:
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4πε0 “ me´ “ e “ 1. While, on the other hand,
´V ‹ |ψ|2pxq “ ´
ż
R3
|ψpyq|2V px ´ yqdy
is the mean-field self-trapping potential felt by the electron.
For an isotropic and homogeneous medium, characterized by its relative permit-
tivity (or relative dielectric constant) εM ě 1, the effective interaction potential
is
V pxq “ 1´ ε
´1
M
|x| . (1.2)
For εM ą 1, the so-called Choquard–Pekar or Schrödinger–Newton equation´
´ ∆
2
´ V ‹ |ψ|2
¯
ψ “ ´µψ (1.3)
is obtained by minimizing the energy E V in (1.1) under the constraint
ş
R3
|ψ|2 “ 1,
with associated Lagrange multiplier µ ą 0. Lieb proved in [9] the uniqueness of
minimizers, up to space translations and multiplication by a phase factor. This
ground state Q is positive, smooth, radial decreasing, and has an exponential decay
at infinity. That Q is also the unique positive solution to (1.3) was proved in [12].
In 2009, Lenzmann proved in [7] that Q is nondegenerate. Namely, the lineariza-
tion of (1.3),
LQξ “ ´1
2
∆ξ ` µξ ´ `V ‹ |Q|2˘ ξ ´ 2Q pV ‹ pQξqq , (1.4)
has the trivial kernel
ker|L2pR3q LQ “ span tBx1Q, Bx2Q, Bx3Qu (1.5)
which stems from the translation invariance. This nondegeneracy result is an im-
portant property which is useful in implicit function type arguments. Uniqueness
and nondegeneracy were originally used in [7] to study a pseudo-relativistic model,
and then in [5, 11, 18, 20, 4, 19] for other models.
The purpose of this paper is to study the case of anisotropic media, for which
the corresponding potential is
V pxq “ 1|x| ´
1a
detpM´1q|M1{2x| , 0 ăM ď 1, (1.6)
where M´1 ě 1 is the (real and symmetric) static dielectric matrix of the medium.
The mathematical expression is simpler in the Fourier domain:
pV pkq “ 4πˆ 1|k|2 ´ 1kTM´1k
˙
.
The form of the potential V in the anisotropic case is well-known in the physics
literature and it has recently been derived by Lewin and Rougerie from a micro-
scopic model of quantum crystals in [8].
From a technical point of view, the fact that V in (1.6) is a difference of two
Coulomb type potentials complicates the analysis. For this reason, we will also
consider a simplified anisotropic model where V is replaced by
V pxq “ 1|p1´ Sq´1x| , 0 ď S ă 1, (1.7)
and S is also a real and symmetric matrix. This simplified potential can be seen as
an approximation of the potential (1.6) in the weakly anisotropic regime, that is,
when M is close to an homothecy.
In this paper, we derive several properties of minimizers of E V and of positive so-
lutions to the nonlinear equation (1.3), when V is given by formulas (1.6) and (1.7).
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After some preparations in Section 2, we quickly discuss the existence of minimiz-
ers and the compactness of minimizing sequences in Section 3. Then, based on
the fundamental non degeneracy result by Lenzmann [7], we prove in Section 4 the
uniqueness and non-degeneracy of minimizers in a weakly anisotropic material. In
Section 5, considering back general anisotropic materials, we investigate the sym-
metry properties of minimizers using rearrangement inequalities. Finally we discuss
the linearized operator in Section 6. By using Perron–Frobenius type arguments,
we are able to prove that for ψ a positive solution of the so-called Choquard–Pekar
equation (1.3) sharing the symmetry properties of V , we have
kerLψ “ span tBxψ, Byψ, Bzψu
à
ker pLψq|L2sympR3q . (1.8)
Where L2sympR3q is the subspace of function in L2pR3q sharing the symmetry prop-
erties of V . For instance, in the general case where the three eigenvalues of M (or
S) are distinct from each other and V is decreasing in the corresponding directions,
L2sympR3q is the subspace of functions that are even in these directions. On the
other hand, if exactly two eigenvalues are equal, it is the subspace of cylindrical
functions that are also even in the directions of the principal axis.
The main difficulty in proving (1.8) is that the operator Lψ is non-local and
therefore the ordering of its eigenvalues is not obvious. The next step would be
to prove that kerLψ |L2sympR3q “ t0u which we only know for now in the weakly
anisotropic regime (Theorem 7 below) and in the radial case (see [7]). We hope to
come back to this problem in the future.
2. Elementary properties
We define the energy E V as in (1.1) and consider, for all λ ą 0, the minimization
problem
IV pλq :“ min
ψPH1pR3q
||ψ||2
2
“λ
E
V pψq. (2.1)
Let pe1, e2, e3q be the principal axis of the medium, that is, such that each ei P R3
is a normalized eigenvector associated with the eigenvalue mi of the real symmetric
matrix M , where 0 ă m1 ď m2 ď m3 ď 1 (we demand, in addition, that at least
m2 ă 1), or associated with the eigenvalue si of the real symmetric matrix S where
0 ď s3 ď s2 ď s1 ă 1 in the simplified model.
We define the map M ÞÑ V as
t0 ăM ď 1 |M symmetric realu Ñ L2pR3q ` L4pR3q
M ÞÑ V pxq “ 1|x| ´
1a
detpM´1q|M1{2x|
(2.2)
with, in particular, M ” Id ÞÑ V ” 0¯ which corresponds to the vacuum. And, in
the simplified model, S ÞÑ V is defined as
t0 ďM ă 1 |M symmetric realu Ñ L2pR3q ` L4pR3q
S ÞÑ V pxq “ |p1´ Sq´1x|´1 (2.3)
with, in particular, S ” 0 ÞÑ V ” V0. We denote the isotropic potentials by
Vcpxq “ p1´ cq|x|´1, for 0 ď c ď 1, and IVc the associated minimization problem.
Both maps are well-defined. Indeed, let V as in (2.2) or (2.3) then one can easily
show that there exist a ą b ě 0 such that
@x P R3˚, 0 ď b|x|´1 ď V pxq ď a|x|´1 ď |x|´1. (2.4)
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Consequently, V P L2pR3q`L4pR3q. Moreover, if we restrict ourselves to 0 ăM ă 1
then there exist a ą b ą 0 such that
@x P R3˚, 0 ă b|x|´1 ď V pxq ď a|x|´1 ď |x|´1. (2.5)
Lemma 1. Let M ÞÑ V be defined as in (2.2), S ÞÑ V as in (2.3) and let f, g be
two functions in H1pR3q. Then V ‹ pfgq PW 1,8 and, for any 0 ă α ă 1, we have
(1) locally Lipschitzity of
tα ăM ď 1 |M symmetric realu ˆH1 ˆH1 ÑW 1,8
pM, f, gq ÞÑ V ‹ pfgq,
(2) uniform Lipschitzity of
t0 ď S ă α | S symmetric realu ˆH1 ˆH1 ÑW 1,8
pS, f, gq ÞÑ V ‹ pfgq.
Proof of Lemma 1. First, for any f P L2pR3q and g P H1pR3q, by (2.4) together
with Hardy inequality, |V ‹ pfgqpxq| ď p| ¨ |´1 ‹ |fg|qpxq ď 2||f ||
2
||∇g||
2
holds. Con-
sequently, for any f, g P H1pR3q, we have
||V ‹ pfgq||W 1,8 ď ||V ‹ pfgq||8 ` ||V ‹ pg∇fq||8 ` ||V ‹ pf∇gq||8
ď 2||f ||
2
||∇g||
2
` 4||∇f ||
2
||∇g||
2
ď 6||f ||H1 ||g||H1 .
Thus V ‹ pfgq is in W 1,8. For the rest of the proof, we denote by ||M || the spectral
norm of M and fix an α such that 0 ă α ă 1.
For pS, T q P t0 ďM ă α |M symmetric realu2, f P L2pR3q, g P H1pR3q and
x P R3, we have
|pVS ´ VT q ‹ pfgqpxq| ď
ˇˇˇˇ |p1´ T q´1 ¨ | ´ |p1´ Sq´1 ¨ |
|p1´ Sq´1 ¨ ||p1´ T q´1 ¨ |
ˇˇˇˇ
‹ |fg|pxq
ď
ˇˇ“p1´ T q´1 ´ p1´ Sq´1‰ ¨ˇˇ
| ¨ |2 ‹ |fg|pxq
ď
ˇˇp1´ Sq´1pT ´ Sqp1´ T q´1¨ˇˇ
| ¨ |2 ‹ |fg|pxq
ď ˇˇˇˇ p1´ Sq´1 ˇˇˇˇ ||T ´ S||ˇˇˇˇ p1 ´ T q´1 ˇˇˇˇ 1| ¨ | ‹ |fg|pxq
ď 2p1´ αq´2||f ||
2
||∇g||
2
||S ´ T ||.
Thus, for any f, g P H1pR3q, we have
||pVS ´ VT q ‹ pfgq||W 1,8 ď 6p1´ αq´2||f ||H1 ||g||H1 ||S ´ T ||,
which concludes the proof of (2).
For pM,Nq P tα ăM ď 1 |M symmetric realu2, we have
M1{2 ´N1{2 “ π´1
ż 8
o
ˆ
M
s`M ´
N
s`N
˙
ds?
s
“ π´1
ż 8
o
1
s`M pM ´Nq
1
s`N
?
sds,
which leads toˇˇˇˇˇˇ
M
1
2 ´N 12
ˇˇˇˇˇˇ
ď ||M ´N ||
π
ż 8
o
?
s
ps` αq2 ds “
||M ´N ||
π
?
α
ż 8
o
?
s
ps` 1q2 ds “
||M ´N ||
2
?
α
.
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Moreover, with a similar computation and since detM, detN ą α3, we obtainˇˇˇ?
detM ´
?
detN
ˇˇˇ
ď |detM ´ detN |
2α3{2
.
Thus, for f P L2pR3q, g P H1pR3q and x P R3, we have
|pVM ´ VN q ‹ pfgqpxq| ď 1?
detN´1
|fg| ‹
ˇˇˇˇ
M1{2¨ˇˇ´ ˇˇN1{2¨ˇˇˇˇˇˇ
M1{2¨ˇˇ ˇˇN1{2¨ˇˇ pxq
`
ˇˇˇˇ
1?
detN´1
´ 1?
detM´1
ˇˇˇˇ
|fg| ‹
ˇˇˇ
M1{2¨
ˇˇˇ´1
pxq
ď 2
?
detN
ˇˇˇˇ
M´1
ˇˇˇˇ 1{2 ˇˇˇˇ
N´1
ˇˇˇˇ 1{2||f ||
2
||∇g||
2
ˇˇˇˇˇˇ
M1{2 ´N1{2
ˇˇˇˇˇˇ
` 2ˇˇˇˇM´1 ˇˇˇˇ 1{2||f ||
2
||∇g||
2
ˇˇˇ?
detN ´
?
detM
ˇˇˇ
ď
´
||M ´N || ` α´1{2 |detN ´ detM |
¯
α´3{2||f ||
2
||∇g||
2
.
Finally, the determinant being locally Lipschitz, we obtain that M ÞÑ V ‹ pfgq is
locally Lipschitz. 
Since M´1 is real and symmetric, there exists R P Op3q such that
RTMR “ diagpm3,m2,m1q
and so, for any x P R3, after a simple computation, we have
V pRxq “ |x|´1 ´
ˇˇˇ
diag
´
pm1m2q´1{2, pm1m3q´1{2, pm2m3q´1{2
¯
x
ˇˇˇ´1
,
where 0 ă ?m1m2 ď ?m1m3 ď ?m2m3 ă 1 since m2 ă 1. Thus, we can consider,
without any loss of generality, that$&%
M “ diagpm1,m2,m3q with 0 ă m3 ď m2 ď m1 ă 1,
M ÞÑ V pxq “ 1|x| ´
1
|M´1x|
(2.6)
Similarly, for the simplified model, we can also assume that
V pxq “ |diagp1´ s1, 1´ s2, 1´ s3q´1x|´1, 0 ď s3 ď s2 ď s1 ă 1. (2.7)
For clarity, from now on we denote by EM (resp. ES) the energy and by IM pλq
(resp. ISpλq) the minimization problem since V depends only on the matrix M
(resp. on the matrix S). However, for shortness, we will omit the subscripts when
no confusion is possible.
Lemma 2. Let ψ P H1pR3q be a solution of the equation (1.3), for V defined as
in (2.6) or in (2.7), then px, y, zq ÞÑ ψp˘x,˘y,˘zq are H1pR3q-solutions to (1.3).
Proof of Lemma 2. This follows from the symmetry properties of V . 
3. Existence of minimizers
We state in this section the existence of minimizers for the minimization prob-
lems (see Appendix in [17] for the proof). We first give some properties of these
variational problems.
Lemma 3. Let V be defined as in (2.6) or (2.7) and I be defined as in (2.1). Then
Ipλq “ λ3Ip1q ă 0, if λ ą 0. (3.1)
Consequently,
(1) λ ÞÑ Ipλq is C8 on R`,
(2) Ipλq ă Ipλ´ λ1q ` Ipλ1q, for any λ et λ1 such that 0 ă λ1 ă λ,
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and, in particular:
(3) Ipλq ă Ipλ1q, for any 0 ď λ1 ă λ.
Proof of Lemma 3. Let ψ P H1pR3q with ||ψ||2L2 “ 1, then ψλ :“ λ2ψpλ¨q P H1pR3q
and ||ψλ||2L2 “ λ and, by a direct computation, E pψλq “ λ3E pψq which leads to
Ipλq “ λ3Ip1q. If we now define ψt “ t3{2ψpt¨q and use (2.5), we find that
E pψtq ď 1
2
||∇ψt||2L2 ´
b
2
ˇˇˇˇ |ψt|2 `|ψt|2 ‹ | ¨ |´1˘ˇˇˇˇ 2L2
ď t
2
2
||∇ψ||2L2 ´
bt
2
ˇˇˇˇ |ψ|2 `|ψ|2 ‹ | ¨ |´1˘ˇˇˇˇ 2
L2
,
and taking t small enough leads to the claimed strict negativity. The rest follows
immediately. 
Lemma 4. Let V be defined as in (2.6) or (2.7). Let I be as in (2.1) and let λ ą 0.
Then Iptλq ą tIpλq, for all t P p0, 1q.
Proof of Lemma 4. Let t P p0, 1q. By Lemma 3, 0 ą Iptλq “ t3Ipλq ą tIpλq. 
These two lemmas imply the existence of minimizers and the compactness of
minimizing sequences, as stated in the following theorem which gives also some
properties of these minimizers.
Theorem 5 (Existence of a minimizer). Let V be as in (2.6) or (2.7) and λ ą 0.
Then Ipλq has a minimizer and any minimizing sequence strongly converges in
H1pR3q to a minimizer, up to extraction of a subsequence and after an appropriate
space translation.
Moreover for any minimizer ψ, we have
(1) ψ is a H2pR3q-solution of the Choquard–Pekar equation (1.3)
with ´µ “ d
dλ
Ipλq ă 0 being the smallest eigenvalue of the self-adjoint
operator Hψ :“ ´∆{2´ |ψ|2 ‹ V and being simple;
(2) µλ “ ´λ d
dλ
Ipλq “ ´3λ3Ip1q “ 3
2
||∇ψ||2
2
“ 3
4
@
V ‹ |ψ|2, |ψ|2D; (3.2)
(3) |ψ| is a minimizer and |ψ| ą 0;
(4) ψ “ z|ψ| for a given |z| “ 1.
See Appendix in [17] for the proof. Note that for the isotropic potentials Vc, Lieb
proved several of these results in 1977 [9] using only the fact that |x|´1 is radially
decreasing.
4. Uniqueness in a weakly anisotropic material
We recall that the uniqueness of the minimizer, up to phases and space trans-
lations, in the isotropic case, was proven by Lieb in [9]. In this section, we extend
this result to the case of weakly anisotropic materials, meaning that we consider
static dielectric matrices close to an homothecy.
We first prove the continuity of IM pλq, with respect to pM,λq, which we will
need in the proof of uniqueness.
Lemma 6 (Minimums’ convergence). Let V be defined as in (2.6) or (2.7), I be
defined as in (2.1) and pλ, λ1q P `R˚`˘2. Then
IM 1pλ1q ÝÝÝÝÝÝÝÝÑ||M 1´M||Ñ0
|λ1´λ|Ñ0
IM pλq.
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Thus, the continuity of the corresponding Euler-Lagrange multiplier, ´µM 1,λ1 , holds
as well:
µM 1,λ1 ÝÝÝÝÝÝÝÝÑ||M 1´M||Ñ0
|λ1´λ|Ñ0
µM,λ.
Proof of Lemma 6. Let ψ (resp. ψ1) be a minimizer of IM pλq (resp. IM 1pλq) for a
given λ ą 0.
First, for any ϕ P H1pR3q, we have
|EM pϕq ´ EM 1pϕq| “ 1
2
ˇˇ@|ϕ|2, |ϕ|2 ‹ pV ´ V 1qDˇˇ ď 1
2
ˇˇˇˇ |ϕ|2 ‹ pV ´ V 1qˇˇˇˇ8||ϕ||22.
Thus, by Lemma 1, M ÞÑ EM pϕq is Lipschitz for any ϕ P H1pR3q. Moreover
EM pψq ´ EM 1pψq ď IM pλq ´ IM 1pλq ď EM pψ1q ´ EM 1pψ1q,
which implies that M ÞÑ IM pλq is Lipschitz for any λ ą 0.
Thanks to Lemma 3, we conclude the proof of the convergence of I sinceˇˇ
IM pλq ´ IM 1 pλ1q
ˇˇ À |IM p1q| ˇˇλ3 ´ pλ1q3 ˇˇ` ˇˇˇˇM ´M 1 ˇˇˇˇ .
Then, the equality ´µM,λ “ 3λ2IM p1q gives the convergence of the µM 1,λ1 ’s. 
We now give our theorem of uniqueness in the weakly anisotropic case.
Theorem 7 (Uniqueness and non-degeneracy in the weakly anisotropic case).
Let λ ą 0.
i. Let 0 ă s ă 1. There exists ε ą 0 such that, for every real symmetric 3 ˆ 3
matrix 0 ă M ă 1 with ||M ´ s ¨ Id|| ă ε, the minimizer ψ of the minimization
problem IM pλq, for V pxq “ |x|´1´ |M´1x|´1 as in (2.6), is unique up to phase
and space translations.
ii. Let 0 ď s ă 1. There exists ε ą 0 such that, for every real symmetric 3 ˆ 3
matrix 0 ď S ă 1 with ||S ´ s ¨ Id|| ă ε, the minimizer ψ of the minimization
problem ISpλq, for V pxq “ |p1´Sq´1x|´1 as in (2.7), is unique up to phase and
space translations.
Moreover, in both cases, the minimizer is even along each eigenvectors of M and
kerLψ “ span tBxψ, Byψ, Bzψu, where Lψ is the linearized operator defined in (1.4).
The proof of this theorem is based on a perturbative argument around the
isotropic case, using the implicit functions theorem. The fundamental nondegener-
acy result in the isotropic case, proved by Lenzmann in [7], is a key ingredient of
our proof.
Proof of Theorem 7. The proof of ii being similar to the one of i, we will only give
the latter. Let us fix 0 ă s ă 1, define D :“ t0 ăM ă 1 |M symmetric realu and
denote by Q the unique positive minimizer of the isotropic minimization problem
Ipλq :“ Is¨Idpλq for V pxq “ Vs¨Idpxq “ p1´ sq|x|´1, which is radial and solves (1.3):
´1
2
∆Q` µQ´ p|Q|2 ‹ V qQ “ 0,
with ||Q||2
2
“ λ. There λ is fixed hence is µ :“ µs¨Id,λ ą 0 by Lemma 3.
Step 1: Implicit function theorem and local uniqueness. By Proposition 5
in [7], we know that the linearized operator LQ given by
LQξ “ ´1
2
∆ξ ` µξ ´ `V ‹ |Q|2˘ ξ ´ 2Q pV ‹ pQξqq , (4.1)
acting on L2pR3q with domain H2pR3q, has the kernel
kerLQ “ span tBx1Q, Bx2Q, Bx3Qu . (4.2)
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Let us define u as
H1pR3,Rq ˆD uÑ L2pR3,Rq
pψ,Mq ÞÑ ´ `|ψ|2 ‹ V ˘ψ
and G as
pkerLQqK ˆD GÑ H1pR3,Rq
pψ,Mq ÞÑ ψ ` p´∆{2` µM q´1 upψ,Mq,
where pkerLQqK is the orthogonal of kerLQ for the scalar product of L2pR3q, which
we endow with the norm of H1pR3q, and µM :“ µM,λ “ 3λ2IM p1q. We emphasize
here that we consider real valued functions, meaning that we are constructing a
branch of real valued solutions. Moreover, Gpψ,Mq “ 0 is equivalent to ´ 1
2
∆ψ `
µψ ´ p|ψ|2 ‹ V qψ “ 0. Differentiating with respect to xi, for i “ 1, 2, 3, we get
LψBxiψ “ 0, for i “ 1, 2, 3, and thus span tBxψ, Byψ, Bzψu Ă kerLψ.
By the Hardy-Littlewood-Sobolev and Sobolev inequalities, u is well defined.
Moreover, splitting upψ,Mq ´ upψ1,M 1q into three pieces and using (2.5) together
with the Hardy inequality, one obtainsˇˇˇˇ
upψ,Mq ´ upψ1,M 1qˇˇˇˇ
L2
ď ˇˇˇˇV ‹ |ψ|2 ˇˇˇˇ
L8
ˇˇˇˇ
ψ ´ ψ1 ˇˇˇˇ
L2
` ˇˇˇˇ pV ´ V 1q ‹ |ψ|2 ˇˇˇˇ
L8
ˇˇˇˇ
ψ1
ˇˇˇˇ
L2
` ˇˇˇˇV 1 ‹ `|ψ|2 ´ |ψ1|2˘ˇˇˇˇ
L8
ˇˇˇˇ
ψ ´ ψ1 ˇˇˇˇ
L2
ď ˇˇˇˇV ‹ |ψ|2 ˇˇˇˇ
L8
ˇˇˇˇ
ψ ´ ψ1 ˇˇˇˇ
L2
` ˇˇˇˇ pV ´ V 1q ‹ |ψ|2 ˇˇˇˇ
L8
ˇˇˇˇ
ψ1
ˇˇˇˇ
L2
` 2 `||ψ||H1 ` ˇˇˇˇψ1 ˇˇˇˇH1˘ ˇˇˇˇψ ´ ψ1 ˇˇˇˇ 2L2 .
Therefore, using Lemma 1, u is locally Lipschitz on H1pR3,Rq ˆ D . Then, since
p´∆{2` µM q´1 maps L2pR3q ontoH2pR3q Ă H1pR3q, G is also well defined. More-
over, since
ˇˇˇˇ ˇˇp´∆` νq´1 ˇˇˇˇ ˇˇ
L2ÑH2 ď maxt1, ν´1u (for ν ą 0) and
p´∆{2` aq´1 ´ p´∆{2` bq´1 “ pb ´ aq p´∆{2` aq´1 p´∆{2` bq´1 ,
for all a, b ą 0, we haveˇˇˇˇ
Gpψ,Mq ´Gpψ1,M 1qˇˇˇˇ
H1
ď ˇˇˇˇψ ´ ψ1 ˇˇˇˇ
H1
`
ˇˇˇˇˇˇ
p´∆{2` µM q´1
`
upψ,Mq ´ upψ1,M 1q˘ˇˇˇˇˇˇ
H1
` |µM 1 ´ µM |
ˇˇˇˇˇˇ
p´∆{2` µM q´1 p´∆{2` µM 1q´1 upψ1,M 1q
ˇˇˇˇˇˇ
H1
À ˇˇˇˇψ ´ ψ1 ˇˇˇˇ
H1
`maxt2, pµM q´1u
ˇˇˇˇ
upψ,Mq ´ upψ1,M 1qˇˇˇˇ
L2
`maxt2, pµM q´1umaxt2, pµM 1q´1u
ˇˇˇˇ
upψ1,M 1qˇˇˇˇ
L2
ˇˇˇˇ
M 1 ´M ˇˇˇˇ ,
which proves that G is also locally Lipschitz.
A simple computation shows that
Bψupψ,Mqξ “ ´
`|ψ|2 ‹ V ˘ ξ ´ 2ψ ppψξq ‹ V q , (4.3)
acting on ξ P pkerLQqK, and that
BψGpψ,Mq “ 1` p´∆{2` µM q´1 Bψupψ,Mq. (4.4)
We claim BψGpϕ,Mq, defined from pkerLQqKˆD into L
`pkerLQqK, L2pR3,Rq˘, to
be continuous. Indeed,
||Bψupψ,Mqξ||L2 ď ||ξ||L2
ˇˇˇˇ
V ‹ |ψ|2 ˇˇˇˇ
L8
`2||ψ||L2 ||pψξq ‹ V ||L8 ď 3||ψ||H1 ||ψ||L2 ||ξ||L2 ,
thus Bψupψ,Mqξ P L2pR3,Rq for any pϕ,M, ξq P pkerLQqK ˆD ˆ pkerLQqK.
ON UNIQUENESS AND NON-DEGENERACY OF ANISOTROPIC POLARONS 9
Splitting again the term into pieces and using (2.5), for ξ P L2pR3,Rq, one
obtainsˇˇˇˇ Bψupψ,Mqξ ´ B1upψ1,M 1qξ ˇˇˇˇ L2
ď ˇˇˇˇV ‹ `|ψ|2 ´ |ψ1|2˘ˇˇˇˇ
L8
||ξ||L2 `
ˇˇˇˇ `
V ´ V 1˘ ‹ |ψ1|2 ˇˇˇˇ
L8
||ξ||L2
` 2||V ‹ pψξq||L8
ˇˇˇˇ
ψ ´ ψ1 ˇˇˇˇ
L2
` 2ˇˇˇˇV ‹ ppψ ´ ψ1qξqˇˇˇˇ
L8
ˇˇˇˇ
ψ1
ˇˇˇˇ
L2
` 2ˇˇˇˇ pV ´ V 1q ‹ pψ1ξqˇˇˇˇ
L8
ˇˇˇˇ
ψ1
ˇˇˇˇ
L2
“ O
´ˇˇˇˇ pψ,Mq ´ pψ1,M 1qˇˇˇˇ
H1ˆD
¯
||ξ||L2 .
Then, sinceˇˇˇˇ BψGpψ,Mqξ ´ BψGpψ1,M 1qξ ˇˇˇˇH1
À maxt2, pµM q´1u
ˇˇˇˇ Bψupψ,Mq ´ Bψupψ1,M 1qˇˇˇˇ L2
`maxt2, pµM q´1umaxt2, pµM 1q´1u
ˇˇˇˇ Bψupψ1,M 1qˇˇˇˇ L2 ˇˇˇˇM 1 ´M ˇˇˇˇ ,
we haveˇˇˇˇ ˇˇBψGpψ,Mq ´ BψGpψ1,M 1qˇˇˇˇ ˇˇÑ 0, if ˇˇˇˇ pψ,Mq ´ pψ1,M 1qˇˇˇˇH1ˆD Ñ 0.
This concludes the proof of the continuity of BψGpϕ,Mq from pkerLQqK ˆ D into
L
`pkerLQqK, H1pR3,Rq˘.
We now apply the implicit function theorem to G. Indeed, by the definition of
pkerLQqK, the restriction of LQ to pkerLQqK has a trivial kernel. On the other hand,
the operator p´∆{2` µM q´1 BψupQ, s ¨ Idq is compact on L2pR3q (see Appendix
in [17]), therefore ´1 does not belong to its spectrum. We deduce from this the
existence of the inverse operator
pBψGpQ, s ¨ Idqq´1 : RanpGq Ă H1pR3,Rq Ñ pkerLQqK. (4.5)
Then, by the continuity of G and BψG, the existence of pBψGpQs, s ¨ Idqq´1 and
since GpQ, s ¨ Idq “ 0, the inverse function theorem 1.2.1 of [3] implies that there
exist δ, ε ą 0 such that there exists a unique ψpMq P pkerLQqK satisfying:
GpψpMq,Mq “ 0 for ||M ´ s ¨ Id|| ď ε and ||ψpMq ´Q||H1 ď δ. (4.6)
Moreover, the map M ÞÑ ψpMq is continuous.
Additionally, ker BψGpψpMq,Mq “ t0u, i.e. ker|pkerLQqK Lψ “ t0u which leads
to dim ker pLψq ď 3 since dimker pLQq “ 3 by (4.2).
We now claim that ψpMq is symmetric with respect to the three eigenvectors
of M , teiui“1,2,3, and consequently that, for i “ 1, 2, 3, BxiψpMq is odd along
ei and even along ej for j ‰ i. Indeed V being symmetric, the eight functions
px, y, zq ÞÑ ψpMqp˘x,˘y,˘zq, which are in pkerLQqK, are zeros of Gp¨,Mq. If
ψpMq were not symmetric with respect to each ei, then at least two of the functions
px, y, zq ÞÑ ψpMqp˘x,˘y,˘zq would be distinct functions but both verifying (4.6),
sinceQ is symmetric with respect to each ei, which is impossible by local uniqueness.
Thus the BxiψpMq’s are orthogonal and we have dim span tBxψ, Byψ, Bzψu “ 3.
Since span tBxψ, Byψ, Bzψu Ă kerLψ, this leads to dimker pLψq ě 3. Which proves
that kerLψ “ span tBxψ, Byψ, Bzψu.
Let us emphasize that, at this point, we do not know the masses ||ψpMq||2
2
of
those ψpMq. Note also that we could prove here that |ψ| ą 0, since ´µM stays the
first eigenvalue by continuity and with a Perron–Frobenius type argument, but we
do not give the details here since this fact will be a consequence of Step 2.
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Step 2: Global uniqueness. Let pMnqn be a sequence of matrices in D such
that Mn ÝÑ
nÑ8
s ¨ Id and let pψMnqn be a sequence of minimizers of pIMnpλqqn which
we can suppose, up to phase, strictly positive by Theorem 5 and, up to a space
translation (for each Mn), in pkerLQqK. Indeed, for any ψ P H1pR3q, let us define
the continuous function fpτq :“ ş∇Qp¨qψp¨ ´ τq which is bounded, by the Cauchy-
Schwarz inequality. Then
ş
fpτqdτ “ şψpxq ş∇Qpx´ τqdτ dx “ 0 since ş∇Q “ 0.
Thus, f being continuous, there exists τ such that fpτq “ şψpx´ τq∇Qpxqdx “ 0,
i.e. ψp¨ ´ τq P pkerLQqK since kerLQ “ span tBx1Q, Bx2Q, Bx3Qu.
By continuity of pIMnpλqqn, given by Lemma 6, pψMnqn is a minimizing sequence
of Is¨Idpλq. So, by Theorem 5, pψMnqn strongly converges in H1pR3q to a minimizer
of Is¨Idpλq, up to extraction of a subsequence. But, since the ψMn are positive and
in pkerLQqK, they converge to a positive minimizer of Is¨Idpλq in pkerLQqK which
is Q.
So, there exists ε1 ď ε such that if ||M ´ s ¨ Id||8 ď ε1, then each ψMn verifies
GpψMn ,Mnq “ 0, by definition of pψMnqn, and ||ψMn ´Q||H1 ď δ i.e. verifies (4.6).
So the ψMn are unique (up to phases and spaces translation). Which concludes the
proof of Theorem 7.
Moreover, we now know that, in fact, the masses ||ψpMnq||22 of the unique ψpMnq
found in the local result were in fact all equal to λ. We also proved incidentally that
our choice of translation to obtain pψMnqn Ă pkerLQqK was, in fact, unique. 
5. Rearrangements and symmetries
The goal of this section is to prove that minimizers are symmetric and strictly
decreasing in the directions along which V is decreasing, without assuming that V
is close to the isotropic case as we did in the previous section. More precisely, we
will consider here the general anisotropic case m3 ď m2 ď m1 (resp. s3 ď s2 ď s1)
and, in particular, the two cylindrical cases m3 “ m2 ă m1 (resp. s3 “ s2 ă s1)
and m3 ă m2 “ m1 (resp. s3 ă s2 “ s1). Our main result in this section
is Theorem 9 below. As a preparation, we first give conditions for V to be its own
Steiner symmetrization.
As in [2], for f defined on Rn “ spante1, . . . , enu, we denote:
‚ by f˚ its Schwarz symmetrization, for n ě 1;
‚ by Sti1,...,ikpfq its Steiner symmetrization (in codimension k) with respect
to the subspace spanned by ei1 , . . . , eik , for n ě 2 and 1 ď k ă n.
Let us remark that the Steiner symmetrization Sti1,...,ikpfq of f is the Schwarz
symmetrization of the function pxi1 , ¨ ¨ ¨ , xik q ÞÑ fpx1, ¨ ¨ ¨ , xnq.
Proposition 8 (Criterion for V to be its own Steiner symmetrization).
(1) Let V be given by (2.6), with 0 ă m3 ď m2 ď m1 ă 1. Then V “ St1pV q
(thus V is e1-symmetric strictly decreasing). Moreover, for k P t2, 3u,
V “ StkpV q (thus V is ek-symmetric strictly decreasing) if and only if
m31 ď m2k. (5.1k)
Moreover,
i. if m3 ă m2 “ m1, then V “ St1,2pV q. Thus V is pe1, e2q-radial strictly
decreasing.
ii. if m3 “ m2 ă m1, then V “ St2,3pV q — thus V is pe2, e3q-radial
strictly decreasing — if and only if
m31 ď m22 “ m23; (5.2)
(2) Let V be given by (2.7), with 0 ď s3 ď s2 ď s1 ă 1. Then V “ StkpV q
(thus V is ek-symmetric strictly decreasing) for k “ 1, 2, 3. Moreover,
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i. if s3 ă s2 “ s1, then V “ St1,2pV q. Thus V is pe1, e2q-radial strictly
decreasing;
ii. if s3 “ s2 ă s1, then V “ St2,3pV q. Thus V is pe2, e3q-radial strictly
decreasing.
Proof of Proposition 8. Suppose V is given by (2.6), then it obviously has the
claimed properties of symmetry and, moreover, the cylindrical ones in cases i. and
ii.. So the proof that V is equal to its symmetrization is reduced to the proof of
decreasing properties.
For any x ‰ 0 and k “ 1, 2, 3, we have
B|xk|V px1, x2, x3q “
m´2k |xk|
pm´2
1
x2
1
`m´2
2
x2
2
`m´2
3
x2
3
q3{2 ´
|xk|
px2
1
` x2
2
` x2
3
q3{2 . (5.3)
Thus, V “ StkpV q and V is radially decreasing with respect to xk if and only if
0 ď pm´2
1
´m´4{3k qx21 ` pm´22 ´m´4{3k qx22 ` pm´23 ´m´4{3k qx23 a.e. on R3
which is equivalent to m1 ď m2{3k . Consequently, V “ St1pV q always holds.
If m3 “ m2 ă m1, denoting u “ |px2, x3q|, and computing BuV , we obtain that
V “ St2,3pV q if and only if m1 ď m2{32 “ m2{33 , in which case V is pe2, e3q-radial
decreasing.
If m3 ă m2 “ m1, denoting u “ |px1, x2q|, and computing BuV , we obtain that
V “ St1,2pV q if and only if m3 ď m2{32 “ m2{31 , which always holds thus V is
pe1, e2q-radial decreasing.
We now need to prove the strict monotonicity. Thanks to (5.3), ∇V “ 0 holds
only on measure-zero sets (note that we use the computation but do not use any
condition on m1, m2 and m3 except that they are strictly less than 1). Thus
|tV “ tu| “ 0 for any t P R` and then |tV ˚ “ tu| “ 0 for any t P R`. Hence
V ˚ is radially strictly decreasing. Same results of strict decreasing hold for Steiner
symmetrizations since, as noted before, a Steiner symmetrization is a Schwarz sym-
metrization on a subspace.
The proof for V given by (2.7) is very similar and easier. 
We now state our main result about the symmetries of minimizers.
Theorem 9 (Symmetries of minimizers). Let λ ą 0.
(1) Let V be given by (2.6) and ψM ě 0 be a minimizer of IM pλq. Then, up
to a space translation, ψM is e1-symmetric strictly decreasing. If m
3
1 ď m22
as in p5.12q, then ψM is also e2-symmetric strictly decreasing. Finally,
if m31 ď m23 as in p5.13q, then ψM is additionally e3-symmetric strictly
decreasing. Moreover,
i. if m3 ă m2 “ m1, then ψM is cylindrical strictly decreasing with
axis e3. Meaning that ψM is pe1, e2q-radial strictly decreasing. If ad-
ditionally p5.13q holds, then ψM is cylindrical-even strictly decreasing
with axis e3. This means that ψM is cylindrical strictly decreasing
with axis e3 and e3-symmetric strictly decreasing;
ii. if m3 “ m2 ă m1 and m31 ď m22 “ m23 as in (5.2), then ψM is
cylindrical-even strictly decreasing with axis e1.
(2) Let V be given by (2.7) and ψS ě 0 be a minimizer of ISpλq. Then, up to
a space translation, ψS is ek-symmetric strictly decreasing for k “ 1, 2, 3.
Moreover,
i. if s3 ă s2 “ s1, then ψS is cylindrical-even strictly decreasing with
axis e3;
ii. If s3 “ s2 ă s1, then ψS is cylindrical-even strictly decreasing with
axis e1.
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To prove the symmetry properties of the minimizers, we need symmetrizations
of a minimizer to be minimizers, which is proved in the following lemma.
Lemma 10. Suppose that V , given by (2.6) or by (2.7), verifies one of the symmet-
ric strictly decreasing property (resp. radial strictly decreasing property) described
in Proposition 8, and define ψSt the symmetrization of ψ corresponding to this
symmetric strictly decreasing property of V .
If ψ is a minimizer then ψSt too. Moreover the following equalities hold
i. ||∇ψ||2
2
“ ˇˇˇˇ∇ψSt ˇˇˇˇ 2
2
,
ii.
@|ψ|2, |ψ|2 ‹ V D
2
“ @|ψSt|2, |ψSt|2 ‹ V D
2
.
Proof of Lemma 10. On one hand, since the symmetrization conserves the L2 norm
and ψ is a minimizer, we have E pψq ď E pψStq. On the other hand, given the
Riesz inequality (see [1]), the fact that the kinetic energy is decreasing under sym-
metrizations (see Theorem 2.1 in [2]) and since V “ V St by Proposition 8, we have
E pψq ě E pψStq. So finally Ipλq “ E pψq “ E pψStq. Consequently, given (3.2)
in Theorem 5 and that minimizers ψ and ψSt have the same Lagrange multiplier
µ “ ´3λ2Ip1q, we immediately obtain both equalities. 
Using the analycity of minimizers (Lemma 12) we can now prove the strict mono-
tonicity of Steiner symmetrizations of minimizers.
Lemma 11. Let λ ą 0 and ψ be a real minimizer of Ipλq for V given by (2.6)
or by (2.7), then ψ˚ is radially strictly decreasing. Moreover, for any permutation
ti, j, ku of t1, 2, 3u, we have
i. for any x P spantej , eku, Stipψqpx, ¨q is radially strictly decreasing,
ii. for any x P spanteiu, Stj,kpψqpx, ¨q is radially strictly decreasing.
Proof of Lemma 11. By Theorem 5, ψ is a solution of (1.3) in H2pR3,Rq with a
real Lagrange multiplier µ. Then, by the following lemma (see the Appendix of [17]
for the proof), ψ is real analytic.
Lemma 12. Any ψ P H2pR3,Rq solution of (1.3) for µ P R is analytic.
Thus |tψ “ tu| “ 0 for any t P R` and this is equivalent to |tψ˚ “ tu| “ 0 for
any t P R`. Hence ψ˚ is radially strictly decreasing.
Given that for any 1 ď k ă 3 and any x P R3´k, ψpx, ¨q is analytic and since a
Steiner symmetrization is a Schwarz symmetrization, we obtain ii. and iii. by the
same reasoning to ψpx, ¨q. 
Finally, to prove our Theorem 9 on the symmetries of minimizers, we need a
result on the case of equality in Riesz’ inequality for Steiner’s symmetrizations.
We emphasize that different Steiner symmetrizations do not commute in general.
However, if the Steiner symmetrizations are made with respect to the vectors of an
orthogonal basis then the radial strictly decreasing properties are preserved.
For shortness, we write uStk :“ Stkpuq and, in cylindrical cases, uSt1,2 :“ St1,2puq
and uSt2,3 :“ St2,3puq.
Proposition 13 (Steiner symmetrization: case of equality for g strictly decreasing).
Let f, g, h be three measurable functions on R3 such that g ą 0 and f, h ě 0 where
0 ‰ f P LppR3q, with 1 ď p ď `8, and 0 ‰ h P LqpR3q, with 1 ď q ď `8. Define
Jpf, g, hq “ 1
2
ż
R3
ż
R3
fpxqgpx ´ yqhpyq dx dy ď 8.
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(1) Let pi, j, kq be a permutation of p1, 2, 3q and J `fSti , g, hSti˘ ă 8. If for any
pxj , xkq P R2 the functions g, fSti and hSti are all strictly decreasing with
respect to |xi|, then
Jpf, g, hq “ J `fSti , g, hSti˘ô D a P R3,# f “ fStip¨ ´ aq,
h “ hStip¨ ´ aq, a.e. on R
3.
(2) Let pi, j, kq be a permutation of p1, 2, 3q and J `fStj,k , g, hStj,k˘ ă 8. If for any
xi P R the functions g, fStj,k and hStj,k are all radially strictly decreasing with
respect to pxj , xkq, then
Jpf, g, hq “ J `fStj,k , g, hStj,k˘ô D a P R3,# f “ fStj,kp¨ ´ aq,
h “ hStj,kp¨ ´ aq. a.e. on R
3.
(3) Let St and St1 be two Steiner symmetrizations, acting on two orthogonal di-
rections, T “ St1 ˝ St and J `fT , g, hT ˘ ă 8. If the functions g, fSt, hSt are
all radially strictly decreasing in the direction (or the plane) of St, and g, fSt
1
and hSt
1
are all radially strictly decreasing in the direction (or the plane) of St1,
then
Jpf, g, hq “ J `fT , g, hT ˘ô D a P R3,# f “ fT p¨ ´ aq,
h “ hT p¨ ´ aq. a.e. on R
3.
Proof of Proposition 13. The implications ð all follow from a simple changes of
variable. We show the implications ñ and start with (1). Define, for any permu-
tation pi, j, kq of p1, 2, 3q and any pxj , x1j , xk, x1kq P R4, the functions
Jipf, g, hqpxj , x1j , xk, x1kq “
1
2
ż
R
ż
R
fpXqgpX ´X 1qhpX 1qdxi dx1i,
where X “ px1, x2, x3q and X 1 “ px11, x12, x13q. We claim that for almost all
pxj , x1j , xk, x1kq P R4, we have
Jipf, g, hqpxj , x1j , xk, x1kq “ JipfSti , g, hStiqpxj , x1j , xk, x1kq.
Indeed, assume that there exists a non-zero measure set E Ă R2 ˆ R2 such that
Jipf, g, hqpy, y1q ‰ JipfSti , g, hStiqpy, y1q for any py, y1q P E. Thus, by Riesz inequal-
ity on R, Jipf, g, hq ă JipfSti , g, hStiq necessarily holds on E, since g “ gSti , and
consequently Jpf, g, hq ă JpfSti , g, hStiq, reaching a contradiction.
We now use the following result of Lieb [9]:
Lemma 14 ([9, Lemma 3]: Case of equality in Riesz’ inequality for g strictly
decreasing). Suppose g is a positive spherically symmetric strictly decreasing func-
tion on Rn, f P LppRnq and h P LqpRnq are two nonnegative functions, with
p, q P r1;`8s, such that Jpf˚, g, h˚q ă 8. Then
Jpf, g, hq “ Jpf˚, g, h˚q ñ D a P Rn, f “ f˚p¨ ´ aq and h “ h˚p¨ ´ aq a.e..
Thus, for almost all py, y1q P R2 ˆ R2, there exists aipy, y1q P R such that
fpy, xiq “ fSti py, xi ´ aipy, y1qq and hpy1, xiq “ hSti py1, xi ´ aipy, y1qq, for almost
all xi P R. Using now the assumed strict monotonicity of fStipy, ¨q and hStipy1, ¨q,
it follows that ai does not depend on py, y1q, and (1) is proved.
The case (2) is very similar, defining this time
Jj,kpf, g, hqpxi, x1iq “
1
2
@
fp¨, xiq, gp¨, xi ´ x1iq ‹ hp¨, x1iq
D
L2pR2q, @pxi, x1iq P R2.
We now prove (3). Let St be one of the Steiner’s symmetrization described (1)
and (2) and the same for St1. We claim that
JStpf, g, hq “ JStpfSt, g, hStq and JSt1pf, g, hq “ JSt1pfSt
1
, g, hSt
1q, a.e..
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Indeed, Riesz inequality gives Jpf, g, hq ď JpfSt, g, hStq ď JpfT , g, hT q. Since first
and third terms are equal, the three of them are. From the first equality, there
exists a P Rℓ (ℓ “ 1, 2) such that f “ fStp¨ ´ a, ¨q and h “ hStp¨ ´ a, ¨q. Then, since
St and St1 act on orthogonal directions, we have
JpfT , g, hT q “ J
´
fSt
1p¨ ` a, ¨q, g, hSt1p¨ ` a, ¨q
¯
“ JpfSt1 , g, hSt1q
and so the second claim holds true too. Then, for almost every y :“ px, zq P R3, we
have$&% f
T
`
y ´ pa1, aq˘ “ `fStpx´ a, ¨q˘St1 pz ´ a1q “ fSt1px, z ´ a1q “ fpx, zq “ fpyq,
hT
`
y ´ pa1, aq˘ “ `hStpx´ a, ¨q˘St1 pz ´ a1q “ hSt1px, z ´ a1q “ hpx, zq “ hpyq.

We now have all the ingredients to prove Theorem 9.
Proof of Theorem 9. Let ψ be a minimizer and ψSt one (or a composition) of its
Steiner symmetrizations with a direction (or a plane) for which V “ V St.
We take f “ h “ |ψ|2 P and g “ V . So we have f “ h ą 0 (thanks
to Theorem 5), g ą 0 (thanks to (2.5)) and JpfSt, V, fStq finite. Indeed by the
Hardy-Littlewood-Sobolev inequality and (2.5), JpfSt, V, fStq À ˇˇˇˇ fSt ˇˇˇˇ 2
6{5 “ ||f ||
2
6{5 ă
`8 since f P H1pR3q. Moreover, the assumption on the mk’s gives that g “ gSt
is radially strictly decreasing by Proposition 8, and the strict monotonicity of
fSt “ hSt is obtained by Lemma 11.
Finally, by Lemma 10, ψSt is a minimizer and
Jp|ψ|2, V, |ψ|2q “ J `p|ψ|2qSt, pV qSt, p|ψ|2qSt˘ “ J `p|ψ|2qSt, V, p|ψ|2qSt˘ .
By Proposition 13, there exists a such that |ψ|2 “ p|ψ|2qStp¨ ´ aq “ p|ψ|Stq2p¨ ´ aq
holds a.e. thus ψ “ ψStp¨ ´ aq since ψ ě 0. This concludes the proof of Theorem 9.

6. Study of the linearized operator
In this section we study the linearized operator LQ, on L
2pR3q with domain
H2pR3q, associated with the Euler-Lagrange equation ´∆Q `Q ´ p|Q|2 ‹ V qQ “
0 (1.3), which is given by
LQξ “ ´∆ξ ` ξ ´
`
V ‹ |Q|2˘ ξ ´ 2Q pV ‹ pQξqq , (6.1)
and we give partial characterization of its kernel. We first consider the true
model (2.6) for which, following the scheme in [7], we will use a Perron–Frobenius
argument on subspaces adapted to the symmetries of the problem. The main
difficulty will stand in dealing with the non-local operator Q pV ‹ pQξqq and, in
particular, with proving that this operator is positivity improving. The funda-
mental use of Newton’s theorem in the proof of this property in the isotropic case
does not work here, therefore we need a new argument. Our proof will rely on
the conditions (5.1k)’s for which V is ek-symmetric strictly decreasing for each k
(see Proposition 8). Then we discuss in a similar way the cylindrical case for the
simplified model (2.7), which will need another argument.
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6.1. The linearized operator in the symmetric decreasing case. We con-
sider the general case for V , given by (2.6), verifying the three conditions (5.1k),
for k “ 1, 2, 3, and define the subspaces of L2pR3q
L2τx,τy,τz :“
$’&’%f P L2pR3q
ˇˇˇˇ
ˇˇˇ fp´x, y, zq “ τxfpx, y, zq,fpx,´y, zq “ τyfpx, y, zq,
fpx, y,´zq “ τzfpx, y, zq
,/./- , (6.2)
obtained by choosing τx, τy, τz P t˘1u. We prove the following theorem which
is basically saying that the kernel of the linearized operator around solutions is
reduced to the kernel on functions that are even in all three directions.
Theorem 15. Let V , be given by (2.6), verifying (5.1k), for all k, and let Q be
a positive and symmetric strictly decreasing (with respect to each ek separately)
solution of (1.3). Then
kerLQ “ span tBxQ, ByQ, BzQu
à
ker pLQq|L2
`,`,`
. (6.3)
For instance, Q could be a minimizer for IM pλq.
The proof of this result is inspired by Lenzmann’s proof in [7] of the fundamental
similar result for the linearized operator in the radial case which corresponds to
m1 “ m2 “ m3. In that case, Lenzmann proved that ker pLQq|L2
`,`,`
“ t0u.
Note that by the result of Section 4, we know that this is still true in the weakly
anisotropic case. Moreover, a theorem similar to Theorem 15 holds true for the
simplified model (2.7) (with no conditions on the matrix S) but we do not state it
here for shortness.
The rest of this Section 6.1 being dedicated to the proof of the theorem, let V
and Q verify the assumptions of Theorem 15 for the entire Section 6.1.
6.1.1. Direct sum decomposition. First, one can easily verify that LQ stabilizes the
spaces L2τx,τy,τz . Let us then introduce the direct sum decomposition
L2pR3q “ L2x´ ‘ L2x` “ L2y´ ‘ L2y` “ L2z´ ‘ L2z`
where $’’’’’’&’’’’’’%
L2x´ :“
à
τy,τz“˘
L2´,τy,τz , L
2
x` :“
à
τy,τz“˘
L2`,τy,τz
L2y´ :“
à
τx,τz“˘
L2τx,´,τz , L
2
y` :“
à
τx,τz“˘
L2τx,`,τz
L2z´ :“
à
τx,τy“˘
L2τx,τy,´, L
2
z` :“
à
τx,τy“˘
L2τx,τy,`.
We claim that those spaces — with corresponding projectors P x´, P x`, P y´,
P y`, P z´ and P z` — reduce the linerized operator LQ (see [21] for a definition of
reduction), where
P x˘ψpr, ϕ, zq “ ψpx, y, zq ˘ ψp´x, y, zq
2
and similarly for the other projections. The reduction property is straightforward
for ´∆` 1´ `V ‹ |Q|2˘. Moreover, since Q is even in x, we have
V ‹ pQP x˘ψq “ V ‹ pQϕq ˘ V ‹ pQϕp´¨, ¨, ¨qq
2
“ V ‹ pQϕq ˘ rV ‹ pQϕqsp´¨, ¨, ¨q
2
“ P x˘rV ‹ pQψqs
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and, Q being also even in y and in z, we obtain the result for the other projections.
Thus we can apply [21, Lemma 2.24] which gives us that
LQ “ Lx´Q ‘ Lx`Q “ Ly´Q ‘ Ly`Q “ Lz´Q ‘ Lz`Q ,
with the six operators being self-adjoint operators on the corresponding L2pR3q
spaces with domains PwH2pR3q, and w P tx´, x`, y´, y`, z´, z`u. Note that
P x´H2pR3q “ H2x´pR3q :“ H2pR3q X L2x´pR3q and similarly for P y´ and P z´.
Let us then redefine for now on the operator Lx´Q (resp. L
y´
Q and L
z´
Q ) by
restricting it to x-odd (resp. y-odd and z-odd) functions through the isomorphic
identifications L2x´pR˚` ˆ R2q « L2x´pR3q and H2x´pR˚` ˆ R2q « H2x´pR3q. Thus,
L
x´
Q , as an operator on L
2
x´pR˚`ˆR2q with domain H2x´pR˚`ˆR2q, can be written
L
x´
Q “ ´∆` 1` Φp´q `Wp´q
where the strictly negative multiplication local operator, on R˚` ˆ R2, is
Φp´qpx, Y q “ ´
`
V ‹ |Q|2˘ px, Y q
“ ´
ż
R
˚
`
ˆR2
Q2px1, Y 1qrV px´ x1, Y ´ Y 1q ` V px` x1, Y ´ Y 1qs dY 1 dx1
and the non-local term Wp´q, on R˚` ˆ R2, is
pWp´qfqpx, Y q “ ´2Qpx, Y qˆ
ˆ
ż
R
˚
`
ˆR2
Qpx1, Y 1qfpx1, Y 1qrV px´ x1, Y ´ Y 1q ´ V px` x1, Y ´ Y 1qs dY 1 dx1.
The same properties hold for Ly´Q and L
z´
Q .
The key fact to deal with the non-local operator, in order to adapt Lenzmann’s
proof to anisotropic case, is the positivity improving property of ´Wp´q.
Lemma 16. The operator ´Wp´q is positivity improving on L2x´pR˚` ˆ R2q.
Proof of Lemma 16. Since X ÞÑ V pX,Y q is |X |-strictly decreasing, due to con-
ditions (5.1k), and x ` x1 ą |x ´ x1| on pR˚`q2, we obtain, for x, x1 ą 0 and
pY, Y 1q P `R2˘2, that V px´ x1, Y ´ Y 1q ´ V px` x1, Y ´ Y 1q ą 0. Moreover Q ą 0.
Thus, ´Wp´q is positivity improving on L2x´pR˚` ˆ R2q. 
6.1.2. Perron–Frobenius property. We can now prove that the three operators Lx´Q ,
L
y´
Q and L
z´
Q verify a Perron–Frobenius property.
Proposition 17 (Perron–Frobenius properties). The operators Lx´Q , L
y´
Q and L
z´
Q
are self-adjoint on L2´pR˚` ˆ R2q with domain H2´pR˚` ˆ R2q and bounded below.
Moreover they have the Perron–Frobenius property: if λx´
0
(resp. λy´
0
and λz´
0
)
denotes the lowest eigenvalue of Lx´Q (resp. L
y´
Q and L
z´
Q ), then λ
x´
0
(resp. λy´
0
and λz´
0
) is simple and the corresponding eigenfunction ψx´
0
(resp. ψy´
0
and ψz´
0
)
is strictly positive.
Proof of Proposition 17. We follow the structure of the proof of [7, Lemma 8].
Moreover, we only write the proof for Lx´Q which we denote L
´
Q for simplicity.
The argument is the same for the other directions.
Self-adjointness. We have Q P H2pR3q Ă C0pR3q X L2pR3q X L8pR3q and, by
(2.5), V ‹ |Q|2 is in L4pR3q X L8pR3q since V “ V2 ` V4 P L2pR3q ` L4pR3q.
Defining, for any f P L2´pR˚` ˆ R2q, f˜ P L2´pR3q by fp¨, zq “ f˜p¨, zq for z ě 0, we
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have 2xf, gyL2
´
pR˚
`
ˆR2q “ xf˜ , g˜yL2
´
pR3q and so Φp´q ` 1 is bounded on L2´pR˚` ˆR2q.
Moreover, by Young inequalities, for any ξ P L2´pR˚` ˆ R2q,
||V ‹ pQξ˜q||L8 ď p||V4||L4 ||Q||L4 ` ||V2||L2 ||Q||L8q ||ξ˜||L2
holds. Thus, for p P r2,8s, we haveˇˇˇˇ
Wp´qξ
ˇˇˇˇ
LppR˚
`
ˆR2q ď 2||Q||LppR˚`ˆR2q||V ‹ pQξ˜q||L8pR˚`ˆR2q ď ||Q||Lp ||V ‹ pQξ˜q||L8
and Wp´qξ P L2´pR˚`ˆR2qXL8pR˚`ˆR2q. Finally, 1`Φp´q`Wp´q and, thus, L´Q
are bounded below on L2´pR˚` ˆ R2q.
Finally, we deduce the self-adjointness of the operator L´Q on L
2
´pR˚`ˆR2q with
domain H2´pR˚`ˆR2q from the self-adjointness of the operator L´Q on L2´pR3q with
domain H2´pR3q.
Positivity improving. We know (see [10] for example) that
p´∆` µq´1ξpXq “ 1
4π
ż
R3
e´
?
µ|X´Y |
|X ´ Y | ξpY qdY , @µ ą 0, @ξ P L
2pR3q.
Consequently, for ξ P L2´pR˚` ˆ R2q and px, x˜q P R˚` ˆ R2, we have
p´∆` µq´1ξpx, x˜q “ 1
4π
ż
R
˚
`
ˆR2
„
e´
?
µ|px´y,x˜´y˜q|
|px´ y, x˜´ y˜q| ´
e´
?
µ|px`y,x˜´y˜q|
|px` y, x˜´ y˜q|

ξpy, y˜qdy dy˜.
Thus, with the same arguments as in the proof of Lemma 16, p´∆`µq´1 is positiv-
ity improving on L2´pR˚`ˆR2q for all µ ą 0. Moreover, ´pΦp´q`Wp´qq is positivity
improving on L2´pR˚` ˆ R2q since ´Φp´q is a positive multiplication operator and
´Wp´q is positivity improving by Lemma 16. Then similarly to the proof of [7,
Lemma 8], for µ " 1,we have´
L
´
Q ` µ
¯´1
“ p´∆` µ` 1q´1 ¨ `1` pΦp´q `Wp´qqp´∆` µ` 1q´1˘´1 .
Since pΦp´q `Wp´qq is bounded, we haveˇˇˇˇ pΦp´q `Wp´qqp´∆` µq´1 ˇˇˇˇ L2
´
pR˚
`
ˆR2q ă 1,
for µ large enough. This implies, for µ " 1, by Neumann’s expansion that´
L
´
Q ` µ
¯´1
“ p´∆` µ` 1q´1
8ÿ
p“0
“´pΦp´q `Wp´qqp´∆` µ` 1q´1‰p,
which is consequently positivity improving on L2´pR˚` ˆ R2q for µ " 1.
Conclusion. We choose µ " 1 such that pL´Q ` µq´1 is positivity improving and
bounded. Then, by [15, Thm XIII.43], the largest eigenvalue supσppL´Q ` µq´1q
is simple and the associated eigenfunction ψ´
0
P L2´
`
R
˚
` ˆ R2
˘
is strictly positive.
Since, for any ψ P L2´
`
R
˚
` ˆ R2
˘
, having ψ being an eigenfunction of L´Q for the
eigenvalue λ is equivalent to having ψ being an eigenfunction of pL´Q`µq´1 for the
eigenvalue pλ ` µq´1, we have proved Proposition 17. 
6.1.3. Proof of Theorem 15. Differentiating, with respect to x the Euler-Lagrange
equation ´∆Q ` Q ´ p|Q|2 ‹ V qQ “ 0 (1.3), we obtain LQBxQ ” 0. Moreover,
Q is positive symmetric strictly decreasing, thus BxQ P L2x´pR3q, and this shows
that Lx´Q BxQ ” 0. Then, Q ą 0 being symmetric strictly decreasing, BxQ ă 0
on R˚` ˆ R2 and, by the Perron–Frobenius property, it is (up to sign) the unique
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eigenvector associated with the lowest eigenvalue of Lx´Q , namely λ
x´
0
“ 0. Since
L
x´
Q acts on L
2
x´ :“
À
τy,τz“˘
L2´,τy,τz , we obtain#
ker pLQq|L2
´,`,`
pR3q “ spantBxQu;
ker pLQq|L2
´,´,`
pR3q “ ker pLQq|L2
´,`,´
pR3q “ ker pLQq|L2
´,´,´
pR3q “ t0u.
This the exact same arguments for the two other directions we finally obtain that
kerLQ “ span tBxQ, ByQ, BzQu
à
ker pLQq|L2
`,`,`
pR3q .
Which concludes the proof of Theorem 15. 
6.2. The linearized operator in the cylindrical case. We now consider the
case where the static dielectric matrix has exactly two identical eigenvalues. Ob-
viously, Theorem 15 holds and it tells us that the kernel is reduced to the kernel
on functions that are even in the z-direction and even in any direction of the plane
orthogonal to z. However, this does not tell us that it is reduced to the kernel on
cylindrical functions, which is what we are interested in. Indeed, instead of the
kernel of LQ on L
2
`,`,`pR3q, we want the remaining term in the direct sum to be
the kernel on L2rad,`pR3q, namely the subset of cylindrical functions that are also
even in the direction of their principal axis.
Unfortunately, our method fails to prove it for V given by (2.6) since we are not
able to prove a positivity improving property for the non local operator. Therefore,
in this section, we will only consider the simplified model where V is given by (2.7).
We use the cylindrical coordinates pr, zq where ez is the vector orthogonal to the
plane of symmetry. Namely, ez “ e3 if s3 ă s2 “ s1 and ez “ e1 if s3 “ s2 ă s1.
We then define the following subspaces
L2τ pR3q :“
 
f P L2pR3q | fpx, y,´zq “ τfpx, y, zq( , for τ “ ˘
L2`pR˚` ˆ Rq :“
 
f P L2pR˚` ˆ R, r dr dzq | fpr,´zq “ fpr, zq
(
L2rad,`pR3q :“ L2`pR˚` ˆ Rq b 1.
(6.4)
Theorem 18. Let V be given by (2.7) with S having one eigenvalue of multiplicity
2 and let Q be a cylindrical-even decreasing and positive solution of (1.3). Then
kerLQ “ span tBxQ, ByQ, BzQu ‘ ker pLQq|L2
rad,`
pR3q . (6.5)
For instance, Q could be a minimizer for ISpλq.
Several parts of the proof of this theorem being identical to the ones in the proof
of the Theorem 15, we will only give the details for the parts that differ.
6.2.1. Cylindrical decomposition. Since V is cylindrical-even strictly decreasing by
Proposition 8 and since minimizers are cylindrical-even strictly decreasing by Proposition 9,
LQ commutes with rotation in the plane of symmetry. Let us then introduce the
direct sum decomposition
L2pR3q “ L2´pR3q ‘
à
ně0,σ“˘
L2`pR˚` ˆ Rq b Y σn , (6.6)
with #
Y `
0
” p2πq´ 12 ; Y ´
0
” 0;
Y `n ” π´
1
2 cospn¨q; Y ´n ” π´
1
2 sinpn¨q, for n ě 1.
(6.7)
The operator LQ stabilizes L
2
´pR3q and the spaces L2`pR˚` ˆ Rq b Y σn .
Let us immediately decompose the potential V in order to give the fundamental
property in the cylindrical case (Proposition 19 below), which is what allows us
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to adapt the original work of Lenzmann, namely the strict positivity of each z-
odd terms of the cylindrical decomposition of V . For any r “ pr, ϕ, zq P R3 and
r
1 “ pr1, ϕ1, z1q P R3, defining ρ :“ pr ´ r1, 0, z ´ z1q and θ :“ ϕ ´ ϕ1, we have, as
soon as pr1, z1q ‰ pr, zq:
θ ÞÑ V pr ´ r1q “ 1b
|p1 ´ Sq´1ρ|2 ` 2p1´ s2q´2rr1p1´ cos θq
ą 0, (6.8)
which is in C8pRq, 2π-periodic and even. Thus, for any r ‰ r1,
V pr´ r1q “
8ÿ
n“0
vnpr, r1, z ´ z1qY `n pϕ´ ϕ1q,
with
vnpr, r1, z ´ z1q “
ż π
´π
V pr´ r1qY `n pθqdθ “ 2
ż π
0
V pr´ r1qY `n pθqdθ. (6.9)
Proposition 19. Let V be given by (2.7), the Y `n ’s by (6.7) and the vn’s by (6.9)
for any pn, r, r1, z, z1q P Nˆ R˚` ˆ R˚` ˆ Rˆ R. Then
vnpr, r1, z ´ z1q ą 0, @pn, r, r1, z, z1q P Nˆ R˚` ˆ R˚` ˆ Rˆ R.
Proof of Proposition 19. Defining for r, r1 ą 0,
m˘ :“
dˆ
r ` r1
1´ s2
˙2
`
ˆ
Z
1´ sz
˙2
˘
dˆ
r ´ r1
1´ s2
˙2
`
ˆ
Z
1´ sz
˙2
“ max
ϕ´ϕ1
ˇˇp1 ´ Sq´1pr´ r1qˇˇ˘ min
ϕ´ϕ1
ˇˇp1´ Sq´1pr´ r1qˇˇ ą 0,
we note that m` ą m´ and obtain
V pr´ r1q “ 2
m`
1c
1´ 2m´
m`
cos θ `
´
m´
m`
¯2 .
We now give the explicit expansion of p1´2t cosθ` t2q´1{2 in the following lemma.
Lemma 20. For p0, 1q ‰ pθ, tq P Rˆ r0, 1s, we have
1?
1´ 2t cos θ ` t2 “
8ÿ
k“0
β0,2kt
2k `
8ÿ
n“1
8ÿ
k“n
β2n,2kt
2kY `
2npθq
`
8ÿ
n“0
8ÿ
k“n
β2n`1,2k`1t2k`1Y `2n`1pθq.
(6.10)
with $’’’’’’’&’’’’’’’%
β0,2k “
?
2π
`
2k
k
˘2
24k
ą 0, 0 ď k;
β2n,2k “ 2
?
π
`
2pk`nq
k`n
˘`
2pk´nq
k´n
˘
24k
ą 0, 0 ă n ď k;
β2n`1,2k`1 “ 2
?
π
`
2pk`n`1q
k`n`1
˘`
2pk´nq
k´n
˘
24k`2
ą 0, 0 ď n ď k.
Proof of Lemma 20. The proof of this lemma is entirely inspired by the original
computation of Legendre1 in his famous mémoire [6] where he introduced the poly-
nomials that are nowadays called after him. Let us first rewrite the fraction, for
1or Legendre and Laplace, according to a famous paternity controversy.
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p0, 1q ‰ pθ, tq P Rˆ r0, 1s:
1?
1´ 2t cos θ ` t2 “ p1´ e
iθtq´1{2p1´ e´iθtq´1{2.
Then, since Γp1{2´ pq “ p´4qpp!p2pq! Γp1{2q and using the following expansion
p1´ xq´1{2 “
8ÿ
p“0
Γp1{2q
Γp1{2´ pqΓpp` 1q p´xq
p “
8ÿ
p“0
`
2p
p
˘
22p
xp,
we obtain:
1?
1´ 2t cos θ ` t2 “
ÿ
pp,qqPN2
`
2p
p
˘`
2q
q
˘
22pp`qq
eipp´qqθtp`q
“
8ÿ
k“0
k even
kÿ
n“´k
n even
`
k`n
pk`nq{2
˘`
k´n
pk´nq{2
˘
22k
einθtk
`
8ÿ
k“1
k odd
kÿ
n“´k
n odd
`
k`n
pk`nq{2
˘`
k´n
pk´nq{2
˘
22k
einθtk
“
8ÿ
k“0
`
2k
k
˘2
24k
t2k `
8ÿ
k“0
kÿ
n“1
`
2pk`nq
k`n
˘`
2pk´nq
k´n
˘
24k
2 cosp2nθqt2k
`
8ÿ
k“0
kÿ
n“0
`
2pk`n`1q
k`n`1
˘`
2pk´nq
k´n
˘
24k`2
2 cospp2n` 1qθqt2k`1
“
8ÿ
n“0
`
2k
k
˘2
24k
t2k `
8ÿ
n“1
8ÿ
k“n
`
2pk`nq
k`n
˘`
2pk´nq
k´n
˘
24k
2 cosp2nθqt2k
`
8ÿ
n“0
8ÿ
k“n
`
2pk`n`1q
k`n`1
˘`
2pk´nq
k´n
˘
24k`2
2 cospp2n` 1qθqt2k`1.
With the definition of the Y `n ’s, this concludes the proof of Lemma 20. 
Defining all the others βp,q’s to be zero, this proves Proposition 19:
vnpr, r1, z ´ z1q “ 2
m`
8ÿ
k“n
βn,k
ˆ
m´
m`
˙k
ą 0,
for n ě 0, r, r1 ą 0 and z, z1 P R. Moreover, for r ‰ r1, we have
V pr´ r1q “
8ÿ
n“0
2
m`
˜ 8ÿ
k“n
βn,k
ˆ
m´
m`
˙k¸
Y `n pθq.

Remark 21. (The anisotropic potential (2.6)) If we define vn in a similar fashion
for the true model based on (2.6), even with the conditions p5.1kq and p5.2q, the
vn’s have no sign for n ě 2, since we have
vnpr, r1, z ´ z1q “
8ÿ
k“n
2βn,k
˜
1
m`Id
ˆ
m´Id
m`Id
˙k
´ 1
m`M
ˆ
m´M
m`M
˙k¸
which changes sign for n ě 2. This is why our method fails if V is given by (2.6).
Note that the strict positivity however holds true for v0 and for v1 if r, r
1 ą 0, which
is straightforward using (6.9).
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As proved in the last Section, L2´pR3q, with corresponding projectors P´, reduces
LQ. We claim that the spaces L
2
`pR˚` ˆ Rq b Y σn , with corresponding projectors
P`n,σψpr, ϕ, zq “
ˆż 2π
0
ψpr, ϕ1, zq ` ψpr, ϕ1,´zq
2
Y σn pϕ1qdϕ1
˙
Y σn pϕq,
also reduce LQ. Given that
`
V ‹ |Q|2˘ P L2rad,`pR3q, d2dϕ2Y σn “ ´n2Y σn and
∆ “ B
2
Br2 `
1
r
B
Br `
B2
Bz2 `
1
r2
B2
Bϕ2 , (6.11)
we have“´∆` 1´ `V ‹ |Q|2˘‰ pfY σn q “ “´∆pnq ` 1´ `V ‹ |Q|2˘‰ pfqY σn , (6.12)
for any f P L2`pR˚` ˆ Rq, and so belonging to L2`pR˚` ˆ Rq b Y σn , and where
´∆pnq :“ ´ B
2
Br2 ´
1
r
B
Br ´
B2
Bz2 `
n2
r2
.
Thus the reduction property follows for ´∆ ` 1 ´ `V ‹ |Q|2˘. Moreover, since
V ‹ pQ¨q and P`n,σ are linear and using the decomposition
ψpr, ϕ, zq “ c´pr, ϕ, zq `
ÿ
ně0,σ“˘
c`n,σpr, zqY σn pϕq,
we have to prove that
V ‹ pQP`n1,σ1c`n,σY σn q “ P`n1,σ1
`
V ‹ pQc`n,σY σn q
˘
,
for any n, n1 ě 0 and σ, σ1 “ ˘, in order to conclude. We have“
V ‹ pQc`n,σY σn q
‰ pr, ϕ, zq
“
ż
R
˚
`
ż π
´π
ż
R
Qpr1, z1qc`n,σpr1, z1qY σn pϕ1qV pr´ r1qr1 dz1 dϕ1 dr1
“
˜ż
R
˚
`
ż
R
Qpr1, z1qc`n,σpr1, z1qvnpr, r1, z ´ z1qr1 dz1 dr1
¸
Y σn pϕq.
(6.13)
Then using the parity of vn with respect to its third variable (which is straightfor-
ward with (6.9)), we obtain V ‹ pQc`n,σY σn q P L2`pR˚` ˆ Rq b Y σn and the reduction
property follows. Thus we can apply [21, Lemma 2.24] which gives us that
LQ “ L´ ‘
à
ně0,σ“˘
L
`
n,σ,
with L´ “ Lz´Q being the same operator as before and each L`n,σ a self-adjoint
operator on L2`pR˚` ˆ Rq b Y σn with domain P`n,σH2pR3q. For shortness, we omit
the Q subscript in the decomposition LQ.
Given (6.12) and (6.13), for any n ě 0 we note L`n the operator on L2`pR˚` ˆRq
such that L`n,`pfY `n q “ L`n pfqY `n and L`n,´pfY ´n q “ L`n pfqY ´n . This operator is
L
`
n “ ´∆pnq ` 1` Φ`Wpnq
where Φ is the strictly negative multiplication local potential, on R˚` ˆ R,
Φpr, zq “ ´ `V ‹ |Q|2˘ pr, zq “ ´?2πż
R
˚
`
ˆR
|Qpr1, z1q|2v0pr, r1, z ´ z1qr1 dz1 dr1 ă 0
and Wpnq is the non-local operator, on R˚` ˆ R,
pWpnqfqpr, zq “ ´2Qpr, zq
ż
R
˚
`
ˆR
Qpr1, z1qfpr1, z1qvnpr, r1, z ´ z1qr1 dz1 dr1. (6.14)
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Similarly to the non-cylindrical case, we need to prove that ´Wpnq is positivity
improving on L2`pR˚`ˆRq and this is where the result of Proposition 19 is needed.
Lemma 22. For n ě 0, the operator ´Wpnq is positivity improving on L2`pR˚`ˆRq.
Proof of Lemma 22. Given the definition (6.14) of ´Wpnq, the fact that the vn’s
are strictly positive as soon as r, r1 ą 0 (by Proposition 19) and that Q ą 0, it
follows that ´Wpnq is positivity improving on L2`pR˚` ˆ Rq for any n ě 0. 
6.2.2. Perron–Frobenius property. We now prove that the L`n ’s verify the Perron–
Frobenius property.
Proposition 23 (Perron–Frobenius properties). For n ą 0, the L`n ’s are essen-
tially self-adjointness on C80 pR˚` ˆ Rq and bounded below.
Moreover they have the Perron–Frobenius property: if λn0 denotes the lowest
eigenvalue of L`n , then λ
n
0 is simple and the corresponding eigenfunction ψ
n
0 is
strictly positive.
Proof of Proposition 23. We follow the structure of the proof of [7, Lemma 8].
Self-adjointness. We still have V ‹ |Q|2 P L4pR3q X L8pR3q. Moreover, defining
f˚pr, ¨, zq “ fpr, zqY `n P L2`pR˚` ˆ Rq b Y `n Ă L2pR3q, for any f P L2`pR˚` ˆ Rq,
we have xf, gyL2
`
pR˚
`
ˆRq “ xf˚ , g˚yL2pR3q and, consequently, that Φ ` 1 is a bounded
operator on L2`pR˚` ˆ Rq. Then, for any ξ P L2`pR˚` ˆ Rq and p P r2,8s, we haveˇˇˇˇ
Wpnqξ
ˇˇˇˇ
LppR`ˆRq ď ||Q||Lp ||V ‹ pQξ˚q||L8 .
Thus Wpnqξ P L2`pR˚` ˆ Rq X L8pR˚` ˆ Rq and, finally, 1 ` Φ `Wpnq and, thus,
L
`
n are bounded below on L
2
`pR˚` ˆ Rq. Furthermore, it is known that ´∆pnq is
essentially self-adjoint on C80 pR˚` ˆ Rq provided that n ą 0. Thus, given that
1 ` Φ `Wpnq is bounded (so ´∆pnq-bounded of relative bound zero), symmetric
(moreover self-ajoint) and that its domain contains the domain of ´∆pnq, we obtain
by the Rellich-Kato theorem the essentially self-adjointness of L`n on C
8
0 pR˚`ˆRq.
Positivity improving. We claim that et∆pnq is positivity improving for all t ą 0
on L2pR˚` ˆ Rq. Indeed we have the explicit formula for the integral kernel et∆ on
R
3, namely,
et∆px, yq “ p4πtq´3{2e´ |x´y|
2
4t “ p4πtq´3{2e´ r
2`r12`pz´z1q2
4t e
rr1
2t
cospϕ´ϕ1q, (6.15)
for all x :“ pr, ϕ, zq and y :“ pr1, ϕ1, z1q. On the other hand we have
ex cos θ “
?
2π
8ÿ
m“0
?
2
δtmě1u
ImpxqY `m pθq, @x P R, (6.16)
where Inpxq “ π´1 ∫π0 exppx cos θq cospnθqdθ are the modified Bessel functions of
the first kind, that are strictly positive for n ě 0 and x ą 0. From these two
relations, we deduce the integral kernel et∆pnq acting on L2pR` ˆRq and that it is
positive, which are the two points of the following lemma.
Lemma 24. Let f P L2pR˚` ˆ Rq, r, r1 ą 0 and n ě 0. Then the integral kernel
et∆pnq acting on L2pR˚` ˆ Rq verifies
et∆pnqppr, zq, pr1, z1qq “
?
2
´δ0n
4πt3{2
e´
r2`r12`z2`z12
4t In
ˆ
rr1
2t
˙
exp
ˆ
zz1
2t
˙
ą 0. (6.17)
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Proof of Lemma 24. Let f P L2pR˚` ˆ Rq. Using (6.15), for n ě 0, we have`
et∆pfY σn q
˘ pr, ϕ, zq
“ p4πtq´3{2
ż
R`ˆR
e´
r2`r12`pz´z1q2
4t fpr1, z1q
ˆż π
´π
e
rr1
2t
cospϕ´ϕ1qY σn pϕ1qdϕ1
˙
r1 dr1 dz1
“
?
2
´δ0n
4πt3{2
ż
R`ˆR
e´
r2`r12`z2`z12
4t fpr1, z1qIn
ˆ
rr1
2t
˙
exp
ˆ
zz1
2t
˙
r1 dr1 dz1Y σn pϕq.
Which allows to conclude the proof of Lemma 24. 
So, for all n ě 0, et∆pnq is positivity improving on L2pR˚` ˆ Rq for all t ą 0 and
consequently on L2`pR˚` ˆ Rq. Then, by functional calculus, we have`´∆pnq ` µ˘´1 “ ż 8
0
e´tµet∆pnq dt, @µ ą 0,
thus p´∆pnq ` µq´1 is positivity improving on L2`pR˚` ˆ Rq for all µ ą 0.
Moreover we claim that ´pΦ `Wpnqq is positivity improving on L2`pR˚` ˆ Rq
since ´Φ is a positive multiplication operator and ´Wpnq is positivity improving
on L2`pR˚` ˆ Rq.
The end of the proof uses the exact same arguments as in the proof of the Perron–
Frobenius property in the non-cylindrical case (Proposition 17) and, consequently,
this ends the proof of Proposition 23. 
6.2.3. Proof of Theorem 18. First, using the results of the previous Section, we
have
ker pLQq|L2
´
pR3q “ ker pLQq|L2
´,`,`
pR3q “ spantBzQu
and LQBxQ ” LQByQ ” 0. But now Q is furthermore cylindrical-even, thus BxQ “
x
r
BrQ P L2`pR˚`ˆRqbY `1 and ByQ “ yr BrQ P L2`pR˚`ˆRqbY ´1 , which implies that
L
`
1
BrQ ” 0. Then, Q ą 0 being cylindrical-even strictly decreasing, BrQ ă 0 on
R` ˆR and, by the Perron–Frobenius property (Proposition 23), it is (up to sign)
the unique eigenvector associated with the lowest eigenvalue of L`
1
, namely λ10 “ 0.
Consequently, BxQ (resp. ByQ) is the unique eigenvector — up, in addition, to
rotations in the cylindrical plane — associated with the lowest eigenvalue λ1,`
0
“ 0
(resp. λ1,´
0
“ 0) of L`
1,` (resp. L
`
1,´). To summarize, we know at this point that
kerLQ “ span tBxQ, ByQ, BzQu ‘ ker pLQq|L2
rad,`
pR3q ‘
à
ně2
σ“˘
ker pLQq|L2
`
pR˚
`
ˆRqbY σn ,
and we have to deal with the higher orders. The end of the paper is devoted to the
proof that
kerL`n,σ “ t0u, @n ě 2, σ “ ˘. (6.18)
For n ě 2, let 0 ă ϕn P L2`pR˚` ˆ Rq be an eigenvector of L`n associated with λn0 .
Then ϕnY `n (resp. ϕ
nY ´n ) is an eigenvector of L
`
n,` (resp. L
`
n,´) associated to the
eigenvalue λn,`
0
“ λn0 (resp. λn,´0 “ λn0 ). Thus, for n ě 2 and σ “ ˘, we have
λ
1,σ
0
´ λn,σ
0
ď @ϕn,L`
1
ϕn
D
L2pR`ˆRq ´
@
ϕn,L`nϕ
n
D
L2pR`ˆRq
ď ´
ż
R`ˆR
n2 ´ 1
r2
pϕnpr, zqq2 r dr dz
` 2
ĳ
pR`ˆRq2
rQϕnspr, zqrQϕnspr1, z1q rvn ´ v1s pr, r1, z ´ z1qrr1 dz dz1 dr dr1.
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Since Q ą 0 and ϕn ą 0 (by the Perron–Frobenius property in Proposition 23),
in order to prove that λn,σ
0
ą λ1,σ
0
, it is sufficient to prove that vn ă v1 almost
everywhere on pR˚`ˆRq2. Using the explicit formula (6.8) for V , this is equivalent
to prove that
Tn :“
ż π
0
cospnθq ´ cos θa
K ` 2a2
2
rr1p1 ´ cos θq dθ ă 0, for a.e. pr, zq, pr
1, z1q P `R˚` ˆ R˘2 ,
where K “ |p1 ´ Sq´1pr ´ r1, 0, z ´ z1q|2. First, let us remark that the points!
2 k
n´1π
)
kPZ
and
!
2 k
n`1π
)
kPZ
are the zeros of cospn¨q´ cosp¨q and that the function
g “ “K ` 2p1´ s2q´2rr1p1´ cosp¨qq‰´1{2 is strictly decreasing on s0, πr. Let us
define, θ2tn{2u :“ π and, for k an integer in r0, tn{2u´1s, θ2k :“ 2 kn´1π and θ2k`1 :“
2 k`1
n`1π which are all the zeros of cospn¨q´ cosp¨q in r0, πs, except θ2tn{2u if n is even.
Then, noticing that cospn¨q ´ cosp¨q is strictly negative on intervals sθ2k, θ2k`1r,
strictly positive on intervals sθ2k`1, θ2k`2r and that nθ2k “ 2kπ ` θ2k, we have
Tn “
tn
2
u´1ÿ
k“0
ż θ2k`1
θ2k
gpθqlomon
ągpθ2k`1qą0
pcospnθq ´ cos θqlooooooooomooooooooon
ă0
dθ `
ż θ2k`2
θ2k`1
gpθqlomon
0ă¨ăgpθ2k`1q
pcospnθq ´ cos θqlooooooooomooooooooon
ą0
dθ
ă
tn
2
u´1ÿ
k“0
gpθ2k`1q
ż θ2k`2
θ2k
pcospnθq ´ cos θq dθ.
If n “ 2 or n “ 3, this immediately leads to Tn ă 0. Otherwise, if n ě 4, we have
Tn ă
tn
2
u´1ÿ
k“0
gpθ2k`1q
ż θ2k`2
θ2k
pcospnθq ´ cos θq dθ
ă ´n´ 1
n
ˆ tn
2
u´2ÿ
k“0
gpθ2k`1q sin θ2k`2 ´
tn
2
u´1ÿ
k“1
gpθ2k`1q sin θ2k
˙
ă ´n´ 1
n
tn
2
u´1ÿ
k“1
rgpθ2k´1 ´ gpθ2k`1qsloooooooooooomoooooooooooon
ą0
sin θ2kloomoon
ą0
ă 0.
Thus we have just proved, for n ě 2 and σ “ ˘, that λn,σ
0
ą λ1,σ
0
“ 0, conse-
quently kerL`n,σ “ t0u.
This concludes the proof of Theorem 18. 
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