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A classical theorem of Riemann associates an abelian variety to the first 
cohomology group of any algebraic variety. The usefulness of these abelian 
varieties has motivated several attempts to understand higher cohomology 
groups in some analogous fashion. One of these attempts is a construction of 
Kuga and Satake [ 12, 71 which associates an abelian variety to the second 
cohomology group of a variety, if that second cohomology group satisfies 
certain hypotheses. These Kuga-Satake varieties have proved quite useful in 
the study of K3 surfaces, which satisfy the hypotheses necessary for the 
construction. 
If X is an abelian variety of dimension two (an “abelian surface”), then 
H’(X) also satisfies the hypotheses for the Kuga-Satake construction. Our 
purpose here is to compute the Kuga-Satake variety of such an X. We find, 
not surprisingly, that the Kuga-Satake variety is closely related to the 
original variety (see Theorem (4.3) and its corollaries for the precise 
statement). As a consequence, we can also compute the Kuga-Satake 
varieties of certain K3 surfaces closely related to X. To our knowledge, these 
are among the first explicit calculations of Kuga-Satake varieties. 
Our computation is a refinement of one of the classical sporadic 
isomorphisms of Lie groups. Written in terms of real Lie algebras, the 
isomorphism we employ is so(3, 3) z sZ(4, IR). This isomorphism was found 
by Cartan [2, pp. 354-3551, and has previously been used by Shioda [ 131 in 
the study of period maps of abelian surfaces. A version of this isomorphism 
valid over an arbitrary field was found by van der Waerden [ 15, pp. 2 l-221 
and Dieudonne [6, pp. 206-2071. Our main contribution is an analysis of the 
way in which this isomorphism (over an arbitrary field) affects both the 
related Clifford algebra, and certain reductive groups associated to the 
orthogonal and special linear groups. Once this is carried out, the iden- 
tification of the Kuga-Satake variety follows easily from the formalism 
introduced by Deligne 141. 
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Some notational conventions: A denotes a commutative ring in which 2 is 
not a zero-divisor, and Ax denotes the (multiplicative) group of invertible 
elements in A. If V and W are free A-modules of finite rank, then V* = 
Hom(V, A) denotes the dual, and 
I: Hom(V, IV) + Hom( W*, V*) 
denotes the transpose. GL(V) c Hom(V, V) is the group of invertible 
elements, so that the transpose restricts to 
‘: GL(V)+ GL(V*). 
/i’V = @A kV denotes the exterior algebra, and 
Ak: GL(?‘)-GL(AkV) 
is the natural map. If K is a field, then 6,,K denotes KX, considered as an 
algebraic group over K. 
1. HODGE STRUCTURES 
(1.1) Let K be a field. A (w, t)-group is a reductive algebraic group G, 
defined over K, together with morphisms 
w:G,,-+G 
t: G-, G,,, 
such that w is central and tw(x) =x-’ for all x E U?,,,. A (w, t)-morphism is 
a morphism p: G’ -+ G” defined over K which makes the following diagram 
commute: 
EXAMPLES. (1.1.1) Let V be a K-vector space of dimension Y, and II be 
an integer such that nr/2 E Z. Then 
T,(V)= {(g, y)E GL(V)x 6,,,:det g= yPnr’*} 
w(x)=(x” * lV,x-‘)Ez-,(Iq 
t(g,y)=y 
48 I /92/Z- 12 
456 DAVID R.MORRJSON 
defines a (w, t)-group. If f: V-+ W is an isomorphism of K-vector spaces, 
then the isomorphism r,(f): r,(V) -+ r,(W) defined by 
~ndf)(& Y) = Gfgf-‘7 Y) 
is a (tv, t)-morphism. 
(1.1.2) Define the twisted transpose ’ : r,(V) + r,( V*) by 
‘(g, Y> = W” tg-l, Y>. 
Since det(y-” ‘g-l) = yP”‘(det g))’ = Y-“~“, T is a (w, t)-morphism. 
(1.1.3) Let K = R, and let S be Cx considered as a real algebraic 
group. If we define w: R ’ + C ’ to be the natural inclusion, and t: Cx + R ’ 
to be the inverse of the norm, then S is a (w, t)-group. 
(1.2) Our interest in (w, t)-groups stems from the 
PROPOSITION. Let V be a real vector space, and n be an integer. Then 
the following data are equivalent: 
(1.2.1) a Hodge decomposition of V,= V@ 6: 
v, = @ Pq 
ptq=n 
such that Vp*q = Vq3* 
(1.2.2) a (w, t)-morphism p: S + r,(V). 
We call either piece of data a Hodge structure of weight n on V. 
Prooj This is a variant of a proposition of Deligne [3]. In our version, 
the equivalence is: given a Hodge decomposition V, = @I,,+~=~ Vp*4, define 
P: S -, r,(v) by 
pr,@(z)) v P,O = zPz’9vP.4 
t@(z)) = l/zZ 
for z E S, Vale E VpTq. (We are using the sign conventions of [3] and [4], 
rather than those of [5].) 1 
(1.3) Let A be a subring of R such that A @ Q is a field. Following 
Deligne [5, p. 2521, we define an A-Hodge structure to be a free A-module V 
of finite rank together with a Hodge structure on YR = V @ R. If B c E x Z, 
we say that an A-Hodge structure has type 8 if (p, q) & B implies that 
Vpqq = (0). We have the following well-known 
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THEOREM (cf. [S, p. 252; 10, Chap. 11). (1.3.1) The functor 
xi--+ {H’(X, Z), H’(X, C) = H1~o(X) 0 HO*‘(X)} 
is an equivalence of categories between (complex tori) and {Z-Hodge 
structures of type ((0, l), (1, O)}}. 
(1.3.2) Thefunctor 
x I--+ {H’(X, a), H’(X, C) = H’,O(X) 0 HO,‘(X)} 
is an equivalence of categories between {complex tori up to isogeny} and {Q- 
Hodge structures of type ((0, l), (1, O)}}. 
(1.4) Define a (w,t)-morphism ~k,,:r,(v)~r,,_,,(llkv) by 
$k,d& v) = (?Akg, Y>* 
PROPOSITION. Let X be a complex torus, and let p(X): S --+ r,(H’(X, R)) 
denote the Hodge structure on H’(X, R). 
(1.4.1) The Z-Hodge structure on the lth Tare twist Hk(X, Z)(l) of the 
kth cohomology group is given by the (w, t)-morphism 
$k,, o p(x): s + r,-,,(A kH1(X, R)). 
(1.4.2) Let Xv be the dual torus of X, and let 
f: H’(X, lR)* + H1(Xv, R) 
be the canonical isomorphism. Then p(X”) is the composite 
s - r,(H’(X, R)) T, Z-,(H’(X, R)*) = I-,(H’(X”, IR)) 
where T is the twisted transpose (1.1.2). 
Proof (1.4.1) (cf. Mumford [ 10, Chap. 1 I). Since X is a complex torus, 
Hk(X, Z) z A kH’(X, Z), and the Hodge decomposition is given by 
HP9q(X) = Ap(H1.‘(X)) @ Aq(Ho,‘(X)). 
This means that HpVq(X) is exactly the eigenspace of zpz’4 under the represen- 
tation 4k,0 o p(X), proving the statement for 1 = 0. For If 0, we merely need 
to note that 
and that #l,r induces the lth Tate twist. 
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(1.4.2) The inverse of the equivalence (1.3.1) is given by 
x = (HOJ(X))*/H,(X, Z) 
while 
xv = HOJ(X)/H’(X, H). 
This shows that 
f(HyX)*) = Hyx”) 
for p+q= 1. 
Write p(X)(z) = (g, y). Then g acts on HP.q(X) by z”P, so that ‘(g, y) = 
(y-’ fg-‘, y) acts on (kZp.q)* by zF/z z -z z p-q  q-p. This is the same as the 
action of p(X”) on HqYp(XV) = f(HPqq(X)*), so that 
AX”> = r,(f) o * O P(X). I 
(1.5) If V has even dimension r = 2m, define 
~::,(V)+r,(Horn(V, V)CiJHom(V*, V*)) 
by 
W(g,y)=((f~tf)O(~~-,--“g~‘4),Y). 
Then 
det((fb gf> 0 (4 w Y-’ ‘g-‘$1) 
= ((det g)(det(y-’ ‘g-l)))r 
= (y-nr/2y-nr/2)r 
_ -n(Zr9/2 
so that w is a (w, t)-morphism. 
PROPOSITION. Let X be a complex torus of (complex) dimension m, let 
V = H’(X, Z) and let p(X): S + r’,( V,) be the Hodge structure on X. Then 
the complex torus associated to the B-Hodge structure 
v 0 p(X): S --t ri(Hom(V,, V,) @ Hom(V*,, Vg)) 
is (XX XV)2m. 
Proof: Let e, ,..., e,, be a basis of V, and let e’,..., ezm be the dual basis 
of V*. Define 
wi={fEHom(V, V):f(ej)=Ofor allj#i} 
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and 
W/ = {Q E Hom( V*, V*): #(8) = 0 for all j f i). 
Then there is an isomorphism of L-modules 
Hom( V, V) 0 Hom( V*, I’*) z 0 Wi 0 @ W; . (*I 
Moreover, t@,(V)) preserves the decomposition (*), so that (*) induces a 
decomposition of Z-Hodge structures and complex tori, as follows. There are 
induced maps 
and 
defined by 
Wi(g, VI = (f i--, S. U> 
If Xi (resp. X;) is the complex torus associated to the Z-Hodge structure 
yi o p(X) (resp. wf 0 p(X)), then (*) becomes 
Yr nxi x FIxi’, 
where Y denotes the complex torus associated to w 0 p(X). 
Now consider the isomorphisms ai: Wi + I’, ai : W; -+ V* defined by 
ai =f(ei), af($) = $(e’). S’ mce Tr(ai) 0 vi is the identity, Xi z X. Also, 
r,(a;) 0 yfi = T, the twisted transpose (1.1.2), so that Xl z Xv by (1.4.2). 
Thus, (* *) becomes 
YrX2” x (XV)? I 
2. CLIFFORD ALGEBRAS AND KUGA-SATAKE VARIETIES 
(2.1) Let A be a commutative ring such that 2 is not a zero-divisor in A, 
let U be a free A-module of finite rank, and let Q be a quadratic form on U. 
The Clz&d algebra C(U, Q) is an A-algebra with identity with the following 
properties (cf. Bourbaki [ 1, Sect. 9.1 I). 
(2.1.1) UC C(U, Q), and a* = Q(U) . 1 for all u E U. 
(2.1.2) If B is an A-algebra with identity and rc: U-B is an A-module 
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morphism such that Z(U)’ = Q(u) . 1 for all u E U, then rc extends to a 
unique A-algebra morphism 72: C(U, Q) -+ B. 
(2.1.3) There is a unique algebra automorphism, 
a : C(U, Q> -, W, Q>, 
called the principal automorphism, such that a(u) = -u for all u E U. 
(2.1.4) There is a unique algebra anti-automorphism 
P: C(U, Q) + C(U, Q, 
called the principal anti-automorphism, such that /3(u) = u for all u E U. 
Associated to the Clifford algebra we also have the even Cltflord algebra 
Ct (U, Q) = {x E C(U, Q): a(x) =x} 
and the Clifford group 
C Spin(U, Q) = { g E C’ (U, Q): g is invertible and gUg- ’ = U}. 
(2.2) PROPOSITION. Suppose that A is afield with char(A) # 2 and Q is 
non-degenerate. Let 
w:G m,A --) c SPWL Q> 
be the inclusion A ’ c C Spin(U, Q), and define 
t : C Spin(U, Q) + G,+, 
by t(g) = (/3(g)g)-‘. Then C Spin(U, Q) is a (w, t)-group. 
Moreover, if we define r: C Spin( U, Q) + T,,(U) by 
r(g) = @ b gw’, @(g>g>-‘1 
then r is a (w, t)-morphism and 
r(C Spin(U, Q)) c SO(U, Q) X G,,, c SL(U) X G,,, = r,(U), 
where SO(U, Q) is the special orthogonal group of Q. 
Proof. If g E C Spin(U, Q), then p(g)g is an invertible scalar by [ 1, 
Sect. 9.5, Prop. 41 so that t is well-defined. 
If x E A x then p(x) = x; hence, 
t(w(x)) = @(x)x-’ =x-* 
so that C Spin(U, Q) is a (w, t)-group. 
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By [ 1, Sect. 9.5, Thm. 41, for each g E C Spin(U, Q) the automorphism 
u b gug-’ is in SO(U, Q). Hence, 
r(C Spin(U, Q)) c SG(U, Q> X G,,* 3 
and r is a (w, t)-morphism since det(u I-+ gug-‘) = 1. 1 
(2.3) Let C Spin(U, Q) act on C’(U, Q) by left multiplication. The 
corresponding map C Spin(U, Q) + GL(C+(U, Q)) extends in a natural way 
to a (IV, t)-morphism 
m: c Spin(U, Q)-+r,(C+(u, Q>>. 
THEOREM-DEFINITION (Deligne [4]). Let A = L (resp. A = a), let U be 
a free A-module, and let Q be a non-degenerate quadratic form on U. 
Suppose that 
P: s -+ ill 
is an A-Hodge structure of type ((1, -l), (O,O), (-1, l)} such that p(S) c 
SW,, Q> x G~,R c T,,(U,) and such that dim, U”-’ = 1. Then 
(2.3.1) There is unique (w, t)-morphism 
u: S -P C Spin(U,, Q) 
such that p = r 0 u, where r is the (w, t)-morphism deflned in (2.2). 
(2.3.2) The induced (w, t)-morphism 
m o u: S -+ T1(C+(UR, Q)) 
defines an A-Hodge structure of type {(l, 0), (0, I)} on C’(U, Q). 
The complex torus (resp. complex torus up to isogeny) associated to this 
A-Hodge structure is called the Kuga-Satake variety of p. 
3. SOME LINEAR ALGEBRA 
(3.1) Let A be a commutative ring such that 2 is not a zero-divisor in A, 
and let W be a free A-module of finite rank. Since W LZ W* *, we have 
*: Hom( W, W*) -+ Hom( W* *, W) z Hom( W, W*) 
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so that we may define 
Horn-W, W*) = (f E Hom(W, w*): ‘f = -f); 
Horn - ( W*, W) has a similar definition. 
(3.2) Now let V be a free A-module of rank 4, and let U= Horn-(V*, V). 
There are canonical isomorphisms 
A: AZV-+ u 
defined by 
,u: U* -+ Horn-(V, V*) 
LWK,>) = (Cl A C*)(x) for XEA*VyciE V*, 
iu(O(Ul)(~2) = &vu, A u*>> for ui E V, t E U*. 
For n E A4V*, we define a quadratic form Q, on U by 
Q,(u) = rl(n-‘@) *A-‘(u)) 
and let, Qtl be the associated bilinear form (using the conventions of 
Bourbaki [ 1 I): 
Q&1, ~2) = Q@, + ~2) - QW - Q(u2) 
= 2q(k’(u,) A n-‘(u,)). 
We also define ‘u, : U + Horn - (V, V*) by 
P-‘w,I(%M~2) = -@,(c u2). 
(3.3) The natural actions of GL(V) on A*V, U, U*, and Horn-(V, V*) 
can be written as follows: for g E GL(V), 
xw (A2g)x (xEA2V) 
24 F+ gu’g (u E U) 
r~%3! (rE u*> 
f~‘kzfk (f E Horn-(V, V*)). 
PROPOSITION. Let g E GL(V), x E A*V, < E U*, and u, u’ E U. Then 
(3.3.1) L((fI'g)(x))= gqxyg. 
(3.3.2) /4'&) = 'gdtk. 
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(3.3.3) Q,<guk) = @et g) Q,(u). 
(3.3.4) @,,(gu’g, gu”g) = (det g) @,,(u, u’). 
(3.3.5) Y,,( gu’g) = (det g) ‘g-‘Y,,(u) g-l. 
The proof is a straightforward computation which we omit. 
(3.4) PROPOSITION. For each u E U, 
u o F,,(u) = Q,(u) . l,, in Hom(V, V), 
and 
Y,(u) 0 u = Q,(u) . l,, in Hom(V*, V*). 
ProojI Fix u E U. Let e,, e2, e,, e4 be a basis of V, let e’, e2, e3, e4 be the 
dual basis of V*, and write 
q=ae’ Ae2 Ae3 Ae4 
for some a E A. By [ 1, Sect. 5.1, Thm. l] there exist g E GL(V) and a, p E A 
(depending on U) such that 
kl(gp’u’gp’) = ae, A e, +/?e3 A e4. 
We set U’ = g-l24 ‘g-l and will first prove the statement for u’. First, 
A-‘(u’) A A-‘(u’) = 2ape, A e2 A e3 A e4 
so that 
Q,(u’) = 2aap. 
On the other hand, if we define 
vij =~“-‘(YW>>@(ej A q>> 
= -2a(e’ A e2 A e3 A e4)(k1(u') A ei A ej) 
then 
w12 = -Wan = -24 
tp34 = -w43 = -2aa 
and all other vij’s are zero. Thus, the matrix of u’ is 
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(where J= ( -y A)), while the matrix of YJu’) is 
Compute the matrix of u’ o !F,,(u’): 
so that u’ o !Y,,(u’) = Q,(u’) . 1,. Similarly, the matrix of Y,(u’) o u’ is 
2a@( t ,“) so that Y,,(u’) o u’ = Q,(u’) . I “a. 
To return to the general case, we apply Proposition (3.3): 
24 0 Y&i> = (gu’ ‘g) 0 Y&p’ ‘g) 
= (det g)(gu’ ‘g) 0 ‘g-‘Y,,(u’) g-’ 
= (det g) g(u’ 0 YJu’)) g-’ 
= (det g> g(Q,@') . Iv> g-’ 
= (det g> Q,@') . 1, 
= Q,(@ ‘s> . 1, 
=Q,W 1, 
and similarly Yv(u) o Q,(u) . l,, . 1 
(3.5) Let us write elements of Hom(V@ V*, V@ V*) in the form 
( $; ;;;), where 
f,, E HONK 0 fi2 E Hom(V*, v> 
.A, E HONK v*), fz2 E Hom( V*, V*). 
Define A-module morphisms 
E,j% Hom(V@ V*, V@ V*)+ Hom(V@ V*, V@ V*) 
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and note that 5 is an A-algebra automorphism while j? is an A-algebra anti- 
automorphism. 
THEOREM. Define q, : U -+ Hom( V @ V*, V @ V*) 6y 
Then II, extends to an A-algebra morphism 
PI,,: C(U, Q,)- Hom(VO V*, V@ V*) 
such that 
n,(C+(U, Q,) c Hom(V, V) 0 Hom(V*, V*). 
Moreover, ly A is a Jield and r,~ # 0, then 
(3.5.1) 71, induces isomorphisms 
7c,: C(U, Q,) z Hom(V@ V*, V@ V*) 
71,: C’(U, Q,) r Hom(V, V) 0 Hom(V*, V*). 
(3.5.2) If we define 
Zn’, : C Spin(U, Q,) -+ Hom(V, V) X 6,,A 
KJ-4 = (prl(~,W CPWV> 
then 75, induces a (w, t)-isomorphism 
f,, : C Spin(U, Q,) 1 T,(V). 
(3.5.3) There are commutative diagrams of (w, t)-morphisms 
C Spin(U, Q,) ---ffL r,(V) 
I 
r 
I 
62.1 
I-,(U) To(l I-,(A2V) 
and 
C Spin(U, Q,) --% T,(V) 
I 
m 
I 
e 
TI(C+(U, Q,))= T,(Hom( V, V) @ Hom( V*, V*)) 
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in which the horizontal rows are isomorphisms, where #2,1, w, r, and m are 
as defined in (1.4), (IS), (2.2), and (2.3), respectively. 
ProoJ By Proposition (3.4), 
Thus, by (2.1.2), 72, extends to an A-algebra morphism 
n, : C(U, Q,) + Hom( V@ V*, V@ V*). 
Let a be the principal automorphism of C(U, Q,), so that 
c+(U, Q,) = (x E C(U, Q,>: a(x) =x1. 
For u E U, @Z,(U)) = rc,,(-U) = z~(cx(u)). The equality E o z, = 71, 0 a must 
extend to an equality of A-algebra morphisms, so that 
But since 2 is not a zero-divisor in A, the right hand side is Hom(V, V) @ 
Hom(V*, V*), proving the second statement. 
Similarly, if b is the principal anti-automorphism of C(U, Q,), we have 
&X,(U)) = X,@(U)) for 1.4 E U, so that ,8 0 rc, = rr, 0 /I as A-algebra anti- 
morphisms from C( U, Q,) to Hom( V 0 V*, V 0 V*). 
Suppose now that A is a field and r # 0. 
(3.5.1) Since r # 0, Q, is non-degenerate. Thus by [ 1, Sect. 9.4, Cor. 
a Thm. 21, C(U, Q,) is a central simple A-algebra. Since rc, 1” # 0, z,, must 
be injective. But 
dim,(Hom(V@ V*, V@ V*)) = 64 = dima(C(U, Q,)), 
so that rc, is an isomorphism. 
Since 71, is an isomorphism, the inclusion in (*) becomes an equality, so 
that 
z,,: C+(U, Q,) r Hom(V, V) 0 Hom(V*, v*). 
(3.5.2) Let x E C Spin(U, Q,), let y = t(x) = @(x)x)-‘, and write 
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Then 
so that ‘gh=y-’ . l,,, and h=y-“g-‘. Thus, if we define 
7: Hom(V, V) x G,,, + Hom( V, V) 0 Hom( V*, V*) by 
a, Y> = g ( 0 0 Y-l ?-' 1 
we have 7% IC Spin(u,Q,) = 7 0 77,. In particular, 77, is an isomorphism onto its 
image. 
We identify Im(Z,) as follows. y = r(g, y) E q,(C Spin(U, Q,)) if and only 
if y;~z,Ju) y-l E q(U) for all u E U. Now 
m&4 Y-l = ( 0 guy ‘g y-’ fg-‘Y,(u)g-’ 0 1 
which is in z,(U) if and only if 
YJPY ‘g)= y-l ‘g-‘YJU) g-l. 
But 
Y,(w ‘d = yY,(gu ‘d = y(det g> fg-1FJ4 6. 
Thus, (g, y) E Im(&) if and only if 
Y -’ = y(det g) 
which is true if and only if (g, y) E r,(V). Hence, 75, is an isomorphism 
from C Spin(U, Q,) to r,(V). 
That i?,, is a (w, t)-morphism now follows easily from the fact that t(x) = 
@(x)x)- ’ for x E C Spin(U, Q,), while t( g, y) = y for (g, y) E r,(V). 
(3.5.3) To check the first diagram, let x E C Spin(U, Q,). If Z,,(x) = 
(g, y), then the proof of (3.5.2) shows that 
%l(x> Q4 n,(x)-’ = qguy ‘g). 
Thus. 
r(x) = (24 b xux-‘, @(x)x)-‘) 
= (u ++ guy ‘g, Y). 
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On the other hand, 
by (3.3.1). 
To check the second diagram, again let x E C Spin(U, Q,) and n,(x) = 
(g, v). Then 
w(7t”JxN = V(& Y> = ((.++a-) 0 (4 ++ .I-’ ‘g-14, Y)> 
while 
so that u/(?,(x)) = r,(n,)(m(x)). m 
4. KUGA-SATAKE VARIETIES OF COMPLEX SURFACES 
(4.1) Let X be a compact Kahler manifold of (complex) dimension 2, 
such that dim, H**‘(X) = 1. Let A = H (resp. A = a), and suppose that 
H*(X, A) is a free A-module (which is automatically true if A = G). Let 
NS(X) c H’(X, Z) be the Neron-Severi group of X, and TX = NS(X)‘c 
H’(X, Z) be the lattice of transcendental cycles. 
Given a subgroup N c NS(X) and a non-zero q E H4(X, A), define a 
quadratic form Q, on H*(X,A) by 
Q,(x) = (x * x)(v), 
and let W = N1 c H*(X, A). Since NS(X) c H’*‘(X), there is an A-Hodge 
structure on the Tate twist W(1) 
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such that WIV-’ g Z-I**‘(X). Thus, dim, IV’*-’ = 1; moreover, the associated 
representation p satisfies 
P(S) = SO(W1h-o Q,> x Gn,, 
so that by (2.3), there is a Kuga-Satake variety KS@, N, ‘I) associated to 
the A-Hodge structure p, which is a complex torus (resp. a complex torus up 
to isogeny). 
(4.2) The definition of Kuga-Satake varieties we have given in (4.1) is a 
generalization of definitions of Kuga-Satake [12], [7] and Deligne [4], 
which treated the case of an algebraic K3 surface. For those authors, N is 
the Z-span of the class of an ample divisor on X, and as a consequence the 
complex torus they construct is an abelian variety. Kuga and Satake use the 
fundamental class [X] E H,(X, Z) as q, while for Deligne, q = -f [Xl. 
(4.3) Let - denote an isogeny of complex tori. Our main result is the 
THEOREM. Let X be a complex torus of dimension 2, and let v be a non- 
zero element of H4(X, Q). Then 
KS@, (0), r]) - (XX Xv)4. 
Proof. Let V = H’ (X, a) and let p(X): S + r,( V,) be the Hodge 
structure on H’(X, R). By (1.4.1) the Hodge structure on (1) is given by 
&, o p(X); we may interpret this as a Hodge structure on 
U = Horn-(V*, V) by means of r,(A) o #*,, 0 p(X). 
By (2.3.1), there is a unique (w, t)-morphism 
u: S + C Spin(U,, Q,) 
such that f,(A) o &, o p(X) = r o u. The first diagram in (3.5.3) then 
guarantees that 
By (2.3.2), the Hodge structure of KS(X, (0), v) is given by m 0 cr. By the 
second diagram in (3.5.3), 
Since I’,(rc;‘) is an isomorphism, we see that the Hodge structure on 
KS(X, (0), v) is in fact given by w o p(X). But now Proposition (1 S) tells us 
that 
KS(-& CO), r) - (Xx Xv)4. I 
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Remark. If r,~ = [X] E H4(X, Z), then it is not too hard to show that the 
isogeny KS(X, (0), ‘I) + (X x Xv)4 is induced by a surjective homomorphism 
KS(X, (O), II) -+ (X x XVI4 
whose kernel is contained in the 2-torsion subgroup of KS(X, (0), II). 
(4.4) To derive some consequences of the theorem, we will need the 
LEMMA (Kuga-Satake [ 71). If N c N’ c M(X), and d = dimo((N’/N) 
@ Cl), then 
KS(X, N, v) - (KS(X, N’, v))2d. 
(4.5) COROLLARY. Let X be an abelian surface, and let N be the Z-span 
of the class of an ample divisor. Then 
KS(X, (O), r) -22 
KS(X, N, q) -X4. 
Proof. X is isogeneous to Xv so that (XX Xv)4 -X8 and the first 
statement follows from Theorem (4.3). 
By Lemma (4.4), 
KS@‘, Ns>’ - KfW, (01, s> -x8 
so that KS(X, N, q) -X4. 1 
(4.6) A K3 surface 2 is a Kummer su+ce if there is a complex torus X 
and a birational morphism Z-+X/(+ 1) which is a minimal resolution of 
singularities. 
COROLLARY. Let Z -+ X/(+ 1) be a Kummer surface. Then 
KS(Z, (0), rj) - (X x Xv)2’*. 
ProoJ: By Shioda-Inose [ 141, the rational map X-+ Z induces an 
isomorphism of H-Hodge structures T, 2 T, which multiplies the inter- 
section form by 2. Thus, 
KS(Z, NS(Z), rl) = KS(X, NS(X), 211). 
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If we let p = dimo(NS(Z) @ Q), then p - 16 = dimo(NS(X) @ Q!). Applying 
(4.3) and (4.4), we get 
KS(Z, (O), a) - KS(Z m(z), rY 
- KS(X, NS(X), 2y)2p 
- KS(X, (O), 2?/y 
- (X x x”)4.216. I 
(4.7) An algebraic K3 surface Z has a Shioda-Inose structure (cf. [ 81) if 
there is an abelian surface X and a rational map of degree 2 Z -+ X/(k 1) 
which induces an isomorphism of iii-Hodge structures T, ‘1 T, preserving the 
intersection forms. 
COROLLARY. Let Z be an algebraic K3 surface with a Shioda-Inose 
structure Z + X/(+ 1). Then 
KS(Z, (0), q) -X219. 
Proof: Let p = dim&G(Z) @ Q) so that p - 16 = dim&VS(X) @ Q). 
Applying (4.4) and (4.5), we get 
KS@, (01, r> - KW, NV), r>*’ 
- KS(X, M(X), q)‘” 
- KS(K (01, ~9~‘~ 
-x*.2’6. 1 
(4.8) As a generalization of (4.7), let us say that the algebraic K3 surface 
Z and the abelian surface X are isogenous if there is an isomorphism 
T, @ Q z T, @ Q preserving Hodge structures and intersection forms. 
(Mukai [9] has recently proved that any such isomorphism is induced by an 
algebraic correspondence between Z and X, as conjectured in [ II] and [8].) 
COROLLARY. If the algebraic K3 surface Z is isogenous to the abelian 
surface X, then 
KS(Z, (0), q) -X219. 
The proof is the same as that of the previous corollary. 
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5. ENDOMORPHISM RINGS AND N~RON-SEVERI GROUPS 
In this section, we will apply our previous results to relate the 
endomorphism ring of an abelian surface to its Ntron-Severi group. 
(5.1) Let X be an abelian variety. X is simple if it is not isogenous to a 
product of abelian varieties of lower dimension. Given an arbitrary abelian 
variety X, there is a unique decomposition (up to isogeny) 
x - Xl;’ x *. . x x2, 
where each Xi is simple, and the Xi’s belong to distinct isogeny classes. 
Let End(X) be the endomorphism ring of X, End’(X) = End(X) @ Q, and 
NSO(X) = N&!?(X) 0 Q. 
PROPOSITION (cf. Mumford[lO, pp. 174, 189-1901). (5.1.1) If X is 
simple, then End’(X) is a division algebra over Q with an involution. 
NS’(X) can be identified with the subspace of End’(X) fixed by the 
involution. 
(51.2) Ij-x-x;1x ... x Xl;” is the decomposition into simple factors, 
then 
End’(X) g M,,(End’(X,)) x ... x Mrk(Endo(Xk)), 
where M,(D) denotes the algebra of r X r matrices with coefficients in D. 
(5.2) Endomorphism algebras of simple abelian varieties have been 
classified by Albert (cf. Mumford [ 10, pp. 201-2031). The result for abelian 
surfaces is as follows. 
PROPOSITION. Let X be a simple abelian surface. Then NS’(X) c 
End’(X) is one of the following: 
(5.2.1) NS’(X) = End’(X) = Q, 
(5.2.2) NS’(X) = End’(X) = CB(fi), for some d > 0, 
(5.2.3) N,!?‘(X) = Q(fl) f or some d > 0, and End’(X) is a totally 
imaginary quadratic extension of Q(fi), 
(5.2.4) End’(X) is a quaternion division algebra D such that D @ R z 
M,(lR), and dimo(NS’(X)) = 3. 
(5.3) Let A be a ring in which 2 is not a zero-divisor, and let (H, Q,) be 
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the hyperbolic plane over A, that is, H is a free A-module of rank 2 which 
has a basis in which the matrix of Qi is 
01 ( ) 10. 
PROPOSITION. Let K be afield of characteristic dlflerent from 2, let U be 
a K-vector space of dimension n, and let Q be a non-degenerate quadratic 
form on U. 
(5.3.1) If n = 3, then C+(U,Q) is a quaternion algebra over K. 
C + (U, Q) is a division algebra if and only if Q does not represent zero, and 
C+ (U, Q) g M,(K) if and only if Q represents zero. 
(5.3.2) If n = 4, and (U, Q) z (U’, Q’) 0 (H, QH), let A be the 
discriminant of Q. Then 
if and only if A is a square, and 
C+(K Q, 2 WWh’%) 
if and only if A is not a square. 
Proof. The first statement follows directly from [ 1, Sect. 9, Ex. 151. For 
the second statement, let u E U’ be a vector such that Q(u) # 0, and let 
(ul, Q,) be the restriction of Q to u ‘. By [l, Sect. 9, Ex. 161, C’(U, Q)? 
Ct (u’, Q,) @ Z, where Z is the center of C+(U, Q). Since U z U’ 0 H, 
(Us, Q,) represents zero, so that Ct (u’, Q,) ?? M,(K) by (5.3.1). On the 
other hand, it is easy to see that Z = K(x)/(x’ -A), so that if A is a square, 
then 
C+ (U, Q) z M,(K) @ (K @ K) r M,(K) @ M,(K) 
while if A is not a square, then 
C+(U, Q)rM,(K)OK(~)~:--2(K(~)). 1 
(5.4) Let X be an abelian surface, NS(X) be the N&on-Severi group of X, 
and r = f [X] E H4(X, Q) so that Q, is the standard “intersection form” on 
H2(X, Z) and on NS(X). Let p(X) = dimo(NS’(X)). 
THEOREM. (5.4.1) X is simple if and only if (M’(X), Q,) does not 
represent zero. 
(5.4.2) rfX is simple, then p(X) < 3. 
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(5.4.3) ZfX is simple and p(X) = 2, then either End’ X) g a(@), or 
End’(X) is a totally imaginary quadratic extension of a( \/( A), where -A < 0 
is the discriminant of (NS’(X), Q,). 
(5.4.4) Zf X is simpZe and p(X) = 3, then End’(X)? C+(NS’(X), 
-Q,), which is a quaternion division algebra. 
Proof. If X is not simple, then X contains an elliptic curve E. We have 
Q,(lE])=E.E=O, so that (NS’(X), Q,) represents zero. 
Next note that (5.4.2) follows directly from the description of 
endomorphism rings in (5.2). Note also that if p(X) = 1, then X must be 
simple, and (NS’(X), Q,) does not represent zero. 
Suppose that X is simple, and let p =p(X). By (4.4) and (4.5), 
KSGK NW0 v>” - KS(X, (O), q) -x8, 
so that 
KS(X, NS(X), q) -X2’-‘. 
Thus, by (5.1.2), 
MZz-,(End’(X)) 2 End’(KS(X, NS(X), II)). 
On the other hand, it follows from 14, (3.3.3)] that 
End'(KS(X, NS(X), r ) = C+(T, 0 Q, QJ. 
If p = 2, by [8, (1.9) and (2.6)], 
CT,, Q,> =PW3 -Q,> 0W, QH). 
Since the discriminant of (T,, Q,) is A, we get by (5.3.2) that 
M,(End’(X)) 2 C+V', 0 Q, Q,) 
and that 
C+ G’-x 0 Q Q,> g M*(Q) 0 M&Q) if A is a square, M2(Qn(~)) if A is not a square. 
But End’(X) is a field K by (5.2.2) and (5.2.3) so that M,(End’(X)) z 
M,(K). Thus, A is not a square (which implies that (NS’(X), Q,) does not 
represent zero) and K 1 a(@), giving the description in (5.4.2). 
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If p = 3, then 
End’(X) 1 C + (7’, @ Q, Q,). 
But by (5.2.4) and (5.3.1), these are both quaternion algebras over Q, so that 
they must be equal. By (5.1.1), since X is simple, End’(X) is a division 
algebra. Thus, by (5.3.1), (TX @ Q, Q,) does not represent zero. 
Using [8, (1.9) and (2.6)] again, we find that 
so that 
End’(X) g C + (AS’(X), -Q,) 
and (NS’(X), Q,) does not represent zero. m 
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