Abstract. Performing high accuracy hybrid functional calculations for condensed matter systems containing a large number of atoms is at present computationally very demanding -when not out of reach -if high quality basis sets are used. We present a highly efficient multiple GPU implementation of the exact exchange operator which allows hybrid functional density-functional theory calculations with systematic basis sets without additional approximations for up to a thousand atoms. This method is implemented in a portable real-spacebased algorithm, released as an open-source package. With such a framework hybrid DFT calculations of high quality become accessible on state-of-the-art supercomputers within a time-to-solution of the same order of magnitude as traditional semilocal-GGA functionals.
Introduction
Density-functional theory (DFT) in principle is not an approximation, and should produce the exact groundstate energy and density, but in practice the crucial contribution, namely the exchange-correlation (XC) energy, is provided by an effective and therefore approximated, functional. Unsurprisingly, the quality of the result when compared to experiment depends on the quality of this approximation.
A bibliographic search (see Appendix B) reveals that some 80 to 90 percent of all density-functional calculations conducted over the last 5 years in the chemistry community with Gaussian-basis codes such as Gaussian [1] or NWChem [2] use highly accurate hybrid functionals. Among the most popular and widely used are B3LYP [3, 4] , PBE0 [5] and HSE06 [6] to name a few. These calculations use the best available functionals, however the total accuracy is limited by the size of the Gaussian basis set which cannot be taken to be very large in these calculations, because of the high computational cost. The most widely used basis set (in more than 90% of the publications analyzed) in such hybrid functional calculations is the 6-31G basis set which gives for instance atomization energy errors of about 30 kcal/mol †, i.e. about 30 times worse than the desired chemical accuracy [7] , see for instance Jensen et al. [8] . It is not surprising that one of the most accurate basis sets, AUG-cc-pV5Z, which provides in most cases chemical accuracy, is used in less than 2 percent of the hybrid functional calculations because it is computationally prohibitive.
In contrast to Gaussian-type basis sets, systematic basis sets such as plane waves or wavelets allow one to approximate the exact solution with arbitrarily high precision and with a moderate increase in cost within the adopted methodological framework. The framework is in this case the chosen exchange correlation functional together with the pseudopotential or PAW scheme [9, 10] . The latest generations of pseudopotentials and PAW schemes are able to deliver essentially chemical accuracy [7] such that they do not compromise the overall accuracy of the calculation [11] . Moreover the number of KS orbitals considered in allelectron quantum chemistry codes is much larger than in pseudopotential approaches, where one has to consider only valence and possibly semicore states. By far the most popular codes based on systematic basis sets are the plane wave codes used preferentially in materials science and solid state physics such as QuantumEspresso [12] , VASP, [13] and abinit [14] .
However, less than 10 percent of the production †See NIST website for the enthalpy of atomization (experimental values), http://cccbdb.nist.gov/ea1.asp results coming from these codes employ hybrid XC functionals. The main reason is that, for typical systems, hybrid functional calculations are one to two orders of magnitude more expensive than DFT-GGA calculations. It is therefore hardly possible, due to limited computer resources, to afford the computational power needed for such a treatment without introducing additional approximations of the treatment, which might spoil the precision of the result in an unpredictable way. In other terms, even though accuracies that are very close to the desired chemical accuracy are in principle possiblethanks to the availability of high quality basis sets as well as accurate exchange correlation functionals -calculations that really attain this accuracy are still rare because of the high numerical cost for such simulations. Unsurprisingly the great majority of studies therefore still rely on local and semilocal LDA/GGA functionals.
As anticipated, one way to circumvent the price that one has to pay for hybrid calculations is to exploit approximations or use a reduced representation of a set of KS orbitals. It has been shown by Gygi [15] that the algebraic decomposition of the matrix of wave-function coefficients provides a linear transformation which optimally localizes wave-functions on arbitrary parts of the basis set. This methodology drastically reduces the cost of hybrid-PBE0 calculations. However, the speedup reached by deploying three-dimensional subspace bisection algorithms depends to a great extent on the degree of localization given by a tolerance that controls the quality of the results [16] . More recently, Lin [17] also used adaptive methods to compress the Fock-exchange operator, which also reduced the computational time associated with the calculation of this operator while not losing accuracy. However, these compressed methods are tailored for self-consistent field (SCF) optimizations based on a density-mixing scheme, on which the compression is performed for a given choice of the KS orbitals. This makes them unsuitable for use in less expensive SCF approaches like a direct minimization scheme, which are of utmost importance, for instance, in accurate and efficient abinitio molecular dynamics trajectories. Thus, in order to study larger systems and more complex materials, we need to account for the requirements of a systematic basis set, computational affordability and algorithms without adjustable parameters.
In this work, we present a highly efficient GPU implementation of a real-space based algorithm for the evaluation of the exact exchange, which reduces the cost of hybrid functional calculations in systematic basis sets, without any approximation, by nearly one order of magnitude.
Algorithm and Implementation
We start this section with a brief introduction of the main quantities which will be the subject of analysis in the rest of the paper. In the (generalized) KS-DFT approach the one-body density matrix of the system is defined in terms of the occupied KS orbitals ψ i :
where we explicitly specify the (collinear) spin degrees of freedom with the index σ =↑, ↓, together with the occupation number f i,σ . The system's electrostatic density is evidently the diagonal part of F , i.e. ρ(r) = σ F σ (r, r). The calculation of the exact exchange energy E X requires a double summation over all the N occupied orbitals
where we have defined ρ
The diagonal (i = j) contribution to E X exactly cancels out the Hartree electrostatic energy E H [ρ]. The action of the Fock operatorD X to be added to the KS Hamiltonian directly stems from the E X definition:
where we have defined
that is the solution of the Poisson's equation
In a KS-DFT code which searches for the ground state orbitals, one has to repeatedly evaluate, during the SCF procedure, for a given set of ψ i,σ (r), the value of E X as well as the action of the corresponding Fock operatorD X on the entire set of occupied orbitals.
If each orbital ψ j,σ (r) is written as a linear combination of M Gaussian basis functions, a straightforward evaluation of the exact exchange energy has an M 4 scaling. Such a scaling might constitute a severe limitation for calculations with highly precise basis sets, where diffuse functions are needed to approach completeness. As a consequence the exact exchange becomes extremely expensive to calculate when very high quality atomic basis sets are used. Plane wave and wavelet basis set densityfunctional codes evaluate the exact exchange in a different way. They form all the N (N + 1)/2 charge densities ρ σ ij (r) and then solve the Poisson's equation for each of them. Then the operator of Eq. 3 can be evaluated as well as the value of
The scaling of these operations is therefore O(N 2 ) multiplied by the scaling of the Poisson's equation, which is generally of O(N logN ) for typical Poisson solvers used in the community.
For large systems which exhibit the nearsightedness principle, exponentially [18] localized orbitals φ α (r) can be constructed [19] to represent the density matrix in terms of the matrix K:
where we omit for simplicity the spin index and consider all the KS orbitals as real functions. After truncation within a localization region they can be used for the calculation of the Hartree exchange term. In this case the matrix K becomes sparse so that the scaling reduces to a scaling proportional to N with a very large prefactor:
More precisely the scaling is given by N log(N )m 3 where m is the number of local orbitals for which the factor K αγ K βδ is nonzero. The method we have developed could in principle also exploit orbitals constrained to localization regions, however we do not present such results since we are instead concentrating on optimization aspects for a given fixed simulation region.
Calculation Steps
The starting point for evaluating the exact exchange terms (Eqs. 2, 3) is the construction of the electrostatic potentials arising from the co-densities,
for each pair of orbitals i and j. In the following we omit for simplicity the spin index σ. We here describe the communication mechanism implemented to calculate the entire set of the ρ i,j (r).
For a pool of P MPI processes each labelled by p = 0, · · · , P −1 we assume that each process owns a subset of orbitals ψ ip (r). Such a process is clearly able to calculate the ρ ip,jp codensities and the corresponding V ip,jp .
While performing such calculations, each process also sends (receives) the orbitals to (from) the p ± 1 mod P process. Once this communication is terminated, the process p is also capable of calculating ρ ip,jp−1 and V ip,jp−1 . The latter transition potential is Figure 1 . Sketch of the round-robin parallelization scheme used to calculate E X from Eq. 2. Each communication step is overlapped with the calculation of the Poisson's equation for the data that was communicated in the previous step. The advantage of the GPU-Direct scheme is illustrated in the bottom panel. GPU buffers are explicitly passed to MPI routines instead of sending data back and forth to the GPU.
of interest at the same time for calculating the value of E X and the action ofD X on both the orbitals ψ ip and ψ jp−1 . For this reason, once calculated, all the potentials V ip,jp−1 are sent back to the p − 1 process for the partial calculation ofD X |ψ ip−1 . Such a procedure is repeated [P/2] + 1 times, where at each step s each process communicates with the p ± s mod P MPI processes of the same pool. A schematic of this communication procedure is illustrated in Fig. 1 .
The Calculation Kernels on Graphics Processing
Units Since the orbitals represent substantial data packets the communication cost of this step is significant. Therefore, the communication is overlapped with the calculation using the data communicated at the previous step, thereby hiding the cost of the communication. The entire calculation procedure is decomposed into the following subprograms (kernels):
• Kernel 1: Calculate the charge density
• Kernel 3: Obtain the energy density and gradient by multiplying V i,j (r) with ρ i,j (r) or ψ j (r) and ψ i (r) respectively.
When a GPU accelerator is available, the above operations can be accelerated considerably with respect to the equivalent CPU kernels. For what concerns the communication scheduling, best performance was obtained using non-blocking Isend/Irecv MPI communications and by taking advantage of the streaming capacities of GPUs, allowing the MPI library to perform the necessary tasks in the background. One-sided remote memory access (RMA) communications were evaluated and found to be slower on the tested machine and MPI implementations. This may however change depending on the communication libraries, the network or the tested cluster, and so this communication scheme can be turned on through an option in the input file if required. The Isend/Irecv scheme also has the advantage that it is applicable if using localized orbitals, which lead to unstructured communication patterns.
Poisson Solver Most of the numerical work is done in kernel 2.
For this step we use the established approach based on interpolating scaling functions [20, 21] , which has also been ported to GPU [22] . The basic advantage of this approach is that the real-space values of the potential V ij are obtained with very high accuracy on the uniform mesh of the simulation domain, via a direct solution of Poisson's equation by convolving the density with the appropriate Green's function of the Laplacian. The Green's function can be discretized for the most common types of boundary conditions encountered in electronic structure calculations, namely free, wire, slab and periodic. This approach can therefore be straightforwardly used in all DFT codes that are able to express the densities ρ ij on uniform real-space grids. This is very common because the XC correlation potential is usually calculated on such grids. This approach has already turned out in its parallel CPU version to be fastest under most circumstances [23] and is therefore integrated in various DFT codes such as abinit [14] , CP2K [24] , octopus [25] and Conquest [26] . Recently this Poisson solver has been extended to also include electrostatic environments [27, 28] .
The convolution is performed exactly with N log(N ) operations using Fourier techniques, in which appropriate padding is employed in order to avoid any supercell effects. In our GPU implementation we use the cuFFT library from NVIDIA. This leads to an efficient implementation of the Poisson solver, as described in Ref. [22] . Such a GPU-based implementation of the Poisson solver already gives a gain in speed over the CPU version, but the speed-up us limited by the large amount of host-GPU communication in such a simple scheme where the data are stored on the host memory.
GPU Direct Communication
Since large scale density-functional calculations are typically done on massively parallel computers, one clearly also has to exploit such architectures for hybrid functional calculations. Even if all the floating point operations are performed on a GPU, part of the efficiency would be lost in a parallel run if the data have to be transferred to the CPU for the MPI communication calls. For this reason we use the GPUDirect communication scheme which allows the MPI calls to be performed on the GPU.
Host-GPU communications have always been one of the main issues with GPU acceleration. However, the Nvidia GPUDirect technology allows the acceleration of communication between GPUs by reducing or eliminating transfers between device memory, host memory and network buffers. It also provides an extension for MPI libraries, to use GPU memory directly in MPI communications, thus hiding the retrieving of the buffer from the user. The third version of GPUDirect, which is the most recent, allows the complete bypass of copies to the host memory, by connecting the GPU directly to the network card. This technology is currently available in most supercomputer centers, including the CSCS cluster Piz Daint. Moreover, Cray's MPI implementation allows the use of this copy-free method without changing a CUDA-aware MPI code.
Using this capability we have an almost perfect overlap of communication and computation, hiding data transfer involving the GPU. The GPU occupancy during the exact exchange step is over 80%, with cuFFT kernels of the Poisson solver accounting for around 65% of this GPU time.
Using this optimized GPU to GPU MPI communication gives a speedup of three compared to the standard CPU based MPI communication used in the previous GPU implementation.
Tests and Case Studies
We tested our approach on two different materials, to consider two opposing scenarios: a standard benchmark system with few electrons that allows us to put our results into context by comparing with other publications, and a highly challenging system with many electrons. For the former, we used H 2 O, with sizes ranging from 64 to 512 molecules. For the latter, we investigated uranium dioxide (UO 2 ), which plays a central role in nuclear fuel, and is both a technologically important and scientifically interesting material, with simulation challenges that go beyond the need for a hybrid functional, as discussed below. Fig. 2 All DFT calculations were performed with the BigDFT code [20, 29, 30] , which uses a systematic wavelet basis set. As the basis functions used in our calculation do not depend on the atomic positions of the systems, no Pulay terms have to be computed for the forces on the atoms. In other terms the calculation with hybrid functionals does not generate additional terms for the evaluation of the atomic forces other than the conventional Hellmann-Feynman terms. The exchange-correlation functionals used were GGA-PBE [31] and hybrid-PBE0 [5] . The pseudopotentials used were of the HGH form in the Krack variant [32] .
In order to compare performance across different architectures, including both CPU and CPU-GPU, we employed three different parallel supercomputers. The machines used were the XC-30 and XC-50 Piz Daint supercomputers hosted by the Swiss national supercomputing center (CSCS), Lugano, together with the Mira Blue Gene/Q cluster at the Argonne Leadership Computing Facility (ALCF). For further details about the machines and calculation setups see Appendix A.
To give an idea of the computational workload of our calculations we have written in Table 1 the number of evaluations of the Poisson solver that the calculation of E X andD X (for a single wavefunction iteration) requires for the systems considered in these benchmarks.
To ease the understanding of our results, we use in the following the factor γ, defined as the ratio of walltime between a ground-state, self-consistent evaluation between a hybrid PBE0 and a semilocal PBE ground state energy and forces evaluation. Since in our benchmarks the calculations are performed with the same number of wavefunction iterations such a factor is a reliable evaluation of the relative wall-time increase for PBE0 with respect to a PBE calculation. The reported timings in the following were obtained from BigDFT's internal profiling routines, which links to the standard library with real-time functions librt. These timings are in agreement with those obtained from Cray's Craypat tool and Nvidia profilers.
H 2 O
Internal coordinates of H 2 O molecules were relaxed for different supercells and with both PBE and PBE0 functionals. Calculations were Γ-centered single kpoint, using a grid spacing of 0.35 Å to reach convergence in the ionic forces of less than 2 meV/Å. Pseudopotentials were constructed using the PBE approximation to the exchange and correlation with a single valence electron for hydrogen and 6 valence electrons for oxygen.
MD Energy Conservation
The first check was to verify the energy conservation in molecular dynamics (MD) trajectory calculations. This benchmark was conducted on 64 H 2 O molecules (192 atoms) with a starting temperature of 300 K and was evolved for more than 1000 steps on which wavefunction optimization was converged. These calculations represent a real production run with tight parameters and were conducted in Piz Daint (XC50). In Fig. 3 the top panel shows the kinetic energy and the bottom panel shows the normalized total energy per MD-step. The energy is conserved for a large number of steps for both PBE and hybrid PBE0. The absence of energy drifting in the normalized energy is a clear evidence that energy and forces are accurately determined.
While the use of PBE does not represent a challenge for any ab-initio molecular dynamics code, the use of hybrid PBE0 has until now been impossible for such large systems that require too many MD steps. This is now feasible thanks to the great reduction in time for optimized MD steps. The PBE and PBE0 timings obtained for H 2 O as a function of the number of calculated molecules are summarized in Table 2 . It is worth mentioning that the hybrid-PBE0 energies are accurately determined for a large number of atoms, while the absence of any adjustable parameters makes our approach suitable for tackling biological systems and nanostructures.
UO 2
It is well known that standard Kohn-Sham DFT at the LDA or GGA level fails to handle self-interactions present in transition metal oxides, Mott Hubbard insulators and rare-earth materials. This situation is particularly bad for systems with partially occupied d or f shells, such as UO 2 , and may lead to incorrect (metallic) ground states for insulating systems. Indeed, the self interaction or delocalization error reduces the attractive potential, resulting in a rather extended orbital that increases its hybridization, therefore failing to capture the correct physics of the system. The problem is frequently circumvented by adding ad-hoc terms to the KS Hamiltonian, modelling the on-site electronic iterations, whose strengths are usually called U and J. However, these on-site interactions are adjustable parameters and it becomes more challenging to use this approach for predicting properties of materials. Hybrid functionals, on the other hand, which incorporate exact-exchange to the Kohn-Sham energy, also correct this self-interaction error without the need for additional, system-dependent parameters.
Because of the relative computational costs, the vast majority of studies on UO 2 have thus far focused on DFT+U, although there have been some hybrid calculations either for a full hybrid approach [33, 34, 35] or using the "exact exchange for correlated electrons" (EECE) approach [36, 37] .
However these were restricted to small cells.
3.2.1.
Metastable states and Occupancy Control Aside from the need for a DFT+U or hybrid functional treatment for UO 2 , another major complication arises, namely the existence of metastable states. These result from the many different combinations of orbitals that the two f -electrons of each uranium atom can occupy, which act as local minima. Both DFT+U and hybrid functional calculations easily become "trapped" in these local minima and therefore end up converging to different solutions for different initial guesses. These metastable states can have widely varying energies and band gaps, so that convergence to a metastable state can significantly affect the accuracy and reliability of the simulation. A number of schemes for countering the problem of metastable states have been proposed, as summarized in Ref. [38] .
One of the most popular is the occupation matrix control (OMC) scheme [39, 40, 41] , which is used to explore different metastable states by imposing various occupancy matrices. The systematic approach of the OMC forms the basis of its appeal, however it can require calculations on a rather large number of potential occupancy combinations, especially if not all uranium atoms are considered to be identically occupied or if non-zero off-diagonal elements of the occupation matrix are also considered. When combined with the use of large cells which are required when e.g. a defect is inserted, this provides a further strong motivation for the need to have a hybrid functional implementation with a low overhead.
Previously, such an approach has been out of reach due to the excessive computational cost, however such calculations are possible using our new hybrid functional implementation. To this end, in a similar spirit to the occupancy control scheme of DFT+U, we have implemented an occupancy biasing scheme in BigDFT, which we use to ensure convergence to a particular state.
Computational Details
We used a cubic cell, taking the structure from the Materials Project [42] , keeping the lattice constant fixed at 5.42 Å. In lieu of k-point sampling, we investigated increasing supercell sizes at the Γ-point only. We considered four different periodic cells covering a wide range of sizes: a small cell (12 atoms), medium sized cell (96 atoms) and large cells (324 and 768 atoms). Calculations employed a moderate grid spacing of 0.23 Å. The pseudopotential used for uranium had 14 electrons, while that for oxygen had 6 electrons.
Restricting to the case of all atoms having the same f -orbital occupancy, we took the lowest energy configuration found by Krack [43] subject to this constraint, namely [f 1 f 3 ]. The occupancy was imposed for the first 12 self-consistent iterations (SCI), after which it was allowed to evolve freely. Spin polarized calculations with non identical spin up and down orbitals were set for this material. Following previous works, we used the 1-k anti-ferromagnetic ordering for the magnetic structure with no spin-orbit coupling, since the effects of spin-orbit coupling have been shown to be rather small [35] . No symmetry was imposed on the density.
A convergence threshold of 10 −4 was used for the wavefunction gradient, except where only a fixed number of iterations were used for benchmarking purposes, as described when relevant. However calculations were not considered fully converged until the energy difference between two successive diagonalizations was less than 0.1 meV/atom, with 12 SCI between each diagonalization.
Performance and Scaling
In order to analyze the performance of our approach, we first compared the breakdown in the timings for two SCIs on different architectures: CPU (Mira) and CPU-GPU (Piz daint XC30), as shown in Fig. 4 . In this plot the y−axis represents wall-time in seconds and the color code categorizes the different computing operations necessary per iteration. This profiling was conducted for a system of 324 atoms of UO 2 (5,400 KS orbitals). The Nvidia profiler nvprof was used to profile the GPU kernels, and compute the efficiency of the implementation. We took timings for all the sections of BigDFT that are related to the wavefunction optimization, not considering the time needed to set up the input wavefunctions and to evaluate the atomic forces as these operations do not involve calculations from our library. It is unsurprising that most of the time goes to the solution of Poisson's equation (PS computation) particularly on CPU architectures (yellow).
On XC30 systems exploiting only the CPU brings this down to 15 times the cost of PBE. Whilst the usage of GPU already brings the PBE0 computation within the same order of magnitude of the PBE runs, further reduction of the time required for the computation of PBE0 can be achieved by allowing GPU-Direct communication, in this case the cost to fully compute PBE0 on a systematic basis set for 324 atoms of UO 2 is only three times more expensive than for PBE.
We performed calculations for the different system sizes over a range of numbers of compute nodes. Fig. 5 shows the time per iteration for these calculations, for both the PBE and PBE0 functionals. For Piz Daint, for 12 and 96 atoms, timings were obtained for runs where the wavefunction was fully converged. For the larger runs, as discussed above, we considered only two complete self-consistent iterations and the time is normalized per wavefunction iteration. For Mira five SCI were considered for each system size. Each SCI still consists of a full calculation of both the exact exchange energy and gradient. Table 3 shows the ratios of PBE0/PBE for CPU and GPU architectures. The timings demonstrate not only the high scalability of our approach, but also show that in our GPU implementation the hybrid PBE0 calculation is just 2 times (for about 200 orbitals) and up to 4 times (for more than ten thousand orbitals) more time consuming than the GGA PBE calculation. In the CPU version we still have a relatively low ratio, i.e. a factor of 15 on Piz Daint.
When going to two or even one orbital per node the degradation of the scalability is due to the fact that computation time is not high enough to overlap the communications. For one of the large systems used in this study (768 atoms, i.e. 12,800 orbitals), the 3,200 node run (4 orbitals/node) was 75% quicker than the 1,600 nodes run. This amounts to a 110 TFlops/s performance for the exact exchange computation. Even larger sizes (1,029 atoms, resulting in 17,150 orbitals, on up to 4,288 nodes) were reached during this study, although network issues arose and prevented a good scalability. These limits, although only reached on sizes that are currently considered as uncommon for scientific production work, could be overcome by adding a wavelet based compression/uncompression step before each communication. This transformation is already implemented on the GPU in BigDFT, and currently used only before entering the exact exchange step. On some systems this could reduce communication sizes by a factor of four. The new version of Piz Daint provides a huge bump in computing power on the GPU, while the network was only slightly improved. This means that this optimization is even more important.
During the exact exchange computation, when communication is properly overlapped, each of the GPUs spends 80% of the time computing, and reaches 40 GFlops of sustained double precision performance. Memory throughput on the GPU is on average more than 165 GBps, over 65% of the peak theoretical bandwidth of the GPU, which is the limiting factor here. The CPU performance for the same run without acceleration on Piz Daint is 6.4 GFlops per CPU (using 8 OpenMP processes per CPU).
We have reported the performance results for the PBE0 hybrid functional. However quasi-identical timings for other hybrid functionals are expected to be of the same order of magnitude. We would also obtain identical timings for screened hybrid functionals such as HSE06, since in this case only the filter F of kernel 2 would be different. In all cases the calculation of the Hartree exchange on the real-space grid would be done without any approximation.
3.2.4.
Electronic Structure To confirm that the occupancy biasing scheme is working as anticipated, we first printed the density matrix in the space of the f -orbital pseudopotential projectors at the end of the calculation, and verified that the correct states had non-zero values. As a further visual confirmation, we plotted the spin density difference, as shown in Fig. 6 , for the 96 atom cell. Aside from the expected rotation, the spin densities closely resemble those shown by Krack [43] for the [f −3 f −1 ] state (which is degenerate with [f 1 f 3 ]), confirming the ability of the occupancy biasing scheme to find the desired metastable state.
The density of states (DoS) is plotted for the different supercells in Fig. 7 , while the corresponding band gaps are given in Table 4 . Only the DoS for up electrons is plotted, as results for spin down are indistinguishable. Since no k-point sampling is used, it is unsurprising that the electronic structure and band gap are poorly converged for the smallest cell. The band gap is particularly affected by the supercell size, in line with previous observations where the level of k-point sampling was noted to affect the band gap accuracy [37] . Nonetheless, the differences in the DoS between the 96 atom and 324 atom supercells are much smaller. Comparing the results with DFT+U, the calculated band gap for the largest supercell is very close to that according to Krack for an effective U value (U eff = U − J) of U eff = 3.96, which is the value most commonly used in the literature.
These results serve to demonstrate the ability of our approach to explore different f -electron occupancies in UO 2 using accurate hybrid functionals. Furthermore, the computational cost is low enough to allow calculations on cell sizes which are big enough to treat point defects while keeping spurious interactions between defects in neighbouring cells to a minimum. A detailed investigation of convergence with respect to basis size, the equilibrium lattice constant and exploration of the occupancy space using this approach will be published in the near future.
Conclusions
Thanks to a highly efficient GPU implementation of a novel wavelet based algorithm for the evaluation of the exact exchange, we have demonstrated a reduction in the cost of hybrid functional calculations in systematic basis sets by nearly one order of magnitude. As a consequence, hybrid functional calculations with our method are only about three times more expensive than a GGA functional calculation. This is a price that the community is ready to pay for the significantly improved accuracy offered by such functionals. This methodology is available as a stand-alone library and can therefore be coupled to virtually any code that uses a systematic basis set and which calculates at some point the electronic orbitals on a Cartesian real space grid. Our implementation is completely general and available as an opensource package which can treat isolated and mixed boundary conditions as well as non-orthorhombic cells. As GPU acceleration is now also available on commodity computing clusters, our method will also allow researchers to do hybrid functional calculations for medium sized systems (hundreds of atoms) on affordable local computers. This advantageous price/performance aspect could also lead to an increased use of this technology in industry. Moreover, our developments will have implications both for future systems as well as for scientific applications. The availability of a code that gives a huge performance gain on accelerated architectures will further accelerate the spread of GPU accelerated systems. Finally, from a HPC viewpoint, the usage of such methods will enable extensive use of petaflop machines for electronic structure calculation communities, on the brink of the exascale era.
hybrid functional calculations is the 6-31G basis set which gives for instance atomization energy errors of about 30 kcal/mol. The more accurate AUG-cc-pV5Z basis set, which give in most cases chemical accuracy, is used in less than 2 percent of the hybrid functional calculations. Clearly, while one problem is alleviated by using hybrid functionals, another problem is raised by employing poor basis sets.
