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The Reconstruction of a Symmetric Matrix from the Spectral Data 
SHMUIX FRIEDLAND * 
Institute of Mathematics, The Hebrew University of Jerusalem, Jerusalem, Israel 
St~bmitf ed by Ky Fan 
An algorithm for the reconstruction of a symmetric matrix from the spectral 
data is given. All cases in which the number of solutions is finite are determined. 
These results are applied to a certain inverse eigenvalue problem which arises 
in molecular spectroscopy. 
1. INTRODUCTION 
Let A = (Q); be a real valued symmetric matrix. Let wl,..., w”-l be n - 1 
linearly independent row vectors in R”. Denote by 
the critical values of the function 
xAx=/xx=, 
subject to n - j side conditions 
x = (x1 )..., Xn) U-2) 
oJ’EX= = 0, k=l ,..., n -j. (1.3) 
Here by BT we denote the transposed matrix of B. Note that (A:“)>; are the 
eigenvalues of A. It is well known that the sequences {h’ij’}: interlace (e.g. [6, 
Ch. lo]). 
h!ifl) < ,w < ,&. I a ._ $‘, i=l ,..., j, j = l,..., n - 1. (1.4) 
The main result of this paper asserts that given n sequences of real numbers 
{x:j’}; , j = l,..., n, which satisfy the interlacing properties (1.4) then there 
exists an n x n real valued symmetric matrix A such that the critical values of 
(1.2)-( 1.3) are {Ay’}{ . The proof of this result is achieved by giving an explicit 
algorithm for constructing all such matrices. Furthermore, we determine all 
the cases in which the number of solutions to this problem is finite and obtain 
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the number of distinct solutions. The existence of such a matrix A in cast that 
wi :..: (6,~i,,,, ,..., Li.,l.~r,), i-1 ,..., 71 -.. 1. (1.5) 
was established recently by Holcy and Golub by a completely dift‘erent method 
[l]. In Section 3 we apply our results to certain class of inverse eigenvalue 
problems arising in molecular spectroscopy. In the last section we show that 
our results can be extended to the complex valued symmetric matrices if the 
prescribed spectra are complex valued. 
2. THE MAIN THEOREM 
THEOREM 1. Let {/\ii’}i , j = I,..., n, be sequences of real numbers satisfying 
the inequalities (1.4). Let w1 ,..., w+-l be n - 1 real valued independent vectors. 
Then there exists an n x n real valued symmetric matrix A such that {hii’}! are 
the critical values of (1.2)-(1.3) forj = I,..., n. Let 
P,(A) = fi (A - hf’). (2-l) 
i=l 
Then, the number of matrices A is finite if and only if whenever 31 is a root of P,(A) 
of multiplicity m > 1 then (Y is a root of Pj+l(A) of multiplicity not less than m, 
for j = 2,..., n - 1. Assume that the given eigenvalue problem has a Jinite number 
of solutions. Let lj be the number of simple roots of Pj(,\) which are not roots of 
Pj+l(A) for j =: I,..., n - 1. Then the number of distinct matrices which satisfy 
the conditions of the theorem is equal to 2l, where 
n-1 
I= c 4. (2.2) 
j=l 
In particular, if the sequences {hlj’}: strictly interlace 
j$+l) ( ,jd < j$p, i=l ,..., j, j=l,..., n--l, (2.3) 
then the number of distinct matrices A is equal to 2n(n-1)9. 
We need two lemmas which will be used in the proof of Theorem 1. 
LEMMA 1. Let B,..., F1, On be the orthonormal basis derivedfiom WI,..., W+1 
by the Gram-Schmidt process. That is 
e’=$lhwx9 i=l,..., n-l, ej(ek)==sik, j,k=l,..., n. (2.4) 
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Then the critical values of (1.2)-( 1.3) are equal to the critical values of the ratio 
(1.2) with respect o the side conditions 
#$- : 0, k=l ,..., n -j. (2.5) 
Let Q be the orthogonal matrix whose jth row is &-j-~l 
QT = ((en)T,..., (el)T). (2.6) 
Denote 
A’ z:: (j&)1” = QAQ’. (2.7) 
Then the critical values of (1.2)-( 1.3) are th4 eigenvalues of the matrix (a;,)); . 
Proof. Since the subspace spanned by WI,..., wn--j is equal to the subspace 
generated, by el,..., l?“+ the set of x which satisfy (1.3) is equal to the set of x 
which satisfy (2.5) and therefore we have the same critical values. Let cl,..., <A 
be the standard basis in Rn 
SO 
ck = (Sk, I*.*, hm), k = I,..., 71. (2.8) 
ej = l --l-+lQ, j = l,..., KZ. (2.9) 
By substituting x := yQ and by using (2.9) we obtain that the system (1.2)--(1.3) 
is equivalent to 
i: 4kwk/~ 3~:. (2.10) 
i.B=l i-1 
Clearly, the critical values of (2.10) are the iegenvalues of (&)i . 1 
If A is a matrix (a&, then by A(j) we denote the matrix (ai& . The fol- 
lowing lemma is essentially due to Fan and Pall [3] and Mirsky [8]. 
LEMMA 2. Let {cx~}:-’ and {pi}; be two real interlacing sequences 
Pi G % G Pi+1 3 i = l,..., 12 - I. (2.11) 
Then there exists an n x n real valued symmetric matrix B = (b& having the 
eigenvalues {/I,}; such that B(n - 1) is a diagonal matrix diag{or, ,..., OL,-r}. Let 
S(/\) and T(h) be the polynomials 
n-1 
S(X) = n (A - Ori), T(A) = fi (A - ,&). 
i -1 i =I 
(2.12) 
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Denote by R(h) the greatest common divisor (g.c.d.) of S(X) and T(X) and let 
S(h) = R@) @I, T(A) = R(A) @), 
(2.13) 
k-l 
S(h) := J-J (A - pi), F(A) = fi (A - Vi). 
i=l is1 
Then it is possible to arrange the roots of s(h) and p(h) such that 
vi < Pi < vi+l T i =: I,..., k - 1. (2.14) 
(In case that k = 1, g(h) = 1 and (2.14) is void). Denote by I(x) the following 
subset of {I,..., n - I} 
.I(z)={jll <j<n--1,jEI(z)ifc~==z}. (2.15) 
Then (bnl ,..., b,,) is the last row of B if and only if it satisfies the equations 
b,, = i vi - y /.Q, 
i=l i=l 
(2.16) 
j = I,***, k - 1, (2.17) 
bni = 0 if (2.18) 
The system (2.16)-(2.18) has a jinite number of solutions if and only if whemver 
01 is a root of S(h) of multiplicity m > 1 then 01 is a root of T(h) of multiplicity 
not less than m. In that case the system (2.16)-(2.18) has exactly 2”-l distinct 
solutions. 
Proof. We claim that the characteristic polynomial Q(A) of B which satisfies 
the assumption of the lemma is equal to 
n-1 n-1 
Q(h) = (A - b,,) S(h) - C b”,, n (A - aj)* 
i=l j=l&i 
(2.19) 
Indeed, if we expand the determinant of AI - B by the last row and column 
we obtain the terms appearing in (2.19) and the terms containing bnibmj (i # j). 
The coefficient of the term bnibni up to a sign is a minor of AI - A obtained 
by deleting the last row and column and the row i and the column j. Since 
i + j this minor contains n - 3 nonzero elements and therefore it is equal to 
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zero. This establishes (2.19). Assume that Q(h) -- P(X). Divide now the both 
sides of (2.19) by S(A). Taking in account (2.12) and (2.13) we get 
From this equality we easily deduce (2.16). The inequalities (2. I 1) implies that 
the roots of .!? and F interlace. So we must have the relations (2.14) as L‘? and 5? 
do not have roots in common. From (2.13) and the fact that the roots of S are 
simple we get 
(2.21) 
The inequalities (2.14) implv 
1 
tF(/lj).‘S’(~j) : fi (jLj - Vi)/, ff (pj - pi) < 0, j = l,..., 12 -- I. (2.22) 
i 1 /= 1 i;j 
Comparing (2.20) with (2.21) WC obtain the equalities (2.17))-(2.18). In view of 
the inequalities (2.22) and the fact that each b,( appears only in one equation 
of the system (2.16)~(2.18) d d WC’ e uce at once that (2.16).-(2.18) is solvable. Let 
(b nl ,..., b,,,) be any solution of (2.16).-(2.18) and define Q(h) to he 
,1--l 
; hii’@ - 4 1 . (2.23) 
I& comparing (2.23) to (2.19) we get that Q(h) is a characteristic polynomial 
of R. By comparing (2.21) with (2.23) and taking in account (2.16)-(2.18) we 
obtain that Q(A)/R(X) = F(A), i.e. Q(A) = T(h). This proves that if the last 
row of B satisfies the system (2.16)-(2.18) then, indeed, j XI - B I --: T(h). 
The equations (2.17) h ave a finite number of solutions if and only if each set 
I&) contains only one index. That is, each pj is a simple root of S(h). Thus 
if oi is a root of S(h) of order m ‘::- 1 then a: is a root of T(h) of order m at least. 
If I(pj) -: {i} th en the corresponding equation (2.17) has exactly two distinct 
solutions. Therefore, if each l(pj) contains exactly one index, the equations 
(2.17) have exactly 2”-1 distinct solutions. The proof of the lemma is completed. 
Proof of Theorem 1. According to Txmma 1 it is enough to consider the 
case where ml,..., w”-~ are given by (1 S). That is, we have to construct the 
matrix A’ L (~1~): by the eigenvalues of A’(j), j = I,..., 1~. We prove the 
theorem by induction. For K --:: 1 WC simply have that u;i = hi”. Assume 
that we have constructed an h - I x h - I real valued symmetric matrix (: 
such that the spectrum of C(j) is {A?‘}: , j I ,..., h .-- 1. Thus, WC arc looking 
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for an K x K real valued symmetric matrix F such that F(K - 1) = C and the 
eigenvalues of F are {A~“‘}: . Let 
c _ UTAu, A = diag{A, , . . ., hj.!c;‘}, CTc __ I. (2.24) 
Suppose that F exists and write 
F=(a” Q, 2, _ i p _ ‘fl p), a = (a1 ,..., U&l). (2.25) 
il i-.1 
Let T’ bc the following orthogonal matrix 
v=(” yf), 
Y 
y=(O ,..., 0). 
Consider the matrix 
B = VTFV. 
Taking in account (2.24)-(2.26) we get 
(2.27) 
B = (4 ‘;I), O=CiU. 
Thus we have to find the rector 0 such that the spectrum of B is {hi’:‘)! . Ry 
Lemma 2 the interlacing properties (1.4) for i :-_ k - 1 imply the existence of 
the real valued vector 0. This establishes the existence part of the theorem. The 
number of the matrices A which satisfy the conditions of the theorem is finite 
if and only if for each Iz the number of the matrices B is finite. According to 
Lemma 2 this is equivalent to the fact that whenever CI is a root of PkP1(A) of 
order m then 01 is a root of P,(h) at least of the same order. In that case the 
number of distinct matrices B is 2”k-1. Thus, if C = A’(lz - 1) is known, then 
we have 2rs-1 distinct matrices F such that F(k -- 1) := C, and .F : A’(k). So, 
altogether, we have 2l distinct solutions A’. Finally, if wc have the inequalities 
(2.3), then Zkel :-z k - 1 and the number of distinct matrices A’ is equal to 
2n(n- 1),2. The proof of the theorem is completed. 
Theorem 1 states that the eigenvalucs of an n x n real valued symmetric 
matrix A and its submatrices .Il(j), j --.: I,..., n - 1, do not satisfy any other 
relations except the interlacing properties (1.4). In a weaker form this result 
goes back to Fan and Pall [3]. Th eorem 1 implies the Horn result [7] on the 
existence of a real valued symmetric matrix A -- (aij)T with the eigcnvalues 
A1 .I;: Aa ::<I ... >$ A, and the diagonal elements 2, C< . . . $. _ oil! provided that 
(2.29) 
i Ai 3 f q , j = n ,..., 2. 
i--j &j 
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See also [8]. The inequalities (2.30) go back to Ky Fan [2] and can be easily 
deduced from the inequalities (1.4). 
3. AN INVERSE KIGENV.WJE PROBLEM 
In molecular spectroscopy the following inverse eigenvalue problem (i.e.p.) 
is frequently encountered. In an experiment one measures the eigenvalues 
{hi}; of the matric G-4. Here G is n x n symmetric matrix, so called the Wilson 
kinematic matrix, which is determined by molecular geometry and atomic 
masses. A is an n x n symmetric matrix-the force constant matrix-to be 
determined by the measured spectrum. See [9] for details and references therein. 
Since the spectrum of G.4 consists of n parameters A can be determined in 
principle by the spectrum of G-4 if only A depends only on n parameters. 
For example, if A is a diagonal matrix, then we have the well known inverse 
multiplicative problem (see for example [5]). If A contains more then n free 
parameters one may consider an isotopic molecule, which means that we 
measure the spectrum {hi}; of G’rZ, where G’ is known. -4s 
1 GA 1 =: 1 G 1 1 A 1 = fi hi, I G’A 1 :- I G’ i 1 A ( = fi hi (3.1) 
i-1 i=l 
we have a relation between {hi}; and {AI}: 
1 G’ j fi Ai = 1 G 1 fi A;. 
i-1. i=l 
(3.2) 
The general i.e.p. which is of interest is to determine r-l by the spectrum of 
G,A, i = l,..., K, where G, ,..., G, are given matrices. The greatest difficulty 
in such problems is that the spectra of G,A are not independent. For example 
they must satisfy the relation (3.2). T o overcome this difficulty let us assume 
that Gi is a block diagonal matrix of the form. 
Gi = diag{R, , 0), Ri = (r;)); i = l,..., 11. (3.3) 
In that case the nontrivial part of the spectrum of G,A would come from the 
spectrum of R+4(i) and we shall have n(n + I)/2 independent parameters in 
general. In order that the spectrum of RiA(i) would be real and should contain 
i free parameters one must assume that Rj is positive definite. Thus, the i.e.p. 
is: 
PROBLEM 1. Let Ri be an i x i real salued symmetric and positiwe definite 
matrix. Let {h,!iJ)i be an increasing sequence of real numbers. Find an n x n real 
ealued symmetric matrix A such that the eigenvalues of RJ(i) are (hji’)q . 
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As in the proof of Theorem 1 one tries to reconstruct A by determining 
the submatrix A(i) from A(i - 1) and the spectrum {Ay’}f . The following 
theorem states the conditions when such a matrix exists and gives an algorithm 
to construct all possible matrices. 
THEOREM 2. Let R and C be specified real valued symmetric matrices of 
dimension n and n - 1 respectively. Assume furthermore that R is positive definite. 
Denote by (cQ}:-’ the spectrum of (R-l(n - 1))~X’. Let {pi}: be a given real 
sequence. Then there exists an n x n real valued symmetric matrix A satisfying 
the equality A(n - 1) = C such that the eigenvalues of RA are (Bi}F if and only 
if the sequences {CQ};-’ and {Pi}: interlace (2.11). Let vl,..., vn be an orthonormal 
system with respect the matrix R-l such that yn = reRR (I > 0). That is 
,$R-l(,@)= z Sj, , j, h = l,.. ., n, p” = r(S,, ,..., &JR. (3.4) 
Denote 
F = (fij):-‘, fij = piC(QJ’)‘, i,j= 1 ,...) n - 1. (3.5) 
Let A’ = (al): b e a real valued symmetric matrix having the spectrum {&i>y 
such that A’(n - 1) = F. (The construction of such a matrix is given in the proof 
of Theorem 1.) Let T be the matrix whose jth row is gjj 
T= =-: ((+)T,..., (V”)T). (3.6) 
Then the matrix A is equal to T-~A’(Tw~)~. 
Proof. The eigenvalues and the eigenvectors of RA satisfy 
Ax= = AR-lx=. 
Therefore, {/$}I” are the critical values of the ratio 
(3.7) 
xAx=/xR-1xT. W) 
Consider the critical values of (3.8) subject to a side condition x, = 0. These 
critical values are the eigenvalues of the matrix (R-*(n - l))-V. So we must 
have the inequalities (2.11). Let 3 ,..., cpn be a sequence which satisfies (3.4). 
For instance, use the Gram-Schmidt process for the vectors ERR,..., CUR with 
respect to the inner product (x, y) = xR-1yT. Let 
A’ = (aij):, a$ = cp’A($)‘)‘, i,j=I n. I..., W) 
In view of (3.4) the last component of the vectors VI,..., ~~-1 is equal to zero. 
So A’(n - 1) = F. Now the eigenvalues of A’ and F are {pi}:, and {cQ};-’ 
correspondingly. (See for details [4]). N ow use the inductive step in the proof 
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of Theorem 1 to construct the matric -4’. ‘1’1~ definition (3.9) of .-I’ means 
A’ :-: T-ATT. So A :-- T-l//‘(T--1)T and the proof of the theorem is concluded. 
Thus, applying Theorem 2 inductively, one can find all possible solutions 
for A. Xote, that for a given sequcncc of the rnatriccs {Ri};’ the cigenralucs 
(Ajy3 , i r- l,..., n, must satisfv certain relations in o&r that the real Aucd 
symmetric matrix A should exist. From Thcorcm 1 and ‘I’hcorem 2 we deduce. 
THEOREM 3. Let K he an n x n real valued, symmetric and positive dejnite 
matrix. Let 
Hi .-: K(i)-1, i 7: 1 ,..., n. (3.10) 
Then there exists a real calued symmetric matrix A such that the eigenaalues of 
&l(i) are {hy’}f for i 7: I,..., II, if and on<y zf the inequalities (1.4) hold. The 
number of distinct solutions A is giz:en in Theorem 1. 
If  we choose K to be the identity matrix then {X:“‘}gf is the spectrum of A(i) 
and this case is also covcred by Theorem 1. 
Let A :-- (aLi): be a symmetric complex valued matrix with the cigenvalues 
I r ,..., An . Clearly, .4 may not be similar to a diagonal matrix. For example, \ 
let n : : 2 and choose a,, --.: --a,, = 1, al2 ::= azl = i. It is not difficult to show 
that if ;Z is similar to a diagonal matrix A, then it is possible to bring ,,1 to 
diagonal form by a complex orthogonal matrix. That is 
A - @lp, :I diag(X, ,...) A,,), 
See [6, Ch. 111 for the gcncral result. 
pyj -.. 1. (4.1) 
DEFISITION. J,et S(h) and 7’(h) be polynomials with complex valued coeffi- 
cients of the form (2.12). The roots of S(h) and T(X) - ale said to weakly interlace 
if the roots of the polynomials s(X) and T(h) given b!- (2.13) arc simple. 
THEOREM 4. Let {h!j)l” L ,I, j z-1: I )..., n, be sequences of complex numbers. Define 
Pi(A), j = l,..., n by (2.1). Then there exists a complex valued symmetric matrix A 
such thatA(j)issimilar toadia~onalmatrixAj diag{hy),..., Xy’)forj = l,..., n, 
if and only if the roots of Pj and Pj .1 weakly interlace for j ::=: I,..., n - I. The 
number of such matrices is finite if PI ,.,., I’, ,..., have only simple roots. The number 
of such matrices is @-en in Theorem 1. 
Proof. As the proof of this theorem is similar to the proof of Theorem 1 
we shall indicate only the arguments which should be modified. 
(a) First we show that we can construct A if the roots of polynomials P,(A) 
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and Pj,.l(h) weakly interlace. Suppose we already constructed C x A(K - 1). 
As C is similar to a diagonal matrix (2.24) holds. Let R be defined by (2.27). 
Then we have the situation described by Lemma 2 (except the inequalities (2.11) 
and (2.14) and instead of (2.18) we have 
C l&-O, aI /:uj, j= I,..., k-0 (2.18’)). 
iEl(.,) 
It is left to show that any matrix l3, which is given by Lemma 2, is similar to a 
diagonal matrix. -Assume that 3 is a root of S of order m. For simplicity, let 
a (or . lye have to consider three cases. 
(y. is a root of 1’ of order m - I. Then among the first m rows of 
the mat!! U nl there is exactly one linearly independent row. So the rank 
ofI<--- &isrfz- 1. 
(ii) N is a root of 1’ of order m. Then hi,, 7 0 for j 1 l,..., m. ‘I’hus, 
the first III rows of B - oil vanish and the rank of B - d is m. 
(iii) LY is a root of T of order m $ I. Again b,, = h,i := 0, j .- I ,..., m. 
Therefore the first m rows and columns of B - a1 vanish. I,et 13’ be an 
(Al - m) ;T< (11 -- m) matrix obtained from B by deleting the first m rows and 
columns. So 
1 Al - B 1 = (A - ,>,, XI’ - B’ I. (4.2) 
As (t: is a root of T of order m + I, x is a root of : Al’ - H’ /. This means that 
the last n - m rows of R - OJ linearly dependent. Thus the rank of B -- d 
is m -‘- I. Thercfore in all the cases which were considered the geometric and 
the algebraic multiplicity of each root is the same. So B is similar to a diagonal 
matrix. Thus A(K) is similar to a diagonal matrix for K =: I,..., n. 
(1,) Suppose that C .- A(h -- 1) is similar to a diagonal matrix. We claim 
that if 14’ = .2?(k) is similar to a diagonal matrix, then the roots of Pk-t and P, 
weakly interlace. Using (2.27) WC can assume that C - A and F 7: B. Let 01 
bc a root of P,. . Suppose that x is not a root of Pk 1 . Then the first k - 1 
rows of 1.3 - !J are linearly independent. Thus the geometric multiplicity of 
N is 1. Since L1 is diagonizable 01 must be a simple root of I-‘,: . Suppose that LY 
is a root of Pl,:..l . Assume for simplicity that ;Y = q and a1 is of multiplicity m. 
Then among the first m rows of B - oil at most one of the rows is linearly 
independent. So 01 is a root of P, of order wz -- I at least. On the other hand 
the rows m + 1 ,,.., K - 1 of B - oil are linearly independent. Thus the 
geometric multiplicity of OL cannot exceed m + 1. As B is similar to a diagonal 
matrix 3 is a root of Pk of order m + 1 at most. This manifests that the roots 
of P,-, and P, weakly interlace, provided that A(k - 1) and A(k) are diagoniz- 
able. The proof of the theorem is completed. 
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Using Theorem 4 we can obtain a refined version of Mirsky’s result [g]. 
Kamely, if {z,}: and {A,}: are two complex valued sequences such that 
then there exist a symmetric complex valued matrix A with diagonal elements 
01~ ,..., 01, and the eigenvalues A, ,..., A,, . 
It is an interesting question to extend Theorem 4 to the cases where A(j) 
is not diagonizable. 
PROBLEM 2. Find necessary and su$icient conditions on the polynomials 
P I ,.a., P,, such that P, is a characteristic polynomial of A(j), j == 1 ,..., n, where rl 
is an A x n symmetric complex valued matrix. 
Clearly PI ,..., P,,, can not be arbitrary. For example, there is no 3 x 3 
symmetric matrix such that PI = /\, Pz :--: X2, P3 == (h -- l)3. 
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