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Abstract 
The visual system is very important and a complex of the central nervous system 
that enables human to perception and process visual information. It consists of the 
eyes, several parts of the cerebral cortex, and the pathways connecting them. The 
visual system can be divided into central and peripheral vision. There are regions that 
prefers for fine details, such as central vision, and regions that prefers for coarser 
information, such as peripheral vision. To comprehend on the human visual object 
perception, both central and peripheral vision important and should be investigated 
together. Over the past 10 years, the object processing in human visual cortex has 
been widely investigated using functional magnetic resonance imaging (fMRI). 
However, studies are centralized of visual cortex functions for the object in the central 
visual field, the nature of FFA neural responses and LOC neural responses to central 
and peripheral objects remains largely unclear. 
Firstly, in present study, we used a wide-field stimulus presentation within the MRI 
environment. This system presented images have high resolution.This system 
presented images have high resolution. This system was valid at mapping 
checkerboard stimuli in primary visual cortex V1-V3 from the central to peripheral 
visual fields. In higher-level visual areas, we located some category-selective areas, 
consists of the face-selective area (fusiform face area, FFA), house-selective area 
(parahippocampal place area, PPA), object-selective area (lateral occipital complex, 
LOC) and LO-1, LO2. 
Secondly, we used fMRI and a wide-view presentation system to investigate neural 
responses to face images and categories of non-faces (houses, animals, and cars) 
images in the primary visual cortex (V1) and FFA for this study. In these regions, we 
identified an eccentric effect for the retinotopic representation and neural responses in 
both to face and categories of non-faces, which is consistent with the diminished 
perceptual ability that was found for peripherally presented images. In all 
eccentricities (0–55°), the FFA exhibited significantly positive neural responses to 
face and categories of non-faces. In FFA, the neural responses to faces images were 
significantly larger than those for the non-face images. We hypothesize, that when 
houses images and the face images were presented in the central and peripheral visual 
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field, they have the different neural responses to face and non-faces in the fusiform 
face area. 
In addition, we used functional magnetic resonance imaging (fMRI) and a 
wide-view presentation system to investigate neural responses to four categories of 
objects (faces, houses, animals, and cars) in the primary visual cortex (V1) and the 
lateral visual cortex, including the LOC and the retinotopic areas LO-1 and LO-2. In 
these regions, we found the neural responses to objects decreased as the distance 
between the location of presentation and center fixation increased, which is consistent 
with the diminished perceptual ability that was found for peripherally presented 
images. By measuring the ratio relative to V1 (RRV1), we further demonstrated that 
eccentricity, category and the interaction between them significantly affected neural 
processing in these regions. LOC, LO-1, and LO-2 exhibited larger RRV1s when 
stimuli were presented at an eccentricity of 0° compared to when they were presented 
at the greater eccentricities. In LOC and LO-2, the RRV1s for images of faces, 
animals and cars showed an increasing trend when the images were presented at 
eccentricities of 11 to 33°. However, the RRV1s for houses showed a decreasing trend 
in LO-1 and no difference in the LOC and LO-2. We hypothesize, that when houses 
and the images in the other categories were presented in the peripheral visual field, 
they were processed via different strategies in the lateral visual cortex. 
In conclusion, we used a wide-field stimulus presentation within the MRI 
environment, revealed out neural activity to object relationships between V1 and LOC, 
LO-1, LO-2 or V1 and FFA within wide visual field in the human visual peripheral 
field. We found that the nature of FFA neural responses and LOC neural responses to 
central and peripheral objects In the FFA, we identified an eccentric effect for the 
retinotopic representation and neural responses in both to face and categories of 
non-faces. And a difference in neural response to face and non-face images in the 
fusiform face area from the central to the peripheral visual field. In the LOC, the 
neural responses to objects decreased as the distance between the location of 
presentation and center fixation increased, which is consistent with the diminished 
perceptual ability that was found for peripherally presented images. By measuring the 
ratio relative to V1 (RRV1), we further demonstrated that eccentricity, category and 
the interaction between them significantly affected neural processing in these regions. 
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Chapter 1  Introduction 
 
1.1  The Human Visual System 
1.1.1 Visual fields 
 
The visual field was defineded that the spatial array of visual sensations available 
to observation in the introspectionist psychological experiments. The size and shape 
of the visual field are related to the distribution of sensory cells on the retina , and the 
range of field of view that can be measured by the field of view. The visual field area 
of the eye is about 60°; the most sensitive visual field area is in the range of 1° on 
each side of the standard line of sight; and the monoscopic view of the standard line 
of sight on each side 94° ~ 104°. In the vertical plane view, the maximum viewing 
area for the standard line of sight was approxamitely 70°.  
 
 
Figure 1.1 The Visual fields 
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The visual field can be divided into the area that is visible to the left of center of 
both eyes falls which is on the right visual hemifields, and the area that is visible to 
the right of center of both eyes falls which is on the left visual hemifields. In the 
visual fields that the left of center of both eyes falls on the right sides of the retinas of 
both eyes.The information is transmitted by the optic nerves to the right side of 
primary visual cortex. The right of center of both eyes falls on the left sides of the 
retinas of both eyes.The information is transmitted by the optic nerves to the left side 
of primary visual cortex(Figure 1.1). 
 
  
Figure 1.2 The distribution and density of cones and rods in retina. 
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The center of gaze, called the fovea, has a higher density of cones than anywhere 
else on the retina. In fact, at the fovea, there are no rods at all. The fovea evolved to 
have the highest possible visual acuity, and the cones are as small as they can possibly 
be and still function. Moreover, in the fovea, the retinal ganglion cells have smaller 
receptive fields, and in the periphery, they have much larger receptive fields (Figure 
1.2) [1]. On the retinal fovea，which is the central segments of the visual field is used 
for scrutinizing highly detailed objects, whereas peripheral field is used for organizing 
the broad spatial scene and for seeing large objects. The central visual field is 
optimized for fine details, and the peripheral visual field is optimized for coarser 
information. The fovea is 5.2° in visual angle [2]. The parafovea field is defined to be 
a ring visual field (5.2°~ 8.6°) and the perifovea field is defined to be a ring visual 
field (8.6° ~19°) outside the parafovea [3]. In our stady, the central visual field be 
refer roughly as that of the fovea, perifovea and perifovea (~ 19° visual field or 10° 
eccentricities) and peripheral vision for visual field as outside 19° visual field or 10° 
eccentricity.  
 
 
Figure 1.3 Human Visual Cortex and V1 Visual Field Map 
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1.1.2 Visual Cortex 
 
The visual cortex refers to the cerebral cortex is mainly responsible for dealing 
with visual information, and locates in the occipital lobe in the back of the skull. 
Visual information coming from the eye arrive to the visual cortex throght the lateral 
geniculate nucleus. There is a visual cortex for each hemisphere. The visual cortex of 
the left hemisphere receives information from the right visual field, and the visual 
cortex of the right hemisphere receives information from the left visual field. Human 
visual cortex includes the primary visual cortex (V1) and the striate cortex. The 
extrastriate areas consist of visual areas (eg, V2, V3, V4, V5, etc) (Figure 1.3). The 
primary visual cortex is located in the Brodmann 17 area. It is the earliest, simplest 
cortical visual area. The output information of the primary visual cortex (V1) is 
delivered to two ways, which are the dorsal stream and the ventral stream respectively. 
The dorsal stream begins at V1, passes through V2, enters the dorsal medial region 
and the temporal temporal region (MT, also known as V5), and then reaches the top 
lobular. It is often referred to as the "Where pathway", which participates in the 
spatial position information of the object and the associated motion control. Ventral 
stream began in V1, followed by V2, V4, into the inferior temporal lobe. This 
pathway is often referred to as the "What pathway", which involves object recognition, 
such as face recognition. It is also related to long-term memory. 
 
1.2  Objects Processing in Human Visual Cortex 
 
When a human looks at a number, letter or other shape, neurons in various areas 
of the brain's visual center respond to different components of that shape, almost 
instantaneously fitting them together like a puzzle to create an image that the 
individual then "sees" and understands, researchers at The Johns Hopkins University 
report. 
How to sees from the brain, recognizes and understands objects is one of the 
most wonderful in neuroscience. Some people were not think that is a scientific 
question, because seeing is so automatic and we are so good at it " far better than the 
best computer vision systems yet devised. That a large part of the human brain is 
devoted to interpreting objects in our life, then we have the necessary information for 
 6 
 
interacting with our circumstances. The visual information passes through the eye, 
and the most multiple processing stages happens in the brain. At higher-level stages, 
the objects are signaled or encoded by large populations of neurons in the 
object-processing part of the brain. 
Humans can very quickly rough categorization of objects. Early functional 
magnetic resonance imaging (fMRI) studies functional specializations for interpreting 
form, such as objects and faces. The faces (fusiform face areas, FFA), houses and 
places (parahippocampal place area, PPA), words (visual word form areas, 
VWFA)and objects (lateral occipital complex, LOC) [4, 5] many specializations were 
reported inlateral and ventral–occipital cortex (Figure 1.5). The ventral and lateral 
occipital-temporal cortex responds for higher-level visual object processing. These 
category-selective areas have been associated with preferential activation in 
specialised areas of thecerebral cortex.  
 
 
Figure 1.5 The purpose of the present dissertation 
 
Early visual areas of primates are eccentricity organization of retinotopy  
(central and peripheral) is one of the most striking and robust organizational 
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principles [6-8]. Central vision is prefers optimized for fine details, whereas 
peripheral vision prefers optimized for coarser information. Functionally, the central 
vision is mainly related with form and color [9, 10], whereas the peripheral vision is 
mainly related with motion processing [11-15]. Both central and peripheral vision  
investigated together is better to well understand the perception of object in human 
vision system. Early stadies was investigating for visual field maps for the central 
vision (~ 10° eccentricities) by fMRI. However, neural responses in the fusiform face 
area and in the lateral occipital complex from the central to peripheral visual field 
(larger than 10° eccentricities) remain unknown. 
 
 
 
Figure 1.7 The overall effect diagram of wide-view visual presentation system. An 
LED projector with a zoom lens projects computer-generated stimuli onto a 
hemispheric translucent screen inside the bore of the MRI to produce small, 
high-resolution images on the hemispheric screen. 
 
1.3  The wide-view presentation system 
 
In the present study, we uesd a simple method for wide-field stimulus 
presentation within the MRI environment [16]. A large coverage space by projecting 
computer-generated stimuli onto a hemispheric screen and the conventions that the 
horizontal meridian of the visual field was at approximately 120°, and that the vertical 
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meridian was at approximately 116° [16]. This system presented images have high 
resolution. This wide-view visual stimulus presentation system were made up of a 
presentation apparatus, a projection apparatus and an operation computer (Figure 1.7). 
Creating stimuli by computer were projected onto a translucent hemispheric screen 
inside the MRI bore. The manipulator used a computer located in the operation room 
to control the stimuli is presentationed. A Mitsubishi LVP-HC6800 projector had 
operate at 1600×1200 pixel resolution and a 60 Hz refresh rate (Mitsubishi Electric, 
Tokyo, Japan), a 70–300 mm focal length camera zoom lens (Nikon,Tokyo, Japan) in 
this wide-field stimulus presentation system. In the present study, the projector was 
placed about 3 m away from the MRI scanner and about 4 m away from the 
hemispheric screen (Figure 1.7). 
The subject was able to directly view the stimuli through the presentation 
apparatus was attached to the MRI head coil via the mirror stand placed when lying in 
the MRI scanner. The visual stimulus presentation apparatus consists of a hemispheric 
screen, a mirror fixture and a screen fixture. Figure 1.8A shows the visual 
stimulus presentation apparatus inside of the MRI, and Figure 1.8B shows the 
presentation apparatus. The visual stimulus was presented onto a hemispheric 
screen is shown in Figure 1.8C. 
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Figure 1.8 The composition and mechanism of the presentation apparatus. (A) The 
visual stimulus presentation apparatus inside the MRI scanner. The red dashed line  
to highlight the presentation apparatus. (B) Shows the components of the presentation 
apparatus include a hemispheric screen, screen fixture, mirror fixture and mirror. (C) 
A diagram of the presentation apparatus. The mirror angle could be adjusted from 40º 
to 50º by adjusting the two screws. When the distance between the screen and the 
subject's eyes was 30 mm, the screen field view was 120°. Subjects should wear 
contact lenses (Menicon soft MA; Menicon, Japan) with +20, +22, or +25 
magnification in order to retain their focal length. 
 
1.4  The purpose of the present dissertation 
 
In the previous studies, using functional magnetic resonance imaging (fMRI) for 
widely investigating the object processing in human visual cortex. However, neural 
responses in the fusiform face area and in the lateral occipital complex from the 
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central to peripheral visual field (larger than 10° eccentricities) remain unknown. In 
the present study, I will try to investigated this in the fusiform face area and in the 
lateral occipital complex using by fMRI. Studies in this thesis we used the framework 
of visual system shown in Figure 1.6. 
In present study, we used a wide-field stimulus presentation within the MRI 
environment. This system presented images have high resolution. This system was 
valid at mapping checkerboard stimuli in primary visual cortex V1-V3 from the 
central to peripheral visual fields. In higher-level visual areas, we located some 
category-selective areas, consists of the face-selective area (fusiform face area, FFA), 
house-selective area (parahippocampal place area, PPA), object-selective area (lateral 
occipital complex, LOC) and LO-1, LO2. 
We used functional magnetic resonance imaging (fMRI) and a wide-view 
presentation system to investigate neural responses to four categories of objects (faces, 
houses, animals, and cars) in the primary visual cortex (V1) and the lateral visual 
cortex, including the LOC and the retinotopic areas LO-1 and LO-2. In these regions, 
we found the neural responses to objects decreased as the distance between the 
location of presentation and center fixation increased, which is consistent with the 
diminished perceptual ability that was found for peripherally presented images. We 
hypothesize, that when houses and the images in the other categories were presented 
in the peripheral visual field, they were processed via different strategies in the lateral 
visual cortex. 
We used fMRI and a wide-view presentation system to investigate neural 
responses to face images and categories of non-faces (houses, animals, and cars) 
images in the primary visual cortex (V1) and FFA for this study. In these regions, we 
identified an eccentric effect for the retinotopic representation and neural responses in 
both to face and categories of non-faces, which is consistent with the diminished 
perceptual ability that was found for peripherally presented images. We hypothesize, 
that when houses images and the face images were presented in the central and 
peripheral visual field, they have the different neural responses to face and non-faces 
in the fusiform face area. 
Using functional magnetic resonance imaging (fMRI) and a wide-view 
presentation system to investigate neural responses to objects images (houses, animals, 
and cars) images in the primary visual cortex (V1) and parahippocampal place area 
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(PPA) for this study. We investigated the blood oxygen level-dependent (BOLD) 
response to stimuli in two regions in the V1 and PPA. The analysis also revealed the 
weaker BLOD response in the bigger eccentricity in both V1 and LOC areas.In these 
regions, we identified an eccentric effect for the retinotopic representation and neural 
responses in to objects, which is consistent with the diminished perceptual ability that 
was found for peripherally presented images. 
 
 
Figure 1.6 The framework of visual system studies in this thesis. 
 
1.5  The contents of the dissertation 
 
Chapter 1 describes the concept of visual information processing in the brain, 
related previous studies, visual pathway, primary visual cortex, visual field and a 
wide-view visual presentation system with a horizontal and vertical visual angle of 
120° in MRI environment for vision study. The aim and contents of the thesis are also 
briefly described. 
Chapter 2 describes BrainVoyager software for this study. BrainVoyager is a 
highly optimized and user-friendly software package for the analysis and visualization 
of multi-modal brain imaging data, not only for structural and functional magnetic 
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resonance imaging data sets but, since BV version 2.0, also for EEG and MEG data 
sets in combination with MR measurements. We will present the manual for method 
to analysis in this chapter. 
Chapter 3 In this chapter, using fMRI and wide-view present system, we tried to 
address this issue by measuring neural activities in V1, FFA for the images of 
faces ,houses,animals and cars aligning from the central to peripheral visual field. 
Then, we further calculated ratio relative to V1 (RRV1) as comparing the neural 
responses amplitudes in FFA with those in V1. We identified an eccentric effect for 
the retinotopic representation and neural responses in both to face and categories of 
non-faces, which is consistent with the diminished perceptual ability that was found 
for peripherally presented images.In all eccentricities (0–55°), the FFA exhibited 
significantly positive neural responses to face and categories of non-faces. In FFA, the 
neural responses to faces images were significantly larger than those for the non-face 
images. 
Chapter 4 we used functional magnetic resonance imaging (fMRI) and a 
wide-view presentation system to investigate neural responses to four categories of 
objects (faces, houses, animals, and cars) in the primary visual cortex (V1) and the 
lateral visual cortex, including the LOC and the retinotopic areas LO-1 and LO-2. In 
these regions, we found the neural responses to objects decreased as the distance 
between the location of presentation and center fixation increased, which is consistent 
with the diminished perceptual ability that was found for peripherally presented 
images. By measuring the ratio relative to V1 (RRV1), we further demonstrated that 
eccentricity, category and the interaction between them significantly affected neural 
processing in these regions. LOC, LO-1, and LO-2 exhibited larger RRV1s when 
stimuli were presented at an eccentricity of 0° compared to when they were presented 
at the greater eccentricities. In LOC and LO-2, the RRV1s for images of faces, 
animals and cars showed an increasing trend when the images were presented at 
eccentricities of 11 to 33°.  
Chapter 5 we combined of retinotopic mapping and object picture, revealed the 
retinotopic property responsive to object in V1 and LOC. In the object defining task, a 
region of the fusiform V1 area and LOC area were exhibited object activated. The V1 
areas had flatter decreasing response as eccentricity increasing. However, V1 had a 
bigger neural activities and a bigger neural activities visual cortex in 11° eccentricity.
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Chapter 2  Method to Analysis Software for this Study 
 
Summary 
 
Functional Magnetic Resonance Imaging (fMRI) has now become a pretty 
mainstream activity for researchers interested in the workings of the human brain, and 
since its inception in the early-90s a whole load of software has been developed which 
can enable even the most clueless or Unix-averse researcher to (reasonably) easily 
perform complex analyses on fMRI datasets. We used on the very basic aspects of one 
popular choices for fMRI analysis: BrainVoyager QX (current version at the time of 
writing: 2.3). BrainVoyager QX (current version at the time of writing: 2.3)Platforms: 
All (Windows, Mac OSX and Linux)Cost: Lots – around €5000 for the full package 
(base + surface modules)File formats: Proprietary (semi-open – file specification are 
available)Documentation: Pretty good for the basics, although lacking in terms of 
advanced features. BrainVoyager is a highly optimized and user-friendly software 
package for the analysis and visualization of multi-modal brain imaging data, not only 
for structural and functional magnetic resonance imaging data sets but, since BV 
version 2.0, also for EEG and MEG data sets in combination with MR measurements. 
The program runs on all major computer platforms including Windows (XP, Vista), 
Linux (ie, RedHat, SUSE) and Mac OS X (10.4+). In order to obtain maximum speed 
on each platform, BrainVoyager has been completely programmed in C++ with 
optimized and highly efficient statistical, numerical, and image processing routines. 
The 3D graphics environment ("surface module") has been implemented using 
OpenGL. The interactive graphical user interface was built using the award-winning 
cross-platform QT library. In combining the best cross-platform technology, 
BrainVoyager provides a native and responsive user interface on all supported 
platforms. 
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2.1  Learning the Vocabulary 
 
Basic Terms               Definition 
fMRI                   functional Magnet Resonance Imaging 
BOLD                  Blood oxygen level dependent 
Anatomical or Structural    T1 data showing higher resolution images of the brain. 
[Usually collected at the beginning or end of an 
experiment. It takes about 5 minutes to collect 
64x256x256 slices, or 20 minutes to collect 
256x256x256 slices. 3-dimensional.] 
Functional                T2* Data which has low spatial resolution containing 
time course information. [4-dimensional: 3 spatial, 1 
temporal] 
Slice Time Correction      If slices were collected in succession, the last functional 
slice would contain information from a later point in 
time than the first - this interpolates them in such a way 
as to minimize these differences. 
Head Coil                Transmits and receives radio waves. This goes 
completely around the subjects' head. 
Surface Coil              Focuses on a particular section of the head 
Talairach                 A standardized format for brains, in which the brain is 
fit into a box so that it can later be compared with other 
brains. 
EPI                     Echo-planar imaging 
Shimming               Adjusting magnets to make magnetic field homgenous. 
Artifacts                 Areas in which activation/brain is not imagable due to 
ghosts,interference and spikes from the magnet, and 
presence of metallic objects. Natural artifacts occur 
around sinuses and ear canals. Picture shows 
susceptibility artifacts around ear canal and due to tiny 
metal in hair elastic worn by participant. 
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Brain Vocabulary 
Dorsal/Superior     Top of brain 
Ventral/Inferior      Bottom of brain 
Rostral/Anterior     Front of brain 
Caudal/Posterior     Back of brain 
Lateral            Outer areas – away from middle 
Medial            Middle areas – toward middle 
Slice              Single image of section of brain 
In-Plane Slice       Slice taken in the plane (e.g., coronal slice) 
Slice Thickness      Measured in mm’s (e.g., 6 mm) 
Voxel             Volumetric pixel in mm’s (e.g., 3mm), related to slice thickness 
Axial Oblique       Scans taken with slices oriented angled in relation to axial 
plane, usually along the AC-PC plane. 
Field of View       Spatial extent of image from one edge to opposite edge in mm’s 
Midsagittal Plane    Slice along the midline from superior or dorsal (top) to inferior 
or ventral (bottom) 
Coronal            Slice along the ear-to-ear line (laterally) from superior to 
inferior. Also called Frontal Plane 
Horizontal (TRA)    Slice taken straight across the top (Hannibal-style) from rostral 
to caudal 
 
fMRI                Design Definition 
Run/Series          One continuous period of fMRI scanning (~5-7 mins) 
Condition           One set of stimuli or one task. 
Epoch              One Instance of a condition (Note: in block can include many 
trials/events 
Experiment          Set of conditions compared to each other. Consists of several 
runs. 
Session             All scans collected from a subject in one day. Can consist of 
one or more experiments. 
Trial/Event          One episode of the task involved in a run. 
Paradigm           Set of conditions and order used in a run. 
Block design        Multiple epochs of a condition are presented back-to-back 
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Event-related design   Epochs of a condition are interspersed “randomly” hroughout 
a run 
Disdaqs              Discarded data acquisitions – volumes collected at the 
beginning of a run before the magnet reaches steady state (n 
= 4 for I2AT GE magnet) 
 
Extensions in BV    Definition 
DCM            The original DiCoM format saved by the magnet for both  
functional and anatomical scans. 
SDT             The first level of conversion, allows data to be imported into BV. 
POS             POS files are simple text files containing information about the 
position (e.g. of the subject in the fMRI scanner or of the slices 
relative to BV normal space). 
SPR             Contains information about the scanner parameters for the 
corresponding .sdt (i.e., number of slices, thickness of slices, 
etc.) 
AMR            The 2D format of the anatomical images. Each slice corresponds 
with the functional slices that were collected. 
VMR            The 3D format of the anatomical images - will often encompass 
the entire brain. 
V16             To keep file sizes down, brain voyager works in 8 bit format. To 
adjust contrast and brightness, you need the 16 bit information 
which is in this file. 
FMR            The 2D functional data descriptor file. Can be opened in a word 
program. Contains information about the functional slices  
which were collected. 
STC             The .stc, along with the .fmr, is the functional data. This file 
contains the function information for one slice, and there are 
.stc’s for each slice. 
VTC             The 3D functional data format. The .vtc is Talairached and 
aligned to the .vmr. 
TRF             Transformation files that store information about any 
rotation/transformation you make to the .vmr (i.e., moving it to 
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the AC-PC line or aligning the 2D and 3D data). These files are 
required to create the .vtc. 
IA.trf          Initial alignment file 
FA.trf          Final alignment file 
TAL             Stores information about the size adjustment made to resize the 
brain into Talairach space. Also required for .vtc creation PRT 
The protocol file that you create that outlines the timing and  
conditions for each run. 
RTC             The reference time course shows the optimal time course of your  
hypothesis. 
ROI              The 2D region of interest outlines the area on your .amr for 
analysing. 
VOI              3D region of interest outlining the voxels included in analysis. 
SRF              The surface mesh which is the format for looking at surfaces. 
 
2.2  Pre-processing: Initial Data Assessment 
 
Overview: One of the pros of BV (as compared to some other fMRI analysis 
packages) is that the program allows you to get “close” to your data. Before beginning 
the processing procedure, it is a good idea to get to know your data in the following 
ways: 
(1) Look at the raw functional images. After constructing the anatomical 
and functional projects in BV, look closely at the images. 
A) Where are the artifacts and distortions? 
B) How well do the functional and anatomical scans correspond? 
(2) Look at the time course movies. 
A) After creating the functional project (FMR) 
B) The movie resolution is not as crisp as the FMR resolution.Also, 
sometimes BV shows a shadowy image in the matrix in cells not 
relevant to the number of scan slices. This is a “feature” in BV and 
will not affect the data. 
(3) Stop movie and zoom in on one or two cells of the FMR. 
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A) Click restore down box in top right-hand corner 
B) Use the + magnify tool to increase magnification to the maximum 
possible. Select one or two adjacent slices showing the whole 
brain. 
C) Pick a voxel just at the edge of the brain on which to focus. 
D) Select Options, Time Course Movie 
E) Click on the Preload all button and play 
F) Watch for gross voxel changes 
G) Make a note of the time point that abrupt shifts occur and check to 
see if they correlate with presentation of stimuli. 
H) Big shifts are usually evidence of head motion that will result in a 
decision not to use that particular participant. 
I) Can do this before and after motion correction and smoothing 
(4) Look at several ROI Signal Time Course graphs. 
A) After creating the functional project (FMR) 
B) Left-click anywhere in the cortical areas of any slice 
C) Look at the activation pattern for unexpected activation 
D) Left-click anywhere in non-cortical areas of any slice (e.g., white 
matter, outside the head) 
(5) Look at individual runs, then individual subjects before aggregating the 
data. 
 
2.3  Pre-processing: Creating Projects 
 
Overview: The end result of this course of preprocessing will be creation of the 
PRT, creation of a functional (FMR) and structural (VMR) projects, motion and time 
correction of the FMR project, and spatial smoothing and temporal filtering of the 
FMR project. When this stage of preprocessing is complete, the next step will be to 
link the functional and structural images together (see Preprocessing – Linking FMR 
to VMR). 
A * indicates option selections that vary with each experiment. 
FOR EACH RUN AND EACH PARTICIPANT DO: 
Rename DICOM files 
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Go to the first run folder. Inside the Raw Data Folder should be the raw DICOM 
files associated with the first run. Copy (NOT move) the DICOM files into the Project 
Files Folder/Slices Folder. 
(1) Open Brain Voyager 
(2) Click File, Rename DICOM Files 
(3) Indicate path to Run folder/Slices Folder 
(4) Click on GO 
(5) BV will automatically rename files into BV convention 
(6) Repeat for each Run and the T1 structural scans. 
This way the original raw DICOM files will be preserved. The renamed files will 
be in the Slices Folder. 
 
2.3.1  Creating functional projects 
 
(1) Open Brain Voyager 
(2) Click File, New Project 
(3) Select Functional MRI data set (FMR) (Figure 2.1) 
(4) File type: DICOM 
(5) Click on Select First Source File 
A) Select the first renamed DICOM file under the Run Folder/Slices 
Folder (the end of the file extension should be -0001.dcm) 
B) The number of slices and number of volumes and X/Y resolution  
values should be automatically entered. BV reads this information  
from the header attached to the first DICOM file. 
(6) If you have DISDAT volumes (e.g., first four) enter that number as the 
number of slices to skip. 
(7) Create pseudo-AMR from first volume should be checked 
(8) Click on Advanced 
(9) Make sure the mosaic sequences is set to 64 x 64 
(10) Leave everything else as it is 
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Figure 2.1 Creating functional projects 
 
(11)  Select Target directory 
A) Should be Run Folder/Project Files Folder/Slices Folder 
B) Hint: It is probably already selected automatically. You only need 
to change it if you want the STC files stored separately from the 
DICOM files 
(12) Select GO 
(13) Watch the head-stripping movie (rated PG) 
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(14) Output should be a matrix of images of different slices, one cell for  
every slice – total number of cells = total number of slices 
(15) Select File, Save As and name files with naming convention you 
choose. 
A) A good convention is subject #, subject initials, scan session run  
number, presentation software run number 
B) NOTE: If you do not save the project, the STC and FMR files will 
still be in the folder, but will be called “untitled” files. 
(16) Open Run Folder/Project Files Folder/Slices Folder and notice that the  
folder now contains: 
A) Renamed DICOM files 
B) STC Files 
C) FMR File 
D) POS File 
E) First Volume as Anatomical File Sample VMR (Figure 2.2) 
 
 
Figure 2.2 Sample VMR 
 
2.3.2  Creating Stimulation Protocols (PRTs) 
 
The PRT is the file BV uses to link the timing of stimuli presentation to the 
appropriate scan slice. A separate PRT will be needed for each run, because the order 
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and timing of conditions should be different for each run. (NOTE: If you have a study 
in which the type of trial is participant-identified, a PRT will have to be created for 
each run for each participant). Creation of PRTs requires associating the timing 
indicated by the stimuli-presentation software (e.g., EPrime, Present, Superlab, etc.). 
You will have already calculated the cumulative onset time for each event. Armed 
with this information, PRTs are created in BV by: Open the FMR for the run for 
which you are creating the PRT. 
(1) Select Analysis, Stimulation Protocol. 
(2) Click on the Intervals button to expand the window to show intervals. 
(3) Click on the Show button to show the Plot Window. 
Be sure both Show Grid and Show Protocol are checked 
(4) For each condition in the run (including fixation), you will need to add a  
condition event. 
(5) Click on Add. A condition will be added to the Condition list. 
A) Click on Edit Label 
Type in condition name. 
B) Click on Edit Color 
C) Keep a note on your selection! The condition name and color 
selected should be consistent across runs, across participants, and 
across groups. 
(6) Under the “Time units” section, click on Milliseconds. 
(7) At the “Intervals defining condition events/blocks box”. 
A) Click Add once for each event of the condition 
B) Notice that the NrOfIntervals is increasing with each click 
C) Click on the Interval arrow to return to Interval 1 
D) Enter the start time (in milliseconds) for the first event of the 
condition under From 
E) Enter the end time for the first event of the condition under To 
F) Continue until all of the events for that condition type is entered 
(8) Repeat the procedure until all events for all conditions are represented in  
the PRT 
Be sure that the entire time course of the run is represented! 
(9) Notice that the conditions and events are being added pictorially in the  
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Time Course Plot window. Use this window to help find problems and  
overlap in the From/To times for event intervals. 
(10) When the entire time course is correctly represented by the PRT, the  
Time Course Plot window will look “right” and the Stimulation Protocol  
window label will read OK (it read NOT OK if there is overlap in  
timing). 
(11) Change the Name at the top of the window to represent the run (or  
participant and run) the PRT represents (e.g., Run1) 
See screen shot of the PRT windows, Figure 2.3. 
 
 
Figure 2.3 Screen shot of the PRT windows 
 
2.3.3  Creating Anatomical Projects 
 
(1) Open Brain Voyager 
(2) Click File, New Project 
(3) Select Anatomical 3D data set (VMR) 
(4) File type: DICOM 
(5) Click on Select First Source File 
A) Select the first renamed DICOM file under the T1 Folder/Slices 
Folder (the end of the file extension should be -0001.dcm) 
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B) Change the number of slices to the number of DICOM files in your 
T1 folder. 
(6) Leave everything else as it is 
(7) Select Target directory 
h. Should be T1 Folder/Project Files Folder/Slices Folder 
i. Hint: It is probably already selected automatically. You only need  
to change it if you want the STC files stored separately from the  
DICOM files 
(8) Select GO 
(9) Watch the head-stripping movie (rated PG) 
(10) Output should be a very clear view of the brain structure from 3 different 
aspects: saggital, axial, and coronal (see next page for a screen shot). 
(11) Use the contrast and brightness tool to adjust and click OK. 
(12) Save VMR using naming convention you want. 
A) E.g., S11_HM_T1 
B) The POS file will automatically be created and saved in the same 
folder 
(13) Use the crosshairs to move through the slices from the three aspects. 
Be sure you are aware of the convention in which the brain is being presented. 
Radiological convention: left and right are flipped. Neurological convention, left is 
left, right is right. BV should be able to use the information from the scan header to 
provide that information (Figure 2.4). 
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Figure 2.4 VMR: Structural project 
 
2.4  Pre-processing: Coregistration and Transformation 
 
Overview: This stage of preprocessing is to coregister (or align) the functional 
and structural images (see Preprocessing – Aligning FMR to VMR) in order to be able 
to assign functional activation to a structure in the brain. In addition, the VMR will be 
transformed into AC/PC convention and Talairach space in order to aggregate runs 
and participants into group data for statistical analysis. 
Figure 2.5 showed indicates option selections that vary with each experiment. 
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2.4.1  Coregistration 
 
(1) Open Brain Voyager 
(2) Select File, Open and go to the T1 Folder 
(3) Open the VMR file 
(4) The 3D Volume Tools window will open in front the anatomical images 
(5) Click on Full Dialog Box 
(6) Select Coregistration tab 
 
 
Figure 2.5 3D Volume Tools Window – Coregistration 
 
(7) Click on the Select FMR button 
(8) A browser window will open. 
A) Go to the Run Folder for the first run. 
B) ALWAYS select the pre-processed .fmr file. E.g.,: 
S111_HM_Run1_EPR3_3DMC_SCSA_SD3DSS4.00mm_LTR_TH
P3c.fmr 
(9) Click on the OPEN button. 
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(10) That the project window now contains a 2x3 matrix with the T1 VMR 
images in the top row and corresponding functional images in the bottom 
row. 
(11) Click on the Align button next under the FMR-VMR coregistration 
heading. 
(12) That the aligned files are renamed and identified as .trf (transformation 
files). 
(13) DON’T run yet! 
(14) Select the Source options tab. 
(15) Make certain that the “Use linked AMR” is selected. 
(16) Click on Run IA (Initial Alignment) 
Resultant file has extension of IA.TRF 
(17) Notice that the functional scans are now overlaid onto the structural 
scan. 
(18) Click on the Align button again. 
(19) Click on Run FA (Fine Alignment) 
A) FA take a bit longer 
B) Resultant file has extension of FA.TRF 
(20) Notice that the alignment of the functional and structural scans is better. 
(21) You can manually fine-tune the alignment (if you dare) 
A) Use the system coordinates buttons (Translation, Rotation) to adjust 
the x, y, z orientation of the functional scan 
B) You can change the view by clicking on the Target display options 
C) NOTE: It is usually safe to do some minor Translation adjustments, 
but be cautious about Rotation adjustments. 
 
2.4.2  Transformation – AC/PC 
 
(1) Open Brain Voyager 
(2) Select File, Open and go to the T1 Folder 
(3) Open the VMR file  
(4) The 3D Volume Tools window will open in front the anatomical images 
(5) Click on Full Dialog Box 
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(6) Select Talairach tab (Figure 2.6) 
(7) Select Click on the Find AC point button. 
(8) Place cross-hairs on AC point using mouse or keyboard buttons – the 
arrows, plus SHIFT + arrows. 
(9) When you are satisfied with having found the AC point, click OK. 
(10) Select the Find ACPC plane button. 
(11) Use up/down buttons in each plane to align the image so that the line 
falls along the ACPC plane. 
(12) Be sure to check all views: SAG, COR, TRA!! 
(13) When you are satisfied, click OK. 
(14) Click the Transform button. 
(15) The resultant file is a VMR that now has _ACPC added to the file name. 
 
 
Figure 2.6 3D Volume Tools Window – Talairach 
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2.5  Pre-Processing: Linking it all together 
 
Overview: This stage of preprocessing is to register the functional data into 
Talairach space in order to aggregate the functional scans for multiple runs and 
multiple participants into group data. 
 
 
Figure 2.7 VTC File Creation window 
 
2.5.1  Creating the VTC File 
 
(1) Open the original VMR file (not the AC/PC, not the TAL) to which the 
functional data has been coregistered for the participant 
 30 
 
(2) Click on Analysis, Create 3D time course (VTC) file (Figure 2.7) 
(3) The VTC File Creation window will open 
(4) Note that there are several blank slots to fill in file names that will be 
Required to create the VTC: 
A) Click Browse to find the file required for each slot 
B) For the Functional slice-based data file (FMR) 
C) For the FMR 劤 VMR Coregistration File 1 (_IA.TRF) 
D) For the FMR 劤 VMR Coregistration File 2 (_FA.TRF) 
E) For the AC-PC translation/rotation file-Talairach, step 1 
F) For the Cerebrum border file for scaling-Talairach, step 2 
(5) The name of the resultant VTC file will appear automatically. Press GO. 
 
2.5.2  Linking the functional VTC file to the structural TAL.VMR 
 
(1) When the process is complete 
A) Close the VMR that you had opened 
B) Open the TAL.VMR for the appropriate participant 
C) Click Analysis, Link 3D time course (VTC) file 
D) In the Line 3D Volume Time Course (VTC) dialog window 
E) Click OK 
(2) Nothing happened! Or so it seems… 
A) Right-click anywhere on the cerebrum 
B) Select Show ROI time course 
C) WOW – look at that! You will see the functional time course 
information linked now to the structural view! 
(3) From this point you can begin your statistical analyses 
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Chapter 3  The Differences in Neural Response to Face and 
Non-face in FFA: Evidence from the Central to Peripheral Visual 
Field 
 
Summary 
 
The human brain has different abilities for the discrimination of an object in the 
visual field, and these abilities robustly decrease as eccentricity increases. The 
fusiform face area (FFA) in the human brain has been speculated to prefer processing 
face perception using functional magnetic resonance imaging studies and has been 
investigated using object stimuli. These studies found activities in the FFA for 
non-face objects of expertise in the central visual field. However, the neural responses 
in the fusiform face area from the central to peripheral visual field remain unknown. 
In this study, a wide-view presentation system with functional magnetic resonance 
imaging (fMRI) was used to investigate the neural responses to face and non-face 
images (animals, houses, and cars) in both the primary visual cortex (V1) and FFA. 
The FFA regions showed significant neural responses to objects at all eccentricity 
positions, but these responses decreased as the eccentricity increased. The FFA 
exhibited significantly positive neural responses to faces and categories of non-faces 
at all eccentricity positions. In addition, the neural responses to faces were 
significantly larger than those to non-faces in the FFA. We used RRV1 (ratio relative 
to V1) to demonstrate the interactions of eccentricity and category on significantly 
affected neural processing in the FFA. In the FFA, the RRV1s for images of faces 
were significantly larger than those for images of houses when they were presented at 
eccentricities of 0°. More interestingly, we found that the face images exhibited larger 
decreasing trends than the house and car images, which indicated differences in neural 
responses to faces and non-faces in the fusiform face area from the central to the 
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peripheral visual field. We proposed that the differences in neural responses to faces 
and non-faces were likely influenced by experience object perception. 
Keywords: face-selective, non-face-selective, fusiform face area, retinotopic maps, 
fMRI, wide-view visual field 
 
3.1 Background  
 
Early functional magnetic resonance imaging (fMRI) studies investigating face 
and object recognition showed that the fusiform face area (FFA) is a region in the 
human brain that responds more strongly to faces than to objects [17] and is thought 
to be important for face perception [17]. The modular-specific view suggests that the 
FFA is a cortical area specialized for processing faces, and the FFA’s response to faces 
is higher than its response to non-faces. More recently, high-resolution fMRI studies 
have shown that localized subregions within the FFA that are highly selective to faces 
are spatially interdigitated with localized subregions that are highly selective to 
non-face categories. Moreover, the neural responses to cars in the FFA were correlated 
with behavioral car expertise, indicating that the FFA likely consists of several 
populations of neurons selective for objects of expertise [18]. These findings 
suggested that the FFA or large sections of inferior temporal cortex consist of many 
more neurons with selectivity for other information related with object stimuli 
characters (approximately 18%). 
Levy and colleagues found that the category-selective areas were biased in 
central-peripheral cortex organization [19, 20], which aroused our interest in 
differences in neural function in category-selective areas between the central and 
peripheral visual fields. We used a wide-view field presentation system [16] in fMRI 
and found decreased neural activities in the lateral occipital complex (LOC), 
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parahippocampal place area (PPA) and fusiform face area (FFA) with increased 
eccentricity [21, 22], which is consistent with the properties of eccentricity 
organization. Furthermore, we found that FFA (PPA) exhibited a different neural 
response to faces (houses) and that the FFA showed a greater enhancement related to 
neural response in V1 than the PPA. The difference in enhancement between the FFA 
and PPA increased from the central to peripheral visual field [22]. Similarly, we 
revealed that the LOC, including LO-1 and LO-2, exhibited different neural responses 
to objects presented in the wide-view field [21]. However, neural responses in the 
fusiform face area from the central to peripheral visual field remain unknown. 
In this study, we used a wide-view presentation system [16] in fMRI to study the 
neural responses to face and non-faces (animal, house and car) in the visual field up to 
an eccentricity of 60° (Figure 1). To estimate the category selectivity from central to 
peripheral visual fields, we analyzed the decreasing trends of each category by fitting 
the line of the neural response with eccentricity. We investigated the differences in the 
neural activities for the different eccentric positions and object categories in the FFA 
and RRV1 (ratio relative to V1) in neural response amplitudes for face stimuli and 
non-face stimuli. To estimate the category selectivity from central to peripheral visual 
fields, we analyzed the decreasing trends of each category by fitting the line of the 
neural response with eccentricity.  
 
3.2  Materials and Methods 
3.2.1  Subjects 
 
Seven healthy subjects (5 males, 2 females) from Okayama University 
participated in this study. All subjects had normal vision and were right-handed. All 
subjects provided their written informed consent prior to their participation in this 
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protocol, which was approved by the Ethics Committee of Okayama University 
Hospital. The fMRI experiments were performed at the Hospital of Okayama 
University. 
 
 
Figure 3.1 Design of our position experiments. (A) Four categories of object stimuli 
used for position experiments, including faces of people, houses, animals and cars. 
(B) Illustration of the degrees of eccentricity from the center fixation point and the six 
eccentricity positions of the object ring. The face stimuli were placed at 55°. (Dashed 
lines were not shown in the experiment). 
 
3.2.2  Stimulus Presentation 
 
All stimuli were projected using a wide-view visual presentation system and 
were generated using Presentation software [16, 22]. In this system, subjects viewed 
the stimulus using a hemispheric screen that was 52 mm in diameter and with a 
monocular (left or right eye) view. This hemisphere had a curvature of 30 mm, and a 
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mean distance of 30 mm was between the subjects’ eyes and the screen. We used 
contact lenses to focus during the experiments, and the visual field position of 
eccentricity was 120° horizontal × 120° vertical or 60° eccentricity. 
 
3.2.3  Position Experiment 
 
These experiments utilized grayscale face images and non-face (house, animal 
and car) images (Figure 3.1A). The stimuli were presented in gray-grounds with a 
range of viewpoints (Figure 3.1B). The ring images were a thickness of 10° of the 
visual angle at each position. A constant image size was used in this study because the 
magnification factors in the face, house, animal and car selected areas were unknown 
(the central and periphery had relatively different magnifications). We aimed to 
compare the neural activation for face and non-face images throughout the different 
eccentricity of positions. The stimuli were presented in a total of six different 
positions and same number of images in the same eccentricity of position for each of 
four categories. At each of six eccentricity positions had eight images of the each 
categories. The outer ring images were centered at the fixation point (foveal) and 
centered at 60°. 
The position experiment consisted of a block-design experiment with four runs. 
Different images were shown from one category (face, house, animal and car) in 8-s 
blocks at a specific position. In each of the runs, there was one block for each position 
and category combination that was presented with a uniform background to exclude 
the effect of the background. Thus, there were 24 blocks per run (4 categories×6 
positions) in the session. There were baseline blocks (grayscale screen with a fixation 
point) for 8 s. During scanning, subjects were required to maintain a fixed view. When 
the subjects viewed a red fixed point (i.e., a red disk with 1.8° diameter present 
throughout the experiment), they were instructed to categorize each image. Dimming 
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was performed with a 1.8- to 3.8-s interval between prompts and occurred randomly. 
Subjects were asked to categorize the images when the fixation disk dimmed and to 
respond by pressing a key, while maintaining their fixation during the scanning. We 
used key presses of 1.2-s periods following a prompt. We used a magnet-compatible 
button box connected to the stimulus computer to collect behavioral responses during 
the scanning. In our block-design task, the accuracy was not affected by eccentricity 
(two-way, P <0.001).  
 
3.2.4  Image Acquisition 
 
In this study, we used a 3-Tesla MR scanner (Siemens Allegra, Erlangen, 
Germany) for imaging. We used a continuously acquired standard T2 weighted 
echo-planar imaging (EPI) sequence (TR = 2 s; flip angle = 85°; TE = 35 ms; in-plane 
resolution: 2.3 × 2.3 mm; slice thickness: 2 mm, 6 4 × 6 4 matrices; with a gap of 0.3 
mm) for the functional series. The slices were manually aligned approximately 
perpendicular to the calcarine sulcus to cover most of the occipital, posterior parietal 
and posterior temporal cortex. A 3D structural scan was used to acquire 
high-resolution arrow T1-weighted images using a magnetization prepared high-speed 
gradient echo sequence (MP-RAGE; matrix 256 × 256 × 224; 1 mm isotropic voxel 
size; TR = 1800 ms; TE = 2.3 ms) after function scans. 
 
3.2.5  The Data Preprocessing  
 
In this study, we used BrainVoyager QX 2.11 (Brain Innovation, Maastricht, 
Netherlands) to analyze the anatomical and functional images. The anatomical images 
were segmented to recognize the white/gray matter border and then used for cortical 
surface reconstruction and inflation [23-25]. The functional image data were 
preprocessed with scan time -correction, high-pass temporal filtering (0.01 Hz) and 
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3D motion correction prior to statistical analysis [23](9). The functional data were 
transformed into the conventional Talairach space to obtain a 4D data representation 
[26]. 
A General Linear Model (GLM) was used by computing contrasts based with 
voxel-by-voxel statistical tests [27]. A double-gamma hemodynamic response 
function to account for hemodynamic effects convolved the boxcar function [28]. On 
the position scans of each subject, random effects analysis of variance at the group 
level was performed. The statistical threshold of p < 0.05, corrected with the false 
discovery rate (FDR), and a cluster threshold of 80 mm3 were adopted during the 
statistical analyses. The Talairach coordinates showed that the neural activation maps 
were rendered on a cortical surface from a high-resolution structural MRI. 
 
3.2.6  The Region of Interest Analysis 
 
In each subject, the regions of interest (ROIs) of the FFA were defined as the 
regions that responded more strongly to face images than non-face images with a 
spatial extent of at least 80 mm3 and a contrast threshold of FDR-corrected p < 0.05 
(Figure 2A). The ROIs of the FFA were defined in both hemispheres for all subjects. 
In addition, the magnitude of the neural responses was extracted to the images of 
faces and non-faces (house, animal and car) in the FFA for each position. 
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Figure 3.2 Neural activation maps in the FFA. (A) The locations of the FFA for the 
right hemisphere of sub 3. (B) Mean neural activation maps in the FFA for face, 
animal, car and house categories. 
 
3.2.7  Relative to the Neural Response in V1 
 
V1 is considered to be important and indispensable for visual information 
processing in the human visual cortex. Stimulus sizes were not determined according 
to the cortical magnification in V1 and FFA. To exclude the effect of the background, 
we presented the images with a uniform background. Low-level visual properties 
were unmatched using this presentation method. The neural responses of the ratio 
relative to V1 were further scaled, thereby providing the same of input intensity to the 
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FFA for each of the eccentricities. The RRV1 was calculated as the amplitude of 
neural response in the FFA/ the amplitude of neural response in the V1. When the 
amplitude of the neural response in the FFA was smaller than that in the V1, the 
RRV1 was less than 1, and when the amplitude of the neural response in the FFA was 
greater than that in the V1, the RRV1 was greater than 1. For the final calculations, we 
used only positive response amplitudes. 
 
 
Figure 3.3 Mean response amplitude to the four categories between eccentricity and 
the neural responses in the V1.  
 
3.3  Results 
3.3.1  Neural Activation  
 
The FFA was defined as having a greater neural response to face than to non-face 
categories (Figure 3.2A). The neural response to the faces and non-faces at each of the 
six eccentricity positions showed that the FFA regions exhibited intense neural 
activation in all categories but was larger for face than for non-face categories (Figure 
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3.2B). The center position aroused large neural activation that decreased markedly 
with increased eccentricity (data not shown). 
 
3.3.2  The Neural Response Magnitudes 
 
The face and non-face neural response magnitudes in the V1 (Figure 3.3) and 
FFA (Figure 3.4) were in both of the hemispheres, and the neural response magnitudes 
were averaged. The neural response was used in the analyses of variance (ANOVAs) 
with repeated measures factors of category and eccentricity (4 × 6).  
Figure 3.3 shows the V1 response to the faces and non-faces averaged over the 
neural response magnitudes pooled across both hemispheres. The neural response 
decreased with an increase in eccentricity [F(5, 65) = 21.44, p < 0.001]. Furthermore, 
we revealed a significant effect for category [F(3, 39) = 20.67, p < 0.001,]. More 
importantly, category and eccentricity [F(15, 195) = 3.89, p < 0.001] had significant 
interactions. 
Figure 3.4A shows the FFA response to the faces and non-faces averaged over 
the neural response magnitudes pooled across both hemispheres. We found significant 
neural responses (t test, t(14) ≥ 2.7, p < 0.05), except for the categories of house and 
car at the largest eccentricity position (55°). The neural response decreased with an 
increase in eccentricity [F(2.8, 35.8) = 45.36, p < 0.001]. Furthermore, we revealed a 
significant category effect [F(1.8, 24.3) = 8.12, p = 0.002, Greenhouse-Geisser 
corrected]. Pairwise comparison was performed in this study, and the face images had 
larger neural responses compared to the non-face categories (p < 0.05, 
Bonferroni-corrected, Figure 3.4B). More importantly, there were significant 
interactions between eccentricity and category [F(4.1, 53.5) = 2.82, p =0.03]. 
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Figure 3.4 Mean response amplitude to the four categories in the FFA. (A) The 
relationships between eccentricity and the neural responses in the FFA. (B) The 
differences in neural responses to the four categories in the FFA 
 
3.3.3  Neural Response of the FFA Relative to the V1 
 
In this study, the assurance for the strength of the input to the FFA was the same 
for all eccentricities and categories, and the neural responses of the RRV1 were scaled. 
The neural responses in the V1 and FFA were weak. And behavioral Performance 
showed that at eccentricities of 0–33°, the behavioral performance was good; the 
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subjects could recognize image presented in the peripheral visual field but failed to 
recognize images at the more extreme peripheral positions (eccentricities of 44° and 
55°). Some subjects had no or weak responses to the images of faces and houses when 
they were presented at the most peripheral positions, which resulted in missed 
responses (Behavioral data not shown). Thus, the RRV1s results were omitted for 
responses beyond 33°. In each of the eccentricities, the mean RRV1 for the FFA are 
shown in Figure 3.5. We used factors of category and eccentricity (4 × 4) in the linear 
mixed models for repeated measures, which showed the main effect of eccentricity in 
the FFA (FFA: [F(3,60) = 5.62, p = 0.002], and a significant main effect of category 
[F(3,52) = 5.43, p = 0.003]. In the FFA, no interaction was found between eccentricity 
and category [F(9,35) = 1.05, p = 0.426]. At the eccentricity of 0°, the RRV1 results 
for face images were significantly larger than those for house images. 
 
Figure 3.5 Mean RRV1 of the four categories in the fusiform face area. Significant 
differences (p < 0.05) in individual contrasts are indicated with asterisks. 
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3.3.4  Line Fitting and Slopes Evaluation 
 
The interaction between category and eccentricity indicates that the decreasing 
trends were different among the four categories. We further performed line fitting 
between the neural response and eccentricity of each individual. The larger slope of 
the line indicated a larger decreasing trend with an increasing eccentricity. The 
differences in slopes suggested the presence of different category selectivity in the 
FFA. Only the good fitting results were used for further comparison (r2 > 0.3). The 
fitting lines and average responses of the four categories are shown in Figure 3.6 
(A-D). We further found significant differences in the slopes of the four categories 
when using a repeated-measures one-way ANOVA [F(3, 36) = 3.35, p = 0.03]. The 
face had larger slopes compared to the house and car (one-tail t test, p < 0.05, 
Bonferroni-corrected, Figure 3.6E). 
 
3.4  Discussion 
 
In this study, a wide-view presentation system was used to investigate the neural 
responses to face and non-face categories in V1 and FFA. We found the neural 
response in the FFA to decrease with increased eccentricities. Consistent with findings 
obtained in previous studies, we also revealed larger neural responses to face than to 
non-face categories. At an eccentricity of 0°, the RRV1 results for face images were 
significantly larger than the house images. Interestingly, we found that the faces and 
animals had larger decreasing trends than the houses and cars. 
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Figure 3.6 The fitting lines and average response of the four categories are shown for 
face (A), house (B), animal (C), and car (D). (E) Slopes of the neural response for the 
four categories. 
 
3.4.1  The Neural Responses to faces and non-faces in the Lateral Visual Cortex 
 
Consistent with findings obtained in these previous studies [5, 19, 29], we found 
that the face image had a larger neural response compared to the other three categories 
in the FFA (Figure 4). In addition, a number of studies support the presence of a 
specialized cortex region that extends beyond faces, including the parahippocampal 
place area (PPA) for places [30] as well as the lateral occipital complex (LOC) for 
common objects [31]. These studies support the existence of specialized modules that 
extend in the ventral and lateral visual cortex. Haxby et al. [32] showed that each 
voxel inferior temporal cortex contains information of category selectivity. This 
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finding was confirmed by high-resolution fMRI studies, which demonstrated that 
subregions exist within the FFA that are highly selective to faces and are spatially 
interdigitated with localized subregions that are highly selective to non-face 
categories. The FFA likely contained more voxels (or neurons) with selectivity for 
faces than for non-faces.  
In addition, the types of visual stimuli for these brain processes have been 
debated, and several studies have investigated the response in the FFA in relationship 
to the eccentricity for the visual field. Early studies found category-selective areas of 
central-peripheral organization in the human visual cortex. In the ventral visual cortex, 
there are regions that represent foveal eccentricities, such as the lateral regions of the 
FFA and the VWFA, and regions that represent peripheral eccentricities, such as the 
medial regions of the PPA [19, 20]. More recently, several previous reports have 
shown a difference in the neural response for the central and the peripheral visual 
field. For example, Yue et al. [33] found that the FFA had larger responses affected by 
variations in the eccentricity of the face location and showed consistent ratios related 
with the neural response in the V1. When the positions of the face were expanded to a 
larger visual field, our previous studies found interesting differences between the 
central and peripheral visual fields. The response in FFA also showed a decreasing 
neural response and larger ratios that were related to the neural response in V1 at the 
peripheral rather than the central visual fields, whereas the PPA showed lower ratios 
and smaller differences between the central and peripheral visual fields [22]. The 
retinal position of the face or house presented in life may have potentially created 
these different processing strategies. 
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3.4.2  Neural Response of the FFA Relative to that of the V1 
 
In this study, we further investigated the neural response to face and non-face 
objects that were presented from the central to peripheral visual field in the FFA. 
RRV1s were scaled for the strength of the input to the FFA, which was the same for 
all eccentricities and categories of neural responses. 
In this study, the cortical magnification factor in V1 for the stimulus sizes was 
scaled and the house image space occupied a larger area compared to the other images. 
Accordingly, house images demonstrated larger neural responses. There were 
significant eccentricity effects for the RRV1s in the FFA, in which the effect differed 
in the FFA, PPA and LOC [21, 22]. For presentations at an eccentricity of 0°, we 
found that the RRV1s for the face images were larger than those for the house images 
in the FFA, and the FFA showed a dramatically higher response to faces than to 
houses as shown in Figure 5. At an eccentricity of 0°, one image was presented and 
several images at the outer eccentricities were presented in this study. Thus, at an 
eccentricity of 0° compared to the outer eccentricities, there was an obvious 
difference according to the number of images with a larger RRV1. However, the 
RRV1s showed no difference for faces and non-faces as a constant with increased 
eccentricities. One potential consideration may be the compensation mechanism for 
spatial effects of face and non-face images in the FFA. 
 
3.4.3  Line Fitting and Slopes Evaluation 
 
In addition to the neural response to a preferred object in these object-selective 
areas, other studies have assessed category selectivity in relationship to spatial 
position [21, 22, 33, 34]. In the present study, we further investigated the neural 
response to face and non-face objects that were presented from the central to 
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peripheral visual field in the FFA. We used RRV1s from V1, which had the same 
strength of information provided for each of the eccentricities and categories in this 
study. For stimuli presentations at an eccentricity of 0°, we found that the face images 
compared to the house images had a larger RRV1s in the FFA, and the FFA showed a 
much higher response to faces than to houses as shown in Figure 5. Interestingly, we 
found significant interactions between eccentricity and category and different 
decreasing trends among the four categories. In doing so, the face was shown to have 
a larger slope than those of the house and car. The larger slope of the line indicated 
larger decreasing trends with increased eccentricity. We proposed that the differences 
in slopes suggested the existence of different category selectivity in the FFA from the 
central to peripheral visual field. The face, which usually appeared in our central 
visual field, showed larger decreasing trends than did the house and car, which 
typically appeared in the central visual field. We proposed that the neural response to 
face and non-face in the FFA were affected by experience as well as in the ventral 
visual cortex, which shaped the information processing strategies for not only faces 
but also for other non-face objects. This explanation of the effect by experience was 
also supported by a high-resolution fMRI study, wherein the neural responses to cars 
in the FFA were correlated with behavioral car expertise. We proposed that the FFA 
had a different neural response in the fusiform face area from the central to peripheral 
visual field, which was likely affected by experience object perception. 
 
3.5  Conclusion 
 
In this study, we investigated the neural responses in the V1 and FFA to face and 
non-face images presented in the wide-view field. The FFA regions showed 
significant neural responses to faces and non-faces at all eccentricity positions that 
 48 
 
decreased with increasing eccentricity. The neural responses to the face images was 
also larger than that to the non-face images. Importantly, there was an interaction 
between eccentricity and category in the V1 and FFA, and thus, there were 
significantly affected RRV1s in the fusiform face area. At the eccentricity of 0°, the 
RRV1 results for the face images were significantly larger than those for the house 
images, and the difference was likely related to the houses occupying a larger space 
leading to a larger neural response to houses in the V1, but there was no large neural 
response in the FFA. We did not identify the FFA areas with different information 
processing with respect to the face images and categories of non-face images 
presented in the peripheral visual field, which may be due to the fusiform face area 
not processing specifically for generic within-category identification and because the 
neural response was weak in the peripheral visual field. More interestingly, we found 
that the face and animal images exhibited larger decreasing trends compared to those 
of the house and car images, which indicated a difference in neural response to face 
and non-face images in the fusiform face area from the central to the peripheral visual 
field. We proposed that the differences in neural response to face and non-face images 
are likely affected by the experience object perception. 
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Chapter 4  Neural Responses to Central and Peripheral Objects in 
the Lateral Occipital Cortex 
 
Summary 
 
 Human object recognition and classification depend on the retinal location where 
the object is presented and decrease as eccentricity increases. The lateral occipital 
complex (LOC) is thought to be preferentially involved in the processing of objects, 
and its neural responses exhibit category biases to objects presented in the central 
visual field. However, the nature of LOC neural responses to central and peripheral 
objects remains largely unclear. In the present study, we used functional magnetic 
resonance imaging (fMRI) and a wide-view presentation system to investigate neural 
responses to four categories of objects (faces, houses, animals, and cars) in the 
primary visual cortex (V1) and the lateral visual cortex, including the LOC and the 
retinotopic areas LO-1 and LO-2. In these regions, the neural responses to objects 
decreased as the distance between the location of presentation and center fixation 
increased, which is consistent with the diminished perceptual ability that was found 
for peripherally presented images. The LOC and LO-2 exhibited significantly positive 
neural responses to all eccentricities (0–55°), but LO-1 exhibited significantly positive 
responses only to central eccentricities (0–22°). By measuring the ratio relative to V1 
(RRV1), we further demonstrated that eccentricity, category and the interaction 
between them significantly affected neural processing in these regions. LOC, LO-1, 
and LO-2 exhibited larger RRV1s when stimuli were presented at an eccentricity of 0° 
compared to when they were presented at the greater eccentricities. In LOC and LO-2, 
the RRV1s for images of faces, animals and cars showed an increasing trend when the 
images were presented at eccentricities of 11 to 33°. However, the RRV1s for houses 
showed a decreasing trend in LO-1 and no difference in the LOC and LO-2. We 
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hypothesize, that when houses and the images in the other categories were presented 
in the peripheral visual field, they were processed via different strategies in the lateral 
visual cortex. 
Keywords: lateral occipital cortex, retinotopic maps, object category, fMRI, 
wide-view visual field 
 
4.1 Background 
 
Humans have the ability to recognize objects quickly and efficiently over a large 
proportion of the visual field without needing to make eye movements. This object 
recognition ability decreases robustly with increasing eccentricity or viewing angle 
[35-38]. Object recognition is thought to be mediated by hierarchical processing in the 
visual cortex (V1), where signals pass from the primary V1 to the ventral and lateral 
visual cortices [5, 34]. Functional magnetic resonance imaging (fMRI) studies have 
characterized multiple regions in the ventral and lateral visual cortices according to 
their consistent preferential responses to object categories. These regions include the 
lateral occipital complex (LOC), which preferentially responds to object vs. nonobject 
images [5, 31, 39, 40], face-selective areas (fusiform face area, FFA) [17], and 
house-selective areas (parahippocampal place area, PPA) [30]. Investigations of the 
functions of these category-selective areas have contributed to our understanding of 
the neural mechanisms of object perception [5, 16, 20, 22, 34]. 
The LOC is located along the lateral occipital and temporal cortices, which 
exhibit retinotopic representations. Using fMRI and a checker board retinotopic 
mapping stimulus, [41] identified two hemifield representation areas in the vicinity of 
the LOC, which they designated LO-1 and LO-2. The two areas lie anterior to dorsal 
V3 and posterior to the middle complex (MT+). LO-1 and LO-2 show clear polar 
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angle and eccentricity representations. LO-2 exhibits a sudden transition from central 
to peripheral locations [41, 42], and more recently, [40] demonstrated that the LOC 
extends beyond the boundaries of the visual field maps of LO-1 and LO-2. 
Behavioral analyses have indicated that visual working-memory performance for 
faces decreases from the central to the peripheral visual field, whereas the 
corresponding performance for buildings remains unchanged across different 
eccentricities of up to 40° when the images were presented on a wide-view field [38]. 
Eccentricity biases were also demonstrated in FFA and PPA: the FFA preferred stimuli 
located in the central visual field, whereas the PPA preferred stimuli located in the 
peripheral visual field [19, 20]. In a previous study in which a wide-view presentation 
field was utilized, we identified decreased neural activation in both the FFA and PPA 
as stimulus eccentricity increased. The FFA exhibited a higher ratio relative to the V1 
response (RRV1) than the PPA. Furthermore, the difference increased from the central 
to the peripheral visual field [22], suggesting that neural activations to stimuli 
presented in wide-view fields differ from those to central visual stimuli. An fMRI 
study involving the presentation of stimuli in the central visual field demonstrated a 
category bias of the neural responses to objects [40]: animate categories (body parts, 
animals, and faces) elicited slightly higher neural responses than those evoked by 
inanimate categories (cars, sculptures, and houses). Moreover, analyses based on the 
mean response and on the voxel-wise patterns of the response in the LOC identified 
differences in the responses to different categories [34]. These studies suggest that 
neural responses in later V1 exhibit selectivity to object categories. However, 
category biases in neural activations to objects in the peripheral visual field are not 
well understood. 
In the present study, we used fMRI and a wide-view presentation system [16, 43] 
to study neural activations to central and peripheral objects in the lateral V1. During 
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the MRI scanning, the subject was asked to view stimuli from four object categories 
(faces, houses, animals, and cars) that were arrayed in rings at six eccentricity levels 
within a visual field with 60° of eccentricity (Figure 1). The subjects were asked to 
categorize the images while maintaining fixation. We investigated the neural 
activation maps and neural response magnitudes to object categories at different 
eccentricity positions. 
 
4.2  Materials and Methods 
4.2.1  Subjects 
 
Seven subjects participated in the study (5 males and 2 females), aged 21–29 
years. All subjects had normal vision. The fMRI experiments were performed at the 
Hospital of Okayama University and were approved by the Ethics Committee of the 
Hospital of Okayama University. 
 
4.2.2  Stimulus Presentation 
 
All visual stimuli were generated using Presentation software (Neurobehavioral 
Systems, Inc.,) and were displayed using a wide-view visual presentation system [16, 
43]. In this system, stimuli were presented monocularly (left or right eye) using a 
hemispheric screen 52 mm in diameter; the curvature radius of this hemisphere was 
30 mm. The subjects viewed the stimuli on a hemisphere, with a mean distance of 30 
mm between the subjects’ eyes and the screen. The subjects wore contact lenses to 
focus on the stimulus, and the visual field of stimulus presentation was 120° 
horizontal × 120° vertical, or 60° of eccentricity. 
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Figure 4.1 Sample images of stimuli used in the experiment. (A) shows sample 
images of four object categories. The image of the face shown here does not depict 
the actual stimulus and is only intended to be an example. We have received written 
permission to use the photograph for the illustration of the stimuli in the publications. 
(B) Illustration of the six eccentricity positions of the object ring. The color rings 
indicate the positions of the object ring in the visual field. The eccentricity degree 
from the center fixation is listed on the left side. (C) The image of part of the visual 
field shows the ring with houses at an eccentricity of 33º. 
 
4.2.3  Position Experiment 
 
The object position experiments utilized grayscale images of human faces, 
houses, animals and cars (Figure 1A). As shown in Figure 1B, the images were 
arrayed in rings with six eccentricity levels. Figure 1C shows sample images of the 
face ring at 33° eccentricity. The width of the concentric ring was 10° of visual angle. 
The gap of each concentric ring was 1° of visual angle. One hundred ninety-two 
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unique images were utilized in this experiment. We chose to use a constant image size 
because the magnification factors for the peripheral visual field are not known for the 
LOC. If we scaled the stimulus sizes according to the cortical magnification factor 
that was calculated for V1 in our previous study [44] or for LO-1/2 in a previous 
study [41], the magnifications at the center and periphery would be quite different; the 
outer stimuli would be very large closer to the fovea. 
The object experiment consisted of four runs of a block-design experiment. In 
each 8 s block, different images from a single category (faces, houses, animals or 
cars) were shown at a single eccentricity position. To exclude an influence of 
background, these images were presented with uniform background. With this 
presentation method, the amount of space occupied by the images in each category 
differed but were consistent at each eccentricity (faces:houses:animals:cars = 
1.3:1.7:1:1). Each image was presented for 0.8 s with a 0.2 s interstimulus interval. 
Image blocks were interleaved with baseline blocks (grayscale screen with the 
fixation point) that lasted for 8 s. Each run contained one block for each position and 
category combination; thus, the session contained 24 blocks per run (4 categories × 6 
positions). During the scanning, the subjects were asked to categorize the images 
while maintaining fixation and to respond by pressing buttons. The fixation disk 
dimmed randomly at 1.8–3.8 s intervals. The subjects were asked to respond when the 
fixation disk dimmed. Button presses that occurred outside the 1.2 s period following 
a response prompt were ignored. During scanning, the behavioral responses were 
collected using a magnet-compatible button box that was connected to the stimulus 
computer. 
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4.2.4  Localizer Experiment 
 
The localizer experiment was used to define the object-selective area (LOC). The 
stimuli consisted of 30 grayscale images (22° × 22°) of faces, houses, animals, and 
cars as well as phase-scrambled images of these images. The experiment was initiated 
and ended with 12 s of rest and contained 20 stimulus blocks (10 s in duration) that 
were separated by 10 s blocks of rest. In each stimulus block, 10 images from a single 
stimulus category were presented, and two or three images were repeated. The 
subjects were asked to fixate on a central fixation point in the visual field and to 
respond by pressing a button when an image was repeated. 
 
4.2.5  Retinotopic Mapping Experiment 
 
Clockwise rotating wedge and expanding ring stimuli were employed to identify 
the retinotopic areas of the visual cortex [44-46]. A red fixation disk (approximately 
1°) was presented at the center of the stimuli. These retinotopic stimulus apertures 
contained high-contrast, black-and-white checkerboard patterns that phase-reversed at 
a temporal frequency of 8 Hz, with an eccentricity that ranged from 2.4° to 60°. The 
wedge checkerboards included boundaries of 22.5° and slowly rotated clockwise 
around the red fixation disk. The wedge rotated at steps of 22.5° and remained at each 
position for 8 s. These checkerboard rings expanded from 2.4° to 60° eccentricity. 
These expanding ring stimuli were moved in discrete steps and remained at each 
position for 8 s. Six cycles of the rotation and expansion of the checkerboard were 
completed. All experiments employed passive viewing, and the subjects were required 
to maintain fixation on a red disk throughout the scan period. 
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4.2.6  Image Acquisition 
 
Imaging was performed using a 3-Tesla MR scanner (Siemens Allegra, Erlangen, 
Germany). The functional series included continuously acquired standard 
T2-weighted echo-planar imaging (EPI) images (TR = 2 s; TE = 35 ms; flip angle = 
85°; 64 × 64 matrices; in plane resolution: 2.3 × 2.3 mm; slice thickness: 2 mm, with 
a gap of 0.3 mm; 30 slices). The slices were manually aligned to be approximately 
perpendicular to the calcarine sulcus to cover most of the occipital, posterior parietal, 
and posterior temporal cortices. After the functional scans, one volume of a 
high-resolution sagittal T1-weighted image (MP-RAGE; TR = 1800 ms; TE = 2.3 ms; 
matrix 256 × 256 × 224; 1 mm isotropic voxel size) was acquired. 
 
4.2.7  Data Preprocessing 
 
The anatomical and functional images were analyzed using BrainVoyager QX 
2.07 (Brain Innovation, Maastricht, Netherlands). The anatomical images were 
segmented to identify white/gray matter boundaries and were then used for cortical 
surface reconstruction and inflating [23]. The functional images were preprocessed 
with scan-time correction, 3D motion correction, and high-pass temporal filtering 
(0.01 Hz) prior to statistical analysis [23]. The functional data were subsequently 
transformed into the conventional Talairach space, yielding a 4D data representation 
[26]. 
A general linear model (GLM) was applied to the position experiment and 
localizer experiment data on a voxel-by-voxel basis. A boxcar function was convolved 
with a double-gamma hemodynamic response function to account for hemodynamic 
effects [28]. At the group level, a random effects analysis of variance was performed 
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on the position scans of each subject. A statistical threshold of p < 0.05, corrected 
with the false discovery rate (FDR), and a cluster threshold of 20 mm3 were adopted 
in the statistical analyses. The neural activation maps were rendered on a cortical 
surface from a high-resolution structural MRI in Talairach coordinates. 
 
4.2.8  Retinotopic Mapping 
 
The retinotopic maps of polar angle and eccentricity were identified using a 
linear correlation map analysis. The stimulation blocks were modeled by boxcar 
functions that were convolved with a double-gamma hemodynamic response function. 
For each voxel, the stimulus-driven modulation of the BOLD time course was 
correlated with the response of an ideal response function. This phase was converted 
into physical units by identifying the stimulus parameter (polar angle or eccentricity) 
that corresponded to the time. The color-coded cortical regions were classified based 
on an r-value threshold of 0.25. The retinotopic maps were projected onto an inflated 
cortical surface. 
 
4.2.9  Region of Interest Analysis 
 
The regions of interest (ROIs) of V1 were individually defined for each 
participant based on the position experiment data and the V1 mask that was obtained 
for each individual through retinotopic mapping. This analysis was performed by 
contrasting the response to the presentation of a stimulus at one position with the 
responses to the presentation of that stimulus at all of the other positions using a 
threshold with an FDR-corrected p < 0.05. A strip of segments, each with an area of 
150 mm2, was drawn at the location of neural activation along the calcarine sulcus 
(V1). In total, six functional ROIs were defined in each hemisphere (Figure 2A). 
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These cortical ROIs were then coveted into 3D volumetric ROIs. The ROIs of the 
LOC were defined by contrasting all object category images with the scrambled 
image with a contrast threshold of FDR-corrected p < 0.05 and a spatial extent of at 
least 20 mm3 (Figure 2B). LO-1 and LO-2 were identified as reversals in the 
retinotopic representation, as described by [41]; Figure 3. The neural activation 
elicited by each object category at each eccentricity position was quantified as the 
neural response amplitude in each region. 
 
4.2.10  Relative to the Neural Response in V1 
 
As mentioned above, we did not scale the stimulus sizes according to the cortical 
magnification factor in V1 and LO-1/2. In addition, all of the images were presented 
with a uniform background to exclude an influence of the background. Due to this 
presentation method, the low-level visual properties were unmatched. In the human 
visual cortex, V1 is considered to be essential for visual information processing. We 
further scaled the neural responses by the ratio of the neural response relative to that 
in V1, thereby providing the same input strength to LOC, LO-1, and LO-2 for all 
eccentricities. We calculated the RRV1 as the neural response amplitude in the LOC, 
LO-1, or LO-2/the neural response amplitude in V1. When the neural response 
amplitude in FFA or PPA was greater than that in V1, the RRV1 was greater than 1, 
and when the amplitude was smaller, the RRV1 was less than 1. Only positive 
response amplitudes were used for the final calculations. 
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4.3  Results 
4.3.1  Behavioral Performance 
 
Table 4.1 Behavioral results of the position experiment 
 
Category 
Eccentricity of the stimulus Position 
0º 11º 22º 33º 44º 55º 
Accuracy 
(%) 
Face 0.84±0.05 0.96±0.02 0.95±0.04 0.98±0.02 0.86±0.04 0.77±0.06 
House 0.86±0.06 0.93±0.04 0.93±0.04 0.64±0.07 0.63±0.12 0.25±0.08 
Animal 0.77±0.07 0.96±0.02 0.84±0.07 0.79±0.1 0.27±0.07 0.14±0.07 
Car 0.79±0.08 0.95±0.03 0.96±0.02 0.82±0.04 0.50±0.09 0.16±0.1 
        
Reaction 
Time 
(ms) 
Face 684±21 621±28 586±43 580±43 673±38 669±41 
House 725±43 645±39 644±15 715±37 709±48 701±35 
Animal 724±44 643±26 622±41 643±35 680±58 785±25 
Car 762±29 615±33 595±46 651±45 683±49 777±60 
The value are shown as the mean±SEM. 
 
The response time and accuracy of the participants’ recognition of the stimuli as 
belonging to one of the four categories at each retinal position are listed in Table 1. 
The constant (no scaling) image size used in the main experiment made it difficult for 
the participants to categorize the stimuli when they were presented at the far 
peripheral positions. At eccentricities of 0–33°, the behavioral performance was good; 
the subjects could recognize image presented in the peripheral visual field but failed 
to recognize images at the more extreme peripheral positions (eccentricities of 44° 
and 55°). Some subjects had no or weak responses to the images of faces and houses 
when they were presented at the most peripheral positions, which resulted in missed 
responses. Linear mixed models for repeated measures with factors of eccentricity and 
category (6 × 4) were applied. Accuracy was significantly affected by stimulus 
eccentricity [F(5,34) = 61.3, p < 0.001] and category [F(3,44) = 27.9, p < 0.001]. In 
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addition, there was a significant interaction between category and eccentricity 
[F(15,23) = 7.18, p < 0.001], indicating that the discrimination accuracy for each 
object category was influenced by eccentricity. For example, the accuracy of face 
image recognition was substantially higher than that for the other image categories at 
the far peripheral positions (eccentricity of 33–55°), although at an eccentricity of 33°, 
the accuracy of discriminating houses was less than that for faces and cars. The 
response time was significantly affected by stimulus eccentricity [F(5,15) = 2.6, p = 
0.01], whereas there was no main effect of category [F(3,29) = 2.5, p = 0.08]. A 
pairwise comparison showed that for animal images, response times were shorter for 
stimuli presented at an eccentricity of 22° than for an eccentricity of 0°. 
 
4.3.2  Neural Activation Maps in the Lateral Visual Cortex 
 
We created neural activation maps in the lateral visual cortex in response to the 
presentation of objects at six eccentricity levels (Figure 4). The lateral visual cortex 
(LOC, LO-1, and LO-2) exhibited intense neural activation for each of the six 
eccentricities, and the maps for four object categories (faces, houses, animals and 
cars) were similar. As predicted, intense neural activation was elicited by stimuli in 
the central visual field, and the magnitude of the response monotonically decreased 
with increasing eccentricity. The activation maps for the six eccentricities 
substantially overlapped. Objects presented at the central position evoked the 
strongest neural activation, and these activation maps covered most of the lateral 
visual cortex. Peripherally presented objects elicited weak neural activation, and these 
activation maps covered the anterior portion of the lateral visual cortex, which mainly 
represents the peripheral visual field (Figure 4). 
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Figure 4.2 Regions of the LOC, LO-1 and LO-2 in the lateral visual cortex. The black 
dash lines outline the position of the LOC, which was defined through contrasting 
face, house, car, and animal with phase-scrambled images. 
 
4.3.3  Neural Response Magnitudes 
 
The neural response magnitudes were pooled across both hemispheres, and the 
averaged response magnitudes are shown in Figure 5. Generally, the neural response 
magnitudes in the investigated areas progressively decreased from central positions to 
peripheral positions. Linear mixed models for repeated measures with factors of 
eccentricity and category (6 × 4) were used to analyze the neural responses in the 
investigated regions. In V1, there were significant main effects of eccentricity 
[F(5,94) = 54.64, p < 0.001] and category [F(3,68) = 5.82, p= 0.002], and no 
interaction between eccentricity and category [F(15,61) = 1.08, p = 0.4] (Figure 5A). 
The neural responses to house images were larger than those to images of the other 
categories, possibly due to larger amount of space occupied by the house images. 
Pairwise comparisons revealed that significant differences between object categories 
were mainly found at eccentricities of 0, 22, 33 and 44° (p < 0.05). In particular, the 
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neural responses to house images were larger than that to animal image at 0° 
eccentricity, and those to images of other categories at 22 and 33°.  
 
 
Figure 4.3 Retinotopic maps in the lateral visual cortex. (C, D) show the polar angle 
representations in the lateral visual cortex; the white dot lines indicate the visual areas 
of the LO-1 LO-2, V3d, and V3A/B. (E, F) show the eccentricity representations in 
the lateral visual cortex. 
 
The neural responses in the LOC showed a significant main effect of eccentricity 
[F(5,83) = 158.19, p < 0.001] and a significant interaction between eccentricity and 
category [F(15,53) = 4.34, p < 0.001] (Figure 5B). Pairwise comparisons revealed that 
significant differences between object categories were mainly found at eccentricities 
of 0, 22, 33, and 55° (p < 0.05). In particular, the neural responses to face images were 
larger than those to house image at 0° eccentricity. However, the neural responses to 
house images were larger than those to face, animal and car images at 22° eccentricity. 
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The neural responses to face images were smaller than those to the other object 
categories at 33° eccentricity (p < 0.05). 
 
Figure 4.4 Mean activation maps in the lateral visual cortex. Face (A), house (B), 
animal (C), and car (D) had the strongest neural activities at the central position and 
became weaker farther away from the visual center, especially in the eccentricities of 
33º, 44º, and 55º. 
 
The localizer experiment used 22° × 22° images; as a result, the LOC neural 
responses to localizer stimuli presented at the center of the visual field might be 
distributed. Therefore, we also measured neural response magnitudes in LO-1 and 
LO-2, which were defined by their retinotopic representation of the visual field. 
Responses in LO-1 and LO-2 also differed with respect to eccentricity and category 
(Figures5C,D). Using the linear mixed models method, we identified a significant 
main effect of eccentricity in LO-1 [F(5,70) = 51.39, p < 0.001] and LO-2 [F(5,82) = 
31.5, p < 0.001]. More importantly, there was an interaction between eccentricity and 
category [LO-1: F(15,47) = 4.36, p < 0.001, LO-2: F(15,57) = 1.98, p = 0.03]. LO-1 
and LO-2 exhibited similar category biases at eccentricities of 11 and 33°. House 
images evoked larger neural responses than the other object categories when 
 64 
 
presented at an eccentricity of 22°. At 33° eccentricity, face images elicited smaller 
neural responses than the other object categories in LO-2. In LO-1, responses to faces 
were smaller than those to animals and cars. 
 
4.3.4  Relative to the Neural Response in V1 
 
The neural responses were scaled by the RRV1, ensuring that the strength of the 
input to the LOC, LO-1, and LO-2 was the same for all eccentricities and categories. 
In addition, the subjects failed to recognize objects beyond 33° (at the high 
eccentricities of 44 and 55°), and the neural responses in V1, the LOC, LO-1, and 
LO-2 were weak. For this reason, we omitted the results for RRV1s beyond 33°. 
Figure 6shows the mean RRV1 for each eccentricity for each ROI. Linear mixed 
models for repeated measures with factors of eccentricity and category (4 × 4) 
revealed a main effect of eccentricity in the lateral visual cortex (LOC: [F(3,39) = 
9.4, p < 0.001], LO-1: [F(3,56) = 17.15, p < 0.001], and LO-2 [F(3,69) = 13.72, p < 
0.001]). In addition to eccentricity, there was a significant main effect of category in 
the LOC [F(3,73)= 5.11, p = 0.003]. The RRV1s for house images were significantly 
smaller than those for the other categories (p < 0.05) at an eccentricity of 0° and 
marginally significantly smaller at an eccentricity of 33°. We also identified an 
interaction between eccentricity and category in the LOC [F(9,45) = 2.4, p = 0.02] 
and LO-1 [F(9,48) = 3.23, p = 0.004]. Pairwise comparisons revealed differences in 
eccentricity for each category; these differences are indicated with asterisks in 
Figures 6A,C (p < 0.05). In the LOC and LO-2, the RRV1s for face images at an 
eccentricity of 11° were smaller than those for face images at the other eccentricities 
(p < 0.05). For the images of animals and cars, the RRV1s at eccentricities of 11 and 
22° were significantly smaller than those at an eccentricity of 0° (p < 0.05). In 
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addition, the RRV1s for car images presented at an eccentricity of 11° were smaller 
than those for car images presented at an eccentricity of 33°. In LO-1 (Figure 6B), 
faces, animals, and cars had larger RRV1s when presented at an eccentricity of 0°, 
while the RRV1s for these stimuli did not differ when they were presented at the outer 
eccentricities (11–33°). In contrast, the RRV1s for houses presented at eccentricities 
of 11 and 33°differed (p < 0.05).  
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Figure 4.5 Mean response amplitudes in response to the four categories in the lateral 
visual cortex. In general, the neural responses in the LOC (A), LO-1 (B), and LO-2 (C) 
were significantly different regarding the eccentricity position, which demonstrates 
that these regions contain category information. In addition, significant differences in 
response to different categories were identified in most eccentricity positions and 
indicate these regions contain category information. Significant differences (P < 0.05) 
in individual contrasts are indicated with asterisks. 
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4.4  Discussion 
4.4.1  Object Discrimination in the Central and Peripheral Visual Field 
 
Evidence from behavior performance and neuroimaging results indicates that the 
ability of the visual system to discriminate and identify objects decreases as 
eccentricity increases [37, 38, 40]. The variance in these abilities is thought to be 
related to the smaller cortical magnification and larger receptive field size in the 
peripheral visual cortex; the visual system represents central stimuli with a fair degree 
of fidelity, but it more crudely encodes stimuli in the peripheral visual field. In the 
present study, by presenting stimuli in a wide-view field, we also demonstrated that 
object recognition performance declined when stimuli were presented in the more 
peripheral visual field. The constant (no scaling) image size used in the peripheral 
visual field made it difficult for the participants to recognize the category of the 
presented object. Because the recognition used here was relatively simple, the 
accuracy rate might be inflated. Subjects were asked to recognize the category of 
images that were sequentially presented in a single block. For example, if the subject 
noticed that one image in the block was a car, they would then know that the other 
images in the block were cars. Thus, we believe the actual ability of subjects to 
recognize objects in the periphery may be much lower. Our behavior results showed 
that the subjects could recognize objects that were presented at eccentricities of 33°, 
but failed to recognize objects at the far peripheral positions (eccentricities of 44 and 
55°), similar to several previous reports [37, 38]. These findings demonstrate that the 
ability to recognize objects greatly decreases beyond an eccentricity of 33°. 
Moreover, in the peripheral visual field, the discrimination accuracy for each 
object category differed considerably; at peripheral positions, the accuracy of face 
recognition was substantially higher than thot for the other categories. [38] also 
 68 
 
reported higher accuracy for face memory than for house memory. The subjects may 
have been better able to recognize peripherally presented faces by detecting the 
first-order relations that define faces and through holistic processing. Holistic 
processing might be better than part processing in the periphery. 
In the peripheral visual field (eccentricity of 33°), the accuracy of face 
discrimination was higher than that for the other categories. In contrast, at an 
eccentricity of 33°, the accuracy of house discrimination was smaller than that for 
faces and cars. In the regions in the lateral visual cortex, we also found that the 
RRV1s for houses were slight smaller than those for the other object categories at an 
eccentricity of 33°. Furthermore, it is well known that the face-selective area FFA and 
PPA are selective for the processing of faces and houses, respectively. The FFA 
showed higher RRV1s, with a significant increasing trend, while the PPA showed 
smaller RRV1s and lacked a significant increasing trend [22]. It is likely that for 
presentations in the peripheral visual field, the superior recognition performance for 
faces was related to the higher RRV1s and the lower recognition performance for 
houses was related to the smaller RRV1s in the higher visual areas. 
 
4.4.2  Eccentricity Effect on Object Activation Maps 
 
The activation maps for each eccentricity greatly overlapped, which is unlike 
maps in V1 [16, 22]. The overlapping activation maps in the lateral visual cortex may 
be caused by the larger receptive field size, which ranges from 2.8° to 26° [47, 48]; 
similar population receptive field sizes have also been found in human neuroimaging 
studies [42]. Within the lateral visual cortex, neurons that represent peripheral visual 
space exhibit large receptive field; therefore, these neurons respond not only to the 
peripheral visual field but also to the central visual field. In addition, different 
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numbers of neurons may have been activated by the central and peripheral stimuli. We 
propose that central presentation activates a large number of neurons whose receptive 
fields extend from the center to the periphery, whereas peripheral presentation 
activates only neurons whose receptive fields do not extend to the center. 
 
4.4.3  Neural Responses to Objects in the Lateral Visual Cortex 
 
In the lateral visual cortex, the neural responses to object categories were also 
influenced by eccentricity. Centrally presented objects elicited the strongest neural 
responses, whereas peripherally presented objects evoked substantially weaker neural 
activations, especially at eccentricities of 44 and 55°. These results are similar to 
previous results for the central visual field [40] but cover a larger range of the visual 
field. 
LO-1 and LO-2 showed different patterns of eccentricity differences. LO-1 
exhibited significantly positive responses only to more central positions (0–22°), 
whereas LO-2 exhibited significantly positive neural responses to all positions (0–
55°). These differences in neural responses appear to be consistent with the 
differences in eccentricity representations in the visual cortex found in the present 
study and in previous reports [40-42]. LO-1 represented only the central visual field, 
whereas LO-2 exhibited a sudden transition from central to peripheral locations. 
In the present study, stimulus sizes were not scaled according to the cortical 
magnification factor in V1; as a result, the stimulus sizes at outer eccentricities were 
quite large. In addition, the space occupied by houses was larger than that occupied by 
the images in the other categories; accordingly, the neural responses to house images 
were larger than those to the images in the other categories. We used RRV1s to 
provide the same strength of information from V1 for all eccentricities and categories. 
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The RRV1s in the lateral visual cortex showed significant eccentricity effects; this 
effect differs from the increasing trend found in the FFA and PPA [22]. The LOC, 
LO-1, and LO-2 had larger RRV1s for stimuli presented at an eccentricity of 0° 
compared to at the outer eccentricities. We hypothesize that different strategies were 
adopted to process the central and peripheral information from V1. However, 
low-level visual properties may provide an alternative explanation. In the present 
experiment, only one image was presented at an eccentricity of 0°, whereas several 
images were presented at the outer eccentricities. The obvious difference in the 
number of images might result in the larger RRV1s at an eccentricity of 0°, compare 
with the outer eccentricities. 
The human retina has much weaker visual information processing capabilities in 
the peripheral visual field than in the central visual field [49, 50]. In a previous report, 
we found that in the FFA, RRV1s were greater for peripheral positions than for central 
positions. The larger RRV1s might reflect a compensatory mechanism for the 
peripheral field in the higher visual cortex. In the present study, similar results were 
found in the LOC and LO-2. For eccentricities from 11° to 33°, faces, animals and 
cars showed a trend toward an increasing RRV1 in LOC and LO-2. Based on our 
findings, we hypothesize that in the LOC and LO-2, compensatory strategies were 
used to process the information from V1 about the presentation of some of the object 
categories in the peripheral visual field. 
 
4.4.4  Category Biases in Neural Responses to Object Categories 
 
In addition to the eccentricity effect, the neural responses to objects and RRV1s 
in the lateral visual cortex also exhibited category biases. When the images were 
presented at the central position (eccentricity of 0°), we found that faces evoked larger 
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responses than houses in the LOC but not in V1. In the LOC, we also found lower 
RRV1s for house image compared to the other categories for presentations at an 
eccentricity of 0°.[40] also demonstrated slightly higher responses to animate 
categories (faces, body parts, and animals) than to inanimate categories (cars, houses, 
and sculptures) by presenting stimuli only in the central visual field. 
At the outer eccentricities (11 to 33°), we found that the neural responses for 
house images were larger than those for images in the other categories (Figure 5); this 
difference is likely related to the larger space occupied by the houses and the 
corresponding larger neural response to houses in V1. Moreover, the space occupied 
by faces was slight larger than that occupied by the cars and animals. However, at 33° 
of eccentricity, the smaller response to faces than to cars and animals were found in 
lateral visual cortex, but not in V1. These findings might reflect the basis of neural 
activation in peripheral visual field. By analyzing the RRV1s, we identified a 
significant interaction between eccentricity and category in the LOC and LO-1. The 
RRV1s for house images were marginally significantly smaller than those for images 
in the other categories when presented in the peripheral field (Figure 6). More 
interestingly, as eccentricity increased, the RRV1s for faces, cars and animals showed 
an increasing trend, whereas the RRV1s for houses showed a decreasing trend in 
LO-1 and consistent values in the LOC and LO-2. Moreover, in a previous study, we 
found that in the FFA, RRV1s differed significantly according to eccentricity; in 
contrast, this relationship was not found in the PPA, suggesting that compensatory 
mechanisms for the peripheral field may be in the FFA and not in the PPA [22]. We 
further hypothesize that in the high visual areas, different strategies were used to 
process peripheral information for house images compared with images in the other 
categories. 
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Our finding of biases in RRV1 related to object categories might be related to the 
response accuracy results at an eccentricity of 33°, in that the accuracy for house 
images was much smaller than that for the other categories. Because the recognition 
task used here was relatively simple, the accuracy rate might not be sufficient to 
reflect differences in RRV1 at the inner eccentricities. Our findings are consistent with 
those of [38], who reported that house memory performance was worse than that for 
face memory in the central and peripheral visual fields. Thus, the new pattern of 
eccentricity biases exhibited by the lateral visual cortex might relate to the processing 
of the category of objects presented in the central and peripheral visual fields. 
 
4.5  Conclusion 
 
In present study, we investigated the neural activation to objects presented in a 
wide-view field in V1 and the lateral visual cortex, which included the LOC, LO-1, 
and LO-2. These neural responses in these regions decreased as the distance between 
the presentation location and the center fixation point increased, but the patterns of 
neural responses between the regions differed. The LOC and LO-2 exhibited 
significantly positive neural responses to all eccentricities (0–55°), but LO-1 exhibited 
significantly positive responses only to central eccentricities (0–22°). Importantly, the 
magnitude of the neural responses elicited by the different object categories 
significantly differed. Eccentricity and category, as well as the interaction between 
them, significantly affected RRV1s in the lateral visual cortex. LOC, LO-1, and LO-2 
had larger RRV1s for stimuli presented at an eccentricity of 0° than for those 
presented at the outer eccentricities. While the house images did not, the images of 
faces, animals and cars showed a trend toward an increasing RRV1 for eccentricities 
from 11 to 33°, suggesting that the LOC and LO-2 utilize compensatory strategies for 
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the processing of these images in the peripheral visual field. However, the RRV1s for 
houses showed a decreasing trend in LO-1 and consistent values in LOC and LO-2. 
We further hypothesize that the strategies used by the lateral visual cortex to process 
information from V1 differed with respect to the category of image presented in the 
peripheral visual field. 
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Chapter 5  The Neural Responses in Human Visual Cortex for 
Object Perception in Wide Visual Field 
 
Summary 
 
The present study examined the coding of retinal eccentricity spatial position in 
object selective cortex. Using a wide-view (about 120°) visual presentation system 
developed for vision research and functional magnetic resonance imaging (fMRI), the 
subject were presented with object, which were presented at a range of viewpoints in 
6 level of eccentricity degree. We investigated the BLOD response to stimuli in two 
regions in the ventral visual cortex (V1) and Lateral Occipital Complex (LOC). The 
analysis further revealed the weaker BLOD response in the bigger eccentricity in both 
V1 and LOC areas. However, the activation to objects were quiet different in the 
cortex region. The V1 areas had flatter decreasing response as eccentricity increasing. 
However, V1 had bigger response in 11° eccentricity. And the LOC areas had neural 
activities decreasing sharply as eccentricity increasing. The result suggests reflected 
the neural response character influenced by eccentricity and stimuli cartage.  
Keywords: object, Human Visual Cortex, retinotopic maps, fMRI, wide-view visual 
field 
 
5.1  Background 
 
The human visual system is capable of categorizing and identifying objects 
quickly and efficiently [51]. This ability is robust to changes in viewing conditions 
such as view angle [52] or retinal position [53, 54]. A key goal in vision science is to 
understand how the brain generalizes across viewing conditions to enable this 
recognition behavior. 
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The primate brain contains multiple re-representations of the retina laid out in 
topological maps, often called retinotopic maps [55]. Functional magnetic resonance 
imaging (fMRI) has been used for over a decade to study early cortical retinotopic 
maps in the human brain [6, 45, 56, 57]. The center/periphery organization, that is, 
eccentricity mapping, is one of the most striking and robust organizational principles 
in the primate visual cortex. Early visual cortex contains neurons with small visual 
receptive fields organized topographically into a series of maps of the visual field the 
representation of visual input in these regions is explicitly connected to the retinal 
position of local features. In higher areas, visual areas are smaller and receptive fields 
of neurons are larger [58]. Neurons with large receptive fields are sometimes 
mistakenly considered unsuitable candidates for encoding spatial location. The 
parcellation of these areas is difficult because they are largely non-retinotopic and 
different types of objects activate slightly different regions. However, object 
representations are arranged according to a central versus peripheral visual field bias 
[19, 20, 59].  
Object recognition is mediated by a hierarchy of visual cortical regions, 
extending from primary visual cortex (V1) in the occipital lobe anteriorly and 
ventrally along the cortical surface. The “high-level” regions respond to more 
complex features, such as object shape or category, which may be integrated across a 
large extent of the visual field. Functional magnetic resonance imaging (fMRI) has 
identified several high-level object-selective regions in humans, including the lateral 
occipital complex (LOC), which responds preferentially to   object over nonobject 
stimuli. LOC is commonly divided into a lateral and posterior region, located laterally 
along occipital cortex and posterior to LOC and a ventral and anterior subregion in the 
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posterior part of the fusiform gyrus and occipitotemporal sulcus. Neural activity in 
these regions correlates with object recognition performance. 
In previous, much work has been done to characterize the location or category 
selectivity of this region [19, 20, 33, 40, 59]. However, these studies main focus the 
central or pre-central (0-12deg) field side. No studies to date have systematically 
tested for eccentricity biases in higher-level category-selective areas within a wide 
vision field. Therefore, we compared mean response magnitude in V1 and LOC for 
object at wide eccentricities up to 60deg. 
The basic design of our study can be summarized as follows: the retinotopic 
mapping experiment with polar angle and eccentricity were used to identify the visual 
area form V1 and LOC, one functional localizer experiment for identifying 
object-selective regions of interest, and four   scanning sessions for the block-design 
positions experiment to compare the neural response to object at the six levels of 
eccentricity. 
 
5.2   Experimental Procedures 
5.2.1  Subjects 
  
Ten subjects participated in the study (11males, 2 females), ages 21–29 years, 
mean age 24 years. All subjects were right-handed and had normal vision. MR 
imaging was performed at the hospital of Okayama University. The experiments 
were undertaken with the written consent of each subject, and approved by the Ethics 
Committee of Hospital of Okayama University. 
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5.2.2  Stimuli 
 
Stimuli were projected on a wide-view visual presentation system [44, 60].  
Subjects viewed the stimulus on a sphere of 60 mm. The mean distance between 
subjects’ eyes and the screen was 30 mm. The subjects wore contact lenses to focus 
on the stimulus, and the visual field of the stimulus was 120°horizontal × 120° 
vertical. 
 
5.2.3  Localizer Experiment  
 
Each subject participated in one localizer scan to define the selected area for face, 
house, animal and car. The stimuli were 30 grayscale images of faces, houses, animals, 
cars and objects respectively. Control nonsense patterns were 30 phase-scrambled 
images of the intact objects. Each scan began and ended with 12 s of rest and 
contained 20 stimulus blocks of 10-s duration, five for each category, separated by 
10-s intervals of rest. For each block of the localizer scan, 10 images from a stimulus 
class were presented centrally and subtended 20°. Two or three images in each block 
were repeated, and subjects were asked to perform a ‘one-back’ matching task, while 
fixating on a central fixation presented in the center of each image. 
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 Figure 5.1 (A) Examples of laicizations stimuli used in the fMRI experiment.  (B) 
Shows the positions and the size of the presented images 
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5.2.4  Position Experiments  
 
The objects position experiments utilized grayscale images of human faces, 
houses, animals and cars. Objects were presented at a range of viewpoints, and 
gray-grounds (see Fig. 5.1A). Each experiment utilized 192 unique images from each 
category. The inside to the outside of concentric ring images with a width 10° of 
visual angle displayed in each position. The gap of each concentric ring is 1° visual 
angle. We chose to use a constant image size because the magnification factors in face, 
house, animal and car selected area were unknown, and the magnifications of central 
and periphery were quite different. We wanted to compare neural activation for face, 
house animal and car in different position through central and periphery visual field. 
Images were presented in equally spaced positions on the display screen, totally six 
positions. The images were centered at the fixation point (foveal) to centered 60°. 
(See Fig. 5.1B) 
The object experiment contained 4 runs of a block-design experiment. In each 
8-s block different images from one category (face, house, animal and car) were 
shown at a specific position. Images were shown at a rate of 1 Hz (800 ms per image, 
with a 200 ms interstimulus interval). Image blocks were interleaved with baseline 
blocks (grayscale screen with fixation point) lasting 8 s. Each run contained one block 
for each position and category combination; thus the session contained 24 blocks per 
run (4 categories×6 positions). During scanning, subjects were instructed to 
categorize each image, while maintaining fixation on a red fixation point (which was 
always present through the experiment, and which a red disk with 1.8° diam). 
Behavioral responses were collected during scanning using a magnet-compatible 
button box connected to the stimulus computer. 
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To ensure that subjects maintained fixation, subjects were instructed to respond 
within 1.2 s of a prompt, which was provided by the dimming of the fixation disk. 
The dimming prompt occurred randomly, with a 1.8- to 3.8-s interval between 
prompts, and was not synchronized to stimulus onsets. Key presses that occurred 
outside the 1.2-s period following a prompt were ignored. Before scanning, subjects 
practiced this task to minimize false alarms.  
 
5.2.5  Image Acquisition 
 
Imaging was performed using a 3-Tesla MR scanner (Siemens Allegra, Erlangen, 
Germany).For the functional series we continuously acquired images with 30 slices 
using a standard T2 weighted echo-planar imaging (EPI) sequence (TR = 2s; TE = 35 
ms; flip angle = 85°; 6 4 × 6 4 matrices; inplane resolution: 2.3 × 2.3 mm; slice 
thickness : 2 mm, with gap of 0.3mm). The slices were manually aligned 
approximately perpen-dicular to the calcarine sulcus to cover most of occipital, 
posterior parietal, and posterior temporal cortex. After the function scans, 
high-resolution sagittal T1-weighted images were acquired using a magnetization 
prepared rapid gradient echo sequence (MP-RAGE; TR = 1800 ms; TE = 2.3 ms; 
matrix 256 × 256 × 224; 1 mm isotropic voxel size) to obtain a 3D structural scan.  
 
5.2.6  The Data Preprocessing  
 
Anatomical and functional images were analyzed using BrainVoyager QX 2.11 
(Brain Innovation, Maastricht, The Netherlands). Anatomical scans were segmented 
for identification of the white/gray matter boundaries and were then used for cortical 
surface reconstruction and inflating [23-25]. The functional data were correcting 
correction, three-dimensional motion correction motion, high-pass temporal filtering 
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(0.01 Hz) before statistical analysis [23]. Spatial Smoothing with a full width half 
maximum Gaussian kernel of 4 mm were applied for localizer scans and face, 
building position scans, and no spatial Smoothing retinotopic mapping scans. The 
functional data were transformed into the conventional Talairach space, yielding a 4D 
data representation. 
 
5.2.7  General Linear Model 
 
We applied a general linear model (GLM) to position experiments and 
localizer experiment data on a voxel-by-voxel basis. This boxcar function was 
convolved with a double-gamma hemodynamic response function to account for 
hemodynamic effects [28]. To combine the 6 runs of position experiments for each 
individual, a second-level analysis was performed using a fixed effects model to 
estimate BOLD response amplitudes for each stimulus condition with a fixated effects 
ANOVA. All statistical analyses used the statistical threshold of p < 0.01 corrected 
with the false discovery rate (FDR) and a cluster threshold of 20 mm3. The response 
maps were rendered on a cortical surface from a high-resolution structural MRI scan 
of a standard brain based on Talairach coordinates. 
 
5.3  Result 
5.3.1  Behaviors Result  
 
In the Localizer task, Accuracy was high during the ‘one-back’ task (about 90%) 
across subjects. In the Position task, accuracy was during the distinguish task (about 
75%) across subjects. 
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Figure 5.2 The behavior result for the position experiment. Shows the responses 
locations in the Ventral Visual Cortex (V1) areas. 
 
5.3.2  The Location of V1 and LOC 
 
The localizer data were used to identify bilateral extrastriate regions selective for 
faces, houses, cars animals   and objects. Subjects displayed high levels of accuracy 
(approximately 90%) during the ‘one-back’ task. Localization maps for 
category-selective areas are showed LOC. The LOC area was identified with a region 
that responds more strongly to object compared to textures in Figure 5.2. The V1 
areas were identified with a region that responds more strongly to object than to 
textures in Figure 5.3. All areas were defined by using an uncorrected contrast 
threshold of P <0.0001.  
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Figure 5.3 The behavior result for the position experiment. Shows the responses 
locations in the Lateral Occipital Complex (LOC) areas.   
 
In the position data, we compared mean response magnitude to the six 
eccentricities object rings in V1. These response maps are shown in Figure 5.2. 
Remarkably, in V1 demonstrated significant effects of eccentricities. As predicted, the 
neural responses in V1 decreased monotonically with decreasing eccentricity level 
and the response areas change with the visual angle at each position. And response 
areas had a bigger changed from previous to central with decreasing eccentricity at 
each position. 
The V1 areas had flatter decreasing response as eccentricity increasing. However, 
V1 had a bigger neural activities and a bigger neural activities visual cortex in 11° 
eccentricity. (See Fig. 5.4) 
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Figure 5.4 Neural activation in response and response areas to object stimuli in V1. 
(A) Neural activation in response to object stimuli in the V1. (B) Neural activation in 
response areas to object stimuli in the V1. In both areas, neural activation decreased 
as the eccentricity of the presented image increased.  
 
5.3.3  Position Maps on Visual Cortex 
 
And we compared mean response magnitude to the six eccentricities object rings 
in LOC. These response maps are shown in Figure 3. Remarkably, in LOC 
demonstrated significant effects of eccentricities. As predicted, the LOC area 
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responses decreased monotonically with decreasing eccentricity level. And response 
areas had a smaller changed from previous to central with decreasing eccentricity at 
each position. The LOC areas had neural activities decreasing sharply as eccentricity 
increasing. (See Fig. 5.5) 
 
 
 
Figure 5.5 Neural activation in response and response areas to object stimuli in LOC. 
In this area, neural activation decreased as the eccentricity of the presented image 
increased. 
 
5.3.4  Present Signal Change to Object in Wide Fields 
 
Numerous studies on the function of the object-selective areas have been 
performed; however, until now, there have been no reports about neural activation to 
the stimuli in a wide view fields in these areas. The mean response magnitudes of the 
neural activities were averaged to the contralateral, medial and outside of ring images. 
This study had 6 rings results from the V1 areas. These results were pooled together, 
and the averaged response magnitudes are shown in Figure 4A. The variance in neural 
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activities decreased as a given image was viewed at a progressively greater distance 
from the center of the gaze. One-way ANOVAs with eccentricity as repeated 
measures revealed significant main effects of eccentricity in all areas V1 [F (5, 30) 
=10.353, p ≤ 0.001]. 
And the 6 rings results from the LOC areas were pooled together, and the 
averaged response magnitudes are shown in Figure 5.5. One-way ANOVAs with 
eccentricity as repeated measures revealed significant main effects of eccentricity in 
all areas LOC [F (5, 45) =70.148, p ≤ 0.001]. 
 
5.4  Discussion 
 
Our study provides a broad-based survey of position information in V1 (See Fig. 
2) and LOC (See Fig. 3) located in the visual cortex. We measured the mean response 
amplitudes in positions at 6level with in a wide field up to 60°, and then calculated the 
value of ratio relative to central position.  
In this study, we combined of retinotopic mapping and object picture, that 
allowed us to identify retinotopic property responsive to object in V1 and LOC, and 
those actively used during spatial attention. We well found the neural activities of the 
object perception in wide view field.  
 
5.4.1  Object of Position Maps in V1  
 
Our results demonstrate that the V1 region has substantial retinal position 
sensitivity, only part of which results from overlap with the visual field maps V1. The 
magnification factor of the retina is the linear extent of the visual striate cortex to 
which each degree of the retina projects. The cortical surface area per degree of visual 
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field decreased systematically with the eccentricity. In the V1 with increasing the size 
of the stimulus, so the responses areas were increasing. However, the widths of the 
visual cortex vary along with the increase of cortical distance, and because the borders 
of the response area in different eccentricities are irregular, the response areas in 
different eccentricities demonstrated great variability. So we will see the peak at 11°.  
(See Fig. 5.4B)  
 
5.4.2  Object of Different Perception Signal in V1 and LOC 
 
The V1 areas had flatter decreasing response as eccentricity increasing. However, 
with the increase in the degree of eccentricity, and also increasing the size of the 
stimulus, so the responses were increasing. So, V1 had bigger response in 11° 
eccentricity. (See Fig. 4A) 
The LOC areas had neural activities decreasing sharply as eccentricity increasing. 
Influenced by the eccentricity of the V1 areas of the object response to smaller than 
the LOC areas. So, V1 had response by size of the stimulus stronger than the LOC. 
And LOC had with the eccentricity of increased the response was weakened 
characteristic. (See Fig. 5.5) 
According to the Localizer test results, the object-selective areas were found in 
higher visual areas, which is consistent with the previous studies using central stimuli 
[51, 53, 54, 59]. Similar to the primary visual cortex, the high-order areas also 
demonstrated eccentric representation [40, 41, 61-63]. Moreover, object 
representations are arranged according to a bias toward the central rather than 
peripheral visual field [19, 20, 59]. Although much work has been conducted to 
characterize the shape or category selectivity of these regions, very little is known 
about representations in higher areas. In the presently described system, we first 
A
  
 88 
 
revealed the neural activations in response to object stimuli presented in a wide field 
with up to 60° eccentricity. We propose that this observance can be related the reports 
had neural activities decreasing sharply as eccentricity increasing bias in the human 
LOC area. But V1 does not observance with LOC [19, 20, 59]. 
 
5.5  Conclusion 
 
In conclusion, we combined of retinotopic mapping and object picture, revealed 
the retinotopic property responsive to object in V1 and LOC. In the object defining 
task, a region of the fusiform V1 area and LOC area were exhibited object activated. 
We propose that the response of object in V1 and LOC are modulated not only by the 
eccentricity. However, this conjecture need be demonstrated in the future work. 
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