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ABSTRACT
Cities around the world are evaluating the potential of Internet of Things (IoT) to automate and optimize public
services. Cities that implement this approach are commonly referred to as smart cities. A smart city IoT architecture
needs to be layered and scalable in order to fulfill not only today’s but also future needs of smart cities. Network
Function Virtualization (NFV) provides the scale and flexibility necessary for smart city services by enabling the
automated control, management and orchestration of network resources. In this paper we consider a scalable,
layered, NFV based smart city architecture and discuss the optimal location of applications regarding cloud
computing and mobile edge computing (MEC). Introducing a novel concept of dynamic application allocation we
show how to fully benefit from MEC and present relevant decision criteria.
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1 INTRODUCTION
The Internet of Things (IoT) refers to the interconnection
of billions of devices. Predictions on the amount of
IoT devices, for example by Nokia [18], Ericsson [7],
Gartner [9] or Cisco [8], show all in the same direction—
a massive growth of the number of IoT devices in the
next years resulting in multiple tens of billions connected
devices by 2020. The steadily increasing number of IoT
devices with heterogeneous characteristics requires that
future networks evolve providing a new architecture ca-
pable to manage the expected increase in data generation
and to serve people and things optimally [23].
The aim of smart city IoT concepts is to improve the
quality of public administration by continuous measure-
ments of city data and adapting behaviour of people
This paper is accepted at the International Workshop on Very
Large Internet of Things (VLIoT 2018) in conjunction with the
VLDB 2018 Conference in Rio de Janeiro, Brazil. The proceedings
of VLIoT@VLDB 2018 are published in the Open Journal of
Internet of Things (OJIOT) as special issue.
and things accordingly [24, 2]. The administration of
public resources and services in the majority of cities
does not reach the optimal level today. One of the
reasons for that is a lack of transparency of the needs
for and usage of these resources and services. Without
this transparency, a targeted and tailored optimization of
city administration is not possible. Data from various
sources, such as street-sensors, cameras or vehicles, need
to be collected, analyzed and evaluated in order to gain
the current state of these resources and services, and
identify improvement potential.
Network function virtualization (NFV) [13, 6] pro-
vides the scale and flexibility necessary for IoT services
by enabling the automated control, management and
orchestration of network resources. In our previous
work, we have introduced an NFV based scalable IoT
architecture [16]. We analyzed and discussed several
challenging aspects by implementing NFV in an IoT
architecture, including scalability, maintainability, secu-
rity, interoperability, availability, network traffic, and la-
tency. The outcome was that the NFV based architecture
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provides benefits regarding the first five aspects, whereas
network traffic and latency increase.
In this paper we address these two challenges by
proposing processing capabilities not only in the cloud,
but also near the end devices, called fog and edge
computing [5]. Fog computing is an emerging technol-
ogy which provides services closer to the IoT devices
promising to address these challenges [20]. Similar to
the cloud, it allows applications from different vendors
to run in a virtualized environment, but more closely to
the IoT devices to improve efficiency and performance.
In the case that fog cannot meet time-critical require-
ments some applications may be running directly on
IoT devices, which is known as edge computing. We
analyze and evaluate characteristics of cloud, fog and
edge architectures for IoT applications with particular
focus on the smart city environment. Given that 5G is
a promising technology for connecting a large number
of smart city devices, we will show how our architecture
can be applied on a 5G network.
The remainder of the paper is structured as follows.
Section 2 presents our layered smart city architecture.
In Section 3, we identify 5G as key access technology
for smart cities and introduce Mobile Edge Computing
(MEC). Subsequently, Section 4 outlines our approach
for the dynamic allocation of smart city applications. In
Section 5 we present related work and compare it with
our approach. Finally, Section 6 concludes the paper.
2 CLOUD, FOG AND EDGE COMPUTING IN A
SMART CITY IOT ARCHITECTURE
In a smart city IoT environment some devices are con-
nected directly with the network and some over IoT
gateways. The cloud approach enables IoT gateways
to be very simple and to avoid any application logic—
providing a kind of translation between layer 2 protocols
and the IP protocol. IoT applications are running in the
cloud data center on a standard hardware shared among
different applications.
Besides several advantages, the cloud approach does
not go without some drawbacks, as described in [16]. In
general, the latency and the network traffic are increased,
as the data has to be transferred to the cloud and after
processing back to the IoT devices. To address this issue,
fog and edge computing can be applied.
The main differences between cloud and fog comput-
ing are in the distance to the IoT devices and in the
computing power. The fog has less computing power
than the cloud, but it is placed near the IoT devices,
ensuring lower latency and enabling the connection to
the Internet to be less critical compared to the cloud [11].
Edge computing, in contrast, requires more complex IoT
devices with some computation power and provides even
lower latency without the need of permanent connectiv-
ity.
Figure 1 illustrates the position of cloud, fog and edge
computing in the layered IoT architecture for smart cities
we proposed in [17]. At the street layer, sensors and actu-
ators are connected either directly or via an IoT gateway
with the IP network. Examples are magnetic sensors,
video cameras or lighting controllers. Data processing
performed directly on the IoT devices corresponds to
edge computing. The city layer consists of network
routers and switches building up an IP network for the
connectivity of IoT devices with the Internet. Some
computing components can be placed in the city layer
close to IoT devices, enabling fog computing for certain
applications. Data processing on the IoT gateways also
counts in this category. Finally, at the data center
layer IoT data are processed and made available for the
application layer. The key technology in the data center
layer is the cloud providing an elastic, scalable, secure,
and reliable data processing infrastructure.
3 THE ROLE OF 5G FOR SMART CITIES
In a smart city architecture the connection between street
and city layer is a challenging topic—there is a need for
a new, converged access architecture, capable of serving
people and things optimally [23]. 5G is a promising
technology, expected to be able to address this challenge.
Unlike other evolution steps in mobile networks, such
as 3G and 4G, 5G goes beyond higher data rates for
mobile Internet [10]. Development on 5G focuses on
eight major requirements [1], all highly relevant for IoT.
These requirements include:
(1) up to 10 Gbps data rate in real networks,
(2) round trip latency of 1 ms,
(3) high bandwidth in unit area,
(4) very large number of connected devices,
(5) five-nines availability (99.999%),
(6) almost full coverage,
(7) up to 90% reduced energy consumption, and
(8) high battery live of connected devices (which is
related to the 7th requirement).
With these requirements 5G fits very well in a smart
city architecture—connecting the growing number of
IoT devices efficiently. Therefore, we presume 5G in our
smart city architecture, as shown in Figure 1. To reduce
the latency in a 5G network, an emerging technology has
been introduced—Mobile-Edge Computing (MEC) [22],
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Figure 1: Layered IoT architecture
specified by ETSI MEC ISG [15]. In [19] Sabella
et al. consider the MEC architecture with respect to
IoT. The concept of MEC is to offer cloud computing
functionalities within the Radio Access Network (RAN),
very close to end customers. This reduces the latency
for cloud applications, reduces the traffic towards the
core network and increases availability—as the same
application can be deployed several times on different
RANs.
Using cloud, fog and edge terminology, MEC is
comparable with fog computing with the exception that
data processing on the IoT gateways, which counts as
fog computing, is not in the scope of MEC. From the
point of view of a 5G network, the IoT gateway has a role
of an end device, similar as any other IoT devices with
5G connectivity. In this paper we will focus on a smart
city IoT architecture with 5G and discuss the differences
between cloud computing and MEC.
4 DYNAMIC APPLICATION ALLOCATION
Smart city applications have very different requirements.
Some of them are time critical (e.g. traffic incident
detection), some of them generate a lot of data (e.g.
video surveillance), so that the allocation of applications
among cloud and mobile edge is a non-trivial task. While
MEC reduces the network traffic and enables a network
latency of 17ms [25], it is limited in processing power,
storage capabilities and scalability. In general, non-
time-critical applications which need a small amount of
sensor data should be placed in the cloud. On the other
hand, time-critical applications have to be placed in the
edge, as close as possible to the IoT devices, in order to
ensure the required functionality. The question is how to
manage all the applications which do not belong to one
of these two categories.
To address this question we need a classification of
applications. We specify the following criteria for each
application: priority, storage, and data. Each application
is evaluated towards these criteria and for each criterion
a rating is assigned, among H (high), M (medium) and
L (low). Priority is the most critical criterion and all
applications with priority H have to be placed at mobile
edge to ensure their functionality. An example is car
incident detection where all driving cars in the vicinity
have to be alerted immediately in order to take appropri-
ate actions. Applications with priority L in contrast are
not time-critical and can be placed in the cloud without
any impact on their functionality. The storage criterion
specifies the storage need of the application, including
the application itself and any application data stored
locally. Finally, the data criterion indicates the amount of
data this application receives from sensors and forwards
to actuators. It is measured in bytes per hour and mapped
to the H, M and L rating.
Using these criteria we determinate which applica-
tions should be placed in the mobile edge and which
in the cloud. Applications with priorities M and L
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are rated considering other criteria and ranked. The
first n applications from this ranking are then placed in
the mobile edge, whereas n depends on the available
capacity of the mobile edge. For example, an application
with storage L and data H will be top rated. Allocating
this application in the mobile edge does not cost much
storage space and reduces the traffic towards the core
networks, as the data can be processed by MEC directly.
However, these criteria, in particular the data, can vary
depending on several factors, including time of day, day
of week or season. Therefore, to ensure an optimal
application allocation we need a dynamic allocation of
applications, where the three criteria are periodically
evaluated. Applications are accordingly moved from the
cloud to the mobile edge and vice versa.
Consider for example two typical smart city scenarios,
smart parking and smart lighting. Ineffective parking
management is a constant challenge in cities around the
world. It contributes to pollution, causes frustration and
increases traffic incidents. Parking sensors including in-
ground magnetic sensors, video-based sensors and radar
sensors may be connected over IoT gateways indicating
availability of parking spaces. An application shows the
parking availability on smart phones where an action,
for example booking, can be taken. Furthermore, the
application can support drivers with disabilities to locate
suitable parking spots. A parking management applica-
tion would have a priority M for the mobile edge, storage
L or M, depending on the implemented functionalities,
and data between L, M or H, depending on the location,
but also on time of day and possibly day of week. During
the day the data generated for this application will be in
general higher as in the night time.
Smart lighting controls and monitors street lights, and
provides the current status of each light. A lighting
management application performs automated scheduling
for lights with automated dimming or brightening, as
needed. It can also manage the light intensity, depending
on environmental conditions, weather, season, time of
day and location within the city. A lighting management
application would have a priority M for the mobile edge,
storage L, and data between L or M, depending on the
mentioned factors. In contrast to the parking manage-
ment application, the data generated for this application
will be higher in the night time than during the day.
In our smart city architecture applications are dy-
namically allocated between the cloud and the mobile
edge. Only if the capacity of mobile edge allows it, the
two presented applications would be both placed at the
mobile edge. Otherwise, only the application with higher
ranking is placed in the mobile edge—which is likely to
be the parking management application during the day
and the lighting management application in the night
time. Table 1 summarizes the values of our three criteria
Table 1: Examples of dynamic application allocation
Application Prio. Strg. Lat. Allocation
Day time
Smart Parking M L-M M-H MEC
Smart Lighting M L L Cloud
Night time
Smart Parking M L-M L Cloud
Smart Lighting M L M MEC
for these two applications in the day time and in the night
time, as well as the allocation of both applications. As
a side effect, the latency for the application used more
frequently and hence placed in the mobile edge is also
reduced, resulting in better user experience.
Dynamic application allocation does not come without
challenges. First, moving applications between cloud
and edge generates additional network traffic. Therefore,
these transitions need to be performed in the time when
the network traffic is low, according to the historical data
of the particular system. Second, permanently installing
applications in the edge and in the cloud could cause a
failure during the installation and reduce the availability
of the service. To address this issue we propose that
the application in the cloud is always installed and only
deactivated if not needed. The resources in the cloud are
not as limited as in the edge and enable this behavior.
In the case that the installation in the edge fails, the
application in the cloud can be activated, as a kind of
cold standby redundancy. This also contributes to the
first issue, as there is no need to move applications from
the edge to the cloud anymore.
5 RELATED WORK
The comparison between edge and cloud computing has
been a subject of multiple research works. The fact that
it is not efficient to forward all raw sensor data in the
cloud has been discussed in [12]. In that paper a smart
gateway with edge computing is used for rule and event
processing and to reduce the amount of raw data to be
transmitted to the cloud. A comprehensive literature
survey on MEC including its benefits and challenges is
presented in [14], with a particular focus on resource
management. Chaudhary et al. compared in [4] fog
and cloud computing with focus on network service
chaining in 5G networks with and without SDN and
NFV technologies. They discussed issues on latency,
data offloading and security. In contrast to our work,
they analyzed particularly security aspects and did not
consider dynamic reallocation of the services. The issue
with limited resources in the edge is also addressed by
Beraldi et al. in [3]. They proposed a solution based
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on load balancing and resource sharing between two
edge data centers and stated that the quality of service
can be improved by sharing resources between two data
centers. Le Tan et al. proposed in [21] an algorithm for
location aware load prediction and resource allocation in
MEC, by using its historical load time data and data of
neighbors’ MEC data centers. The results show a more
efficient resource allocation and cost savings.
All these works identify edge benefits, but also its
limited resources. Several solutions have been proposed
to overcome this limitation, in our paper we presented a
novel one with dynamic application allocation depend-
ing on the presented criteria.
6 CONCLUSION
In this paper we present an innovative NFV based IoT
architecture for smart cities with dynamic allocation of
applications between the cloud and the mobile edge.
Given that the number of smart city applications is ex-
pected to be permanently growing, the optimal location
of applications is essential to fully benefit from the
potential of MEC. The presented scenarios exemplarily
demonstrate that the optimal location of applications is
changing depending on several conditions. The proposed
dynamic allocation using criteria based ranking ensures
the optimal use of resources in the mobile edge. In
our future work we are going to apply this concept on
a smart railway station our university is working on
and to implement and further evaluate several ranking
algorithms.
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