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Abstract The difficulty of computing discrete logarithms in fields Fqk
depends on the relative sizes of k and q. Until recently all the cases had
a sub-exponential complexity of type L(1/3), similar to the factorization
problem. In 2013, Joux designed a new algorithm with a complexity of
L(1/4 + ǫ) in small characteristic. In the same spirit, we propose in this
article another heuristic algorithm that provides a quasi-polynomial com-
plexity when q is of size at most comparable with k. By quasi-polynomial,
we mean a runtime of nO(logn) where n is the bit-size of the input. For
larger values of q that stay below the limit Lqk (1/3), our algorithm loses
its quasi-polynomial nature, but still surpasses the Function Field Sieve.
1 Introduction
The discrete logarithm problem (DLP) was first proposed as a hard problem in
cryptography in the seminal article of Diffie and Hellman [7]. Since then, to-
gether with factorization, it has become one of the two major pillars of pub-
lic key cryptography. As a consequence, the problem of computing discrete
logarithms has attracted a lot of attention. From an exponential algorithm
in 1976, the fastest DLP algorithms have been greatly improved during the
past 35 years. A first major progress was the realization that the DLP in fi-





. The next step further reduced this to a heuris-
tic L(1/3) running time in the full range of finite fields, from fixed characteristic
finite fields to prime fields [2,6,11,3,17,18].
Recently, practical and theoretical advances have been made [15,10,16] with
an emphasis on small to medium characteristic finite fields and composite degree
extensions. The most general and efficient algorithm [16] gives a complexity of
L(1/4 + o(1)) when the characteristic is smaller than the square root of the ex-
tension degree. Among the ingredients of this approach, we find the use of a very
particular representation of the finite field; the use of the so-called systematic
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equation1; and the use of algebraic resolution of bilinear polynomial systems in
the individual logarithm phase.
In this work, we present a new discrete logarithm algorithm, in the same vein
as in [16] that uses an asymptotically more efficient descent approach. The main
result gives a quasi-polynomial heuristic complexity for the DLP in finite fields of
small characteristic. By quasi-polynomial, we mean a complexity of type nO(logn)
where n is the bit-size of the cardinality of the finite field. Such a complexity is
smaller than any L(ǫ) for ǫ > 0. It remains super-polynomial in the size of the
input, but offers a major asymptotic improvement compared to L(1/4 + o(1)).
The key features of our algorithm are the following.
– We keep the field representation and the systematic equations of [16].
– The algorithmic building blocks are elementary. In particular, we avoid the
use of Gröbner basis algorithms.
– The complexity result relies on three key heuristics: the existence of a poly-
nomial representation of the appropriate form; the fact that the smoothness
probabilities of some non-uniformly distributed polynomials are similar to
the probabilities for uniformly random polynomials of the same degree; and
the linear independence of some finite field elements related to the action of
PGL2(Fq).
The heuristics are very close to the ones used in [16]. In addition to the
arguments in favor of these heuristics already given in [16], we performed some
experiments to validate them on practical instances.
Although we insist on the case of finite fields of small characteristic, where
quasi-polynomial complexity is obtained, our new algorithm improves the com-
plexity of discrete logarithm computations in a much larger range of finite fields.
More precisely, in finite fields of the form Fqk , where q grows as Lqk(α), the
complexity becomes Lqk(α + o(1)). As a consequence, our algorithm is asymp-
totically faster than the Function Field Sieve algorithm in almost all the range
previously covered by this algorithm. Whenever α < 1/3, our new algorithm of-
fers the smallest complexity. For the limiting case L(1/3, c), the Function Field
Sieve remains more efficient for small values of c, and the Number Field Sieve is
better for large values of c (see [18]).
This article is organized as follows. In Section 2, we state the main result, and
discuss how it can be used to design a complete discrete logarithm algorithm. In
Section 3, we analyze how this result can be interpreted for various types of finite
fields, including the important case of fields of small characteristic. Section 4 is
devoted to the description of our new algorithm. It relies on heuristics that are
discussed in Section 5, from a theoretical and a practical point of view. Before
getting to the conclusion, in Section 6, we propose a few variants of the algorithm.
1 While the terminology is similar, no parallel is to be made with the systematic
equations as defined in early works related to the computation discrete logarithms
in F2n , as [4].
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2 Main result
We start by describing the setting in which our algorithm applies. It is basically
the same as in [16]: we need a large enough subfield, and we assume that a sparse
representation can be found. This is formalized in the following definition.
Definition 1 A finite field K admits a sparse medium subfield representation
if
– it has a subfield of q2 elements for a prime power q, i.e. K is isomorphic to
Fq2k with k ≥ 1;
– there exist two polynomials h0 and h1 over Fq2 of small degree, such that
h1X
q − h0 has a degree k irreducible factor.
In what follows, we will assume that all the fields under consideration admit a
sparse medium subfield representation. Furthermore, we assume that the degrees
of the polynomials h0 and h1 are uniformly bounded by a constant δ. Later, we
will provide heuristic arguments for the fact that any finite field of the form Fq2k
with k ≤ q+2 admits a sparse medium subfield representation with polynomials
h0 and h1 of degree at most 2. But in fact, for our result to hold, allowing the
degrees of h0 and h1 to be bounded by any constant δ independent of q and k
or even allowing δ to grow slower than O(log q) would be sufficient.
In a field in sparse medium subfield representation, elements will always be
represented as polynomials of degree less than k with coefficients in Fq2 . When
we talk about the discrete logarithm of such an element, we implicitly assume
that a basis for this discrete logarithm has been chosen, and that we work in
a subgroup whose order has no small irreducible factor (we refer to the Pohlig-
Hellman algorithm [20] to limit ourselves to this case).
Proposition 2 Let K = Fq2k be a finite field that admits a sparse medium
subfield representation. Under the heuristics explained below, there exists an al-
gorithm whose complexity is polynomial in q and k and which can be used for
the following two tasks.
1. Given an element of K represented by a polynomial P ∈ Fq2 [X ] with 2 ≤
degP ≤ k − 1, the algorithm returns an expression of logP (X) as a linear
combination of at most O(kq2) logarithms logPi(X) with degPi ≤ ⌈
1
2 degP ⌉
and of log h1(X).
2. The algorithm returns the logarithm of h1(X) and the logarithms of all the
elements of K of the form X + a, for a in Fq2 .
Before the presentation of the algorithm, which is made in Section 4, we
explain how to use it as a building block for a complete discrete logarithm
algorithm.
Let P (X) be an element of K for which we want to compute the discrete
logarithm. Here P is a polynomial of degree at most k − 1 and with coefficients
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in Fq2 . We start by applying the algorithm of Proposition 2 to P . We obtain a
relation of the form
logP = e0 log h1 +
∑
ei logPi,
where the sum has at most κq2k terms for a constant κ and the Pi’s have degree
at most ⌈ 12 degP ⌉. Then, we apply recursively the algorithm to the Pi’s, thus
creating a descent procedure where at each step, a given element P is expressed
as a product of elements, whose degree is at most half the degree of P (rounded
up) and the arity of the descent tree is in O(q2k).
At the end of the process, the logarithm of P is expressed as a linear com-
bination of the logarithms of h1 and of the linear polynomials, for which the
logarithms are computed with the algorithm in Proposition 2 in its second form.
We are left with the complexity analysis of the descent process. Each internal
node of the descent tree corresponds to one application of the algorithm of
Proposition 2, therefore each internal node has a cost which is bounded by a
polynomial in q and k. The total cost of the descent is therefore bounded by the
number of nodes in the descent tree times a polynomial in q and k. The depth of
the descent tree is in O(log k). The number of nodes of the tree is then less than
or equal to its arity raised to the power of its depth, which is (q2k)O(log k). Since
any polynomial in q and k is absorbed in the O() notation in the exponent, we
obtain the following result.
Theorem 3 Let K = Fq2k be a finite field that admits a sparse medium subfield
representation. Assuming the same heuristics as in Proposition 2, any discrete
logarithm in K can be computed in a time bounded by
max(q, k)O(log k).
3 Consequences for various ranges of parameters
We now discuss the implications of Theorem 3 depending on the properties of
the finite field FQ where we want to compute discrete logarithms in the first
place. The complexities will be expressed in terms of logQ, which is the size of
the input.
Three cases are considered. In the first one, the finite field admits a sparse
medium subfield representation, where q and k are almost equal. This is the
optimal case. Then we consider the case where the finite field has small (maybe
constant) characteristic. And finally, we consider the case where the character-
istic is getting larger so that the only available subfield is a bit too large for the
algorithm to have an optimal complexity.
In the following, we always assume that for any field of the form Fq2k , we
can find a sparse medium subfield representation.
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3.1 Case where the field is Fq2k , with q ≈ k
The finite fields FQ = Fq2k for which q and k are almost equal are tailored
for our algorithm. In that case, the complexity of Theorem 3 becomes qO(log q).
Since Q ≈ q2q, we have q = (logQ)O(1). This gives an expression of the form
2O((log logQ)
2), which is sometimes called quasi-polynomial in complexity theory.
Corollary 4 For finite fields of cardinality Q = q2k with q +O(1) ≥ k and q =




We mention a few cases which are almost directly covered by Corollary 4.
First, we consider the case where Q = pn with p a prime bounded by (logQ)O(1),
and yet large enough so that n ≤ (p+ δ). In this case FQ, or possibly FQ2 if n
is odd, can be represented in such a way that Corollary 4 applies.
Much the same can be said in the case where n is composite and factors
nicely, so that FQ admits a large enough subfield Fq with q = p
m. This can be
used to solve certain discrete logarithms in, say, F2n for adequately chosen n
(much similar to records tackled by [12,8,13,9,14]).
3.2 Case where the characteristic is polynomial in the input size
Let now FQ be a finite field whose characteristic p is bounded by (logQ)
O(1), and
let n = logQ/ log p, so that Q = pn. While we have seen that Corollary 4 can be
used to treat some cases, its applicability might be hindered by the absence of
an appropriately sized subfield: p might be as small as 2, and n might not factor
adequately. In those cases, we use the same strategy as in [16] and embed the
discrete logarithm problem in FQ into a discrete logarithm problem in a larger
field.
Let k be n if n is odd and n/2 if n is even. Then, we set q = p⌈logp k⌉, and we
work in the field Fq2k . By construction this field contains FQ (because p|q and
n|2k) and it is in the range of applicability of Theorem 3. Therefore, one can
solve a discrete logarithm problem in FQ in time max(q, k)
O(log k). Rewriting this
complexity in terms of Q, we get logp(Q)
O(log logQ). And finally, we get a similar
complexity result as in the previous case. Of course, since we had to embed in a
larger field, the constant hidden in the O() is larger than for Corollary 4.
Corollary 5 For finite fields of cardinality Q and characteristic bounded by




We emphasize that the case F2n for a prime n corresponds to this case.
A direct consequence of Corollary 5 is that discrete logarithms in F2n can be
computed in quasi-polynomial time 2O((logn)
2).
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3.3 Case where q = Lq2k(α)
If the characteristic of the base field is not so small compared to the extension
degree, the complexity of our algorithm does not keep its nice quasi-polynomial
form. However, in almost the whole range of applicability of the Function Field
Sieve algorithm, our algorithm is asymptotically better than FFS.
We consider here finite fields that can be put into the form FQ = Fq2k , where
q grows not faster than an expression of the form LQ(α). In the following, we
assume that there is equality, which is of course the worst case. The condition
can then be rewritten as log q = O((logQ)α(log logQ)1−α) and therefore k =
logQ/ log q = O((logQ/ log logQ)1−α). In particular we have k ≤ q + δ, so that
Theorem 3 can be applied and gives a complexity of qO(log k). This yields the
following result.
Corollary 6 For finite fields of the form FQ = Fq2k where q is bounded by




This complexity is smaller than LQ(α
′) for any α′ > α. Hence, for any α <
1/3, our algorithm is faster than the best previously known algorithm, namely
FFS and its variants.
4 Main algorithm: proof of Proposition 2
The algorithm is essentially the same for proving the two points of Proposition 2.
The strategy is to find relations between the given polynomial P (X) and its
translates by a constant in Fq2 . Let D be the degree of P (X), that we assume
to be at least 1 and at most k − 1.




(X − a). (1)
We like to view Equation (1) as involving the projective line P1(Fq). Let
S = {(α, β)} be a set of representatives of the q + 1 points (α : β) ∈ P1(Fq),
chosen adequately so that the following equality holds.
XqY −XY q =
∏
(α,β)∈S
(βX − αY ). (2)
To make translates of P (X) appear, we consider the action of homographies.





acts on P (X) with the following formula:
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In the following, this action will become trivial if the matrix m has entries that
are defined over Fq. This is also the case if m is non-invertible. Finally, it is clear
that multiplying all the entries of m by a non-zero constant does not change its
action on P (X). Therefore the matrices of the homographies that we consider
are going to be taken in the following set of cosets:
Pq = PGL(Fq2)/PGL(Fq).
(Note that in general PGL2(Fq) is not a normal subgroup of PGL2(Fq2), so that
Pq is not a quotient group.)





∈ Pq, we associate the equation (Em) obtained
by substituting aP + b and cP + d in place of X and Y in Equation (2).
(aP + b)q(cP + d)− (aP + b)(cP + d)q =
∏
(α,β)∈S









P − x(m−1 · (α : β)).
This sequence of formulae calls for a short comment because of an abuse of
notation in the last expression. First, λ is the constant in Fq2 which makes the
leading terms of the two sides match. Then, the term P − x(m−1 · (α : β))
denotes P −u when m−1 · (α : β) = (u : 1) (whence we have u = dα−bβ−cα+aβ ), or 1 if
m−1 · (α : β) = ∞. The latter may occur since when a/c is in Fq, the expression
−cα+ aβ vanishes for a point (α : β) ∈ P1(Fq) so that one of the factors of the
product contains no term in P (X).
Hence the right-hand side of Equation (Em) is, up to a multiplicative con-
stant, a product of q+1 or q translates of the target P (X) by elements of Fq2 . The
equation obtained is actually related to the set of points m−1 ·P1(Fq) ⊂ P
1(Fq2 ).
The polynomial on the left-hand side of (Em) can be rewritten as a smaller
degree equivalent. For this, we use the special form of the defining polynomial:
in K we have Xq ≡ h0(X)h1(X) . Let us denote by ã the element a
q when a is any
element of Fq2 . Furthermore, we write P̃ (X) the polynomial P (X) with all its
coefficients raised to the power q. The left-hand side of (Em) is
(ãP̃ (Xq) + b̃)(cP (X) + d)− (aP (X) + b)(c̃P̃ (Xq) + d̃),
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The denominator of Lm is a power of h1 and its numerator has degree at most
(1+ δ)D where δ = max(deg h0, deg h1). We say that m ∈ Pq yields a relation if
this numerator of Lm is ⌈D/2⌉-smooth.
To any m ∈ Pq, we associate a row vector v(m) of dimension q
2 + 1 in the
following way. Coordinates are indexed by µ ∈ P1(Fq2), and the value associated
to µ ∈ Fq2 is 1 or 0 depending on whether P − x(µ) appears in the right-hand
side of Equation (Em). Note that exactly q + 1 coordinates are 1 for each m.





1 if µ = m−1 · (α : β) with (α : β) ∈ P1(Fq),
0 otherwise.
(3)
We associate to the polynomial P a matrix H(P ) whose rows are the vectors
v(m) for which m yields a relation, taking at most one matrix m in each coset
of Pq. The validity of Proposition 2 crucially relies on the following heuristic.
Heuristic 7 For any P (X), the set of rows v(m) for cosets m ∈ Pq that yield
a relation form a matrix which has full rank q2 + 1.
As we will note in Section 5, the matrix H(P ) is heuristically expected to
have Θ(q3) rows, where the implicit constant depends on δ. This means that for
our decomposition procedure to work, we rely on the fact that q is large enough
(otherwise H(P ) may have less than q2+1 rows, which precludes the possibility
that it have rank q2 + 1).
The first point of Proposition 2, where we descend a polynomial P (X) of de-
gree D at least 2, follows by linear algebra on this matrix. Since we assume that
the matrix has full rank, then the vector (. . . , 0, 1, 0, . . .) with 1 corresponding
to P (X) can be written as a linear combination of the rows. When doing this
linear combination on the equations (Em) corresponding to P we write logP (X)
as a linear combination of logPi where Pi(x) are the elements occurring in the
left-hand sides of the equations. Since there are O(q2) columns, the elimina-
tion process involves at most O(q2) rows, and since each row corresponds to an
equation (Em), it involves at most degLm ≤ (1 + δ)D polynomials in the left-
hand-side2. In total, the polynomial D is expressed by a linear combination of at
most O(q2D) polynomials of degree less than ⌈D/2⌉. The logarithm of h1(X) is
also involved, as a denominator of Lm. We have not made precise the constant
in F∗q2 which occurs to take care of the leading coefficients. Since discrete loga-
rithms in F∗q2 can certainly be computed in polynomial time in q, this is not a
problem.
Since the order of PGL2(Fqi) is q
3i − qi, the set of cosets Pq has q
3 + q
elements. For each m ∈ Pq, testing whether (Em) yields a relation amounts to
some polynomial manipulations and a smoothness test. All of them can be done
2 This estimate of the number of irreducible factors is a pessimistic upper bound.
In practice, one expects to have only O(logD) factors on average. Since the crude
estimate does not change the overall complexity, we keep it that way to avoid adding
another heuristic.
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in polynomial time in q and the degree of P (X) which is bounded by k. Finally,
the linear algebra step can be done in O(q2ω) using asymptotically fast matrix
multiplication algorithms, or alternatively O(q5) operations using sparse matrix
techniques. Indeed, we have q + 1 non-zero entries per row and a size of q2 + 1.
Therefore, the overall cost is polynomial in q and k as claimed.
For the second part of Proposition 2 we replace P by X during the con-
struction of the matrix. In that case, both sides of the equations (Em) involve
only linear polynomials. Hence we obtain a linear system whose unknowns are
log(X+a) with a ∈ Fq2 . Since Heuristic 7 would give us only the full rank of the
system corresponding to the right-hand sides of the equations (Em), we have to
rely on a specific heuristic for this step:
Heuristic 8 The linear system constructed from all the equations (Em) for
P (X) = X has full rank.
Assuming that this heuristic holds, we can solve the linear system and obtain
the discrete logarithms of the linear polynomials and of h1(X).
5 Supporting the heuristic argument in the proof
For Heuristic 7, we propose two approaches to support this heuristic. Both allow
to gain some confidence in the validity of the heuristic, but of course none affect
the heuristic nature of this statement.
For the first line of justification, we denote by H the matrix of all the
#Pq = q
3 + q vectors v(m) defined as in Equation (3). Associated to a polyno-
mial P , Section 4 defines the matrix H(P ) formed of the rows v(m) such that
the numerator of Lm is smooth. We will give heuristics that H(P ) has Θ(q
3)
rows and then prove that H has rank q2+1, which of course does not prove that
its submatrix H(P ) has full rank.
In order to estimate the number of rows of H(P ) we assume that the numer-
ator of Lm has the same probability to be ⌈
D
2 ⌉-smooth as a random polynomial
of same degree. In this paragraph, we assume that the degrees of h0 and h1
are bounded by 2, merely to avoid awkward notations; the result holds for any
constant bound δ. The degree of the numerator of Lm is then bounded by 3D,
so we have to estimate the probability that a polynomial in Fq2 [X ] of degree 3D
is ⌈D2 ⌉-smooth. For any prime power q and integers 1 ≤ m ≤ n, we denote by
Nq(m,n) the number of m-smooth monic polynomials of degree n. Using ana-














where ρ is Dickman’s function defined as the unique continuous function such
that ρ(u) = 1 on [0, 1] and uρ′(u) = ρ(u − 1) for u > 1. We stress that the
constant κ hidden in the O() notation is independent of q. In our case, we are
interested in the value of Nq2(3D, ⌈
D
2 ⌉). Let us call D0 the least integer such
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is at least 1/2. For D > D0, we will use the formula (4);
and for D ≤ D0, we will use the crude estimate Nq(n,m) ≥ Nq(n, 1) = q
n/n!.






More generally, if deg h0 and deg h1 are bounded by a constant δ then we
have a smoothness probability of ρ(2δ+2) times an absolute constant. Since we
have q3 + q candidates and a constant probability of success, H(P ) has Θ(q3)
rows.
Now, unless some theoretical obstruction occurs, we expect a matrix over Fℓ
to have full rank with probability at least 1− 1ℓ . The matrix H is however peculiar,
and does enjoy regularity properties which are worth noticing. For instance, we
have the following proposition.
Proposition 9 Let ℓ be a prime not dividing q3 − q. Then the matrix H over
Fℓ has full rank q
2 + 1.
Proof. We may obtain this result in two ways. First, H is the incidence matrix
of a 3− (q2+1, q+1, 1) combinatorial design called inversive plane (see e.g. [21,
Theorem 9.27]). As such we obtain the identity
HTH = (q + 1)(Jq2+1 − (1− q)Iq2+1)
(see [21, Theorem 1.13 and Corollary 9.6]), where Jn is the n × n matrix with
all entries equal to one, and In is the n × n identity matrix. This readily gives
the result exactly as announced.
We also provide an elementary proof of the Proposition. We have a bijection
between rows of H and the different possible image sets of the projective line
P
1(Fq) within P
1(Fq2), under injections of the form (α : β) 7→ m
−1 · (α : β). All
these q3+q image sets have size q+1, and by symmetry all points of P1(Fq2) are
reached equally often. Therefore, the sum of all rows of H is the vector whose
coordinates are all equal to 11+q2 (q
3 + q)(q + 1) = q2 + q.
Let us now consider the sum of the rows in H whose first coordinate is 1
(as we have just shown, we have q2 + q such rows). Those correspond to image
sets of P1(Fq) which contain one particular point, say (0 : 1). The value of the
sum for any other coordinate indexed by e.g. Q ∈ P1(Fq2) is the number of
image sets m−1 · P1(Fq) which contain both (0 : 1) and Q, which we prove is
equal to q + 1 as follows. Without loss of generality, we may assume Q = ∞ =
(1 : 0). We need to count the relevant homographies m−1 ∈ PGL2(Fq2), modulo
PGL2(Fq)-equivalence m ≡ hm. By PGL2(Fq)-equivalence, we may without loss






obtain (b : d) = (0 : 1) and (a : c) = (1 : 0), whence b = c = 0, and both a, d 6= 0.
We may normalize to d = 1, and notice that multiplication of a by a scalar in
F
∗
q is absorbed in PGL2(Fq)-equivalence. Therefore the number of suitable m is
#F∗q2/F
∗
q = q + 1.
These two facts show that the row span of H contains the vectors (q2 +
q, . . . , q2+q) and (q2+q, q+1, . . . , q+1). The vector (q3−q, 0, . . . , 0) is obtained
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as a linear combination of these two vectors, which suffices to prove that H has
full rank, since the same reasoning holds for any coordinate.
⊓⊔
Proposition 9, while encouraging, is clearly not sufficient. We are, at the
moment, unable to provide a proof of a more useful statement. On the experi-
mental side, it is reasonably easy to sample arbitrary subsets of the rows of H
and check for their rank. To this end, we propose the following experiment. We
have considered small values of q in the range [16, . . . , 64], and made 50 random
picks of subsets Si ⊂ Pq, all of size exactly q
2 + 1. For each we considered the
matrix of the corresponding linear system, which is made of selected rows of the
matrix H, and computed its determinant δi. For all values of q considered, we
have observed the following facts.
– First, all square matrices considered had full rank over Z. Furthermore, their
determinants had no common factor apart possibly from those appearing in
the factorization of q3 − q as predicted by Proposition 9. In fact, experimen-
tally it seems that only the factors of q + 1 are causing problems.
– We also explored the possibility that modulo some primes, the determinant
could vanish with non-negligible probability. We thus computed the pairwise
GCD of all 50 determinants computed, for each q. Again, the only prime
factors appearing in the GCDs were either originating from the factorization
of q3 − q, or sporadically from the birthday paradox.
q #trials in gcd({δi}) in gcd(δi, δj)
16 50 17 691
17 50 2, 3 431, 691
19 50 2, 5 none above q2
23 50 2, 3 none above q2
25 50 2, 13 none above q2
27 50 2, 7 1327
29 50 2, 3, 5 none above q2
31 50 2 1303, 3209
32 50 3, 11 none above q2
q #trials in gcd({δi}) in gcd(δi, δj)
37 50 2, 19 2879
41 50 2, 3, 7 none above q2
43 50 2, 11 none above q2
47 50 2, 3 none above q2
49 50 2, 5 none above q2
53 50 2, 3 none above q2
59 50 2, 3, 5 none above q2
61 50 2, 31 none above q2
64 50 5, 13 none above q2
Table1. Prime factors appearing in determinant of random square submatrices
of H (for one given set of random trials)
These results are summarized in table 1, where the last column omits small prime
factors below q2. Of course, we remark that considering square submatrices is a
more demanding check than what Heuristic 7 suggests, since our algorithm only
needs a slightly larger matrix of size Θ(q3)× (q2 + 1) to have full rank.
A second line of justification is more direct and natural, as it is possible to
implement the algorithm outlined in Section 4, and verify that it does provide
the desired result. A Magma implementation validates this claim, and has been
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used to implement descent steps for an example field of degree 53 over F532 . An
example step in this context is given for applying our algorithm to a polynomial
of degree 10, attempting to reduce it to polynomials of degree 6 or less. Among
the 148,930 elements of Pq, it sufficed to consider only 71,944 matrices m, of
which about 3.9% led to relations, for a minimum sufficient number of relations
equal to q2 + 1 = 2810 (as more than half of the elements of Pq had not even
been examined at this point, it is clear that getting more relations was easy—
we did not have to). As the defining polynomial for the finite field considered
was constructed with δ = deg h0,1 = 1, all left-hand sides involved had degree
20. The polynomials appearing in their factorizations had the following degrees
(the number in brackets give the number of distinct polynomials found for each
degree): 1(2098), 2(2652), 3(2552), 4(2463), 5(2546), 6(2683). Of course this tiny
example size uses no optimization, and is only intended to check the validity of
Proposition 2.
As for Heuristic 8, it is already present in [16] and [10], so this is not a new
heuristic. Just like for Heuristic 7, it is based on the fact that the probability
that a left-hand side is 1-smooth and yields a relation is constant. Therefore, we
have a system with Θ(q3) relations between O(q2) indeterminates, and it seems
reasonable to expect that it has full rank. On the other hand, there is not as
much algebraic structure in the linear system as in Heuristic 7, so that we see no
way to support this heuristic apart from testing it on several inputs. This was
already done (including for record computations) in [16] and [10], so we do not
elaborate on our own experiments that confirm again that Heuristic 8 seems to
be valid except for tiny values of q.
An obstruction to the heuristics. As noted by Cheng, Wan and Zhuang [5], the
irreducible factors of h1X
q − h0 other than the degree k factor that is used
to define Fq2k are problematic. Let P be such a problematic polynomial. The
fact that it divides the defining equation implies that it also divides the Lm
quantity that is involved when trying to build a relation that relates P to other
polynomials. Therefore the first part of Proposition 2 can not hold for this P .
Similarly, if P is linear, its presence will prevent the second part of Proposition 2
to hold since the logarithm of P can not be found with the technique of Section 4.
We present here a technique to deal with the problematic polynomials. (The
authors of [5] proposed another solution to keep the quasi-polynomial nature of
algorithm.)
Proposition 10 For each problematic polynomial P of degree D, we can find
a linear relation between logP , log h1 and O(D) logarithms of polynomials of
degree at most (δ − 1)D which are not problematic.
Proof. Let P be an irreducible factor of h1X
q − h0 of degree D. Let us consider
P q; by reducing modulo h1X
q − h0 and clearing denominators, there exists a
polynomial A(X) such that
hD1 P






q − h0)A(X). (5)
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Since P divides two of the terms of this equality, it must also divide the third
one, namely the polynomial R = hD1 P̃ (h0/h1). Let vP ≥ 1 be the valuation
of P in R. In the finite field Fq2k we obtain the following equalities between
logarithms:




where Qi are the irreducible factors of R other than P and ei their valuation
in R. A polynomial Qi can not be problematic. Otherwise, it would divide the
right-hand side of Equation (5), and therefore, also the left-hand side, which is
impossible. Since vP ≤
degR
degP ≤ δ < q, the quantity q − vP is invertible modulo
ℓ (we assume, as usual that ℓ is larger than q) and we obtain a relation between
logP , log h1 and the logarithms of the non-problematic polynomials Qi. The
degree of R/P vP is at most (δ − 1)D, which gives the claimed bound on the
degrees of the Qi. ⊓⊔
If δ ≤ 2, this proposition solves the issues raised by [5] about problematic
polynomials. Indeed, for each problematic polynomial of degree D > 1, it will
be possible to rewrite its logarithm in terms of logarithms of non-problematic
polynomials of at most the same degree that can be descended in the usual
way. Similarly, each problematic polynomial of degree 1 can have its logarithm
rewritten in terms of the logarithms of other non-problematic linear polynomials.
Adding these relations to the ones obtained in Section 4, we expect to have a
full-rank linear system.
If δ > 2, we need to rely on the additional heuristic. Indeed, when descending
the Qi that have a degree potentially larger than the degree of D, we could hit
again the problematic polynomial we started with, and it could be that the
coefficients in front of logP in the system vanishes. More generally, taking into
account all the problematic polynomials, if when we apply Proposition 10 to
them we get polynomials Qi of higher degrees, it could be that descending those
we creates loops so that the logarithms of some of the problematic polynomials
could not be computed. We expect this event to be very unlikely. Since in all
our experiments it was always possible to obtain δ = 2, we did not investigate
further.
Finding appropriate h0 and h1. One key fact about the algorithm is the ex-
istence of two polynomials h0 and h1 in Fq2 [X ] such that h1(X)X
q − h0(X)
has an irreducible factor of degree k. A partial solution is due to Joux [16] who
showed how to construct such polynomials when k ∈ {q − 1, q, q + 1}. No such
deterministic construction is known in the general case, but experiments show
that one can apparently choose h0 and h1 of degree at most 2. We performed
an experiment for every odd prime power q in [3, . . . , 1000] and every k ≤ q and
found that we could select a ∈ Fq2 such that X
q + X2 + a has an irreducible
factor of degree k. Finally, note that the result is similar to a commonly made
heuristic in discrete logarithm algorithms: for fixed f ∈ Fq2 [X,Y ] and random
g ∈ Fq2 [X,Y ], the polynomial ResY (f, g) behaves as a random polynomial of
same degree with respect to the degrees of its irreducible factors.
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6 Some directions of improvement
The algorithm can be modified in several ways. On the one hand one can obtain
a better complexity if one proves a stronger result on the smoothness probability.
On the other hand, without changing the complexity, one can obtain a version
which should behave better in practice.
6.1 Complexity improvement
Heuristic 7 tells that a rectangular matrix with Θ(q) times more rows than
columns has full rank. It seems reasonable to expect that only a constant times
more rows than columns would be enough to get the full rank properties (as is
suggested by the experiments proposed in Section 5). Then, it means that we
expect to have a lot of choices to select the best relations, in the sense that their
left-hand sides split into irreducible factors of degrees as small as possible.
On average, we expect to be able to try Θ(q) relations for each row of the
matrix. So, assuming that the numerators of Lm behave like random polynomials
of similar degrees, we have to evaluate the expected smoothness that we can
hope for after trying Θ(q) polynomials of degree (1 + δ)D over Fq2 . Set u =
log q/ log log q, so that uu ≈ q. According to [19] it is then possible to replace
⌈D/2⌉ in Proposition 2 by the value O(D log log q/ log q).
Then, the discussion leading to Theorem 3 can be changed to take this faster
descent into account. We keep the same estimate for the arity of each node in
the tree, but the depth is now only in log k/ log log q. Since this depth ends up
in the exponent, the resulting complexity in Theorem 3 is then
max(q, k)O(log k/ log log q).
6.2 Practical improvements
Because of the arity of the descent tree, the breadth eventually exceeds the num-
ber of polynomials below some degree bound. It makes no sense, therefore, to use
the descent procedure beyond this point, as the recovery of discrete logarithms
of all these polynomials is better achieved as a pre-computation. Note that this
corresponds to the computations of the L(1/4 + ǫ) algorithm which starts by
pre-computing the logarithms of polynomials up to degree 2. In our case, we
could in principle go up to degree O(log q) without changing the complexity.
We propose another practical improvement in the case where we would like
to spend more time descending a given polynomial P in order to improve the
quality of the descent tree rooted at P . The set of polynomials appearing in
the right-hand side of Equation (Em) in Section 4 is {P − λ}, because in the
factorization of Xq − X , we substitute X with m · P for homographies m. In
fact, we may apply m to (P : P1) for any polynomial P1 whose degree does
not exceed that of P . In the right-hand sides, we will have only factors of form
P − λP1 for λ in Fq2 . On the left-hand sides, we have polynomials of the same
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degree as before, so that the smoothness probability is expected to be the same.
Nevertheless, it is possible to test several P1 polynomials, and to select the one
that leads to the best tree.
This strategy can also be useful in the following context (which will not
occur for large enough q): it can happen that for some triples (q,D,D′) one has
Nq2(3D,D
′)/qn ≈ 1/q. In this case we have no certainty that we can descend a
degree-D polynomial to degree D′, but we can hope that at least one of the P1
allows to descend.
Finally, if one decides to use several auxiliary P1 polynomials to descend a
polynomial P , it might be interesting to take a set of polynomials P1 with an
arithmetic structure, so that the smoothness tests on the left-hand sides can
benefit from a sieving technique.
7 Conclusion
The algorithm presented in this article achieves a significant improvement of the
asymptotic complexity of discrete logarithm in finite fields, in almost the whole
range of parameters where the Function Field Sieve was presently the most
competitive algorithm. Compared to existing approaches, and in particular to
the line of recent works [15,10], the practical relevance of our algorithm is not
clear, and will be explored by further work.
We note that the analysis of the algorithm presented here is heuristic, as
discussed in Section 5. Some of the heuristics we stated, related to the properties
of matrices H(P ) extracted from the matrix H, seem accessible to more solid
justification. It seems plausible to have the validity of algorithm rely on the sole
heuristic of the validity of the smoothness estimates.
The crossing point between the L(1/4) algorithm and our quasi-polynomial
one is not determined yet. One of the key factors which hinders the practical
efficiency of this algorithm is the O(q2D) arity of the descent tree, compared to
the O(q) arity achieved by techniques based on Gröbner bases [15] at the expense
of a L(1/4 + ǫ) complexity. Adj et al. [1] proposed to mix the two algorithms
and deduced that the new descent technique must be used for cryptographic
sizes. Indeed, by estimating the time required to compute discrete logarithms in
F36·509 , they showed the weakness of some pairing-based cryptosystems.
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