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ON THE BOUNDEDNESS OF NON-INTEGER
DIMENSION CALDERO´N-ZYGMUND OPERATORS
WITH ANTISYMMETRIC KERNELS
BENJAMIN JAYE AND FEDOR NAZAROV
Abstract. We characterize the non-atomic measures µ for which
all Caldero´n-Zygmund operators with antisymmetric kernels of a
fixed non-integer dimension s are bounded in L2(µ) in terms of a
positive quantity, the Wolff energy.
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1. Introduction
Fix d ≥ 1 and s ∈ (0, d). A smooth s-dimensional Caldero´n-
Zygmund (CZ) kernel is an odd function K : Rd\{0} → R satisfying
|K(x)| ≤
1
|x|s
and |∇K(x)| ≤
1
|x|s+1
for every x 6= 0.
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Fix a non-atomic locally finite Borel measure µ. We say that all
s-dimensional Caldero´n-Zygmund operators (CZOs) are bounded in
L2(µ) if there is a constant C > 0 such that for every CZ kernel K,
(1.1) sup
ε>0
∫
Rd
∣∣∣∫
Rd\B(x,ε)
K(x− y)f(y)dµ(y)
∣∣∣2dµ(x) ≤ C‖f‖2L2(µ),
for every f ∈ L2(µ).
The purpose of this article is to give a characterization of those non-
atomic measures for which all s-dimensional CZOs are bounded when
s 6∈ Z. We prove the following theorem:
Theorem 1.1. Fix s 6∈ Z. Let µ be a non-atomic locally finite Borel
measure. Then all s-dimensional CZOs are bounded in L2(µ) if and
only if there is a constant C > 0 such that
(1.2) W2(µ,Q) ≤ Cµ(Q)
for every cube Q ⊂ Rd, where W2(µ,Q) denotes the Wolff energy
W2(µ,Q) =
∫
Q
∫ ∞
0
(µ(Q ∩ B(x, r))
rs
)2dr
r
dµ(x).
The most notable point in the characterization is that it gives the
equivalence between the L2(µ) boundedness of a collection of opera-
tors associated to odd (and so sign changing) kernels, and the L2(µ)
boundedness of a positive (albeit non-linear) operator.
The sufficiency of the Wolff energy condition (1.2) for the bounded-
ness of all CZOs was essentially proved in the paper by Mateu-Prat-
Verdera [MPV], see also [ENV], and is not particularly subtle. The
proof consists of an elementary symmetrization trick and an applica-
tion of the T (1)-theorem, see Appendix A of [JN2] for a concise proof
in the generality required for Theorem 1.1. As such, we shall only be
concerned with the statement that the boundedness of all CZOs im-
plies that (1.2) holds.
It is of great interest whether the boundedness of the s-Riesz trans-
form alone (the CZO with (vector valued) kernel K(x) = x
|x|s+1
) already
implies that the Wolff energy condition (1.2) holds. This was shown
to be the case when s ∈ (0, 1) by Mateu-Prat-Verdera [MPV], where
the condition (1.2) was first explicitly introduced in relation to the
boundedness of singular integral operators (a similar condition involv-
ing gauges of Hausdorff measures had previously appeared in Mattila’s
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paper [Mat1] on the analytic capacity of certain Cantor sets).
Together with Maria Carmen Reguera and Xavier Tolsa [JNRT],
we recently showed that the Mateu-Prat-Verdera characterization for
the boundedness of the Riesz transform continues to hold in the case
s ∈ (d − 1, d). It is an open problem whether the boundedness of
the s-Riesz transform is equivalent to the Wolff energy condion (1.2)
if s ∈ (1, d − 1)\N. An interesting intermediate problem would be to
show that the L2(µ) boundedness of all homogeneous CZOs is enough
to conclude that (1.2) holds.
One can view Theorem 1.1 as a non-integer variant of a theorem of
David and Semmes [DS], which states that if s ∈ Z and µ is an Ahlfors-
David regular measure, then all s-dimensional CZO’s are bounded in
L2(µ) if and only if µ is uniformly rectifiable1. The analysis that fol-
lows shares quite a few similarities with the proof of the David-Semmes
theorem. Using their description of Ahlfors-David regular symmetric
measures, Mattila and Preiss [MP] showed that the David-Semmes the-
orem continues to hold if one only assumes that all operators with ker-
nels of the form ϕ(|x|) x
|x|s+1
are bounded in L2(µ), where ϕ ∈ C∞(0,∞)
satisfies |ϕ(k)(t)| ≤ Ckt
−k for all t > 0 and k ≥ 0.
We remark that no complete analogue of Theorem 1.1 is known in
the case of integer dimension CZOs except for d = 2, in which case one
can refer to Tolsa’s recent memoir [Tol]. An intriguing sufficient con-
dition for the boundedness of all integer dimensional CZOs, involving
Jones’ β-numbers, was recently found by Girela-Sarrio´n [G], building
upon previous work by Azzam-Tolsa [AT]. We wonder if the necessity
of the Girela-Sarrio´n condition could be proved by modifying the anal-
ysis carried out in this paper.
We follow the same high level scheme as in the aforementioned paper
[JNRT], but the analysis is significantly simpler. The boundedness of
all CZO’s allows one to argue, via a standard argument already used
in [DS], that a certain collection of square functions is bounded. More
precisely, for every odd Lipschitz function ϕ with compact support, we
1In [DS], a slightly weaker notion of the boundedness in L2(µ) of all CZOs is
considered: For every CZ kernelK, the inequality (1.1) holds for a constant C = CK
that may depend on the kernel. The proof of Theorem 1.1 may be modified to obtain
the same conclusion under this relaxed condition as well.
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have that∫
Rd
∑
k∈Z
∣∣∣∫
Rd
ϕ(x−y
2k
)
2ks
f(y)dµ(y)
∣∣∣2dµ(x) ≤ C(ϕ)‖f‖2L2(µ),
for every f ∈ L2(µ). By introducing (a simplified version of) the ma-
chinery used in [JN2, JNRT], we reduce matters to describing the struc-
ture of smoothly reflectionless measures, these are measures µ for which
the convolution ϕ ∗ µ is constant on the support of µ for every com-
pactly supported odd Lipschitz continuous function ϕ. It turns out
that smoothly reflectionless measures are rather easy to describe. This
comes in sharp contrast with reflectionless measures for the s-Riesz
transform, where there are countless open problems. In fact, one of
our motivations for writing this paper is to give an accessible intro-
duction to some of the mathematics in [JNRT], along with [JN1, JN2],
without making the reader suffer through the technical difficulties.
2. Preliminaries
2.1. Notation.
• A constant C > 0 shall refer to a constant that may change
from line to line. Any constant may depend on d and s without
mention. If a constant depends on parameters other than d and
s, then these parameters are indicated in parentheses after the
constant.
• We denote the closure of a set E by E.
• For x ∈ Rd and r > 0, B(x, r) denotes the open ball centred at
x with radius r.
• By a measure, we shall always mean a non-negative locally finite
Borel measure.
• We denote by supp(µ) the closed support of µ, that is,
supp(µ) = Rd\
{
∪B : B is an open ball with µ(B) = 0
}
.
• For a closed set E, we shall denote by µ|E the restriction of the
measure µ to E.
• For β ≥ 0, we denote by Hβ the β-dimensional Hausdorff mea-
sure.
• We set 〈f, g〉µ =
∫
Rd
fg dµ.
• For a cube Q ⊂ Rd, ℓ(Q) denotes its side-length. For A > 0, we
denote by AQ the cube concentric to Q of side-length Aℓ(Q).
• We define the ratio of two cubes Q and Q′ by
[Q′ : Q] =
∣∣∣log2 ℓ(Q′)ℓ(Q)
∣∣∣.
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• The density of a cube Q (with respect to a measure µ) is given
by Dµ(Q) =
µ(Q)
ℓ(Q)s
.
• For a set U ⊂ Rd, we denote by Lip0(U) the set of Lipschitz
continuous functions on Rd that are compactly supported in
the interior of U . We define the homogeneous Lipschitz norm
of f ∈ Lip0(U) by
‖f‖Lip = sup
x,y∈Rd, x 6=y
|f(x)− f(y)|
|x− y|
.
• We say that a sequence of measures µk converges weakly to a
measure µ if
lim
k→∞
∫
Rd
fdµk =
∫
Rd
fdµ,
for every f ∈ C0(R
d) (the space of continuous functions on
R
d with compact support). We shall record some basic facts re-
garding weak convergence of measures, see for instance Chapter
1 of [Mat] for details. The weak limit enjoys the following two
semi-continuity properties:
(1) µ(U) ≤ lim infk→∞ µk(U) for every open set U ⊂ R
d, and
(2) µ(K) ≥ lim supk→∞ µk(K) for every compact set K ⊂ R
d.
The separability of C0(R
d) along with the Riesz representation
theorem, yields the following weak compactness result: If µk is a
sequence of measures such that supk µk(B(0, R)) <∞ for every
R > 0, then the sequence has a weakly convergent subsequence.
2.2. The lattice of triples of dyadic cubes. Let D = D(Q) denote
the lattice of concentric triples of open dyadic cubes from a dyadic
lattice Q. Cubes in the lattice D are not disjoint on a given level, but
have finite overlap.
Set Q0 = 3(0, 1)
d = (−1, 2)d. For a cube Q ∈ D, we set LQ to be the
canonical linear map (a composition of a dilation and a translation)
satisfying LQ(Q0) = Q.
The cubes in D = D(Q) have a natural family tree: For instance, a
cube P ∈ D is the grandparent of Q ∈ D if P = 3P and Q = 3Q where
P ∈ Q is the unique dyadic cube containing Q ∈ Q with ℓ(P ) = 4ℓ(Q).
Lemma 2.1. Suppose that Q ∈ D, and P is any cube that intersects Q
with ℓ(P ) ≤ ℓ(Q). Then the grandparent Q˜ of Q contains P (in fact,
Q˜ ⊃ 3Q).
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Proof. For Q = 3Q with Q ∈ Q, the cube Q˜ is the triple of a cube
Q˜ that contains Q and satisfies ℓ(Q˜) = 4ℓ(Q). Therefore Q˜ = 3Q˜ ⊃
9Q = 3Q ⊃ P , and the lemma is proved. 
We say that a sequence of lattices Dk stabilizes in a lattice D
′ if every
Q′ ∈ D′ lies in Dk for sufficiently large k.
Lemma 2.2. Suppose D(k) is a sequence of lattices with Q0 ∈ D
(k) for
all k. Then there exists a subsequence of the lattices that stabilizes to
some lattice D′.
The lemma is proved via a diagonal argument: For every n ≥ 0,
there are 2nd ways to choose a dyadic cube of sidelength 2n so that
(0, 1)d is one of its dyadic descendants.
Finally, we remark that there is a constant C > 0 such that for any
lattice D and measure µ,∫ ∞
0
(µ(B(x, r))
rs
)2dr
r
≤ C
∑
Q∈D
Dµ(Q)
2χQ(x) for every x ∈ R
d,
and therefore, by integrating both sides of this inequality with respect
to µ, we see that
W2(µ,R
d) ≤ C
∑
Q∈D
Dµ(Q)
2µ(Q).
2.3. The growth condition. Fix any s ∈ (0, d) (integer or not). If
µ is a finite non-atomic measure for which all CZO’s are bounded in
L2(µ), then necessarily supQ∈DDµ(Q) < ∞ for any lattice D. This
is even true if one only considers the boundedness of certain non-
degenerate CZOs (for instance the Riesz transform). For a simple proof
see Proposition 1.4 in Chapter 3 of David [Dav].
3. From a CZO to a square function
We first follow a rather standard path, already used by David-Semmes
in [DS], to introduce a square function.
Suppose that µ is a finite measure for which all CZOs are bounded
in L2(µ).
For M > 0, pick any odd function ϕ ∈ Lip0(B(0,M)) with ‖ϕ‖Lip ≤
1. Set (εn)n∈Z to be a sequence of independent mean zero ±1-valued
random variables (defined on some probability space Ω). Then, for any
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n0 ∈ N and ω ∈ Ω, notice that the odd function
K(x) =
∑
n∈Z, |n|≤n0
εn(ω)
1
3s · 2ns
ϕ
( x
2n
)
satisfies
|K(x)| ≤
C(M)
|x|s
and |∇K(x)| ≤
C(M)
|x|s+1
for x 6= 0,
(the factor of 3s is an artifact of using the lattice of triples). Therefore,
for some constant C(M) (which we reiterate does not depend on ϕ or
n0), we have that∫
Rd
∣∣∣ ∑
|n|≤n0
εn(ω)
∫
Rd
1
3s · 2ns
ϕ
(x− y
2n
)
f(y)dµ(y)
∣∣∣2dµ(x) ≤ C(M)‖f‖2L2(µ),
for every f ∈ L2(µ). Taking the expectation over ω ∈ Ω, and using
independence, we deduce that∑
|n|≤n0
‖Tϕ,3·2n(fµ)‖
2
L2(µ) ≤ C(M)‖f‖
2
L2(µ),
where
Tϕ,ℓ(fµ)(x) =
∫
Rd
1
ℓs
ϕ
(3(x− y)
ℓ
)
f(y)dµ(y).
Now we may let n0 →∞ to conclude that
(3.1)
∑
n∈Z, ℓ=3·2n
‖Tϕ,ℓ(fµ)‖
2
L2(µ) ≤ C(M)‖f‖
2
L2(µ) for every f ∈ L
2(µ).
4. The Riesz System
Suppose that µ is a finite measure for which all CZOs are bounded
in L2(µ) with operator norms at most 1. For any cube Q, it is trivial to
observe that all CZOs are bounded in L2(χQµ), and that the operator
norms can only decrease. Consequently, making reference to Section
2.2, we conclude that in order to prove Theorem 1.1, it suffices to find
a constant C > 0 so that∑
Q∈D
Dµ(Q)
2µ(Q) ≤ Cµ(Rd).
For A≫ 1, and a cube Q ∈ D, define the set
ΨAµ (Q) =
{
ψ ∈ Lip0(AQ) : ‖ψ‖Lip ≤
1
ℓ(Q)
and
∫
Rd
ψ dµ = 0
}
.
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We note that the collection {ΨAµ (Q)}Q∈D is a Riesz system in the sense
that there is a constant C(A) > 0 such that for any choices of functions
ψQ ∈ Ψ
A
µ (Q), it holds that
(4.1)
∑
Q∈D
|〈g, ψQ〉|
2
µ(3AQ)
≤ C(A)‖g‖2L2(µ) for every g ∈ L
2(µ).
(See Appendix B of [JN2] for the simple proof).
Combining this with (3.1) we see that for every odd function ϕ ∈
Lip0(B(0,M)) with ‖ϕ‖Lip ≤ 1, and for every A > 1, there is a constant
C(M,A) such that for any choices of ψQ ∈ Φ
A
µ (Q),∑
Q∈D
|〈Tϕ,ℓ(Q)(µ), ψQ〉µ|
2
µ(3AQ)
≤
∑
n∈Z, ℓ=3·2n
∑
Q∈D
|〈Tϕ,ℓ(µ), ψQ〉µ|
2
µ(3AQ)
≤ C(A)
∑
n∈Z, ℓ=3·2n
‖Tϕ,ℓ(µ)‖
2
L2(µ) ≤ C(M,A)µ(R
d).
Let us define the Lipschitz oscillation coefficient
ΘAµ,ϕ(Q) = sup
ψ∈ΨAµ (Q)
|〈Tϕ,ℓ(Q)(µ), ψ〉µ|.
Then we infer that
(4.2)
∑
Q∈D
ΘAµ,ϕ(Q)
2
µ(3AQ)
≤ C(M,A)µ(Rd).
Now, let us take a countable dense (in the uniform metric) subset
(ϕj)j∈N of the separable space of odd functions in ϕ ∈ Lip0(R
d) with
‖ϕ‖Lip ≤ 1, arranged so that ϕj ∈ Lip0(B(0, j)).
We notice that if (and it is a big if, as it is false) we could find some
number ϕ1, . . . , ϕN of the functions, along with universal constants
∆ > 0 and A > 1 such that for every Q ∈ D,
(4.3) max
j∈{1,...,N}
ΘAµ,ϕj (Q) ≥ ∆Dµ(Q)µ(Q),
then it would immediately follow from (4.2) that∑
Q∈D
Dµ(Q)
2 µ(Q)
µ(3AQ)
µ(Q) ≤
C(N,A)
∆2
µ(Rd),
which is essentially what we want to prove. However, as we have al-
ready indicated, this is too good to be true, and there are in general
cubes for which (4.3) fails. For instance, if µ = χB(0,M)md, then the
left hand side of (4.3) equals zero if AQ ⊂ B(0, M
2
) and Nℓ(Q) ≤ M
2
.
We therefore modify our goal to the following rather more compli-
cated (but achievable) statement:
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MAIN GOAL. Find absolute constants N ∈ N, A > 1, ∆ > 0 and
c > 0, and a rule F that associates with each finite measure µ a set of
cubes F(µ) ⊂ D, such that the following two conditions hold.
(A) (Large Lipschitz Oscillation Coefficient) For each Q ∈ F(µ)
max
j∈{1,...,N}
ΘAµ,ϕj(Q) ≥ ∆Dµ(Q)µ(Q).
(B) (Large Portion of Wolff Potential) If supQ∈DDµ(Q) <∞, then∑
Q∈F(µ)
Dµ(Q)
2 µ(Q)
µ(3AQ)
µ(Q) ≥ c
∑
Q∈D
Dµ(Q)
2µ(Q).
Once this goal is achieved, the main result would follow. Indeed, if
µ is a finite measure for which all CZO’s are bounded in L2(µ), then
necessarily supQ∈DDµ(Q) < ∞ (Section 2.3). From property (A) and
(4.2) we see that∑
Q∈F(µ)
Dµ(Q)
2 µ(Q)
µ(3AQ)
µ(Q) ≤ C(A,∆, N)µ(Rd),
and therefore the desired bound follows from property (B).
We shall follow [JNRT] in making the choice of the rule. This calls
for two refinement processes on the lattice D.
5. Upward Domination
Fix ε > 0. Fix a measure µ.
Definition 5.1. We say that Q′ ∈ D dominates Q ∈ D from above if
Q′ ⊃ Q and
Dµ(Q
′) ≥ 2ε[Q
′:Q]Dµ(Q).
The set of those cubes in D that cannot be dominated from above by
another cube in D is denoted by Dsel(µ) (or just Dsel).
Notice that for any M > 1, a cube Q ∈ Dsel(µ) is M-doubling in the
sense that µ(MQ) ≤ CMs+εµ(Q). Indeed, as a consequence of Lemma
2.1 above, we may cover MQ by a cube Q′ ∈ D that contains Q and
has side-length comparable to Mℓ(Q). But then µ(MQ) ≤ µ(Q′) ≤(
ℓ(Q′)
ℓ(Q)
)s
2ε[Q:Q
′]µ(Q) ≤ CMs+εµ(Q).
Lemma 5.2. Suppose that supQ∈DDµ(Q) < ∞. Then there exists a
constant c(ε) > 0 such that∑
Q∈Dsel(µ)
Dµ(Q)
2µ(Q) ≥ c(ε)
∑
Q∈D
Dµ(Q)
2µ(Q).
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Proof. We first claim that every Q ∈ D\Dsel with µ(Q) > 0 can be
dominated from above by a cube Q˜ ∈ Dsel.
Indeed, note that if Q′ dominates Q from above, then certainly
[Q′ : Q] ≤
1
ε
log2
(supQ′′∈DDµ(Q′′)
Dµ(Q)
)
,
or else we would have that Dµ(Q
′) > supQ′′∈DDµ(Q
′′) (which is ab-
surd). Consequently, there are only finitely many candidates for a
cube that dominates Q from above. To complete the proof of the
claim, choose Q˜ ∈ D to be a cube of largest side-length that dominates
Q from above. Then Q˜ ∈ Dsel (domination from above is transitive).
For each fixed P ∈ Dsel, consider those Q ∈ D\Dsel with µ(Q) > 0
and Q˜ = P . Then∑
Q∈D\Dsel: Q˜=P
Dµ(Q)
2µ(Q) =
∑
m≥1
∑
Q∈D\Dsel:
ℓ(Q)=2−mℓ(P ), Q˜=P
Dµ(Q)
2µ(Q)
≤
∑
m≥1
2−2εmDµ(P )
2
[ ∑
Q∈D:
ℓ(Q)=2−mℓ(P ),Q⊂P
µ(Q)
]
The sum in square brackets is bounded by Cµ(P ), and so by summing
over P ∈ Dsel, we see that∑
Q∈D\Dsel
Dµ(Q)
2µ(Q) ≤ C(ε)
∑
P∈Dsel
Dµ(P )
2µ(P ),
and the lemma is proved. 
6. Downward Domination and the choice of the rule
Definition 6.1. We say that Q ∈ Dsel(µ) is dominated from below by
a (finite) bunch of cubes Qj if the following conditions hold:
(1) Qj ∈ Dsel,
(2) Dµ(Qj) ≥ 2
ε[Q:Qj]Dµ(Q),
(3) 3Qj are disjoint,
(4) 3Qj ⊂ 3Q,
(5)
∑
j
Dµ(Qj)
22−2ε[Q:Qj]µ(Qj) ≥ Dµ(Q)
2µ(Q).
We set D̂sel = D̂sel(µ) to be the set of all cubes Q in Dsel that cannot
be dominated from below by a bunch of cubes except for the trivial
bunch consisting of just the cube Q.
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Lemma 6.2. Suppose that supQ∈DDµ(Q) <∞. There exists c(ε) > 0
such that ∑
Q∈D̂sel
Dµ(Q)
2µ(Q) ≥ c(ε)
∑
Q∈Dsel
Dµ(Q)
2µ(Q).
Proof. We start with a simple claim.
Claim. Every Q ∈ Dsel with µ(Q) > 0 is dominated from below by
a bunch of cubes PQ,j in D̂sel(µ).
To prove the claim we make two observations. The first is transitiv-
ity: if the bunch Q1, . . . , QN dominates Q
′ ∈ Dsel from below, and if
(say) Q1 is itself dominated from below by a bunch P1, . . . , PN ′, then
the bunch P1, . . . , PN ′, Q2, . . . , QN dominates Q
′. The second obser-
vation is that there are only finitely many cubes Q′ that can partici-
pate in a dominating bunch for Q: Indeed, each such cube Q′ satisfies
Dµ(Q
′) ≥ 2ε[Q:Q
′]Dµ(Q), and so
[Q : Q′] ≤
1
ε
log2
(supQ′′∈DDµ(Q′′)
Dµ(Q)
)
.
With these two observations in hand, we define a partial ordering on
the finite bunches of cubes (Qj)j that dominate Q from below: For two
different dominating bunches (Q
(1)
j )j and (Q
(2)
j )j , we say that (Q
(1)
j )j ≺
(Q
(2)
j )j if for each cube 3Q
(1)
j , we have 3Q
(1)
j ⊂ 3Q
(2)
k for some k. Since
there are only finitely many cubes that can participate in a dominating
bunch, there may be only finitely many different dominating bunches
of Q, and hence there is a minimal (according to the partial order ≺)
dominating bunch (PQ,j)j. Each cube PQ,j must lie in D̂sel(µ).
Now write∑
Q∈Dsel
Dµ(Q)
2µ(Q) ≤
∑
Q∈Dsel
∑
j
Dµ(PQ,j)
2µ(PQ,j)2
−2ε[Q:PQ,j]
≤
∑
P∈D̂sel
Dµ(P )
2µ(P )
[ ∑
Q:3Q⊃3P
2−2ε[Q:P ]
]
.
The inner sum does not exceed C
ε
, and the lemma follows. 
We may now define the rule F . For a measure µ, set F(µ) = D̂sel(µ).
Then, for any A > 1, the 3A-doubling property of cubes in Dsel, along
with Lemmas 5.2 and 6.2, yield that property (B) holds, and the con-
stant c > 0 appearing in property (B) can be given in terms of A and
ε.
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It therefore remains to show that, for A > 1 sufficiently large and
ε > 0 sufficiently small, we can find ∆ > 0 and N ∈ N so that property
(A) holds. We shall achieve this via a contradiction.
7. The blow-up to a smoothly reflectionless measure
Let us now fix ε > 0 so that the interval (s − ε, s + ε) contains no
integers. We shall suppose that property (A) fails to hold for our rule
F . That is, for every k ∈ N, we can find a measure µ˜k and a cube
Qk ∈ D̂sel(µ˜k) for which
max
j∈{1,...,k}
Θkµ˜k,ϕj (Qk) ≤
1
k
Dµ˜k(Qk)µ˜k(Qk).
We set µk =
µ˜k(LQk ( · ))
µ˜k(Qk)
. Notice that D(k) = L−1QkD is a lattice containing
Q0. Moreover, Q0 ∈ D̂
(k)
sel (µk), and
(7.1) max
j∈{1,...,k}
|〈Tϕj(µk), ψ〉µk | ≤
1
k
for every ψ ∈ Ψkµk(Q0),
where Tϕj (µk)(x) =
∫
Rd
ϕj(x− y)dµk(y).
Insofar as Q0 ∈ D
(k)
sel (µk), there is a constant C > 0 such that for
every R > 1,
(7.2) µk(B(0, R)) ≤ CR
s+ε.
Consequently, we may pass to a subsequence of the measures µk that
converges weakly to a measure µ. Then µ(Q0) ≥ 1, and
(7.3) µ(B(0, R)) ≤ CRs+ε for every R > 1.
By passing to a further subsequence if necessary, we may assume
that the lattices D(k), which all contain Q0, stabilize in a lattice D
′.
We next claim that, for each j ∈ N,
(7.4) 〈Tϕj (µ), ψ〉µ = 0
for every ψ ∈ Lip0(R
d) with
∫
Rd
ψdµ = 0.
To see this, we first remark that, as µk converge to µ weakly, we have
that µk×µk converge to µ×µ weakly over C0(R
d×Rd). (For instance,
one can show that finite linear combinations of functions of the form
(x, y) 7→ f(x)g(y), with f, g ∈ C0(R
d), are dense in C0(R
d × Rd).)
Therefore
lim
k→∞
〈Tϕj (µk), ψ〉µk = 〈Tϕj (µ), ψ〉µ,
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for every j ∈ N and ψ ∈ Lip0(R
d) with
∫
Rd
ψdµ = 0. Now, further
assume that ‖ψ‖Lip < 1, and set ψk = ψ − ckψ0, where
ck =
∫
Rd
ψdµk∫
Rd
ψ0dµk
ψ0
for some function ψ0 ∈ Lip0(R
d) with
∫
Rd
ψ0dµ = 1. Then ck → 0 as
k → ∞, and so ψk ∈ Ψ
k
µk
(Q0) for sufficiently large k. For those k,
we get from (7.1) that |〈Tϕj(µk), ψk〉µk | ≤
1
k
. However, the uniformly
restricted growth at infinity of the measures µk, the property (7.2),
ensures that
sup
k
|〈Tϕj (µk), ψ0〉µk | ≤ C(ϕj , ψ0),
so by writing 〈Tϕj(µk), ψk〉µk = 〈Tϕj(µk), ψ〉µk − ck〈Tϕj(µk), ψ0〉µk , we
infer that (7.4) holds for every j and ψ ∈ Lip0(R
d) with
∫
Rd
ψdµ = 0
under the additional assumption that ‖ψ‖Lip < 1. But this additional
assumption can clearly be removed by considering ψ
‖ψ‖Lip+1
instead of
ψ.
From the density of the sequence (ϕj)j in the collection of odd func-
tions in the space Lip0(R
d) with Lipschitz norm at most 1, we see that
for each odd function ϕ ∈ Lip0(R
d), there exists Λϕ ∈ R such that
Tϕ(µ) = Λϕ on supp(µ).
We call such a measure smoothly reflectionless.
To complete the proof of the property (A), and thereby conclude
the proof of Theorem 1.1, it suffices to show that this limit measure µ
cannot exist. The properties that we have so far deduced about µ are
• µ(Q0) ≥ 1,
• µ(B(0, R)) ≤ Rs+ε for every R > 1, and
• µ is smoothly reflectionless.
However, there is no contradiction within these three properties: we
could have that µ = CH⌊s⌋|L for some ⌊s⌋-plane L and C > 0. On
the other hand, we have not yet used the condition of the impossibility
to dominate by a bunch from below. We shall use the fact that Q0
lies in D̂
(k)
sel (µk) for every k to prove an additional property of the limit
measure µ which in particular ensures that it cannot be supported on
(a countable collection of) ⌊s⌋-dimensional planes.
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8. The weak density property of the limit measure
We continue to work with the limit measure µ constructed in the
previous section. For T ≫ 1 consider the set
ET =
{
x ∈ 2Q0 : Dµ,ε(x) > T
}
,
where Dµ,ε(x) = supQ′∈D′:x∈Q′ Dµ(Q
′)2−ε[Q
′:Q0].
Lemma 8.1. There is a constant C > 0 such that for all T large
enough,
µ(ET ) ≤
C
T 2
.
Fix m ∈ N, and consider the collection of cubes
D′m,T =
{
Q′ ∈ D′ : Q′ ∩ 2Q0 6= ∅, ℓ(Q
′) ∈ [2−m, 2m],
and Dµ(Q
′)2−ε[Q
′:Q0] > T
}
.
Since the lattices D(k) stabilize, as long as k is sufficiently large we have
that every Q′ ∈ D′m,T lies in D
(k). Also as Dµk(Q0) =
1
3s
, we see that,
provided k is large enough,
Dµk(Q
′) > T2ε[Q
′:Q0] ≥ T2ε[Q
′:Q0]Dµk(Q0) for every Q
′ ∈ D′m,T .
We begin with a simple auxiliary claim.
Claim 8.2. Fix T > 16s24ε, and k ∈ N. For every Q′ ∈ D(k) that
intersects 2Q0 and satisfies
(8.1) Dµk(Q
′) > T2ε[Q
′:Q0]Dµk(Q0),
we have that ℓ(Q′) ≤ ℓ(Q0)/4, and so 3Q
′ ⊂ 3Q0.
Proof of the claim. Suppose to the contrary that ℓ(Q′) ≥ ℓ(Q0)/2.
First note that, as a consequence of Lemma 2.1, the grandparent Q′′
of Q′ contains 3Q′ and so in particular intersects Q0. But then as
ℓ(Q′′) ≥ 2ℓ(Q0), Lemma 2.1 ensures that the grandparent Q˜
′ of Q′′
contains Q0. Hence
Dµk(Q˜
′) ≥
2−4ε
16s
2ε[Q˜
′:Q′]Dµk(Q
′) ≥
2−4ε
16s
T2ε[Q˜
′:Q0]Dµk(Q0).
Under the condition on T , this contradicts the fact that Q0, as a
member of D̂
(k)
sel (µk), cannot be dominated from above. The claim is
proved. 
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Proof of the lemma. It suffices to show that, for T > 16s24ε,
µk
( ⋃
Q′∈D′m,T
Q′
)
≤
C
T 2
for sufficiently large k. Fix k large enough to ensure that D′m,T ⊂ D
(k)
and (8.1) holds for every Q′ ∈ D′m,T . We claim that each Q
′ ∈ D′m,T is
contained in some cube Q̂′ with the following properties:
• Dµk(Q̂
′) > T2ε[Q̂
′:Q0]Dµk(Q0),
• Q̂′ ∈ D
(k)
sel (µk),
• 3Q̂′ ⊂ 3Q0.
Indeed, for Q′ ∈ D′m,T , either Q
′ ∈ D
(k)
sel (µ) (in which case we can take
Q̂′ = Q′), or Q′ can be dominated from above by a cube Q̂′ ∈ D
(k)
sel (µ).
Either way, Q̂′ satisfies the first two properties. The third property
now follows from Claim 8.2 applied to Q̂′ ∈ D(k).
Now, with the aid of the Vitali covering lemma, we choose a sub-
collection (Q̂′j)j with 3Q̂
′
j disjoint, and such that 15Q̂
′
j cover the union
of the cubes in D′m,T . But then, since Q̂
′
j ∈ D
(k)
sel (µk), we have that
µk(15Q̂
′
j) ≤ Cµk(Q̂
′
j), and so,∑
j
µk(15Q̂
′
j) ≤ C
∑
j
µk(Q̂
′
j)
≤
C
T 2Dµk(Q0)
2
∑
j
Dµk(Q̂
′
j)
22−2ε[Q̂
′
j :Q0]µk(Q̂
′
j),
but insofar as Q0 ∈ D̂
(k)
sel (µk), the right hand side is at most
C
T 2
µk(Q0) ≤
C
T 2
. The lemma follows. 
We shall not rely on the full strength of this lemma, as we shall only
use it in conjunction with the following rather simple result.
Lemma 8.3. If ν is a measure satisfying
ν
({
x ∈ 2Q0 : Dν,ε(x) > T
})
→ 0 as T →∞,
then ν(L ∩Q0) = 0 for any ⌊s⌋-plane L.
This lemma can be seen as a consequence of standard theorems on
the differentiation of measures (see for instance [Mat]), but for the
benefit of the reader we provide a direct proof.
Proof. Let L be an ⌊s⌋-plane. Fix T > 0. Cover L ∩ Q0 by at most
Cℓ−⌊s⌋ cubes Qj ∈ D
′ of side-length ℓ = 3 · 2−n, for n ∈ N, n ≥ 2. If
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Dν(Qj) ≤ T2
ε[Q0:Qj ], then ν(Qj) ≤ T3
εℓs−ε, and so the total measure
of all such cubes Qj is at most CTℓ
s−ε−⌊s⌋. On the other hand, if
Dν(Qj) ≥ T2
ε[Q0:Qj], then Qj ⊂
{
x ∈ 2Q0 : Dν,ε(x) > T
}
(notice that
Qj ∩Q0 6= ∅ and ℓ(Qj) <
ℓ(Q0)
2
). Therefore,
ν(L ∩Q0) ≤ CTℓ
s−ε−⌊s⌋ + ν
({
x ∈ 2Q0 : Dν,ε(x) > T
})
.
Letting ℓ→ 0 and then T →∞ yields that ν(L ∩Q0) = 0. 
9. The description of smoothly reflectionless measures
The goal of this section is to derive a description of smoothly re-
flectionless measures. A set of points E ⊂ Rd is said to be uniformly
discrete if there exists some δ > 0 such that |x − y| ≥ δ whenever
x, y ∈ E, x 6= y.
Proposition 9.1. Suppose that µ is a smoothly reflectionless measure.
There exists a linear subspace V of dimension k ∈ {0, . . . , d} along with
a uniformly discrete set E that is symmetric about each of its points
(that is, if x ∈ E, and y ∈ E, then 2y − x ∈ E), such that
µ =
∑
x∈E
f(x)Hk|(V + x),
where f is a non-negative symmetric function on E (symmetry here
means that if x, y ∈ E, then f(x) = f(2y − x)).
The proposition gives a complete description of smoothly reflection-
less measures: Any measure of the form
∑
x∈E f(x)H
k|(V + x), for a
symmetric uniformly discrete set E, a non-negative symmetric func-
tion f on E, and a linear subspace V of dimension k, is smoothly
reflectionless.
Notice that the characteristic function of an (open) ball can be ex-
pressed as the monotone non-decreasing limit of a sequence of functions
in Lip0(R
d). Consequently, we see that if µ is smoothly reflectionless,
then for every (open) ball B, there is a constant ΛB ∈ R such that
µ(x+B)− µ(x− B) = [(χ−B − χB) ∗ µ](x) = ΛB for all x ∈ supp(µ).
Lemma 9.2. Suppose that µ is smoothly reflectionless, and x, y ∈
supp(µ). With z = y − x, the points x + kz are contained in supp(µ)
for all k ∈ Z and moreover
µ(B(x+ 2kz, r)) = µ(B(x, r)) whenever k ∈ Z and r > 0.
Proof. First choose a sequence of radii rj → 0
+ with the property that
the associated balls Bj = B(z, rj) satisfy either ΛBj ≥ 0 for every j, or
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ΛBj ≤ 0 for every j. By relabelling x and y if necessary (thus replacing
Bj by −Bj), we may assume that ΛBj ≥ 0 for every j.
Since x ∈ supp(µ), we have µ(B(x, rj)) > 0 for every j. On the other
hand, since y ∈ supp(µ), and µ is smoothly reflectionless, we have
µ(B(x+2z, rj))−µ(B(x, rj)) = µ(y+B(z, rj))−µ(y−B(z, rj)) = ΛBj .
Consequently µ(B(x + 2z, rj)) ≥ µ(B(x, rj)) > 0 for every j and so
x+2z ∈ supp(µ). Repeating this argument with x+2z = y+z playing
the role of y, and y = x+ z playing the role of x, we get that x+ 3z ∈
supp(µ). Continuing in this fashion we see that x + kz ∈ supp(µ) for
all k ∈ Z+.
Now take a ball B = B(kz, r) with r > 0 and k ∈ N. Consider the
constant ΛB ∈ R. We claim that ΛB = 0.
Let us suppose to the contrary that ΛB 6= 0. For m ∈ N, notice that
the ball B(m) = B(mkz, r) has reflectionless constant ΛB(m) = mΛB for
m ∈ N. To see this, merely write
µ(B(x+ 2mkz, r))− µ(B(x, r))
=
m∑
j=1
[
µ(B(x+ 2jkz, r))− µ(B(x+ 2(j − 1)kz, r))
]
.
Using that x+ jz ∈ supp(µ) for all j ∈ N, we see the left hand side of
this identity equals ΛB(m) , while the right hand side equals mΛB. In
the event that ΛB < 0, notice that the right hand side of the equality
(9.1) µ(B(x+ 2mkz, r)) = mΛB + µ(B(x, r)),
can be made negative by choosing m sufficiently large, which is absurd
given that µ is a non-negative set function. But if ΛB > 0 then using
the reflectionless property at x, along with the identity ΛB(2m) = 2mΛB,
we obtain
µ(B(x+ 2mkz, r))− µ(B(x− 2mkz, r)) = 2mΛB,
which, when combined with (9.1) yields that µ(B(x − 2mkz, r)) =
µ(B(x, r))−mΛB. Then µ(B(x − 2mkz, r)) < 0 for large enough m,
which is again absurd. The claim is proved.
But now, one readily uses the reflectionless property at x to deduce
that µ(B(x − kz, r)) = µ(B(x + kz, r)) > 0 whenever r > 0, and so
x − kz ∈ supp(µ) for k ∈ N. Finally, if k ∈ Z then we may use the
reflectionless property at x + kz to derive that µ(B(x + 2kz, r)) =
µ(B(x, r)) for any r > 0. The lemma is proved. 
Lemma 9.3. Suppose that µ is a smoothly reflectionless measure. If
V is a linear subspace, and V + x0 ⊂ supp(µ) for some x0 ∈ supp(µ),
then for any y ∈ supp(µ), we have that V + y ⊂ supp(µ).
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Proof. We may assume that x0 = 0, so V ⊂ supp(µ). Lemma 9.2
ensures that the reflection of y ∈ supp(µ) about each point in V lies
in supp(µ). As v runs over V , the reflection of y about v runs over
V − y. Since then both V and V − y are contained in supp(µ), we
readily conclude from Lemma 9.2 that V + y ⊂ supp(µ). 
Lemma 9.4. Suppose that µ is a smoothly reflectionless measure, and
V is a linear subspace with V + x0 ⊂ supp(µ) for some x0 ∈ supp(µ).
If dist(x0 + V, supp(µ)\(x0 + V )) = 0, then x0 + span(V, e) ⊂ supp(µ)
for some vector e that is perpendicular to V .
Proof. We may assume that x0 = 0. Since dist(V, supp(µ)\V ) = 0,
there is a sequence of points (xj)j≥1 in supp(µ)\V with dist(xj, V )→ 0
as j → ∞. Consider the closest point zj on V to xj , and set dj =
|xj − zj |. By passing to a subsequence if necessary we may assume
that the unit vectors ej =
xj−zj
dj
converge to a unit vector e that is
perpendicular to V . Lemma 9.3 ensures that V +xj ⊂ supp(µ), and so
in particular djej ∈ supp(µ). As 0 ∈ supp(µ), Lemma 9.2 guarantees
that kdjej ∈ supp(µ) for every k ∈ Z. But then from Lemma 9.3 we
infer that V +kdjej ⊂ supp(µ) for all k ∈ Z. Since dj → 0 and ej → e as
j →∞, we conclude that v+λe ∈ supp(µ) for every v ∈ V, λ ∈ R. 
Proof of Proposition 9.1. Without loss of generality, we may assume
that 0 ∈ supp(µ). Set V to be the linear subspace of maximal di-
mension for which V ⊂ supp(µ). Lemma 9.4 then ensures that V is
isolated: there exists δ > 0 such that dist(V, supp(µ)\V ) ≥ δ.
Consider the set E of points that lie in supp(µ) and are orthogonal
to V (this set includes 0). We next claim that if x, y ∈ E, x 6= y, then
|x− y| ≥ δ/2. Indeed, if we can find x, y ∈ E with x 6= y and |x− y| <
δ/2, then from Lemma 9.2 we infer that the reflection of 0 about x, the
point 2x, lies in supp(µ). Reflecting 2x about y yields that 2(y − x) ∈
supp(µ). But this is impossible because dist(0, supp(µ)\V ) ≥ δ. Thus
E is a uniformly discrete set that, in accordance with Lemma 9.2, is
symmetric about each of its points. Notice that the planes (V + x)x∈E
are pairwise δ
2
-separated. We now claim that
supp(µ) =
⋃
x∈E
(V + x).
Clearly, Lemma 9.3 guarantees that
⋃
x∈E(V + x) ⊂ supp(µ). To see
the opposite inclusion, note that if y ∈ supp(µ), then V + y ⊂ supp(µ)
(Lemma 9.3 again). Consequently, if x denotes the closest point to 0
on V + y, then x lies in E, and y ∈ V + x.
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The second assertion of Lemma 9.2 ensures that whenever r > 0,
and x, y ∈ E,
(9.2) µ(B(z, r)) = µ(B(z′, r)) if z ∈ V + x and z′ ∈ V + (2y − x).
It readily follows that for x ∈ E, the measure µ(B(z, r)) does not
depend on z ∈ V +x. By the uniqueness of measures that are uniformly
distributed on small balls (for instance see the proof of Theorem 3.4
in [Mat]), we derive that µ|(V + x) equals f(x)Hk|(V + x) for some
f(x) ≥ 0, where k is the dimension of V . The symmetry of the function
f follows immediately from (9.2). 
10. Contradiction
To complete the verification that property (A) holds for the rule F ,
we are required to show that there cannot exist a measure µ satisfying
the following properties:
(1) µ is smoothly reflectionless,
(2) µ(Q0) ≥ 1,
(3) µ(B(0, R)) ≤ CRs+ε for any R ≥ 1, and
(4) for sufficiently large T , µ
({
x ∈ 2Q0 : Dµ,ε(x) ≥ T
})
≤ C
T 2
.
However, Proposition 9.1 we have that
µ =
∑
x∈E
f(x)Hk|(V + x),
for some k-dimensional linear subspace V , a uniformly discrete set E,
and some non-negative function f on E. Since the assumption of
Lemma 8.3 is satisfied, and µ(Q0) ≥ 1, we have that k > ⌊s⌋. On
the other hand, the growth condition (3) ensures that k < ⌊s⌋ + 1.
This contradiction completes the proof of Theorem 1.1.
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