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Abstract
It is shown that an additive map ϕ : B(H) → B(K) is the sum of two *-homomorphisms,
one of which is C-linear and the other is C-antilinear provided that
(a) |ϕ(A)| = ϕ(|A|) for all A ∈ B(H),
(b) ϕ(I) is an orthogonal projection, and
(c) ϕ(iI )K ⊂ ϕ(I)K .
The structure of ϕ is more refined when it is injective. The paper also studies the properties of
ϕ in the absence of condition (b). Here, B(H) and B(K) denote the algebras of all (bounded
linear) operators on Hilbert spaces H and K, respectively. These extend a result of L. Molnár
[Bull Austral. Math. Soc. 53 (1996) 391] saying an additive map ϕ : B(H) → B(H) is a
constant multiple of an either C-linear or C-antilinear *-homomorphism provided that
(a′) |ϕ(A)| = ϕ(|A|) for all A ∈ B(H), and
(b′) ϕ(B(H)) contains all finite-rank operators.
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1. Introduction
The subject of linear preserver problems in finite dimension has been the focus of
attention of many mathematicians, and some of the results have been also extended to
the infinite dimension (see [1–4,6–9,12] and the references cited there.) In the present
paper we continue the work by Molnár [7] on additive maps acting on Hilbert space
operators preserving absolute values of operators.
Let B(H) and B(K) denote the algebras of all (bounded linear) operators on (fi-
nite- or infinite-dimensional) Hilbert spaces H and K, respectively. Let ϕ : B(H) →
B(K) be a nonzero additive map and assume, as in Molnár [7], that
(M1) |ϕ(A)| = ϕ(|A|) for all A ∈ B(H).
Molnár [7] shows that, if
(M2) F(K) ⊂ ϕ(B(H)),
then there exists a constant positive number c such that ϕ(I) = cI and the mapping
θ : B(H) → B(K) defined by θ(A) = c−1ϕ(A) is a C-linear or C-antilinear ∗-iso-
morphism, where F(K) denotes the set of all finite-rank operators on K. (Molnár
assumes H = K but his argument can be applied to the general case.) He notes that
if (M1) is replaced by a stronger condition |ϕ(A)|k = ϕ(|A|k) for some fixed natu-
ral number k  2, then c = 1. In fact, if this holds, then ϕ(I) = ϕ(|I |k) = |ϕ(I)|k,
which implies that ϕ(I) is a positive operator with spectrum in {0, 1}. Condition
(M2) is certainly necessary for the surjectivity of ϕ. But, Molnár used it also to prove
ϕ is injective and ϕ(I) = cI for some c > 0. Dividing by c, the map ϕ is replaced
by an additive map θ satisfying θ(I) = I . Our main work in this paper is to show
that additive maps ϕ satisfying (M1) are, up to a constant multiple, the sum of two ∗-
homomorphisms one of which is C-linear and the other one is C-antilinear provided
that [ϕ(I)]2 = cϕ(I) and ϕ(iI)K ⊂ ϕ(I)K . (Note that both conditions are necessary
for the multiplicativity of ϕ; Example 1 below shows that the second one does not
imply the first one.) We will also study some conditions implying the injectivity of
ϕ.
2. The statement of the main results
Throughout the remainder of the paper ϕ : B(H) → B(K) is assumed to be an
additive map satisfying (M1). Theorem 1 collects some conditions each implying
ϕ(iI)K ⊂ ϕ(I)K . Theorem 2 shows that if ϕ(iI)K ⊂ ϕ(I)K and ϕ(I)2 = ϕ(I),
then ϕ is decomposed as the sum of C-linear and C-antilinear ∗-homomorphisms.
Theorem 3 studies the structure of ϕ.
In the following, we say A ⊂ B(K) is transitive if {0} and K are the only com-
mon closed invariant subspaces of A for all A ∈A. A subset B of B(K) is called
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reductive if the orthogonal complement of every closed invariant subspace of B is
an invariant subspace ofB. (For the properties of transitive or reductive algebras we
refer to [10]; in this paper we may or may not assume any algebraic structure on A
andB.)
Theorem 1. Assume H and K are Hilbert spaces and the nonzero map ϕ : B(H) →
B(K) is additive and satisfies (M1). Then each of the following statements implies
the next one:
(i) F(K) ⊂ ϕ(B(H)).
(ii) ϕ(B(H)) is transitive.
(iii) ϕ(I) = cI for some c > 0, and ϕ(B(H)) is reductive.
(iv) ϕ(I) = cI for some c > 0, or ϕ(B(H)) is reductive.
(v) ϕ(iI)K ⊂ ϕ(I)K .
Moreover, if (v) is satisfied, then ϕ(I) commutes with ϕ(A) for all A ∈ B(H).
Example 1. Let J = N or J = {1, 2, . . . , n+ 1} for some n ∈ N, and assume {cj :
j ∈ J } is a bounded subset of distinct positive numbers. Define ϕ : B(H) → B
(H(J )) by ϕ(A) =⊕j∈J (cjA), where H(J ) denotes the direct sum of as many cop-
ies of H as the cardinality of J. It is easy to see that ϕ satisfies (M1) and ϕ(iI)K ⊂
ϕ(I)K . However, no nonzero multiple of ϕ(I) is a projection. Note that ϕ is a linear
map which preserves adjoints; i.e., ϕ(A)∗ = ϕ(A∗) for all A ∈ B(H).
Theorem 2. Let H, K and ϕ be as in Theorem 1, and assume ϕ satisfies (v). Then
ϕ(A∗) = ϕ(A)∗ and ϕ(A)ϕ(B) = ϕ(I)ϕ(AB) for all A,B ∈ B(H). Also, there
exists an (orthogonal) direct sum K = K0 ⊕K1 ⊕K2 such that:
(vi) K0 = kerϕ(I)
and
(vii) ϕ(A) = 0 ⊕ ϕ1(A)⊕ ϕ2(A) for all A ∈ B(H), where
(viii) ϕ1 : B(H) → B(K1) is C-linear.
(ix) ϕ2 : B(H) → B(K2) is C-antilinear.
In particular, if ϕ(I) is a multiple c of a projection, then θ(AB) = θ(A)θ(B) for
all A,B ∈ B(H), where θ = c−1ϕ. Moreover, if (ii) is satisfied, then K0 = {0} and
only one of the summands K1 and K2 are nonzero.
In the following, W(ℵ) denotes the (orthogonal) direct sum of as many copies
of an operator or space W as the cardinality ℵ. A collection Q ⊂ B(K) is called
irreducible if the only common closed invariant subspaces of Q ∪ Q∗ are {0} and
K, where Q∗ = {A∗ : A ∈ Q}. Assertions (a)–(d) of the following theorem follow
immediately by [5, Theorem 10.4.7]; the rest of the theorem seems to be new.
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Theorem 3. Let H, K, ϕ, Kj and ϕj be as in Theorem 2, and assume ϕ(I)2 =
ϕ(I). Fix j = 1, 2, then there exist a direct sum Kj = Kj1 ⊕Kj2, a cardinality ℵj ,
and an operator U : Kj1 → H(ℵj ) such that:
(a) Kj1 /= {0} if and only if ϕj is injective,
(b) ϕj (A) = ϕj1(A)⊕ ϕj2(A),
(c) ϕj1(A) = U∗A(ℵj )U, and U is unitary if j = 1 and antiunitary if j = 2,
(d) ϕj2 is not injective.
Moreover, if ϕ(B(H)) is irreducible and contains at least one nonzero compact
operator, then K = Kj for some j ∈ {1, 2} and ϕ is of the form A → VAV ∗ for
some unitary or antiunitary V : H → K .
3. The proof of the main results
In this section we will need few notions from the general theory of functional
analysis. For the notion of the spectral measure of a self-adjoint operator or for the
general notion of the resolution of the identity we refer to [11]. It is known that if
{E() :  Borel} is the spectral measure of a self-adjoint operator S and if σ(S) is
the disjoint union of a finite collection {1,2, . . . ,k} of Borel sets with diameter
at most δ, then ‖S − λjE(j )‖  δ for any selection λj ∈ j (j = 1, 2, . . . , k).
Also, we refer to [11] for the notion of the polar decomposition of an operator
A ∈ B(H) as A = W |A|, where |A| = (A∗A)1/2, and W is a partial isometry map-
ping the range of |A| isometrically onto the range of A and W | ker(|A|) = 0. An
operator A : H → K is called a unitary operator if it is a surjective isometry. By an
operator we always mean a continuous C-linear map, and by a subspace we always
mean a closed one.
Proof of Theorem 1. The proof of (i) ⇒ (ii) and the fact that every transitive col-
lection of operators is reductive is well known. Thus (ii) ⇒ (iv) and (iii) ⇒ (iv) are
trivial.
By step 1 of the proof of [7, Theorem 1], ϕ is an R-linear continuous map sending
all positive and all self-adjoint operators on H to the same types of operators on K.
We use these facts to show
(x) ϕ(iT )∗ϕ(S) = −ϕ(S)ϕ(iT ),
(xi) ϕ(S)2 = ϕ(S2)ϕ(I), ϕ(S)ϕ(I) = ϕ(I)ϕ(S),
for all commuting self-adjoint operators S, T ∈ B(H).
Let S and T be commuting self-adjoint operators on H. Then ϕ(iT )∗ϕ(iT ) =
|ϕ(iT )|2 = ϕ(|T |)2 = |ϕ(T )|2 = ϕ(T )2 and hence
ϕ(
√
S2 + T 2)2=ϕ(|S ± iT |)2 = |ϕ(S ± iT )|2
=[ϕ(S)± ϕ(iT )]∗[ϕ(S)± ϕ(iT )]
=ϕ(S)2 + ϕ(T )2 ± [ϕ(S)ϕ(iT )+ ϕ(iT )∗ϕ(S)].
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This proves (x) and that ϕ(
√
S2 + T 2)2 = ϕ(S)2 + ϕ(T )2. Now, assume for a mo-
ment that S  0, T  0, and ST = 0. Then
ϕ(S)2 + ϕ(T )2=ϕ(
√
S2 + T 2)2 = ϕ(S + T )2
=ϕ(S)2 + ϕ(T )2 + ϕ(S)ϕ(T )+ ϕ(T )ϕ(S).
Hence ϕ(S)ϕ(T ) = −ϕ(T )ϕ(S) and thus ϕ(S)2ϕ(T ) = ϕ(T )ϕ(S)2. Since ϕ(S) 
0, ϕ(S)ϕ(T ) = ϕ(T )ϕ(S) and hence ϕ(S)ϕ(T ) = 0. In particular, if S = E is an or-
thogonal projection, then ϕ(E)ϕ(I − E) = 0, which implies that ϕ(E)2 = ϕ(E)ϕ(I)
= ϕ(I)ϕ(E).
Now, assume S is an arbitrary self-adjoint operator on H, and let {E() :  Borel}
be its spectral measure. Let {1, . . . ,k} be a finite Borel partition of σ(S) and let
λj ∈ j (j = 1, 2, . . . , k). Then
[ϕ(λjE(j ))]2=[λjϕ(E(j ))]2 = λ2j ϕ(E(j ))2
=λ2jϕ(E(j ))ϕ(I) = ϕ(I)λ2j ϕ(E(j ))
=ϕ(λ2jE(j ))ϕ(I) = ϕ(I)ϕ(λ2jE(j )).
Since ϕ is continuous, and S and S2 can be uniformly approximated by finite com-
binations of the formsλjE(j ) andλ2jE(j ), it follows that ϕ(S)
2 = ϕ(S2)ϕ(I)
= ϕ(I)ϕ(S2). This proves the first part of (xi) for all self-adjoint operators S and its
second part for all positive ones. Since ϕ is additive and every self-adjoint operator
is the difference of two positive operators, the proof of (xi) is complete.
Next, we show that the null spaceK0 of ϕ(I) is an invariant subspace of ϕ(B(H)).
In view of (xi), K0 is in the null space of ϕ(S) for every self-adjoint operator S ∈
ϕ(B(H)). Also, since |ϕ(A)| = ϕ(|A|), it follows that K0 is in the null space of ϕ(A)
for every A ∈ B(H). Thus, K0 ⊂⋂A∈B(H) kerϕ(A) and, since K0 = kerϕ(I),
(xii) K0 = ⋂
A∈B(H)
kerϕ(A).
Hence, for S = S∗ ∈ B(H),
(xiii) ϕ(I) =
[
0 0
0 I1
]
, ϕ(S) =
[
0 0
0 S1
]
,
(xiv) ϕ(iS) =
[
0 F
0 L
]
, ϕ(iI) =
[
0 F0
0 L0
]
,
with respect to the direct sum K = K0 ⊕K⊥0 , where I1 is an injective positive self-
adjoint operator, and S1 = S∗1 . In particular, the implication (iv)⇒ (v) follows easily
from (xiii) and (xiv).
It remains to show that (ii) ⇒ (iii). For the remainder of the proof we assume
(v) holds. In particular, F0 = 0. (Observe that (ii) ⇒ (v).) Let ϕ(iI) = V ϕ(I) be
the polar decomposition of ϕ(iI). (Note that |ϕ(iI)| = ϕ(|iI |) = ϕ(I).) Then V is a
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partial isometry with null space K0 which maps K⊥0 isometrically into K⊥0 . Letting
S = T = I in (x) yields ϕ(I)V ∗ϕ(I) = −ϕ(I)V ϕ(I) and hence V ∗ = −V . Thus V
is a skew symmetric operator with σ(V ) ⊂ {0, i,−i} and kerV = K0. Moreover, if
ϕ(iE) = VEϕ(E) and ϕ(i(I − E)) = VI−Eϕ(I − E) are the polar decompositions
of ϕ(iE) and ϕ(i(I − E)), then VEϕ(E)+ VI−Eϕ(I − E) = ϕ(iI) = Vϕ(E)+ Vϕ
(I − E). Thus VEϕ(E)2 = Vϕ(E)2 and hence VEϕ(E)ϕ(I) = Vϕ(E)ϕ(I). Hence,
ϕ(iE) = V ϕ(E) for all orthogonal projectionsE ∈ B(H). With passage to limit, we
conclude that ϕ(iS) = Vϕ(S) for all self-adjoint operators S ∈ B(H) and hence
(xv) ϕ(A) = ϕ(ReA)+ V ϕ(ImA), ϕ(iA) = V ϕ(A),
for all A ∈ B(H), where ReA = (A+ A∗)/2 and ImA = (A− A∗)/(2i).
In particular, it follows by (xv) that ϕ(A)K⊥0 ⊂ K⊥0 for all A ∈ B(H). Then we
can assume without loss of generality that K0 = {0} and V is a skew symmetric
unitary operator.
We now correspond to every self-adjoint operator S ∈ B(H) a self-adjoint opera-
tor ψ(S) ∈ B(K) such that
(xvi) ϕ(S) = ψ(S)ϕ(I) = ϕ(I)ψ(S),
(xvii) ψ(S)V = Vψ(S).
Consider the case in which S = E is an orthogonal projection. Let ψ(E) : K →
K be the orthogonal projection onto ϕ(E)K. Since ϕ(I − E)ϕ(E) = ϕ(E)ϕ(I −
E) = 0 and ϕ(E)+ ϕ(I − E) = ϕ(I), it follows thatψ(E)+ ψ(I − E) = I ,ψ(E)
ψ(I − E) = 0, and ϕ(E) = ψ(E)ϕ(I) = ϕ(I)ψ(E). Now, let {E() :  Borel} be
the spectral measure of an arbitrary self-adjoint operator S ∈ B(H).
Assume σ(S) ⊂ (a, b) and approximate S as a finite linear combination of the
form
Sn =
2n∑
j=1
ajE((aj−1, aj ]),
where aj = a + j (b − a)/2n (j = 0, 1, 2, . . . , 2n). Let
Tn =
2n∑
j=1
ajψ(E((aj−1, aj ]))
and observe that, for x ∈ K and m > n,
‖(Tm − Tn)x‖2=
2n∑
j=1
2m−n−1∑
k=0
(
k
b − a
2m
)2
‖ψ(E(jk))x‖2

(
b − a
2n
)2
‖x‖2,
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which implies that ‖Tm − Tn‖ → 0 as n → ∞. (Here, jk denotes the kth subin-
terval of length (b − a)/2m in the jth interval of length (b − a)/2n.)
Now, let ψ(S) = limn→∞ Tn. Then ψ(S) is a self-adjoint operator on K and
ϕ(S) = lim
n→∞ϕ(Sn) = limn→∞ϕ(I)Tn = ϕ(I)ψ(S).
This proves (xvi). (Note that Tn and ϕ(I) commute.)
For (xvii), let T = I and S = E() in (x). Then ϕ(iI)∗ϕ(E()) = −ϕ(E())
ϕ(iI) and hence ϕ(I)V ψ(E())ϕ(I) = ϕ(I)ψ(E())V ϕ(I). Since ϕ(I) is injec-
tive and has a dense range, Vψ(E()) = ψ(E())V . Passing to limit, (xvii) is
proved.
Let S and T be arbitrary self-adjoint operators on H. Then
ϕ(S + iT ) = [ψ(S) + Vψ(T )]ϕ(I).
Now, applying (xi) once to |S + T | and once to |S + iT | yields
ϕ(I)ϕ(ST + T S)=ϕ(S)ϕ(T )+ ϕ(T )ϕ(S),
ϕ(I)ϕ(iST − iT S)=ϕ(S)V ϕ(T )− ϕ(T )V ϕ(S),
and hence, in view of (xvi) and (xvii),
ϕ(ST + T S)=ψ(S)ϕ(T )+ ψ(T )ϕ(S),
ϕ(ST − T S)=ψ(S)ϕ(T )− ψ(T )ϕ(S).
Thus
(xviii) ϕ(I)ϕ(ST ) = ϕ(ST )ϕ(I) = ϕ(S)ϕ(T ).
It follows from (xi), (xv), and (xviii) that
ϕ(I)V ϕ
(
T S − ST
i
)
=ϕ(I)ϕ(T S − ST )
=ϕ(T S − ST )ϕ(I)
=Vϕ
(
T S − ST
i
)
ϕ(I)
=Vϕ(I)ϕ
(
T S − ST
i
)
,
and hence ϕ(iST − iT S)K ⊂ M or, equivalently, ϕ(A∗A− AA∗)K ⊂ M for all
A ∈ B(H), where
M := ker[ϕ(I)V − Vϕ(I)].
We claim M = K . Assume without loss of generality that dimH  2. Let H =
H1 ⊕H2 ⊕H3 such thatH1 andH2 are unitarily equivalent. Moreover, chooseH3 =
{0} if dim H is infinity or an even integer. Let U be a partial isometry mapping
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H1 onto H2 and being zero on H⊥1 . Let Ei be the orthogonal projection onto Hi
(i = 1, 2). Then
ϕ(E1 − E2)K = ϕ(E1)K ⊕ ϕ(E2)K.
To see this, observe that E1E2 = E2E1 = 0 and thus
ϕ(E1)ϕ(E2)=ϕ(E2)ϕ(E1)
=ϕ(I)2ψ(E1)ψ(E2)
=ϕ(I)2ψ(E2)ψ(E1) = 0.
Hence ϕ(E2)K ⊂ ker(ϕ(E1)) and vice versa. Thus,
ϕ(E1 − E2)K ⊂ ϕ(E1)K ⊕ ϕ(E2)K.
Conversely, if x, y ∈ K , then
ϕ(E1)x − ϕ(E2)y = ϕ(E1)z− ϕ(E2)z ∈ ϕ(E1 − E2)K,
where
z = ψ(E1)x + ψ(E2)y.
It follows that
ϕ(E1)K ⊕ ϕ(E2)K = ϕ(E1 − E2)K = ϕ(U∗U − UU∗)K ⊂ M.
Thus ϕ(Ei)K ⊂ M (i = 1, 2). If dim H is an odd integer, we can choose E1 to be
arbitrary one-dimensional subspaces and conclude that ϕ(I)K ⊂ M . If H3 = {0},
then ϕ(I)K ⊂ ϕ(E1)K + ϕ(E2)K ⊂ M . Since ϕ(I) is an injective positive operator
on K, it follows in both cases that K = ϕ(I)K ⊂M; i.e., K = M .
Summing up, we have shown that ϕ(I)V = V ϕ(I) and, in view of (xv), ϕ(I)
commutes with ϕ(A) for all A ∈ B(H). In particular, every spectral subspace of
ϕ(I) is a common invariant subspace of ϕ(B(H)). It follows from (ii) that the only
spectral subspaces of ϕ(I) are {0} and K, and hence σ(ϕ(I)) is a singleton. This
proves (ii) ⇒ (iii). 
Proof of Theorem 2. As in the proof of Theorem 1, we continue to assume without
loss of generality that K0 = {0}. Then V is a skew symmetric operator and
ϕ(A)V = Vϕ(A) for all A ∈ B(H).
Since ϕ(I)ϕ(A∗A) = ϕ(I)ϕ(|A|2) = ϕ(|A|)2 = |ϕ(A)|2 = ϕ(A)∗ϕ(A) for all
A ∈ B(H), we can replace A once by A+ B and once by A+ iB to derive
ϕ(I)ϕ(A∗B)+ ϕ(I)ϕ(B∗A)=ϕ(A)∗ϕ(B)+ ϕ(B)∗ϕ(A),
ϕ(I)ϕ(A∗B)− ϕ(I)ϕ(B∗A)=ϕ(A)∗ϕ(B)− ϕ(B)∗ϕ(A)
for all A,B ∈ B(H). In particular, ϕ(I)ϕ(A∗B) = ϕ(A)∗ϕ(B) which shows that
ϕ(A∗) = ϕ(A)∗ and ϕ(I)ϕ(AB) = ϕ(A)ϕ(B).
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Finally, let
K1 = ker(V − iI), K2 = ker(V + iI),
and define ϕj : B(H) → B(Kj ) by
ϕj (A) = ϕ(A) |Kj (j = 1, 2).
It is easy to see that ϕ(A) = ϕ1(A)⊕ ϕ2(A) for all A ∈ B(H), ϕ1 is C-linear, and
ϕ2 is C-antilinear. The last part of the theorem is obvious. 
Proof of Theorem 3. For j = 1, the proof of (a)–(d) follows from [5, Theorem
10.4.7]. If j = 2, the same theorem can be applied to the C−linear ∗-homomorphism
θ : B(H) → B(K2) defined by θ(A) = ϕ2(A∗t ).
To complete the proof of the theorem, assume ϕ(B(H)) is irreducible and con-
tains a nonzero compact operator B = ϕ(A) for some A ∈ B(H). Then K = Kj
and either Kj1 = Kj or Kj2 = Kj for some j, which can be assumed without loss of
generality to be 1. Now, in view of [5, Proposition 10.4.10], the range of ϕ contains
every compact operator on K1 = K . An application of [7, Theorem 1 and remark]
completes the proof. 
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