J. Elton proved that for δ ∈ (0, 1] there exists K(δ) < ∞ such that every normalized weakly null sequence in a Banach space admits a subsequence (xi) with the following property: if ai ∈ [−1, 1] for all i ∈ N and E ⊂ {i ∈ N : |ai| ≥ δ}, then i∈E aixi ≤ K(δ) i aixi . It is unknown if sup δ>0 K(δ) < ∞. This problem turns out to be closely related to the question whether every infinite-dimensional Banach space contains a quasi-greedy basic sequence. The notion of a quasi-greedy basic sequence was introduced recently by S. V. Konyagin and V. N. Temlyakov. We present an extension of Elton's result which includes Schreier unconditionality. The proof involves a basic framework which we show can be also employed to prove other partial unconditionality results including that of convex unconditionality due to Argyros, Mercourakis and Tsarpalias. Various constants of partial unconditionality are defined and we investigate the relationships between them. We also explore the combinatorial problem underlying the sup δ>0 K(δ) < ∞ problem and show that sup δ>0 K(δ) ≥ 5/4.
Introduction
Given a weakly null, normalized sequence in a Banach space, can we pass to a subsequence that is a basic sequence and is in some sense close to being unconditional? There are various ways in which one can make this vague question precise, and in many situations one has a positive answer. There are important cases, however, for which the corresponding question is still open. In this paper we will study such questions and provide some partial answers. We will also revisit known results and discuss the relationship (e.g. duality) between the various notions of partial unconditionality.
As usual, we denote by c 00 the space of scalar sequences that are eventually zero. Given a basic sequence (x i ) in a Banach space and δ ∈ (0, 1], we say (x i ) is δ-near-unconditional with constant C if its basis constant is at most C and
for all (a i ) ∈ c 00 with |a i | ≤ 1 for all i ∈ N, and for all E ⊂ {i ∈ N : |a i | ≥ δ}. Roughly speaking, this says that we are allowed to project vectors onto sets of co-ordinates with "large" coefficients. A basic sequence is called δ-nearunconditional if for some C it is δ-near-unconditional with constant C; it is called near-unconditional if it is δ-near-unconditional for all δ ∈ (0, 1]. The following result is due to J. Elton.
Theorem 1 (Elton [9] ). For each δ ∈ (0, 1], every normalized, weakly null sequence has a δ-near-unconditional subsequence. In particular, every normalized, weakly null sequence has a near-unconditional subsequence.
For each δ ∈ (0, 1] let K(δ) be the infimum of the set of real numbers K such that every normalized, weakly null sequence has a δ-near-unconditional subsequence with constant K. An upper bound of order log 1/δ for K(δ) follows from the proof of Theorem 1 presented in [20] . This was first pointed out by Dilworth, Kalton and Kutzarova [10] . It is unknown whether there is in fact a uniform upper bound. Problem 2. Let K be the function defined above. Is sup δ>0 K(δ) < ∞?
Additional motivation for this problem comes from approximation theory. A positive answer to Problem 2 would imply the existence of a quasi-greedy basic sequence in every infinite-dimensional Banach space. A basic sequence (x i ) in a Banach space is called quasi-greedy if there exists a constant C such that for all δ > 0 and for all (a i ) ∈ c 00 , (1) above holds with E = {i ∈ N : |a i | ≥ δ}. In other words, we can project with a uniform constant onto sets consisting of all co-ordinates with "large" coefficients. This concept was introduced by Konyagin and Temlyakov [16] . One of the main results in this paper, Theorem 6, gives a positive answer to Problem 2 under some additional assumptions on the sets of co-ordinates onto which we can project.
We will now place the above notions in a wider context. We will explain the term 'partial unconditionality' and discuss further examples. Let (x i ) be a sequence of non-zero vectors in a Banach space. Then (x i ) is a basic sequence with constant C if and only if (1) holds for all (a i ) ∈ c 00 and whenever E = {1, . . . , n} for some n ∈ N. Moreover, (x i ) is an unconditional basic sequence if and only if (1) holds for all (a i ) ∈ c 00 and for all finite subsets E of N. Thus for a basic sequence we can uniformly project onto initial segments of N, whereas for an unconditional sequence we can uniformly project onto all finite (or indeed infinite) subsets of N. By partial unconditionality we mean a property of a sequence of non-zero vectors in a Banach space that lies between these two extremes. We next describe one way in which this idea can be formalized.
Let F be a collection of finite subsets of N. Given a sequence (x i ) of non-zero vectors in a Banach space, we say that (x i ) is F -unconditional with constant C if (1) holds for all (a i ) ∈ c 00 and for all finite sets E such that either E ∈ F or E is an initial segment of N. Our opening question can now be made precise: Does every normalized, weakly null sequence have an F -unconditional subsequence? If F = ∅, then (x i ) is F -unconditional with constant C if and only if it is a basic sequence with constant C. It is well known that for any ǫ > 0 every normalized, weakly null sequence has a subsequence that is a basic sequence with constant 1+ǫ. On the other hand if F is the set of all finite subsets of N, then (x i ) is F -unconditional with constant C if and only if it is an unconditional sequence with constant C. In this case our question has a negative answer: in 1974 Maurey and Rosenthal constructed a Banach space with a normalized, weakly null basis which has no unconditional subsequence. Note that by Rosenthal's ℓ 1 -theorem [24] , if a space contains no normalized, weakly null sequence, then it contains ℓ 1 and, in particular, an unconditional basic sequence. Thus, given a collection F of finite subsets of N, a more general question would be to ask if every infinite-dimensional Banach space contains an F -unconditional sequence. For unconditional sequences it was not until 1993 that the more general question was also answered in the negative by Gowers and Maurey [14] . They constructed a Banach space that contains no unconditional basic sequence.
Because of the Maurey-Rosenthal and Gowers-Maurey counterexamples it is an interesting problem to search for non-trivial examples of partial unconditionality that lead to positive answers to the questions we raised above. As it happens such examples occur naturally in various contexts. We give two examples which are relevant in the study of spreading models and asymptotic structures in Banach space theory. A finite subset E of N is a Schreier set if |E| ≤ min E. The collection of all Schreier sets is denoted by S 1 . A sequence of non-zero vectors in a Banach space is called Schreier-unconditional if it is S 1 -unconditional. The following result was announced in [18] , a proof is given in [21] .
Theorem 3. For each ǫ > 0, every normalized weakly null sequence in a Banach space has a Schreier-unconditional subsequence with constant 2+ǫ.
One could generalize Schreier-unconditionality by considering higher-order Schreier families that were introduced by Alspach and Odell [2] and by Alspach and Argyros [1] . For example S 2 can be defined as the collection of disjoint unions n i=1 F i of Schreier sets F 1 , . . . , F n with {min F 1 , . . . , min F n } ∈ S 1 . Unfortunately, the questions corresponding to S 2 already have negative answers: the basis in the example of Maurey and Rosenthal has no S 2 -unconditional subsequence, and the space of Gowers and Maurey contains no S 2 -unconditional basic sequence. However, it is worth mentioning two positive results here. Let α be a countable ordinal and let S α denote the Schreier family of order α. It is shown in [3] that if the normalized weakly null sequence (x i ) is an ℓ α 1 -spreading model, then (x i ) admits an S α -unconditional subsequence. Moreover, in [12] it is shown that an S α -unconditional normalized weakly null sequence in C(S α ) admits an unconditional subsequence.
The next example is about projecting onto "ℓ 1 -subsets". Before giving it we need a definition. Let X and Y be Banach spaces, and let (x i ) and (y i ) be sequences in X and in Y , respectively (either both infinite, or both finite of the same length). For C > 0 we say that (x i ) and (y i ) are C-equivalent, written for all (a i ) ∈ c 00 . If only the second inequality holds, then we say (x i ) Bdominates (y i ), and write (y i ) B (x i ). Let (e i ) be the unit vector basis of ℓ 1 . Given a real number δ > 0 and a sequence (x i ) in a Banach space, set
. In Section 6 we will present a result due to Argyros, Mercourakis, Tsarpalias [5] of which the following is an immediate consequence.
Theorem 4. For each δ ∈ (0, 1] there exists a constant C such that every normalized, weakly null sequence has a subsequence (x i ) that is F δ, (x i ) -unconditional with constant C. Moreover, C ≤ 16 log 2 1/δ for δ < 1/4.
As we shall later see, finding the best constant C in the above result is closely related to Problem 2. Indeed, if Problem 2 has a positive answer, then the above theorem is valid with a constant C not depending on δ. Another problem of interest (although we shall not address it in this paper) is to determine which symmetric bases could replace the unit vector basis of ℓ 1 in the definition of F δ, (x i ) . We note that projecting onto "c 0 -subsets" can always be done: every basic sequence dominates the unit vector basis of c 0 . In fact, by Theorem 12 below, for every ǫ > 0 every normalized, weakly null sequence has a basic subsequence that (1+ǫ)-dominates the unit vector basis of c 0 .
We now describe a different scheme for defining partial unconditionality from the one above. We will denote by N (<ω) the set of all finite subsets of N. Let F be a subset of c 00 × N (<ω) . We say that the sequence (x i ) is F -unconditional with constant C if
holds whenever a = (a i ) ∈ c 00 , and either (a, E) ∈ F or a is arbitrary and E is an initial segment of N. Observe that such a sequence is a basic sequence with constant C, i.e. we can uniformly project onto initial segments with constant C. However, in general, for a given finite set E ⊂ N we can only project certain vectors onto E with uniform constant; namely the vectors i a i x i for which the pair (a i ), E belongs to F . So this kind of partial unconditionality is of a non-linear nature. Both δ-near-unconditionality and the quasi-greedy property are examples of this. If we let F to be the set of all pairs (a, E) such that a = (a i ) ∈ c 00 and E = {i ∈ N : |a i | ≥ δ} for some δ > 0, then (x i ) is Funconditional if and only if it is quasi-greedy. If for a fixed δ ∈ (0, 1) we let F δ be the set of pairs (a, E) such that a = (a i ) ∈ c 00 , |a i | ≤ 1 for all i ∈ N, In Section 4 we introduce various constants similar to the constant K(δ) defined above. These will allow us to quantify the relationships between various notions of partial unconditionality. We will also show that for solving Problem 2 one can restrict attention to the Banach spaces of continuous functions on countable, compact, Hausdorff spaces. In Section 5 we raise the question whether there is a uniform constant C such that every sequence equivalent to the unit vector basis of c 0 has an unconditional subsequence with constant C. This turns out to be closely related to Problem 2. The proof will again use our combinatorial machinery.
In the following two sections we revisit convex unconditionality of Argyros, Mercourakis, Tsarpalias [5] , and unconditionality of certain sequences in spaces of continuous functions. Using our approach we give new proofs of known results and establish a duality between them and near-unconditionality.
In the final section we will have a closer look at our combinatorial machinery. We give a necessary and sufficient condition for a positive answer to Problem 2 (c.f. Proposition 26). To decide if this condition can be satisfied in general one is lead to consider certain combinatorial data attached to subsequences of a normalized, weakly null sequence. We will study this data on its own right as a purely combinatorial object. Our results will be used at the end to give an example that among other thing shows that sup δ>0 K(δ) is strictly greater than 1.
Main results
Given a sequence a = (a i ) of real numbers, we define its support to be the set supp(a) = {i ∈ N : a i = 0}. If this set is finite we call a finitely supported. Recall that c 00 denotes the space of finitely supported sequences of real numbers. Given a = (a i ) ∈ c 00 and a subset E of N we define the oscillation osc(a, E) of a over E as osc(a, E) = sup |a i | |a j | : i, j ∈ E, a j = 0 .
For subsets E and F of N we write E < F if m < n for all m ∈ E and for all n ∈ F . We say that a sequence E 1 , . . . , E n of subsets of N is successive if E 1 < . . . < E n . A decomposition E = n j=1 E j of a finite set E will be called a Schreier decomposition if E 1 < . . . < E n is a successive sequence of non-empty sets such that n ≤ min E 1 , i.e. the set {min E 1 . . . min E n } belongs to S 1 .
We now come to the main definition. Let C, D, d ∈ [1, ∞). We say that a basic sequence (x i ) in a Banach space X is (D, d)-bounded-oscillation-unconditional with constant C if for every a = (a i ) ∈ c 00 , and for every finite set E ⊂ N with osc(a, E) ≤ D, we have
provided E has a Schreier decomposition E = n j=1 E j such that osc(a, E j ) ≤ d for each j = 1, . . . , n. Note that without this proviso the sequence (x i ) would be a 1/D-near-unconditional sequence.
Our main theorem is the following.
, there is a constant C ≤ 8d such that for all D ∈ [1, ∞) and for any ǫ > 0 every normalized, weakly null sequence has a subsequence that is a (D, d)-bounded-oscillation-unconditional basic sequence with constant C +ǫ.
Note that if a = (a i ) ∈ c 00 , E ∈ N (<ω) and osc(a, E) ≤ D, then we can write E as the disjoint union of n ≤ log 2 D + 1 sets E 1 , . . . , E n such that osc(a, E j ) ≤ 2 for each j = 1, . . . , n. So without the assumption that the sets in a Schreier decomposition are successive the above result would be a positive answer to Problem 2.
A key ingredient in the proof of Theorem 6 is a purely combinatorial result which we call the Matching Lemma (Theorem 7). In its proof and in much of this paper we will be making heavy use of infinite Ramsey theory. For this reason we now recall some notation and results from the subject. For a subset M of N we denote by M (<ω) the set of all finite subsets of M and by M (ω) the set of all infinite subsets of M . The power-set 2 N of N is equipped with the product topology, and all subspaces will carry the subspace topology.
\U denotes the complement of U. One example of an infinite Ramsey theorem, due to Galvin and Prikry [11] , states that every Borel subset U of N (ω) is Ramsey. More generally, whenever N (ω) is partitioned into finitely many Borel sets, every infinite subset L of N has an infinite subset M such that M (ω) is contained in one of the Borel sets of the partition. The strongest result of this type was proved by Ellentuck [8] ; his result concerns topological characterizations of Ramsey sets. In all our applications (and indeed in most applications to Banach space theory) it will suffice to know that open sets (and hence closed sets) are Ramsey. This was first proved by Nash-Williams [19] . Following tradition we will often talk about colourings instead of partitions. This and other pieces of terminology will be introduced as we go along. For a very good introduction to infinite Ramsey theory see [7] . An extensive account is presented in [13] .
We need one final piece of notation before stating Lemma 7. For subsets A, B of N we write A ≺ B if A is an initial segment of B.
Theorem 7 (Matching Lemma). Let n ∈ N. Assume that for every infinite subset M of N we are given a successive sequence
of non-empty, finite subsets of M . Further assume that for each j = 1, . . . , n the function
Proof. We begin by setting up some notation. Let
. We are going to define a finite colouring c of pairs (L, l), where L is an infinite subset of N and l ∈ L. In other words we are going to define a function c on the set of all such pairs taking values in some finite set whose elements will be referred to as colours.
Clearly there exists l 0 ∈ L with c(L, l 0 ) = +, and for such an l 0 we have c(L, l) = + for all l ∈ L with l ≥ l 0 .
We now prove a preliminary result.
Claim. For all pairs (F, X), where F ∈ N (<ω) and X ∈ N (ω) , there exist Y ∈ X (ω) and a colour λ such that F < Y and c(F ∪ V, min V ) = λ for all V ∈ Y (ω) .
To see this define a finite colouring d of
. It follows from the continuity of the maps F j that if λ is a colour other than +, the corresponding colour-class, i.e. the collection {V ∈
. It follows that the colour-class of + is closed. Since open sets and closed sets are Ramsey, it follows that there is an infinite subset Y of X all whose infinite subsets have the same colour. Replacing Y by a smaller set if necessary we may clearly assume that F < Y .
We now turn to the proof of Theorem 7. Fix N ∈ N (ω) . We shall build infinite subsets L and M of N from recursively constructed sequences l 1 ≤ l 2 ≤ . . . , m 1 ≤ m 2 ≤ . . . of positive integers in N . Along the way we shall also construct a sequence P 0 ⊃ P 1 ⊃ P 2 ⊃ . . . of infinite subsets of N , and sequences (λ k ) ∞ k=0 and (µ k ) ∞ k=0 of colours. To start the construction apply the Claim with F = ∅ and X = N . This yields an infinite subset Y of X and a colour λ such that c(V, min V ) = λ for all V ∈ Y (ω) . Let us set P 0 = Y and λ 0 = µ 0 = λ. For the recursive step suppose that k ≥ 0 and that l r , m r for 1 ≤ r ≤ k and P r , λ r , µ r for 0 ≤ r ≤ k have been chosen. We also assume that setting A k = {l r : 1 ≤ r ≤ k} and B k = {m r : 1 ≤ r ≤ k} the following hold.
(3)
A k < P k and B k < P k ,
Note that when k = 0 these assumptions are satisfied by the choice of P 0 . To choose l k+1 and m k+1 we consider four cases.
, . . . , n}, then we choose l k+1 = m k+1 to be an arbitrary element of P k .
Case 2. If one of (a) neither λ k nor µ k belongs to {1, . . . , n},
(c) at least one of λ k and µ k is + holds, then we choose l k+1 and m k+1 to be distinct elements of P k .
Case 3. If λ k = i and either µ k = j for some 1 ≤ j < i or µ k = j+ for some 1 ≤ j ≤ i, then we set l k+1 = l k and choose m k+1 to be an arbitrary element of P k .
Case 4. If µ k = i and either λ k = j for some 1 ≤ j < i or λ k = j+ for some 1 ≤ j ≤ i, then we set m k+1 = m k and choose l k+1 to be an arbitrary element of P k .
Note that when k = 0 only Cases 1 and 2 can arise, since λ 0 = µ 0 . When k ≥ 1 we have l k ≤ l k+1 and m k ≤ m k+1 in all the cases, as required. Let us at this point set l 0 = m 0 = 0 in order to avoid having to consider the first step of the construction separately from the recursive steps. Observe that for any k ≥ 0, if
To complete the recursive step we need to choose P k+1 , λ k+1 and µ k+1 . First set A k+1 = A k ∪ {l k+1 } and B k+1 = B k ∪ {m k+1 }. Then apply the Claim with F = A k+1 and X = P k to obtain an infinite subsetP of P k and a colour λ k+1 such that A k+1 <P and c(A k+1 ∪ Q, min Q) = λ k+1 for all Q ∈P (ω) . Now apply the Claim again with F = B k+1 and X =P to obtain an infinite subset P k+1 of P and a colour µ k+1 such that B k+1 < P k+1 and c(B k+1 ∪ Q, min Q) = µ k+1 for all Q ∈ P k+1 (ω) . With these choices it is clear that the assumptions for the next recursive step (i.e. (3) and (4) with k replaced by k+1) are satisfied. Observe that if l k+1 = l k , then λ k+1 = λ k , and if m k+1 = m k , then µ k+1 = µ k .
Having completed the recursive construction let us put L = {l r : r ∈ N} and M = {m r : r ∈ N}. Notice that for any
r > k} is a subset of P k . Indeed, for r > k we have l r = l s+1 > l s for some s with k ≤ s < r, and hence
We will now verify that L and M are indeed infinite sets. We argue by contradiction. Assume, for example, that L is finite. Then for some k 0 ∈ N we have l k+1 = l k for all k ≥ k 0 . It follows that for every k ≥ k 0 we applied Case 3 in the k th step of the recursion. Hence for every k ≥ k 0 we have m k+1 > m k and c(M, m k+1 ) = µ k = +. This contradiction shows that L is infinite. Similar reasoning gives that M must also be infinite.
Next let us fix i ∈ {1, . . . , n}. We need to show that either
For some k ≥ 0 and k
. From m k ′′ +1 ≤ m and c(M, m) = i we deduce that the colour µ k is either j or j+ for some j with 1 ≤ j ≤ i. Hence in the k th recursive step we applied either Case 1 or Case 3. Case 1 leads to
and l ≤ m which contradicts (5), whereas Case 3 gives l k+1 = l k contradicting the choice of k.
We are left to show that
(the reverse inclusion being obvious). Let l belong to L ∩ M . There exist k ≥ 0 and k
, from which we get k = k ′ . So we have l = l k+1 = m k+1 and l k+1 > l k , m k+1 > m k . It follows immediately that in the k th step of the recursion we must have been in Case 1. Hence for some i = 1, . . . , n we have c(L, l) = λ k = i and c(M, l) = µ k = i, i.e. l ∈ F Some minor modifications of the proof and a simple diagonalization procedure yields a corollary that we shall refer to as the Schreier version of the Matching Lemma. The diagonalization process will be used later on, so we state it separately as an abstract principle. A family A of finite subsets of N is thin if no element of A is the proper initial segment of another element of A. The following result was proved by Nash-Williams [19] : if a thin family A is finitely coloured, then for all L ∈ N (ω) there exists M ∈ L (ω) such that M (<ω) ∩A is monochromatic. To see this, simply give an infinite set L the colour of its unique initial segment in A (introducing a new colour for infinite sets with no initial segment in A). Clearly, each colour-class is either open or closed, so the result follows. An easy diagonalization argument then gives the following result. (A much stronger statement is given by Pudlák and Rödl [23] .) Proposition 8. Let A ⊂ N (<ω) be a thin family. For each k ∈ N let S k be a finite set, and let c : A → ∞ k=1 S k be a colouring of A so that for all F ∈ A we have c(F ) ∈ S k , where
such that if A, B ∈ M (<ω) ∩ A and min A = min B, then c(A) = c(B).
We are now ready to state and prove the promised corollary to (the proof of) Theorem 7.
Corollary 9 (Schreier version of the Matching Lemma). Assume that for each M ∈ N (ω) we have a positive integer n M and non-empty finite subsets
Further assume that the function M → A M :
Proof. We first define a colouring of A by giving each A M , M ∈ N (ω) , the colour n M . This is well-defined by the assumptions. By Proposition 8 there exists
We now follow the proof of Theorem 7. We define the colouring c on pairs (L, l) as before. Although this time c is a possibly infinite colouring, the colouring d used in the proof of the Claim is finite, so the Claim remains valid. We then carry out the recursive construction that produces the sets L and M . The only changes we need is to work inside N 1 (rather than N ), and to replace in Cases 1-4 each occurence of {1, . . . , n} by N. The verification that L and M are infinite is the same as before.
At this point we need to insert the observation that min
, and so µ k is either 1 or 1+. It follows that in the k th step of the recursion we were either in Case 1, in which case we have m k+1 = l k+1 (and k = k ′ ), as required, or we were in Case 3, in which case we obtain l k = l k+1 , which contradicts the choice of k.
We now have n L = n M by our initial application of Proposition 8. To finish the proof we verify properties (i) and (ii) exactly as in the proof Theorem 7 (letting n in the proof stand for n L ).
Applications of the Matching Lemma and of its Schreier version will require two further lemmas. To motivate the first one of these we now give a preview of the type of argument that will follow. Consider the general problem of starting with a normalized, weakly null sequence (x i ) and seeking a subsequence with a certain desired property. Arguing by contradiction, we assume that for all M ∈ N (ω) we have a witness w M to the lack of the desired property in the subsequence (x i ) i∈M . The witness w M will then give rise in a very natural way to finitely many subsets
Lemma 10 below will allow us to choose w M from the set of all possible witnesses for M in a "continuous" way so that among other things the assumptions of the Matching Lemma or its corollary are satisfied. In typical examples a witness w M has as a constituent part some functional x * M . A priori we will not be able to assume that the support of x * M , i.e. the set supp(x * M ) = {i ∈ N : x * M (x i ) = 0} is contained in M , precisely because we lack unconditionality. In Lemma 11 we show that we can stabilize, i.e. we can pass to some infinite set with respect to which the property supp(x * M ) ⊂ M can be assumed (provided the choice of x * M had already been made in a "continuous" manner).
Lemma 10.
Let Ω = ∞ r=1 Ω r be an arbitrary set written as the union of a countably infinite collection of its subsets. Let
be a function into the set of non-empty subsets of Ω. Assume that for all r ∈ N and for all L, M ∈ N (ω) we have
Then there is a function φ :
(ii) φ is continuous if Ω is given the discrete topology.
Proof. Fix a well-ordering of Ω.
Define φ(M ) to be the least element of Φ(M )∩Ω r(M) in our chosen well-ordering. We claim that φ : N (ω) → Ω has the required properties.
which is the empty set for r ′ < r and is not empty for r ′ = r. It follows that r(L) = r(M ), which in turn implies that φ(L) = φ(M ). This shows that φ maps the neighbourhood
Lemma 11. Let c 0 be equipped with the topology of pointwise convergence on N.
, be a continuous function such that every sequence in the image of f has a cluster point in c 0 . Then for every ǫ > 0 and for every
i.e. the support supp(f P ) = {i ∈ N : f P (i) = 0} of f P relative to the set N is contained in P up to a small perturbation.
Proof. For L ∈ N (ω) let us write L ′ as a temporary notation for L\{min L}. For F ∈ N (<ω) and δ > 0 let U F,δ be the collection of all infinite subsets L of N for which we have
As a preliminary step we first prove the following claim. Given
Indeed, the continuity of f implies that U F,δ is an open set, and hence it is Ramsey. Thus there exists
So to prove the claim we need to exclude the second alternative. We argue by contradiction. Assume
. . be an enumeration ofL, and for n ∈ N let
Let x ∈ c 0 be a cluster point of the sequence (f F ∪Ln ) ∞ n=1 . From the above we have |x(l i )| ≥ δ for all i ∈ N contradicting that x is an element of c 0 . This completes the proof of the claim.
To prove Lemma 11 let us fix ǫ > 0 and M ∈ N (ω) . Choose real numbers
We shall now recursively construct a sequence n 1 < n 2 < . . . of positive integers, and a sequence
Having completed the recursive construction, set
where
Hence from (6) we have |f
as required.
We are now ready to present a proof for Theorem 6. It will be convenient to use the following definition of an ǫ-net F for a subset S of R d , where ǫ > 0 and
is a normalized, weakly null sequence no subsequence of which is (D, d)-bounded-oscillationunconditional basic sequence with constant C. We shall deduce that C ≤ 8d. Fix ǫ ∈ (0, 1) and then choose an increasing function γ : N → N such that lim k→∞ γ(k) = ∞ and (7) γ
For example, we can take
After passing to a subsequence we may assume that (x i ) is a basic sequence with constant 1+ǫ. Then in particular for all a = (a i ) ∈ c 00 we have
We now show that for every infinite subset M of N there exists a triple (a, x * , F ), which we shall call a witness for M , with the following properties.
(9) a = (a i ) ∈ c 00 , x * ∈ B X * and F ∈ N (<ω) ; (10) F ⊂ A ⊂ M and min F = min A, where A = supp(a);
To see this let us fix
. . , n, and
Replacing b and x * by −b and −x * if necessary, we may assume that if we let
By homogeneity, we may also assume that min{b i : i ∈ E ′ } = 1, and hence
Then we have
Indeed, this is clear when k
then by the triangle-inequality, by (7) and by the choice of k ′ we have
For each i ∈ N set a i = b i when i ≥ min F and a i = 0 when i < min F , and let a = (a i ) i∈M . It is now routine to verify that (a, x * , F ) is a witness for M as defined above. The next step is to select witnesses in a continuous manner using Lemma 10.
Let Ω be the set of all witnesses of all infinite subsets of N, and for each M ∈ N (ω) let Φ(M ) be the (non-empty) set of all witnesses for M . For each r ∈ N let Ω r be the set of elements (a, x * , F ) of Ω that satisfy max supp(a) ≤ r. It is easy to verify that the conditions of Lemma 10 are satisfied. It follows that there exists a function φ :
, and φ is continuous if Ω is given the discrete topology. For each
, and let n M be the positive integer such that F M has a Schreier decomposition
We will also use the notation
By the proof of Lemma 10 we may assume that for each M ∈ N (ω) there is an r ∈ N such that Φ(M ) ∩ Ω s = ∅ if 1 ≤ s < r and φ(M ) is the least element of Φ(M ) ∩ Ω r with respect to some fixed well-ordering of Ω. It follows that for
is a thin family, and we are in the situation of Corollary 9.
We shall now select infinite subsets N 1 ⊃ N 2 ⊃ N 3 of N stabilizing various parameters. To select N 1 we use Lemma 11. Let f :
Note that this is the only place, where we use the weakly null property of the sequence (x i ). It follows easily from the continuity of φ and from the w * -compactness of B X * that f is continuous with respect to the topology of pointwise convergence on c 0 , and that the image of f has compact closure. Hence, by Lemma 11, there exists an infinite subset N 1 of N such that for all P ∈ N 1 (ω) we have
We next choose an infinite subset N 2 of N 1 using infinite Ramsey theory. We colour A by giving
This colouring is well-defined, i.e. the colour of A ∈ A does not depend on the choice of infinite set M with A = A M . Note that for each k ∈ N the family {A ∈ A : min A = k} is finitely coloured. An application of Proposition 8 now gives
For our final stabilization we choose for each
(in the sense defined just before the start of this proof) together with an ordering of its elements. Given M ∈ N (ω) , let k = min F M and let (w j ) k j=1 be the least element of S k satisfying
We shall refer to (w j )
induces a colouring of the family A satisfying the assumptions of Proposition 8.
Hence there is an infinite subset
To finish the proof we apply the Schreier version of the Matching Lemma (Corollary 9). As observed earlier, the assumptions of the corollary are satisfied. So we can find L, M ∈ N 3 (ω) with n L = n M such that
Note that in particular min F L = min F M , and hence L and M have the same weight-colour, say (w j )
Interchanging L and M and replacing J by {1, . . . , n L }\J if necessary, we may assume that
We now establish a number of inequalities. First we have
where the last inequality comes from (8) and from (14) applied with P = L. We now obtain the following sequence of inequalities (the steps are justified below).
The second line uses (15) and the third line uses the definition of J. For the next two lines we use the fact that L and M both have weight-colour (w j ) nL j=1 , and we also use (16) . For the last inequality we apply (13) from the definition of a witness, and inequality (8) (from (12) we have a ℓ∞ ≥ 1). We have thus shown that
.
Since ǫ was arbitrary it follows that C ≤ 8d, as claimed.
3 Schreier-and near-unconditionality
In this section we give new proofs of two results quoted in the Introduction. We begin with Schreier-unconditionality. It is not difficult to apply Theorem 6 with d = 1 and a diagonal process to show that for any ǫ > 0, every normalized, weakly null sequence has a Schreier-unconditional subsequence with constant 8 + ǫ. The better constant claimed in Theorem 3 follows by a straightforward diagonal argument from the statement below. For M ⊂ N and n ∈ N we denote by M (≤n) the collection of subsets of M of size at most n. So a sequence is N (≤n) -unconditional if we can uniformly project onto sets of size at most n.
Theorem 12. Fix n ∈ N and ǫ > 0. Every normalized weakly null sequence has a N (≤n) -unconditional subsequence with constant 1+ǫ.
Proof. Let C ∈ [1, ∞) and assume that (x i ) is a normalized weakly null sequence no subsequence of which is N (≤n) -unconditional with constant C. We need to show that C ≤ 1.
Let M ∈ N (ω) . By our assumption there exists a triple (a, F, x * ), called a witness for M , such that
Let Ω be the set of all witnesses of all infinite subsets of N equipped with the discrete topology. By Lemma 10 we obtain a continuous function φ :
where a M = (a M i ), and we let x M = i∈M a M i x i . We will now select infinite subsets N 1 ⊃ N 2 ⊃ N 3 of N. We first choose N 1 so that (x i ) i∈N1 is a basic sequence with basis constant at most 2, say. Then in particular for any M ∈ N 1 (ω) we have
We next fix an arbitrary positive real number δ. We then select
This is done by a straightforward use of infinite Ramsey theory. Finally, using Lemma 11 we obtain N 3 ∈ N 2 (ω) such that for all P ∈ N 3 (ω) we have
After these stabilizations we apply Theorem 7 with n = 1 to obtain infinite subsets
We then estimate the three terms on the right-hand side of (23) as follows. Applying property (19) of a witness to L gives C as a lower bound on the first term. Applying (21) to the second term, and (20), (22) to the third term give upper bounds leading to
Since δ was arbitrary, it follows that C ≤ 1, as claimed.
is a normalized basic sequence with basis constant C, then for all (a i ) ∈ c 00 we have
We shall often use this to assume after passing to a subsequence (x i ) of a given normalized, weakly null sequence that |a n | ≤ 4 ∞ i=1 a i x i , say, for all (a i ) ∈ c 00 and for all n ∈ N. The constant 4 is often adequate, however, sometimes we will need to be able to replace 4 by 1 + ǫ for any given ǫ > 0. We can do this by applying Theorem 12 with n = 1.
We now turn to Elton's theorem on near-unconditional sequences. As mentioned in the Introduction, it is this result that raises Problem 2 -the main focus in this paper.
Proof of Theorem 1. Let δ ∈ (0, 1] and let (x i ) be a normalized, weakly null sequence in a Banach space. An application of our main result, Theorem 6, with d = D = 1/δ gives, for each ǫ > 0, a δ-near-unconditional subsequence of (x i ) with constant 8/δ + ǫ. As we mentioned in the Introduction, a better constant of order log 1/δ can be obtained as follows. Set d = D = 2 and pass to a (D, d)-bounded-oscillation-unconditional subsequence (y i ) ⊂ (x i ) with constant 17, say. We show that (y i ) is δ-near-unconditional with constant 17k, where k = log 2 1/δ +1. Indeed, let (a i ) ∈ c 00 with |a i | ≤ 1 for all i ∈ N, and let E ⊂ {i ∈ N : |a i | ≥ δ}. Set
Hence, by the triangle-inequality we get
as claimed. Note that 17k < 18 log 2 1/δ if δ is sufficiently small.
Let us mention that recently Lopez-Abad and Todorcevic [17] also gave new proofs of Theorems 1 and 3 based on results on pre-compact families of finite subsets of N.
We conclude this section by proving that a positive answer to Problem 2 implies a positive answer to Problem 5.
Proposition 13. If sup δ>0 K(δ) < ∞, then there exists a constant C such that every normalized, weakly null sequence has a quasi-greedy subsequence with constant C.
Proof. Let C > 2 sup δ>0 K(δ)+1. Fix ǫ ∈ (0, 1), and for each n ∈ N set δ n = ǫ/n. Given a normalized, weakly null sequence (x i ), we apply a diagonal procedure to extract a subsequence (y i ) such that for each n ∈ N the tail (y i ) ∞ i=n is δ nnear-unconditional with constant K(δ n )+ǫ. Passing to a further subsequence, if necessary, we may assume that (y i ) is a basic sequence with constant 1 + ǫ, and moreover |a n | ≤ (1+ǫ) ∞ i=1 a i y i for all (a i ) ∈ c 00 and for all n ∈ N. For the latter property we used Theorem 12 with n = 1. We will now show that (y i ) is quasi-greedy with constant C provided ǫ is sufficiently small.
Given (a i ) ∈ c 00 and δ ∈ (0, 1], we need to show that
where E = {i ∈ N : |a i | ≥ δ} and x = ∞ i=1 a i y i . We may clearly assume that sup i |a i | = 1, which implies that x ≥ (1+ǫ) −1 > 1/2. Now choose the smallest n ∈ N such that δ n ≤ δ. Note that (n − 1)δ ≤ ǫ < 2ǫ x . Hence i∈E, i<n
On the other hand, since (y i ) ∞ i=n is δ n -near-unconditional with constant K(δ n )+ǫ, we have i∈E, i≥n 
Variants of near-unconditionality
In the following sections we will be considering various problems that turn out to be related to the Elton problem. In order to make this relationship precise we will now introduce some variants of the constant K(δ), and explain the relationships between them. To begin with we recall the definition of K(δ) in a slightly different way. Given δ ∈ (0, 1] and a normalized, weakly null sequence (x i ), let K((x i ), δ) be the least real number C such that (x i ) is δ-near-unconditional with constant C,i.e. for all (a i ) ∈ c 00 and for all E ⊂ {i ∈ N :
where the supremum is taken over all normalized, weakly null sequences (x i ) and the infimum over all subsequences (y i ) of (x i ). Recall that the normalization sup i |a i | ≤ 1 in the definition is essential (see remarks in the Introduction). We will now introduce three other constants K ′ , L and L ′ . For K ′ we will use the normalization i a i x i ≤ 1, whereas in the definition of L, L ′ we restrict to vectors all whose non-zero coefficients are "large". Below we repeated the definition of K for the convenience of the reader. Definition 14. Let δ ∈ (0, 1] and let (x i ) be a normalized, weakly null sequence in a Banach space. Each supremum below is over all normalized, weakly null sequences (y i ) and the infimum is taken over all subsequences (z i ) of (y i ).
a i x i whenever a = (a i ) ∈ c 00 ,
The following result establishes some relationships between the constants we just introduced. It shows in particular that for solving Problem 2 we are free to choose the normalization. In many situations it is more convenient to work with the constants K ′ and L ′ instead of K and L.
Proposition 15. Let K, K ′ , L and L ′ be the functions defined above.
In particular we have
Proof.
(ii) is clear from definition. To see (i) let (x i ) be a normalized, weakly null sequence. By Theorem 12 we may assume, after passing to a subsequence if necessary, that
Now given (a i ) ∈ c 00 with i a i x i ≤ 1 and E ⊂ {i ∈ N :
δ2 a i for all i ∈ N, then sup i |b i | ≤ 1 and E ⊂ {i ∈ N : |b i | ≥ δ 1 }. It follows that for any subsequence (y i ) of (x i ) we have
. We show the second inequality (the proof of the first one is similar). Assume that L ′ = sup δ L ′ (δ) < ∞, and let δ ∈ (0, 1]. We will show that L(δ) ≤ L ′ . Let (x i ) be a normalized, weakly null sequence. Fix ǫ ∈ (0, 1] and positive real numbers M n such that n < ǫ(M n − 1) for all n ∈ N. After passing to a subsequence, if necessary, we may assume that (x i ) is a basic sequence with constant 1 + ǫ. Then using a standard diagonal argument we pass to a subsequence (y i ) of (
. Given a = (a i ) ∈ c 00 with δ ≤ |a i | ≤ 1 for all i ∈ supp(a), and E ∈ N (<ω) , set x = i a i y i and choose n ∈ N minimal so that
Note that i≥n a i y i ≥ (n−1)/ǫ. Now by the choice of (y i ) we have i∈E i≥n
and hence
To conclude this section we show that the various constants we introduced remain the same if we restrict to the class of Banach spaces C(S), where S is a countable, compact metric space. Recall that such a space S is homeomorphic to a countable successor ordinal in its order topology.
Theorem 16. For each δ ∈ (0, 1], we have
where the supremum is taken over all countable, successor ordinals α and all normalized, weakly null sequences (x i ) in C(α), and the infimum is taken over all subsequences (y i ) of (x i ). The analogous statements for the functions K ′ , L and L ′ also hold.
Proof. We prove the result only for K. The argument for the other functions is similar. Fix ǫ ∈ (0, 1]. By the definition of K(δ) there is a normalized, weakly null sequence (x i ) in some Banach space such that K((y i ), δ) > K(δ)−ǫ for every subsequence (y i ) of (x i ). Thus for each M ∈ N (ω) we have a triple (a, E, x
sup
We now use Lemma 10 to obtain a continuous selection M → (a M , E M , x * M ) of witnesses in the usual way. We set a M = (a M i ) and
Next we pass to infinite subsets
is a basic sequence. Then we use Theorem 12 with n = 1 to find N 2 ∈ N 1 (ω) such that sup i∈N2 |a i | ≤ (1 + ǫ) i∈N2 a i x i for all (a i ) ∈ c 00 . Note that in particular we have
Finally, by Lemma 11 there exists N 3 ∈ N 2 (ω) such that i∈N3\P |x * P (x i )| < ǫ for all P ∈ N 3 (ω) . After relabelling, if necessary, we can take
, and let (x * i ) be the biorthogonal functionals to (x i ). Note that x * i ≤ 1+ǫ for all i ∈ N by the choice of N 2 . For each i ∈ N and for t ∈ [−1, 1] define ρ i (t) = 
in the weak- * -sense since (x i ) is a basis for X. It follows that
converges in the weak- * sense, and moreover
Now define S to be the closure of U = x * M : M ∈ N (ω) ∪ {x * i : i ∈ N} in the weak- * topology. Since U is bounded in norm, S is a compact metric space. The continuity of the choice of witnesses implies that U is countable, and hence, because of the discretization of coefficients using the functions ρ i , S is also countable.
Let T : X → C(S) be the canonical map, i.e. T (x)(y * ) = y * (x) for all x ∈ X, y * ∈ S, and note that T ≤ 1+4ǫ. Set
, which proves the assertion of the theorem.
For
The c 0 -problem
In this short section we consider the following intriguing question which, to our knowledge, has not been raised elsewhere.
Problem 17.
Is there a real number C such that every sequence equivalent to the unit vector basis of c 0 has an unconditional subsequence with constant C?
Let Y be the space c 0 or ℓ p for some p ∈ [1, ∞), and let (e i ) be the unit vector basis of Y . Let (x i ) be a sequence in a Banach space equivalent to (e i ). A well known result of James [15] says that if Y = c 0 or Y = ℓ 1 , then for any ǫ > 0 there is a block basis of (x i ) that is (1 + ǫ)-equivalent to (e i ), and so in particular there is a block basis of (x i ) that is unconditional with constant (1+ǫ). Both these conclusions fail spectacularly if Y = ℓ p for some p ∈ (1, ∞): for any constant C there is an equivalent norm on Y so that it contains no unconditional basic sequence with constant C. This follows from the solution of the distortion problem by Odell and Schlumprecht [22] . For c 0 and ℓ 1 one can go further and consider subsequences instead of block bases. However, if Y = c 0 , then for any C there are easy examples that show that (x i ) does not need to have a subsequence C-equivalent to (e i ). If Y = ℓ 1 , then for any constant C there are easy examples that show that (x i ) does not even need to have an unconditional subsequence with constant C. The only remaining question in this context is raised in Problem 17, which is still open. Example 32 in Section 8 will show (among other things) that Problem 17 cannot have a positive answer with C < 5/4. However, it is possible that a uniform constant C exists. Indeed, this happens if and only if sup δ>0 L ′ (δ) < ∞, where L ′ is the function given in Definition 14. Our aim in this section is to prove this equivalence.
For each δ ∈ (0, 1] let us define C(δ) to be the infimum of the set of real numbers C such that every normalized sequence 1/δ-equivalent to the unit vector basis of c 0 has an unconditional subsequence with constant C. So a positive answer to Problem 17 is equivalent to the statement that sup δ>0 C(δ) is finite.
Proof. To verify (i) fix ǫ ∈ (0, 1], and assume that (x i ) is a normalized sequence 1/δ-equivalent to the unit vector basis of c 0 . So for some constants A > 0 and B > 0 with B/A ≤ 1/δ we have
for all (a i ) ∈ c 00 . After passing to a subsequence, if necessary, we may assume that L((x i ), δ 1 ) ≤ L(δ 1 ) + ǫ. We claim that under these circumstances (x i ) is unconditional with constant C = L(δ 1 )+ǫ 1+ δ1 δ + δ1 δ , from which (i) follows. Given (a i ) ∈ c 00 and A ∈ N (<ω) , we need to show that i∈A a i x i ≤ C x , where x = i a i x i . We may clearly assume that sup i |a i | = 1. Then it follows from (28) that
and hence for every F ⊂ N we have
Then from (29) we get
Finally, by the triangle-inequality we obtain
as required. We now prove (ii). Fix ǫ > 0. By the definition of L ′ (δ) there is a normalized, weakly null sequence
there is a triple (a, E, x * ) that we shall call a witness for M , where
(31) |a i | ≥ δ for all i ∈ supp(a), and
Let Ω be the set of all witnesses of all infinite subsets of N, and for M ∈ N (ω) let Φ(M ) be the (nonempty) set of all witnesses for M . For r ∈ N let Ω r be the set of all triples (a, E, x * ) ∈ Ω such that max supp(a) ≤ r. By Lemma 10 there is a function φ : N (ω) → Ω such that φ(M ) is a witness for M for all M ∈ N (ω) , and φ is continuous when Ω is given the discrete topology. We let φ(M ) = (a M , E M , x * M ) and let
By the proof of Lemma 10 we can choose φ so that for all M ∈ N (ω) there exists r ∈ N such that Φ(M ) ∩ Ω s = ∅ whenever 1 ≤ s < r, and φ(M ) is the least element of Φ(M ) ∩ Ω r in some well-ordering of Ω fixed in advance. It is then easy to verify that for all
It follows from the continuity of φ that f is continuous with respect to the topology of pointwise convergence on c 0 and that its image has compact closure. Hence by Lemma 11 there exists N 1 ∈ N (ω) such that
, and applying (33) with P = L we obtain
In other words, relative to N 2 and up to a small error, we have supp(
By the definition of L ′ (δ) there exists
Finally, we apply Theorem 12 with n = 1 to obtain N 4 ∈ N 3 (ω) such that for all M ∈ N 4 (ω) we have |a M i | ≤ 1+ǫ for all i ∈ M . We now relabel so that we can take N 4 = N, and define a new norm on c 0 by setting
Let (y i ) be the unit vector basis of c 0 considered with its new norm. It follows from (34) and the choice of N 3 that
provided ǫ is sufficiently small. We claim that (y i ) has no unconditional subsequence with constant
and hence, by the choice of N 4 , we have |||a M ||| ≤ 1 + ǫ. On the other hand, property (32) of a witness applied to M gives
which shows the claim. Since ǫ was arbitrary,
That we have equality throughout follows from Proposition 15.
Convex-unconditionality and duality
The following notion of partial unconditionality was introduced by Argyros, Mercourakis, and Tsarpalias [5] . Given δ ∈ (0, 1], we say that a basic sequence (x i ) is δ-convex-unconditional with constant A if for all (a i ) ∈ c 00 and for all
The definition in [5] is actually slightly different, but it is equivalent to ours (they express unconditionality in terms of sign-changes rather than projections). Theorem 4 on ℓ 1 -projections follows immediately from the next result.
Theorem 19 (Argyros, Mercourakis, and Tsarpalias [5] ). Given δ ∈ (0, 1] there is a constant A such that every normalized weakly null sequence has a δ-convex-unconditional subsequence with constant A. Moreover, A ≤ 16 log 2 1/δ for δ < 1/4.
Proof. Given δ ∈ (0, 1], define l = log 2 1/δ +2 and fix A ∈ [1, ∞). Assume that (x i ) is a normalized, weakly null sequence, which has no δ-convex-unconditional subsequence with constant A. We will show that A ≤ 8l. Without loss of generality (x i ) is a basic sequence with constant 2, say. So for all (a i ) ∈ c 00 we have (35) sup
Let M ∈ N (ω) . Since (x i ) i∈M is not δ-convex-unconditional with constant A, there exist (a i ) ∈ c 00 and E ∈ M (<ω) such that
where x = i∈M a i x i . Rescaling, considering appropriate subsets of E, and replacing (a i ) by (−a i ) if necessary, we conclude that for every M ∈ N (ω) there exists a quadruple (a, F, x * , k), called a witness for M , with the following properties.
(36) a = (a i ) ∈ c 00 , F ∈ M (<ω) , x * ∈ B X * , k ∈ {1, . . . , l}, (37) a i > 0 and 2
We now use Lemma 10 in the usual way to select a witness (
(ω) in a continuous way, where the set of all witnesses is given the discrete topology. We write a M = (a M i ) and x M = i∈M a M i x i . We now carry out stabilizations. Fix ǫ > 0, and pass to an infnite subset N of N such that for all P ∈ N (ω) we have
and for all L, M ∈ N (ω) we have k L = k M . The first property is achieved by Lemma 11, whereas the second uses infinite Ramsey theory. Observe that for all L, M ∈ N (ω) we have
We finally apply Theorem 7 with n = 1 to find
We now estimate x * L (x M ). On the one hand, using (42) followed by (41), (35), and (40), we have
On the other hand, property (39) applied to the witness of M gives
The last two inequalities together with property (38) of the witness of M show that 1 2
Since ǫ was arbitrary, it follows that A ≤ 8l, as claimed.
Given a normalized, weakly null sequence (x i ) and δ ∈ (0, 1] let A((x i ), δ) be the least real number A such that (x i ) is δ-convex-unconditional with constant A. Then define
where the supremum is taken over all normalized, weakly null sequences (x i ) and the infimum over all subsequences (y i ) of (x i ). Theorem 19 yields an upper bound of order log 1/δ on A(δ). We are now going to prove that the question whether sup δ A(δ) < ∞ is equivalent to Problem 2 using the function K ′ defined on page 20. As the proof shows the two problems are in some sense dual to each other.
In particular sup δ>0 A(δ) = sup δ>0 K ′ (δ).
Proof. We begin by proving (i). Fix ǫ ∈ (0, 1]. There is a normalized, weakly null sequence (x i ) such that A((y i ), δ) > A(δ)−ǫ for every subsequence (y i ) of (x i ). On the other hand, after passing to a subsequence if necessary, we may assume that A((
there is a triple (a, x * , F ), called a witness for M , where
Indeed, since A((x i ) i∈M , δ) > A(δ)−ǫ, there exist a = (a i ) ∈ c 00 and E ∈ M (<ω) such that δ i∈E |a i | ≤ i∈E a i x i , and i∈E a i x i > (A(δ)−ǫ) x , where x = i∈M a i x i . By homogeneity, we may assume that i∈E |a i | = 1. Let x * ∈ B X * be a support functional for i∈E a i x i , and let F = {i ∈ E : |x * (x i )| ≥ δ 1 }. An easy computation now shows that (44) holds.
We now use Lemma 10 in the usual way to obtain a continuous selection
Next we find infinite subsets N 1 ⊃ N 2 ⊃ N 3 of N as follows. First, there exists N 1 ∈ N (ω) such that (x i ) i∈N1 is a basic sequence with constant 1+ǫ. Then we apply Theorem 12 with n = 1 to get
(ω) and for all i ∈ M . Finally, by Lemma 11 there exists
After relabelling we may assume that N 3 = N. Let (e i ) be the unit vector basis of c 00 , and for each M ∈ N (ω) set
which is an element of [−1, 1] N by the choice of N 2 . We endow [−1, 1] N with the product topology and let S be the closure of {t M : M ∈ N (ω) } ∪ {e i : i ∈ N}. Note that S is a compact metric space. For each i ∈ N let f i be the i th coordinate map. By the continuity of the choice of witnesses, S contains only sequences of finite support. Hence (f i ) is a normalized, weakly null sequence in C(S). We claim that
. Since ǫ was arbitrary, (i) follows from this claim.
Given M ∈ N (ω) , set n M = max F M , and let
For each L ∈ N (ω) we have
by the choices of N 1 , N 2 and N 3 . It follows that f M ≤ 1. On the other hand, we have
as claimed.
To show (ii) fix ǫ ∈ (0, 1] so that δ 1 (1+3ǫ) < δ, and let (x i ) be a normalized, weakly null sequence such that K ′ ((y i ), δ) > K ′ (δ)−ǫ for every subsequence (y i ) of (x i ). So for each M ∈ N (ω) there is a triple (a, E, x * ), called a witness for M , where
As usual, we then have a continuous choice M → (a M , E M , x * M ) of witnesses, and we let a M = (a
We now pass to infinite subsets
is a basic sequence with constant 1+ǫ. Then we apply Theorem 12 with n = 1 to find N 2 ∈ N 1 (ω) such that we have |a
(ω) and for all i ∈ M . Finally we use Lemma 11 in the usual way to obtain N 3 ∈ N 2 (ω) so that i∈N3\M |x *
We now relabel so that we can take N 3 = N. As before, we let (e i ) be the unit vector basis of c 00 . We define S to be the closure in [−1, 1] N of the set
As before, it is easy to verify that S is a compact metric space containing only sequences of finite support, and that the sequence (f i ) of co-ordinate maps is a normalized, weakly null sequence in C(S). We now show that
, set n M = max E M , and let
which proves the claim.
Unconditionality in C(S) spaces and duality
We now turn to questions on finding unconditional basic sequences in spaces of continuous functions on a compact, Hausdorff space. We will then relate these to problems considered so far. We start by stating a result of Rosenthal.
Theorem 21. For any compact, Hausdorff space S, every weakly null sequence of (non-zero) indicator functions in C(S) has an unconditional subsequence with constant 1.
In [4] this is presented as a consequence of a combinatorial lemma. Here we prove a more general version of that, and obtain a more general version of Theorem 21. Before stating it we need some notation. Let k ∈ N and M ∈ N (ω) . Given a = (a i ) i∈M and b = (b i ) i∈M in {0, 1, . . . , k} M , we write a ⊂ b if for all i ∈ M either a i = 0 or a i = b i . Given j ∈ {1, . . . , k}, we write a
M is hereditary if a ∈ F whenever b ∈ F and a ⊂ b, and is weakly hereditary if a ∈ F whenever b ∈ F and there exists j ∈ {1, . . . , k} such that
Lemma 22. Let k ∈ N and F ⊂ {0, 1, . . . , k} N be a compact family of sequences of finite support. Then there exists M ∈ N (ω) such that F M is weakly hereditary.
Proof. We argue by contradiction. Assuming that the statement is false, for each M ∈ N (ω) we can find a quadruple (a, b, j, K) that we shall call a witness for M , where
Indeed, the assumption that F M is not weakly hereditary implies the existence of a, b, j as in (48) such that supp(a) ⊂ M, a ⊂ j b and there is no c ∈ F such that the restrictions to M of a and c are identical. The existence of a suitable K now follows easily from the compactness of F .
Let Ω denote the set of all witnesses of all infinite subsets of N. For r ∈ N let Ω r be the set of elements (a, b, j, K) ∈ Ω for which K ≤ r. The conditions of Lemma 10 are now easily verified (which is why we needed to introduce the parameter K). So there is a continuous selection φ :
. The continuity of φ and the compactness of F imply that the function M → b M : N (ω) → c 0 is continuous and its image has compact closure (in the topology of pointwise convergence). So applying Lemma 11 with ǫ = 1/2, say, we find
An easy application of infinite Ramsey theory then gives j ∈ {1, . . . , k} and
. To conclude the proof we apply the Matching Lemma with n = 1 to the 
We have shown that the restrictions to M of a M and the element b L of F are identical which gives the required contradiction.
Theorem 23. For all δ ∈ (0, 1] there is a constant L * such that for any compact, Hausdorff space S, if (f i ) is a normalized, weakly null sequence in C(S) with |f i (t)| ∈ {0} ∪ [δ, 1] for all t ∈ S and i ∈ N, then (f i ) has an unconditional subsequence with constant L * . Moreover, L * ≤ 6 log 2 1/δ for δ < 1/4.
Proof. For δ ∈ (0, 1] let k = ⌊log 2 (1/δ)⌋+ 1. Let I 0 = {0} and let I 1 , . . . , I k be closed intervals covering [δ, 1] such that max I j ≤ 2 min I j for each j = 1, . . . , k. Furthermore, let I j+k =−I j for j = 1, . . . , k. Let S be a compact, Hausdorff space and (f i ) be a normalized, weakly null sequence in C(S) with |f i (t)| ∈ {0} ∪ [δ, 1] for all t ∈ S and i ∈ N. Let F be the collection of all c ∈ {0, 1, . . . , 2k} N for which there exists t ∈ S with f i (t) ∈ I ci for all i ∈ N. Note that F is a compact subset of {0, 1, . . . , 2k}
N consisting of sequences of finite support. By Lemma 22 there exists M ∈ N (ω) such that F M is weakly hereditary. We show that the sequence (f i ) i∈M is unconditional with constant L * = 4k. Fix a = (a i ) ∈ c 00 and E ∈ M (<ω) . Choose t ∈ S such that
Replacing a by −a if necessary, we may assume that
Note that c i = 0 for any i ∈ F , and so
for some j ∈ {1, . . . , 2k}, where F j = {i ∈ F : c i = j}. Finally, since F M is weakly hereditary, there exists c ′ ∈ F such that c ′ i = c i = j for all i ∈ F j , and c
This completes the proof of our claim.
Remarks. 1. If (f i ) is a weakly null sequence of (non-zero) indicator functions, then in the proof above we need only to work with two intervals I 0 = {0} and I 1 = {1}. This way we do not get the factor of 2 at either of the two places where it occurs above, and so we obtain a proof of Theorem 21. We also mention here a quantitative version of Rosenthal's result due to Gasparis, Odell and Wahl [12] : if (f i ) is a weakly null sequence of (non-zero) indicator functions, then there exists a countable ordinal α and a subsequence (g i ) of (f i ) which is equivalent to a subsequence of the unit vector basis of the generalized Schreier space X α . 2. Lemma 22 and Theorem 23 were also proved by Arvanitakis (he uses slightly different language and method). In [6, Remark 2.1] he effectively asks if weakly hereditary can be replaced by hereditary in Lemma 22. It is not hard to see that if that was possible, then the proof of Theorem 23 would give a constant L * independent of δ. In turn, by Theorem 25 below, this would yield a positive solution to the c 0 -problem. The following simple example shows that Lemma 22 cannot be strengthened in this way even for k = 2. For each
and c M is zero elsewhere. Now let F be the set of all c ∈ {0, 1, 2} N such that there exist M ∈ N (ω) and n ∈ N such that c(i) = c M (i) for i = 1, . . . , n and c(i) = 0 for all i > n -we denote this c by c M,n . Then F is a compact family of sequences of finite support. To see that F L is not hereditary for
, there is no n ∈ N such that c ′ is the restriction to L of c M,n (consider the cases m 2 < l 2 , m 2 = l 2 and m 2 > l 2 ).
We now prove a more general result of which Theorem 23 is an immediate consequence.
Theorem 24. For all δ ∈ (0, 1] there is a constant K * such that for any compact, Hausdorff space S, every normalized, weakly null sequence (f i ) in C(S) has a subsequence (g i ) such that for all t ∈ S and E ⊂ {i ∈ N : |g i (t)| ≥ δ} we have
Moreover, K * ≤ 6 log 2 1/δ for δ < 1/4.
Proof. Fix δ ∈ (0, 1] and K * ∈ [1, ∞). Assume that S is a compact, Hausdorff space, and (f i ) is a normalized, weakly null sequence in C(S) that has no subsequence satisfying the statement of the theorem. We will show that K * ≤ 4k, where k = ⌊log 2 (1/δ)⌋+1.
Let I 1 , . . . , I k be closed intervals covering [δ, 1] such that max I j ≤ 2 min I j for each j = 1, . . . , k. Furthermore, let I j+k = −I j for j = 1, . . . , k. For every M ∈ N (ω) there is a witness (t, a, j, F ) to the failure of the subsequence (f i ) i∈M , where (52) t ∈ S, a = (a i ) ∈ c 00 , j ∈ {1, . . . , 2k},
We now use Lemma 10 to get a continuous selection
As usual, the next phase of the proof is stabilization. Find N 1 ∈ N (ω) such that (f i ) i∈N1 is a basic sequence with constant 2, and so |a
(ω) , which in particular implies that f i (t M ) and f i (t L ) have the same sign, and differ by a factor of at most 2 for all i ∈ F L ∩ F M . Finally, we fix ǫ > 0 and use Lemma 11 to obtain N 3 ∈ N 2 (ω) such that i∈N3\P |f i (t P )| < ǫ for all
On the other hand, |f M (t L )| ≤ f M = 1, and hence K ≤ 4k(1 + 4ǫ).
We will now establish a relationship between Theorem 23, which is a result about finding unconditional subsequences, and the constant L ′ (defined on page 20), which comes from a certain form of partial unconditionality. We will also show the close connection between Theorem 24 and Problem 2. First we need to introduce some appropriate constants, and then we will express these relationships in Theorem 25 below.
For a basic sequence (x i ) in a Banach space let C(x i ) be the least real number C such that (x i ) is unconditional with constant C. Then for each δ
where the supremum is taken over all compact, Hausdorff spaces S and over all normalized, weakly null sequences (f i ) in C(S) with |f i (t)| ∈ {0} ∪ [δ, 1] for all t ∈ S and i ∈ N, and the infimum is taken over subsequences (g i ) of (f i ). Theorem 23 above claims that L * (δ) is finite and of order log 1/δ . Given δ ∈ (0, 1], and a normalized, weakly null sequence (f i ) in C(S) with S a compact, Hausdorff space, we define K * ((f i ), δ) to be the least real number K * such that whenever t ∈ S and E ⊂ {i ∈ N : |f i (t)| ≥ δ}, we have
We then set
where the supremum is over all compact, Hausdorff spaces S and all normalized, weakly null sequences (f i ) in C(S), and the infimum is over all subsequences (g i ) of (f i ). Note that by Theorem 24 above K * (δ) is finite and of order log 1/δ .
Proof. We first show that
There is a compact Hausdorff space S and a normalized, weakly null sequence
there is a witness (t, E, a) for M , where
We now proceed as usual. We make a continuous choice M → (t M , E M , a M ) of witnesses, and let a M = (a
such that (f i ) i∈N1 is a basic sequence with constant 1+ǫ. By Theorem 12 there exists N 2 ∈ N 1 (ω) such that |a M i | ≤ 1+ǫ for all i ∈ M and for all M ∈ N 2 (ω) . Finally, we pass to a further infinite subset N 3 of N 2 such that i∈N3\P |f i (t P )| < ǫ for all P ∈ N 3 (ω) . After relabelling, if necessary, we may assume that N 3 = N. We define a norm on c 00 by letting
for each (b i ) ∈ c 00 . Let X be the completion of the resulting normed space. It is easy to check that the unit vector basis (e i ) of c 00 is a normalized, weakly null sequence in X. Indeed, the continuity of the selection of witnesses implies that the closure of i∈M a M i e i : M ∈ N (ω) ∪ {e i : i ∈ N} in the topology of pointwise convergence contains only finitely supported sequences. We will now show that K ′ ((y i ), δ) > K * (δ) − ǫ for any subsequence (y i ) of (e i ). This then proves the inequality
, and set n M = max E M and
It follows that x M ≤ 1. On the other hand, on E M the coefficients of x M are at least δ and
We now show that
Let (x i ) be a normalized, weakly null sequence with
there is a witness (a, E, x * ) of M , where
be a continuous selection of witnesses, and let
is a basic sequence with constant 1 + ǫ. Use Theorem 12 to find N 2 ∈ N 1 (ω) so that |a
(ω) . Finally, by Lemma 11 there exists
Relabel so that we can take N 3 = N, and set
, where (e i ) is the unit vector basis of c 00 . Let S be the closure of the set {t M : M ∈ N (ω) } ∪ {e i : i ∈ N} in the product space [−1, 1] N . As before, it is easy to verify that S consists only of finitely supported sequences, and hence the sequence (f i ) of co-ordinate maps is a normalized, weakly null sequence in C(S). We will show that
for every subsequence (g i ) of (f i ), which then implies that
(ω) and let n M = max supp(a M ) and
It follows that f M ≤ 1+ǫ. On the other hand, we have
and moreover i∈EM i≤nM
This completes the proof of the inequalities involving K ′ and K * . The argument for the functions L ′ and L * is similar and is omitted.
Recall that if (x i ) is a normalized, weakly null sequence with spreading model not equivalent to the unit vector basis of c 0 , then for any ǫ > 0 and for any δ ∈ (0, 1] there is a δ-near-unconditional subsequence of (x i ) with constant 1+ǫ. There are dual versions of this corresponding to Theorems 23 and 24 above. For example, for any compact, Hausdorff space S and for any δ ∈ (0, 1], if (f i ) is a normalized, weakly null sequence in C(S) with |f i (t)| ∈ {0} ∪ [δ, 1] for all t ∈ S and i ∈ N, and (f i ) has spreading model not equivalent to the unit vector basis of ℓ 1 , then for any ǫ > 0 there is a subsequence of (f i ) that is unconditional with constant 1+ǫ. The proof (which we omit here) uses a similar argument to that of [10, Theorem 5.4 ].
The combinatorics of patterns and resolutions
In this section we consider combinatorial structures that arise in our approach to Problem 2. We begin by setting up witnesses for the constant K ′ (δ) (c.f. Definition 14) . The notation will be used throughout this section. We fix δ ∈ (0, 1], set k = ⌊log 2 (1/δ)⌋+ 1, and choose ǫ ∈ (0, 1) so that 2 k δ > 1 + ǫ. We then select closed intervals I 1 , . . . , I k covering [δ, 1+ǫ] so that max I j ≤ 2 min I j for each j = 1, . . . , k. By the definition of K ′ (δ) there is a normalized, weakly null sequence (x i ) in some Banach space X such that K ′ ((y i ), δ) > 1 2 K ′ (δ) for every subsequence (y i ) of (x i ). After passing to a subsequence if necessary we can assume, as usual, that (61) (x i ) is a basic sequence with constant 1+ǫ,
Recall that the latter property is achieved using Theorem 12. We now make a continuous selection M → (a M , x * M , F M ) of witnesses in the usual manner using Lemma 10, where
Note that |a 
Using the usual Ramsey type arguments (Lemma 11 and the infinite Ramsey theorem) and relabeling, if necessary, we may assume the following stabilizations.
(69)
(70) for each j = 1, . . . , k there exists w j such that for all M ∈ N (ω) we have
Observe that (65) and (70) give
We now give a simple necessary and sufficient condition for a positive answer to Problem 2.
Proposition 26. We have sup δ>0 K ′ (δ) < ∞ if and only if there is a constant c such that for all δ ∈ (0, 1] whenever (x i ) is a normalized, weakly null sequence in a Banach space and M → (a M , x * M , F M ) is a continuous selection of witnesses so that (61)-(65) and (69) hold, then there exist infinite subsets
Proof. Sufficiency is clear: for any δ ∈ (0, 1] there is a normalized, weakly null sequence (x i ) and a continuous selection M → (a M , x * M , F M ) of witnesses so that (61)- (65) and (69) hold. The assumption then gives
is finite. We show that the condition is necessary with c = 1 16K ′ . Let δ ∈ (0, 1] and assume that we are given a normalized, weakly null sequence (x i ) and a continuous selection M → (a M , x * M , F M ) of witnesses so that (61)- (65) and (69) 
Let Z be the completion of c 00 in the norm |||·|||. The unit vector basis (e i ) of c 00 is a semi-normalized, weakly null sequence of Z. So by the definition of
By (62) we have b M ℓ∞ ≤ 1 + ǫ, which in turn gives |||b M ||| ≤ 1 since x * L has norm at most one for all L ∈ N (ω) . Now since a
We can now conclude that
Hence there exists
A selection of witnesses as defined in (63) Proposition 27. The following is a sufficient condition for sup δ>0 K ′ (δ) < ∞. There exists a constant c such that for all k ∈ N and for all positive real numbers p 1 , . . . , p k with
we are given finite subsets
Remark . The Matching Lemma implies that the above sufficient condition is satisfied with c = 1 2 provided that we also require
Proof. We will verify that the stated condition implies the sufficient and necessary condition of Proposition 26. Given δ ∈ (0, 1], assume that we are given a normalized, weakly null sequence (
of witnesses so that (61)-(65) and (69) hold. After passing to a subsequence, if necessary, we may assume that ǫ < c/48 and all of the conditions (61)-(70) hold. Let w = k j=1 w j , and set p j = w j /w for each j = 1, . . . , k. By our assumption we can find L, M ∈ N (ω) and J ⊂ {1, . . . , k} such that j∈J p j ≥ c, F
We now obtain a sequence of inequalities in a way very similar to that at the end of the proof of Theorem 6.
The discrete nature of the sufficient condition of Proposition 27 makes it very attractive: it reduces Problem 2 to a combinatorial, Ramsey type problem. The conclusion in this condition is about "matching" the part of the combinatorial data of L and M that comes from the discretization of the coefficients of x L and x M , and it "ignores" the dual coefficients. We will now study the entire combinatorial data as an abstract object (i.e. we forget about the underlying Banach space). This leads to the introduction of resolutions. We will use them to discuss the possibility of a negative answer to Problem 2. To conclude this section we shall produce an example to show that sup δ>0 K ′ (δ) is strictly greater than 1 (recall that if (x i ) is a normalized, weakly null sequence with spreading model not equivalent to the unit vector basis of c 0 , then for any ǫ > 0 there is a subsequence (y i ) of (x i ) such that K ′ ((y i ), δ) < 1+ǫ). Let k ∈ N. A k-pattern is a finite sequence in the set {1, . . . , k} (the numbers 1, . . . , k will be called colours). A k-resolution is a pair r = ((c i )
is a k-pattern, and (α i ) n i=1 are positive, real numbers. When we work with a fixed k we shall simply say pattern and resolution, respectively.
Let r be a k-resolution. The weight of colour j in r is w j (r) = i: ci=j
and the weight of r is w(r) = k j=1 w j (r). A pair (x, x * ) of elements of c 00 has resolution r (or (x, x * ) is a representation of r) if the non-zero co-ordinates of x are (2 −ci ) n i=1 in this order, and the non-zero co-ordinates of x * are (2
in this order, and moreover x and x * have the same support. In other words, we have x = n i=1 2
−ci e li and x * = n i=1 2 ci α i e li for some 1 ≤ l 1 < . . . < l n . Note that x * (x) = n i=1 α i = w(r). Given k ∈ N and non-negative, real numbers w 1 , . . . , w k (called weights) with * ) and (y, y * ) of r and s, respectively, and a set J ⊂ {1, . . . , k} so that {i ∈ N : x i = 2 −j } ⊂ {i ∈ N : y i = 2 −j } for each j ∈ J, then we have [r, s] ≥ x * (y) ≥ j∈J w j (this observation is motivated by Proposition 27). Since for any j ∈ {1, . . . , k} we can find representations (x, x * ) and (y, y * ) such that the sets {i ∈ N : x i = 2 −j } and {i ∈ N : y i = 2 −j } are comparable, we have r, s ≥ max w j ≥ 1/k for all r, s ∈ R.
Given r, s ∈ R and η ∈ (0, 1), we say that r and s are η-orthogonal, in symbols r ⊥ η s, if r, s < η. Note that this can only happen for η > 1/k. Roughly speaking, if one could find for each k ∈ N an infinite set of pairwise η(k)-orthogonal resolutions with η(k) → 0 as k → ∞, then one could 'code' an example in a way reminiscent of the Maurey-Rosenthal construction [18] to show that sup δ>0 L(δ) = ∞, where L is the function given in Definition 14. We sketch this next.
Example 28. Let k ∈ N, η = η(k) ∈ (0, 1) and C = C(k) ≥ 1. Assume that we can find weights w 1 , . . . , w k and a sequence (r i ) in R = R(w 1 , . . . , w k ) so that r i , r j < η whenever i = j, and r i , r i ≤ C for all i ∈ N. Assume also that if Let Q be the set of all representations of the resolutions r i , i ∈ N. Let us fix an injective function φ (the coding function) that maps finite sequences of elements of Q to positive integers. A sequence (x j , x * j ) k j=1 of pairs of elements of c 00 is called a special sequence if there exist positive integers l j for j = 1, . . . , k such that the following hold.
We then call the sum k j=1 x * j a special functional. Let F be the set of all special functionals, and let us define a norm on c 00 by letting
Here I denotes the set of intervals of positive integers, and Ex is the projection of x onto E. Let X be the completion of c 00 in this norm. Then (e i ) is a normalized, bimonotone, weakly null basis of X. Let M ∈ N (ω) . One can clearly choose a special sequence (x j , x * j ) k j=1 such that supp(x j ) ⊂ M for each j = 1, . . . , k. Using the injectivity of φ and the orthogonality of the resolutions r i , it is not difficult to show that
This shows that L((e i ) i∈M , 2 −k ) ≥ 1/(2C +6)η.
Our next result together with an earlier observation shows that a MaureyRosenthal-type example as described above is far from possible. Indeed, it shows that for all k ∈ N and for all weights w 1 , . . . , w k , any infinite subset S of R(w 1 , . . . , w k ) contains a further infinite subset S ′ such that r, s ≥ 1 for all r, s ∈ S ′ .
Proposition 29. Let k ∈ N. Given k-patterns c (i) , i ∈ N, there exist 1 ≤ l 1 < l 2 < . . . such that c (li) ⊂ c (li+1) for all i ∈ N.
For n ∈ N we denote by R n the resolution (c, α), where c = (k 0 , . . . , k 0 , 2k 0 , . . . , 2k 0 , . . . , k 2 0 , . . . , k 2 0 ), where colour jk 0 appears nn j times, and α i = 1/nn j k 0 whenever c i = jk 0 (i.e. we distribute each weight uniformly over the corresponding colour). We will use the following notation: given m ∈ N and a resolution r = (c, α) we write (r, . . . , r) m for the resolution s = (d, β), where d = (c, . . . , c) with c repeated m times, and β = (α/m, . . . , α/m) with α/m also repeated m times. Note that if r belongs to R, then so does (r, . . . , r) m (indeed, this is true for any choice of weights w 1 , . . . , w k ). Now given l, n ∈ N, we define the Rademacher R n,l to be the resolution (R n , . . . , R n ) k l−1 0
. Note that R n,l ∈ R for all l, n ∈ N.
Proposition 30. For all m, n ∈ N, the Rademachers R nk In particular, when l = l ′ this gives r, s ≤ 1 + 2 k0 , as required. Note that for i ∈ S 3 we have x i = y i = 2 −jk0 and x * i = y * i = 2 jk0 /nn j k m 0 for some j ∈ {1, . . . , k 0 }. In particular x * i y i = y * i x i , so when l = l ′ we may without loss of generality assume that l < l ′ . Recall that for each j ∈ {1, . . . , k 0 } colour jk 0 in r comes in k and each copy is counted at most twice. Hence from (77) we obtain the estimate i∈S3 x * i y i ≤ ∆k
This finally shows that [r, s] ≤ 5/k 0 , as required.
Remarks. 1. We observed earlier that for any r, s ∈ R we have [r, s] ≥ max w j , which in the above situation is 1/k 0 . Moreover, we always have r, r ≥ 1 for all r ∈ R. So the measure of orthogonality we achieve is essentially best possible. 2. In Example 28 we required the resolutions in the pairwise orthogonal family to be 'flat'. Note that this holds for the Rademachers. Given m, n ∈ N and l ∈ {1, . . . , m}, if R nk It is possible to measure, for each η ∈ (0, 1), the complexity of the family of finite sets of pairwise η-orthogonal resolutions by introducing a suitable ordinal index. We shall not do that, but simply comment that the above result would then say that for η > 5/ √ k and under the assumption that we only use colours that are multiples of √ k and carry equal weights, this complexity is at least ω. Whereas our next result shows that the complexity never exceeds ω (and this holds for general weights). So in some sense the set of resolutions has just enough complexity to allow the possibility of a negative asnwer to Problem 2.
Proposition 31. Assume that k ∈ N and w 1 , . . . , w k are arbitrary weights. Let R = R(w 1 , . . . , w k ) and η ∈ (0, 1/4). For all r ∈ R there exists n ∈ N so that whenever s 1 , . . . , s n ∈ R are pairwise η-orthogonal, we have [r, s i ] ≥ 1/2 for each i = 1, . . . , n.
Proof. Choose j 0 and j 1 minimal so that Now assume the result is false. Then there exists r ∈ R such that for all n ∈ N we have R n ⊂ R and t n ∈ R n such that R n ≥ n, t, t ′ < η for all t, t ′ ∈ R n with t = t ′ and [r, t n ] < 1/2. We now verify two claims. First observe that for each n ∈ N the number of co-ordinates of t n of colours 1, . . . , j 1 is at most the length of r. Indeed, otherwise we can choose representatives (x, x * ) of r and (y, y * ) of t n so that whenever x i = 2 −j for some j ≥ j 1 , then y i = 2 −j ′ for some j ′ ≤ j 1 , and this would give [r, t n ] ≥ w j1 +. . .+w k ≥ 1/2. Secondly, we claim that for all n ∈ N and for all t ∈ R n the number of co-ordinates of t of colours 1, . . . , j 0 is at most the length of r. Otherwise by the first claim we can find representatives (x, x * ) of t n and (y, y * ) of t so that whenever x i = 2 −j for some j 0 ≤ j ≤ j 1 , then y i = 2 −j ′ for some j ′ ≤ j 0 , and this would give [t n , t] ≥ w j0 +. . .+w j1 ≥ 1/4. Now by simple pigeonhole principle, if n is greater than the number of patterns of length at most the length of r in colours 1, . . . , j 0 , then there exist distinct t, t ′ ∈ R n so that the patterns in t and t ′ formed by the colours 1, . . . , j 0 are identical. It follows that there exist representatives (x, x * ) of t and (y, y * ) of t ′ so that {i ∈ N : x i = 2 −j } = {i ∈ N : y i = 2 −j } for each j = 1, . . . , j 0 , and hence we obtain the contradiction t, t ′ ≥ w 1 +. . .+w j0 ≥ 1/4.
We conclude by constructing a relatively simple example using Rademachers to show that sup δ>0 K ′ (δ) ≥ 5/4.
Example 32. Let ǫ ∈ (0, 1). Fix positive integers n 1 < n 2 and K such that n 1 2n 2 + 2 −K < ǫ and 2n 1 + n 2 n 1 2 K < 1.
Define a norm on c 00 by setting
for each x ∈ c 00 . Here I denotes the set of initial segments of N. Let X be the completion of (c 00 , · ). It is easy to verify that (e i ) is a normalized, weakly null, monotone basis of X. We are going to show that for any subsequence (f i ) of (e i ) we have K((f i ), 1/4) ≥ 5/4(1+ǫ). Since ǫ was arbitrary, this shows that K(1/4) ≥ 5/4. Fix M = {m 1 < m 2 < . . .} ∈ N (ω) . On the one hand we have
On the other hand, we are going to show that x M ≤ 1 + ǫ. So let us fix L = {l 1 < l 2 < . . .} ∈ N (ω) . We need to estimate x * L (Ex M ) for any E ∈ I. This is always at least − for any x * , y ∈ c 00 . Case 1. If l 1 = m 1 and l 2 = m 2 , then we have
Let us now assume that l 1 < m 1 . For each j = 1, . . . , 2 Kl1−1 set
We now have
Hence from (80) we obtain
Since E L 2 ∩ J M i = ∅ whenever min A j ≤ i < max A j for some j ∈ {1, . . . , 2 Kl1−1 }, we have
(|A j | − 1) n 2 2 Km2−Km1 .
