The aim of this work is to investigate the optimal production and inventory paths of HMMS type models (proposed by Holt, Modigliani, Muth and Simon) on complex time domains. Time scale calculus which is a rapidly growing theory is a main tool for solving and for analyzing the model. This work will enrich management and economics by providing a flexible and capable modelling technique.
Introduction
Time scale calculus is a new and exciting mathematical theory, first introduced by Stefan Hilger in his Ph.D. thesis [8] , that unites two existing approaches to dynamic modelling -difference and differential equations -into a general framework called dynamic models on time scales. Since time scale calculus can be used to model dynamic processes whose time domains are more complex than the set of integers or real numbers, dynamic modelling in economy will provide a flexible and capable modelling technique for economists. Time scale calculus is very much a work in progress. For example, Atici, Biles and Lebedinsky [1] recently developed the calculus of variation theory that they used to analyze a simple economic model. This theory also has been developed for ∆-derivatives by Bohner [5] and by Hilscher and Zeidan [9] .
In this work, we will use the calculus of variation theory as a tool for studying the HMMS model on time scales. This model first appeared in the book by Holt, Modigliani, Muth and Simon [10] in the discrete version. They considered the problem of minimizing a cost function with constant unit costs of production and storage:
where C P is the regular time cost per unit and C I is the cost of holding a unit for one period of time. Production and finished-goods inventory must satisfy the inventory balance conditions:
where t = 1, 2, . . . , T and P t , S t and I t are production rate, demand rate and inventory rate at time t, respectively. In 1998, Dobos studied the continuous version of the HMMS model by taking nonnegative discount rate (α) into account [6] :
subject to
where the quantities are defined as I (t) inventory level at time t (control variable); P(t) production rate at time t (state variable); S(t) demand rate at time t; positive and continuously ∇-differentiable; I (t) inventory size goal level at time t; P(t) production rate goal level at time t; α constant, nonnegative discount rate; a constant positive, inventory holding costs coefficient; b constant positive, production costs coefficient; T length of planning horizon.
In [6] , the continuous model was also studied under environmental constraints by Dobos. Later the same author investigated the optimal control problem with two state variables, inventory and store, with three control variables, rate of manufacturing, remanufacturing and disposal in [7] . [11] [12] [13] [14] are good references for further reading about the importance of the use of the HMMS models in economy.
The work is organized as follows. In Section 2, we present some basic definitions and state some important theorems of time scale calculus to make the article self-contained. In Section 3, we introduce the HMMS model on time scales. This section provides a good application of solving a system of dynamic equations on time scales. In Section 4, we give some examples to represent the optimal path depending on the demand rate. Graphs of optimal production and inventory for various time scales follow.
Basic definitions on time scales
Let T be a time scale (a nonempty closed subset of R), [a, b] be the closed and bounded interval in T, i.e., [a, b] := {t ∈ T : a ≤ t ≤ b} and a, b ∈ T. For the readers' convenience, we state a few basic definitions on a time scale T.
Obviously a time scale T may or may not be connected. Therefore we have the concept of forward and backward jump operators as follows: Define σ, ρ : T → T by σ (t) = inf{s ∈ T : s > t} and ρ(t) = sup{s ∈ T : s < t}.
If σ (t) = t, σ (t) > t, ρ(t) = t, ρ(t) < t, then t ∈ T is called right-dense, right-scattered, left-dense, leftscattered, respectively. The set T κ which is derived from T is as follows: If T has a right-scattered minimum t 1 , then T κ = T − {t 1 }; otherwise T κ = T. We also define the backwards graininess function ν :
The following two definitions and related theorems can be found in the paper by Atici and Guseinov [2] .
Definition 2.1. If f : T → R is a function and t ∈ T κ , then we define the nabla derivative of f at a point t to be the number f ∇ (t) (provided it exists) with the property that for each ε > 0 there is a neighborhood of U of t such that
Note that in the case T = R, then f ∇ (t) = f (t), and if
Note that in the case T = R we have
and in the case T = hZ, where h > 0, we have
where a, b ∈ T with a < b.
Definition 2.3. A function f : T −→ R is left-dense continuous or ld-continuous provided it is continuous at leftdense points in T and its right-sided limits exist at right-dense points of T.
Definition 2.4. We say that a function p :
Define the ν-regressive class of functions on T κ to be R ν = { p : T −→ R : p is ld-continuous and ν-regressive}.
Definition 2.5. If p ∈ R ν , then the nabla exponential function is defined bŷ
where the ν-cylinder transformationξ ν is as in [4] [page 49].
Note that in the case T = R, thenê α (t, s) = e α(t−s) , and if T = Z, thenê α (t, s) = ( Definition 2.6. An n ×n matrix-valued function B on a time scale T is called ν-regressive (with respect to T) provided I − ν(t)B(t) is invertible for all t ∈ T κ , and the class of all such ν-regressive and ld-continuous matrix functions is denoted by
Definition 2.7 (Nabla Matrix Exponential Function). Let t 0 ∈ T and assume that B ∈ R ν is an n × n matrix-valued function. The unique matrix-valued solution of IVP
where I denotes as usual an n × n identity matrix is called the nabla matrix exponential function (at t 0 ) and it is denoted byê B (·, t 0 ).
Note that in the case where the matrix B is a constant and regressive, one can use the Putzer Algorithm to findê B (t, t 0 ). In [3] , the Putzer Algorithm has been given by solving dynamic equations with the delta derivative. Here the model has the nabla derivative, so one can easily follow the proof given in the same reference for the nabla derivative and we obtain the following version of the Putzer Algorithm for the 2 × 2 matrix.
Theorem 2.8. Let B ∈ R ν be a constant 2 × 2 matrix. Suppose that t 0 ∈ T. If λ 1 , λ 2 are the eigenvalues of B, then
where s(t) := (s 1 (t), s 2 (t)) T is the solution of the initial value problem (IVP)
The following theorem and its proof can be found in [4] .
Theorem 2.9. Let B ∈ R ν be an n × n matrix-valued function on T and suppose that f : T → R n is ld-continuous. Let t 0 ∈ T and y 0 ∈ R n . Then the initial value problem
has a unique solution y : T → R n . Moreover the solution is given by
To minimize the model in the next section, we will use the maximum principle of Pontryagin on time scales [1] together with the following theorem.
Assume that L(t, u 1 ,
Theorem 2.10 ([1]).
A necessary condition for the curve y i = y i (t) for i = 1, 2, to be extremal for the functional
where y i ∈ C 2 [ρ 2 (a), ρ(b)] and y i (ρ 2 (a)) = A, y i (ρ(b)) = B is that the functions y i (t) satisfy the Euler-Lagrange equations
Time scales model
We minimize
2 ∇s subject to I ∇ (t) = P(t) − S(t) with I (0) = I 0 and P(0) = P 0 . Note that this model includes the discrete model (1.1) as a special case, namely T = Z when α = 0, and the continuous model (1.2) as a special case, namely T = R.
Here the Hamiltonian is
and µ(ρ(t)) is nabla differentiable on T κ . Without loss of generality, we replace ρ(s) by t, so we have
By use of Theorem 2.10, the Euler-Lagrange equations produce the following dynamic equations:
e −α (t, 0)b(P −P) + µ(t) = 0, a.e. in t ( 3.2) where we consider the ∇-measure [4] on T when we say "a.e.". In (3.2) we solve for µ(t) and substitute in (3.1); we have
Using a property of the nabla exponential function (see [4, Theorem 3.15 (ii)]) and the product rule for nabla derivative, we have
This implies that
So this leads us to consider the following linear first-order dynamic equation:
Taking the constraint into account, we have the following first-order dynamic system:
together with the initial condition [
] is a constant matrix if ν(t) is constant or α = 0. Otherwise A is a nonconstant matrix function.
For the rest of this section we will solve the system of dynamic equations (3.3) using the calculus on time scales. For the system (3.3), we have the following statement:
Letê A (t, t 0 ) be the unique solution of
Hence the unique solution of (3.3) is
Analyzing the HMMS model on time scales
In this section, we will analyze the solution of the HMMS model with graphs and give numerical examples for various time scales. For time scales with nonconstant ν(t) and nonzero α, as we pointed out above, A is a nonconstant matrix function, so it is not easy to calculate the matrix exponential functionê A (t, t 0 ). In this case, one can use the results of the qualitative analysis in time scales, whose development is in progress.
Let us first consider the periodic time domain as a time scale, namely, T := hZ with h = b a . Hence the eigenvalues of the matrix A are
Solving the IVP in the Putzer Algorithm (Theorem 2.8), we have
and the nabla exponential matrix function becomeŝ
Since we want to compare our results and graphs with the existence results for the time scale R, in our model we will consider the same quantities as have been taken by Dobos [6] :
If T = hZ with h = 1 5 , then the dynamic system (3.4) takes the form
In Figs. 1 and 2 , the optimal production and inventory are given for hZ with h = .001, h = .1, h = .3. The figures show that the initial production rate gets bigger when the frequency of the data is less. Further we calculate the cost C h for each h and obtain C .001 = 1.2641, C .1 = 1.41111, C .3 = 2.19402. So these calculations indicate that "less frequently order will cost more". And this conclusion is what we face in reality. t < 1 (1 + .05(t − 1))(1 + .2 sin(2π(t − 1))), 1 ≤ t ≤ 3 .5 + .2t, 3 < t ≤ 5.
Since we want P(5) = 1.25, the production level drops after t = 3 as we see in Fig. 3 . One can take the cost coefficients a and b as small as possible to avoid the jump after the time period t = 3. Fig. 1 . The graph of production P(t).
Fig. 2. The graph of inventory I (t).
Fig . 3 . The graph of production P(t).
