Abstract. Our main results are: (1) Let f 2 C 0; 1] change its sign a nite number of times, then the degree of copositive approximation of f by splines with n equally spaced knots is bounded by C! 3 (f;1=n) for n large enough. This rate is the best in the sense that ! 3 can not be replaced by ! 4 ; (2) an algorithm is developed based on the proof; (3) the rst result above holds for copositive polynomial approximation of f; (4) if f 2 C 1 0; 1], then the degree of approximation by copositive splines of order r is bounded by Cn ?1 ! r?1 (f 0 ; 1=n).
Introduction and Main Results
Let C r 0; 1] be the space of r times continuously di erentiable functions on 0; 1], and let C 0; 1] be the space of continuous functions. Let f 2 C 0; 1], then we denote by k k the uniform norm taken over 0; 1] and by ! r (f; t) the usual rth modulus of smoothness of f, with ! 0 (f; t) understood as kfk. We say that f(x) changes sign at y 2 (0; 1) if: (1) f(y) = 0; (2) there exists an " 1 > 0 such that f(x) 0 for any x 2 y ? " 1 ; y], where = 1; (3) there exists an " 2 > 0 such that f(x) 0, for any x 2 y; y + " 2 ]; (4) the inequalities hold strictly at least at one x in (therefore on a portion of) each of the neighborhoods above, that is, f has a true sign change at y. Such a y is called a point of sign change of f. We assume f only has k < 1 sign changes at 0 < y 1 < y 2 < < y k < 1, and denote y 0 := 0 and y k+1 := 1. A function g is said to be copositive with f if it has the same sign with f on each interval y i ; y i+1 ] and changes its sign exactly at each y i . Since all the knots are simple, s 2 W r?1 1 , here and throughout W k
The purpose of this paper is to investigate the degree of approximation of functions f 2 C 0; 1] by splines and polynomials that are copositive with f. Although the degree of nonnegative approximation to a nonnegative function is of the same order as the best unconstrained approximation, it is not so for copositive approximation. For example, S. P. Zhou 10] proves that it is impossible to approximate a general function f 2 C 0; 1] by copositive polynomials at a rate of ! 4 even if this f has a continuous derivative and changes its sign only once in 0; 1]:
Theorem A. There is a function f 2 C In fact, this type of constrained approximation is impossible even for a much larger class of approximating functions 5, Theorem 4]. On the positive side, they prove in the same paper that, under conditions very similar to those in our main results, the degree of copositive approximation by either polynomials or splines with equally spaced knots is no worse than ! 2 . Their approach is to construct the desired spline rst, and then apply the theorem below to the spline to get the polynomial approximant. We will use the same approach to prove one of our theorems (Theorem 2). Theorem C. Let f 2 C 1 0; 1] change its sign k 1 times at 0 < y 1 < y 2 < < y k < 1 and let := min 0 j k (y j+1 ? y j ), where y 0 := 0 and y k+1 := 1. Then for any m 1, there are positive constants C 1 = C 1 (k; m) and C 2 = C 2 (k; m; ), such that for each n > C 1 ?1 , there exists a polynomial p n of degree n which is copositive with f and satis es (1.4) kf ? p n k C 2 n ?1 ! m (f 0 ; 1=n):
The results in 5] and 10] leave an obvious gap of ! 3 . The reason Hu, Leviatan and Yu can not get order ! 3 is that the construction of the spline in 5] depends on the Schoenberg{Bernstein variation diminishing operator, which preserves many geometric properties of f but only has a degree of approximation ! 2 . Theorem D and Corollary E below, which are very recent results of ours 6], enable us to start the construction with a best quadratic spline approximation of f, which yields degree ! 3 .
Theorem D. Let 1 r < n and 0 m r, and let s be as in ( kf ? s n k C! 3 (f; 1=n);
where C is an absolute constant. Based on the proof of Theorem 1, we develop an algorithm which actually computes (the coe cients of) the spline in the theorem. It will be described in x3.
With Theorem 1, we can easily prove a similar result on polynomials in the same way as that of 5], and this lls the gap for polynomials. Theorem 2. Let f 2 C 0; 1] change its sign k 1 times at 0 < y 1 < y 2 < < y k < 1. Let := min 0 j k (y j+1 ? y j ), where y 0 := 0 and y k+1 := 1. Then there are positive constants C 1 = C 1 (k) and C 2 = C 2 (k; ) such that for each n > C 1 ?1 , there exists a polynomial p n of degree n which is copositive with f and satis es (1.8) kf ? p n k C 2 ! 3 (f; 1=n):
Proof. In this proof and throughout this paper, the capital letter C denotes a constant that may change its value from one occurrence to another, even in the same line. We apply Theorem C to the spline s n in (1.7) and obtain a polynomial p n of degree n that is copositive with s n , therefore with f as well. One can readily estimate the distance between p n and f: kf ? p n k kf ? s n k + ks n ? p n k C! 3 (f; 1=n) + Cn ?1 ! 2 (s 0 n ; 1=n) C! 3 (f; 1=n); where (1.4) and (1.6) have been used. Now that ! 3 is the best one can do with general functions in C, a question that arises naturally is whether one can do better with smoother functions. In this aspect, we have the following analogue to Theorem C for splines that says the optimal order of approximation can be achieved in this case. The proof will be given in x4 at the end of this paper. interior knots that is copositive with f and satis es (1.9) kf ? s n k C r n ?1 ! r?1 (f 0 ; 1=n); where C r is a constant depending only on r.
Remark. Although the knots of this s n are not equally spaced, it can be viewed as a spline on a ner uniform mesh, so Theorem D and Corollary E still apply. This s is not copositive with f in general, of course. we have to modify it to get the desired spline s.
Before the modi cation we make two assumptions about s. Denote We call I i contaminated if x i < y j x i+1 for some j. Since n 4= , there is exactly one y j in each contaminated interval. Let I r and I l be any two consecutive contaminated intervals, then (2.4) 3 r < r + 4 l n ? 5; that is, the distance between them is at least 3h. Our Assumption 1 is that s has the same sign as f on x r+2 ; x l ]. Otherwise, we lift or lower the control points P i ( x i ; c i?1 ), i = r + 1; ; l, by E units. More precisely, if f is nonnegative on x r+2 ; x l ], for example, then for any x in that interval we have
If s is negative in (part of) the interval, we replace c i by c i + E, i = r; ; l ? 1, then s will satisfy the assumption and, by the de nition of E, the inequality in (2.3) will still hold. Similarly, we assume s has the same sign as f on x 0 ; x r ] if I r is the rst contaminated interval, and on x r+2 ; x n ] if it is the last. This means s may have wrong sign only in the interval x r ; x r+2 ] for each contaminated interval I r .
Our Assumption 2 about s is that (2.6) c r?1 c r (or c r?1 c r ) if f changes sign in I r from nonnegative to nonpositive, (or from nonpositive to nonnegative, respectively). Otherwise, we set them both to their average, which would increase (decrease) c r?1 , consistent with Assumption 1. This is possible because if f changes sign from nonnegative to nonpositive and c r?1 < c r , for example, then we will have Here Assumption 1 about s has been used in the second step, (2.2.2) in the third, Theorem D in the fth and Corollary E in the last one.
We are now ready to modify s. Let y j be any of the points of sign changes, and I r be the contaminated interval containing y j . We suppose f changes sign from nonnegative to nonpositive at y j , and s(y j ) 0. The other cases can be proved by we have (2.8) km j k C! 3 :
As mentioned above, all cases will be changed to this case by rotation or re ection, hence one can see that the support of any correction function contains the corresponding contaminated interval in its interior and extends beyond it by no more than 1:5h on each side, therefore, by (2.4), the interiors of the supports of the correction functions m j , j = 1; ; k, will be mutually disjoint, which enables us to de ne s by s(x) = s(x) + m j (x); if x is in the support of some m j s(x); otherwise. Note (1.7) now follows from (2.3) and (2.8).
The only thing remaining to show is that this s is copositive with f in x r?1 ; x r+2 ], the support of m j . This part of the proof will be almost identical to Case 4 in the proof of 5, Theorem 1]. We will take full advantage of the fact that s is a parabola on each interval J i = x i ; x i+1 ]. It is obvious that s is copositive with f on J r?1 since s, m j and f are all nonnegative. On J r+1 , we claim that s = s + m j is either convex or decreasing. We merely need to show this for s instead, because m j is both convex and decreasing on J r+1 . Indeed, since s 0 is linear on this interval, s is coconvex with the broken line P r P r+1 P r+2 by (2.2.3), where P i ( x i ; c i?1 ), i = r; r + 1 and r + 2, are control points de ned at the beginning of the section. If P r P r+1 P r+2 is concave, then P r+1 P r+2 has smaller slope than that of P r P r+1 , which is already nonpositive by (2.6), and this means s 0 is nonpositive at both endpoints x r+1 and x r+2 hence on the whole interval, therefore the claim is true.
On J r we claim that s is either concave or decreasing. An argument similar to the above shows this is true on the interval x r ; x r+1 ]. If s is convex on J r , then it must be decreasing on x r ; x r+1 ] I r , therefore it is decreasing on whole J r .
Now if x r+1 y j x r+1 , then these two claims together with s(x r ) 0, s(y j ) = s(y j ) + m j (y j ) = s(y j ) ? s(y j ) N(y j ) N(y j ) = 0 and s(x r+2 ) 0 (see Assumption 1) imply that s is copositive with f on J r+1 and is non-negative on J r . If x r < y j < x r+1 , then the above imply that it is copositive with f on J r and is nonpositive on J r+1 .
An Algorithm
We have developed an algorithm for copositive approximation based on the proof of Theorem 1, and implemented it on the computer. The code is written in ANSI C. The function f is supplied in a subprogram as a formula, but only the values at x i and x i are really needed. The input data consists of the endpoints of an interval a; b] (instead of 0; 1]), n, k and fy j g. If the given n is too small, it will be increased to the rst integer 4(b?a)= , where := min ? 1:6(y 1 ?y 0 ); y 2 ?y 1 ; : : :; y k ?y k?1 ; 1:6(y k+1 ? y k ) . The factor 1.6 is used here since we only need y 1 ? y 0 and y k+1 ? y k 2:5h instead of 4h, see the discussion after (2.8) in x2.
Since it is not easy, and not necessary, to nd a best L 1 spline approximant for s, we use instead the quasi-interpolation scheme described in 8, x6.4], written as a subprogram called quasi interp. While the proof uses all simple knots inside and outside the interval a; b], the algorithm uses multiple knots x ?2 = x ?1 = x 0 = a and x n = x n+1 = x n+2 = b at the ends of the interval, otherwise the quasi-interpolation scheme would require values of f outside a; b] where it may not be de ned. We point out that any spline approximation scheme, such as linear least squares method, can be used for s. In that case, the error of the nal spline s will be bounded by C max ? kf ? sk; ! 3 ( s; (b ? a)=n) , (see x2).
The modi cation is done in a subprogram called modify spline, which checks the two assumptions about s, changes some coe cients if they are not met, then adds the correction functions m j to s by changing appropriate coe cients, namely, c r or c r?1 , depending on the trend of f near y j and the sign of s(y j ), as described in the proof. Since 0 N i;3 3=4, we merely need to make sure the changes in coe cients are no too large.
While the algorithm follows the proof closely elsewhere, it accomplishes the work involved with Assumption 1 in a totally di erent way. This is because (2. (2) is the counterpart of this at the other end of the group. The little lemma below, together with (2.2), guarantees that s is nonnegative on x i+1 ; x i+2 ] after the change in (3). That it is nonnegative on x i ; x i+3 ], the support of N i;3 , can be shown in a similar way to that of the proof of Theorem 1, provided s(x i ) and s(x i+3 ) are both nonnegative, which will hold true after modify spline nishes the processing.
Lemma 3.1. Let P 1 (?h=2; c 1 ), P 2 (h=2; c 2 ) and P 3 (3h=2; c 3 ) be three points in the plane with c 1 ; c 3 0 and c 2 < 0 (or c 1 ; c 3 0 and c 2 > 0), and let p be the quadratic polynomial tangent to the line segments P 1 P 2 and P 2 P 3 at their midpoints (0; (c 1 + c 2 )=2) and (h; (c 2 + c 3 )=2), respectively. Then p assumes its minimum (or maximum) value c 1 The algorithm is e cient, because all the computations are local. In fact, it is so fast that we do not feel it is worth CPU timing. On a Sun SPARCstation 2, it took 1{2 seconds elapse time to approximate a polynomial of degree 8 with n = 10 , including evaluation of f, s and s at 200 points, the most time consuming part of the program.
It doubled with n = 190. As for the order of errors, in all of our tests kf ? sk was the same as or slightly larger than kf ? sk, which is theoretically guaranteed to be of the order ! 3 (f; 1=n). We give a few gures showing the results. Small values of n are used so that di erent curves are distinguishable. In all the gures, f is represented by solid curve, s by dotted curve and s by dashed one. In Figure 3 , the function is basically the same as that in Figure 2 , only moved down by 0.01. It then has a unique zero at y 1 = 0:4999. The quasi-interpolant s is positive near x = 0:9 where f is negative. Note s con nes itself under the x-axis. In fact, it is tangent to the x-axis at x = 0:9. Only part of the graph is shown in the gure so that more details can be seen. 
Proof of Theorem 3
In this proof, we shall rst construct no more than 2k + 1 splines on overlapping subintervals of 0; 1] with desired properties, then blend them to produce the nal spline in the theorem, using the following lemma by R. K. Beatson 1] . , where fx i g is the knot sequence T de ned at the beginning of x1. We say I i is contaminated if it contains a point y j of sign change of f. Since n 3= , there is exactly one y j in each contaminated interval I lj , j = 1; : : :; k. Moreover, we have l j + 3 l j+1 for any j, that is, the distance between I lj and I lj+1 is at least 2h. We approximate f 0 on 0; 1] by a splineŝ of order r ? 1 on knot sequence fx i g with lies between those ofs j?1 and s j and connects them in a C r?2 manner. We do the same thing to each admissible pair of s j ands j . De ne the nal spline to be b j on these overlapping intervals, and otherwise to be eithers j or s j , whichever is de ned there. It is easy to see from the construction that s is copositive with f and satis es (1.9), and that s has no more than n + 2(d ? 1)k < n + 2dk = n + 4k(r ? 1) 2 break points. Since s 2 C r?2 0; 1], all these break points are single knots.
Remark. The idea used in this proof can lead to a shorter proof of Theorem 1. But it will give a messier knot sequence and larger constant C, and a spline thus produced will not be as easy to handle as the one produced by our algorithm.
