It is imperative for testing to determine if the components within large-scale software systems operate functionally. Interaction testing involves designing a suite of tests, which guarantees to detect a fault if one exists among a small number of components interacting together. The cost of this testing is typically modeled by the number of tests, and thus much effort has been taken in reducing this number. Here, we incorporate redundancy into the model, which allows for testing in non-deterministic environments. Existing algorithms for constructing these test suites usually involve one "fast" algorithm for generating most of the tests, and another "slower" algorithm to "complete" the test suite. We employ a genetic algorithm that generalizes these approaches that also incorporates redundancy by increasing the number of algorithms chosen, which we call "stages. " By increasing the number of stages, we show that not only can the number of tests be reduced compared to existing techniques, but the computational time in generating them is also greatly reduced.
INTRODUCTION
The task of testing software systems has always remained a challenging problem, in that a tester is to find and eliminate any defects that were not found during earlier stages of development. One systematic approach has been interaction testing [6, 12, 20] , wherein a system configuration is presented, and the task is to design a series of tests such that any interaction between components at most a certain size is tested. It is empirically shown in [11] that a very large percentage of errors within a software system can be detected with interactions of small size. Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). GECCO '20, July [8] [9] [10] [11] [12] 2020 Suppose that a system to be tested has factors f 1 , · · · , f k , and each factor f i has a set of allowed levels (i.e., valid inputs to f i ). Let t be a positive integer at most k, the number of factors. We design a test suite (i.e., a set of tests) such that each one is a valuation of each factor to one of its valid inputs, with the property that any set of t or fewer factors is exhaustively tested. By this last term, we mean that no matter the set of t factors chosen, and any level selected for each factor, at least one test has that choice. The parameter t is the strength of the test suite.
We present an equivalent formulation. Define an interaction of size t (or a t-way interaction) to be a set of the form {(f i , ℓ i ) : ℓ i is a level for factor f i , 1 ≤ i ≤ t }.
Let I k,t be the set of all interactions of size at most t with k factors. Then we say an array A with N rows and k columns is a mixed-level covering array MCA(N ; t, ( 1 , · · · , k )) if (1) column i corresponds to factor f i , (2) i is the number of levels for f i , and (3) all interactions in I k,t appear at least once in the array. When 1 = · · · = k = , we say that the array A is a (uniform) covering array CA(N ; t, k, ). This paper only concerns uniform covering arrays.
To test a system using a covering array, a tester observes each test in turn, and chooses the corresponding level for each factor as dictated by the test. Observe the test suite in Figure 1 , reproduced from [4] ; we claim it is a CA(9; 2, 4, 3). There are 9 rows (representing the tests), 4 factors (Browser, OS, Connection, and Printer), 3 levels for each factor (e.g., Safari, IE, and Chrome for the factor Browser), and has strength 2. The tester then records whether the output of the system, after the test is performed, is expected; if this property is true for all tests, then the coverage property guarantees no fault exists in the system that involves at most t factors. If a fault exists within this system, it must be due to an interaction of 3 or more factors, since all 2-way interactions appear at least once. With covering arrays we develop in this paper, we substitute the levels in each factor for 0, 1, 2, · · · for ease of presentation.
With the standard definition, we assume that the system is deterministic, in that running a given test multiple times always produces the same result. For example, in the CA from Figure 1 , the first test of Safari/Windows/LAN/Local, if repeated, would produce the same output. However, the assumption of the system's being deterministic is often not realistic, particularly when there is noise or randomness within the testing environment. If we amend our definition to say that each interaction appears at least a given number of times λ, then by increasing λ, we gain further confidence in the correctness of the system, even if it is not deterministic. For example, if λ = 5, then if the resulting output matches what was expected 5 times in a row, it is much less likely that a fault still exists than if, say, λ = 1.
We update our notation with index λ as follows: CA λ (N ; t, k, ), in that every interaction appears at least λ times. It is possible to generalize our model by having each interaction I have its own corresponding index λ I , but we content ourselves with the generality developed here, since we can take the maximum index over all interactions to be the λ we seek.
To minimize total cost of the tester, the most often chosen metric for a covering array of "smallest cost" is finding the smallest number of tests N for which such an array exists. The covering array number, CAN λ (t, k, ), is this quantity. Much work has been to determine these values for λ = 1 [4, 5, 15] , but none for when λ > 1, as far as we are aware. When λ > 1, we say that the array is of higher-index.
Sarkar and Colbourn [16] introduced the two-stage framework for constructing covering arrays, which is as follows. The first stage generates an array randomly which covers all but (at most) a certain number of interactions, and the second stage deterministically covers the remaining interactions with more rows until all interactions are covered. Their methods determine the smallest number of rows in the first stage such that the expected number of rows produced after the second stage is minimized. They determined that in the second stage there is a trade-off between computation time and bound on CAN λ , and no one method is uniformly better than the others. Further, the first stage is comparatively faster than the second, but suffers from not giving a guarantee on the exact number of interactions left for the second stage, or their structure. And finally, they only studied the λ = 1 case.
There have been much previous work involving genetic algorithms and other metaheuristical techniques for covering arrays and related objects [9, 13, 14, 18, 19] . However, our approach is different because our genetic algorithm is focused on determining an optimal number of constructive stages (as well as which method to use for each), whereas all existing techniques focus on mutations to the array itself in the hope of forming a CA. An main advantage of our approach is that the algorithms chosen are fully deterministic and replicable.
The contributions of this paper are that (1) we extend the methods of Sarkar and Colbourn by introducing a multi-stage framework for higher-index covering arrays using a genetic algorithm; (2) our framework is general enough to allow for any choice of algorithm at any stage, with any number of stages, and any index;
(3) our genetic algorithm's choices of which stages to select, and how many of them, yield a dramatic decrease in computational time in the creation of these arrays, sometimes by two orders of magnitude; and (4) we show that there is a pattern to which algorithms are best to choose at each stage by analyzing the Pareto fronts resulting from our genetic algorithm.
OUR MULTI-STAGE FRAMEOWRK
Denote MS A 1 (λ 1 ), · · · , A M (λ m ) to be a multi-stage selection with algorithms A 1 , · · · , A m , such that after algorithms A 1 , · · · , A i are applied, then a covering array is produced with index λ 1 + · · · + λ i . If the desired index is λ, then it is the case that λ = λ 1 + · · · + λ m . We call the application of A i to be the ith stage. Once the ith stage is completed, the resulting array is fed as input to the (i + 1)-st stage. The goal of each algorithm A i is to be computationally efficient, require few rows to complete, and cover many interactions to reduce the cost of future stages.
Why Multiple Stages?
It is not immediately clear why multiple stages may be advantageous over a single stage. For multiple stages, a software tester would have to choose which algorithms to use in each stage, what order to choose them, what index to choose for each, and above all, there is not necessarily any communication between the stages on how to optimize the parameters for each. A single stage also is easier to implement and maintain, often has performance guarantees (in terms of run time to produce the covering array and its final size), and the produced arrays often have a structure that can be easily analyzed, since the method to construct it is fixed. We give a simple, but representative example of why multiple stages make sense, and an intuitive understanding why; a more detailed explanation is in Section 5. The Unix sort command has 18 binary flags; an exhaustive test suite to test the correctness of sort would involve 2 18 tests! Suppose that we want to build a test suite with t = 2; the best known (and proven optimal) covering array with λ = 1 has 8 rows [10] . Now suppose we desire to have a redundancy of λ = 5; in other words, we desire to build a CA 5 (N ; 2, 18, 2), with N as small as possible. A naïve approach would say that 40 rows is possible, simply by juxtaposing the 8-row array 5 times.
An implementation of an extension to a well-known greedy algorithm (described in Section 3.3) produces an array with 29 rows in a single stage. However, a simple choice of algorithm selection found that there exist 3-stage and 4-stage solutions yielding 27 rows; furthermore, all of these multiple-stage solutions complete in 50% or less time compared to the single-stage one. In fact, all solutions found between 27 and 28 rows had 2 or more stages, among all algorithms tested.
An intuitive understanding of why multiple stages are better is that the algorithm produces the array one row at a time, and is "greedy" in the sense that many interactions are covered early, and only a small number are left uncovered in the last rows. Consider the two CA 5 s in Figure 2 ; the one with N = 29 rows (right) was produced via this greedy method, and the one with N = 27 rows (left) was produced with 3 stages, the first and third being this same greedy method, and the second via graph coloring. For the latter, 000000000000000000  111111111111111110  010101010101010101  101010101010101011  001100110011001100  110011001100110000  000011110000111110  111100001111000010  000000001111111100  111111110000000000  100101100110100101  011010011001011011  000000000000000010  111001111101101111  001110000110110111  110110111011010001  010101001010011011  101011010111001001  011100100001110101  100011111100001100  010011100011101010  101100011000110110  001001101101010011  110110010110101001  010010101110000100  100101000001011110  001000010000100000   000000000000000000  111111111111111110  010101010101010101  101010101010101011  001100110011001100  110011001100110010  011010010110100101  100101101001011011  000011111111000000  111100000000111110  010110100101101011  101001011010010101  001111000011110000  110000111100001110  011001101001100111  100110010110011001  000000001111111100  111111110000000010  010101011010101011  101010100101010101  001100111100110010  110011000011001100  000011110000111100  111100001111000010  000000000000000010 111111111111111100 000000000000000000 000000000010000110 010000001000000000 the first and second stage has an index of 1, and the third stage has an index of 3. Therefore, the selection was MS G(1), C(1),G(1) , where G represents greedy, and C represents coloring. The horizontal lines in the left CA 3 indicate where one stage ends, and another begins. Not only is there a reduction in the rows, but the left CA was produced in 75% less time than the right CA.
We investigate these two CAs further. In Figure 3 , we give a scatter plot corresponding to each of the CAs as follows. The horizontal axis indicates row numbers, and for a particular row i, we calculate the number of interactions N i such that they become λ-covered in row i. For example, for the left CA in Figure 2 , in the first two columns, the two values 00 appear in rows 0, 4, 6, 8, and 12, among others. Therefore, we have that the interaction {(0, 0), (1, 0)} becomes 5-covered in row 12. The vertical axis in the plot indicates a cumulative total of interactions that are 5-covered. The first CA's plot achieves a vertical value of k t t = 612 at N = 27, and the second at N = 29. We can see that when the first stage ends after row 10, the plot for the left CA increases more quickly than for the right CA. What is less clear is why, even though the right CA overtakes the left, it still requires more rows.
A simple analysis of the interactions left to be covered in the final rows (for the right CA) shows that there are many conflicts between the interactions that force them to appear in separate rows. However, the algorithm used for this CA inherently is a one-rowat-a-time method and cannot "backtrack" to make any necessary changes to earlier rows. Even though the left CA uses the same algorithm, it has multiple stages, and thus the stages can "communicate" information about the remaining interactions, whereas the right CA cannot since it uses only one stage.
We ran a systematic experiment to further illustrate why multiple stages are advantageous. Our experiment involved all algorithms explained in Section 3, and all decompositions of a target index λ = 5 into at most 5 choices of algorithms (possibly repeating). We were able to speed up the computation substantially by noting that all choices of algorithms described in Section 3 are deterministic. Therefore, for any two multi-stage strategies starting with the same algorithm and index can save the result of the first stage without having to repeat the computation ourselves. We saved the time it took to generate that initial array, and added its creation time to the total computation time when the final array is constructed.
The results of this experiment appear in Table 1 . One can easily see that the number of rows varies substantially depending on the number of stages taken. As the number of stages increases, the maximum, average, and standard deviation for the number of produced rows all decrease. If one were to pick a number of stages a priori and then choose a set of methods uniformly at random, the obvious best choice would be 5 stages in this case, since the average is the smallest. As an added benefit, the minimum, maximum, average, and median time taken to construct these arrays also decrease, some by over an order of magnitude.
DETERMINISTIC ALGORITHMS FOR CAS
In this section, we describe each of the constructive, deterministic algorithms for CAs that were used in our genetic algorithm. Each stage starts with every interaction having been covered at least some number of times α, and the "goal" of the stage is to finish Table 1 : Statistics of the number of stages N S when t = 2, k = 18, = 2, λ = 5, where N is the number of rows produced, and T is the total computational time (in seconds). The minimum, maximum, average, median, and standard deviation for both N and T are given. The "Avg N ," "Med N ," and "StdDev N " columns are rounded to the nearest integer.
with every interaction covered at least another number of times β, where α < β. We call α the current index, and β the desired index.
Basic
This stage involves adding one row for each uncovered interaction with index between α and β. For all entries in the rows that do not involve a specific interaction, we put a fixed value f . The advantage of this method is clear, in that virtually no additional computation is needed; however, this method suffers by having value f appear in many places; further, interactions that involve many occurrences of f are covered many times, whereas for other interactions, not nearly as much.
For these reasons, we make the basic algorithm more adaptive. Instead of inserting the fixed value f , we insert into column c any entry that occurs least frequently among rows already constructed. By doing this, we are attempting to have columns contain all entries as equally often as possible. Because this more adaptive method produced either equal or better results than the original one in practice, and has very small computational difference for cost, we refer to the adaptive method as the basic one from here on.
Graph Coloring
Sarkar and Colbourn [16] define an incompatibility graph for a set of interactions as follows. The vertices are the interactions that are not covered, and an edge is formed between any two interactions I 1 , I 2 if in some column shared between I 1 , I 2 , the corresponding values are different. The smallest number of colors in a proper coloring of such a graph is the minimum number of rows needed to cover all of these remaining interactions.
We could adapt their strategy for higher-index covering arrays by simply iterating their method multiple times to achieve the desired index. However, we can build a single graph and solve the coloring problem in one stage for higher index, as follows.
The vertices of the graph are all interactions I that are covered at least α times, and fewer than β times, paired with an integer s I with α ≤ s I < β. To form edges, let I 1 and I 2 be two such interactions, with values s I 1 , s I 2 . If I 1 , I 2 share a column with different symbols (regardless of the values of s I 1 , s I 2 ), form an edge. Otherwise, if I 1 , I 2 involve the same set of columns, but s I 1 s I 2 , we form an edge also. This graph has a proper coloring with N colors if and only if N rows can be formed to cover all such interactions.
Since there is no known polynomial-time algorithm for the graph coloring problem, we use the following two "greedy" graph coloring algorithms: "largest first, " and "smallest last. " For both, the vertices are given an order. The former sorts the vertices in nonincreasing order of degree. The latter sorts the vertices as 1 , · · · , n whenever i has the minimum degree in the maximal subgraph among the vertices 1 , · · · , i for every i. In all cases, the graph coloring algorithm works as follows. We process the vertices in the given order according to the method. Additionally, an order on the available colors is made; initially, only one color is available. For an uncolored vertex , we observe the neighbors of . If any color available is possible to be assigned to such that no neighbor of has the same color, we choose the "smallest" color. Otherwise, we allocate a new color, and assign to that color. At the end, the number of colors allocated is the number of corresponding rows in the covering array.
Density
The probabilistic method [1] for covering arrays [17] says that for any t, k, where , t are fixed, there must exist some N = Θ(log k) for which a covering array on that many rows exists. One can show that the optimal number of rows for a higher-index CA asymptotically is competitively small compared to O(λ · log k), involving juxtaposing the array λ times [8] . However, the method does not produce the array, but merely shows that such an array exists.
One can turn this idea into an easy randomized algorithm that generates the array one row at a time, as follows. Initially, have A be an empty array. Suppose that ρ interactions remain to be covered. The probability that any one of these interactions is covered in a row with entries chosen uniformly at random is 1/ t . Repeatedly generate rows R 1 , R 2 , · · · uniformly at random until some row R i covers a number of interactions for the first time c, where c ≥ ρ/ t . When such a row is found, append R i to A, and update the list of interactions not covered. An easy analysis shows that when all interactions are covered, A will have size at most a constant times log k (where the constant depends on , t).
It is desired to have a deterministic algorithm that has this property, so that a guarantee on the number of rows produced can be made. Bryce and Colbourn [3] designed the "conditional expectation" (or density) algorithm, which is deterministic, and a covering array is produced that meets the same logarithmic bound. However, their methods do not immediately translate to covering arrays of higher index.
Our method, which generalizes their work, is as follows: let p = 1/ t be the probability of coverage in a random row as before.
The probability that an interaction is not λ-covered in N rows is
The expected number of interactions not λcovered after N rows, if chosen uniformly at random, is k t times this probability (or, in general, it is the number of uncovered interactions times this probability). When this expectation E(N ) is strictly less than 1, a higher-index CA exists.
We now state our constructive algorithm. First, find the smallest N such that E(N ) < 1. Let A be a covering array to-be-built (empty or not). Let T be a t-way interaction, and r a to-be-completed row that has some column c not fixed to a value. For c, choose a factor c f . Now, determine the expected number of remaining interactions left not λ-covered in the remaining N -|A| incomplete rows, if these rows are chosen at random and column c of row r is fixed to c f . Then, choose any factor for column c that minimizes this expectation. Once all entries of row r are fixed, we decrease the choice for N according to how much the expectation decreased after generating r . At a high level, N is the estimate on how many rows are needed, and when row is completed, the estimate is updated accordingly (for details, see [8] ).
EXPERIMENTS
We designed our experiments to answer the following research questions:
• RQ1: Do multiple stages improve the sizes of CAs of higherindex compared to a single stage? • RQ2: Do multiple stages improve the computational cost in generating such CAs compared to a single stage? • RQ3: For "optimal" multiple-stage selections, is there a pattern in regard to algorithms chosen or index values, and how many stages are best for a given parameter situation?
To address these questions, we implemented a genetic algorithm with individuals encoding the multiple stages of algorithms, as well as the corresponding index for each. The representation of an individual is a multi-stage selection MS A 1 (λ 1 ), · · · , A m (λ m ) .
Mutation
Here we describe the mutation operators used in our genetic algorithm. Suppose that the individual is MS A 1 (λ 1 ), · · · , A m (λ m ) . For mutation, there are several operators that we have employed:
• Append: choose an algorithm B uniformly at random from the ones listed in Section 3. Choose any A i uniformly at random with λ i > 1. Then, append B to the individual (at the end) with index λ m+1 to be a randomly chosen integer between 1 and λ i − 1 (inclusive). We also reduce the index of A i by λ m+1 . If all of the λ i = 1, then we remove a randomly chosen A i before adding B with its index being 1. • Swap: swap the order of two randomly chosen A i and A j and their indexes (i j). • Index Transfer: take two randomly chosen A i and A j (i j), subtract a randomly chosen integer from one of their indexes, and add the same integer to the other index.
• Modify: substitute a randomly chosen A i for any other algorithm in its place, with the same index. • Join: randomly choose A i and A j (i j), remove them from the individual, and re-insert a new algorithm A k , chosen uniformly at random from {A i , A j }; furthermore, the new corresponding index is λ i + λ j .
When an individual I is to be mutated, one algorithm from these will be selected uniformly at random to apply to I . The selection of these operations was to allow for individuals of all types, including the first stage being of high index, many stages with low indexes each, any combination of algorithms including adjacent repetitions, etc.
Crossover
Crossover works as follows. Suppose that the two individuals are of the form MS A 1 (λ 1 ), · · · , A m (λ m ) , and MS B 1 (γ 1 ), · · · , B n (γ n ) . We pick two positive integers a, b at random such that a+b ≤ λ. We form a new individual by choosing a random nonempty subset of size a from {A 1 , · · · , A m }, another of size b from {B 1 , · · · , B n }, and composing them together, ordering the chosen algorithms at random. Suppose our formed individual is MS C 1 (β 1 ), · · · , C a+b (β a+b ) , where the β i come from the corresponding individual and algorithm.
Note that the sum of the β i in our new individual may exceed λ. If this is the case, we choose a β i > 1 at random and decrease β i by 1; repeat this procedure until the sum of the β i is equal to λ. If the sum originally is less than λ, then we perform nearly the opposite operation: choose any β i (may be equal to 1) at random, and increase β i by 1; repeat until the sum is λ.
The fitness of an individual, naturally, is a tuple (N ,T ), where N is the number of rows in the produced covering array, and T is the total computational time. When we sort the population by fitness, we sort by N first, and then if two individuals have the same number of rows, we sort them by their T values. We used the NSGA-II algorithm [7] to observe the Pareto front of the population.
Results
We evaluated our genetic algorithm on various parameter situations for t ∈ {2, 3, 4}. The results are reported in Table 2 . Here is a short-hand list of all the algorithms reported there: For ease of presentation in the table, we shorten MS A 1 (λ 1 ), · · · , A m (λ m ) to be a list of the algorithm names, with a subscript indicating the index. For example, the individual representing MS B(1), S(1), B(1), L(2) is instead written as B 1 , S 1 , B 1 , L 2 . In all our experiments, our population had 300 individuals, and we report results for up to 100 generations. Table 3 contains Pareto fronts of the genetic algorithm for each of the same generations examined, and are representative over all parameter situations given in Table 2 .
DISCUSSION
We discuss each of the research questions in turn. For RQ1, it is quite evident that multiple stages do improve the sizes of covering arrays. For example, observe the situation of t = 4, k = 10, = 2, λ = 5: the most fit individual produced had 112 rows, whereas even a two-stage solution had 114 for its fittest individual. Even though the individuals with smallest N did not improve the number of rows significantly, what is more striking is when one observes Figures 4 to 6, especially Figure 4 : the distribution across the vertical axis decreases substantially as the number of generations increases. For RQ2, it is even more evident that multiple stages improve the computational time to construct covering arrays. A striking example is when t = 2, k = 10, = 2, λ = 10; the individual with 44 rows in Generation 1 had a run-time of 9.559 seconds, and by Generation 100, an individual exists with the same number of rows but only takes 0.083 seconds, a improvement by over two orders of magnitude. In fact, the construction time difference between this final individual and the one with 206 rows is so small that the latter can be completely ignored. Further proof of the strong improvement is in Figures 4 and 5 , in that the Pareto fronts shift left considerably as the number of generations increases.
For RQ3, we note that for all entries in the "Lowest N " columns, the first algorithm chosen is either density (D) or "smallest last" (S). Also, in the "Lowest Time" columns, the first algorithm chosen is always "Basic" (B). Interestingly enough, "Largest First" (L) never was the first algorithm. An analysis of the output data reveals that L does in fact produce covering arrays with a small N relative to the entire distribution, but it is not the smallest N found. An explanation of this may be that this algorithm has to work with a set of interactions that has many symmetries, and one choice among many vertices with high degree may end up with more rows than another choice does.
Furthermore, at Generation 10 and after (apart from two exceptions), the index for the first algorithm is always 1. The index for most of the later stages is 1, or small relative to the index, apart Table 2 : Genetic Algorithm Results, with two individuals reported for each parameter situation: the one with the lowest N , and the one with the lowest time, at generations 1, 10, 50, and 100. The two numbers in each entry signify that individual's N and time, as well as the algorithms with indexes chosen as subscripts. Table 3 : Individuals composed of a single stage with the smallest number of rows N and smallest time T for the same parameter situations as in Table 2 .
from a few exceptions. This confirms our intuition, in that a lowindex first stage is computationally efficient, produces a small number of rows, and simultaneously covers many interactions.
Note that the genetic algorithm has very much the same effect no matter if t increases, k increases, increases, or λ increases. However, the extent to which the computational time decreases appears to be smaller as t increases, such as for the t = 4 situation, where the timeof the "Lowest N " individual only decreases by 68.2%.
An interesting point to discuss relates not to the genetic algorithm, but rather to the experiment with a single stage, in Table 3 . Observe the last row, with parameters t = 4, k = 10, = 2, λ = 5:
the "Lowest N " individual had 121 rows, completed in 262.640 seconds, and the selection was MS D (5) . The density algorithm is computationally intensive, but here we actually found that this algorithm did not take the longest time. In fact, MS L(5) produced 740 rows in over 430 seconds, and MS S(5) produced 137 rows in over 1000 seconds! An explanation is that as the strength t increases, then the graphs being constructed for L and S are very large. Since there is only one stage, the entire graph on k t t vertices is created, one for each interaction. Note that D also maintains a structure for all of these interactions. But the higher-index formulation of the edges imply that the graph is very highly connected, whereas D only has to maintain a constant times the number of interactions. Much of the computation for L and S was dedicated to managing the (large) graph all at once, since the size of the graph was dominated by the number of edges, not vertices.
Genetic Operators Discussion
It is clear from the results in Table 2 that the two most important operations towards achieving a smaller covering array faster are Append and Modify, since most of the most fit individuals found have many stages with small indexes.
There appears to be a correlation between these two operators, for the sole reason that there are many instances of the same algorithm with the same index being repeated. For example, for t = 2, k = 10, = 2, λ = 10, in Generation 50, the "Lowest Time" individual has six occurrences of S with index 1 repeated. It would be far simpler to use one instance of S with index 6.
We explain why this is the case for each of the algorithms in turn. For B, there is no heuristic being calculated as rows are generated, since each interaction currently uncovered is put into its own row(s). Because there is no additional calculation occurring, B is fast but produces far too many rows. By having multiple adjacent occurrences of B with index 1, there is a small "heuristic" being calculated, which happens between the stages in determining which interactions are left. Since this cost is far less after the first stage is complete, we can now see why this occurs for B.
The explanation for L and S is nearly identical. The advantage of coloring algorithms occurs most when the graph is "sparsely" connected; if there are only a few edges comparatively, then the choices made for each of the algorithms will produce a coloring that is closer to the optimal number. Suppose we are observing a coloring stage with a relatively large index, and suppose that our current index is α, with the target index of β. Then a clique (i.e., a set of vertices with every pair connected via an edge) is formed among all interactions with the same column set and value set, but different index. Therefore, when the index of a stage increases, the graph becomes much more connected than with one stage. Like the case with B before, a stage with high target index has no heuristic other than the choice of vertices, but by having multiple repeated stages with index 1 of the same algorithm, there is a "heuristic" created between the stages.
For D, the algorithm is greedy in that it chooses the "best" symbol in each position of a row being generated. As is shown in [2] , the rate of coverage decreases as the number of generated rows increase. If we have a stage for density with high target index, then this phenomenon certainly occurs: we saw this in Figure 2 . By having multiple stages of D with index 1, and recalculating the interactions left to cover after a stage is complete, we can now see why multiple sequential stages of D improve over a single stage with high index.
The crossover operator did not prove to be nearly as powerful as the mentioned mutation operators. We can confirm this by a similar experiment that we performed that was mutation-only (i.e., no crossover), and it eventually produced individuals that were either the same, or nearly equivalent, to those shown in Table 2 . However, we had to extend the algorithm to nearly 200 generations before these individuals were found. Therefore, we can conclude that the crossover operator was helpful only in improving the number of generations in the genetic algorithm to find "very fit" individuals.
CONCLUSIONS AND FUTURE WORK
In this paper, we developed a genetic algorithm that constructs covering arrays of higher index using a sequence of deterministic algorithms. This algorithm is a generalization of existing methods but simultaneously addresses the question of redundancy in interaction testing, which has not been examined in any publication as far as we are aware. We believe that an exploration of redundancy with covering arrays and similar objects will lead to improved testing practices in systems that are inherently not deterministic.
As a result of our experiments, we can conclude the following different avenues for the construction of covering arrays of higher index. A very good solution can be obtained with all indexes set to 1, with the first algorithm dependent on the desired goal.
• If the goal is mostly computational efficiency and very little about N , have the first algorithm be B, followed by any choice of greedy graph coloring algorithms. Any index can be chosen here, but a lower N is reached with very little additional time if the first index is 1. • If the goal is a balance between computational efficiency and N , then have most algorithms be greedy graph coloring ones, either L or S. Whichever algorithms are chosen, have B not be in any stage. • If the goal is to minimize N , choose either S or D as the first stage, as well as several choices of D in subsequent stages. Whichever algorithms are chosen, have B not be in any stage.
Our future work involves introducing randomness into the framework. Although random methods do not have guarantees about the size of the produced array, they are often much faster, and the number of rows in practice is often close or better than deterministic algorithms. We plan to investigate incorporating randomness into the fitness function while also keeping the simulation time low, which was a distinct advantage in our approach of only having deterministic algorithms. One direction that we plan to investigate is to have the framework start with a randomly generated array, have it remain fixed, and then find a sequence of stages starting from this array (our algorithm developed here starts without any rows built).
One aspect of our algorithm worth observing is that it is absolute, in that if a number of rows N and time T are observed for an individual I such that T is the minimum time in the distribution, then it is reported in Table 2 . However Figures 4 to 6 show examples of two points (N 1 ,T 1 ) and (N 2 ,T 2 ) with T 1 < T 2 , but N 1 is much greater than N 2 . In other words, the time decrease is very small, but the number of rows increase is very large. It would be worth exploring an alteration to the Pareto front calculation that picks the point with minimum N and "small" T such that the time distance between it and the global minimum time is within a small ε factor.
Another future work item considers exact methods, such as satisfiability and constraint programming. While they guarantee to produce the smallest number of rows possible in a given stage and are deterministic, they are far slower than any of the algorithms we have tested. Furthermore, since most of the individuals we have found here have each stage representing a small index, we believe that each algorithm (other than B) produced an array very close to the optimal size for a given stage. It would be interesting, however, to see if such exact methods would be useful at a very late stage. This is mainly because most deterministic methods often cover many interactions early, leaving a small number of them remaining, and often having trouble covering them in a small number of rows. Further, since the number of interactions left is small, the time needed to run these exact methods is far reduced.
