Sn n ∈ D converges to zero (exponentially), where v d is the dominating point of D. As applications we give a different conditional weak law of large numbers, and prove a limiting aposteriori structure to a specific Gibbs twisted measure (in the direction determined solely by the same dominating point).
Introduction
Conditional laws related to dominating points have been studied in recent years in the context of large deviations. For i.i.d. in R d see, for example, [19] , [12] and [13] , [6] . For general sequences of the Gartner-Ellis type and for the Markov case in R d see [14] , [15] , [16] ; for the i.i.d. case in Banach spaces see [4] . Some authors refine a method developed by Csiszár (1984) [3] , that deals directly with the aposteriori structure (also known as the Gibbs conditioning principle) without proving conditional laws of large numbers. See also [5] and [14] , and references within, on the study of conditional laws and the Gibbs conditioning principle that do not deal directly with dominating points.
The main result of this work, Theorem 1, is a Nummelin conditional weak law of large numbers in Banach spaces that Nummelin (1987) proved first on R d (see [19] ). The limits are identified in terms of the dominating point. Then we apply a method developed by Lehtonen and Nummelin ([12] and [13] ) to prove another conditional weak law of large numbers for different functions (Theorem 2), and a limiting aposteriori structure (Theorem 3).
The last result, Theorem 3, is implied by the results in [4] by Dembo and Kuelbs, but our approach is interesting because in some situations, as in the Markov case (which is not the subject of this paper), our treatment allows us to obtain the most general results to date. For a detailed account one can look at [16] , Chapters 1 and 5 of [14] and the bibliography therein. We were able to see in [14] , p. 69, that under a Harris condition and using the large deviations obtained for Markov chains by Iscoe, Ney and Nummelin in [10] , the k th order empirical mea-
and q * is a stochastic transition kernel with invariant measure π * . This means that the aposteriori distribution bounded converges in a Césaro sense to a Markov process
The organization of the work is as follows: In Section 2 we state our results, in Section 3 we summarize some well-known results we use later. Sections 4, 5, and 6 are dedicated to proving Theorems 1, 2, and 3, respectively, except for some lemmas whose proofs we present in Section 7.
Hypothesis and statement of results
vectors taking values on B with law µ and underlying probability measure P , i.e.
* will denote the dual space of B, and for a set U ⊆ B whenever we refer to its interior (U o ), closure (U ), boundary (∂U ), etc., we use the norm topology.
We state the following assumption because it simplifies the notation and avoids degenerate situations.
Hypothesis 1. Assume µ is not concentrated on a point and it has mean zero.

Hypothesis 2. Assume that for every
Remark 1. Hypothesis 2 is satisfied for example if supp(µ) is bounded, and this happens when µ is the law of a bounded random vector. This assumption used to be standard in the study of probability in Banach spaces. Kuelbs, however (see [11] ), was able to construct a dominating point assuming that Hypothesis 2 holds only for some t > 0 instead of for every t. His result allows the proof of sharp asymptotics for the Large Deviations Principle (LDP) with minimal assumptions. In the discussion below we keep Hypothesis 2 because it gives us exponential tightness.
Let λ be, for ζ ∈ B * , the Laplace transform of µ
We consider Λ(ζ) = log λ(ζ) and Λ * the convex conjugate of λ defined for all x ∈ B:
and for a set U , In that case the conditioning set has probability one and therefore it has no effect on the limit, so we would not have a conditional law of large numbers. This was noted, among others, in [2] . Einmahl and Kuelbs (1996) 
For some ζ = ζ D ∈ B * that we call the supporting hyperplane,
The dominating point has a representation in terms of a Bochner integral
Remark 3. The point ζ D is called a supporting hyperplane only to shorten notation, since it should be the functional that generates the supporting hyperplane. Formula (2.2) means that it is at ζ = ζ D that the expression ζ(v D ) − Λ(ζ) reaches its maximum.
Remark 4. The last integral of the Theorem above is the equivalent to the statement about ∇Λ for the R d case, where dominating points were first defined by Ney. (See [17] , [18] , and also [9] , [11] , and [7] .) In the notation of (2.3), v D is the mean with respect to the twisted measure
. . be a sequence of probability measures. We say that Y n converges exponentially to Y with respect to P n if for every > 0 there is a constant a > 0 such that
for n sufficiently large. In this case we write
with respect to P n . Now we are ready to state a conditional weak law of large numbers. The conditioning implies that the observations are away from the mean (0 / ∈ D, in Hypothesis 3), and our conclusion is that the dominating point turns out to be the new mean in the sense that Sn n converges to it.
Theorem 1 (Conditional weak law of large numbers). Assume Hypotheses 1, 2 and 3 above. Then
Sn n converges exponentially to v D with respect to the conditional probabilities
As applications we shall prove analogous theorems to those in [13] For a bounded measurable function f : S → B call M f a bound for f and µ f will be the probability measure (on (B, B B ), the space B with its Borel sets) induced by f (X) . Let λ f be the Laplace transform
As before, we consider Λ f (ζ) = log λ f (ζ) and Λ * f the convex conjugate of λ f . We will slightly modify our hypotheses to accommodate our new situation. 
Hypothesis 1 . Assume that the laws
µ u (·) = L(u(X)) = P (u(X) ∈ ·) and µ g (·) = L(g(X)) are not concentrated on a point and µ u = L(u(X)) has mean zero.
Theorem 2 (Conditioned law for different functions). Let g and u be bounded measurable functions taking values on different Banach spaces. Let
Assume Hypotheses 1 and 3 with all the notation described above. Then
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with respect to the conditional probabilities
Remark 6. The integral above is a Bochner integral. It is because of the specific form of the limit in Theorem 2 above that we will be able to prove an aposteriori limit law that applies when the function g in Theorem 2 above takes values on R.
for all bounded measurable f : S → R d . In this case we say µ n bounded converges to µ.
Remark 7. Note that bounded convergence is convergence in the τ -topology. Note also that this convergence is the same if defined for functions f : S → R (instead of R d , as we did in [16] ).
Theorem 3. Under the same hypotheses as in Theorem 2,
Remark 8. This theorem is an aposteriori law. With the same method we are able to prove a weak convergence version of "quasi-independence", which means that for every fixed k,
Regarding quasi-independence we must say there are better results than formula (2.7): Csiszár (1984) in [3] proved a similar aposteriori law but in a stronger form, which in particular implies convergence in total variation norm. Later, in 1998, Dembo and Kuelbs [4] proved a very interesting (and almost surprising) generalization of Csiszár's result, which says that k is allowed to grow with n (up to some order).
Summary of known results
Donsker and Varadhan (1976) [8] , proved that Λ * is a good rate function and the LDP holds with rate function Λ * .
Theorem 4. Under Hypothesis 2, for every closed set
and for every open set
Combining Theorems 4 and 1 we obtain that under Hypotheses 1, 2, and 3,
The next theorem is part of Lemma (2.2) by de Acosta in [1] (1985).
Theorem 5. Assume Hypothesis 2. Then for every a > 0 there is a compact set
for every n ≥ N.
The following lemma was stated by Lehtonen and Nummelin [13] (a proof can be found in [14] ). To state the result we need a definition. Definition 3. Let µ n (·, ω) with ω ∈ (Ω, F ) and n = 1, 2, . . . be random measures on (S, S). Let µ be a nonrandom measure and let P n , n = 1, 2, . . ., be probability measures on (Ω, F ). Say that µ n converges exponentially to µ with respect to P n , and write µ n exp −→µ with respect to P n if for all bounded measurable f :
with respect to P n .
Remark 9. d in the definition of f above need not be specified.
Lemma 1. Let µ n be a sequence of random probability measures and let µ be a nonrandom probability measure. If µ n exp
−→µ with respect to P n , then
Proof of Theorem 1
Let > 0. Define D ( ) = D ∩ {x : x − v D > }. For each ζ ∈ B * and ω > 0 let H(ζ, ω) = {x : ζ(x) − Λ(ζ) > Λ * (v D ) + ω} and H D (ζ, ω) = D ∩ H(ζ, ω).
Lemma 2. With the notation above, if ζ ∈ B
* and ω > 0,
Let us write, for a measurable set K a ,
where it is quite general but will be a compact set, as in Theorem 5. 
Lemma 3. We have
It only remains to bound both terms on the right-hand side of inequality (4.3).
by Lemma 3, (3.1), Theorem 4 and Lemma 2. We also have, for similar reasons plus Theorem 5,
The last inequality (4.6) holds if a is sufficiently large; a was free until now. This, plus the previous inequality (4.5), yields Theorem 1.
Proof of Theorem 2
The proof of Theorem 2 consists of three parts: First, we verify the existence of a dominating point for D. Second, in Lemma 4 we use an auxiliary function f = (g, u) : S → B = B 1 × B 2 and apply the conditional law in Theorem 1 to (Λ u , D) , i.e., we will prove that the twisted measure µ ζB 1 ×D determined by v B1×D does not depend on g at all.
For the existence of v D we only need to verify one condition (Hypothesis 2) to apply Theorem 1. Let t > 0. The function exp t u(x) 2 is bounded (uniformly on S), so
Hypothesis 2 holds and this part is done.
To check the convergence of Fn n we construct the product space B = B 1 × B 2 in the natural way. For x ∈ B the sub-index i of x represents the coordinate of x that belongs to B i for i = 1, 2 or equivalently x = (x 1 , x 2 ). The norm of x is x = x 1 1 + x 2 2 and with this structure B is a Banach space. We use exactly the same notation for elements ζ of B * :
and every functional ζ i ∈ B * i induces an element of B * , e.g. ζ 2 (x 2 ) = (0, ζ 2 )(x 1 , x 2 ). Abusing the notation, we may omit the sub-index for λ = λ f , Λ = Λ f and Λ * = Λ * f , whereas when referring to u we will not omit it. Note that
follows from the definitions of Λ * and Λ * u , and if
Consequently the corresponding twisting as in (2.4) is 
with respect to
We can simplify (5.4) as follows: The limiting functions
The conditioning sets
Hence, we have
For the identification of the limit it only remains to use the next lemma to have the statement of the theorem:
Remark 10. We already had by Lemma 4 (but it is not enough),
The aposteriori structure
In this part we shall prove Theorem 3. The proof uses the empirical measures
Recall
Theorem 2 holds for every bounded function g : S → R, so we have by definition of exponential convergence of measures (Definition 3) and observation (6.1) that
Apply Lemma 1 to get E Pn P n b −→µ ζD , but this formula says
Independence gives, since each term above is identical,
and we are done. 
Proof of the lemmas
The last equality in (7.1) holds because Λ * (x) is a supremum. Set ζ ∈ B * and ω > 0. Let us see that 
Now, by (7.1),
H(ζ, ω). (7.3)
Proof of Lemma 3. Formula (4.4) follows from 
Finally we note that (7.11) above is the right-hand side of (7.10), so we are done.
