This article describes the development of a platform designed to visualize the 3D motion of the tongue using ultrasound image sequences. An overview of the system design is given and promising results are presented. Compared to the analysis of motion in 2D image sequences, such a system can provide additional visual information and a quantitative description of the tongue's 3D motion. The platform can be useful in a variety of fields, such as speech production, articulation training, etc.
INTRODUCTION
A silent speech interface (SSI) [1] is a system to enable speech communication with non-audible signals, that employs sensors to capture non-acoustic features for speech recognition and synthesis. Extracting robust articulatory features from such signals, however, remains a challenge. As the tongue is a major component of the vocal tract, and the most important articulator during speech production [2] , a realistic simulation of tongue motion in 3D can provide a direct, effective visual representation of speech production. This representation could in turn be used to improve the performance of speech recognition of an SSI, or serve as a tool for speech production research and the study of articulation disorders.
Significant activity on modelling the dynamic 3D tongue, appears in the literature [3] , [4] , [5] and [6] . Currently, existing state-of-the-art platforms (such as ArtiSynth [6] ) focus on modelling driven by muscle activations. Nevertheless, despite many attempts to characterize the bio-mechanical properties of the tongue [7] , our understanding of tongue muscle activations is still incomplete. Furthermore, most existing 3D tongue visualization frameworks are unable to simulate real-time tongue motion. To address these challenges, a platform is being developed in our laboratory to visualize the tongue in real-time using ultrasound imaging, a relatively non-invasive and inexpensive modality. Although our primary goal is to design a platform for ultrasound data, the system can also serve as an interface for other imaging modalities (e.g., Magnetic Resonance Imaging (MRI)) to assist studies of speech production.
The article gives an overall description of the platform, which is still under development, and presents some promising initial results. The paper is organized as follows. In section 2, the ultrasound data acquisition and overview of the platform are outlined. Sample visualization results are given in section 3. A conclusion and some perspectives are presented in section 4.
OVERVIEW OF THE PLATFORM
The operation of the platform can be divided into four modules: data acquisition and pre-processing; subject-specific modelling; motion estimation (or tracking); and real-time dynamic modelling guided by the motion information.
Data acquisition and processing
A data acquisition helmet holds an ultrasound probe to capture the motion of the tongue at a frame rate of 60 Hz. The ultrasound machine chosen is the Terason T3000, which is lightweight and portable while retaining high image quality, and allows data to be exported to a portable PC via Firewire (further details appear in [8] ).
Subject specific modelling
The generic tongue model used is that of ArtiSynth [6] ; however, for a smoother mesh and better visualization results, the generic model was subdivided into roughly 13,000 nodes and 44,000 tetrahedral elements (as shown in Fig. 1 ). The platform provides a tool to adapt the tongue's rest shape in order to perform subject-specific modelling. A subject's tongue rest shape information can be obtained by combining midsagittal and coronal ultrasound scans. Surface nodes on the 3D tongue model are selected in the midsagittal plane and coronal plane. The subject-specific mesh editing is formulated as a contour-to-contour problem, and treated with an active contour model [9] . Nodes on the 3D tongue model's surface can be regarded as the control points of the spline, which are then "attracted" by the manually extracted coronal and midsagittal contours (as shown in Fig. 2.) . The displacements of the nodes control the movements of the active contour model, which are used to guide the geometric change of the model tongue to fit the subject's tongue shape. The mesh editing processing can be described with linear constraint equations using the Lagrange multiplier method [10] . Subject-specific modeling. Here, the green points represent control points, which are attracted by the contours manually extracted (blue) from the coronal and midsagittal scan.
Motion estimation
Two approaches are used to track the motion of the tongue: speckle tracking and contour tracking.
In an ultrasound image, the acoustic scattering produces a pattern of gray values referred to as a speckle pattern [11] , which, for a sufficiently high frame rate (the Terason here is clocked at 60 frames per second or fps), are preserved between subsequent image frames. Tracking characteristic speckle patterns can thus provide markers for tagging the soft tissue motion [12] . If the position of a segment of the tongue tissue changes, one may assume that the position of its acoustic fingerprint (texture) will change accordingly. By tracking these patterns, we can follow the motions of tissue in realtime. In our framework, the method of large displacement optical flow [13] is used to obtain correspondences between the patterns in 2D image sequences, from which the tongue's motion is derived. Although somewhat unstable, the technique provides a simple method for initial tests of the 3D visualization platform.
A alternative method to track motion of the tongue is to extract a tongue contour [14] . A new contour tracking technique has been developed and will be implemented in the platform in the near future [15] . The algorithm, rather than exploiting prior shape information obtained from other imaging modalities, extracts such information from adjacent images in the ultrasound sequence itself themselves, and uses it as an extra "force" to guide the tracking of the contour, so as to better handle missing or faint contours [16] . The algorithm has been shown to be quite stable on real ultrasound image sequences lasting up to 3 minutes.
Real-time dynamic modeling
The motion information extracted is subsequently transmitted to selected nodes on the midsagittal tongue model surface in order to drive the 3D model at the acquisition rate of the ultrasound image sequence. The displacements of the nodes obtained from the speckle tracking are applied as a linear constraint, which can be integrated into the governing equation of the dynamic deformable tongue model using the Lagrange multiplier method [10] .
This can be expressed as:
(1) The mass, damping, and stiffness matrices M , C , K (of size 3n x 3n, where n is the number of nodes) are determined by the material's intrinsic physical properties; u is the vector of the displacements of the nodes from their original positions on the mesh; f is the vector of external forces. Eq. (1) is a coupled system of ordinary differential equations, which typically cannot be solved in real-time. To address this problem, we adopted linear modal analysis to accelerate the computational efficiency by solving the generalized eigenproblem. Suppose Φ and Λ (a diagonal matrix of eigenvalues) are the solution matrices for KΦ = MΦΛ , where (where  and  are scalar weighting factors), the calculation can be carried out in nearly real time.
As the linear modal analysis cannot deal with large magnitude deformations, a modal warping technique [17] is used to compute the nonlinear deformation term, so that the new representation of the rotational part becomes: w = WΦq (4) where w is a vector representing the angular velocities of the nodes and W is the curl of the linear displacement. The Newmark averageacceleration method is used and Eq. (3) can be written as a simple linear system of:
(5) which is to be solved repeatedly at each time step. More detailed formulation and derivation can be found in [18] . Fig. 3 provides an overview of the user interface developed to implement the described platform. The 3D visualization strategy provides enriched awareness of tongue movement, and the potential benefits for clinical and research applications are clear.
VISUALIZATION RESULT
Although only four constraint nodes are used to describe the motion of the tongue in the ultrasound image, the deformation simulated with the proposed framework is informative. Some results of the visualization platform on different vocalizations are shown in Fig. 4 . At present a volume-preservation constraint has not been included to the framework. Nevertheless, to test the change of tongue volume during deformations, an experiment was performed, with results as shown in Fig. 5 . It can be seen that the change in the tongue volume remains small, less than 2% in most cases. The described dynamic 3D tongue motion visualization platform is implemented in Microsoft Visual C++ 2010 in a Windows 7 environment, using a PC with Intel Core i7, 8G DDR3L and an NVIDIA GHTX862M. Using 150 modal bases (the number of the columns in matrix Φ ), the simulation throughput is 43.2 fps. Thus although tongue deformation during speech can be rapid, the developed framework appears to be able to meet this demand, following the motion and generating tongue shape in real-time with relatively good accuracy.
CONCLUSION
Speech is perhaps the most important human biosignal, but not all of the characteristics of speech production are fully understood. As a new tool for understanding speech production, the proposed 3D tongue motion visualization platform has been developed, based on ultrasound images, using modal analysis to perform the simulation in real time. We believe this to be the first combination of ultrasound imaging with a 3D tongue model to visualize motion in real time. Our experimental results reveal promising functionality and potential applications in several fields.
There are still many improvements to be made. Due to the relatively low performance of point tracking with optical flow, manual refinements are required at present. Also, registration between 2D points in the ultrasound image and the nodes on the 3D tongue model is still under development, and manual tweaking is required here as well. Upcoming versions of the platform will include an improved real-time contour detection algorithm. An explicit volume-preserving constraint is also to be added.
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