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ABSTRACT
Oscillatory behavior of the Atlantic meridional overturning circulation (MOC) is thought to underlie
Atlantic multidecadal climate variability. While the energy sources and sinks driving the mean MOC have
received intense scrutiny over the last decade, the governing energetics of the modes of variability of the
MOC have not been addressed to the same degree. This paper examines the energy conversion processes
associated with this variability in an idealized North Atlantic Ocean model. In this model, the multidecadal
variability arises through an instability associated with a so-called thermal Rossby mode, which involves
westward propagation of temperature anomalies. Applying the available potential energy (APE) framework
from stratified turbulence to the idealized ocean model simulations, the authors study the multidecadal
variability from an energetics viewpoint. The analysis explains how the propagation of the temperature
anomalies leads to changes in APE, which are subsequently converted into the kinetic energy changes as-
sociated with variations in the MOC. Thus, changes in the rate of generation of APE by surface buoyancy
forcing provide the kinetic energy to sustain the multidecadal mode of variability.
1. Introduction
There is now ample observational evidence for the exis-
tence of coherent spatiotemporal decadal-to-multidecadal
variability in the climate system.One prominent example
is the Atlantic multidecadal oscillation (AMO), which
is characterized by multidecadal variations in North
Atlantic sea surface temperature and sea level height.
From available sea surface temperature observations the
time scale of variability can be roughly divided into a
longer period of 50–70 years (Schlesinger andRamankutty
1994; Kushnir 1994; Enfield et al. 2001) and a shorter pe-
riod of 20–30 years (Frankcombe et al. 2008; Frankcombe
and Dijkstra 2009).
A recent analysis of several time series, each 1000
years long, of oxygen isotope data from Greenland ice
cores has shown that both time scales are present in the
proxy data but that the 20–30-yr variability is more
pronounced than the 50–70-yr variability (Chylek et al.
2011). Multidecadal variability has also been observed
in the Arctic (Venegas and Mysak 2000), in the tem-
perature of Atlantic water entering the Arctic Ocean
(Polyakov et al. 2004) as well as in sea ice extent (and
thickness) inArctic marginal seas (Polyakov et al. 2003).
In general circulation models (GCMs) used in the
Intergovernmental Panel on Climate Change (IPCC)
Fourth Assessment Report (AR4), different domi-
nant time scales are found. In the Geophysical Fluid
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Dynamics Laboratory Coupled Model version 2.1
(GFDL CM2.1) a 20–30-yr time scale (Zhang 2008) is
dominant, the Hadley Centre Coupled Model version
3 (HadCM3) displays both 25-yr (Dong and Sutton 2005)
and 100-yr variability (Vellinga and Wu 2004), and the
coupled ECHAM5–Max Planck Institute Ocean Model
version 1 (ECHAM5-OM1) shows predominantly a 70–
80-yr variability (Jungclaus et al. 2006). By looking at
control runs of various coupled climate models, several
different mechanisms have been proposed to describe
the physics of the multidecadal temperature changes.
The mechanisms variously explain the variability as an
ocean response to low-frequency atmospheric vari-
ability (Delworth et al. 1993; Delworth and Greatbatch
2000; Eden and Jung 2001), a delayed advective oscilla-
tion of the Atlantic Ocean circulation (Lee and Wang
2010), a coupled ocean–atmospheremode (Timmermann
et al. 1998) in which the North Pacific may play a role
(Dima and Lohmann 2007), a connection between the
tropical and northern Atlantic (Vellinga and Wu 2004;
Knight et al. 2005), or a connection between the North
Atlantic and Arctic Oceans (Jungclaus et al. 2005).
An alternative approach has been to study Atlantic
multidecadal climate variability using idealized models
that represent only a limited number of physical pro-
cesses. In single-hemispheric ocean basin models, the
multidecadal variability then arises as a large-scale in-
stability of themeridional overturning circulation (MOC).
The anomaly pattern corresponding to this instability is an
internal (normal) oceanmode, a so-called thermalRossby
mode (Huck et al. 1999; Te Raa and Dijkstra 2002). The
internal mode can be excited by atmospheric noise with
spatiotemporal characteristics of the North Atlantic Os-
cillation (Frankcombe et al. 2009). In fact, a thermal
Rossby mode can be observed in the laboratory (Vincze
et al. 2012) as the only ingredients needed are an over-
turning flow, rotation, and surface heat flux noise.
The thermal Rossby mode mechanism has recently
also been found in a state-of-the-art ocean general cir-
culation model (Sevellec and Fedorov 2013). The pattern
and time scale of the thermal Rossbymode are consistent
with observations of westward propagating temperature
anomalies in theNorthAtlantic (Frankcombe et al. 2008)
and sea level variations along the European and North
American coastlines (Frankcombe and Dijkstra 2009),
both of which occur on the shorter 20–30-yr time scale.
Such 20–30-yr variability is consistent with the dominant
variability found in ice core records (Chylek et al. 2011).
In Frankcombe and Dijkstra (2011) the 50–70-yr vari-
ability was attributed to processes in the Arctic and in-
volves salinity anomalies that propagate to the Atlantic,
where they effect the MOC. This is also consistent with
the results from ice core records (Chylek et al. 2012),
where the 50–70-yr variability is larger in northern
Greenland (which is more affected by processes in the
Arctic) than in southern Greenland (which is more af-
fected by processes in the North Atlantic).
In recent years there has been controversy regarding
the sources of energy to the mean MOC (e.g., Wunsch
and Ferrari 2004; Hughes et al. 2009; Tailleux 2009;
Ferrari and Wunsch 2009). An important part of this
controversy revolves around whether surface buoyancy
forcing contributes energy to the circulation along with
winds and tides. Turbulent mixing of the ocean interior
is needed to maintain the ocean stratification in the
presence of deep water formation. It is argued that such
turbulence requires a source of energy, and that the only
net source of energy for this turbulence is the mechan-
ical forcing from winds and tides (Wunsch and Ferrari
2004; Ferrari and Wunsch 2009). The fact that the work
of expansion and contraction associated with sources of
buoyancy at the surface of the ocean is much smaller
than the energy supplied by wind and tidal forces has led
some to the hypothesis that surface buoyancy forcing
contributes a negligible amount of energy to the flow
(Kuhlbrodt et al. 2007).
Although there are also arguments that buoyancy
forcing contributes to turbulent mixing (Scotti and White
2011), we do not aim to contribute here to this con-
troversy. Instead, we focus on the energetics of MOC
changes. In recent studies, energy conversions were stud-
ied in the context of the weakening of theMOC in both an
idealized ocean model (Hogg et al. 2013) and a more de-
tailed climate model (Gregory and Tailleux 2011). Here,
we focus on the energy conversions associated with MOC
variations onmultidecadal time scales (as thought relevant
to understand the AMO) using a so-called minimal model
(Dijkstra 2013) of such variability, that is, a fully implicit
ocean model as in Te Raa and Dijkstra (2002).
There are several frameworks that are available to
study and interpret such energy conversions. We here
choose the available potential energy (APE) frame-
work, derived by Lorenz (1955) for a stratified fluid.
Winters et al. (1995) showed the relevance of APE
theory for turbulent stratified mixing and it was applied
to the ocean context for example by Huang (1998) and
Hughes et al. (2009). An overview of APE theory and
its connection to the thermodynamics of fluids is pro-
vided in Tailleux (2009) and Tailleux (2013). As will be
shown below, the APE framework provides a transparent
connection between the propagation characteristics of the
thermalRossbymode instabilitymechanism and the energy
conversions in the finite-amplitude oscillatory flow. Results
from other frameworks, such as the recently presented dy-
namical potential energy (DPE) framework (Roquet 2013),
are not considered here.
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In section 2, the implementation of the APE frame-
work into the fully implicit ocean model is described.
Results for steady-state flows are presented in section 3,
focusing on which energy transfer processes are main-
taining the steady circulation patterns. Next, in section 4,
the energetics of the multidecadal variability in the
MOC will be considered with focus on the processes
involved in the thermal Rossby mode. Section 5 sum-
marizes and discusses the main results and provides the
conclusions of this study.
2. Ocean model and energy analysis
In this section the idealized ocean model, the analysis
of the energetics of the ocean flows, and the numerical
methods are presented.
a. Idealized ocean model
We consider flows in a spherical sector bounded by
longitudes fw 5 2868E and fe 5 3508E and by latitudes
us5 108N and un5 748N. The ocean basin has a constant
depth H and is bounded vertically by z 5 2H and
a nondeformable ocean–atmosphere boundary at z5 0.
The model used is the fully implicit ocean model as pre-
sented in de Niet et al. (2007) with adaptations described
in that article’s corrigendum. To be self-contained, the
full equations and standard values of the parameters used
are provided in the appendix.
The flows in the chosen domain are forced by a surface
heat flux QS (in Wm
22) and a wind stress field (tf, tu)
(in Pa). We choose the latter as
tf(u)52t0 cos2p
u2 us
un2 us
; tu5 0, (1)
where t0 (in Pa) is a typical wind stress amplitude. The
heat flux QS is defined to be positive for heat flowing
from the ocean to the atmosphere, and is proportional to
the temperature difference between the sea surface
temperature T and a prescribed atmospheric tempera-
ture TS, that is,
QS 52lT(T2TS) , (2)
where lT (in Wm
22K21) is a constant exchange co-
efficient. For TS we choose
TS(u)5T01
DT
2
cosp
u2 us
un 2 us
, (3)
where T0 is a reference temperature andDT represents the
equator-to-pole temperature difference. In section 3 below,
where we analyze steady flows, we will use this restoring
heat flux whereas in section 4, where the variability
is considered, we will use a diagnosed heat flux from
a steady-state model solution and no restoring term. Both
wind andbuoyancy forcing are distributed as a body forcing
over the upper layer of the ocean having a depth Hm.
Temperature differences in the ocean cause density
differences according to
r5 r0[12aT(T2T0)] , (4)
where aT is the thermal expansion coefficient and r0 a
reference density.
We use the Boussinesq and hydrostatic approxima-
tions with horizontal (AH, KH) and vertical (AV, KV)
mixing coefficients of momentum and heat, respectively.
As mentioned in the appendix we use convective ad-
justment where the vertical mixing coefficient of heat
KV is written as
KV 5K
0
V 1F (N2b)KcV ; N2b 52
g
r0
›r
›z
, (5)
where F is a mixing profile function. The other mixing
coefficients are assumed constant.
b. Energy balances
In the analysis below, we will use the Hughes et al.
(2009) interpretation of the APE framework, which fo-
cuses only on the mechanical energy balances. This
interpretation simplifies the energetic pathways by con-
centrating on buoyancy production/dissipation in the
absence of internal energy constraints. A more compre-
hensive interpretation of the energetics, which is consis-
tent with the thermodynamics of stratified flows, can be
found in Tailleux (2009). The simplified interpretation is
adequate for flow problems that involve buoyancy forces
and wind stress as is the case here. However, it leads to
subtle differences in the physical interpretation of the
individual terms in the equations below compared with
Tailleux (2009); for convenience both will be mentioned
and interested readers can consult Tailleux (2009) for
more details.
When the momentum equations from the model, Eqs.
(A1a) and (A1b) in the appendix, are multiplied by the
velocity vector and the resulting equations are averaged
over the flow domain, we obtain the mechanical energy
balance [using notation similar to that in Hughes et al.
(2009)]
dEk
dt
5FT 2Fz1Fw , (6)
where
Ek5
1
2V
ð
V
(u21 y2) d3x , (7a)
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FT 5
1
V
ð
V
u

AV
›2u
›z2
1AHLu(u, y)

1 y

AV
›2y
›z2
1AHLy(u, y)

d3x , (7b)
Fz5
g
r0V
ð
V
rwd3x , (7c)
Fw5
1
r0HmV
ð
V
(utf 1 ytu)G(z) d3x , (7d)
with V being the volume of the ocean basin and g the
gravitational acceleration. The above quantities are the
kinetic energy Ek, the dissipation FT, the rate of con-
version between potential and kinetic energy Fz, and
the power input from wind stress Fw. Also, Lu and Ly
represent the horizontal friction terms in spherical polar
coordinates and G(z) describes the distribution of sur-
face momentum and buoyancy fluxes across the upper-
most layer (see the appendix for details).
By multiplying the temperature equation by zr0gaT
and using (4), the potential energy balance follows as
dEp
dt
5Fz1Fd11Fb1 , (8)
with
Ep5
g
r0V
ð
V
rz d3x , (9a)
Fd152
K0Vg
r0V
ð
S
(rtop 2 rbot) d
2x , (9b)
Fb15
g
r0V
ð
V
z

KH=
2
Hr1
›
›z

KV
›r
›z

d3x
2Fd11
g
r0V
ð
V
zQrG(z) d3x , (9c)
whereEp is the gravitational potential energy, S the area
of the ocean surface, and rtop 5 r(f, u, z 5 0, t) and
rbot 5 r(f, u, z 5 2H, t). In the Hughes et al. (2009)
interpretation, the term Fd1 represents the rate of po-
tential energy change associated with the lifting of the
center of mass of the fluid column by the background
vertical diffusion. In the Tailleux (2009) interpretation, it
is the conversion rate between internal energy and
gravitational potential energy. The last term inFb1 is the
buoyancy power input due to boundary fluxes withQr 5
2aTQS/(CpHm), where Cp is a constant heat capacity.
This term is associated with an external source of internal
energy, as explained by Tailleux (2009); for example, one
requires internal energy to cool or heat the fluid and
thereby create buoyancy differences.
In a stratified fluid, the amount of potential energy
available to be released to kinetic energy is determined
by defining a relevant background state with minimum
potential energy (Winters et al. 1995). This background
state is reached by adiabatic adjustment under gravity,
with all other forcing removed. The background state is
defined by the field z*(f, u, z, t), which is the depth of the
fluid element at (f, u, z) in the reference configuration.
The background potential energy Eb is then
Eb 5
g
r0V
ð
V
z*r d
3x , (10)
and the rate of change of background potential energy
Eb is given by
dEb
dt
52Fb21Fd2 . (11)
Here, the loss of background potential energy by surface
forcing, Fb2, and the gain of background potential en-
ergy by mixing Fd2 are
Fd2 5
g
r0V
ð
V
z*

KH=
2
Hr1
›
›z

KV
›r
›z

d3x , (12a)
Fb252
g
r0V
ð
V
z*QrG(z) d3x . (12b)
The field z* is calculated by a sorting scheme, similar to
that used in Hughes et al. (2009).
Using (5), the energy conversion rates Fb1 and Fd2
can be written as
Fb15F
0
b1 1F
c
b1; Fd25F
0
d21F
c
d2 , (13)
where the superscript 0 refers to the background value
K0V and the superscript c refers to convective adjustment.
The evolution equation for the available potential
energy Ea 5 Ep 2 Eb is given by
dEa
dt
5Fz1Fb 2Fd 1Fca , (14)
with
Fb5F
0
b11Fb2; Fd5F
0
d22Fd1; Fca 5F
c
b12F
c
d2 .
(15)
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c. Numerical implementation
The model equations as given in the appendix are dis-
cretized in space using a second-order accurate control
volume discretization method on a staggered Arakawa B
grid in the horizontal with i 5 1, . . . , N, j 5 1, . . . , M,
and a C grid in the vertical with k 5 1, . . . , L. The
spatially discretized model equations can be written in
the form
M
dx
dt
5F(x)5L(x)1N(x, x) , (16)
where the state vector x contains the unknowns (u, y, w,
p,T) at each grid point and hence has dimension d5 53
N 3 M 3 L. The operators M and L are linear and
N represents the nonlinear terms in the equations. In
all results below, we take equidistant grids, with N 5
M 5 L 5 16.
In the results presented in section 3, we determine
steady solutions directly versus a control parameter
in the model using a pseudoarclength continuation
technique. From (16) it follows that steady-state so-
lutions can be found from the nonlinear algebraic
equations
F(x,p)5 0. (17)
Here the parameter dependence of the equations is
made explicit through the p-dimensional vector of pa-
rameters p and hence F is a nonlinear mapping from
Rd1p / Rd. To determine branches of steady solutions
of Eq. (17) as one of the parameters, say m, is varied, the
pseudoarclength method suggested in Keller (1977) is
used. The branches [u(s), m(s)] are parameterized by an
arclength parameter s. An additional equation is ob-
tained by ‘‘normalizing’’ the tangent
_xT0 (x2 x0)1 _m0(m2m0)2Ds5 0, (18)
where (x0, m0) is an analytically known starting solution
or a previously computed point on a particular branch
and Ds is the step length. Euler–Newton continuation is
used to solve the system of Eqs. (17) and (18).
For the results in section 4, we use a fully implicit
Crank–Nicholson (Atkinson 1989) time integration
scheme (which is second order in the time step Dt).
Using a time index n, this scheme becomes
M
xn11 2 xn
Dt
5
1
2
[F(xn)1F(xn11)] . (19)
The equations for xn11 are solved again by the Newton–
Raphson technique and lead to the same type of numerical
problems as that for the steady-state computation. In all
results in section 4,we take a time stepDtof approximately
1 month, which gives sufficiently accurate solutions.
3. Steady flows
In this section, steady flows will be computed under
restoring boundary conditions, that is, using the surface
heat flux (2) and using the parameters in Table 1. Ac-
cording to (3), the parameterDT represents the equator-
to-pole temperature difference and we will use it here as
one of the control parameters. Using continuation, we
first compute a branch of steady solutions by varying DT
in (3) from 08 to 208C while keeping t0 5 0.0 Pa. The
maximum strength of the MOC (over the whole do-
main) is shown in Fig. 1a and follows a well-known 1/3
power-law scaling. This relation has beenwell established
in single hemispheric models (Den Toom and Dijkstra
2011) and can be explained by dominant geostrophic
momentum balances and an advection–diffusion balance
for the thermocline in the model.
For DT 5 208C the surface heat flux QS is diagnosed
and plotted in Fig. 1b, with positive values when heat is
going into the ocean. As can be seen, most heat is ex-
tracted from the ocean over the broad western boundary
current in the model with a maximum value of about
160Wm22. We will use this surface heat flux QS in
section 4 when computing multidecadal oscillations in
these flows under prescribed flux conditions. In this
section, however, the terms in the energy balances are
computed with the restoring heat flux given by (2).
In the fully implicit ocean model, each term in the
equations is represented by a local operator (see Dijkstra
2005, chapter 4) such that the contribution from con-
vective adjustment (the terms Fcb1 and F
c
d2) can be ex-
plicitly determined. The integrals in the energy balances
can be calculated up to Newton–Raphson tolerance er-
ror. As a consequence, the energy balances can also be
closed at the same accuracy (a relative error of 1026).
In the kinetic energy balance for DT 5 208C, the dis-
sipation FT is exactly balanced by Fz (see Fig. 2b for
t05 0.0 Pa). This means that for the surface temperature
TABLE 1. Values of fixed parameters used in the numerical cal-
culations in section 3 and 4. In the table, tT 5 r0CpHm/lT is the
restoring time scale for temperature used when restoring condi-
tions are applied (section 3).
2V 5 1.4 3 10
24 (s21) r0 5 6.4 3 10
6 (m)
Cp 5 4.2 3 10
3 [J (kgK21)21] tT 5 7.5 3 10
1 (days)
aT 5 1.0 3 10
24 (K21) r0 5 1.0 3 10
3 (kgm23)
AH 5 1.6 3 10
5 (m2 s21) AV 5 1.0 3 10
23 (m2 s21)
KH 5 1.0 3 10
3 (m2 s21) K0V 5 1:03 10
24(m2 s21)
H 5 4.0 3 103 (m) Hm 5 2.5 3 10
2 (m)
T0 5 15.0 (8C) t0 5 0.1 (Pa)
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gradient to drive the flow, a conversion of available
potential energy to kinetic energy is needed. The back-
ground potential energyEb is increased both by diapycnal
mixing (termF0d2) as well as convective adjustment (term
Fcd2), although the latter contribution is small (Fig. 2c for
t0 5 0.0Pa). In Fig. 2d (for t0 5 0.0 Pa), it can be seen
how this is accomplished: the input of available potential
energy due to the surface buoyancy forcing Fb is not
completely compensated by the loss of available potential
energy due to mixing. The negative value of Fz arises
therefore as a residual in the available potential energy
balance.
In the APE framework there are currently two inter-
pretation of the termFb. In the one byHughes et al. (2009)
FIG. 1. (a) Bifurcation diagram showing the maximum value of the MOC (C) vs the restoring temperature dif-
ference DT for the case without wind stress (t0 5 0.0 Pa). (b) Diagnosed heat flux (Wm
22) at the endpoint of the
curve in (a), that is, for DT 5 208C.
FIG. 2. (a) Bifurcation diagram showing the strength of the MOC vs t0 for DT 5 208C. (b) Terms in the kinetic
energy equation. (c) Terms in the background potential energy equation. (d) Terms in the available potential energy
equation. The term R is the residual in the balance.
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used here, Fb acts as a catalyst for the release of back-
ground potential energy, which is otherwise created by
diapycnal mixing. In the interpretation by Tailleux
(2009), Fb is interpreted as a conversion term between
internal and mechanical energy, which gives a physical
basis for saying that the surface buoyancy fluxes ‘‘drive’’
the overturning circulation. In both interpretations,
however, the surface buoyancy fluxes induce energy
conversions toward APE that are responsible for the
kinetic energy associated with the overturning flow.
We next consider the influence of the wind stress (1)
on the overturning circulation and the energy balances
and use t0 as a control parameter. From the endpoint of
Fig. 1a (for t0 5 0), a branch of steady solutions is
computed by varying t0 from 0 to 0.15 Pa. The strength
of the MOC and the terms in the energy equations are
shown in Fig. 2. The maximum strength of the MOC
only slightly changes due to the presence of the wind
stress. It decreases down to t05 0.12Pa and then slightly
increases again up to t0 5 0.15 Pa (Fig. 2a). The power
due to the wind stress field Fw increases with t0 and
together with the available potential energy to kinetic
energy conversion term Fz balances the dissipation FT
in the model (Fig. 2b). The wind stress causes Ekman
pumping and hence deformation of isopycnals. These
changes in stratification affect the residual in the avail-
able potential energy balance and Fz is reduced (be-
comes less negative). For the highest value of the wind
stress, the value of Fz is still negative, which indicates
that in this case both buoyancy and wind affect the
strength of the MOC.
From the endpoint of Fig. 2a (at t0 5 0.15Pa),
a branch of steady solutions is computed by varying K0V
from 1025 to 1023m2 s21. The MOC strength increases
with K0V over a large interval (Fig. 3); only at small
values ofK0V does the overturning slightly decrease with
K0V . The kinetic energy balance reflects this change in
behavior as Fz changes sign just at the point where the
MOC is minimal. This indicates that at small values of
K0V there is a net (although small) rate of transfer of
kinetic energy to potential energy in the flow (Fz . 0).
Because K0V decreases, the flow induced by Ekman
pumping becomes larger than that due to buoyancy
gradients, which is reflected in an increase of the maxi-
mum MOC with decreasing K0V . When a value of the
meridional overturning streamfunction is used below
the Ekman layer (not shown), it does not change with
decreasing K0V .
In the calculations of Hughes et al. (2009) a non-
hydrostatic two-dimensional ocean model is used and
FIG. 3. (a) Bifurcation diagram showing the strength of theMOC vsK0V for t05 0.15 Pa and DT5 208C. (b) Terms
in the kinetic energy equation. (c) Terms in the background potential energy equation. (d) Terms in the available
potential energy equation. The term R is the residual in the balance.
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several terms in the available potential energy balance
are calculated for equilibrium flows. Over the intervalKV
of 1024 2 1023m2 s21 (which overlaps with the results
here), they find (without wind) thatFz, 0, in agreement
with the results here. In the recent results of Saenz et al.
(2012), both the effects of wind and buoyancy are con-
sidered for an idealized three-dimensional configuration
in the Massachusetts Institute of Technology GCM
(MITgcm). The term Fz [C(KE, APE) in their paper]
becomes positive at larger wind stress for the case of
KV5 10
25m2 s21. The results for the steady-state model
here are hence consistent with previous analyses of the
energy balances in more sophisticated models.
4. Multidecadal variability
We next go back to the thermal-only case (no wind
stress); the surface heat flux QS in Fig. 1b is exactly the
flux needed to maintain the steady solution [which was
computed under the restoring heat flux (2)] at the end-
point of the curve in Fig. 1a (DT5 208C). In this section,
the heat fluxQS is used under prescribed flux conditions
(no restoring) to start a time integration with the solu-
tion at the end point of the branch in Fig. 1a as initial
condition.
The transient flow development is plotted in Fig. 4a
over a time interval of 500 years. As is well known
(Te Raa and Dijkstra 2002), the steady solution under
prescribed flux conditions is unstable to oscillatory dis-
turbances (although it is stable under restoring conditions).
After a while, variability in the MOC on a multidecadal
time scale appears with a peak-to-peak amplitude of about
8Sv (1Sv[ 106m3 s21). The patterns of theMOC (Fig. 4)
at four different times during the oscillation indicate
a weakening (Fig. 4b) and strengthening (Fig. 4d) of the
MOC. During the weakening of the MOC, the sinking
latitude shifts southward whereas during the strengthening
it shifts northward.
The temperature anomaly fields are plotted as the
difference fields T2 TS where T5 T(f, u, z5 0, t) is the
SST of the model solution and TS the background tem-
perature (3). For four different times during an oscillation
cycle, T 2 TS is plotted in Fig. 5, which clearly demon-
strates the northwestward propagation of the SST, in
particular in the western half of the domain. The weak
and strongMOC states coincide with the small zonal SST
gradient in Fig. 5a and strong zonal SST gradient in
Fig. 5c (note that TS is zonally independent).
The underlying mechanism of the instability leading
to the multidecadal variability here is known to be
caused by a thermal Rossby mode that destabilizes the
backgroundMOC (Te Raa andDijkstra 2002). A sketch
of the physics of the thermal Rossby mode is provided
with help of Fig. 6. A warm anomaly in the north-central
part of the basin causes a positive meridional perturba-
tion temperature gradient, which induces—via the ther-
mal wind balance—a westward zonal surface flow
(Fig. 6a). The anomalous anticyclonic circulation around
the warm anomaly causes southward (northward) ad-
vection of cold (warm) water to the east (west) of the
anomaly, resulting in westward phase propagation of the
warm anomaly. Because of this westward propagation,
the zonal perturbation temperature gradient becomes
negative, inducing a negative surface meridional flow
(Fig. 6b). The resulting upwelling (downwelling) pertur-
bations along the northern (southern) boundary cause
a negativemeridional perturbation temperature gradient,
inducing a positive zonal surface flow, and the second half
of the oscillation starts. The crucial elements in this os-
cillationmechanism are the phase difference between the
zonal and meridional surface flow perturbations, and the
westward propagation of the temperature anomalies (Te
Raa and Dijkstra 2002).
In the finite-amplitude oscillatory flow (Fig. 4) it is
now interesting what energy conversion processes take
place and whether we can connect this to the properties
of the thermal Rossby mode. As the field z* plays an
essential role in the terms of the available potential
energy balance, surface values and a latitudinal section
(at the central longitude of the basin) of z* are plotted in
Fig. 7 for four different times. From the southern
boundary to 508N, z* is zonally and meridionally ho-
mogeneous and increases approximately linearly with
depth. In this region of the domain, the flow is strongly
stably stratified. In the sinking region, values of z* show
strong meridional gradients while being near vertically
homogeneous. In the sinking regions, there is a near-
neutral stratification and hence fluid elements at the
surface will be displaced to significant depth in the
background configuration. A very similar equilibrium
distribution of z* was found in Saenz et al. (2012) with
large values of z* in sinking regions (in particular in the
Southern Ocean) and values being approximately lati-
tudinally homogeneous outside the sinking regions.
The rates of energy transfer characterizing the mul-
tidecadal variability are shown in Figs. 8a–c, in which
now the time derivative of each of the energy quantities
is plotted (dashed black lines). In Fig. 8c, all terms in the
available potential energy balance are plotted such that
any negative value indicates a sink of available potential
energy and any positive value a source. Convective ad-
justment as well as vertical mixing always acts as a sink
of available potential energy.
The main issue is how the term Fz arises as it clearly
drives the oscillation according to Fig. 8a. The in-
terpretation of cause and effect of the energetic balance
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of the oscillations in Fig. 8 is, however, complicated
because bothFz and dEa/dt can adjust to the variation of
the energy fluxes caused by the other processes and it is
therefore difficult to understand the phase differences
between the different terms. When the MOC is weak
(year 245, first vertical dashed line), the production of
APE due to the surface buoyancy forcing (Fb2) is larger
than all sinks of APE, resulting in a positive tendency of
APE leading to an increase of2Fz, and hence theMOC
strength increases. As the sinking region moves north-
ward, large negative values of z* shift northward and
hence Fb2 has decreased already in year 268 (second
vertical dashed line) while theMOC is still increasing. In
year 291 (third vertical dashed line) the MOC is maxi-
mum but the APE tendency is already negative, leading
to a weakening of the MOC.
FIG. 4. (a) Strength of the MOC vs time (in yr), and MOC patterns at four different times: (b) 245 yr (MOC
minimum), (c) 268 yr, (d) 291 yr (MOC maximum), and (e) 314 yr.
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As shown by Gregory and Tailleux (2011), the local
conversion between kinetic energy and (available) poten-
tial energy canbededucedby thefield2uh $hp, where the
subscript h indicates the horizontal component. Since the
volume integral of u  $p is zero, it can be easily shown that
2Fz 52
g
r0V
ð
V
rwd3x5
1
r0V
ð
V
2uh  $hp d3x . (20)
To determine the regions where APE is actually
a source of kinetic energy and how this compares with
FIG. 5. SST anomaly patterns (with respect to the restoring temperature TS) at four different times: (a) 245, (b) 268,
(c) 291, and (d) 314 yr.
FIG. 6. Schematic diagram of the oscillation mechanism associated with the multidecadal mode caused by the
westward propagation of the temperature anomalies, indicated here by T0. The phase difference between (a) and (b)
is about a quarter period. See text and Te Raa and Dijkstra (2002) for a further explanation.
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the APE production rate, we plot in Figs. 9a,c,e,g
the APE production field z*(z 5 0)QS (in Wm
21),
which appears in the definition of Fb2, and in Figs.
9b,d,f,h the vertical integral of 2uh  $hp (in Wm22).
APE production mainly occurs in the northern re-
gions of the domain, where cold water is cooled and
hence the equilibrium depth z* is located at large
depths. Most of the conversion between APE and
kinetic energy, however, takes place in the upwelling
and downwelling regions of the model flow. With the
meridional shifts of the MOC during the oscillation,
only small regions exist where large APE production
coincides with large conversion of APE to kinetic
energy.
FIG. 7. Surface values of z* and section of z* at f5 3188E at four different times: (a),(b) 245, (c),(d) 268, (e),(f) 291,
and (g),(h) 314 yr.
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5. Summary, discussion, and conclusions
The subject of horizontal convection is a very in-
teresting problem and a highly relevant one for the ocean.
Most papers have focused on how to understand the
present-day time-mean ocean circulation from an ener-
getic point of view and in particular the role of surface
buoyancy fluxes [see the overviews inWunsch andFerrari
(2004) and Hughes and Griffiths (2008)]. The main dis-
cussion is on whether the surface buoyancy forcing does
substantially contribute to the energy needed to maintain
the global ocean circulation (Ferrari and Wunsch 2009;
Hughes et al. 2009).
In a so-called minimal model (Dijkstra 2013) of the
Atlantic multidecadal oscillation used here, a relatively
large value of K0V (the background value of the vertical
mixing coefficient of heat) is applied. This value is tuned
such that the mean MOC strength matches observed
values and hence K0V represents the effects of other
processes (winds, tides) than buoyancy-induced mixing
generating the time-mean MOC.
However, the new element here is that (while fixing
K0V) variability in the MOC arises under a prescribed
heat flux, due to a large-scale instability associated with
a thermal Rossby mode. In the minimal model, one can
compute closed (up to discretization error) energy bal-
ances and the effect of convective adjustment is explicitly
computed. There is, of course, a caveat on the energetics
of this process as there is no direct coupling of potential
energy changes due to convection and kinetic energy
(Hughes et al. 2009), but only an indirect one through the
available potential energy balance. However, in the hy-
drostatic Boussinesq model, as used here, there is no
other way to incorporate these effects.
The central quantity related to the strength of the
MOC is the termFz, which represents the conversion of
available potential energy to kinetic energy. This term
arises as a residual in the available potential energy
balance equation that is controlled by phase differences
between available potential energy sources (through the
surface buoyancy flux) and sinks (irreversible mixing,
convective adjustment) introduced by the propagation
of the temperature anomalies.
Sea surface temperature perturbations associated with
the thermal Rossby mode move westward in this model,
strengthening and weakening the MOC and leading to
changes in the basinwide density field. The propagation
of the temperature anomaly hence also leads to temporal
and spatial changes in the state of minimal potential en-
ergy (or background state) and hence to changes in
available potential energy. The strength of the MOC
controls the sinking region and hence the meridional
extent of the gradients in the background field z*, which
affect the production of available potential energyFb2.
The energetic description of the multidecadal vari-
ability can therefore be directly coupled to the term
Fb2. When Fb2 is large, the residual term Fz is strongly
negative, as only part of the production is used to raise
the available potential energy in the system, and the
MOC strength increases. This causes the sinking
FIG. 8. (a) Terms in the kinetic energy equation. (b) Terms in the
background potential energy equation. (c) Terms in the available
potential energy equation.
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regions to move northward and hence the production
term Fb2 decreases.
Together with the series of studies linking the results
of the minimal model to the Atlantic multidecadal
oscillation (Frankcombe et al. 2010), we may have ob-
tained a first view on the energetics of this phenomenon.
Even when wind forcing and freshwater fluxes are in-
cluded in the minimal model, the variability is mainly
FIG. 9. (left) APE production term z*(f, u, 0)QS(f, u) (in units of 10
4Wm21) and (right) APE–kinetic energy
conversion term
Ð 0
2H 2uh  $hp dz (in units of 106Wm22) at four different times during the evolution of the flow:
(a),(b) 245, (c),(d) 268, (e),(f) 291, and (g),(h) 314 yr.
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caused by the thermal Rossby mode mechanism (Te
Raa and Dijkstra 2003). In the presence of steady
backgroundmixing, the energy source for the variability
originates from surface buoyancy fluxes, which is con-
verted (from available potential energy) to kinetic en-
ergy. Thus, even if the mean MOC were dominantly
driven by the wind and tides, we argue that the multi-
decadal variability on this mean state is buoyancy
driven.
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APPENDIX
Model Formulation
With r0 andV being the radius and angular velocity of
Earth, the governing equations for the zonal, meridio-
nal, and vertical velocity u, y, and w and the dynamic
pressure p (the hydrostatic part has been subtracted)
become
Du
dt
2 uy tanu2 2Vy sinu1
1
r0r0 cosu
›p
›f
5AV
›2u
›z2
1AHLu(u, y)1
tf
r0Hm
G(z) (A1a)
Dy
dt
1 u2 tanu1 2Vu sinu1
1
r0r0
›p
›u
5AV
›2y
›z2
1AHLy(u, y)1
tu
r0Hm
G(z) (A1b)
›p
›z
5 gr0aTT , (A1c)
›w
›z
1
1
r0 cosu

›u
›f
1
›(y cosu)
›u

5 0, (A1d)
DT
dt
2KH=
2
HT2
›
›z

KV
›T
›z

5
QS
r0CpHm
G(z) , (A1e)
where G(z)5H(z/Hm 1 1), H is a continuous approxi-
mation of the Heaviside function, and Cp is a constant
heat capacity. In addition,
D
dt
5
›
›t
1
u
r0 cosu
›
›f
1
y
r0
›
›u
1w
›
›z
Lu(u, y)5=
2
Hu1
u cos2u
r20 cos
2u
2
2 sinu
r20 cos
2u
›y
›f
Ly(u, y)5=
2
Hy1
y cos2u
r20 cos
2u
1
2 sinu
r20 cos
2u
›u
›f
=2H 5
1
r20 cosu

›
›f

1
cosu
›
›f

1
›
›u

cosu
›
›u

In Eqs. (A1a) and (A1b), AH and AV are the horizontal
and vertical momentum (eddy) viscosity, which we will
take as constant.
Slip conditions are assumed at the bottom boundary,
while at all lateral boundaries no-slip conditions are
applied. At all lateral boundaries and the bottom
boundary, the heat flux is zero. Since the forcing is
represented as a body force over the first layer, slip and
no-flux conditions apply at the ocean surface. Hence, the
boundary conditions are
z52H, 0:
›u
›z
5
›y
›z
5w5
›T
›z
5 0, (A2a)
f5fw,fe: u5 y5w5
›T
›f
5 0, (A2b)
u5 us, un:u5 y5w5
›T
›u
5 0. (A2c)
Parameters that are fixed in the calculations described
in section 4 are the same as in typical large-scale low-
resolution ocean general circulation models and their
values are listed in Table 1.
In the case of an unstable stratification, additional
mixing occurs through convective overturning. We can
take this mixing into account through an additional
mixing coefficient KcV  K0V by formulating KV as
KV 5K
0
V 1F (N2b)KcV ; N2b 52
g
r0
›r
›z
. (A3)
Here F is a mixing profile function, which we take as
F (x)5maxftanh(2x3), 0g , (A4)
such that additional convective mixing is generated
smoothly as soon as N2b , 0.
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