Abstract. Analysis of Twitter communications can capture data on hospital patient experience, and this will be more appropriate for hospital management and patient care because the data represent patients' and carers' experience about something as they happen. This paper reports on the development and testing of a semi-automatic method for retrieval of subsets of Twitter communications representing hospital patient experience on different topics and subtopics. Twelve main topics of discussions on patient experience have been identified. Furthermore, it has been demonstrated that it is possible to retrieve tweets on most of the topics by using pre-defined search strings comprising various terms that represent a given topic.
Introduction

Hospital Patient Care
Management of patient experience and expectations is a core activity in any hospital. Capturing data and understanding individual patient experience is critical to overall patient care [1] . Previous research has highlighted the value of taking into account patients' own evaluation of their care [2] . A number of methods are used to collect data on patient experience in UK hospitals, for example,  Through online tools like independent Care Opinion website (https://www.careopinion.org.uk/), or NHS Patient Opinion website (https://www.nhs.uk/aboutNHSChoices/aboutnhschoices/partners/patientopinion/Pages/patient-opinion.aspx) that allow patients to submit their stories regarding their experience of care as a patient or service user or carer. The story they submit may be about a number of services across both health and social care. Once the story has been submitted it is moderated and published on the website. After publication the relevant staff in the care providers, commissioner or health board, regulator, patient organizations, and other local or national bodies are alerted. Staff are able to respond to the story without knowing who the author is and the author of the story can then respond to this. Changes are then made within the health service as appropriate.  Through the NHS Choices website: The Patient and visitor information page of the Newcastle-hospitals website suggests patients and visitors submit feedback within hospitals via 'Take 2 Minutes... Tell us what you think' boxes in public areas or alternatively, if a patient has further concerns to contact the Patient Advice Liaison Service (PALS) or if they wish to make a complaint to contact the North East NHS Independent Complaints Advocacy.  Friends and family Test: A further mechanism for gathering feedback from patients is the Friends and Family Test, where patients are all asked the following standard question "How likely are you to recommend our ward (or service) to your friends and family if they needed similar care or treatment?" Patients can respond to this question within hospitals, online, by text or by post.  NHS Patient Surveys: There are also a number of surveys carried out by the Care Quality Commission (CQC) [3] including surveys relating to inpatients, outpatients, emergency departments, community mental health, and maternity.
The main criticisms of current methods of feedback are the purposeful nature of the feedback and the likelihood that those people with a particular issue to raise are most likely to provide feedback of either a positive or negative nature.
Interviews have received criticism for encouraging negative responses whereas surveys have been criticised for bland positive response [4] .
Research shows that analysis of communications on microblogging tools like Twitter reflects 'events and trends in users' real lives because many users post tweets related to their experiences.' [5] Consequently some researchers have demonstrated how Twitter communications can be analysed to generate useful information for decision making and improving services.
Patient Experience
Patient Experience covers many different aspects of a patient's journey through the healthcare system. Research undertaken by the National Health Service [6] has identified that patients care about their experience as much as their clinical effectiveness and safety. Patient experience has been identified by the government as a high priority and many initiatives are in place to work with patients to identify their needs. Furthermore the importance of patient experience can be understood by its significance in key hospital policy frameworks. The NHS outcomes framework is a set of indicators developed by the Department of Health to monitor the health outcomes of adults and children in England. The framework provides an overview of how the NHS is performing. Within the framework there are five domains which focus on improving health and reducing health inequalities, The fourth domain focusses on patient experience: "Ensuring that people have a positive experience of care" [7] . Further to this, quality standards regarding patient experience have been established by NICE [8] to provide the NHS with clear guidance on the components of a good patient experience. The NICE guidelines developed in 2012 referred to 14 quality standards relating to patient experience which underpin the management of patient care. The quality standards provide guidance to ensure the patient experience is given due consideration in all aspects of hospital care.
Patient satisfaction measures are also increasingly used for benchmarking and accreditation purposes. Measures of patient satisfaction are considered indicative measures of service quality and quality of care. However, there is also evidence to suggest that currently the measurement of patient satisfaction and service quality is not an accurate reflection of what and how patients experience health care [9] . Furthermore, Doyle et al [10] reviewed the evidence from 55 studies to establish the links between patient experience and clinical safety and effectiveness and concluded that patients have a role to play as partners in identifying poor and unsafe practice and help enhance effectiveness and safety.
Related Works
Twitter is a free microblogging site in which users write brief snippets of information regularly, portraying emotions, opinions, interests etc. It has developed as a platform for consumers to express their feelings and opinions on almost all aspects of customer service and has become a very popular method of communication. As of the second quarter of 2017, Twitter averaged at 328 million monthly active users, who contribute an average of 500 million tweets each day [11] . The instant portal of communication allows this huge amount of users to provide feedback and seek solutions in a public platform [12] . Communications between consumers over Twitter was described by Jansen et al [13] as a type of electronic word-of-mouth. Due to the wide range of users from different social backgrounds, Twitter is also a good source of collecting consumer opinion, from ordinary people to professionals, organization representatives, celebrities and politicians. Thus, the tweets collected are the words of users with different interest groups and this makes it a very valuable online source of opinion. Numerous research has taken place over the past years that aimed at developing methods and tools for extracting information from Twitter communications in different fields, including several in medicine and healthcare (see [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] ). Many of these research have focused on developing novel tools using advanced linguistic and sentiment analysis techniques (see for example, [15, [27] [28] [29] [30] [31] [32] ), while others have used qualitative hybrid (a combination of quantitative and qualitative techniques for analysis of Twitter data) (see for example, [33] [34] ). Again, some researchers have aimed at developing tools for capturing some specific information from Twitter such as user locations (see for example, [31, 32] ).
Corley et al [27] examined mentions of influenza on social media by text mining, and noted that it was possible to detect trends in flu. Eichstaedt et al [35] examined the language used by individuals in social media and determined that the language used on Twitter could predict deaths from heart disease significantly better than a model combining 10 common demographic, socioeconomic, and health risk factors, including smoking, diabetes, hypertension, and obesity. Greaves and his associates [18, 19] qualitatively analysed 1000 tweets, that were sent directly to hospitals, and concluded that only a small proportion of tweets directed at hospitals discuss quality of care. Following the work of Greaves this study aims to determine a method which improves the relevance of the tweets extracted and doesn't rely on the mention of a hospital name. In contrast to previous work, which identified tweets aimed at specific hospitals [18, 19] , the purpose of this study was to initially identify aspects of patient experience irrespective of the particular hospital or hospital trust.
2
Research Aims and Methods
Aims
The overall objective of this research is to develop a simple tool that can retrieve tweets that discuss hospital patient experience on specific topics which could be of value to hospital management to take measures for improvement of patient experience. In order to achieve this objective, this research aimed to investigate:
1. How can we identify the different issues or topics that are discussed by hospital patients and carers in relation to patient experience? 2. How can we prepare a list of topics and subtopics that describe patient experience in hospitals? 3. How can we create pre-defined search strings that can retrieve sets of tweets discussing hospital patient experience on a particular topic? 4. How effective and efficient would such predefined strings be in retrieving the relevant tweets?
Methods
A number of different methods are used for analysis of tweets, e.g. (a) sentiment analysis techniques where sentiment associated with words are identified and used to categorise or analyse tweets; (b) machine learning techniques that automatically categorise tweets into some pre-defined headings or classes; (c) social network analysis that analyses characteristics of user communities participating in Twitter communications on specific topics; and (d) qualitative analysis techniques like thematic and content analysis which are based largely on manual or semi-automatic analysis [36] . In the absence of any pre-defined categories or themes to represent hospital patient experience expressed thorough Twitter communications, this research resorted to using a combination of quantitative (term-based search) and qualitative analysis (manual investigation) techniques to identify the key themes or topics of discussion, and thus address the first two research questions which subsequently led to address the other questions.
In the first phase, a dataset of 7321 tweets was collected, using Twitonomy, using the terms hospital and #hospital. Each tweet was examined manually to remove all retweets, news items, and duplicate tweets, non-English and marketing related tweets. This left a sample of 4360 tweets. A manual analysis of the language used in the tweets of the resulting sample was undertaken. A grounded theory approach was used to identify the "tokens" or "terms" most commonly used. After a period of testing and a number of iterations it was concluded that the tweets which included "I" and "this hospital" identified tweets which most accurately conveyed personal hospital patient experience. This supports previous research [13, 37] which has identified tweets using personal pronouns and tweets expressing personal opinion as "Personal" Tweets.
In the second phase the terms "I" and "this hospital" were used on Twitonomy in order to collect a sample of tweets each month over a period of 6 months. This produced a second dataset of 5700 tweets, the majority being personal tweets. A thematic analysis [38] was undertaken to identify the emerging topics of discussions. As there were no preconceived ideas regarding the topics which were likely to emerge from the data, a grounded theory approach [38] was deemed most appropriate. It was expected that the themes or topics would emerge as the analysis took place. A grounded theory approach was employed to classify each tweet manually. The content of each tweet in the dataset was read and examined to identify a topic. The topic headings were initially assigned considering the main purpose of the tweet recognising that many tweets could logically fall within more than one topic. For example "I hate this" would be classified as Emotion, "I hate this hospital bed" would be classified as "Hospital facilities". The set of topics was expanded until no new topics emerged. When the process was completed for the dataset, 37 significant topics relating to patient experience were identified. Further manual examination of the data identified that some the original topics were too broad and there was some significant overlap. Subsequently, after a number of iterations and testing, the topics were consolidated to 12 because some topic had to be combined because of major overlaps. A number of tweets within the original dataset were identified as not fitting into the identified topics as they were either considered to be irrelevant or to be a general observation. Irrelevant Tweets were those which were not connected to a patient in hospital, and often associated with references to high profile medical cases which are featured in the media or hospital based films or television programmes, e.g."It totally disgusts me how this hospital treated tom Kate and Alfie, an animal would have been given better treatment". General observations included tweets which were connected to a stay in hospital but gave no insight into hospital patient experience, e.g.: "Soon as I get out this hospital, I gotta job waiting for me" or "I swear im always at this hospital". Although the refining of the topics reduced some duplication it is acknowledged that some tweets can still be classified into multiple topics. A reference set was created for future guidance on the selection and categorization of terms under each topic.
In the third phase a set of pre-defined search strings were created, with terms to represent each of the 12 main topics, that could be used to search for tweets on a specific topic. A set of tweets was collected using the terms "I" and "This hospital" for over one month, and 12 test collections were created taking the first 100 tweets from each results set where the set had more than 100 tweets. If a set had less than 100 tweets, it was ignored and the result for the following day was considered. Thus a collection 12 sets, with 100 tweet each, was built for the experiment. Each set was manually analysed and the number of tweets on each of the 12 main topics was noted. These figures were used to measure the recall of each search conducted in the following phase.
In the fourth phase, each test collection was searched with pre-defined search strings on each of the 12 topics, and the corresponding search results were noted and used to measure the recall and precision of the searches. Table 1 shows the 12 main topics (and the corresponding terms/subtopics). * a cut-off point of 90 was chosen, i.e. additional terms were found and added until a total 90% of the tweets on the given topic were retrieved using all the terms together.
Results
Main topics
As Table 1 shows Twitter users use words in a variety of forms. Some occur in multiple spellings or forms e.g. mom, mama, mother, etc. Other words have the same stem, e.g sleep, sleepy. Such variant forms of terms have not been combined just to show that variant forms of words are used in tweets; however, some terms, e.g. with the same stem, can be truncated when creating a string search. The total number of terms representing a topic (i.e. required to retrieve 90% of the tweets on the topic) varied from 3 to 37, with an average of 14. Within the "Staff" subset 90% of the original tweets which referred to staff were returned from just 3 terms: nurse, doctor and staff; however within the "Specific Illness" subset, 90% of tweets were returned from 37 terms, and yet this list may grow even bigger because some of the terms occurs only a few times.
Categorizing tweets in the test collections
Each of the 12 test datasets, comprising 100 tweets each, was manually analysed to identify the number of tweets on each topic. Although, as expected, some tweets were classed under more than one topic, no new topic was found. This demonstrates that although the first test collection comprising 5700 tweets, mentioned earlier, and the 12 test collections of 100 tweets each were collected at different times, all the communications on hospital patient experience can be categorized under one or more of the 12 broad topics as mentioned in Table 1 .
Pre-defined Search Strings
All the terms under each topic listed in Table 1 were combined to create a pre-defined search string for the topic. Each dataset was then searched for each topic using the predefined search strings and the number of hits and the number of items retrieved for each search was noted. These figures were used to calculate the recall and precision. Tables 2 and 3 show the recall and precision figures for each search on each of the 12 test collections.
Retrieval Effectiveness
Note: Where measurement is shown as 0% there were no tweets relating to that topic within that particular dataset. Tables 2 and 3 and figure 1 show that the average recall was high (nearly 70%) with 80% or more for some topics. The precision figures for most of the topics were quite high with 70% or more for 7 topics. This demonstrate that it's possible to retrieve sets of useful tweets using pre-defined search strings for most of the commonly discussed topics about hospital experience. The average measurement of recall was found to be highest across all the topics within the Food topic at 86%. The level of precision was also found to be high at 73%. Perhaps unsurprisingly over 20% of the tweets were identified as emotion. The recall was found to be reasonably high within this topic and the precision was high. However, a high proportion of tweets within this topic were also attributed to other topics as patients expressed emotion relating to other factors. Tweets relating to 'friends and family' accounted for 10% of the dataset and again the recall and precision were high 85% and 74% respectively. The recall and precision of tweets associated with hospital facilities was surprisingly low at 64% and 47%. However, on further investigation this was mainly due to the use of the word bed. Although this had 5  77%  88%  73%  25%  63%  63%  63%  57%  100%  0%  67%  50%   6  73%  93%  91%  29%  83%  100%  33%  40%  0%  20%  80%  50%   7  81%  68%  88%  38%  75%  75%  100%  25%  60%  0%  75%  67%   8  76%  92%  50%  41%  71%  75%  100%  33%  100%  0%  67%  40%   9  83%  79%  73%  53%  67%  100%  100%  45%  0%  13%  75%  60%   10  68%  93%  86%  53%  80%  75%  100%  67%  50%  11%  80%  67%   11  71%  89%  90%  71%  86%  80%  80%  64%  100%  20%  50%  50%   12  65%  75%  75%  68%  75%  25%  90%  0%  67%  0%  80%  0%   Average  73%  84%  74%  47%  73%  73%  75%  45%  65%  29%  77%  51%   Table 3 : Measurement of Precision of Tweets retrieved previously been found to be the term most frequently used when discussing hospital facilities and it was not identified as a term within another topic it was found to be used frequently within tweets relating to other topics e.g. "Stuck in this hospital bed with this unseasoned diet i can't wait to recover so i can eat what i please"
Discussions
The removal of the term "bed" from the search string may significantly increase the level of precision. Both recall and precision were low (38% and 28% respectively) for the 'Specific illness' topic. This topic also had the maximum number of terms (37) . This is particularly interesting when compared to the 'Staff' topic which has the lowest number of terms, and yet generated a high level of recall and precision. This suggests that the number of terms used to describe a specific illness is too high to automate and it may be more appropriate to merge with another topic such as Treatment.
The word "sick" can also fall into more than one topic. Within this study it has been classified as a term under both 'Emotion' and 'Specific Illness' which produces misleading results within the Specific Illness topic but has proved to be more accurate as a term associated with Emotion.
The level of recall and precision may also be limited in some of the topics because the number of tweets within the total dataset are very small. The subsets of tweets within the telecommunication, specific illness and entertainment topics are each less than 3% of the overall total dataset. 
Conclusion
This study has established that the different topics discussed by hospital patients in relation to their experience can be identified by developing a method for the extraction of relevant tweets which uses search strings created from the most frequently used terms. It is noted that patients' communications can be broadly categorized into 12 topics, and they don't seem to change over a range of tweets collected at several intervals.
The range of level of recall and precision figures demonstrate the accuracy and relevance of a number of search strings created to capture discussions on specific topics. Thus the methodology has proved to be reliable for extracting tweets using the predefined search string for most of the topics that are discussed on Twitter describing patient experience. It is noted that for some topics the term sets need to be refined to remove those words which are either ambiguous or which are misleading, and hence they produce a lot of noise, and thus reduce precision.
Some topics, for example specific illness can be described by a large number of terms. Hence, it is difficult to come up with a search string that can be exhaustive enough to generate better retrieval of tweets. Further work is needed to identify more terms, if any, and to organize the terms into subcategories, e.g. in case of specific illness the type of illness may be classed under organ or disease class, which may be used to retrieve tweets on specific type of illness. It is acknowledged that further research may be needed to validate the topics and the corresponding search terms (a) using multiple sets of tweets collected at different times of the year, perhaps to see whether there are seasonal variations in terms of topics being discussed, and also (b) using other people as indexers to avoid any indexer biasness in categorizing topics under specific topics.
