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RESUMO
KUK, Josiel Neumann. Um Sistema Imune Fuzzy Cultural Aplicado ao Problema de Despacho
Econoˆmico de Energia Ele´trica. 133 f. Dissertac¸a˜o – Programa de Po´s-graduac¸a˜o em Engen-
haria Ele´trica e Informa´tica Industrial, Universidade Tecnolo´gica Federal do Parana´. Curitiba,
2009.
Este trabalho tem como objetivo principal a proposic¸a˜o de um sistema hı´brido baseado em
Computac¸a˜o Natural que seja capaz de solucionar, de forma eficiente, diferentes instaˆncias do
problema de Despacho Econoˆmico de Energia Ele´trica com efeito de ponto de va´lvula. Para
isso esta´ sendo proposta uma abordagem baseada em um Algoritmo Cultural, o qual tem como
espac¸o populacional um Algoritmo Imunolo´gico Artificial. No espac¸o de crenc¸as sa˜o utilizados
quatro tipos de conhecimentos: situacional, normativo, topogra´fico e histo´rico. Nos protocolos
de comunicac¸a˜o, a func¸a˜o de aceitac¸a˜o e´ dinaˆmica e a func¸a˜o de influeˆncia e´ baseada em um
Sistema de Infereˆncia Fuzzy, o qual define o possı´vel percentual de aplicac¸a˜o de cada um dos
conhecimentos. Para avaliar o paradigma proposto sa˜o utilizadas treˆs instaˆncias do problema
do Despacho Econoˆmico de Energia Ele´trica. Os resultados mostram que a introduc¸a˜o de um
Sistema de Infereˆncia Fuzzy, auxiliando a decisa˜o do tipo de conhecimento a ser aplicado, pode
trazer benefı´cios nos resultados. Na comparac¸a˜o com os resultados reportados na literatura,
observa-se que a abordagem, apesar de na˜o ter seus paraˆmetros otimizados para cada caso, e´
competitiva com os algoritmos do estado-da-arte.
Palavras-chave: Algoritmos Culturais, Sistema Imunolo´gico Artificial, Sistema de Infereˆncia
Fuzzy, Problema do Despacho Econoˆmico de Energia Ele´trica
ABSTRACT
KUK, Josiel Neumann. A Fuzzy Cultural Immune System for Economic Load Dispatch Prob-
lem. 133 f. Dissertac¸a˜o – Programa de Po´s-graduac¸a˜o em Engenharia Ele´trica e Informa´tica
Industrial, Universidade Tecnolo´gica Federal do Parana´. Curitiba, 2009.
The main objective of this work is the proposal of a hybrid system based on Natural Computing
approaches, which is capable of efficiently solving different instances of the Economic Load
Dispatch problem of electrical energy with valve-point effect. For this purpose it is developed
a new approach based on Cultural Algorithm, which has as its population space an Artificial
Immune System. In the belief space, we use four knowledge types: situational, normative, to-
pographical and historical. In the communication protocols, the acceptance function is dynamic
and the principal influence function is based on a Fuzzy Inference System which defines the
probable percentage of application of each knowledge type. Three instances of the Economic
Load Dispatch with Non-smooth Cost Functions problem are used to evaluate the proposed
paradigm. The results show that the introduction of fuzzy systems to support the decision of
which type of knowledge must be applied can bring benefits to the obtained results. Although
its parameters were not optimized for each case of study, the proposed algorithm performed
likewise the state-of-the-art algorithms.
Keywords: Cultural Algorithms, Artificial Immune System, Fuzzy Inference System Economic
Load Dispatch with non-smooth cost functions.
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1 INTRODUC¸A˜O
O objetivo geral deste trabalho e´ a implementac¸a˜o de um sistema hı´brido baseado em
Computac¸a˜o Natural que seja capaz de solucionar, de forma eficiente, um conjunto de proble-
mas de despacho (complexo problema de otimizac¸a˜o contı´nua). Mais especificamente, pretende-
se unir Algoritmos Culturais, Sistemas Imunolo´gicos Artificiais e Sistemas Fuzzy com o intuito
de se produzir um sistema que possa se beneficiar da cooperac¸a˜o destes paradigmas na soluc¸a˜o
de diferentes instaˆncias do problema de Despacho Econoˆmico de energia ele´trica.
O termo sistema hı´brido tem sido frequentemente associado a sistemas cujos comporta-
mentos sa˜o definidos por entidades ou processos de caracterı´sticas distintas (SCHERER, 1996).
Dentre os exemplos bem sucedidos da combinac¸a˜o de sistemas oriundos de diferentes a´reas
de pesquisa, destacam-se os paradigmas inspirados em Computac¸a˜o Natural ( CN). Neste tra-
balho, a terminologia computac¸a˜o natural sera´ empregada para descrever todos os sistemas
desenvolvidos com inspirac¸a˜o ou utilizac¸a˜o de algum mecanismo biolo´gico ou natural de pro-
cessamento de informac¸a˜o (De Castro, 2006). Os paradigmas da CN que sera˜o abordados neste
trabalho sa˜o os Algoritmos Culturais (REYNOLDS, 1994), Sistemas Imunolo´gicos Artificiais
(DASGUPTA, 1999) e os Sistemas de Infereˆncia Fuzzy (PEDRYCZ; GOMIDE, 2007).
Os Algoritmos Culturais ( AC) sa˜o algoritmos evoluciona´rios baseados no processo de
evoluc¸a˜o cultural da humanidade. Os AC foram propostos por Robert Reynolds (REYNOLDS,
1994) como um complemento a` meta´fora evolutiva utilizada na Computac¸a˜o Evolutiva, meta´fora
essa que se concentra nos aspectos gene´ticos da evoluc¸a˜o e na teoria da selec¸a˜o natural pro-
posta por Darwin. Em contrapartida, os Algoritmos Culturais baseiam-se em teorias sociais e
arqueolo´gicas que modelam a evoluc¸a˜o cultural dos povos (BECERRA; COELLO, 2005).
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Ja´ os Sistemas Imunolo´gicos Artificiais (SIA) sa˜o compostos por metodologias inteligentes,
inspiradas no sistema imunolo´gico biolo´gico, para soluc¸a˜o de problemas complexos (DAS-
GUPTA, 1999). Para que um sistema seja considerado um sistema imunolo´gico artificial, deve
incorporar pelo menos um modelo ba´sico de um sistema imune biolo´gico (como por exemplo:
ce´lulas, mole´culas, o´rga˜os). Ale´m disso, este deve incorporar ide´ias ou conceitos de imunologia
teo´rica e/ou experimental.
Por outro lado, a teoria de conjuntos fuzzy foi concebida por Lofti A. Zadeh (ZADEH, 1965)
com o objetivo de fornecer uma ferramenta matema´tica para o tratamento de informac¸o˜es im-
precisas ou vagas. Os conjuntos fuzzy representam, portanto, uma generalizac¸a˜o dos conjuntos
cla´ssicos e formam a base teo´rica para o entendimento dos Sistemas de Infereˆncia Fuzzy (SIF).
Os sistemas hı´bridos resultantes destes treˆs paradigmas da Computac¸a˜o Natural sa˜o aplica-
dos a treˆs instaˆncias do problema do despacho econoˆmico, o qual pode ser caracterizado como
um problema de otimizac¸a˜o contı´nua onde deve ser gerada a menor quantidade possı´vel de
energia ele´trica para suprir a demanda solicitada. Ou seja, o objetivo e´ minimizar o custo de
combustı´vel utilizado nos geradores, mas de forma a garantir a energia necessa´ria para atender
todos os consumidores (SINHA; CHAKRABARTI; CHATTOPADHYAY, 2004).
1.1 MOTIVAC¸A˜O
Existe atualmente uma variedade de tecnologias de processamento de informac¸a˜o sendo uti-
lizadas em diferentes domı´nios de aplicac¸a˜o. Entretanto, torna-se cada vez mais evidente o fato
de que muitos problemas na˜o podem ser solucionados atrave´s do uso isolado de algumas destas
te´cnicas. Este fato serve como um dos principais incentivos a` criac¸a˜o de sistemas hı´bridos,
que possam suprimir as limitac¸o˜es individuais de cada te´cnica. Estas abordagens hı´bridas sa˜o
consideradas metodologias robustas e flexı´veis por explorarem a cooperac¸a˜o entre as te´cnicas.
Neste sentido, a Computac¸a˜o Natural (CN) aparece como uma a´rea importante para o
fornecimento de te´cnicas e modelos cuja aplicac¸a˜o conjunta resulte em sistemas hı´bridos nat-
urais indicados para a soluc¸a˜o de problemas pra´ticos (por exemplo o problema de despacho
econoˆmico de energia ele´trica). O uso associado dos diferentes paradigmas computacionais da
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CN permite, por exemplo, a representac¸a˜o do conhecimento atrave´s de uma base de regras e
tratamento de incertezas, presentes nos sistemas fuzzy; a obtenc¸a˜o de soluc¸o˜es por meio de efi-
cientes me´todos de busca, caracterı´stica dos algoritmos baseados em computac¸a˜o evolutiva; e a
autonomia de funcionamento, caracterı´stica dos sistemas imunolo´gicos artificiais.
Ja´ o problema do Despacho Econoˆmico e´ de extrema importaˆncia, ja´ que e´ necessa´rio pro-
duzir a energia necessa´ria para atender a` demanda com custo mı´nimo, e me´todos eficientes de
busca e otimizac¸a˜o desempenham papel fundamental neste processo de otimizac¸a˜o.
Os me´todos da Computac¸a˜o Natural (Algoritmos Imunolo´gicos Artificias e Culturais) foram
escolhidos por serem me´todos que veˆm sendo aplicados de forma satisfato´ria em problemas de
otimizac¸a˜o com restric¸o˜es, caso em que se enquadra o problema do Despacho Econoˆmico; e
tambe´m por serem te´cnicas relativamente novas, com muitos pontos em aberto, ainda a serem
explorados, como por exemplo a definic¸a˜o dos paraˆmetros que controlam o algoritmo. Por outro
lado, a ide´ia de se usar sistemas de infereˆncia fuzzy parte do princı´pio que o conhecimento pode
ser mais facilmente compreendido de forma linguı´stica.
1.2 OBJETIVOS
Conforme ja´ mencionado no inı´cio do capt´ulo, este trabalho tem como objetivo principal a
proposta de um algoritmo hı´brido baseado em Computac¸a˜o Natural a ser aplicado ao problema
do despacho econoˆmico. De forma especı´fica pretende-se:
• implementar um paradigma baseado em Algoritmo Cultural (AC), o qual tem como espac¸o
populacional um Algoritmo Imunolo´gico Artificial (SIA) e utiliza na func¸a˜o de influeˆncia
um Sistema de Infereˆncia Fuzzy;
• implementar variantes do paradigma anterior onde, em cada caso, uma ou mais te´cnicas
sa˜o suprimidas. Por exemplo, parte-se da versa˜o completa (SIA + Cultural + Fuzzy) de-
nominada sistema imune fuzzy cultural e retira-se a parte fuzzy resultando em um sistema
imune cultural. Em outro caso, parte-se da versa˜o imune cultural e retira-se a parte cul-
tural, resultando na versa˜o imune;
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• implementar para a versa˜o completa (SIA + Cultural + Fuzzy) duas novas variantes: uma
que utiliza o me´todo de reparac¸a˜o para evitar indivı´duos infactı´veis e outra que utiliza
o me´todo da penalidade, o qual penaliza a soluc¸a˜o reduzindo o seu fitness, em caso de
infactibilidade;
• aplicar as diferentes verso˜es geradas na soluc¸a˜o de treˆs instaˆncias do problema do Despa-
cho Econoˆmico de Energia Ele´trica com efeito de ponto de va´lvula:
– Problema com 13 geradores e demanda de 1800 MW;
– Problema com 13 geradores e demanda de 2520 MW; e
– Problema com 40 geradores e demanda de 10500 MW;
• confrontar os melhores paradigmas implementados (aqueles que obtiveram melhores re-
sultados) com diferentes te´cnicas propostas na literatura1 para a resoluc¸a˜o do mesmo
problema.
Neste contexto de aplicac¸a˜o, e considerando-se a abordagem proposta e suas variantes,
busca-se avaliar se:
1. o processo de unia˜o de AC e SIA traz benefı´cios em termos de desempenho do sistema
hı´brido resultante;
2. a inclusa˜o do Sistema de Infereˆncia Fuzzy traz ou na˜o ganho para o Algoritmo Cultural
baseado em Sistema Imunolo´gico Artificial proposto;
3. para o paradigma imune cultural fuzzy, a metodologia de reparac¸a˜o e´ mais eficiente do que
a metodologia de penalidade considerando-se as restric¸o˜es impostas pelo problema. Ou
seja, pretende-se verificar se a permissa˜o de indivı´duos infactı´veis na populac¸a˜o (ainda
que penalizados) pode resultar em perda de desempenho.
1Te´cnicas de Computac¸a˜o Natural que obtiveram bons resultados ate´ o momento.
19
1.3 CONTRIBUIC¸O˜ES
Esta dissertac¸a˜o traz como contribuic¸a˜o principal a implementac¸a˜o de diferentes paradig-
mas hı´bridos baseados em Computac¸a˜o Natural.
Assim, foram geradas quatro abordagens diferentes:
1. Sistema imune ou Sistema Imunolo´gico Artificial puro (IS);
2. Sistema imune cultural ou Sistema Imunolo´gico Artificial com Algoritmo Cultural (CIS);
3. Sistema imune fuzzy cultural ou Sistema Imunolo´gico Artificial com Algoritmo Cultural
e func¸a˜o de Influeˆncia Fuzzy (FCIS):
• FCIS com func¸a˜o de reparac¸a˜o (FCISr);
• FCIS com func¸a˜o de penalidade (FCISp).
Como principal vantagem dos me´todos destaca-se o desempenho satisfato´rio em diferentes
instaˆncias do problema do despacho econoˆmico para um mesmo conjunto de paraˆmetros de
controle dos algoritmos.
1.4 ORGANIZAC¸A˜O DA DISSERTAC¸A˜O
O restante da dissertac¸a˜o esta´ dividida em oito capı´tulos. Apo´s esta introduc¸a˜o, o capı´tulo 2
traz os conceitos ba´sicos de um sistema Imunolo´gico Artificial o qual sera´ utilizado no espac¸o
populacional do Algoritmo Cultural que esta´ sendo proposto. No capı´tulo 3 sa˜o apresentados
os principais conceitos de Algoritmos Culturais, com eˆnfase para o espac¸o de crenc¸as e os pro-
tocolos de comunicac¸a˜o. O capı´tulo 4 aborda os princı´pios ba´sicos dos sistemas fuzzy de forma
a facilitar o entendimento da base de regras utilizada na func¸a˜o de influeˆncia fuzzy proposta
neste trabalho. O capı´tulo 5 descreve o problema de Despacho Econoˆmico de Energia Ele´trica
e o modelo de representac¸a˜o desse problema. O capı´tulo 6 apresenta a metodologia utilizada
nos algoritmos considerados nesse trabalho. As simulac¸o˜es computacionais e a discussa˜o dos
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resultados sa˜o apresentadas no capı´tulo 7. Para completar, o capı´tulo 8 traz as concluso˜es e os
trabalhos futuros.
21
2 SISTEMA IMUNOLO´GICO ARTIFICIAL
A maioria das aplicac¸o˜es baseadas em Sistemas Imunolo´gicos Artificiais ( SIA) esta´ focada
em treˆs teorias imunolo´gicas principais: selec¸a˜o clonal (BURNET, 1959), redes imunolo´gicas
(ou redes imunes) (JERNE, 1974) e selec¸a˜o negativa. Os pesquisadores em SIA teˆm concen-
trado sua atenc¸a˜o em aprendizado e mecanismos de memo´ria de sistemas imunes (como a teoria
da selec¸a˜o clonal e as redes imunes) e na selec¸a˜o de detectores para identificar anomalias (tipi-
camente desenvolvido com a teoria da selec¸a˜o negativa) (TIMMIS, 2007).
Como a a´rea de SIA e´ abrangente, este capı´tulo tera´ como foco a Teoria da Selec¸a˜o Clonal
e seu algoritmo cla´ssico ( Clonalg).
2.1 SISTEMA IMUNOLO´GICO NATURAL
A principal func¸a˜o do Sistema Imunolo´gico ou Sistema Imune ( SI) natural e´ proteger o
organismo de agentes geradores de doenc¸as e, para isso, utiliza alguns o´rga˜os (medula o´ssea),
ce´lulas (ce´lulas B e T) e mole´culas (anticorpos e MHC - complexo de histocompatibilidade
principal). Cabe salientar que o sistema imune biolo´gico e´ capaz de iniciar a defesa contra
qualquer tipo de agente patogeˆnico, seja ele pre´-existente ou na˜o.
Alguns conceitos ba´sicos que fazem parte do sistema imunolo´gico biolo´gico, segundo De
Castro (2001) sa˜o:
• Imunologia: ramo da biologia responsa´vel pelo estudo das reac¸o˜es de defesa que con-
ferem resisteˆncia a`s doenc¸as;
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• Sistema Imunolo´gico: sistema que defende o animal contra o ataque constante de mi-
croorganismos;
• Pato´genos: agentes causadores de patologia ou enfermidade (por exemplo vı´rus, bacte´rias,
fungos e parasitas);
• Antı´genos: mole´culas capazes de serem reconhecidas pelo sistema imunolo´gico;
• Anticorpos: mole´culas receptoras de antı´geno expressas nas superfı´cies de algumas
ce´lulas do sistema imune.
O sistema imunolo´gico e´ parte fundamental para a sobreviveˆncia dos seres humanos, sendo
assim, necessita ser muito eficiente na sua atuac¸a˜o. Existe uma grande quantidade de compo-
nentes e mecanismos diferentes atuando no sistema imunolo´gico. Alguns destes elementos sa˜o
otimizados para defender o organismo contra um u´nico invasor enquanto outros sa˜o direciona-
dos contra uma grande variedade de agentes infecciosos (De Castro, 2001).
O sistema imunolo´gico e´ de grande eficieˆncia no combate a microorganismos invasores.
Ele tambe´m e´ responsa´vel pela limpeza do organismo, ou seja, a retirada de ce´lulas mortas,
a renovac¸a˜o de determinadas estruturas, rejeic¸a˜o de enxertos e memo´ria imunolo´gica. Ale´m
disso, o SI e´ ativo tambe´m contra ce´lulas alteradas, que diariamente surgem no nosso organismo,
como resultado de mitoses anormais. Essas ce´lulas, se na˜o forem destruı´das, podem dar origem
a tumores.
O complexo funcionamento do Sistema Imune e´ composto por diversos princı´pios (mecan-
ismos) que possuem caracterı´sticas particulares. Alguns desses princı´pios servem de base para
a construc¸a˜o de Sistemas Imunes Artificiais. Os mais relevantes sa˜o apresentados a seguir.
2.1.1 Princı´pio da Selec¸a˜o Clonal
O princı´pio (ou teoria) da selec¸a˜o (ou expansa˜o) clonal assume que, quando o organismo e´
invadido por antı´genos, as ce´lulas do SI (iremos tratar neste trabalho somente ce´lulas B1) que re-
1Pequenas ce´lulas brancas cruciais para as defesas imunes produzidas na medula o´ssea e diferenciam-se em
plasmo´citos, geradoras dos anticorpos, ou ce´lulas de memo´ria, capazes de responder ra´pida e efetivamente contra
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conhecem o antı´geno se reproduzem, gerando novas ce´lulas sendo estas denominadas de clones.
O que define a quantidade de clones que cada ce´lula ira´ gerar e´ a afinidade entre cada anticorpo
e o antı´geno invasor, ou seja, quanto maior a afinidade entre eles, maior o nu´mero de clones ger-
ados. Durante a proliferac¸a˜o, os clones sa˜o submetidos a um processo de mutac¸a˜o a taxas inver-
samente proporcionais a` afinidade entre o clone e o antı´geno; quanto maior a afinidade, menor
a taxa de mutac¸a˜o e vice-versa. Os clones, enta˜o mutados, que possuem elevada afinidade em
relac¸a˜o ao antı´geno sa˜o selecionados via processo de selec¸a˜o natural. Esses clones selecionados
ira˜o ser diferenciados em dois grupos de ce´lulas: ce´lulas que excretam anticorpos que ira˜o atuar
contra o antı´geno invasor (plasmo´citos), eliminando-o, e ce´lulas de memo´ria que permanecera˜o
no organismo para atuar eficiente e rapidamente em futuras invaso˜es do mesmo antı´geno ou de
antı´genos semelhantes (GOMES, 2006).
O comportamento ba´sico desse princı´pio pode ser visto na Figura 1.
Figura 1: Princı´pio da Selec¸a˜o Clonal
Fonte: De Castro (2001).
A Teoria da Selec¸a˜o Clonal sugere que entre todas as ce´lulas possı´veis, com diferentes
re-infecc¸o˜es.
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receptores cinculando no organismo, aquela realmente capaz de identificar o antı´geno, inicie
a proliferac¸a˜o pela clonagem. A partir daı´, quando uma ce´lula B e´ ativada pela ligac¸a˜o com
um antı´geno, isto produz muitos clones em um processo chamado expansa˜o clonal. As ce´lulas
resultantes podem passar pela hipermutac¸a˜o soma´tica, criando ce´lulas filhas com os receptores
mutados. Os anticorpos competem no processo de identificac¸a˜o com essas novas ce´lulas B, com
seus pais e com outros clones. Isto resulta em um processo darwiniano de variac¸a˜o e selec¸a˜o,
chamado de maturac¸a˜o da afinidade. O aumento de tamanho dessas populac¸o˜es e a produc¸a˜o
de ce´lulas com esperado longo ciclo de vida asseguram ao organismo uma resposta positiva a
um ataque por antı´geno, criando uma defesa por longo tempo (memo´ria imunolo´gica). A teoria
da selec¸a˜o clonal esta´ associada a`s caracterı´sticas ba´sicas de uma resposta imune adaptativa
a um estı´mulo antigeˆnico. Ela estabelece que apenas aquela ce´lula capaz de reconhecer um
determinado estı´mulo antigeˆnico ira´ se proliferar, sendo, portanto, selecionada em detrimento
das outras (ANILE et al., 2007) (De Castro, 2001).
2.1.2 Teoria da Rede Imunolo´gica
A teoria da Rede Imunolo´gica propo˜e que as ce´lulas imunolo´gicas, ale´m de reconhecerem
antı´genos, sa˜o capazes de reconhecer outras ce´lulas imunolo´gicas. Assim, o sistema imunolo´gico
pode gerar uma resposta devido a` interac¸a˜o de ce´lulas imunolo´gicas. O Sistema Imunolo´gico
mantem dinamicamente e de forma o´tima o reperto´rio de anticorpos no organismo. Para isso, ele
faz uso de um mecanismo de supressa˜o das ce´lulas redundantes (que possuem grande afinidade
entre si) do organismo, ale´m da selec¸a˜o de novas ce´lulas de memo´ria (GOMES, 2006).
A dinaˆmica desse mecanismo e´ apresentada na Figura 2. A figura 2 ilustra treˆs anticorpos
interagindo entre si, gerando uma resposta negativa, o que leva ao processo de supressa˜o e
um anticorpo (anticorpo nu´mero 1) interagindo com um antı´geno (Ag), gerando uma resposta
positiva que ativa aquele anticorpo para eliminar aquele antı´geno.
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Figura 2: Princı´pio da Rede Imunolo´gica.
Fonte: De Castro (2001).
2.1.3 Recombinac¸a˜o Geˆnica
A recombinac¸a˜o geˆnica tem por finalidade gerar mole´culas de anticorpos atrave´s de bib-
liotecas geˆnicas, ou seja, gerar novos indivı´duos a partir de recombinac¸a˜o de alguns fragmentos
de genes armazenados nessas bibliotecas. Todas as ce´lulas sanguı´neas, incluindo as ce´lulas
imunolo´gicas, sa˜o geradas na medula o´ssea, onde va´rios genes provenientes de diversas bib-
liotecas geˆnicas sa˜o concatenados de forma a produzir uma u´nica ce´lula (GOMES, 2006).
2.2 CLONALG
O Algoritmo de Selec¸a˜o Clonal (Clonal Selection Algorithm) e´ baseado na Teoria de Selec¸a˜o
Clonal natural, fazendo uma analogia especı´fica nos elementos da gerac¸a˜o e proliferac¸a˜o de
clones, na presenc¸a de antı´genos e na modificac¸a˜o dos clones atrave´s da aplicac¸a˜o da hipermutac¸a˜o
(ALMEIDA, 2007). O Clonalg foi originalmente desenvolvido por De Castro e Zuben (2001).
O Algoritmo 1 apresenta o funcionamento ba´sico de um Clonalg padra˜o. O Clonalg trabalha
com uma populac¸a˜o de soluc¸o˜es candidatas (anticorpos2), composta por um subconjunto de
2Na˜o sa˜o feitas distinc¸o˜es entre ce´lulas B e anticorpos.
26
Algoritmo 1 Algoritmo do Clonalg Padra˜o
Clonalg Original
Inicie a Populac¸a˜o;
Avalie a Populac¸a˜o;
Enquanto o crite´rio de te´rmino na˜o for satisfeito
Clone a populac¸a˜o;
Aplique a hipermutac¸a˜o;
Avalie os Clones;
Aplique o operador de Selec¸a˜o (substitui piores anticorpos por novos anticorpos);
Fim Enquanto
ce´lulas de memo´ria (melhores anticorpos) e um outro subconjunto de bons indivı´duos. Em cada
gerac¸a˜o um conjunto de melhores indivı´duos na populac¸a˜o e´ selecionado baseado na afinidade3
dos mesmos em relac¸a˜o aos antı´genos.
Os indivı´duos selecionados sa˜o clonados, elevando temporariamente a populac¸a˜o dos clones.
Os operadores de clonagem mais comuns sa˜o: operador de clonagem esta´tico, onde o nu´mero
de clones de cada anticorpo e´ dup4, independente da afinidade do anticorpo e o operador de
clonagem proporcional, onde o nu´mero de clones de cada anticorpo e´ proporcional a` afinidade -
quanto melhor afinidade, maior o nu´mero de clones. Os clones sa˜o enta˜o submetidos a um oper-
ador de hipermutac¸a˜o, com taxa proporcional (ou inversamente proporcional) a` afinidade ( entre
o anticorpo e o antı´geno. A partir desse processo uma populac¸a˜o de anticorpos amadurecida
e´ gerada. Alguns indivı´duos dessa populac¸a˜o tempora´ria sa˜o selecionados para serem ce´lulas
de memo´rias ou para serem parte da pro´xima populac¸a˜o. Todo esse processo e´ repetido ate´ o
momento que a condic¸a˜o de te´rmino seja satisfeita.
Com o decorrer dos anos, novas propostas (modificac¸o˜es) do algoritmo Clonag teˆm surgido
na literatura. Junto com essas modificac¸o˜es, novos problemas foram tratados utilizando-se de
SIA (o Clonalg foi proposto inicialmente para solucionar problemas de aprendizado de ma´quina
e reconhecimento de padro˜es (De Castro, 2001)). No trabalho de Almeida (2007) foi feito
um estudo aprofundado sobre aplicac¸o˜es utilizando Sistemas Imunolo´gicos Artificiais e sera˜o
resumidos nos to´picos a seguir juntamente com recentes trabalhos.
3Que pode ser medida pela qualidade da soluc¸a˜o codificada no anticorpo.
4Um valor fixo durante todo o processo evolutivo
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• Busca e Otimizac¸a˜o: sa˜o problemas que consistem na determinac¸a˜o de uma soluc¸a˜o
o´tima dentro de um espac¸o de busca. Exemplos de uso de SIA sa˜o encontrados em:
(FRANC¸A; Von Zuben; De Castro, 2005), (COELLO; CORTE´S, 2005), (WALKER;
GARRETT, 2003), (CUTELLO; NICOSIA; PAVONE, 2003), (COSTA et al., 2002) e
(HONO´RIO; SILVA; BARBOSA, 2007). Em Franc¸a, Von Zuben e De Castro (2005) e´
proposta uma rede imune que estende a rede opt-aiNet (rede imune desenvolvida para
problemas de otimizac¸a˜o - (CASTRO; TIMMIS, 2002)) para utilizac¸a˜o em ambientes
dinaˆmicos. Esta rede foi demominada dopt-aiNet. A dopt-aiNet possui algumas carac-
terı´sticas relevantes como ajuste automa´tico do limiar de supressa˜o e da taxa de mutac¸a˜o
e novos tipos de mutac¸a˜o e, foi aplicada a problemas de otimizac¸a˜o esta´ticos e dinaˆmicos
obtendo bons resultados. Uma alternativa para a soluc¸a˜o de problemas multi-objetivos
com ou sem restric¸o˜es e´ proposta em Coello e Corte´s (2005). Neste trabalho um al-
goritmo baseado no princı´pio da selec¸a˜o clonal, fazendo uso de memo´ria secunda´ria e
func¸a˜o de aptida˜o baseada na dominaˆncia dos anticorpos e´ aplicado a func¸o˜es cla´ssicas
de benchmarks. O problema de colorac¸a˜o de grafos e´ resolvido por um algoritmo imune
baseado no princı´pio da selec¸a˜o clonal que incorpora um processo de busca local em
Cutello, Nicosia e Pavone (2003). Em Gonc¸alves et al. (2007), um algoritmo baseado
em SIA e´ utilizado na soluc¸a˜o do problema do despacho econoˆmico e comparado com
sua versa˜o aculturada (acrescida de um algoritmo cultural guiando a busca). Em Vanaja,
Hemamalini e Simon (2008), um algoritmo baseado em selec¸a˜o clonal tambe´m e´ avaliado
no problema do despacho econoˆmico;
• Minerac¸a˜o de Dados: e´ o processo de ana´lise sobre grandes de conjuntos de dados
que tem por objetivo a descoberta de padro˜es interessantes e que possam representar
informac¸o˜es u´teis. Existem diversos SIAs desenvolvidos para tratar este problema. Em
Alves et al. (2004a) e´ proposto um novo algoritmo de induc¸a˜o de regras de classificac¸a˜o
em minerac¸a˜o de dados, chamado IFRAIS. O IFRAIS busca descobrir um conjunto de
regras fuzzy, atrave´s de um processo evoluciona´rio baseado em SIA e procedimentos
usuais em minerac¸a˜o de dados. O trabalho reporta resultados para va´rias bases de dados,
alcanc¸ando resultados compara´veis a populares algoritmos para minerac¸a˜o de dados. Um
algoritmo baseado nas meta´foras de selec¸a˜o negativa e selec¸a˜o clonal e´ proposto em Lee et
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al. (2003) para consultas adaptativas em web semaˆntica. O trabalho de Alves et al. (2007)
apresenta um SIA para descobrir um conjunto de regras para problemas de classificac¸a˜o
hiera´rquica e multi-camadas. Neste sentido, uma simples regra de classificac¸a˜o pode
determinar va´rias classes (camadas) em diferentes nı´veis da hiera´rquicos;
• Predic¸a˜o da Estrutura e Func¸a˜o de Proteı´nas: O algoritmo Clonalg (CUTELLO;
NICOSIA; PAVONE, 2004) foi aplicado ao PPEP no modelo 2D HP. Em Cutello et al.
(2005) e Cutello et al. (2006) o algoritmo Clonalg, usando operador de aging puro, foi
aplicado ao problema da predic¸a˜o de proteı´nas nos modelos 2D e 3D HP. Modelos basea-
dos no algoritmo Clonalg trabalhando em representac¸o˜es livres de lattice foram utilizados
nos trabalhos de Cutello, Narzisi e Nicosia (2006) e Anile A. M. Cutello et al. (2006). O
primeiro trabalho trata o PPEP como sendo um problema de otimizac¸a˜o multi-modal,
enquanto o segundo trata o problema como sendo multi-objetivo. Os dois utilizam o
CHARMM5 (MACKERELL et al., 1998) como func¸a˜o de energia a ser minimizada; em
Almeida, Gonc¸alves e Delgado (2007) sa˜o apresentados algoritmos hı´bridos baseados em
SIA, sistemas de infereˆncia fuzzy e busca tabu para solucionar o problema de dobramento
de proteı´na no modelo 3D hidrofo´bico polar; os resultados obtidos atestam a eficieˆncia
da metodologia. O trabalho desenvolvido em Alves, Delgado e Freitas (2008) apresenta
um algoritmo inspirado em SIA aplicado a` predic¸a˜o de func¸o˜es de proteı´na na ontologia
geˆnica. Este e´ um problema extremamente complexo por se tratar de um problema de
classificac¸a˜o hiera´rquica de mu´ltiplos ro´tulos com uma grande quantidade de classes;
• Aprendizagem de Ma´quina: e´ o estudo de algoritmos que permitem a uma ma´quina
aprender. Nos seguintes trabalhos dessa a´rea foram utilizados SIA: (WATKINS; TIM-
MIS; BOGGESS, 2004) e (BERSINI, 1999). Um algoritmo para classificac¸a˜o que faz
uso do princı´pio da selec¸a˜o clonal e ARB (antigenic recognition ball) e´ proposto em
Watkins, Timmis e Boggess (2004). Os ARBs sa˜o utilizados para restringir a proliferac¸a˜o
de anticorpos redundantes;
• Robo´tica: problemas encontrados ou decorrentes da construc¸a˜o de roboˆs. Algumas
5CHARMM(Chemistry at HARvard Macromolecular Mechanics) e´ um programa para simulac¸o˜es de macro-
mole´culas, incluindo minimizac¸a˜o de energia, dinaˆmica molecular e simulac¸o˜es de Monte Carlo
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aplicac¸o˜es de SIA para esse problema podem ser encontradas nos trabalhos: (ISHIGURO
et al., 1998), (CANHAM; JACKSON; TYRRELL, 2003), (LAU; KO, 2007) e (VAR-
GAS et al., 2003). Ishiguro et al. (1998) propuseram um SIA baseado no princı´pio de
moderacionismo para controlar a movimentac¸a˜o de um roboˆ com seis pernas. Uma rede
imuno-gene´tica para a movimentac¸a˜o autoˆnoma de um roboˆ do tipo Khepera II e´ proposta
em Vargas et al. (2003). Nesta rede o sistema imune implementa o processo de decisa˜o
enquanto o algoritmo evolutivo define a estrutura da rede. Lau e Ko (2007) introduzem
um SIA para controle de um sistema robo´tico de baixo custo baseado no mecanismo de
supressa˜o dos sistemas imunes;
• Controle: criac¸a˜o de sistemas que automatizam o controle de ma´quinas e processos quer
sejam industriais ou na˜o. Aplicac¸o˜es de SIA nessa a´rea foram desenvolvidas em: (DING;
REN, 2000), (KIM, 2001) e (LAW; WONG, 2004). Um controle fuzzy auto ajusta´vel
inspirado no mecanismo de feedback do sistema imune e´ proposto em Ding e Ren (2000)
para controlar a temperatura da pele de pessoas com hipertermia. Em Kim (2001) e´
proposta uma rede imune para ajustar os paraˆmetros de um controlador PID;
• Seguranc¸a Computacional e de Rede: visa identificar e tratar possı´veis invasores nos
sistemas computacionais. Nos seguintes trabalhos dessa a´rea foram utilizados SIAs: (De
Paula; De Castro; GEUS, 2004), (WANG; HIRSBRUNNER, 2002), (MAZHAR; FA-
ROOQ, 2007), (HAAG et al., 2007) e (ANCHOR et al., 2002). Um algoritmo baseado no
princı´pio da selec¸a˜o positiva que identifica possı´veis ataques a uma rede de computadores
e´ proposto em Anchor et al. (2002). E´ proposto em Mazhar e Farooq (2007) um SIA para
a seguranc¸a de redes mo´veis Adhoc ( MANETs) que detecta o mau funcionamento em um
protocolo de roteamento bioinspirado (BeeAdhoc). Um sistema que faz uso de princı´pios
do sistema imune inato, da teoria do perigo, da selec¸a˜o e selec¸a˜o negativa e´ proposto em
De Paula, De Castro e Geus (2004) para identificar ataques de buffer overflow. Um SIA
com um algoritmo evoluciona´rio multiobjetivo para a detecc¸a˜o de intrusos em redes de
computadores distribuı´das e´ proposto em Haag et al. (2007);
• Detecc¸a˜o de Falhas e Anomalias: visa identificar possı´veis invasores em sistemas com-
putacionais e defeitos em qualquer tipo de sistema. O uso de sistemas imunolo´gicos ar-
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tificiais para a soluc¸a˜o deste tipo de problema e´ abordado em: (BRADLEY; TYRRELL,
2000), (LEE et al., 2005), (GONZA´LEZ; DASGUPTA, 2003), (SHAFIQ; FAROOQ,
2007) e (GREENSMITH; AICKELIN; TWYCROSS, 2004). Um framework de seguranc¸a
que previne uma se´rie de ataques DOSDenial of Service em redes 802.11b e´ proposto em
Shafiq e Farooq (2007). Em Lee et al. (2005) a detecc¸a˜o de falha num contador e´ re-
solvido pelo uso de um sistema imune com eˆnfase na diversidade populacional, a qual e´
evoluı´da por evoluc¸a˜o simbio´tica. A detecc¸a˜o de intrusos e´ tratada atrave´s dos princı´pios
da teoria do perigo em Greensmith, Aickelin e Twycross (2004).
Nesta dissertac¸a˜o, sera´ avaliado o uso do algoritmo Clonalg como Espac¸o Populacional
de um Algoritmo Cultural para solucionar problemas de Despacho Econoˆmico. Os trabalhos
correlatos sa˜o discutidos no capı´tulo 5. A implementac¸a˜o da metodologia proposta e´ descrita
no capı´tulo 6.
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3 ALGORITMOS CULTURAIS
As pesquisas mostram que melhorias considera´veis no desempenho dos algoritmos evolu-
ciona´rios podem ser alcanc¸adas quando conhecimentos especı´ficos do problema sa˜o utilizados
para adaptar o processo de evoluc¸a˜o, tendo em vista identificar padro˜es de desempenho no
ambiente (SALEEM, 2001).
Nas sociedades humanas, a cultura pode ser vista como um veı´culo para o armazenamento
de informac¸o˜es que sa˜o globalmente acessı´veis a` todos os membros da sociedade e que po-
dem ser u´teis, como guias, nas atividades de busca por soluc¸o˜es de problemas (COELHO;
ALMEIRA; MARIANI, 2008) (REYNOLDS; ZHU, 2001).
Os Algoritmos Culturais (AC) foram inicialmente desenvolvidos por Robert G. Reynolds e
sa˜o uma poderosa ferramenta para resolver problemas de busca e otimizac¸a˜o. Assim como Al-
goritmos Gene´ticos, Evoluc¸a˜o Diferencial, Sistemas Imunolo´gicos Artificiais dentre outros, os
AC sa˜o considerados me´todos da computac¸a˜o evoluciona´ria (SALEEM, 2001). Sa˜o algoritmos
baseados na evoluc¸a˜o cultural da humanidade.
Durante a evoluc¸a˜o dos indivı´duos podem existir va´rias autoadaptac¸o˜es, pois cada vez que
um conhecimento e´ adquirido, ele podera´ ser utilizado em uma nova gerac¸a˜o procurando influ-
enciar novos indivı´duos.
Os AC sa˜o sistemas de heranc¸a dupla, provendo a interac¸a˜o e cooperac¸a˜o mu´tua entre dois
nı´veis distintos de evoluc¸a˜o: espac¸o populacional e espac¸o de crenc¸a. Ou seja, AC sa˜o sistemas
hı´bridos, sendo um algoritmo evoluciona´rio (espac¸o populacional) e um AC puro (espac¸o de
crenc¸as). As func¸o˜es de aceitac¸a˜o e influeˆncia proveˆm um mecanismo que permite a dualidade.
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Segundo Saleem (2001), existem cinco tipos de conhecimentos os quais acredita-se ser
possı´vel representarem qualquer conhecimento social com a combinac¸a˜o de alguns desses. Sa˜o
eles: Conhecimento Situacional, Conhecimento Normativo, Conhecimento de Domı´nio, Con-
hecimento Topogra´fico e Conhecimento Histo´rico.
Algumas caracterı´sticas dos AC sa˜o Reynolds (2003):
• Heranc¸a Dupla (heranc¸a em nı´vel de conhecimento e populac¸a˜o);
• O conhecimento guia a evoluc¸a˜o da populac¸a˜o;
• Suporte a hierarquizac¸a˜o do espac¸o populacional e de crenc¸as;
• Domı´nio do conhecimento separado do indivı´duo;
• Suporte a autoadaptac¸a˜o em va´rios nı´veis;
• Evoluc¸a˜o ocorre em diferentes taxas e nı´veis (cultura evolui mais rapidamente que um
elemento biolo´gico);
• Diferentes abordagens (sistema hı´brido) na soluc¸a˜o de problemas;
• Plataforma computacional no qual muitos dos mais variados modelos de mudanc¸a cultural
podem ser expressos.
3.1 MODELO BA´SICO DE ALGORITMOS CULTURAIS
A Figura 3 apresenta o ciclo ba´sico de operac¸o˜es de um Algoritmo Cultural. Abaixo sa˜o
resumidas as func¸o˜es principais.
• Espac¸o Populacional: qualquer algoritmo evoluciona´rio que possua uma populac¸a˜o de
indivı´duos;
• Func¸a˜o Gera Populac¸a˜o: gera os primeiros indivı´duos da populac¸a˜o;
• Func¸a˜o Avaliac¸a˜o: avalia os indivı´duos, para saber qual a qualidade dos mesmos;
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Figura 3: Ciclo Ba´sico do Algoritmo Cultural
Fonte: Adaptado de Reynolds e Ali (2008).
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• Func¸a˜o Selec¸a˜o: seleciona os indivı´duos baseado em determinadas regras;
• Espac¸o de Crenc¸as: local onde sa˜o armazenados os conhecimentos adquiridos;
• Func¸a˜o de Aceitac¸a˜o: seleciona quais conhecimentos dos indivı´duos podem fazer parte
do espac¸o de crenc¸as;
• Func¸a˜o de Atualizac¸a˜o: func¸a˜o que atualiza os conhecimentos, eliminando ou acoplando
conhecimento;
• Func¸a˜o de Influeˆncia: func¸a˜o que influencia a nova gerac¸a˜o de indivı´duos, buscando que
os mesmos sejam influenciados pelos conhecimentos.
Uma outra forma de se observar o funcionamento ba´sico de um Algoritmo Cultural e´ atrave´s
do pseudoco´digo do Algoritmo 2.
Algoritmo 2 Forma Ba´sica de um Algoritmo Cultural (REYNOLDS, 2003)
Algoritmo Cultural
Inicie a Populac¸a˜o;
Inicie o Espac¸o de Crenc¸as;
Repita
Avalie a Populac¸a˜o;
Atualize o Espac¸o de Crenc¸as atrave´s da Func¸a˜o de Aceitac¸a˜o;
Gere a Pro´xima Populac¸a˜o a partir da Atual considerando a Func¸a˜o de Influeˆncia;
Ate´ que a Condic¸a˜o de Te´rmino seja Satisfeita
Primeiramente sa˜o feitas as inicializac¸o˜es do Espac¸o Populacional (gerada a populac¸a˜o
de indivı´duos) e o Espac¸o de Crenc¸as. Enta˜o o algoritmo entra no lac¸o principal onde sera˜o
realizadas a avaliac¸a˜o da populac¸a˜o, a atualizac¸a˜o do Espac¸o de Crenc¸a por meio da Func¸a˜o
de Aceitac¸a˜o (os melhores indivı´duos sa˜o selecionados e adicionados ao Espac¸o de Crenc¸a) e
enta˜o e´ gerada a nova populac¸a˜o de indivı´duos influenciada pelos conhecimentos adquiridos
(atrave´s da Func¸a˜o de Aceitac¸a˜o). Todo processo e´ repetido ate´ que a condic¸a˜o de parada do
lac¸o seja alcanc¸ada.
Nos pro´ximos to´picos sera˜o abordadas todas as etapas detalhadamente.
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3.2 ESPAC¸O POPULACIONAL E ESPAC¸O DE CRENC¸AS
Um Algoritmo Cultural implementa dois componentes independentes mas conectados entre
si: Espac¸o Populacional e Espac¸o de Crenc¸as. Essa conexa˜o o torna um algoritmo de heranc¸a
dupla (ou heranc¸a dual), pois herda caracterı´sticas de dois componentes diferentes.
3.2.1 Espac¸o Populacional
O Espac¸o Populacional armazena a populac¸a˜o de indivı´duos. O Espac¸o Populacional pode
ser representado por qualquer algoritmo evoluciona´rio. O Espac¸o Populacional engloba um
conjunto de possı´veis soluc¸o˜es para o problema, e pode ser modelado utilizando qualquer abor-
dagem baseada em populac¸a˜o (LIN; CHEN; LIN, 2009).
Existem muitos algoritmos que podem ser utilizados no Espac¸o Populacional, alguns deles
sera˜o brevemente explicados nos itens a seguir.
• Evoluc¸a˜o Diferencial (Differential Evolution): A proposta do algoritmo evolutivo de
Evoluc¸a˜o Diferencial ( ED) foi originalmente formulada por Storn e Price (1995), e
surgiu de tentativas de resolver o problema de ajuste polinomial de Chebychev. E´ um
algoritmo evoluciona´rio aplicado em problemas de busca e otimizac¸a˜o. Kenneth Price
introduziu a ide´ia de usar diferenc¸as de vetores para perturbar a populac¸a˜o de vetores
(indivı´duos) resultando em um me´todo que requer poucas varia´veis de controle, e´ de
ra´pida convergeˆncia, fa´cil de usar e robusto (ARANTES; OLIVEIRA; SARAMAGO,
2006) (OLIVEIRA, 2006);
• Algoritmos Gene´ticos (Genetic Algorithm): Os Algoritmos Gene´ticos ( AG) foram orig-
inalmente desenvolvidos por John Holland e alguns de seus colaboradores (HOLLAND,
1962). Os AG sa˜o algoritmos estoca´sticos de busca inspirados no comportamento das
espe´cies na natureza. Os AG tratam basicamente da simulac¸a˜o da evoluc¸a˜o de estruturas
individuais (cromossomos), via processo de selec¸a˜o e os operadores de busca, chama-
dos operadores gene´ticos (mutac¸a˜o e cruzamento). O motivo da inspirac¸a˜o na natureza
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e´ que esta consegue resolver satisfatoriamente problemas altamente complexos (como a
sobreviveˆncia das espe´cies, por exemplo) (GOLDBERG, 1989) (RODRIGUES, 2007);
• Programac¸a˜o Gene´tica (Genetic Programming): O algoritmo de Programac¸a˜o Gene´tica
( PG) foi originalmente apresentado por Koza (1990) e e´ um algoritmo evoluciona´rio
inspirado na teoria evolucionista de Darwin e fundamentos da biologia (molecular) e da
evoluc¸a˜o natural. A PG e´ a evoluc¸a˜o de programas de computador usando analogias com
muitos dos mecanismos utilizados pela evoluc¸a˜o biolo´gica natural. A implementac¸a˜o
de PG e´ conceitualmente imediata quando associada a linguagens de programac¸a˜o que
permitem a manipulac¸a˜o de um programa computacional na forma de uma estrutura de
dados, inclusive por possibilitar que novos dados do mesmo tipo e rece´m-criados sejam
imediatamente executados como programas computacionais. A programac¸a˜o gene´tica
pode se constituir em uma opc¸a˜o especialmente interessante para o caso de programac¸a˜o
de computadores com processamento paralelo (GUDWIN; ZUBEN, 1998) (WALKER;
MILLER, 2008);
• Nuvem de Partı´culas (Particle Swarm Optimization): O algoritmo de Nuvem ou Enx-
ame de Partı´culas ( NP) foi proposta originalmente por Eberhart e Kennedy (1995). NP
e´ uma te´cnica de busca heurı´stica que simula o comportamento social (movimentos) de
bando de pa´ssaros em revoada ou cardume de peixes. Embora a NP tenha sido origi-
nalmente adotada para equilı´brio de “pesos”em redes neurais, rapidamente se tornou um
popular otimizador global, principalmente em problemas em que as varia´veis de decisa˜o
sa˜o nu´meros reais. (REYES-SIERRA; COELLO, 2006);
• Coloˆnia de Formigas (Ant Colony Optimization): Coloˆnia de Formigas e´ uma meta-
heurı´stica proposta para solucionar problemas combinatoriais de otimizac¸a˜o difı´ceis. Orig-
inalmente desenvolvido por Marco Dorigo, a fonte de inspirac¸a˜o sa˜o as coloˆnias de
formigas naturais, as quais utilizam rastros de feromoˆnio como forma de comunicac¸a˜o
(DORIGO; MANIEZZO; COLORNI, 1991). Um importante e interessante comporta-
mento das coloˆnias de formigas, em particular, e´ como as formigas descobrem os cam-
inhos mais curtos entre as fontes de alimentos e o ninho. Coloˆnia de Formigas teˆm sido
aplicadas com sucesso na a´rea de redes de computadores, em especial em problemas de
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roteamento (DORIGO; STUTZLE, 2003) (WANG; LIU, 2006);
• Sistema Imunolo´gico Artificial (Artificial Imune System): Os Sistemas Imunolo´gicos
Artificiais se inspiram no funcionamento do Sistema Imune para a soluc¸a˜o de diversos
problemas e existem va´rios modelos de Sistemas Imunolo´gicos Artificiais. Neste tra-
balho sera´ utilzado um AC cujo Espac¸o Populacional e´ representado por um Sistema
Imunolo´gico Artificial baseado na Teoria da Selec¸a˜o Clonal (Clonalg). Detalhes podem
ser encontrados no Capı´tulo 2.
3.2.2 Espac¸o de Crenc¸as
O Espac¸o de Crenc¸as e´ o local onde sa˜o armazenados os conhecimentos adquiridos dos
indivı´duos durante o processo de evoluc¸a˜o. Sendo assim, caso um indivı´duo seja removido da
populac¸a˜o, o seu conhecimento estara´ armazenado e possivelmente utilizado.
O Espac¸o de Crenc¸as e´ o reposito´rio de informac¸a˜o onde os indivı´duos podem armazenar
suas experieˆncias para que outros indivı´duos aprendam a partir delas indiretamente. Em Al-
goritmos Culturais a informac¸a˜o adquirida por um indivı´duo pode ser compartilhado com a
populac¸a˜o inteira, diferente da maioria das te´cnicas evoluciona´rias, onde a informac¸a˜o pode ser
compartilhada apenas com os indivı´duos que foram gerados (filhos) (LIN; CHEN; LIN, 2009).
Dentro do Espac¸o de Crenc¸as existe uma func¸a˜o (Func¸a˜o de Atualizac¸a˜o) que atualiza o
Espac¸o toda vez que um novo conhecimento e´ aceito (atrave´s da Func¸a˜o de Aceitac¸a˜o), podendo
adicionar o novo conhecimento ao Espac¸o e/ou remover algum conhecimento ja´ na˜o utilizado.
Os Algoritmos Culturais permitem ainda que haja um Metaespac¸o de Crenc¸as que, da
mesma forma que um Espac¸o de Crenc¸as armazena conhecimentos de um Espac¸o Populacional,
o Meta-espac¸o de Crenc¸as armazena conhecimentos sobre outros Espac¸os de Crenc¸as, trabal-
hando paralelamente com diferentes abordagens para soluc¸a˜o de um mesmo problema. A Figura
4 apresenta esse conceito.
Se por um lado essa te´cnica de Multi-espac¸o de Crenc¸as busca fornecer resultados ainda
melhores, por outro lado ela apresenta extrema dificuldade na implementac¸a˜o (ja´ que um u´nico
espac¸o de crenc¸as ja´ apresenta uma certa dificuldade em sua implementac¸a˜o).
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Figura 4: Exemplo de um Meta-espac¸o de Crenc¸as
Fonte: Adaptado de Reynolds (2003).
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Neste trabalho sera´ utilizado apenas um Espac¸o de Crenc¸as.
3.3 PROTOCOLOS DE COMUNICAC¸A˜O
Os protocolos de comunicac¸a˜o (representados pela Func¸a˜o de Aceitac¸a˜o e Influeˆncia) entre
o Espac¸o Populacional e o de Crenc¸a possuem influeˆncia no processo evolutivo, pois sa˜o eles
que manipulam os conhecimentos necessa´rios e aplicam esses conhecimentos para que novos
indivı´duos sejam gerados com melhor qualidade.
A Func¸a˜o de Aceitac¸a˜o verifica quais caracterı´sticas dos indivı´duos podem contribuir para
evoluc¸a˜o da populac¸a˜o e a Func¸a˜o de Influeˆncia faz com que a nova gerac¸a˜o de indivı´duos possa
ser influenciada por essas caracterı´sticas. Estas func¸o˜es sera˜o detalhadas a seguir.
3.3.1 Func¸a˜o de Aceitac¸a˜o
A Func¸a˜o de Aceitac¸a˜o determina quais indivı´duos e seus comportamentos podem ter im-
pacto no Espac¸o de Crenc¸as. Ela seleciona os indivı´duos que pode impactar diretamente a
formac¸a˜o do conhecimento armazenado no Espac¸o de Crenc¸as (YUAN et al., 2008).
As Func¸o˜es de Aceitac¸a˜o podem ser divididas em classes, que sa˜o:
• Esta´tica: baseada em um ranqueamento, onde um determinado nu´mero de indivı´duos e´
selecionado. O ranking pode ser absoluto, ou seja, uma certa porcentagem da populac¸a˜o
e´ escolhida, ou relativo, onde apenas os indivı´duos acima de determinada me´dia sa˜o sele-
cionados;
• Dinaˆmica: durante o processo de evoluc¸a˜o, o percentual de indivı´duos escolhidos oscila;
no inı´cio o processo e´ menos restrito (muitos conhecimentos sa˜o aceitos) e no decorrer
da evoluc¸a˜o se torna mais restrito (ja´ se sabe quais conhecimentos realmente impactam o
Espac¸o de Crenc¸a);
• Fuzzy: podem ser baseadas em varia´veis linguı´sticas ou matrizes de pertineˆncia. Em
Reynolds e Chung (1997), por exemplo, por meio de um Sistema de Infereˆncia Fuzzy os
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indivı´duos sa˜o selecionados baseados na convergeˆncia da populac¸a˜o, onde quanto melhor
a convergeˆncia maior o nu´mero de indivı´duos aceitos; em Reynolds e Zhu (2001) sa˜o
selecionados apenas os indivı´duos semelhantes ao melhor indivı´duo atual, atrave´s de uma
Matriz de Similaridade Fuzzy e uma Matriz de α-Cortes.
Neste trabalho sera´ utilizado uma Func¸a˜o de Aceitac¸a˜o Dinaˆmica, conforme detalhado no
Capı´tulo 6.
3.3.2 Func¸a˜o de Influeˆncia
A Func¸a˜o de Influeˆncia determina como os conhecimentos podem ser u´teis para formac¸a˜o
de novos indivı´duos. Normalmente e´ utilizada uma Func¸a˜o de Influeˆncia para cada tipo de
conhecimento, a qual consiste em um operador modificado para utilizar o conhecimento em
determinado momento.
Algumas Func¸o˜es de Influeˆncia podem ser mais u´teis que outras, dependendo do comporta-
mento e conhecimento necessa´rio, e elas podem ser utilizadas individualmente ou em conjunto
(SALEEM, 2001).
As Func¸o˜es de Influeˆncia podem ser vistas como formas de autoadaptac¸a˜o, pois elas se
adaptam conforme os conhecimentos va˜o sendo adquiridos.
A Figura 3.3.2 ilustra o funcionamento dos protocolos de comunicac¸a˜o. A Func¸a˜o de
Aceitac¸a˜o seleciona os indivı´duos aptos a fazerem parte do Espac¸o de Crenc¸as. A Func¸a˜o
de Influeˆncia (principal) determina qual dos conhecimentos ira´ influenciar em determinado in-
divı´duo; no exemplo da Figura 3.3.2 cada conhecimento tem sua func¸a˜o de influeˆncia, que
sera´ aplicada no momento em que for selecionada pela Func¸a˜o de Influeˆncia Principal. Nesse
exemplo apenas treˆs conhecimentos sa˜o apresentados, mas na˜o existe uma regra que determine
quantos e quais conhecimentos ira˜o influenciar melhor ou pior, sa˜o necessa´rios testes e pesquisa
sobre o que ja´ foi desenvolvido para determinar qual a melhor configurac¸a˜o para determinado
problema.
Neste trabalho foi desenvolvida uma Func¸a˜o de Influeˆncia Fuzzy (detalhes ver Capı´tulo 6).
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Figura 5: Exemplo da representac¸a˜o dos protocolos que fazem a comunicac¸a˜o entre o Algoritmo
Cultural e o Algoritmo Evolutivo
Fonte: Adaptado de Arpaia, Lucariello e Zanesco (2007).
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3.4 TIPOS DE CONHECIMENTOS
Segundo Saleem (2001), e´ possı´vel representar qualquer conhecimento cultural com a combinac¸a˜o
dos seguintes conhecimentos: conhecimento situacional, conhecimento normativo, conhecido
de domı´nio, conhecimento topogra´fico e conhecimento histo´rico.
O conhecimento representado no Espac¸o de Crenc¸as pode variar dependendo da natureza
do problema e dos objetivos a serem alcanc¸ados. Por exemplo, em determinados problemas
alguns tipos de conhecimentos podem na˜o ser u´teis.
3.4.1 Conhecimento Situacional
O conhecimento situacional conte´m um conjunto de indivı´duos da populac¸a˜o, os quais
servem de exemplo para o restante da populac¸a˜o. O conhecimento situacional representa os
melhores indivı´duos da populac¸a˜o durante a gerac¸a˜o.
A estrutura do conhecimento situacional e´ representada por meio de uma lista de indivı´duos
exemplares, onde cada indivı´duo (E) conte´m uma valor para cada paraˆmetro (x1, x2,...,xn) e o
f (x) (fitness, representando a qualidade do indivı´duo na soluc¸a˜o do problema em questa˜o). A
Fig. 6 ilustra a lista representado o conhecimento situacional.
Figura 6: Exemplo da representac¸a˜o do Conhecimento Situacional
Fonte: Adaptado de Saleem (2001).
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A atualizac¸a˜o do conhecimento situacional ocorre quando surge na populac¸a˜o um indivı´duo
que possui um fitness superior ao fitness do pior indivı´duo armazenado. Assim a func¸a˜o de
aceitac¸a˜o incorpora este indivı´duo e a atualizac¸a˜o substitui o de pior fitness por este.
3.4.2 Conhecimento Normativo
O conhecimento normativo e´ representado por um conjunto de intervalos que caracterizam
uma boa soluc¸a˜o para cada paraˆmetro codificado. Esses intervalos proveˆm uma orientac¸a˜o para
que os indivı´duos tenham seus paraˆmetros ajustados dentro desse intervalo (ZHANG et al.,
2008).
A estrutura do conhecimento normativo pode ser representada como na Fig. 7. Para cada
caracterı´stica (X j), sa˜o armazenados os valores mı´nimos (l j) e ma´ximos (L j), e tambe´m os
valores de desempenho (fitness) mı´nimo (f(l j))e ma´ximo (f(L j)).
Figura 7: Exemplo da representac¸a˜o do Conhecimento Normativo
Fonte: Adaptado de Zhang et al. (2008).
A atualizac¸a˜o do conhecimento normativo pode ocorrer de duas maneiras: caso algum
indivı´duo aceito para o Espac¸o de Crenc¸as apresente caracterı´sticas que na˜o se encontram den-
tro dos intervalos atuais, ha´ uma expansa˜o (apenas nos intervalos especı´ficos onde houve a
extrapolac¸a˜o); caso todos os indivı´duos aceitos apresentem caracterı´sticas pertencentes aos in-
tervalos atuais ha´ uma contrac¸a˜o (nos intervalos especı´ficos onde na˜o houve a extrapolac¸a˜o) se,
e somente se, a qualidade dos indivı´duos aceitos for melhor do que dos indivı´duos associados
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aos extremos. Assim, na contrac¸a˜o os extremos passam a ser definidos pelos indivı´duos de
melhor fitness.
3.4.3 Conhecimento de Domı´nio
O conhecimento de domı´nio consiste em conhecer o domı´nio do problema tratado. Ele
representa conhecimento sobre o domı´nio do problema para guiar a busca de uma forma efi-
ciente (RODRIGUES, 2007). O conhecimento de domı´nio e´ o menos utilizado, devido a sua
dificuldade de abstrac¸a˜o e representac¸a˜o.
3.4.4 Conhecimento Topogra´fico
O conhecimento topogra´fico tem por objetivo explorar e identificar regio˜es promissoras
dentro do espac¸o de busca. Esse conhecimento faz que com novos indivı´duos explorem regio˜es
em busca de a´reas que gerem resultados satisfato´rios. Esse e´ o conhecimento que extrai padro˜es
de comportamento do espac¸o de busca e explora diversas a´reas do mesmo.
Existem algumas formas para representar o Conhecimento Topogra´fico. Um exemplo para
se compreender o funcionamento do mesmo conforme apresentado na Figura 8, onde o conheci-
mento e´ representado por uma a´rvore bina´ria (este foi o me´todo escolhido na implementac¸a˜o do
Conhecimento Topogra´fico dessa dissertac¸a˜o). No inı´cio, todo espac¸o de busca e´ representado
apenas pelo no´ raiz (no exemplo, o no´ A), que armazena tambe´m o melhor indı´viduo encon-
trado na regia˜o. Somente os no´s folhas sa˜o armazenados, vistos que se observar pela figura, na
mesclagem de todos os no´s folhas (C, D, F e G) teremos o espac¸o de busca representado por
inteiro .
A atualizac¸a˜o do espac¸o de busca ocorre cada vez que um melhor indivı´duo que o indivı´duo
atual na regia˜o e´ encontrado. No exemplo da Figura 8, a regia˜o e´ subdividida em duas e cada
uma armazena um melhor indivı´duo. Seguindo o exemplo pode-se observar na Figura 8 que ex-
istem quatro regio˜es e, nesse caso, existem quatro indivı´duos exemplares (melhores indivı´duos
em cada regia˜o).
No trabalho de (SALEEM, 2001) a estrutura do conhecimento topogra´fico e´ representado
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Figura 8: Representac¸a˜o do Conhecimento Topogra´fico
Fonte: Adaptado de Becerra e Coello (2004).
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por um vetor de tamanho n, onde n e´ o nu´mero de ce´lulas. Cada ce´lula do vetor pode gerar
uma lista com novas ce´lulas, quando dividida em outras pequenas k ce´lulas. Uma ce´lula ira´
gerar um filho se o valor do fitness de um novo indivı´duo aceito for melhor que o fitness do
melhor indivı´duo ate´ enta˜o na ce´lula. Esse modelo de representac¸a˜o do conhecimento pode ser
observado na Figura 9.
Figura 9: Representac¸a˜o do Conhecimento Topogra´fico
Fonte: Adaptado de Saleem (2001).
3.4.5 Conhecimento Histo´rico
Esta fonte de Conhecimento foi introduzida em Algoritmos Culturais como uma forma de
adaptar mudanc¸as no ambiente (REYNOLDS; PENG, 2006).
O conhecimento histo´rico conte´m informac¸o˜es sobre sequeˆncias de alterac¸o˜es em termos de
distaˆncia e direc¸a˜o do valor o´timo dentro do espac¸o de busca ao longo das mudanc¸as ambientais.
Como o nome pressupo˜e, esse conhecimento armazena um histo´rico sobre eventos ocorridos
durante o processo de evoluc¸a˜o, fazendo com que os indivı´duos possam consultar quais direc¸o˜es
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seguir. Esse conhecimento rete´m eventos importantes da evoluc¸a˜o.
O nu´mero de eventos armazenados no conhecimento histo´rico corresponde a um tamanho
de janela (w), que determina quantas mudanc¸as podem ser guardadas numa lista em qualquer
tempo. O conhecimento histo´rico conte´m uma me´dia da distaˆncia e direc¸a˜o e uma lista de
alterac¸o˜es em eventos.
A representac¸a˜o desse conhecimento pode ser vista na Figura 10, onde: w representa o
tamanho da memo´ria (nu´mero ma´ximo de eventos representados), e1 ate´ ew sa˜o eventos rep-
resentando as mudanc¸as de ambiente, distaˆncia (ds1 ate´ dsn) representa o vetor de distaˆncia
tomada entre o indivı´duo armazenado no evento atual e o indivı´duo armazenado no evento an-
terior. O ca´lculo da distaˆncia pode ser observada na Equac¸a˜o 1.
Figura 10: Representac¸a˜o do Conhecimento Histo´rico
Fonte: Adaptado de Saleem (2001).
dsij = abs(X
i
j−X i−1j ) (1)
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De forma ana´loga e´ feito o ca´lculo para a direc¸a˜o, dada pela Equac¸a˜o 2.
drij = sinal(X
i
j−X i−1j ) (2)
As me´dias calculadas ao longo da histo´ria sa˜o dadas pelas Equac¸o˜es 3 e 4, para distaˆncia e
direc¸a˜o respectivamente.
Media(ds j) = (∑wi=2 dsij)/(w−1) (3)
Media(dr j) = (∑wi=2 drij)/(w−1) (4)
Os conhecimentos utilizados neste trabalho (Situacional, Normativo, Topogra´fico e Histo´rico)
sera˜o adaptados ao contexto do problema tratado e os detalhes sa˜o fornecidos no Capı´tulo 6.
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4 SISTEMA DE INFEREˆNCIA FUZZY
Os Sistemas de Infereˆncia Fuzzy ( SIF) sa˜o modelos computacionais baseados em treˆs con-
ceitos principais: teoria de conjuntos fuzzy, regras fuzzy e raciocı´nio fuzzy (PEDRYCZ; GO-
MIDE, 2007).
A teoria de conjuntos fuzzy foi proposta por Lofti Zadeh (ZADEH, 1965) com o objetivo
de fornecer uma ferramenta matema´tica para o tratamento de informac¸o˜es imprecisas ou vagas.
Os conjuntos fuzzy formam a base teo´rica para o entendimento dos SIF (PEDRYCZ; GOMIDE,
1998).
As regras fuzzy relacionam as varia´veis de entrada a`s varia´veis de saı´da atrave´s da combinac¸a˜o
de termos linguı´sticos os quais da˜o significado semaˆntico aos conjuntos fuzzy representados por
suas respectivas func¸o˜es de pertineˆncia.
O raciocı´nio fuzzy e´ o mecanismo ba´sico que permite inferir uma saı´da a partir de um fato
e de uma ou mais regras fuzzy.
Segundo Jang, Sun e Mizutani (1997), um Sistema de Infereˆncia Fuzzy possui uma estrutura
ba´sica formada por treˆs componentes conceituais:
1. Base de dados: define as func¸o˜es de pertineˆncia que sera˜o utilizadas nas regras fuzzy;
2. Base de Regras: especifica o nu´mero de regras e como os termos linguı´sticos sa˜o com-
binados em cada regra;
3. Mecanismo de raciocı´nio: procedimento de infereˆncia sobre as regras e fatos para gerar
saı´das (ou concluso˜es) adequadas.
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Conforme discutido em Jang, Sun e Mizutani (1997), Pedrycz e Gomide (2007), os SIF
teˆm sido aplicados com sucesso em muitas a´reas, dentre elas destacam-se: controle automa´tico,
classificac¸a˜o e reconhecimento de padro˜es, tomada de decisa˜o, sistemas inteligentes, previsa˜o
de se´ries temporais e robo´tica.
4.1 INTRODUC¸A˜O AOS CONJUNTOS FUZZY
Conceitualmente, conjuntos fuzzy constituem uma das principais e fundamentais noc¸o˜es
em Cieˆncia e Engenharia. Ha´ uma se´rie de exemplos nos quais e´ possı´vel encontrar elementos
cujo enquadramento em um determinado conceito (ou classe) pode ser satisfeito por um certo
grau. Pode-se ainda justificar a afirmac¸a˜o acima considerando o fato de que a continuidade
da transic¸a˜o entre a pertineˆncia completa e a exclusa˜o completa e´ uma caracterı´stica impor-
tantı´ssima no mundo fı´sico e nos sistemas naturais. Por exemplo, pode-se classificar um am-
biente interno como conforta´vel quando a temperatura e´ mantida em 20oC. Se no entanto a
temperatura for alterada para 20,5oC ou 19,5oC a sensac¸a˜o de conforto permanece a mesma
para um observador humano. Assim o valor 20oC e´ completamente compatı´vel com o conceito
de ambiente conforta´vel e so´ deixaria de ser ao atingir, por exemplo, valores como 0oC ou 30oC.
Estes dois u´ltimos valores seriam mais compatı´veis com os conceitos ambiente frio e ambiente
quente, respectivamente (PEDRYCZ; GOMIDE, 2007).
Considerando X uma colec¸a˜o de objetos denominados genericamente por x. Enta˜o, um
conjunto A pode ser definido por uma colec¸a˜o de pares ordenados
A = {(x,µA(x)) | x ∈ X} .
.
A func¸a˜o µA(x) e´ dita func¸a˜o de pertineˆncia e determina com que grau um objeto x pertence
a um conjunto A, e X e´ chamado de universo. Em conjuntos cla´ssicos (crisp), somente dois
valores para µA(x) sa˜o permitidos, pois o elemento pertence ou na˜o pertence a determinado
conjunto. Ja´ na teoria dos conjuntos fuzzy a transic¸a˜o entre pertencer e na˜o pertencer e´ gradual
(DELGADO, 2002).
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Por exemplo: considere uma colec¸a˜o de nu´meros inteiros X = {1,2,3,4,5,6,7,8,9}. Seja
A um conjunto fuzzy que define “nu´meros inteiros pro´ximos a 5”, dado por
A = {(1,0),(2,0.4),(3,0.6),(4,0.8),(5,1),(6,0.8),(7,0.6),(8,0.4),(9,0)} .
Sendo assim, o conjunto fuzzy A pode ser definido como uma colec¸a˜o de objetos com val-
ores de pertineˆncia variando entre 0 (exclusa˜o completa) e 1 (pertineˆncia completa). Portanto,
os conjuntos fuzzy representam uma generalizac¸a˜o dos conjuntos cla´ssicos. Para melhor com-
preensa˜o do estudo da teoria dos conjuntos fuzzy, a seguir sera´ apresentado o conceito de func¸a˜o
de pertineˆncia.
4.1.1 Func¸o˜es de Pertineˆncia
Um conjunto fuzzy e´ definido pela func¸a˜o de pertineˆncia µA(x) que estabelece para cada
x um grau de pertineˆncia ao conjunto A, com µA(x) ∈ [0,1] (DELGADO, 2002). De maneira
formal, toda func¸a˜o A : X→ [0,1] pode ser considerada apropriada para descrever o conjunto
fuzzy correspondente. Na pra´tica o formato da func¸a˜o de pertineˆncia e´ dependente do problema
que se deseja resolver e deve ser representativa do conceito a ser descrito, ale´m do que deve ser
de fa´cil manipulac¸a˜o por procedimentos computacionais (PEDRYCZ; GOMIDE, 2007).
Os conjuntos cla´ssicos podem ser vistos como um caso particular dos conjuntos fuzzy, no
qual apenas os limites do intervalo sa˜o utilizados na definic¸a˜o da func¸a˜o de pertineˆncia: µA(x)∈
{0,1}, x ∈ X.
Exemplo: o conceito de “nu´meros pro´ximos a 5” pode ser expresso de forma diferente,
dependendo da definic¸a˜o da func¸a˜o de pertineˆncia associada (cla´ssica ou fuzzy), considerando
o universo contı´nuo X ∈ℜ:
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• Nos conjuntos cla´ssicos “nu´meros pro´ximos a 5”
µA(x) =

0 se x≤ 4,5
1 se 4,5 < x≤ 5,5
0 se x > 5,5 ;
• Nos conjuntos fuzzy “nu´meros pro´ximos a 5”
µA(x) =

0 se x≤ 4,5
x−4,5
0,5 se 4,5 < x≤ 5
5,5−x
0,5 se 5 < x≤ 5,5
0 se x > 5,5 .
As diferenc¸as entre as func¸o˜es de pertineˆncia no caso de conjuntos cla´ssicos e fuzzy podem
ser observadas na Figura 11.
Figura 11: Func¸o˜es de pertineˆncia: (a) Conjuntos cla´ssicos, (b) Conjuntos fuzzy
Fonte: Delgado (2002).
Geralmente o formato das func¸o˜es de pertineˆncia e´ restrito a uma certa classe de func¸o˜es,
representadas por alguns paraˆmetros especı´ficos. Os formatos mais comuns sa˜o: triangular,
trapezoidal e Gaussiano. Ale´m dos formatos tradicionais existe uma forma bastante utilizada
em aplicac¸o˜es pra´ticas: o conjunto unita´rio (singleton) (PEDRYCZ; GOMIDE, 1998).
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A diferenc¸a entre os formatos, especificado pelos paraˆmetros associados a cada caso, podem
ser vistos atrave´s da Figura 12.
• Func¸a˜o Triangular: paraˆmetros (a,m,b), com a≤ m≤ b
µA(x) =

0 se x≤ a
x−a
m−a se a < x≤ m
b−x
b−m se m < x≤ b
0 se x > b ;
• Func¸a˜o Trapezoidal: paraˆmetros (a,m,n,b), com a≤ m,n≤ b e m < n
µA(x) =

0 se x≤ a
x−a
m−a se a < x≤ m
1 se m < x≤ n
b−x
b−n se n < x≤ b
0 se x > b ;
• Func¸a˜o Gaussiana: paraˆmetros (m,σk), com σk > 0
µA(x) = exp−σk(x−m)
2
;
• Conjunto Unita´rio (singleton): paraˆmetros (m,h)
µA(x) =
 h, se x = m;0, caso contra´rio .
No trabalho proposto nessa dissertac¸a˜o, as func¸o˜es de pertineˆncia sera˜o definidas pelo es-
pecialista e teˆm formatos trapezoidais.
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Figura 12: Diferentes formatos das func¸o˜es de pertineˆncia: (a) Triangular, (b) Trapezoidal, (c)
Gaussiana, (d) Singleton
Fonte: Almeida (2007).
4.2 BASE DE DADOS
A base de dados conte´m informac¸o˜es relacionadas a`s varia´veis linguı´sticas do sistema e
suas partic¸o˜es. Uma varia´vel linguı´stica pode ser definida como uma varia´vel onde os valores
sa˜o palavras ou sentenc¸as ao inve´s de nu´meros (ZADEH, 1965).
Um exemplo de uma varia´vel linguı´stica pode ser visto na Figura 13. Conforme discutido
na sec¸a˜o 4.1, neste caso, X = temperatura e o conjunto de termos linguı´stico poderia ser dado
por T(temperatura) = {fria, conforta´vel e quente}. Os termos fria e quente sa˜o associados a
func¸o˜es de pertineˆncia trapezoidais, enquanto o termo conforta´vel e´ associado a uma func¸a˜o de
pertineˆncia triangular. O universo X da varia´vel na˜o esta´ declarado, mas poderia ser definido
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entre o intervalo [-10,40].
Figura 13: Exemplo de Varia´vel Linguı´stica
Fonte: Adaptado de Pedrycz e Gomide (2007).
Na sec¸a˜o a seguir sera´ explicada a Base de Regras, a qual faz uso das varia´veis linguı´sticas.
4.3 BASE DE REGRAS
Regras fuzzy sa˜o muito apropriadas para representar o conhecimento linguı´stico/empı´rico,
associando varia´veis de entrada a`s de saı´da atrave´s de conceitos vagos mas que podem ser
facilmente compreendidos pelo ser humano.
As regras fuzzy sa˜o expresso˜es na forma (ZADEH, 1965):
SE ¡antecedente¿ ENTA˜O ¡consequente¿.
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Os antecedentes e consequentes sa˜o proposic¸o˜es do tipo L e´ l onde L e´ uma varia´vel
linguı´stica e l um ro´tulo da varia´vel linguı´stica associado a um conjunto fuzzy. Como exem-
plo tem-se a regra, SE temperatura e´ quente enta˜o o resfriamente e´ alto, onde X = temperatura,
T(X) = {fria, conforta´vel, quente} e Y = resfriamento, T(Y) = {baixo, alto}; e cada ro´tulo esta´
associado a um conjunto fuzzy diferente representado por uma func¸a˜o de pertineˆncia especı´fica.
As regras podem ter mu´ltiplas proposic¸o˜es como antecedente e consequente formando re-
gras do tipo:
SE X1 e´ A1 E X2 e´ A2 E · · · E Xn e´ An ENTA˜O Y1 e´ B1 · · · E Ys e´ Bs.
Um exemplo de regras com mu´ltiplas proposic¸o˜es e´ “Se temperatura e´ fria E ar e´ seco
ENTA˜O aquecedor e´ alto e umidificador e´ alto”. Quando o antecedente e o consequente das
regras sa˜o formados por mu´ltiplas proposic¸o˜es, existe a necessidade dessas proposic¸o˜es serem
agregadas. Para isso existem as normas-t, que sa˜o operadores de agregac¸a˜o va´lidos para regras
unidas por E, cujos representantes mais conhecidos sa˜o o mı´nimo e o produto alge´brico. Ale´m
da agregac¸a˜o dos antecedentes e consequentes e´ necessa´ria a definic¸a˜o da semaˆntica da regra. A
semaˆntica da regra e´ a func¸a˜o que define uma regra fuzzy como uma relac¸a˜o fuzzy R no produto
cartesiano (X1×X2 · · ·Xn)× (Y1 · · ·Yn) (JANG; SUN; MIZUTANI, 1997). Neste trabalho sa˜o
utilizadas conjunc¸o˜es fuzzy (semaˆntica dada por uma norma-t=min).
Uma base de regras fuzzy e´ formada por um conjunto de regras onde a saı´da final do sis-
tema deve considerar a influeˆncia de cada regra individual. Sendo assim, apo´s a definic¸a˜o da
semaˆntica da regra que ira´ influenciar na derivac¸a˜o da saı´da individual da regra, e´ necessa´rio
definir como estas respostas individuais sera˜o agregadas para se obter a saı´da fuzzy final. O
operador mais usual para realizar esta tarefa e´ o max, mas operadores de me´dias tambe´m sa˜o
utilizados (DELGADO, 2002).
Na literatura e´ possı´vel encontrar muitos modelos de sistemas de infereˆncia fuzzy, e os mes-
mos diferem basicamente no consequente das regras. Os principais modelos sa˜o (PEDRYCZ;
GOMIDE, 1998):
• Modelo Mamdani: apresenta conjuntos fuzzy nos antecedentes e consequentes das regras.
A saı´da final, representada por conjunto fuzzy, resulta da agregac¸a˜o das saı´das das diversas
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regras. Este modelo demanda processo de defuzzificac¸a˜o para obtenc¸a˜o de saı´da na˜o
fuzzy;
• Modelo Takagi-Sugeno: consequentes das regras sa˜o uma combinac¸a˜o (normalmente lin-
ear) das varia´veis de entrada mais uma constante, e a saı´da final e´ a me´dia ponderada (em
func¸a˜o do nı´vel de ativac¸a˜o) da saı´da de cada regra;
Neste trabalho foi utilizado o modelo Mamdani, cujo mecanismo de infereˆncia e´ detalhado
a seguir.
4.4 MECANISMOS DE RACIOCI´NIO
Os sistemas fuzzy utilizam uma computac¸a˜o baseada na regra composicional de infereˆncia
e no raciocı´nio fuzzy (PEDRYCZ; GOMIDE, 1998). De uma forma geral, tem-se:
(fato Pi): X1 e´ A1 E X2 e´ A2 E · · · E Xn e´ An
(regra R1): Se X1 e´ A11 E · · · E Xn e´ A1n enta˜o Y1 e´ B11 E · · · E Ys e´ B1s
...
(regra Rm): Se X1 e´ Am1 E · · · E Xn e´ Amn enta˜o Y1 e´ Bm1 E · · · E Ys e´ Bms
(conclusa˜o Po): Y1 e´ B1 E Y2 e´ B2 E · · · E Ys e´ Bs .
A forma como a conclusa˜o e´ extraı´da a partir do fato Pi e das regras R1 a Rm define difer-
entes mecanismos de infereˆncia utilizados por sistemas fuzzy. Existem dois mecanismos de
infereˆncia principais: infereˆncia composicional e infereˆncia escalonada (tambe´m chamada de
modelo MinMax). O esquema do modelo MinMax simplifica muito a computac¸a˜o em SIF.
Por isso, a maioria das aplicac¸o˜es pra´ticas utiliza SIF baseados neste mecanismo (PEDRYCZ;
GOMIDE, 2007).
O mecanismo de infereˆncia adotado neste trabalho e´ o MinMax e sera´ descrito a seguir.
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4.4.1 Infereˆncia Escalonada (Modelo MinMax)
Segundo Pedrycz e Gomide (2007), o esquema geral do modelo MinMax para um sistema
fuzzy composto por m regras fuzzy (R j, j = 1, · · · ,m) envolve os seguintes passos:
Passo 1 Matching: para cada regra, computar o nı´vel de similaridade (matching) µmk , k =
1, · · · ,n, entre cada proposic¸a˜o atoˆmica1 (associada a` varia´vel k) do antecedente da regra
e a proposic¸a˜o atoˆmica correspondente no fato (ou proposic¸a˜o de entrada Pi). A operac¸a˜o
de matching pode ser relacionada com a composic¸a˜o sup-min, o que, no caso de uma
entrada crisp uk, resulta no matching dado por µmk = µAk(uk).
Passo 2 Agregac¸a˜o dos antecedentes: para cada regra, computar o grau de ativac¸a˜o µ j da regra
R j da seguinte forma:
Aa = µ j = min(µm1 ,µm2, · · · ,µmn).
Passo 3 Derivac¸a˜o da conclusa˜o individual Po j: para cada regra, computar o valor inferido,
baseado no resultado da agregac¸a˜o dos antecedentes µ j e na semaˆntica f da regra escol-
hida.
Po j(y) = B j∗(y) = min
(
µ j,µB j(y)
)
.
No trabalho desenvolvido nessa dissertac¸a˜o, a semaˆntica da regra e´ sempre uma norma-t.
Passo 4 Derivac¸a˜o do resultado final Po: Computar o valor inferido do conjunto completo de
regras atrave´s da agregac¸a˜o dos valores inferidos no passo 3:
Po(y) = B(y) = max(B1∗,B2∗, · · · ,Bm∗) .
.
Como exemplo, suponha o seguinte esquema de raciocı´nio fuzzy envolvendo regras fuzzy
com duas varia´veis lingu¨ı´sticas X1 e X2 no antecedente e uma varia´vel lingu¨ı´stica Y no con-
1proposic¸o˜es atoˆmicas representam unidades de informac¸a˜o ba´sicas das regras e sa˜o dadas por X e´ A ou ainda
Y e´ B
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sequ¨ente,
(fato Pi): X1 e´ A1 E X2 e´ A2
(regra R1): Se X1 e´ A11 E X2 e´ A
1
2 enta˜o Y e´ B
1
...
(regras Rm): Se X1 e´ Am1 E X2 e´ A
m
2 enta˜o Y e´ B
m
(conclusa˜o Po): Y e´ B .
A utilizac¸a˜o deste tipo de infereˆncia na implementac¸a˜o modelo MinMax depende da fixac¸a˜o
dos seguintes paraˆmetros:
• agregac¸a˜o de antecedentes Aa = min;
• semaˆntica das regras f : f = min
• a agregac¸a˜o das regras AR: max.
Enta˜o:
Passo 1 Matching na regra R j:
µm j1
= sup
x1
[
µA1(x1)∧µA j1(x1)
]
;
µm j2
= sup
x2
[
µA2(x2)∧µA j2(x2)
]
.
Passo 2 Agregac¸a˜o dos Antecedentes:
µ j = µ jm1 ∧µ jm2
Passo 3 Derivac¸a˜o individual Po j(y):
Po j(y) = B j∗(y) = fp
(
µ j,µB j(y)
)
= min
(
µ j,µB j(y)
)
Passo 4 Conclusa˜o final
Po(y) = B(y) =
m
AR
j=1
(
B j∗
)
= max
[
B j1∗, · · · ,Bm1∗] .
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4.4.2 Infereˆncia MinMax no Modelo Mamdani
A caracterı´stica ba´sica do modelo de Mamdani e´ o fato de utilizar conjuntos fuzzy nos conse-
quentes das regras fuzzy. As etapas de ca´lculo de matching e agregac¸a˜o dos antecedentes seguem
os passos normais do modelo MinMax. A obtenc¸a˜o da conclusa˜o de cada regra depende da
semaˆntica escolhida e dos resultados do matching e agregac¸a˜o dos antecedentes (DELGADO,
2002). Da agregac¸a˜o das concluso˜es inferidas de cada regra, resulta um conjunto fuzzy. Nos
casos em que uma saı´da na˜o-fuzzy e´ necessa´ria, utiliza-se um dos me´todos de defuzzificac¸a˜o
(ALMEIDA, 2007). O me´todo utilizado neste trabalho foi o centro de gravidade que e´ dado
por:
Saı´da =
∫
y µB(y)y dy∫
y µB(y) dy
onde B e´ um conjunto fuzzy definido no universo Y.
Suponha um sistema fuzzy do tipo Mamdani, composto por duas regras nebulosas na forma
R j : Se X1 e´ A
j
1 E X2 e´ A
j
2 enta˜o Y e´ B
j, j = 1,2 ,
onde X1 e X2 sa˜o varia´veis lingu¨ı´sticas e A
j
1 e A
j
2 sa˜o conjuntos fuzzy nos universos X1 e X2,
respectivamente. A Figura 14 ilustra o processo de infereˆncia do Modelo MinMax para duas
entradas na˜o-fuzzy (representadas por valores em posic¸o˜es arbitra´rias u1 e u2). Neste exemplo, a
agregac¸a˜o dos antecedentes e´ dada pelo min, a semaˆntica das regras e´ fixada como f = fm =min
e a unia˜o das saı´das de cada regra e´ computada pelo operador max.
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Figura 14: Infereˆncia no modelo Mamdani
Fonte: Delgado (2002).
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5 DESPACHO ECONOˆMICO DE ENERGIA ELE´TRICA
O Despacho Econoˆmico e´ o estudo da alocac¸a˜o o´tima de uma demanda entre os geradores
de um sistema de gerac¸a˜o termoele´trica. E´ importante garantir que as condic¸o˜es de operac¸a˜o se-
jam satisfeitas, sendo assim, obteˆm-se as poteˆncias o´timas de saı´da para cada gerador de energia.
Este problema busca minimizar o custo de produc¸a˜o de energia ele´trica por meio da otimizac¸a˜o
da distribuic¸a˜o da produc¸a˜o entre as unidades geradoras e da utilizac¸a˜o eficiente dos recursos
energe´ticos. Esta minimizac¸a˜o do custo de produc¸a˜o passa pela utilizac¸a˜o racional do com-
bustı´vel utilizado nos geradores de energia (RODRIGUES, 2007; SINHA; CHAKRABARTI;
CHATTOPADHYAY, 2004).
Existem outras abordagens relacionadas ao problema de Despacho Econoˆmico de ener-
gia ele´trica: Despacho Ambiental e Despacho Econoˆmico/Ambiental (problema multiobjetivo).
Esses dois novos modelos sera˜o brevemente descritos a seguir, visto que na˜o sera˜o tratados
nesse trabalho.
O objetivo do problema do Despacho Ambiental e´ minimizar a emissa˜o de poluentes no
meio ambiente, atendendo a demanda necessa´ria de energia. Ou seja, o objetivo e´ encontrar os
nı´veis mı´nimos de concentrac¸a˜o que resultam da relac¸a˜o entre a quantidade de cada poluente
e a saı´da de poteˆncia dos geradores para satisfazer uma determinada demanda (RODRIGUES,
2007).
O problema de Despacho Econoˆmico/Ambiental combina o custo de combustı´vel e emissa˜o
de poluentes em uma func¸a˜o com ajuste de diferentes pesos. Como nem sempre minimizar a
emissa˜o significa minimizar o custo, pode existir um conflito entre os objetivos. Sendo assim
sa˜o utilizadas te´cnicas de otimizac¸a˜o multiobjetivo para solucionar o problema considerando
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que determinadas exigeˆncias sejam satisfeitas para casos distintos.
5.1 MODELO MATEMA´TICO
A Equac¸a˜o 5 apresenta u modelo matema´tico para o problema do Despacho Econoˆmico.
Minimizar F = ∑nj=1 Fj(Pj)
su jeito a :
∑nj=1 Pj = PD
Pminj ≤ Pj ≤ Pmaxj
(5)
A func¸a˜o F representa o custo total de gerac¸a˜o da energia ele´trica, Fj(Pj) identifica o custo
de cada gerador j, Pj e´ a poteˆncia de saı´da do j-e´simo gerador, Pminj e P
max
j representam, re-
spectivamente, as poteˆncias mı´nima e ma´xima de gerac¸a˜o de energia de cada gerador e PD e´ a
demanda de energia ele´trica a ser atendida. E´ importante salientar que neste modelo as perdas
de transmissa˜o sa˜o desconsideradas.
Na func¸a˜o custo de cada gerador, e´ utilizada a func¸a˜o quadra´tica apresentada na Equac¸a˜o
6:
Fj(Pj) = a jP2j + b jPj + c j, (6)
onde Pj e´ a poteˆncia da j-e´sima unidade geradora e a j, b j e c j sa˜o os coeficientes caracterı´sticos
da func¸a˜o.
Um modelo mais rigoroso para o problema de Despacho Econoˆmico e´ dado pela Equac¸a˜o
7, conhecido como Despacho Econoˆmico com efeito de ponto de va´lvula, tal que
Fj(Pj) = a j ∗P2j +b j ∗Pj + c j + |e j ∗ seno( f j ∗ (Pminj −Pj))|, (7)
65
onde Pj e´ a saı´da da j-e´sima unidade geradora, a j, b j, c j, e j e f j sa˜o coeficientes da func¸a˜o de
custo da j-e´sima unidade com efeito de ponto de va´lvula.
Este modelo que considera o efeito de ponto de va´lvula sera´ o modelo utilizado nesse tra-
balho, no entanto, treˆs instaˆncias diferentes sera˜o testadas, cada uma considerando quantidades
de geradores ou PD diferentes, conforme detalhado no capı´tulo 7.
5.2 TRABALHOS CORRELATOS
Nessa sec¸a˜o sera˜o descritos alguns trabalhos relacionados ao problema do despacho econoˆmico
que utilizam metodologias semelhantes para a obtenc¸a˜o da soluc¸a˜o do problema.
5.2.1 Um Algoritmo Cultural para Problemas do Despacho Econoˆmico e Ambiental de Ener-
gia Ele´trica
No trabalho de Rodrigues (2007) e´ apresentado um Algoritmo Cultural com Espac¸o Pop-
ulacional representado por um Algoritmo Gene´tico para solucionar problemas de Despacho
Econoˆmico, Despacho Ambiental e Despacho Econoˆmico/Ambiental.
O Algoritmo Gene´tico possui uma populac¸a˜o de cromossomos (indivı´duos), operadores
gene´ticos especı´ficos (variac¸o˜es do cruzamento aritme´tico e da mutac¸a˜o gaussiana), um me´todo
de selec¸a˜o dos pais e um me´todo de selec¸a˜o de indivı´duos da pro´xima gerac¸a˜o.
O Espac¸o de Crenc¸a e´ responsa´vel por armazenar os conhecimentos e utiliza´-los atrave´s das
func¸o˜es de influeˆncia, como guia para a nova gerac¸a˜o de indivı´duos. A Func¸a˜o de Aceitac¸a˜o
implementada atua dinamicamente, variando de gerac¸a˜o para gerac¸a˜o. A Func¸a˜o de Influeˆncia
Principal determina qual a probabilidade de cada conhecimento ser utilizado de acordo com o
sucesso que eles tiveram na u´ltima gerac¸a˜o.
Neste trabalho foram utilizados treˆs tipos de conhecimentos: Conhecimento Situacional,
Conhecimento Normativo e Conhecimento Situacional/Normativo.
O Conhecimento Situacional armazena, em uma a´rvore vermelha e preta, os melhores in-
divı´duos encontrados ate´ o momento e os utiliza como modelos ou guias na evoluc¸a˜o dos demais
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indivı´duos. No Conhecimento Normativo sa˜o armazenados os intervalos de valores de cada
gene onde bons indivı´duos se concentram e o objetivo desse conhecimento e´ manter os valores
dos genes dos indivı´duos da populac¸a˜o dentro ou o mais pro´ximo desses intervalos. O Conhec-
imento Situacional/Normativo une conceitos de dois conhecimentos, Situacional e Normativo.
A escolha dos indivı´duos que participara˜o dos operadores sa˜o baseados nas caracterı´sticas de
escolha do Conhecimento Situacional. A forma como os indivı´duos sera˜o influenciados pela
mutac¸a˜o e cruzamento e´ regida pelas regras aplicadas no Conhecimento Normativo.
Os resultados obtidos pela abordagem proposta sa˜o compara´veis e em alguns casos superi-
ores a`queles publicados na literatura, demonstrando o bom comportamento do algoritmo.
Como discutido no trabalho, “infelizmente, a maioria dos trabalhos da a´rea apresentam
apenas os melhores valores obtidos pelas te´cnicas propostas, dificultando as comparac¸o˜es entre
as te´cnicas. No u´nico caso onde esse tipo de comparac¸a˜o foi possı´vel o comportamento do
algoritmo proposto foi superior ao do algoritmo reportado na literatura (tanto no melhor caso,
quanto no caso me´dio e no pior caso), mais uma vez atestando a eficieˆncia do me´todo proposto”
(RODRIGUES, 2007).
5.2.2 Um Sistema Imune Cultural para o Problema do Despacho Econoˆmico
No trabalho de Gonc¸alves et al. (2007) e´ proposto um Algoritmo Cultural onde o Espac¸o
Populacional e´ representado por um Sistema Imunolo´gico Artificial, baseado na teoria da Selec¸a˜o
Clonal, para solucionar o Problema do Despacho Econoˆmico.
O Espac¸o de Crenc¸as foi utilizado para extrair informac¸o˜es da populac¸a˜o de anticorpos,
usando essas informac¸o˜es como guia para gerar novos indivı´duos por meio das func¸o˜es de
influeˆncias. Os protocolos de comunicac¸o˜es determinam quais anticorpos sera˜o escolhidos du-
rante o processo de atualizac¸a˜o do espac¸o de crenc¸as (por meio da func¸a˜o de aceitac¸a˜o) e a
probabilidade de um conhecimento armazenado no espac¸o de crenc¸as influenciar o operador de
hipermutac¸a˜o (atrave´s da func¸a˜o de influeˆncia principal).
Foi utilizada uma func¸a˜o de aceitac¸a˜o dinaˆmica, para que no inı´cio da evoluc¸a˜o muitos an-
ticorpos contribuam com os conhecimentos (pois existe pouco conhecimento, inicialmente) e
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no final da evoluc¸a˜o poucos anticorpos contribuam (onde muito conhecimento ja´ foi adquirido).
A func¸a˜o de influeˆncia principal e´ responsa´vel pela escolha de qual conhecimento aplicar nos
operadores de hipermutac¸a˜o; inicialmente, todos os conhecimentos possuem a mesma probabil-
idade de serem aplicados (0.25) e no decorrer da evoluc¸a˜o esta probabilidade vai sendo alterada
(mas e´ garantido que durante o processo de evoluc¸a˜o pelo menos 10% de cada conhecimento
seja aplicado na populac¸a˜o).
Foram utilizados quatro fontes de conhecimento: Conhecimento Situacional, Normativo,
Histo´rico e Topogra´fico. O conhecimento situacional armazena os melhores anticorpos encon-
trados na populac¸a˜o e faz com que esses anticorpos sirvam como guias para influenciar os de-
mais anticorpos. No conhecimento normativo sa˜o armazenados intervalos onde sa˜o encontradas
boas soluc¸o˜es para o problema e sa˜o utilizadas para mover novas soluc¸o˜es para dentro desses
intervalos. O conhecimento histo´rico guarda eventos importantes ocorridos durante o processo
de evoluc¸a˜o. Um exemplo disso e´ quando o algoritmo encontra um mı´nimo local, enta˜o esse
evento e´ armazenado para que num pro´ximo evento semelhante, o algoritmo saiba qual decisa˜o
tomar. No conhecimento topogra´fico e´ gerado um mapa, que consiste num conjunto de regio˜es e
o melhor indivı´duo de cada regia˜o. Tambe´m e´ armazenada uma lista ordenada com as melhores
regio˜es, ordenada pelos melhores indivı´duos.
Os resultados mostraram que o algoritmo proposto em Gonc¸alves et al. (2007) foi melhor
em dois de treˆs benchmarks utilizados no problema. Isso comprova a eficieˆncia de se utilizar
Algoritmos Culturais.
Este trabalho de dissertac¸a˜o esta´ fortemente baseado em Gonc¸alves et al. (2007), no en-
tanto aqui uma func¸a˜o de influeˆncia baseada em Sistemas de Infereˆncia Fuzzy e´ utilizada em
substituic¸a˜o a` func¸a˜o de influeˆncia principal dinaˆmica. Detalhes sera˜o fornecidos no Capı´tulo
6.
5.2.3 Um Algoritmo Cultural com Evoluc¸a˜o Diferencial aplicado ao Problema de Despacho
Econoˆmico de Energia Ele´trica
O trabalho desenvolvido em Coelho, Almeira e Mariani (2008) propo˜e um algoritmo baseado
em um Algoritmo Cultural (AC) e com Evoluc¸a˜o Diferencial (ED). Este algoritmo e´ aplicado ao
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Problema de Despacho Econoˆmico de 13 geradores considerando o efeito de ponto de va´lvula.
Neste trabalho novos conceitos de otimizac¸a˜o sa˜o apresentados tendo como base os conhec-
imentos normativo e situacional dos algoritmos culturais, e estes novos conceitos sa˜o aplicados
ao espac¸o populacional proposto o qual e´ baseado em evoluc¸a˜o diferencial.
O conhecimento situacional consiste no melhor exemplar encontrado ao longo da evoluc¸a˜o
no espac¸o populacional (evoluc¸a˜o diferencial). Esse exemplar representa um lı´der para os out-
ros indivı´duos da populac¸a˜o. Ja´ o conhecimento normativo conteˆm os intervalos onde boas
soluc¸o˜es teˆm sido encontradas, buscando mover novas soluc¸o˜es para dentro desses intervalos.
Assim, a equac¸a˜o ba´sica que rege a operac¸a˜o de perturbac¸a˜o (mutac¸a˜o) na ED e´ modificada
pela influeˆncia do conhecimento normativo e situacional. Assim, se o novo indivı´duo gerado
apo´s a mutac¸a˜o esta´ fora dos limites de factibilidade o conhecimento normativo atua na tentativa
de corrigı´-lo; sena˜o, o conhecimento situacional atua influenciando o novo indivı´duo na tenta-
tiva de aproxima´-lo do melhor indivı´duo. No caso onde soluc¸o˜es infactı´veis sa˜o produzidas,
utiliza-se um me´todo de penalidade proposto pelo pro´prio autor em outro trabalho (COELHO;
MARIANI, 2006).
A metodologia proposta nesse trabalho de Coelho, Almeira e Mariani (2008), foi com-
parada a` versa˜o de Evoluc¸a˜o Diferencial pura (sem o algoritmo cultural) e ainda com alguns
dos melhores me´todos da literatura (para o caso de 13 geradores com demanda de 1800 MW).
Os resultados mostraram que o uso dos conhecimentos traz ganho de desempenho tanto em
termos de me´dia quando do melhor resultado encontrado. Na comparac¸a˜o com as outras abor-
dagens o melhor resultado encontrado pelo algoritmo hı´brido foi superior a todos os outros.
5.2.4 Evoluc¸a˜o Diferencial com Algoritmos Culturais aplicados na soluc¸a˜o de Problemas de
Despacho Econoˆmico
O trabalho proposto por Coelho, Souza e Mariani (2009) apresenta uma metodologia de
Algoritmos Culturais com espac¸o populacional baseado em Evoluc¸a˜o Diferencial aplicada em
problemas de despacho econoˆmico de energia ele´trica, de 13 e 40 geradores.
Foram desenvolvidas treˆs abordagens: um algoritmo evolutivo de Evoluc¸a˜o Diferencial
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cla´ssico, um algoritmo de Evoluc¸a˜o Diferencial (adaptado ao contexto Cultural) com Algoritmo
Cultural e algoritmo evolutivo de Evoluc¸a˜o Diferencial com Algoritmo Cultural utilizando uma
medida de diversidade da populac¸a˜o.
O algoritmo cla´ssico de Evoluc¸a˜o Diferencial utilizado aqui faz uso de suas caracterı´sticas
padro˜es (mutac¸a˜o, crossover) e o Algoritmo Cultural implementado utiliza dois conhecimentos:
conhecimento Normativo e Situacional. O conhecimento Situacional consiste no melhor exem-
plar encontrado durante o processo evoluciona´rio e o mesmo e´ utilizado como um lı´der para
os outros indivı´duos. Ja´ o conhecimento Normativo conte´m intervalos onde boas soluc¸o˜es teˆm
sido encontradas e tenta mover novas soluc¸o˜es para dentro desses intervalos. O nu´mero de in-
divı´duos aceitos para atualizar o espac¸o de crenc¸as e´ selecionado aleatoriamente de uma parte da
populac¸a˜o utilizando a fo´rmula naccepted = pN, onde naccepted e´ o nu´mero de indivı´duos aceitos,
p e´ um paraˆmetro dado pelo usua´rio (nesse trabalho foi adotado p = 0.3) e N e´ o tamanho da
populac¸a˜o.
A diferenc¸a entre o modelo Cultural e o Cultural baseado na proporc¸a˜o da diversidade
da populac¸a˜o e´ que, utilizando-se de uma medida da diversidade da populac¸a˜o (calculada por
meio de uma fo´rmula), e´ possı´vel escapar mais facilmente de um mı´nimo local do que em um
me´todo tradicional de Evoluc¸a˜o Diferencial. Uma das vantagens em se utilizar uma medida da
diversidade da populac¸a˜o e´ que regio˜es promissoras sa˜o encontradas rapidamente durante a fase
inicial do processo evolutivo.
Os resultados obtidos provam que o me´todo proposto e´ eficiente e os resultados do me´todo
Cultural baseado na medida da diversidade da populac¸a˜o foram melhores entre os me´todos
comparados no trabalho.
5.2.5 Um Sistema Imune aplicado a Problemas de Despacho Econoˆmico
No trabalho desenvolvido por Vanaja, Hemamalini e Simon (2008) e´ apresentado um al-
goritmo de SIA aplicado a Problemas de Despacho Econoˆmico com diferente nu´mero de ger-
adores.
O algoritmo de SIA utilizado e´ o cla´ssico baseado em selec¸a˜o clonal, onde uma populac¸a˜o
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de anticorpos aleatoriamente inicializada, da´ origem aos clones, os quais sofrem um processo de
hipermutac¸a˜o e passam por um processo de selec¸a˜o baseada na afinidade (qualidade da soluc¸a˜o
na resoluc¸a˜o do problema).
A afinidade (fitness) e´ dada pela seguinte equac¸a˜o: Fitness = A[1 - %Cost] + B[1 - %Error];
onde A e B sa˜o coeficientes de ponderac¸a˜o (assumindo valores maiores do que zero), e Cost
e Error sa˜o dados por fo´rmulas que verificam o que tem sido produzido e as perdas dentro da
populac¸a˜o.
Na gerac¸a˜o da populac¸a˜o inicial, N anticorpos sa˜o gerados de forma aleato´ria. Um pro-
cesso de codificac¸a˜o bina´ria em uma string de l bits e´ utilizado e a ele e´ associado um processo
de normalizac¸a˜o que garante a factibilidade dos indivı´duos gerados. A taxa de mutac¸a˜o e´ in-
versamente proporcional ao fitness (indivı´duos bons tendem a sofrer pouca mutac¸a˜o enquanto
que indivı´duos ruins tendem a ser mais modificados) e varia no intervalo de 0,1 a 0,5. Apo´s
a mutac¸a˜o a codificac¸a˜o bina´ria e´ convertida em real e os indivı´duos sa˜o avaliados e, em caso
de violac¸a˜o de alguma restric¸a˜o, o indivı´duo e´ penalizado. Uma vez mutados os clones passam
por um processo de selec¸a˜o por torneio onde um total de N indivı´duos sa˜o selecionados para
compor a pro´xima gerac¸a˜o da populac¸a˜o.
Como citado no trabalho, o algoritmo foi exaustivamente testado variando o tamanho da
populac¸a˜o e o nu´mero de clones. Os resultados das simulac¸o˜es mostram que a te´cnica deven-
volvida e´ de fa´cil implementac¸a˜o e capaz de encontrar valores pro´ximos ao o´timo global.
Para validar a proposta do algoritmo, o mesmo foi aplicado em va´rias instaˆncias do prob-
lema, incluı´ndo os casos de 3, 13 e 40 geradores, com a presenc¸a de efeito de ponto de va´lvula.
Os resultados obtidos comprovam a robustez, ra´pida convergeˆncia e eficieˆncia da metodologia
proposta.
Vale salientar aqui que os valores utilizados nos paraˆmetros foram relativamente altos, em
relac¸a˜o a outras propostas. Por exemplo, no caso de 40 geradores e´ utilizada uma populac¸a˜o
com 320 indivı´duos e o nu´mero de clones produzido por cada anticorpo foi definido como 20.
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5.2.6 Evoluc¸a˜o Diferencial aplicado a Problemas de Despacho Econoˆmico
Noman e Iba (2008) apresentam um modelo de Evoluc¸a˜o Diferencial para problemas de
despacho econoˆmico de energia ele´trica. Foram aplicados cinco casos distintos do problema
para comprovar a efica´cia do me´todo proposto.
A populac¸a˜o inicial e´ gerada aleato´riamente respeitando as restric¸o˜es do problema. Em
seguida o me´todo tenta localizar a soluc¸a˜o o´tima global atrave´s de um refinamento utilizando
reproduc¸a˜o e selec¸a˜o. Diferentemente de outros me´todos evolutivos, cada indivı´duo da gerac¸a˜o
atual gera sua prole por meio de cruzamentos com outros indivı´duos aleatoriamente seleciona-
dos. Sa˜o selecionados treˆs indivı´duos aleatoriamente (todos distintos) e os mesmos sa˜o utiliza-
dos para gerar um indivı´duo mutante, por meio de um operador denominado mutac¸a˜o difer-
encial. Apo´s a fase de mutac¸a˜o, o me´todo utiliza um operador chamado crossover binomial,
em qual o indivı´duo mutado e´ acoplado a um indivı´duo original da populac¸a˜o e o filho (ou in-
divı´duo tentativa) e´ gerado. Os genes do indivı´duo filho sa˜o herdados do indivı´duo mutado e do
indivı´duo original, determinados por um paraˆmetro chamado probabilidade de crossover. Apo´s
esses processos, e´ realizada uma competic¸a˜o entre o indivı´duo original e o filho gerado, e o
vencedor, que e´ selecionado deterministicamente baseado no valor de fitness, e´ promovido para
pro´xima gerac¸a˜o. Esses passos de reproduc¸a˜o e selec¸a˜o sa˜o repetidos gerac¸a˜o apo´s gerac¸a˜o ate´
que o crite´rio de parada seja satisfeito.
Nesse trabalho de Noman e Iba foi utilizado um me´todo especializado para manipular as
restric¸o˜es do problema de despacho, com o objetivo de satisfazer as restric¸o˜es de igualdade e de-
sigualdade. Na gerac¸a˜o inicial, as restric¸o˜es do problema sa˜o satisfeitas, visto que os invidı´duos
sa˜o gerados dentro de um intervalo factı´vel. Mas com o decorrer do processo e aplicac¸a˜o dos
operadores, indivı´duos infactı´veis podem surgir na populac¸a˜o. Para tratar disso, caso o in-
divı´duo exceda o limite, uma certa quantia e´ retirada dele e caso ele na˜o tenha produzido o
limite mı´nimo, e´ acrescentada uma certa quantia.
O paradigma desenvolvido foi aplicado em alguns casos do problema de despacho econoˆmico
de energia ele´trica. Em dois casos do problema com efeito de ponto de va´lvula o me´todo pro-
posto encontrou as melhores soluc¸o˜es comparados aos melhores resultados encontrados ate´ o
72
momento. Considerando os resultados da aplicac¸a˜o em problemas de despacho com diferentes
caracterı´sticas, dimenso˜es, exigeˆncias e restric¸o˜es, pode-se concluir que o me´todo tem um de-
sempenho melhor comparado a outros me´todos com bons resultados.
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6 UM SISTEMA IMUNE FUZZY CULTURAL PARA PROBLEMAS DO
DESPACHO ECONOˆMICO
Neste capı´tulo sera´ detalhado o Algoritmo Cultural com espac¸o populacional baseado em
Sistema Imunolo´gico Artificial proposto para resolver diferentes instaˆncias do problema de
despacho econoˆmico de energia ele´trica.
O capı´tulo 3 apresentou alguns conceitos ba´sicos dos Algoritmos Culturais (AC), salien-
tando a caracterı´stica hı´brida desses algoritmos. Deste modo os AC podem ser desenvolvi-
dos juntamente com outros algoritmos (a restric¸a˜o e´ que sejam algoritmos evolutivos). O tra-
balho desenvolvido nesta dissertac¸a˜o utiliza um Sistema Imune Artificial inspirado na Teoria
da Selec¸a˜o Clonal (Clonalg) no espac¸o populacional do Algoritmo Cultural e inclui ainda um
mecanismo de ajuste baseado em um sistema fuzzy para a func¸a˜o de influeˆncia. Este sistema
sera´ denominado Sistema Imune Fuzzy Cultural.
6.1 ESPAC¸O POPULACIONAL
Conforme ja´ mencionado, o Espac¸o Populacional e´ o componente dos Algoritmos Culturais
responsa´vel pela evoluc¸a˜o gene´tica dos indivı´duos de uma populac¸a˜o. O interesse em utilizar
um Sistema Imune Artificial e´ justificado por provas recentes que essa classe de algoritmos e´
capaz de encontrar o o´timo global de um problema de otimizac¸a˜o (CUTELLO et al., 2007).
A Tabela 1 apresenta um paralelo entre os elementos da biologia e os componentes do
algoritmo proposto.
O Clonalg originalmente desenvolvido por Gonc¸alves et al. (2007) pode ser visto no pseu-
doco´digo do Algoritmo 3.
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Tabela 1: Comparac¸a˜o entre os elementos biolo´gicos e os elementos do algoritmo.
Biologia Algoritmo
Anticorpo Uma soluc¸a˜o va´lida
(demanda suprida)
Antı´geno Demanda a ser atendida
(problema a ser solucionado)
Interac¸a˜o Anticorpo x Antı´geno O custo total dos geradores
(aptida˜o de um anticorpo)
Clonagem Replicac¸a˜o dos bons indivı´duos
(bons geradores, bons resultados)
Hipermutac¸a˜o Tentativa de melhorar as saı´das
dos geradores
Fonte: Autoria pro´pria.
Algoritmo 3 Algoritmo do SIA Desenvolvido Originalmente
Clonalg original
Inicie a Populac¸a˜o;
Avalie a Populac¸a˜o;
Enquanto o crite´rio de te´rmino na˜o for satisfeito
Clone a populac¸a˜o;
Aplique a hipermutac¸a˜o
Aplique a busca local (Quasi-Simplex);
Repare os indivı´duos infactı´veis;
Avalie os clones;
Aplique o operador de Aging na Populac¸a˜o e nos Clones;
Aplique o operador de Selec¸a˜o;
Fim Enquanto
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Neste algoritmo, cada anticorpo e´ uma combinac¸a˜o va´lida de saı´da de energia (codificada
como nu´meros reais) para as unidades geradoras. Assim um anticorpo e´ composto por n com-
ponentes (geradores de energia - para um problema de 13 geradores, 13 componentes, e para
um problema com 40 geradores, 40 componentes) que sa˜o iniciados na primeira gerac¸a˜o, como
apresentado na Equac¸a˜o 8.
anti, j = Pmini +U(0,1)∗ (Pmaxi −Pmini ), (8)
onde anti, j e´ o j-e´simo componente do i-e´simo anticorpo (isto e´, a saı´da de energia da j-e´sima
unidade geradora - codificada na i-e´sima combinac¸a˜o de unidades geradoras), U(0,1) e´ uma
varia´vel aleato´ria obtida a partir de uma distribuic¸a˜o uniforme no intervalo [0,1], Pmaxi e P
min
i
sa˜o, respectivamente, as saı´das ma´xima e mı´nima permitidas para a j-e´sima unidade. Esse
processo de inicializac¸a˜o garante que nenhum anticorpo viola as restric¸o˜es operacionais das
unidades geradoras.
A afinidade de um anticorpo com o antı´geno, a qual mede a qualidade da soluc¸a˜o represen-
tada, e´ dada pela Equac¸a˜o 9, tal que
a f fi = (MaxCostgen−Costi)/(MaxCostgen−MinCostgen), (9)
onde Costi e´ o custo total de combustı´vel da i-e´sima configurac¸a˜o (custo este representado por
F na Equac¸a˜o 6), MinCostgen e MaxCostgen sa˜o os custos de combustı´vel mı´nimo e ma´ximo,
respectivamente, entre todos os anticorpos presentes na gerac¸a˜o gen.
Apo´s a avaliac¸a˜o da gerac¸a˜o inicial, o Sistema Imune entra no lac¸o principal (que representa
o esta´gio de maturac¸a˜o de afinidade do algoritmo). O lac¸o e´ repetido ate´ que o crite´rio de
te´rmino seja satisfeito. O crite´rio de parada adotado nesse trabalho e´ o nu´mero ma´ximo de
gerac¸o˜es.
O processo de maturidade da afinidade inicia pela clonagem dos anticorpos, onde o nu´mero
de clones de cada anticorpo e´ esta´tico (dup), isto e´, independente da afinidade do anticorpo.
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Na sequeˆncia sa˜o aplicados os operadores de hipermutac¸a˜o. O algoritmo implementado
utiliza dois operadores de hipermutac¸a˜o: uma Hipermutac¸a˜o Gaussiana Adaptativa (Adaptive
Gaussian Hypermutation - AGH) e uma Hipermutac¸a˜o Cauchy Adaptativa (Adaptive Cauchy
Hypermutation - ACH) e a diferenciac¸a˜o entre os dois se da´ apenas na distribuic¸a˜o de probabil-
idade utilizada. Os operadores de hipermutac¸a˜o sa˜o dados na Equac¸a˜o 10.
anthi, j = anti, j +mult ∗ (Costi/MinCostgen)∗R(0,1)∗ (Pmaxj −Pminj ) (10)
Onde anthi, j e´ o j-e´simo componente (apo´s a hipermutac¸a˜o) do i-e´simo anticorpo, anti, j e´ o
valor atual da j-e´sima unidade geradora do i-e´simo indivı´duo, mult e´ um multiplicador adap-
tativo (ele tenta fazer a busca mais intensamente no inı´cio da evoluc¸a˜o e mais suave no final
da mesma) dado por mult = e−gen/ϕ (ϕ e´ um paraˆmetro que dita a diminuic¸a˜o da velocidade
do multiplicador), Pmaxj e P
min
j sa˜o os limites ma´ximo e mı´nimo da j-e´sima unidade geradora,
respectivelmente, R(0,1) e´ um nu´mero aleato´rio obtido de acordo com a distribuic¸a˜o (Gaussiana
ou Cauchy) dependendo do tipo da hipermutac¸a˜o. A escolha da hipermutac¸a˜o e´ feita com base
na qualidade do indivı´duo gerado (escolhe-se aquela que produziu o melhor indivı´duo). Em
ambos os casos as distribuic¸o˜es possuem me´dia igual a zero e variaˆncia igual a um. De acordo
com Corte´s, Trejo-Pe´rez e Coello (2005) valores gerados pela distribuic¸a˜o de Cauchy permitem
passos (relativamente) largos (coarse-grained), enquanto valores Gaussian produzem passos
estreitos (fine-grained), o que teoricamente fornece mais flexibilidade na busca.
O termo Costi/MinCostgen executa a mutac¸a˜o mais intensiva em anticorpos com um alto
custo de combustı´vel (baixa afinidade) e e´ mais suave em anticorpos com baixo custo de com-
bustı´vel (alta afinidade).
O nu´mero de mutac¸o˜es aplicadas em cada anticorpo e´ dado por:
M(i) = e
−a f fi
ρ ∗n (11)
onde M(i) e´ o nu´mero de mutac¸o˜es aplicadas no i-e´simo anticorpo, a f fi e´ a afinidade do i-e´simo
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anticorpo, ρ e´ um paraˆmetro que regula o nu´mero de mutac¸o˜es e n e´ o nu´mero de unidades
geradoras. Assim quanto maior a afinidade (maior qualidade da soluc¸a˜o) menor o nu´mero de
mutac¸o˜es realizadas (menor perturbac¸a˜o na soluc¸a˜o obtida).
Apo´s a aplicac¸a˜o da hipermutac¸a˜o, um me´todo quasi-Simplex (descrito no Anexo A) e´
aplicado como um procedimento de busca local nos melhores anticorpos entre os clones da
hipermutac¸a˜o. Neste momento as restric¸o˜es podem ser violadas, o que poderia causar anticor-
pos infactı´veis. Para evitar tal violac¸a˜o, um processo de reparac¸a˜o e´ aplicado em cada clone
para garantir que os anticorpos gerados sa˜o via´veis (soluc¸o˜es factı´veis). Assim, ao inve´s dos
anticorpos invia´veis serem penalizados, eles sa˜o reparados. O procedimento implementado e´
apresentado no algoritmo 4.
No trabalho de Michalewicz e Schoenauer (1996) sa˜o apresentadas te´cnicas de manipulac¸a˜o
de restric¸o˜es que surgiram nos u´ltimos anos, e foram separadas em quatro categorias, como
podem ser observadas nos itens abaixo:
1. Me´todos baseados na preservac¸a˜o da viabilidade da soluc¸a˜o, muitas vezes utilizando op-
eradores especializados para transformar o infactı´vel em factı´vel;
2. Me´todos baseados em func¸o˜es de penalizac¸a˜o onde o fitness de indivı´duos infactı´veis sa˜o
penalizados de diferentes formas;
3. Me´todos que fazem uma separac¸a˜o entre soluc¸o˜es factı´veis e infactı´veis, e prefere uma
soluc¸a˜o factı´vel com baixo valor objetivo a uma soluc¸a˜o infactı´vel com alto valor objetivo;
4. Me´todos hı´bridos que combinam te´nicas evoluciona´rias com procedimentos determinı´scos.
Nesse trabalho de dissertac¸a˜o foram utilizados os itens 1 e 2 descritos acima: um me´todo
que visa preservar a viabilidade da soluc¸a˜o (me´todo de reparac¸a˜o) e um me´todo onde os in-
divı´duos infactı´veis sa˜o penalizados (me´todo de penalizac¸a˜o).
Apo´s a aplicac¸a˜o do procedimento de reparac¸a˜o, a afinidade dada na Equac¸a˜o 9 pode ser
utilizada para avaliar a qualidade dos indivı´duos.
78
Algoritmo 4 Procedimento de Reparac¸a˜o
Repita para cada componente j de um anticorpo i
Se anti, j ¡ Pminj
anti, j = Pminj
Sena˜o
Se anti, j ¿ Pmaxj
anti, j = Pmaxj
Fim Se
Fim Repetic¸a˜o
Enquanto ∑ni=1 Pi 6= PD
Selecione um componente j aleatoriamente
Se ∑ni=1 Pi ¡ PD
Adicione uma quantidade em anti, j que na˜o viole as restric¸o˜es operacionais
e minimize a violac¸a˜o de demanda de energia
Sena˜o
Subtraia uma quantidade em anti, j que na˜o viole as restric¸o˜es operacionais
e minimize aviolac¸a˜o de demanda de energia
Fim Enquanto
Em seguida e´ feita a aplicac¸a˜o de um operador de aging. Neste trabalho e´ utilizado um
operador de aging esta´tico puro (CUTELLO et al., 2005) (CUTELLO et al., 2006). Esse oper-
ador de aging elimina anticorpos antigos com o objetivo de manter a diversidade da populac¸a˜o
e evitar uma convergeˆncia prematura. Esse operador permite que um anticorpo sobreviva por
ate´ τB gerac¸o˜es (sem melhorias), apo´s este perı´odo e´ assumido que este anticorpo corresponde
a um mı´nimo local e este deve ser eliminado da populac¸a˜o. Um clone normalmente herda a
idade do pai, mas quando o mesmo e´ hipermutado com sucesso (isto e´, quando a hipermutac¸a˜o
melhora a afinidade do anticorpo) sua idade e´ inicializada em zero.
Finalmente o u´ltimo passo no processo de maturac¸a˜o da afinidade e´ a selec¸a˜o dos anticorpos
que ira˜o compor a pro´xima populac¸a˜o. O esquema utilizado e´ um operador (µ + λ )-Selection
(CUTELLO et al., 2006) o qual e´ aplicado nos pais e nos clones hipermutados que sobreviveram
apo´s o operador de aging. Ou seja, pais e filhos sa˜o avaliados juntos e sa˜o selecionados os
melhores indivı´duos.
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6.2 ESPAC¸O DE CRENC¸A
Nesta sec¸a˜o sera˜o apresentadas as alterac¸o˜es no Algoritmo 3 e os me´todos utilizados pelas
duas abordagens baseadas em Algoritmos Culturais: Imune Cultural e Imune Fuzzy Cultural.
A abordagem Imune Cultural pode ser considerada como uma extensa˜o do algoritmo 3, onde
o Espac¸o de Crenc¸a e os protocolos de comunicac¸a˜o sa˜o adicionados para melhorar o desem-
penho do Sistema Imunolo´gico original. O Sistema Imune Fuzzy Cultural pode ser considerado
como uma extensa˜o da versa˜o Imune Cultural onde a func¸a˜o de influeˆncia e´ modificada para
incorporar um sistema de infereˆncia fuzzy (detalhado na Sec¸a˜o 6.2.1).
O Algoritmo Cultural desenvolvido nesse trabalho e´ apresentado no pseudoco´digo do Al-
goritmo 5.
Algoritmo 5 Algoritmo Cultural Implementado
Algoritmo Cultural
Inicie a Populac¸a˜o;
Avalie a Populac¸a˜o;
Inicie o Espac¸o de Crenc¸as;
Enquanto o crite´rio de te´rmino na˜o for satisfeito
Clone a populac¸a˜o;
Aplique a hipermutac¸a˜o considerando a Func¸a˜o de Influeˆncia Fuzzy nos Clones sele-
cionados de acordo com a probabilidade de cada fonte de conhecimento;
Aplique a busca local (Quasi-Simplex);
Aplique reparac¸a˜o para ambas as abordagens, penalidade (para a versa˜o fuzzy);
Avalie os Clones;
Aplique o operador de Aging na Populac¸a˜o e nos Clones;
Aplique o operador de Selec¸a˜o;
Aplique a Func¸a˜o de Aceitac¸a˜o;
Atualize o Espac¸o de Crenc¸a (fontes de conhecimento) usando os nAceitos anticorpos da
populac¸a˜o;
Aplique a Func¸a˜o de Influeˆncia Principal;
Fim Enquanto
O Espac¸o de Crenc¸a e´ utilizado para extrair informac¸o˜es dos anticorpos da populac¸a˜o
(informac¸o˜es que sera˜o utilizadas na atualizac¸a˜o dos conhecimentos). O Espac¸o de Crenc¸a
utiliza estes conhecimentos como um guia para gerar novos indivı´duos durante o processo de
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hipermutac¸a˜o atrave´s das func¸o˜es de influeˆncia, isto e´, os operadores de hipermutac¸a˜o sa˜o mod-
ificados pelas func¸o˜es de influeˆncia.
Diferente do sistema Imune Cultural, o algoritmo Imune Fuzzy Cultural foi testado de duas
maneiras: utilizando o me´todo de reparac¸a˜o (detalhado no algoritmo 4) e um me´todo de pe-
nalidade. A penalidade e´ utilizada nos indivı´duos que foram gerados com valores infactı´veis e,
nesse caso, o algoritmo de reparac¸a˜o na˜o e´ executado. O ca´lculo da penalidade e´ dada por
Penalidade = Q∗Abs(Pt−Pd), (12)
onde Q e´ uma varia´vel fixa, Pt e´ a poteˆncia total gerada pela soluc¸a˜o e Pd e´ a poteˆncia desejada.
Foram testados va´rios valores para Q (no intervalo de 0,2 ate´ 1500) e os melhores obtidos foram
para Q = 0,5 e Q = 2. No capı´tulo 7 sa˜o apresentados os resultados utilizando tanto o me´todo
de reparac¸a˜o quanto o me´todo de penalidade.
6.2.1 Protocolos de Comunicac¸a˜o: Func¸o˜es de Aceitac¸a˜o e Influeˆncia
Os protocolos de comunicac¸a˜o sa˜o os componentes que determinam quais anticorpos sa˜o
considerados durante a atualizac¸a˜o do Espac¸o de Crenc¸a (por meio da Func¸a˜o de Aceitac¸a˜o) e
como um conhecimento armazenado no Espac¸o de Crenc¸a influencia o operador de hipermutac¸a˜o
(atrave´s da Func¸a˜o de Influeˆncia).
Func¸a˜o de Aceitac¸a˜o
Neste trabalho uma Func¸a˜o de Aceitac¸a˜o dinaˆmica inspirada nos trabalhos de Iacoban,
Reynolds e Brewster (2003) e Reynolds e Peng (2005) e´ utilizada, a qual e´ definida na Equac¸a˜o
13.
nAceitos = tamPop∗ (aceitosperc+ aceitospercgen ), (13)
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onde nAceitos e´ o nu´mero de melhores anticorpos da populac¸a˜o que sera˜o utilizados para atu-
alizar as fontes de conhecimentos, tamPop e´ o nu´mero de anticorpos na populac¸a˜o, aceitosperc
e´ um paraˆmetro que determina a porcentagem de anticorpos aceitos e gen e´ a gerac¸a˜o atual.
Esta func¸a˜o de aceitac¸a˜o permite que muitos anticorpos contribuam para a atualizac¸a˜o durante
o inı´cio da evoluc¸a˜o (onde pouco conhecimento esta´ acumulado) e que poucos anticorpos sejam
aceitos no final da evoluc¸a˜o (onde uma grande quantidade de conhecimento ja´ foi adquirido).
Func¸a˜o de Influeˆncia Dinaˆmica
A func¸a˜o de influeˆncia principal e´ responsa´vel pela escolha da fonte de conhecimento que
ira´ influenciar os operadores de hipermutac¸a˜o. O trabalho original no qual essa dissertac¸a˜o e´
baseada (GONC¸ALVES et al., 2007) utiliza o me´todo da roleta (Roulette Wheel (BECERRA;
COELLO, 2006)) para determinar a quantidade exata de cada conhecimento a ser utilizado.
No inı´cio da evoluc¸a˜o, todas as fontes de conhecimentos possuem a mesma probabilidade de
serem aplicadas (25%). Durante o processo de evoluc¸a˜o, a probabilidade da i-e´sima fonte de
conhecimento influenciar o operador de hipermutac¸a˜o e´ dada pela Equac¸a˜o 14.
probKSk = 0,1+0,6∗ (antgbKSktamPop ), (14)
onde probKSk e´ a probabilidade de selecionar a k-e´sima fonte de conhecimento para influenciar
o operador de hipermutac¸a˜o, antgbKSk e´ o nu´mero de anticorpos que foram gerados pela in-
flueˆncia do k-e´simo conhecimento e tamPop e´ o tamanho da populac¸a˜o. A Equac¸a˜o 14 favorece
a aplicac¸a˜o das fontes de conhecimento que sa˜o capazes de manter seus anticorpos gerados na
populac¸a˜o e garante que cada conhecimento possui ao menos 10% de chance de ser aplicado.
Func¸a˜o de Influeˆncia Fuzzy
A func¸a˜o de influeˆncia principal utilizada na versa˜o Imune Cultural foi modificada neste
trabalho sendo transformada em uma Func¸a˜o de Influeˆncia Fuzzy, com base em Sistemas de
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Infereˆncia Fuzzy (SIF). Foram desenvolvidos quatro SIF (um para cada conhecimento - Situa-
cional, Normativo, Topogra´fico e Histo´rico). Assim como na versa˜o Imune Cultural, na variante
fuzzy, o me´todo da roleta (Roulette Wheel (BECERRA; COELLO, 2006)) tambe´m e´ usado para
determinar a quantidade exata de cada conhecimento a ser utilizado. A diferenc¸a se da´ no
ca´lculo da probabilidade de cada conhecimento: na versa˜o Imune Cultural este ca´lculo e´ feito
com base na equac¸a˜o 14, enquanto que na versa˜o Imune Fuzzy Cultural este ca´lculo e´ feito por
meio de quatro SIFs, um para cada conhecimento. Um ponto em comum entre as func¸o˜es de
influeˆncia (dinaˆmica e fuzzy) e´ a garantia de que cada conhecimento atua pelo menos em 10%
da populac¸a˜o.
Os SIFs desenvolvidos neste trabalho fazem uso das seguintes caracterı´sticas:
1. Varia´veis de entrada: as varia´veis de entrada foram normalizadas para assumirem ape-
nas valores entre 0 e 1. Assim os seus universos de discursos esta˜o compreendidos no
intervalo (0,1).
• Idade: representa a idade da populac¸a˜o de indivı´duos, e os termos associados a
ela sa˜o: Inicial, Intermedia´ria e Final. Nos quatro SIFs, a varia´vel Idade recebe os
mesmos valores, observados na Figura 15;
Figura 15: Partic¸a˜o do Universo de discurso da varia´vel Idade
Fonte: Autoria pro´pria.
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• Diversidade: a diversidade da populac¸a˜o representa qua˜o diferentes os indivı´duos
sa˜o. O conjunto de termos associados a essa varia´vel e´: Pouca, Me´dia e Muita. A
Figura 16 mostra partic¸a˜o universo para a varia´vel Diversidade;
Figura 16: Partic¸a˜o do Universo de discurso da varia´vel Diversidade.
Fonte: Autoria pro´pria.
• Qualidade: representa a qualidade do conhecimento, a quantidade de bons in-
divı´duos que o conhecimento e´ capaz de gerar. O conjunto de termos associados
a essa varia´vel e´: Baixa, Me´dia e Alta. A Figura 17 mostra a partic¸a˜o universo para
essa varia´vel.
Figura 17: Partic¸a˜o do Universo de discurso da varia´vel Qualidade.
Fonte: Autoria pro´pria.
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2. Base de regras: existem quatro bases de regras (uma para cada SIF), com 27 (vinte e sete)
regras cada (somando um total de 108 regras). A Figura 18 apresenta como exemplo o
modelo da base de dados do Conhecimento Topogra´fico;
Figura 18: Conjunto de regras do Sistema de Infereˆncia Fuzzy para o Conhecimento Topogra´fico:
As linhas representam as regras (num total de 27) e as colunas representam as func¸o˜es de per-
tineˆncia dos antecedentes (Idade, Diversidade e Qualidade) e do consequente de cada regra.
Fonte: Autoria pro´pria.
3. Varia´vel de Saı´da: a varia´vel de saı´da do k-e´simo SIF, resulta na probabilidade de sele-
cionar a k-e´sima fonte de conhecimento para influenciar o operador de hipermutac¸a˜o. A
Figura 19 exemplifica a saı´da para o Conhecimento Situacional;
4. Mecanismo de Raciocı´nio: foram utilizados os seguintes operadores para o Sistema de
Infereˆncia Fuzzy, do tipo Mamdani:
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Figura 19: Partic¸a˜o do Universo da varia´vel AplicarSituacional.
Fonte: Autoria pro´pria.
• Agregac¸a˜o dos Antecedentes: produto alge´brico;
• Semaˆntica da Regra: mı´nimo (Regra de Mamdani);
• Agregac¸a˜o das Regras: ma´ximo;
• Me´todo de Defuzzificac¸a˜o: centro´ide.
A escolha das func¸o˜es trapezoidais foi no sentido de manter o sistema com um compor-
tamento uniforme por intervalos maiores das varia´veis consideradas. Entretanto nenhum teste
com outros tipos de func¸o˜es foi realizado. Mais detalhes dos quatro SIFs podem ser vistos no
Apeˆndice B.
A base de regra e´ definida com o intuido de definir qual o melhor momento de se utilizar de-
terminado conhecimento. Quando a gerac¸a˜o esta´ no inı´cio, a idade e´ pequena e a diversidade e´
grande, os conhecimentos na˜o possuem muita informac¸a˜o. Neste caso utiliza-se mais o conhec-
imento topogra´fico que da´ uma visa˜o geral do espac¸o de busca. Quando a gerac¸a˜o esta´ em uma
idade intermedia´ria e ja´ possui uma diversidade me´dia, e´ interessante que haja um balancea-
mento entre os indivı´duos para na˜o aumentar demais a diversidade e tambe´m para na˜o deixar de
intersificar a busca, utilizando todos os tipos de conhecimento (SALEEM, 2001)(REYNOLDS;
PENG, 2005). No final os conhecimentos situacional e normativo sa˜o mais aplicados como
forma de fazer buscas mais localizadas em boas regio˜es ja´ encontradas anteriormente.
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Para a implementac¸a˜o do Sistema de Infereˆncia Fuzzy foi utilizado um pacote Java, que
fornece uma engine, ou seja, um motor de infereˆncia Fuzzy1. As imagens do SIF foram geradas
no software Matlab, da Mathworks.
6.2.2 Tipos de Conhecimento
Neste trabalho foram utilizados 4 conhecimentos, descritos nas sec¸o˜es a seguir.
6.2.3 Conhecimento Situacional
O Conhecimento Situacional armazena os pMelhores anticorpos encontrados durante o pro-
cesso evoluciona´rio (BECERRA; COELLO, 2006).
A atualizac¸a˜o do conhecimento Situacional ocorre quando um novo indivı´duo e´ aceito e o
mesmo e´ melhor que o pior indivı´duo armazenado no conhecimento, enta˜o o pior indivı´duo e´
eliminado e o novo indivı´duo e´ adicionado.
Os anticorpos armazenados sa˜o utilizados como lı´deres para influenciar os operadores de
hipermutac¸a˜o. Esta influeˆncia e´ similar a operac¸a˜o de hipermutac¸a˜o apresentada na Equac¸a˜o
10 mas o termo anti j do lado direito e´ substituı´do pelo termo melhork j, onde melhork j e´ o j-
e´simo componente do k-e´simo melhor anticorpo armazenado no Conhecimento Situacional, e
k e´ um ı´ndice aleato´rio selecionado entre os melhores indivı´duos. A Equac¸a˜o 15 descreve a
hipermutac¸a˜o, utilizada pelo Conhecimento Situacional, tal que
anthi, j = melhork, j +mult ∗ (Costi/MinCostgen ∗R(0,1)∗ (Pmaxj −Pminj ). (15)
6.2.4 Conhecimento Normativo
O Conhecimento Normativo contem os intervalos para as saı´das das unidades geradoras
onde boas soluc¸o˜es teˆm sido encontradas. Ele e´ utilizado para mover as saı´das das novas
1http://www.intelligent-systems.info/FuzzyEngine.htm
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soluc¸o˜es em direc¸a˜o a estes intervalos. Os intervalos do Conhecimento Normativo sa˜o ini-
cializados com o limite inferior e superior das saı´das dos geradores (definidas pelas restric¸o˜es
de operac¸a˜o de cada gerador).
A atualizac¸a˜o do Conhecimento Normativo pode reduzir ou expandir o intervalo armazenado.
Uma expansa˜o ocorre quando indivı´duos aceitos na˜o fazem parte do intervalo, enquanto que
uma reduc¸a˜o ocorre quando todos os indivı´duos aceitos esta˜o dentro do intervalo. Os novos
valores das extremidades sa˜o definidos pelos indivı´duos com melhores custos de combustı´vel. E´
importante salientar que os limites do Conhecimento Normativo na˜o podem violar as restric¸o˜es
operacionais.
A influeˆncia do Conhecimento Normativo e´ dada pela Equac¸a˜o 16.
anthi, j =

anti, j +mult ∗ (Costi/MinCostgen)∗Abs
(
R(0,1)∗ (NL j−Nl j)
)
,
se anti, j < Nl j
anti, j−mult ∗ (Costi/MinCostgen)∗Abs
(
R(0,1)∗ (NL j−Nl j)
)
,
se anti, j > NL j
anti, j +mult ∗ (Costi/MinCostgen)∗R(0,1)∗ (NL j−Nl j),
caso contra´rio.
(16)
A equac¸a˜o anterior e´ a alterac¸a˜o da Equac¸a˜o 10 para o Conhecimento Normativo, onde NL j
e Nl j sa˜o, respectivamente, os limites inferiores e superiores do intervalo normativo associado
ao j-e´simo componente, Abs() e´ uma func¸a˜o que retorna o valor absoluto de seu argumento
e os outros termos sa˜o definidos na Equac¸a˜o 10. Esta func¸a˜o de influeˆncia e´ adaptativa: ela
e´ intensiva quando o intervalo normativo e´ grande (o intervalo bom e´ incerto) e ela e´ suave
quando o intervalo normativo e´ pequeno (intervalo se aproxima do bom).
6.2.5 Conhecimento Histo´rico
Este conhecimento armazena uma lista de melhores anticorpos encontrados antes da u´ltima
janela de mudanc¸a no ambiente. Ele tambe´m armazena a me´dia das direc¸o˜es e distaˆncia das
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alterac¸o˜es para cada componente entre as alterac¸o˜es ambientais. Nesse trabalho como na˜o
ocorrem mudanc¸as no ambiente, este conhecimento e´ adaptado e ele e´ atualizado quando o
algoritmo cai em um mı´nimo local (onde na˜o ocorre mudanc¸a no melhor anticorpo encontrado
durante as u´ltimas p gerac¸o˜es).
A func¸a˜o de influeˆncia do Conhecimento Histo´rico utilizada nesse trabalho e´ dada pela
Equac¸a˜o 17:
anthi, j =

anti, j +mult ∗ (Costi/MinCostgen)∗Abs
(
R(0,1)∗ (distMedia j),
)
se dirMedia j >= 0
anti, j−mult ∗ (Costi/MinCostgen)∗Abs
(
R(0,1)∗ (distMedia j)
)
,
se dirMedia j < 0;
(17)
onde mediaDist j e´ a distaˆncia me´dia da mudanc¸a no j-e´simo componente, dirMedia j e´ a direc¸a˜o
me´dia da mudanc¸a no j-e´simo componente (ambas fornecidas pelas Equac¸o˜es 18 e 19) e os
demais termos ja´ foram previamente definidos.
distMedia j =
{
(∑tamJanela−1i=1 Abs(HistMelhori+1, j−HistMelhori, j))/(tamJanela−1)
(18)
dirMedia j =
{
(∑tamJanela−1i=1 Sinal(HistMelhori+1, j−HistMelhori, j)), (19)
onde tamJanela e´ o nu´mero de anticorpos armazenados no Conhecimento Histo´rico, HistMelhor
e´ o j-e´simo componente do melhor indivı´duo armazendo e Sinal() e´ a func¸a˜o que retorna +1
se o argumento e´ positivo, -1 se o argumento e´ negativo e 0, caso contra´rio. Esta influeˆncia
tenta incrementar o j-e´simo componente do anticorpo submetido a hipermutac¸a˜o, se em me´dia
o j-e´simo componente do melhor anticorpo for maior ou igual que o j-e´simo componente do
melhor anticorpo no evento anterior e tenta decrementar este componente, caso contra´rio. Nos
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dois casos a hipermutac¸a˜o e´ proporcional a` me´dia da distaˆncia observada entre as mudanc¸as.
A Figura 20 apresenta um exemplo do funcionamento do Conhecimento Histo´rico. E´
possı´vel observar que de um evento para outro (G representa gerac¸a˜o atual, enta˜o G20 rep-
resenta a vige´sima gerac¸a˜o) sa˜o armazenadas a distaˆncia e a direc¸a˜o. No caso de cair em um
mı´nimo local, e´ possı´vel saber quais os passos (distaˆncia e direc¸a˜o seguidas) para sair do mesmo.
Figura 20: Representac¸a˜o do Conhecimento Histo´rico
Fonte: Autoria pro´pria.
6.2.6 Conhecimento Topogra´fico
O Conhecimento Topogra´fico e´ usado para criar um mapa do fitness do problema durante
o processo evolutivo. Ele consiste de um conjunto de regio˜es e o melhor indivı´duo encontrado
em cada regia˜o. Ele tambe´m armazena uma lista ordenada das r melhores regio˜es (as quais
sa˜o classificadas de acordo com os melhores indivı´duos). A regia˜o e´ representada como um no´
em uma a´rvore bina´ria e armazena os limites inferiores e superiores para cada componente e o
melhor anticorpo encontrado ate´ o momento em cada regia˜o.
A a´rvore bina´ria e´ inicializada com um no´ raiz que representa todo o espac¸o possı´vel e
possui o melhor anticorpo da primeira gerac¸a˜o. Se durante a atualizac¸a˜o do Conhecimento
Topogra´fico um anticorpo com um melhor custo de combustı´vel (maior afinidade) que o melhor
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anticorpo representado na regia˜o e´ aceito, e este anticorpo pertencer a esta regia˜o, enta˜o o no´ e´
dividido (a regia˜o e´ dividida em duas). O componente onde a divisa˜o ocorre e´ o componente
que possui a maior diferenc¸a entre o melhor anticorpo anterior da regia˜o e o novo. A divisa˜o e´
feita na metade da distaˆncia entre o valor do componente novo e o antigo melhor indivı´duo da
regia˜o, conforme equac¸a˜o 20, tal que
PontoDivisao =

Novo j +(Ant j−Novo j)/2),
se Old j >= Novo j
Ant j +(Novo j−Ant j)/2),
caso contra´rio
(20)
onde PontoDivisao e´ o valor do j-e´simo componente onde a regia˜o sera´ dividida, Ant j e´ o j-
e´simo componente do melhor anticorpo anterior da ce´lula a ser dividida e Novo j e´ o j-e´simo
componente do novo melhor indivı´duo encontrado nesta ce´lula.
A func¸a˜o de influeˆncia do Conhecimento Topogra´fico e´ descrita pela Equac¸a˜o 21, tal que
anthi, j = anti, j +mult ∗ (Costi/MinCostgen)∗R(0,1)∗ (Rsupk, j −Rin fk, j ) (21)
onde Rsupk, j e R
in f
k, j sa˜o os limites superior e inferior do j-e´simo componente na k-e´sima regia˜o
onde k e´ selecionado aleatoriamente de acordo com a afinidade do melhor anticorpo de cada
regia˜o se um nu´mero aleato´rio uniforme no intervalo [0,1] for menor que pElite (probabilidade
das melhores regio˜es serem escolhidas mais frequentemente) e caso contra´rio e´ selecionado
aleatoriamente e independemente da afinidade. Esta func¸a˜o de influeˆncia tende a explorar boas
regio˜es do espac¸o de busca.
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7 SIMULAC¸O˜ES E RESULTADOS
Neste capı´tulo, os resultados de uma se´rie de experimentos considerando o problema do
despacho econoˆmico sera˜o mostrados e analisados.
7.1 DESCRIC¸A˜O DOS EXPERIMENTOS
Na primeira parte dos experimentos (sec¸a˜o 7.2) o objetivo e´ avaliar se as abordagens hı´bridas
superam suas verso˜es mais puras, ou seja, se a inclusa˜o do algoritmo cultural traz ganho sobre
a versa˜o na˜o-cultural e se o uso de Sistema de Infereˆncia Fuzzy traz ou na˜o ganho para a versa˜o
cultural imune. Pretende-se ainda avaliar se a metodologia de reparac¸a˜o e´ mais eficiente do que
a metodologia de penalidade considerando-se as restric¸o˜es impostas pelo problema do despacho
econoˆmico. Neste caso, o problema consiste na minimizac¸a˜o dos custos de produc¸a˜o de energia
e todas as te´cnicas avaliadas sera˜o aplicadas aos treˆs casos de estudo extraı´dos da literatura (treˆs
instaˆncias do problema do despacho econoˆmico):
• Caso de 13 geradores com demanda de 1800 MW(COELHO; MARIANI, 2006);
• Caso de 13 geradores com demanda de 2520 MW(KHAMSAWANG; POTHIYA; BOON-
SENG, 2004);
• Caso de 40 geradores com demanda de 10500 MW(COELHO; MARIANI, 2006).
No processo de avaliac¸a˜o das diferentes abordagens propostas, sera´ considerado um teste
estatı´stico, o Bootstrap (EFRON; TIBSHIRANI, 1993). Este teste assume apenas que as amostras
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sa˜o independentes, enta˜o sera˜o obtidos e comparados os intervalos de confianc¸a para a me´dia,
assumindo-se que se na˜o ha´ intersecc¸a˜o entre os intervalos os dados sa˜o significativamente
diferentes.
Na segunda parte dos experimentos (sec¸a˜o 7.3), o conjunto de experimentos que obtiver os
melhores resultados tera´ suas abordagens comparadas com outras te´cnicas da literatura, nova-
mente para as treˆs instaˆncias do problema do despacho citadas anteriormente.
7.2 COMPARAC¸A˜O ENTRE AS DIFERENTES ABORDAGENS BASEADAS EM SIA
Nesta sec¸a˜o, sera˜o consideradas quatro metodologias distintas:
1. Sistema Imunolo´gico Artificial puro ( IS);
2. Sistema Imunolo´gico Artificial com Algoritmo Cultural ( CIS);
3. Sistema Imunolo´gico Artificial com Algoritmo Cultural e func¸a˜o de Influeˆncia Fuzzy (
FCIS):
• FCIS com func¸a˜o de penalidade ( FCISp);
• FCIS com func¸a˜o de reparac¸a˜o ( FCISr).
Em todos os testes foi utilizado o seguinte conjunto de paraˆmetros, os quais foram obtidos
apo´s uma se´rie de testes:
1. Crite´rio de parada igual a 3000 gerac¸o˜es;
2. dup igual a 4 (operador de clonagem esta´tico);
3. Nu´mero de regio˜es de elite no conhecimento topogra´fico igual a 40;
4. tauB igual a 100 gerac¸o˜es (operador de aging);
5. Nu´mero de melhores indivı´duos do Conhecimento Situacional (pMelhores) armazenados
igual a 10;
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6. Tamanho de janela do Conhecimento Histo´rico (tamanhoJanela) igual a 10;
7. Limite para considerar mı´nimo local no Conhecimento Histo´rico p igual a 200;
8. Taxa de indivı´duos aceitos (aceitosperc) igual a 0,2;
9. Probabilidade inicial de influeˆncia de 25% para cada conhecimento (Situacional, Norma-
tivo, Topogra´fico e Histo´rico).
E´ importante salientar que este conjunto de paraˆmetros permaneceu fixo durante todos os
experimentos (exceto tamanho da populac¸a˜o).
Para cada metodologia sera˜o apresentados dois conjuntos de experimentos. Apenas o
tamanho da populac¸a˜o ira´ variar de um conjunto de experimentos para outro. Os resultados
apresentam o melhor custo, a me´dia de custos, o pior custo, o desvio padra˜o (σ ) e o tempo
computacional1 (em minutos).
7.2.1 Despacho Econoˆmico: 13 geradores e demanda de 1800 MW
Nesta sec¸a˜o sera˜o mostrados os resultados de dois grupos de experimentos: no primeiro
grupo assume-se uma populac¸a˜o formada 50 indivı´duos (anticorpos) e no segundo grupo este
paraˆmetro e´ alterado para 100 indivı´duos. Em ambos os grupos, o problema considerado sera´ o
de 13 geradores com demanda de 1800 MW.
Populac¸a˜o com 50 indivı´duos
A Tabela 2 mostra os resultados obtidos para cada abordagem apo´s a execuc¸a˜o de 50
execuc¸o˜es independentes2.
1Tempo me´dio para 50 simulac¸o˜es para se alcanc¸ar a condic¸a˜o de parada. A configurac¸a˜o utilizada para a
obtenc¸a˜o dos tempos computacionais foi: notebook Toshiba A135 com 2GB de memo´ria, processador dual-core
1.73GHz, sistema operacional Ubuntu 9.04 e Netbeans 6.5.
2Em cada simulac¸a˜o a semente do gerador aleato´rio e´ alterada de forma a gerar uma populac¸a˜o inicial diferente.
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Tabela 2: Resultados obtidos com 50 indivı´duos na populac¸a˜o: 13 geradores e demanda de 1800
MW
Te´cnica IS (1) CIS (2) FCISp (3) FCISr (4)
Melhor Custo 17969,27 17961,56 17996,61 17969,52
Me´dia 17977,66 17971,47 18073,62 17971,13
Pior Custo 18074,22 17987,20 18182,44 17986,26
σ 18,84 3,50 44,66 2,80
Tempo (seg) 26.94 27.08 24.48 36.9
Fonte: Autoria pro´pria.
A Tabela 2 mostrou que a versa˜o imune fuzzy cultural com reparac¸a˜o (FCISr) apresentou
ligeira vantagem em termos de me´dia em relac¸a˜o a`s demais (com menor desvio padra˜o) e que
o melhor resultado (menor custo) foi alcanc¸ado pela versa˜o imune cultural (CIS).
Populac¸a˜o com 100 indivı´duos
A Tabela 3 mostra os resultados obtidos para cada abordagem apo´s a execuc¸a˜o de 50
execuc¸o˜es independentes.
Tabela 3: Resultados obtidos com 100 indivı´duos na populac¸a˜o: 13 Geradores e demanda de 1800
MW
Te´cnica IS (1) CIS (2) FCISp (3) FCISr (4)
Melhor Custo 17969,42 17961,43 17978,89 17961,38
Me´dia 17972,33 17970,16 18082,06 17970,26
Pior Custo 17986,48 17971,64 18241,75 17977,73
σ 5,71 1,37 50,23 2,02
Tempo (seg) 37.88 33.08 33.86 57.22
Fonte: Autoria pro´pria.
Ale´m disso, esta tabela mostra que desta vez a versa˜o imune cultural (CIS) apresentou
ligeira vantagem em termos de me´dia em relac¸a˜o a`s demais, com menor desvio padra˜o na
me´dia. A versa˜o imune fuzzy cultural com reparac¸a˜o (FCISr) apresentou uma vantagem mı´nima
em termos de menor custo.
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7.2.2 Despacho Econoˆmico: 13 geradores e demanda de 2520 MW
Nesta sec¸a˜o, tambe´m sera˜o mostrados os resultados de dois grupos de experimentos: um
com 50 e outro 100 indivı´duos na populac¸a˜o. Em ambos os grupos, o problema considerado
sera´ o de 13 geradores com demanda de 2520 MW.
Populac¸a˜o com 50 indivı´duos
A Tabela 4 mostra os resultados obtidos para cada abordagem apo´s a execuc¸a˜o de 50
execuc¸o˜es independentes.
Tabela 4: Resultados obtidos com 50 indivı´duos na populac¸a˜o: 13 Geradores e demanda de 2520
MW
Te´cnica IS (1) CIS (2) FCISp (3) FCISr (4)
Melhor Custo 24170,65 24171,07 24172,00 24170,83
Me´dia 24209,06 24183,15 24329,67 24186,55
Pior Custo 24288,78 24251,16 24635,01 24289,55
σ 45,41 20,48 112,75 26,26
Tempo (seg) 53.36 40.84 41.26 54.28
Fonte: Autoria pro´pria.
A Tabela 4 mostra que a versa˜o imune cultural (CIS) apresentou vantagem em termos de
me´dia e desvio padra˜o em relac¸a˜o a`s demais verso˜es. O melhor resultado (menor custo) foi
alcanc¸ado pela versa˜o imune puro (IS) mas com diferenc¸a mı´nima para as demais verso˜es.
Populac¸a˜o com 100 indivı´duos
A Tabela 5 mostra os resultados obtidos para cada abordagem apo´s a execuc¸a˜o de 50
execuc¸o˜es independentes.
A Tabela 5 mostra que a versa˜o imune cultural (CIS) apresentou vantagem em termos de
me´dia e desvio padra˜o em relac¸a˜o a`s demais. O melhor resultado (menor custo) foi alcanc¸ado
pela versa˜o imune (IS), novamente com uma diferenc¸a mı´nima para as outras verso˜es propostas.
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Tabela 5: Resultados obtidos com 100 indivı´duos na populac¸a˜o: 13 Geradores e demanda de 2520
MW
Te´cnica IS (1) CIS (2) FCISp (3) FCISr (4)
Melhor Custo 24170,44 24170,79 24176,35 24171,17
Me´dia 24191,13 24174,09 24305,82 24177,14
Pior Custo 24289,00 24217,36 24511,66 24282,05
σ 34,05 6,69 91,77 16,86
Tempo (seg) 68.44 50.94 44.04 84.74
Fonte: Autoria pro´pria.
7.2.3 Despacho Econoˆmico: 40 geradores e demanda de 10500 MW
Novamente, sera˜o mostrados os resultados de dois grupos de experimentos: um com 50 e
outro 100 indivı´duos na populac¸a˜o. Em ambos os grupos, o problema considerado sera´ o de 40
geradores com demanda de 10500 MW.
Populac¸a˜o com 50 indivı´duos
A Tabela 6 mostra os resultados obtidos para cada abordagem apo´s a execuc¸a˜o de 50
execuc¸o˜es independentes.
Tabela 6: Resultados obtidos com 50 indivı´duos na populac¸a˜o: 40 Geradores e demanda de 10500
MW
Te´cnica IS (1) CIS (2) FCISp (3) FCISr (4)
Melhor Custo 121476,27 121522,77 121534,78 121463,54
Me´dia 121787,59 121805,27 121902,08 121640,09
Pior Custo 122191,38 122525,40 122555,62 121842,24
σ 146,04 210,08 261,97 121,43
Tempo (seg) 153.08 326.78 182.32 238.78
Fonte: Autoria pro´pria.
A Tabela 6 mostra que a versa˜o imune fuzzy cultural com reparac¸a˜o (FCISr) apresentou
vantagem em termos de me´dia (com o menor desvio padra˜o) e menor custo (melhor resultado)
em relac¸a˜o a`s demais verso˜es propostas.
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Populac¸a˜o com 100 indivı´duos
A Tabela 7 mostra os resultados obtidos para cada abordagem apo´s a execuc¸a˜o de 50
execuc¸o˜es independentes.
Tabela 7: Resultados obtidos com 100 indivı´duos na populac¸a˜o: 40 Geradores e demanda de 10500
MW
Te´cnica IS (1) CIS (2) FCISp (3) FCISr (4)
Melhor Custo 121496,69 121528,31 121516,54 121455,93
Me´dia 121742,69 121744,08 121828,80 121630,36
Pior Custo 122157,34 122707,88 122512,77 121981,77
σ 114,48 212,06 234,76 132,84
Tempo (seg) 193.40 372.72 199.66 372.02
Fonte: Autoria pro´pria.
Pela ana´lise da Tabela 7 pode-se dizer que a versa˜o com influeˆncia fuzzy e reparac¸a˜o (FCISr)
apresentou vantagem em termos de me´dia e melhor resultado (menor custo) em relac¸a˜o a`s
demais verso˜es. O menor desvio padra˜o foi obtido pelo sistema imune puro (IS).
7.2.4 Ana´lise Estatı´stica
Para fazer a ana´lise estatı´stica, utilizaremos apenas as abordagens com 100 indivı´duos, pois
as mesmas obtiveram melhores resultados. O teste de Bootstrap utilizado tem uma confiabili-
dade de 95% em seus resultados.
13 geradores e demanda de 1800 MW
Para o problema de 13 geradores e demanda de 1800 MW , o intervalo de confianc¸a para
cada um dos me´todos foi:
• IS = [17971.197400 - 17973.925400];
• CIS = [17969.632600 - 17970.375800];
• FCISp = [18070.515000 - 18093.743600];
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• FCISr = [17969.811600 - 17970.750600].
Fazendo ana´lise dos intervalos acima, e´ possı´vel observar que os me´todos CIS e FCISr teˆm
desempenhos semelhantes (na˜o ha´ como afirmar qual abordagem e´ melhor). O me´todo FCISp
pode ser considerado o pior, visto que na˜o existe intersecc¸a˜o entre ele e os demais me´todos e os
valores de seu intervalo esta˜o acima dos demais. O IS tambe´m e´ consirado diferente, pois na˜o
tem intersecc¸a˜o com nenhum outro me´todo. E´ possı´vel observar que o acre´scimo do algoritmo
cultural ao sistema imune trouxe melhorias para o mesmo.
13 geradores e demanda de 2520 MW
O intervalo de confianc¸a para cada um dos me´todos, para o problema de 13 geradores e
demanda de 2520 MW , foi:
• IS = [24183.918400 - 24200.022600];
• CIS = [24173.835200 - 24177.685200];
• FCISp = [24286.339000 - 24329.206800];
• FCISr = [24174.565400 - 24184.498600].
Nesse caso o u´nico me´todo comprovadamente diferente dos demais e´ o FCISp, visto que
na˜o existe intersecc¸a˜o entre o seu intervalo de confianc¸a e dos outros. O CIS pode ser consid-
erado superior ao IS, pois na˜o possui intersecc¸a˜o com o mesmo. Ja´ o desempenho do FCISr
e´ semelhante ao CIS (na˜o ha´ como afirmar qual dos dois e´ melhor). Novamente e´ possı´vel
observar que os algoritmos culturais trouxeram melhorias ao sistema imune puro.
40 geradores e demanda de 10500 MW
Com demanda de 10500 MW e nu´mero de geradores igual a 40, o intervalo de confianc¸a
para cada um dos me´todos foi:
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• IS = [121717.563200 - 121770.893600];
• CIS = [121704.006000 - 121802.952000];
• FCISp = [121775.898800 - 121882.469800];
• FCISr = [121600.279200 - 121661.314200].
Analisando os intervalos e´ possı´vel observar que o me´todo FCISr e´ diferente dos demais,
e como seus valores esta˜o abaixo dos demais intervalos, ele pode ser considerado o melhor. O
me´todo IS e´ estatisticamente diferente do FCISp, visto que na˜o existe intersecc¸a˜o em nenhum
ponto entre eles. Os me´todos IS e CIS teˆm desempenhos semelhantes (na˜o e´ possı´vel dizer qual
dentre eles e´ melhor).
Com base na ana´lise anterior, e considerando a populac¸a˜o de 100 indivı´duos, e´ possı´vel
notar que o FCISr (utilizando um mesmo conjunto de paraˆmetros) teve bom desempenho em
todas as instaˆncias analisadas. Ja´ o me´todo de penalidade trouxe perda de desempenho para o
sistema imune fuzzy cultural, visto que em todas as instaˆncias o mesmo foi estatisticamente in-
ferior. Nas instaˆncias de 13 geradores (1800 e 2520 MW ) o CIS e o FCISr tiveram desempenhos
semelhantes, mas para a instaˆncia de 40 geradores o FCISr superou os demais.
7.2.5 Ilustrac¸a˜o da convergeˆncia dos me´todos
Nessa sec¸a˜o sa˜o apresentados os gra´ficos de convergeˆncia para todos os me´todos propostos.
Convergeˆncia dos melhores indivı´duos
As Figuras 21, 22 e 23 apresentam a evoluc¸a˜o do fitness do melhor indivı´duo ao longo das
1000 primeiras gerac¸o˜es para as simulac¸o˜es que geraram os melhores resultados pelos me´todos
IS, CIS, FCISp e FCISr (os melhores resultados foram obtidos com os me´todos com 100 in-
divı´duos).
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Figura 21: Convergeˆncia dos melhores indivı´duos, dos me´todos propostos, para demanda de 1800
MW e 13 geradores
Fonte: Autoria pro´pria.
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Figura 22: Convergeˆncia dos melhores indivı´duos, dos me´todos propostos, para demanda de 2520
MW e 13 geradores
Fonte: Autoria pro´pria.
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Figura 23: Convergeˆncia dos melhores indivı´duos, dos me´todos propostos, para demanda de 10500
MW e 40 geradores
Fonte: Autoria pro´pria.
Convergeˆncia me´dia dos indivı´duos
As Figuras 24, 25 e 26 apresentam a evoluc¸a˜o do fitness me´dio dos indivı´duos da populac¸a˜o
ao longo das 1000 primeiras gerac¸o˜es para as simulac¸o˜es que geraram os melhores resultados
pelos me´todos IS, CIS, FCISp e FCISr (sa˜o as mesmas simulac¸o˜es que geraram os gra´ficos do
comportamento dos melhores indivı´duos para cada me´todo, mas agora avaliando a me´dia do
fitness da populac¸a˜o).
7.2.6 Melhores indivı´duos
As Tabelas 8, 9 e 10 apresentam os valores de cada gerador para os melhores resultados
obtidos nos casos de 13 geradores e 1800 MW de demanda, 13 geradores e demanda de 2520
MW e, 40 geradores com demanda de 10500 MW .
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Figura 24: Convergeˆncia me´dia dos indivı´duos, dos me´todos propostos, para demanda de 1800
MW e 13 geradores
Fonte: Autoria pro´pria.
Tabela 8: Valor dos geradores para o melhor resultado obtido para demanda de 1800MW e 13
geradores (me´todo FCISr com 100 indivı´duos).
Gerador Poteˆncia
P1 628.2695
P2 149.5691
P3 223.0717
P4 109.8351
P5 109.8592
P6 109.8357
P7 60.0000
P8 109.8345
P9 109.7252
P10 40.0000
P11 40.0000
P12 55.0000
P13 55.0000
∑13j=1 Pi 1800.0000
Fonte: Autoria pro´pria.
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Figura 25: Convergeˆncia me´dia dos indivı´duos, dos me´todos propostos, para demanda de 2520
MW e 13 geradores
Fonte: Autoria pro´pria.
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Figura 26: Convergeˆncia me´dia dos indivı´duos, dos me´todos propostos, para demanda de 10500
MW e 40 geradores
Fonte: Autoria pro´pria.
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Tabela 9: Valor dos geradores para o melhor resultado obtido para demanda de 2520MW e 13
geradores (me´todo IS com 100 indivı´duos).
Gerador Poteˆncia
P1 628.2761
P2 299.1912
P3 299.1522
P4 159.7234
P5 159.7257
P6 159.7116
P7 159.7064
P8 159.7021
P9 159.7275
P10 77.3225
P11 77.3212
P12 88.0517
P13 92.3886
∑13j=1 Pi 2520.0000
Fonte: Autoria pro´pria.
7.3 COMPARAC¸A˜O COM OUTROS ME´TODOS DA LITERATURA
Os melhores resultados (menores custos) produzidos pelos me´todos propostos nesta dissertac¸a˜o
foram comparados com outras abordagens do estado-da-arte, citadas nos itens abaixo. Impor-
tante salientar que, com base nos testes estastı´sticos da Sec¸a˜o 7.2.4, o me´todo FCISp na˜o sera´
comparados com as demais abordagens, visto que o mesmo obteve um desempenho compro-
vadamente pior que as demais abordagens propostas nesta dissertac¸a˜o.
• DEC-SQP (Differential Evolution Chaotic with Sequential Quadratic Programming) pro-
posto por Coelho e Mariani (2006);
• IGA (Improved Genetic Algorithm) proposto por Ling et al. (2003);
• MPSO (Modified Particle Swarm Optimization) proposto por Hou et al. (2005).
• SDE (Self-adaptive Differential Evolution) proposto por Balamurugan e Subramanian
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Tabela 10: Valor dos geradores para o melhor resultado obtido para demanda de 10500MW e 40
geradores (me´todo FCISr com 100 indivı´duos).
Gerador Poteˆncia
P1 110.8018
P2 110.9537
P3 97.3930
P4 179.7339
P5 88.0905
P6 139.9986
P7 299.9849
P8 284.6969
P9 284.6549
P10 130.0000
P11 94.0003
P12 94.0026
P13 214.7654
P14 394.2881
P15 304.5446
P16 394.2813
P17 489.2774
P18 489.3030
P19 511.2787
P20 511.2782
P21 523.2861
P22 523.3163
P23 523.3153
P24 523.2731
P25 523.2684
P26 523.2685
P27 10.0000
P28 10.0000
P29 10.0000
P30 95.6261
P31 190.0000
P32 189.9953
P33 190.0000
P34 200.0000
P35 200.0000
P36 200.0000
P37 110.0000
P38 110.0000
P39 110.0000
P40 511.3013
∑40j=1 Pi 10500.0000
Fonte: Autoria pro´pria.
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(2007);
• DTSA (Distributed Tabu Search Algorithm) proposto por Khamsawang, Pothiya e Boon-
seng (2004);
• NPSO-LRS (A New Particle Swarm Optimization) proposto por Selvakumar e Thanushkodi
(2007);
• CEP-PSO (Particle Swarm Optimization) proposto por Sinha e Purkayastha (2004);
• AIS-R (Artificial Immune System with Real Representation) proposto por Vanaja, Hema-
malini e Simon (2008);
• CDEMD (Cultural Differential Evolution with Measure population’s Diversity) proposto
por Coelho, Souza e Mariani (2009).
Embora fosse melhor comparar o algoritmo com os outros propostos na literatura para
todos os casos de estudo, isso foi impossı´vel pelo fato que os demais trabalhos foram aplicados
somente em um ou dois tipos de casos.
A Tabela 11 apresenta as comparac¸o˜es dos resultados obtidos pelos algoritmos propostos
(IS, CIS e FCISr) e os melhores resultados obtidos nos trabalhos citados, para o problema de
despacho econoˆmico com 13 geradores e demanda de 1800 MW (COELHO; MARIANI, 2006):
Para esse caso os me´todos propostos tiveram um desempenho semelhante aos melhores
me´todos comparados, obtendo melhor resultado para o menor custo com o FCISr e o CIS
mostrou-se melhor que os outros me´todos nos demais quesitos considerados.
Para o problema de despacho econoˆmico com demanda de 2520MW, extraı´do de Kham-
sawang, Pothiya e Boonseng (2004), as metodologias propostas foram comparadas com dois
trabalhos recentes. Essa comparac¸a˜o e´ apresentada na Tabela 12.
Para essa instaˆncia do problema os algoritmos propostos foram superados por ambos os
algoritmos da literatura no valor de custo mı´nimo e pelo algoritmo SDE no valor de custo
me´dio e de custo ma´ximo.
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Tabela 11: Comparac¸a˜o entre os me´todos propostos e outras abordagens da literatura para o caso
com 13 Geradores e demanda de 1800 MW.
Me´todo Melhor Custo Me´dio Custo Pior Custo
IS 17969,42 17972,33 17986,48
CIS 17961,43 17970,16 17971,64
FCISr 17961,38 17970,26 17977,73
DEC-SQP 17963,94 17973,13 17984,81
IGA 18063,58 18096,40 18293,47
MPSO 17973,34 - -
AIS-R 17974,42 18006,35 18093,30
CDEMD 17961,94 17974,68 18061.4110
Fonte: Autoria pro´pria.
Tabela 12: Comparac¸a˜o entre os me´todos propostos e outras abordagens da literatura para caso
com 13 Geradores e demanda de 2520 MW.
Me´todo Melhor Custo Me´dio Custo Pior Custo
IS 24170,44 24191,13 24289,00
CIS 24170,79 24174,90 24217,36
FCISr 24171,17 24177,14 24282,05
SDE 24164,05 24168,28 24200,05
DTSA 24169,05 - -
Fonte: Autoria pro´pria.
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Para o problema de despacho econoˆmico com 40 geradores e demanda de 10500 MW, re-
portado por Coelho e Mariani (2006), foram feitas comparac¸o˜es com quatro trabalhos recentes.
A Tabela 13 apresenta as comparac¸o˜es dos resultados obtidos pelas metodologias propostas e
os melhores resultados obtidos nos trabalhos reportados na literatura.
Tabela 13: Comparac¸a˜o entre os me´todos propostos e outras abordagens da literatura para o caso
com 40 Geradores e demanda de 10500 MW.
Me´todo Melhor Custo Me´dio Custo Pior Custo
IS 121496,69 121742,69 122157,34
CIS 121528,31 121744,08 122707,88
FCISr 121455,93 121630,36 121981,77
DEC-SQP 121741,97 122295,12 122839,29
NPSO-LRS 121664,43 122209,31 122981,59
CEP-PSO 123670,00 124145,60 124900,00
AIS-R 121432,18 121484,23 121502,83
CDEMD 121423,40 121526,73 121696,98
Fonte: Autoria pro´pria.
Para essa instaˆncia do problema o melhor valor para custo mı´nimo foi encontrado pelo
CDEMD. O melhor valor de custo me´dio foi reportado pelo algoritmo AIS-R, sendo que o
algoritmo FCISr apresentou a terceira melhor me´dia. No valor ma´ximo do custo novamente o
algoritmo AIS-R obteve o melhor valor seguido dos algoritmos CDEMD e FCISr.
Os resultados das Tabelas 11, 12 e 13 mostram que mesmo utilizando um conjunto de
paraˆmetros default as abordagens propostas apresentaram desempenho compara´vel aos das out-
ras abordagens propostas na literatura.
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8 CONCLUSO˜ES E TRABALHOS FUTUROS
Este trabalho apresentou a proposta e implementac¸a˜o de sistemas hı´bridos baseados em
Computac¸a˜o Natural capazes de solucionar, de forma eficiente, um complexo problema de
otimizac¸a˜o contı´nua. Mais especificamente, uniram-se Algoritmos Culturais, Sistemas Imunolo´gicos
Artificiais e Sistemas Fuzzy com o intuito de se produzir um sistema hı´brido, o qual pudesse se
beneficiar da cooperac¸a˜o destes paradigmas na soluc¸a˜o de diferentes instaˆncias do problema de
Despacho Econoˆmico de energia ele´trica com ponto de va´lvula.
Esta dissertac¸a˜o trouxe como contribuic¸a˜o principal a implementac¸a˜o de diferentes paradig-
mas hı´bridos baseados em Computac¸a˜o Natural cujo desempenho se mostrou satisfato´rio nos
problemas considerados mesmo com um conjunto fixo de paraˆmetros.
Assim, foram geradas quatro abordagens diferentes: um Sistema imune ou Sistema Imunolo´gico
Artificial puro (IS), um Sistema imune cultural ou Sistema Imunolo´gico Artificial com Algo-
ritmo Cultural (CIS) e duas verso˜es de um Sistema imune fuzzy cultural ou Sistema Imunolo´gico
Artificial com Algoritmo Cultural e func¸a˜o de Influeˆncia Fuzzy (FCIS), uma com func¸a˜o de
reparac¸a˜o (FCISr) e outra com func¸a˜o de penalidade (FCISp).
Do ponto de vista de aplicac¸a˜o, os resultados mostraram que diferentes instaˆncias do prob-
lema de despacho econoˆmico com ponto de va´lvula podem ser resolvidas de forma satisfato´ria,
com um mesmo conjunto de paraˆmetros.
Quando comparadas com o estado-da-arte, as abordagens propostas se mostraram compet-
itivas. Inclusive, no caso de 13 geradores e demanda de 1800MW , no quesito melhor custo, foi
obtido um valor semelhante, pelas abordagens imune cultural e imune fuzzy cultural, ao melhor
valor encontrado pelas abordagens de comparac¸a˜o consideradas.
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A vantagem de se utilizar as abordagens apresentadas nesse trabalho e´ que bons resultados
foram obtidos utilizando um mesmo conjunto de paraˆmetros em todos os casos do problema de
despacho econoˆmico de energia ele´trica tratados nesse trabalho.
Tambe´m e´ possı´vel observar algumas limitac¸o˜es ao utilizar esses me´todos, visto que eles
sa˜o complexos (grande nu´mero de paraˆmetros, por exemplo), dificultando ajustes finos na busca
por melhores resultados.
8.1 TRABALHOS FUTUROS
Dentre os inu´meros pontos do trabalho que merecem uma continuidade de pesquisa destacam-
se os seguintes itens:
• substituic¸a˜o do multiplicador adaptativo, o qual atua nas funco˜es de influeˆncia de todos
os conhecimentos (exceto o topogra´fico), por um multiplicador cao´tico;
• utilizar um fator varia´vel em substituic¸a˜o a` constante de penalidade (constante Q na
equac¸a˜o 12);
• ana´lise da distribuic¸a˜o dos conhecimentos ao longo do processo evolutivo para as mel-
hores soluc¸o˜es geradas de forma a ajustar os paraˆmetros da base de regras utilizada pelos
sistema de infereˆncia fuzzy;
• avaliar de forma sistema´tica a influeˆncia dos diversos paraˆmetros do sistema imune fuzzy
cultural e propor mecanismos de ajuste automa´tico destes paraˆmetros;
• avaliar a possibilidade de utilizac¸a˜o de um meta-espac¸o de crenc¸as para armazenar os
conhecimentos de Espac¸os de Crenc¸as distintos; ou seja, armazenar conhecimentos de
populac¸o˜es diferentes, por exemplo, Algoritmos Gene´ticos, Sistemas Imunolo´gicos Arti-
ficiais, Evoluc¸a˜o Diferencial, etc.
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APEˆNDICE A -- QUASI-SIMPLEX
O me´todo base do Simplex foi apresentado por Spendley, Hext e Himsworth (1962) por
meio de um me´todo de otimizac¸a˜o contı´nuo da classe de me´todos diretos (na˜o fazem uso de
derivadas) para calcular o valor mı´nimo de uma func¸a˜o. Esse me´todo possuia as operac¸o˜es de
reflexa˜o e compressa˜o. Com o decorrer do tempo um me´todo simplex na˜o linear, baseado no
me´todo base, foi desenvolvido por Nelder e Mead (DONG et al., 2008), incluindo as operac¸o˜es
de expansa˜o e contrac¸a˜o. Por ser um me´todo direto ele e´ particularmente u´til na otimizac¸a˜o de
func¸o˜es na˜o suaves. Na pra´tica a operac¸a˜o de compressa˜o quase na˜o ocorre e na˜o sera´ discutida,
visto que na˜o e´ uma operac¸a˜o relevante para o me´todo quasi-simplex.
Desde sua publicac¸a˜o em 1965, o me´todo simplex de Nelder-Mead tem sido um dos me´todos
mais amplamente utilizados em otimizac¸a˜o na˜o-linear por causa da sua simplicidade. O me´todo
de Nelder-Mead a`s vezes e´ confundido com o me´todo que, provavelmente, e´ o me´todo simplex
mais conhecido desenvolvido por Dantzig para programac¸a˜o linear. A principal diferenc¸a entre
ambos e´ que o me´todo de Nelder-Mead e´ para otimizac¸a˜o na˜o-linear.
Um me´todo simplex de Nelder-Mead tradicional inicializa com um conjunto de n+1 de pon-
tos ({X0,X1, ...,Xn,Xn+1}, onde n e´ a dimensa˜o da func¸a˜o a ser otimizada), que sa˜o considerados
como sendo ve´rtices de um simplex S e o conjunto correspondente de valores nos ve´rtices para
a func¸a˜o a ser otimizada ( f j = f (X j), para j = 0 · · ·n+ 1). Os pontos iniciais de um simplex
na˜o podem estar contidos num mesmo hiperplano (sena˜o o simplex e´ considerado degenerado).
Os ve´rtices sa˜o ordenados de acordo com o valor da func¸a˜o no ve´rtice (ordem crescente).
Enta˜o e´ calculado o centro´ide do simplex atrave´s da fo´rmula: Xc = 1/n∑nj=0 X j, ou seja, o
pior ve´rtice na˜o entra no ca´lculo do centro´ide na tentativa de direcionar a busca na direc¸a˜o dos
melhores ve´rtices.
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O me´todo enta˜o executa um conjunto de transformac¸o˜es no conjunto atual de ve´rtices do
simplex S, na tentativa de decrementar os valores da func¸a˜o nos ve´rtices do simplex (problema
de minimizac¸a˜o). Todas as transformac¸o˜es, de alguma forma, envolvem o pior ve´rtice no seu
ca´lculo. A cada passo, a transformac¸a˜o e´ determinada pelo ca´lculo de um ou mais pontos de
testes juntamente com os valores da func¸a˜o nesses pontos e pela comparac¸a˜o desses valores de
func¸a˜o com aqueles de alguns ve´rtices do simplex. O processo de transformac¸o˜es e´ repetido ate´
que um crite´rio de parada seja atingido. Geralmente, esse crite´rio e´ a convergeˆncia do me´todo.
A Figura 27 apresenta exemplos de transformac¸o˜es utilizadas no me´todo simplex de Nelder-
Mead.
Figura 27: Exemplo de reflexa˜o, expansa˜o e compressa˜o, respectivamente, do simplex Nelder-
Mead; o simplex original e´ apresentado nas linhas pontilhadas
Fonte: Lagarias et al. (1998).
As diferenc¸as entre o me´todo simplex e o me´todo quasi-simplex desenvolvido aqui sa˜o:
•No simplex o conjunto inicial de n+1 pontos deve formar um simplex na˜o degenerado
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enquanto no caso do quasi-simplex nenhuma restric¸a˜o e´ imposta (ou seja, podem estar no
mesmo plano);
•As transformac¸o˜es no simplex obedecem uma ordem enquanto no quasi-simplex todas
as transformac¸o˜es sa˜o realizadas e as que obtiveram os melhores resultados sa˜o aceitas
(transformac¸o˜es gulosas);
•O simplex realiza as transformac¸o˜es sobre o pior ve´rtice. Ja´ o quasi-simplex realiza as
transformac¸o˜es sobre o pior e o melhor ve´rtice;
•O crite´rio de parada do simplex, geralmente, e´ baseado no conceito de convergeˆncia en-
quanto o crite´rio de parada do quasi-simplex e´ baseado num nu´mero ma´ximo de iterac¸o˜es1.
As seguintes transformac¸o˜es foram implementadas no quasi-simplex: reflexa˜o, expansa˜o
(duas fo´rmulas) e compressa˜o. Como dito anterior, as transformac¸o˜es do quasi-simplex sa˜o
aplicadas tanto no pior ve´rtice quanto no melhor ve´rtice. Essas transformac¸o˜es sa˜o detalhadas
a seguir:
•Reflexa˜o: para a pior soluc¸a˜o e´ feita atrave´s da fo´rmula Xr = Xp+(Xp−Xc), onde Xr e´ a
nova soluc¸a˜o gerada, Xp e´ a pior soluc¸a˜o (pior ve´rtice do simplex) e Xc e´ o centro´ide do
simplex. Ja´ para a melhor soluc¸a˜o a reflexa˜o e´ feita por meio da fo´rmula Xr = Xm+(Xc−
Xm), onde Xr e´ a nova soluc¸a˜o gerada, Xm e´ a melhor soluc¸a˜o (melhor ve´rtice) e Xc e´ o
centro´ide;
•Expansa˜o: ale´m de ser realizada na melhor e pior soluc¸a˜o, existem dois tipos de ex-
pansa˜o: para a pior soluc¸a˜o sa˜o utilizadas as fo´rmulas Xr = Xp + (1+α)(Xp− Xc) e
Xr = Xp +α(Xp−Xc), onde Xr, Xp e Xc sa˜o definidos como anteriormente e α e´ uma
varia´vel uniforme no intervalo 0 a 1. Para a melhor soluc¸a˜o a fo´rmula utilizada e´ Xr =
Xm + (1+ α)(Xc − Xm) e Xr = Xm + α(Xc − Xm); onde todas as varia´veis sa˜o como
definidas anteriormente;
1Visto que na˜o espera-se que o me´todo convirja e que o quasi-simplex esta´ sendo utilizado como uma busca
local fraca.
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•Compressa˜o: para a pior soluc¸a˜o a compressa˜o e´ feita por meio da fo´rmula Xr = Xp−
α(Xp−Xc), onde todas as varia´veis sa˜o como definidas anteriormente. Para a melhor
soluc¸a˜o a compressa˜o e´ feita atrave´s da fo´rmula Xr = Xm−α(Xc−Xm), onde as varia´veis
sa˜o como definidas anteriormente.
Apo´s aplicac¸a˜o da reflexa˜o, expansa˜o e compressa˜o, os sete piores indivı´duos da populac¸a˜o
sa˜o substituı´dos por sete novos indivı´duos gerados por meio do me´todo quasi-simplex.
127
APEˆNDICE B -- SISTEMA DE INFEREˆNCIA FUZZY DESENVOLVIDO
O Sistema de Infereˆncia Fuzzy (SIF) desenvolvido nesse trabalho foi gerado atrave´s de uma
engine1 implementada em Java. A engine e´ fornecida como um pacote Java, a qual pode ser
facilmente utilizada em sistemas implementados em Java.
Foram desenvolvidos SIF para cada conhecimento (Situacional, Normativo, Topogra´fico e
Histo´rico), visto que cada conhecimento atua melhor de forma e em momentos distintos.
Os SIF possuem as seguintes caracterı´sticas:
•Quatro varia´veis linguı´sticas: treˆs varia´veis de entrada (idade da populac¸a˜o, diversidade
da populac¸a˜o e qualidade do indivı´duo) e uma varia´vel de saı´da (percentual possı´vel de
aplicac¸a˜o do conhecimento associado ao SIF). Todas as varia´veis linguı´sticas teˆm como
universo de discurso valores entre 0 e 1;
•Para a varia´vel idade os termos associados sa˜o inicial, intermedia´ria e final, para diver-
sidade sa˜o pouca, me´dia e muita, e para qualidade sa˜o baixa, me´dia e alta; a varia´vel de
saı´da quantidade possui os termos pouco, me´dio e muito associados a ela;
•Base de regras: cada SIF possui sua base de regras, contendo 27 regras por SIF (idade x
diversidade x qualidade), totalizando 108 regras.
As varia´veis linguı´sticas (entrada e saı´da) sa˜o do tipo trapezoidal com paraˆmetros (a,m,n,b)
onde a e b identificam os valores onde a func¸a˜o de pertineˆncia atinge o valor 0 (zero) e m e n
onde ela atinge o valor 1 (um) identifica. Nos experimentos realizados as func¸o˜es trapezoidais
utilizam os seguintes valores (definidos pelo especialista):
1http://www.intelligent-systems.info/FuzzyEngine.htm
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1.Idade:
•Inicial: 0, 0, 0.15, 0.3;
•Intermediaria: 0.15, 0.3, 0.6, 0.75;
•Final: 0.45, 0.75, 1, 1);
2.Diversidade:
•Pouca: 0, 0, 0.2, 0.45;
•Media: 0.2, 0.45, 0.55, 0.75;
•Muita: 0.55, 0.75, 1, 1;
3.Qualidade:
•Baixa: 0, 0, 0.2, 0.45;
•Media: 0.2, 0.45, 0.55, 0.75;
•Alta: 0.55, 0.75, 1, 1;
4.Aplicar conhecimento:
•Pouco: 0, 0, 0.12, 0.27;
•Medio: 0.14, 0.46, 0.54, 0.86;
•Muito: 0.64, 0.96, 1, 1;
As Tabelas 14, 15, 16 e 17 apresentam as regras utilizadas para os conhecimentos Situa-
cional, Normativo, Histo´rico e Topogra´fico, respectivamente.
As regras foram desenvolvidas com base no seguinte raciocı´nio: o processo evolutivo foi
dividido em treˆs partes, que sa˜o inı´cio, meio e fim. No inı´cio da evoluc¸a˜o foi realizado um
processo para aumentar a diversidade dos indivı´duos, por meio dos conhecimentos Topogra´fico
e Histo´rico. O histo´rico e´ usado bastante no inı´cio para armazenar os eventos importantes.
Durante o perı´odo intermedia´rio do processo, a ide´ia e´ que ocorra um certo nivelamento entre
os conhecimentos, para na˜o aumentar demais a diversidade. No final do processo, o objetivo e´
129
encontrar os melhores indivı´duos, sendo assim a busca e´ intensificada com os conhecimentos
Situacional e Normativo.
Tabela 14: Base de Regras para o Conhecimento Situacional.
Se I e´ Inicial e D e´ Pouca e Q e´ Baixa enta˜o A e´ Pouco
Se I e´ Inicial e D e´ Pouca e Q e´ Me´dia enta˜o A e´ Pouco
Se I e´ Inicial e D e´ Pouca e Q e´ Alta enta˜o A e´ Me´dio
Se I e´ Inicial e D e´ Me´dia e Q e´ Baixa enta˜o A e´ Pouco
Se I e´ Inicial e D e´ Me´dia e Q e´ Me´dia enta˜o A e´ Pouco
Se I e´ Inicial e D e´ Me´dia e Q e´ Alta enta˜o A e´ Me´dio
Se I e´ Inicial e D e´ Muita e Q e´ Baixa enta˜o A e´ Pouco
Se I e´ Inicial e D e´ Muita e Q e´ Me´dia enta˜o A e´ Me´dio
Se I e´ Inicial e D e´ Muita e Q e´ Alta enta˜o A e´ Muito
Se I e´ Intermedia´ria e D e´ Pouca e Q e´ Baixa enta˜o A e´ Pouco
Se I e´ Intermedia´ria e D e´ Pouca e Q e´ Me´dia enta˜o A e´ Pouco
Se I e´ Intermedia´ria e D e´ Pouca e Q e´ Alta enta˜o A e´ Me´dio
Se I e´ Intermedia´ria e D e´ Me´dia e Q e´ Baixa enta˜o A e´ Pouco
Se I e´ Intermedia´ria e D e´ Me´dia e Q e´ Me´dia enta˜o A e´ Me´dio
Se I e´ Intermedia´ria e D e´ Me´dia e Q e´ Alta enta˜o A e´ Muito
Se I e´ Intermedia´ria e D e´ Muita e Q e´ Baixa enta˜o A e´ Me´dio
Se I e´ Intermedia´ria e D e´ Muita e Q e´ Me´dia enta˜o A e´ Muito
Se I e´ Intermedia´ria e D e´ Muita e Q e´ Alta enta˜o A e´ Muito
Se I e´ Final e D e´ Pouca e Q e´ Baixa enta˜o A e´ Pouco
Se I e´ Final e D e´ Pouca e Q e´ Me´dia enta˜o A e´ Muito
Se I e´ Final e D e´ Pouca e Q e´ Alta enta˜o A e´ Muito
Se I e´ Final e D e´ Me´dia e Q e´ Baixa enta˜o A e´ Me´dio
Se I e´ Final e D e´ Me´dia e Q e´ Me´dia enta˜o A e´ Muito
Se I e´ Final e D e´ Me´dia e Q e´ Alta enta˜o A e´ Muito
Se I e´ Final e D e´ Muita e Q e´ Baixa enta˜o A e´ Me´dio
Se I e´ Final e D e´ Muita e Q e´ Me´dia enta˜o A e´ Muito
Se I e´ Final e D e´ Muita e Q e´ Alta enta˜o A e´ Muito
Como visto no Capı´tulo 6, o mecanismo de raciocı´nio utilizado e´ do tipo Mamdani, com as
seguintes caracterı´sticas:
•Agregac¸a˜o dos Antecedentes: produto alge´brico;
•Semaˆntica da Regra: mı´nimo (Regra de Mamdani);
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Tabela 15: Base de Regras para o Conhecimento Normativo.
Se I e´ Inicial e D e´ Pouca e Q e´ Baixa enta˜o A e´ Pouco
Se I e´ Inicial e D e´ Pouca e Q e´ Me´dia enta˜o A e´ Pouco
Se I e´ Inicial e D e´ Pouca e Q e´ Alta enta˜o A e´ Me´dio
Se I e´ Inicial e D e´ Me´dia e Q e´ Baixa enta˜o A e´ Pouco
Se I e´ Inicial e D e´ Me´dia e Q e´ Me´dia enta˜o A e´ Me´dio
Se I e´ Inicial e D e´ Me´dia e Q e´ Alta enta˜o A e´ Muito
Se I e´ Inicial e D e´ Muita e Q e´ Baixa enta˜o A e´ Me´dio
Se I e´ Inicial e D e´ Muita e Q e´ Me´dia enta˜o A e´ Muito
Se I e´ Inicial e D e´ Muita e Q e´ Alta enta˜o A e´ Muito
Se I e´ Intermedia´ria e D e´ Pouca e Q e´ Baixa enta˜o A e´ Pouco
Se I e´ Intermedia´ria e D e´ Pouca e Q e´ Me´dia enta˜o A e´ Me´dio
Se I e´ Intermedia´ria e D e´ Pouca e Q e´ Alta enta˜o A e´ Muito
Se I e´ Intermedia´ria e D e´ Me´dia e Q e´ Baixa enta˜o A e´ Me´dio
Se I e´ Intermedia´ria e D e´ Me´dia e Q e´ Me´dia enta˜o A e´ Me´dio
Se I e´ Intermedia´ria e D e´ Me´dia e Q e´ Alta enta˜o A e´ Muito
Se I e´ Intermedia´ria e D e´ Muita e Q e´ Baixa enta˜o A e´ Me´dio
Se I e´ Intermedia´ria e D e´ Muita e Q e´ Me´dia enta˜o A e´ Muito
Se I e´ Intermedia´ria e D e´ Muita e Q e´ Alta enta˜o A e´ Muito
Se I e´ Final e D e´ Pouca e Q e´ Baixa enta˜o A e´ Me´dio
Se I e´ Final e D e´ Pouca e Q e´ Me´dia enta˜o A e´ Muito
Se I e´ Final e D e´ Pouca e Q e´ Alta enta˜o A e´ Muito
Se I e´ Final e D e´ Me´dia e Q e´ Baixa enta˜o A e´ Me´dio
Se I e´ Final e D e´ Me´dia e Q e´ Me´dia enta˜o A e´ Muito
Se I e´ Final e D e´ Me´dia e Q e´ Alta enta˜o A e´ Muito
Se I e´ Final e D e´ Muita e Q e´ Baixa enta˜o A e´ Me´dio
Se I e´ Final e D e´ Muita e Q e´ Me´dia enta˜o A e´ Muito
Se I e´ Final e D e´ Muita e Q e´ Alta enta˜o A e´ Muito
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Tabela 16: Base de Regras para o Conhecimento Histo´rico.
Se I e´ Inicial e D e´ Pouca e Q e´ Baixa enta˜o A e´ Me´dio
Se I e´ Inicial e D e´ Pouca e Q e´ Me´dia enta˜o A e´ Me´dio
Se I e´ Inicial e D e´ Pouca e Q e´ Alta enta˜o A e´ Muito
Se I e´ Inicial e D e´ Me´dia e Q e´ Baixa enta˜o A e´ Me´dio
Se I e´ Inicial e D e´ Me´dia e Q e´ Me´dia enta˜o A e´ Me´dio
Se I e´ Inicial e D e´ Me´dia e Q e´ Alta enta˜o A e´ Muito
Se I e´ Inicial e D e´ Muita e Q e´ Baixa enta˜o A e´ Pouco
Se I e´ Inicial e D e´ Muita e Q e´ Me´dia enta˜o A e´ Pouco
Se I e´ Inicial e D e´ Muita e Q e´ Alta enta˜o A e´ Me´dio
Se I e´ Intermedia´ria e D e´ Pouca e Q e´ Baixa enta˜o A e´ Pouco
Se I e´ Intermedia´ria e D e´ Pouca e Q e´ Me´dia enta˜o A e´ Me´dio
Se I e´ Intermedia´ria e D e´ Pouca e Q e´ Alta enta˜o A e´ Muito
Se I e´ Intermedia´ria e D e´ Me´dia e Q e´ Baixa enta˜o A e´ Pouco
Se I e´ Intermedia´ria e D e´ Me´dia e Q e´ Me´dia enta˜o A e´ Pouco
Se I e´ Intermedia´ria e D e´ Me´dia e Q e´ Alta enta˜o A e´ Me´dio
Se I e´ Intermedia´ria e D e´ Muita e Q e´ Baixa enta˜o A e´ Pouco
Se I e´ Intermedia´ria e D e´ Muita e Q e´ Me´dia enta˜o A e´ Pouco
Se I e´ Intermedia´ria e D e´ Muita e Q e´ Alta enta˜o A e´ Me´dio
Se I e´ Final e D e´ Pouca e Q e´ Baixa enta˜o A e´ Pouco
Se I e´ Final e D e´ Pouca e Q e´ Me´dia enta˜o A e´ Pouco
Se I e´ Final e D e´ Pouca e Q e´ Alta enta˜o A e´ Me´dio
Se I e´ Final e D e´ Me´dia e Q e´ Baixa enta˜o A e´ Pouco
Se I e´ Final e D e´ Me´dia e Q e´ Me´dia enta˜o A e´ Pouco
Se I e´ Final e D e´ Me´dia e Q e´ Alta enta˜o A e´ Me´dio
Se I e´ Final e D e´ Muita e Q e´ Baixa enta˜o A e´ Pouco
Se I e´ Final e D e´ Muita e Q e´ Me´dia enta˜o A e´ Pouco
Se I e´ Final e D e´ Muita e Q e´ Alta enta˜o A e´ Pouco
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Tabela 17: Base de Regras para o Conhecimento Topogra´fico.
Se I e´ Inicial e D e´ Pouca e Q e´ Baixa enta˜o A e´ Me´dio
Se I e´ Inicial e D e´ Pouca e Q e´ Me´dia enta˜o A e´ Muito
Se I e´ Inicial e D e´ Pouca e Q e´ Alta enta˜o A e´ Muito
Se I e´ Inicial e D e´ Me´dia e Q e´ Baixa enta˜o A e´ Me´dio
Se I e´ Inicial e D e´ Me´dia e Q e´ Me´dia enta˜o A e´ Muito
Se I e´ Inicial e D e´ Me´dia e Q e´ Alta enta˜o A e´ Muito
Se I e´ Inicial e D e´ Muita e Q e´ Baixa enta˜o A e´ Pouco
Se I e´ Inicial e D e´ Muita e Q e´ Me´dia enta˜o A e´ Pouco
Se I e´ Inicial e D e´ Muita e Q e´ Alta enta˜o A e´ Me´dio
Se I e´ Intermedia´ria e D e´ Pouca e Q e´ Baixa enta˜o A e´ Me´dio
Se I e´ Intermedia´ria e D e´ Pouca e Q e´ Me´dia enta˜o A e´ Muito
Se I e´ Intermedia´ria e D e´ Pouca e Q e´ Alta enta˜o A e´ Muito
Se I e´ Intermedia´ria e D e´ Me´dia e Q e´ Baixa enta˜o A e´ Pouco
Se I e´ Intermedia´ria e D e´ Me´dia e Q e´ Me´dia enta˜o A e´ Muito
Se I e´ Intermedia´ria e D e´ Me´dia e Q e´ Alta enta˜o A e´ Muito
Se I e´ Intermedia´ria e D e´ Muita e Q e´ Baixa enta˜o A e´ Pouco
Se I e´ Intermedia´ria e D e´ Muita e Q e´ Me´dia enta˜o A e´ Pouco
Se I e´ Intermedia´ria e D e´ Muita e Q e´ Alta enta˜o A e´ Me´dio
Se I e´ Final e D e´ Pouca e Q e´ Baixa enta˜o A e´ Me´dio
Se I e´ Final e D e´ Pouca e Q e´ Me´dia enta˜o A e´ Me´dio
Se I e´ Final e D e´ Pouca e Q e´ Alta enta˜o A e´ Muito
Se I e´ Final e D e´ Me´dia e Q e´ Baixa enta˜o A e´ Me´dio
Se I e´ Final e D e´ Me´dia e Q e´ Me´dia enta˜o A e´ Me´dio
Se I e´ Final e D e´ Me´dia e Q e´ Alta enta˜o A e´ Muito
Se I e´ Final e D e´ Muita e Q e´ Baixa enta˜o A e´ Pouco
Se I e´ Final e D e´ Muita e Q e´ Me´dia enta˜o A e´ Pouco
Se I e´ Final e D e´ Muita e Q e´ Alta enta˜o A e´ Pouco
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•Agregac¸a˜o das Regras: ma´ximo;
•Me´todo de Defuzzificac¸a˜o: centro´ide.
