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Abstract
A polynomial P ∈ F[X1, . . . , Xn] is said to ε-approximate a boolean function F : {0, 1}n → {0, 1}
under distribution D over {0, 1}n if Prx∼D[P (x) 6= F (x)] ≤ ε. Smolensky (1987) showed that for
any constant primes p 6= q, any polynomial P ∈ Fp[x1, . . . , xn] that ( 12q − Ω(1))-approximates
the boolean function MODq : {0, 1}n → {0, 1} – which accepts its input iff the number of ones is
non-zero modulo q – under the uniform distribution must have degree Ω(
√
n).
We consider the problem of finding an explicit function f : {0, 1}n → {0, 1} that has no
ε-approximating polynomial of degree less than n1/2+Ω(1) under some distribution, for some
constant ε > 0. We show a number of negative results in this direction: specifically, we show that
many interesting classes of functions including symmetric functions and linear threshold functions
do have approximating polynomials of degree O(
√
n · polylog(n)) under every distribution. This
demonstrates the power of this model of computation.
The above results, in turn, provide further motivation for this lower bound question. Using the
upper bounds obtained above, we show that finding such a function f would have applications to:
lower bounds for AC0◦F where F = SYM∪THR; stronger lower bounds for 1-round compression
by ACC0[p] circuits; improved correlation lower bounds against low degree polynomials; and
(under further conditions) showing that the Inner Product (over F2) function does not have
small AC0 ◦MOD2 circuits.
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1 Introduction
Quite often, when trying to understand a model of computation (such as, say, a class of
Boolean circuits), it is profitable to see if functions computed by that model can be approx-
imated by functions that can be computed using a different, simpler, and in general, “nicer”
model. Low-degree polynomials are an important example of such a nice model. Given
the versatility of polynomials and the wealth of algebraic and combinatorial understanding
we have of them, it is not surprising that approximations by low-degree polynomials have
been used to prove a variety of results in Complexity theory [22, 24, 1, 4, 5], Learning
Theory [19, 18], Derandomization [3, 8], etc..
The different applications listed above use various notions of “approximation”, of what
it means to be “low-degree”, and which ring to choose our low-degree polynomials from.
Here, we study one such means of approximation that has been useful in proving circuit
lower bounds [22, 24]. We say that a polynomial P ∈ F[X1, . . . , Xn] (for some field F)
ε-approximates a Boolean function F : {0, 1}n → {0, 1} over a probability distribution D on
{0, 1}n if Prx∼D[P (x) 6= F (x)] ≤ ε. We typically think of ε > 0 as a small constant, though
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the regime of ε close to 1/2 is also interesting and is dealt with later on.
A seminal result of Razborov [22] showed, in the case F = F2, that a certain symmetric
function F : {0, 1}n → {0, 1} has no ε-approximating polynomial of degree o(√n) over the
uniform distribution U for some constant ε > 0; this fact was used to prove a lower bound
for ACC0[2] circuits computing the Majority function. Smolensky [24] further showed that
for constant primes p 6= q and F = Fp, the function MODq : {0, 1}n → {0, 1} – which accepts
its input x iff
∑
i xi 6≡ 0 (mod q) – does not have a ((1/2q)− ε)-approximating polynomial
over U of degree o(√n). In another work [25], Smolensky also showed a similar degree lower
bounds for polynomials that ((1/2)− ε)-approximate the Majority function over U for any
field F. All these lower bounds are known to be tight under U [6, 27]. Moreover, as far
as we are aware, these remain the best degree lower bounds that we know of today for
polynomials approximating explicit functions1, even if we allow the probability distribution
D to be arbitrary (even non-explicit).
Therefore, we ask if Smolensky’s lower bound can be strengthened considerably, even
just in this weaker regime. More formally,
I Problem 1. Come up with an explicit function F : {0, 1}n → {0, 1} that has no (1/10)-
approximating polynomials of degree less than n 12 +Ω(1) under some distribution D.
The reasons for considering a lower bound under an arbitrary (as opposed to the uniform)
distribution are twofold: the first is that the circuit lower bound results mentioned above [22,
24] and other applications we will see later on only require this weaker lower bound result;
and secondly, the above lower bound notion, by LP duality, has a nice dual upper bound
notion as well. More precisely, if a Boolean function F has ε-approximating polynomials of
degree d under every distribution D, then there is a probability distribution over polynomials
of degree d that computes F correctly on every input with probability (1 − ε). Such a
distribution is called a probabilistic polynomial [26]. Probabilistic polynomials for a function
F are much easier to reason with than polynomials that approximate function F w.r.t. a
fixed distribution; this is the same kind of distinction that exists between, say, randomized
and distributional algorithms. Combination, composition, error-reduction, etc. are much
easier with probabilistic polynomials than with their distributional counterparts.
Results. We begin our search for a suitable lower bound candidate F : {0, 1}n → {0, 1}
with the class of symmetric functions. Recall that F : {0, 1}n → {0, 1} is symmetric if F (x)
depends only on the Hamming weight of x, denoted |x|. The degree lower bounds mentioned
above [22, 24, 25] were all proved for symmetric functions over the uniform distribution. A
natural question to ask is if we can improve these lower bounds for functions in this class.
It has been observed [6, 27] in the literature that as long as we only consider the uniform
distribution, the lower bounds of Razborov and Smolensky are indeed tight. In other words,
for any constant ε ∈ (0, 1/2), any symmetric function F : {0, 1}n → {0, 1} has an ε-
approximating polynomial of degree O(
√
n) under the uniform distribution. The way to
prove this is to note that the uniform distribution puts all but an ε-fraction of its mass on
the central O(
√
n) layers of the hypercube {0, 1}n. Thus, by interpolating a polynomial of
degree O(
√
n) that computes F exactly on these points of the hypercube (possible since F
is symmetric), we obtain an O(
√
n) degree polynomial that ε-approximates F .
However, the strategy used above is crucially dependent on the underlying distribution
being uniform (or at least having a nice product structure) and thus it is conceivable that
1 Throughout, we are not very formal about what we mean by an explicit function, since any reasonable
notion will do. The reader may take it to mean a function from a function family computable in
polynomial time.
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under other distributions, symmetric functions might not have such low-degree polynomial
approximations. Somewhat surprisingly, this turns out to be false. We show that symmetric
functions in fact have small error probabilistic polynomials of degree O(
√
n ·polylog(n)) and
hence they have small error approximations of the same degree over any distribution D.
We describe a simple case of the proof here for intuition. Assume that F is the MOD2
function and that the underlying field is R. As we outlined above, F has an ε-approximation
P ∈ R[X1, . . . , Xn] of degree O(
√
n) under the uniform distribution. We obtain an ε-error
probabilistic polynomial for F as follows. Suppose x ∈ {0, 1}n is an arbitrary input. Note
that for any y ∈ {0, 1}n, we can write MOD2(x) = MOD2(x ⊕ y)
⊕
MOD2(y), where
x ⊕ y ∈ {0, 1}n is obtained by taking the bitwise sum of x and y modulo 2. Now say
y ∈ {0, 1}n is chosen uniformly at random; we have MOD2(x) = MOD2(x⊕y)
⊕
MOD2(y).
Since y is uniformly random, we see that x ⊕ y is also uniformly distributed over {0, 1}n.
Hence, we have P (x
⊕
y) = MOD2(x ⊕ y) with probability at least 1 − ε. Thus, the
probabilistic polynomial Q(x) := P (x⊕ y)⊕MOD2(y) computes MOD2(x) correctly with
probability at least 1− ε. It is easily argued that the degree of Q for every fixed value of y
is at most the degree of P and this concludes the proof.
It turns out that the above idea, suitably modified, also gives low-degree polynomi-
als for MODq as long as q is not too large. After having done this, we can handle the
case of general symmetric functions by using the Chinese Remainder Theorem (Theorem
15), which tells us that the Hamming weight |x| ∈ {0, . . . , n} is completely determined by
the values |x| (mod q), where q ranges over all “small” primes. This allows us to obtain
O(
√
n · poly(logn))-degree probabilistic polynomials for all symmetric functions using the
probabilistic polynomials we construct for MODq. In fact, we obtain a more general res-
ult: we get probabilistic polynomials of low degree for all functions that are determined by
“small-weight” sums of the bits of the input x. This result is proved in Section 3.2.
In Section 3.3, we extend these results to certain functions that depend on “large weight”
sums of the bits of x. The class of functions that we consider are the Linear Threshold
functions that have received quite some attention in the literature [14, 15, 17]. Using the
above result in conjunction with ideas due to Hofmeister [17], we show that any Linear
Threshold function of n Boolean variables has a probabilistic polynomial of degree O(
√
n ·
poly(logn)).
The above results show that probabilistic polynomials of degree n1/2+o(1) are a surpris-
ingly powerful and robust model of computation. This suggests that solving Problem 1
might be a significant challenge. On the other hand, however, these results also imply that
solving Problem 1 would have significant rewards. In Section 4, we show that an explicit
function F as above would have applications to many problems including lower bounds for
compression by constant-depth circuits [11], lower bounds for some strong constant-depth
circuit classes, improved correlation lower bounds against low-degree polynomials over small
fields [27], and to showing that the Inner Product function does not have small AC0 ◦MOD2
circuits [23] (if the function F has some additional “nice” properties).
Due to lack of space, many proofs are postponed to the full version of the paper.
2 Definitions and preliminaries
Let F be an arbitrary field and n ∈ N be a growing parameter. We denote by Bn the set of
all functions f : {0, 1}n → {0, 1}.
I Definition 2. A function f ∈ Bn is said to be symmetric if there exists a function
h : {0, . . . , n} → {0, 1} such that for any x ∈ {0, 1}n, we have f(x1, . . . , xn) = h (
∑n
i=1 xi).
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That is, the value of f(x) is determined by the Hamming weight of x, denoted |x|.
More generally, given W ∈ N, we say that f is W -sum determined if there exist
w1, w2, . . . , wn ∈ N such that
∑
i wi ≤ W and a function h : {0, . . . ,W} → {0, 1} such
that for any x ∈ {0, 1}n, we have f(x1, . . . , xn) = h (
∑n
i=1 wixi). Note that symmetric
functions in Bn are n-sum determined. It can also be seen that every f ∈ Bn is (2n−1)-sum
determined.
Some examples of symmetric functions in Bn are:
the Majority function MAJn, which accepts inputs x such that |x| > n/2,
the MODnm,r function for m ≥ 2 and r ∈ N, which accepts x such that |x| ≡ r (mod m).
We omit the superscript n above when it is clear from context.
I Definition 3. A function f ∈ Bn is said to be a Linear Threshold function if there exist
a1, . . . , an, θ ∈ R such that for any x ∈ {0, 1}n f(x) = 1 iff
∑n
i=1 aixi ≥ θ.
Notation. We denote by SUMnW ,THRn the set of all W -sum determined functions
and linear threshold functions in Bn respectively. When n is clear from context, we use
SUMW ,THR instead of SUMnW ,THRn.
I Definition 4. Let n, d ∈ N and ε ∈ (0, 12 ). Fix a probability distribution D over {0, 1}n.
We say that a function f ∈ Bn is (d, ε,D)F-approximable if there is a polynomial P ∈
F[X1, . . . , Xn] of degree at most d such that Prx∼D[P (x) 6= f(x)] ≤ ε.
Smolensky [24] proved the following degree lower bounds on ε-approximating polynomials
for the MODnq,0 function, where q is a constant prime.
I Theorem 5 ([24]). For any ε < 1/10q, any polynomial that ε-approximates the MODnq,0
function w.r.t. the uniform distribution over {0, 1}n has degree Ω(√n log(1/ε)).
I Definition 6 (Probabilistic polynomial [26]). A probabilistic polynomial of degree d in
F[X1, . . . , Xn] is a probability distribution P over polynomials of degree at most d in
F[X1, . . . , Xn]. Given f ∈ Bn and an ε ∈ (0, 12 ), we say that P is an ε-error probabilistic
polynomial for f if ∀x ∈ {0, 1}n, we have PrP[P(x) 6= f(x)] ≤ ε. The ε-error probabilistic
degree of f over F is the least d s.t. f has an ε-error probabilistic polynomial of degree d.
The following simple facts will be useful. The first is an easy consequence of LP duality
and the second follows, for example, from polynomial interpolation or Möbius Inversion.
I Fact 7. Fix any ε ∈ (0, 12 ), n ∈ N, and any field F. Then, for any f ∈ Bn, f has ε-error
probabilistic degree d iff f is (d, ε,D)F-approximable for every probability distribution D.
I Fact 8. Every f ∈ Bn can be exactly represented by a polynomial in F[X1, . . . , Xn] of
degree at most n. That is, there is a polynomial P ∈ F[X1, . . . , Xn] of degree at most n
such that for any x ∈ {0, 1}n, we have P (x) = f(x).
I Fact 9. Assume f ∈ Bs and gi ∈ Bt (i ∈ [s]). Define F ∈ Bt as follows: F (x) :=
f(g1(x), . . . , gs(x)). Say P is an ε-error probabilistic polynomial of degree d for f and Qi
(i ∈ [s]) is a δi-error probabilistic polynomial of degree di for gi. Then, P(Q1, . . . ,Qs) is an
(ε+
∑s
i=1 δi)-error probabilistic polynomial for F of degree d · (maxi∈[s] di).
We also recall here the definitions of some well-known constant-depth circuit classes.
Throughout, the size of a circuit is the number of wires in the circuit. The class of polynomial
sized constant-depth circuits made up of AND, OR, and NOT gates is called AC0; for p a
constant prime, ACC0[p] is the class of polynomial sized constant depth circuits containing
AND, OR, NOT and MODp gates (a MODp gate computes a MODp,r function applied to
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its input bits, for some r). We will abuse notation and use “AC0 circuits of size s” to refer
to constant-depth circuits of size s with AND,OR,NOT gates (similarly, we will also say
“ACC0[p] circuits of size s”).
The following is implied by works of Razborov [22], Smolensky [24], and Tarui [26].
I Theorem 10 ([22, 24, 26]). Let s ∈ N and ε ∈ (0, 1/2) be arbitrary parameters. Any
AC0 circuit of size s and depth d has an ε-error probabilistic polynomial of degree (log s ·
log(1/ε))O(d) over any field F. Any ACC0[p] circuit of size s and depth d has an ε-error
probabilistic polynomial of degree (log s · log(1/ε))O(d) over the field Fp.
We also consider constant-depth circuits with other gate types: a SYM gate can compute
an arbitrary symmetric function of its inputs, a THR gate can compute an arbitrary linear
threshold function, and a SYMTHR gate can do either. For a gate type G (such as SYM,
THR, MODp, etc.), we use AC0 ◦G to denote the class of polynomial constant-depth circuits
where the inputs feed into gates of type G, which in turn feed into an AC0 circuit.
3 Probabilistic polynomials for SUMW and THR
Let F be an arbitrary field and n ∈ N a growing parameter. In this section, we prove the
following theorems.
I Theorem 11. Fix ε ∈ (0, 12 ) and W ∈ N. Any f ∈ SUMnW has ε-error probabilistic degree
at most O(
√
n log(1/ε) · (logW )O(1)).
I Theorem 12. Fix ε ∈ (0, 12 ). Any f ∈ THRn has ε-error probabilistic degree at most
O(
√
n · (logn log ( 1ε))O(1)).
We will prove these two theorems in three steps:
We will first show that certain functions in Bn (variants of the modular functions
MODm,r) have ε-error probabilistic degree O(
√
n log(1/ε) · (logn)O(1)). This will es-
tablish a weak form of Theorem 11.
Using some Chinese Remaindering ideas, we will then derive Theorem 11.
Using some more Chinese Remaindering ideas due to Hofmeister [17] and Theorem 11,
we will prove Theorem 12.
We first introduce a generalization of the symmetric MODnm,r function. Given w ∈ Znm,
we denote by MODnm,r,w (or just MODm,r,w if n is clear from context) the Boolean function
in Bn that accepts its input x ∈ {0, 1}n iff
∑n
i=1 wixi ≡ r (mod m). We identify Zm with
{0, 1, . . . ,m− 1}.
3.1 Probabilistic polynomials for MODnm,r,w
The main result of this section is the following.
I Lemma 13. Fix integers m ≥ 2 and r ∈ {0, 1, . . . ,m−1}. For any ε ∈ (0, 12 ) and w ∈ Znm,
the function MODnm,r,w has an ε-error probabilistic degree O(
√
n log(m/ε) ·m).
In particular for m = (logn)O(1), the probabilistic degree is O(
√
n log(1/ε) · (logn)O(1)).
We first need a lemma regarding the approximability of symmetric functions in Bn with
respect to some simple product distributions over {0, 1}n. For ρ ∈ [0, 1], let Dρ denote the
distribution over {0, 1}n where each bit is set to 1 independently with probability ρ.
The following lemma is a slight extension of one from a survey of Viola [27] – where
the proof is attributed to Avi Wigderson – based on a lemma due to Bhatnagar, Gopalan,
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and Lipton [6]. Though the proof in [27] only works in finite characteristic, the lemma can
actually be proved for any field F. The proof is postponed to the full version of the paper.
I Lemma 14. Let f ∈ Bn be an arbitrary symmetric function, ρ ∈ [0, 1], and ε ∈ (0, 12 ).
Then, f is (O(
√
n log (1/ε)), ε,Dρ)F-approximable.
Proof of Lemma 13. The idea behind the proof is to exploit the random self reducibility of
MODm,r,w. Let x ∈ {0, 1}n be arbitrary and w ◦ x ∈ Znm be the vector whose i-th entry is
wixi. For any y ∈ Znm and t ∈ Zm, we define Sy,t(x) ∈ {0, 1}n to be such that the ith bit of
Sy,t(x) is 1 iff the i-th entry of the vector (w ◦ x) + y is congruent to t modulo m; that is,
wixi + yi ≡ t (mod m). The basic observation we will use is that to check if
∑
i wixi ≡ r
(mod m), it suffices to check that
∑
i(wixi+yi) ≡ r+
∑
i yi (mod m), which in turn reduces
to computing MODm,r′(Sy,t(x)) for various r′, t.
Formally, note that for any y ∈ Znm, we have
MODm,r,w(x) =
∑
(r1,...,rm−1)∈T
m−1∧
t=1
MODm,rt(Sy,t(x)) (1)
where T =
{
(r1, . . . , rm−1) ∈ Zm−1m
∣∣∣ ∑j j · rj ≡ r +∑i yi (mod m)}. (Note that the func-
tion on the left hand side above is MODm,r,w, where as on the right hand side, we have
the symmetric functions MODm,r′ for various r′.) For any fixed y, the i-th bit of Sy,t(x)
depends only on xi and by Fact 8, can be represented exactly by a degree 1 polynomial in
xi. Now, for a uniformly random y ∈ Znm, (w ◦x) +y is a uniformly random element of Znm.
Hence, Sy,t(x) is a random element from {0, 1}n chosen according to the distribution D 1
m
and its individual bits are degree 1 probabilistic polynomials in x.
Let δ ∈ (0, 12 ) be a parameter whose value we will fix later. Since the function MODm,r′
is symmetric, by Lemma 14, we know that for all m, r′ there is a polynomial Pm,r′ of degree
O(
√
n log(1/δ)) such that Prx∼D 1
m
[Pm,r′(x) 6= MODm,r′(x)] ≤ δ. Consider the probabilistic
polynomial Qm,r,w(X1, . . . , Xn) defined (based on the choice of y ∈ Znm) as follows:
Qm,r,w(X1, . . . , Xn) =
∑
(r1,...,rm−1)∈T
m−1∏
t=1
Pm,rt(Sy,t(X1, . . . , Xn))
.
Observe that the degree of Qm,r,w is O(m
√
n log(1/δ)).
We claim that for suitably small δ, Qm,r,w is an ε-error probabilistic polynomial for
MODm,r,w. To see this, note that if y ∈ Znm satisfies Pm,r′(Sy,t(x)) = MODm,r′(Sy,t(x)) for
all choices of r′ and t, then by (1), we have Qm,r,w(x) = MODm,r,w(x). Thus, we have
Pr
Q
[Qm,r,w(x) 6= MODm,r,w(x)] ≤ Pry [∃r
′, t Pm,r′(Sy,t(x)) 6= MODm,r′(Sy,t(x))]
For any fixed r′, t, by our choice of Pm,r′ , the probability that Pm,r′(Sy,t(x)) does not equal
MODm,r′(Sy,t(x)) is at most δ. By a union bound over all t, r′ and using the inequality
above, we have PrQ[Qm,r,w(x) 6= MODm,r,w(x)] ≤ m2 · δ. Setting δ = ε/m2, we get
that Qm,r,w is an ε-error probabilistic polynomial for MODm,r,w. The degree of Qm,r,w is
O(m
√
n log(1/δ)) = O(
√
n log(m/ε) ·m). J
3.2 Proof of Theorem 11
By the definition of SUMW , there exist w1, . . . , wn ∈ N such that
∑n
i=1 wi ≤ W and for
any x ∈ {0, 1}n, the output f(x) is determined by the value ∑ni=1 wixi ∈ {0, 1, . . . ,W}.
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We reduce the problem of constructing small error probabilistic polynomials for f to that
of constructing small error probabilistic polynomials for MODm,r,w (for suitable m,w) by
using the Chinese Remainder Theorem (see, e.g., [13]), a special case of which follows.
I Theorem 15. Fix a positive W ∈ N and any distinct primes p1, . . . , p` (` ≥ 1) such that∏`
j=1 pj > 2W . Then, given any congruence classes aj ∈ {0, . . . , pj − 1} (j ∈ [`]) modulo
these primes, there is at most one k ∈ {−W,−(W − 1), . . . ,W} s.t. k ≡ aj (mod pj) for
each j ∈ [`].
Let ` = dlogW e + 2 and p1 ≤ · · · ≤ p` be the first ` distinct primes. By the Prime
Number Theorem [13], maxj∈[`] pj = p` = O(logW log logW ). Since
∏`
j=1 pj ≥ 2` >
2W , we see using Theorem 15 that each integer k ∈ {0, . . . ,W} is uniquely determined
(among the integers {0, . . . ,W}) by its congruence classes modulo each of the pj (j ∈ [`]);
that is, by the tuple (k (mod pj))j∈[`]. In particular, for any x ∈ {0, 1}n, the integer∑n
i=1 wixi is uniquely determined by ((
∑
i wixi) (mod pj))j∈[`]. Moreover, note that for
any j ∈ [`], the congruence class of ∑i wixi modulo pj is determined uniquely by the
tuple (MODpj ,r,wj (x))r∈Zpj , where w
j is obtained from w by dropping each of its entries
modulo pj . Hence, for any x ∈ {0, 1}n, the value of f(x) is determined by the tuple
(MODpj ,r,wj (x))j∈[`],r∈Zpj .
We summarize the discussion above in the form of the following claim. Let s =
∑`
j=1 pj .
I Claim 16. Let f, w1, . . . , wn, p1, . . . , p` be as above. Then, there is a function g ∈ Bs such
that for all x ∈ {0, 1}n, we have f(x) = g
(
MODpj ,r,wj (x) : j ∈ [`], r ∈ Zpj
)
.
Let δ ∈ (0, 12 ) be a parameter that we will fix below. Now, by Lemma 13, we know
that for each j ∈ [`] and r ∈ Zpj , the function MODpj ,r,wj has a δ-approximating prob-
abilistic polynomial of degree O(pj
√
n log(pj/δ)) = O(logW log logW
√
n log(logW/δ)) =
O(log2W
√
n log(1/δ)). Moreover, by Fact 8, the function g from Claim 16 can be repres-
ented exactly by a polynomial of degree s =
∑
j pj = O(log
3W ). Thus, by Fact 9, we see
that f has a ((
∑
j pj) · δ)-error probabilistic polynomial of degree O((logW )5
√
n log(1/δ))
for any δ ∈ (0, 1/2).
Since
∑
j pj = O(log
3W ), we may set δ = ε/C log3W for some large absolute constant
C and thus obtain an ε-error probabilistic polynomial for f . The degree of this polynomial
is (logW )O(1)
√
n log(1/ε). This completes the proof of Theorem 11.
3.3 Proof of Theorem 12
In this section, we construct probabilistic polynomials for an arbitrary f ∈ THRn. We use
many ideas and observations of Hofmeister [17] (see also [14, 15]) regarding the structure of
Linear Threshold functions.
Recall that given f ∈ THRn, there exist a1, . . . , an, θ ∈ R such that for all x ∈
{0, 1}n, we have f(x) = 1 iff ∑ni=1 aixi − θ ≥ 0. Moreover, it is known by a result of
Muroga [21] that we may in fact choose a1, . . . , an and θ to be integers of magnitude at
most M = 2O(n logn). We fix such integers a1, . . . , an, θ. Let N denote M(n + 1). Let
I = {i ∈ Z | −(n+ 1) ≤ i ≤ n+ 1} and I≥0 be the non-negative members of I.
Similar to [17], we define the following.
For j ∈ {0, . . . , ` = dlogNe}, we define integers a(j)i (i ∈ [n]) and θ(j) as follows. We
define θ(0) = θ and a(0)i = ai for i ∈ [n]. For j ∈ [`], we define θ(j) = trunc(θ(j−1)/2) and
a
(j)
i = trunc(a
(j−1)
i /2) for i ∈ [n]. Here, trunc(z) = bzc for z ≥ 0 and dze for z < 0.
For j ∈ {0, . . . , `} and any prime p ∈ N, define
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INSj ∈ Bn so that INSj(x) = 1 iff
∑n
i=1 a
(j)
i xi − θ(j) ∈ I.
INSpj ∈ Bn so that INSpj (x) = 1 iff ∃k ∈ I such that
∑n
i=1 a
(j)
i xi − θ(j) ≡ k (mod p).
POSj ∈ Bn so that POSj(x) = 1 iff
∑n
i=1 a
(j)
i xi − θ(j) ∈ I≥0.
POSpj ∈ Bn so that POSpj (x) = 1 iff ∃k ∈ I≥0 such that
∑n
i=1 a
(j)
i xi − θ(j) ≡ k
(mod p).
The following is implicit in [17]. We omit the proof.
I Lemma 17. Let f,POSj , INSj (j ∈ {0, . . . , `}) be as defined above. Then, for any x ∈
{0, 1}n, f(x) = POS0(x) +
∑`
j=1
(
INSj−1(x) ∧ POSj(x)
)
, where the sum is taken over the
integers (and hence, the equality also holds modulo the characteristic of F).
We construct a small error probabilistic polynomial for f by constructing small error
probabilistic polynomials for the functions INSj ,POSj (j ∈ {0, . . . , `}). The following lemma
assures us that this is possible.
I Lemma 18. For j ∈ {0, . . . , `} and any δ ∈ (0, 1/2), the functions INSj and POSj have
δ-error probabilistic polynomials of degree O(
√
n · (logn log(1/δ))O(1)).
Assuming Lemma 18, we can prove Theorem 12 easily as follows. Fix δ = ε/(2` + 1).
Using Lemma 18, we have δ-error probabilistic polynomials Pj for POSj and Qj for INSj
of degree O(
√
n · (logn log(1/ε))O(1)). Consider the probabilistic polynomial P = P0 +∑`
j=1(1−Qj−1) ·Pj . By Lemma 17, for any x ∈ {0, 1}n, we have P(x) = f(x) unless there
is a j ∈ {0, . . . , `} such that Pj(x) 6= POSj(x) or a j ∈ [`] such that Qj(x) 6= INSj(x). By
a union bound, the probability that this occurs is at most (2` + 1) · δ = ε. Hence, P is an
ε-error probabilistic polynomial for f of degree O(
√
n · (logn log(1/ε))O(1)). This finishes
the proof of Theorem 12.
Proof of Lemma 18. Fix a j ∈ {0, . . . , `}. We prove the claim for INSj only. The proof for
POSj is very similar with I≥0 replacing I throughout.
Recall that INSj(x) = 1 iff
∑n
i=1 a
(j)
i xi − θ(j) ∈ I. Hence, INSj(x) depends only on
the sum
∑
i a
(j)
i xi and this might indicate that Theorem 11, that constructs probabilistic
polynomials for functions in SUMW , might be useful. However, the value of W here is too
large: it may be as large as M · (n+ 1) = 2Ω(n logn). We therefore first reduce the problem
to the case of small-weight sums by going modulo small primes. This idea has been used
before by Hofmeister [17], albeit for a different purpose from ours.
Consider any prime p ∈ N. Note that INSpj (x) is a function only of
∑
i bixi where
bi ∈ {0, . . . , p − 1} is chosen so that bi ≡ a(j)i (mod p). Thus, INSpj ∈ SUMW where
W = O(pn). Moreover, observe that:
If INSj(x) = 1, then INSpj (x) = 1 for any prime p.
If INSj(x) = 0, then though INSpj (x) could be 1 for some values of p, this does not
happen too often. The following makes this precise:
I Claim 19. If INSj(x) = 0, then |
{
p ∈ N ∣∣ p prime and INSpj (x) = 1} | ≤ log((2N)2n+3)
≤ Cn2 logn for some constant C > 0.
Proof. Since INSj(x) = 0, the integer K :=
∑
i a
(j)
i xi− θ(j) does not belong to I. Also,
we know that |K| ≤M(n+ 1) = N . Now, let Sx =
{
p ∈ N ∣∣ p prime and INSpj (x) = 1}.
By the definition of Sx, p ∈ Sx iff there is some k ∈ I such that K ≡ k (mod p) or
in other words, p|(K − k). Thus, every p ∈ Sx divides K − k for some k ∈ I and
hence the product
∏
k∈I(K − k). Therefore, |Sx| ≤ log(
∏
k |K − k|) ≤ log((2N)2n+3) as
claimed. J
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Now fix r = d(2Cn2 logn)/δe where C is the constant from Claim 19. Let p1, . . . , pr be
the first r primes. By our reasoning above, for any x ∈ {0, 1}n, we have
INSj(x) = 1⇒ INSpkj (x) = 1 ∀k ∈ [r],
INSj(x) = 0⇒ Prk∈[r][INSpkj (x) = 1] ≤ Cn
2 logn
r ≤ δ2
We claim that the functions INSpkj (k ∈ [r]) have probabilistic polynomials of low degree.
As we argued above, the function INSpkj (x) ∈ SUMWk for Wk = O(pkn). Moreover, by
the Prime Number Theorem [13], we have pk ≤ O(r log r) for each k ∈ [r]. Hence, for
each k ∈ [r], the function INSpkj ∈ SUMW for W = O(nr log r). Applying Theorem 11,
we see that the function INSpkj has a (δ/2)-error probabilistic polynomial Qk of degree
O(
√
n log(1/δ)(logW )O(1)) =
√
n · (logn log(1/δ))O(1), where the final equality follows from
our choice of r.
Now, consider the probabilistic polynomial Q: that is, we first pick k ∈ [r] uniformly
at random and then sample a polynomial from the distribution Qk. We claim that Q is
a δ-error probabilistic polynomial for INSj . To see this, note that for any x ∈ {0, 1}n, we
must have Q(x) = INSj(x) unless one of the following two events occurs:
INSpkj (x) 6= INSj(x). As we saw above, this happens with probability at most δ/2.
Qk(x) 6= INSpkj (x). By our choice of Qk, this happens with probability at most δ/2.
Hence, the probability that Q(x) 6= INSj(x) is at most δ. Thus, Q is a δ-error probabilistic
polynomial for INSj of degree
√
n · (logn log(1/δ))O(1). J
4 Connections to other problems
1-round Compression by ACC0[p] circuits. Motivated by applications in Cryptography,
parameterized complexity, and PCPs, Chattopadhyay and Santhanam [11] study the prob-
lem of proving lower bounds for compression by constant-depth circuits. We briefly describe
the setup here, referring to [11] for details.
We define a compression game, between two players Alice and Bob, as follows. Let f ∈ Bn
be known to both players. Alice, a computationally bounded player, is given x ∈ {0, 1}n
and wishes to compute f(x) with the aid of Bob, who is computationally unbounded. The
aim is to minimize the amount of communication between the players. We consider the case
when Alice’s computational power is restricted to a class of constant-depth circuits C, which
we call a C-compression game. We also consider the special case of 1-round compression
games, where Alice sends a message to Bob based on the input x and Bob declares the value
f(x). Note that for any reasonable C, there is always a 1-round communication protocol
with communication n: Alice simply sends x to Bob, who then outputs f(x).
In the case that C = AC0, [11] showed a close to optimum communication lower bound
of n/(logn)O(1) for the MOD2 function. In the case that C = ACC0[p] (p prime),using
Theorem 5, they show that any 1-round compression protocol for MODq,0 must involve
Ω(
√
n/(logn)O(1)) bits of communication. Using the same idea, we can show that stronger
inapproximability results (w.r.t. any distribution) would imply stronger communication
lower bounds for 1-round ACC0[p]-compression game. The proof is omitted.
I Theorem 20. Assume f ∈ Bn has a 1-round ACC0[p]-compression protocol with com-
munication c. Then, f has a (1/10)-error probabilistic polynomial over Fp of degree O(c ·
(logn log c)O(1)). In particular, if f has no (1/10)-error probabilistic polynomial of degree
n1/2+ε over Fp for some ε > 0, then any 1-round ACC0[p]-compression protocol for f re-
quires Ω(n1/2+ε/(logn)O(1)) bits of communication.
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Lower bounds for AC0 ◦ SYMTHR. There has been considerable work on proving lower
bounds for AC0 augmented with more powerful gates in some specific way, as a way of making
progress towards proving lower bounds for stronger circuit classes, such as TC0. Some of
these works [16, 9, 20] have considered the model where the AC0 circuits are allowed to
have a “few” SYM, THR, or other gates. We consider a different variant where there are no
bounds on the number of SYM and THR gates but on their position in the circuit: we require
that these gates appear just above the input variables. As far as we know, lower bounds
even for simple special cases of this model such as OR ◦AND ◦ SYM and OR ◦AND ◦THR
are unknown. In the case that the SYM gates at the bottom involve modular computation,
some recent progress [12, 10] has been made. We can show that any function in the circuit
class AC0◦SYMTHR has small error probabilistic polynomials of degree O(√n ·polylog(n)),
and hence proving that an explicit function f does not have probabilistic polynomials of this
degree will prove an explicit lower bound for this circuit class. The proof is omitted.
I Theorem 21. Let F ∈ Bn be computed by an AC0 ◦ SYMTHR circuit of size s. Then, F
has a (1/10)-error probabilistic polynomial of degree O(
√
n(logn log s)O(1)) over any field F.
In particular, if F has no (1/10)-error probabilistic polynomial of degree less than n1/2+Ω(1)
over some field, then any AC0 ◦ SYMTHR circuit for F must have size 2nΩ(1) .
Correlation bounds for low-degree polynomials. Let p ∈ N be a constant prime. We
consider the problem of proving correlation bounds over Fp: i.e., showing that an explicit
Boolean function f ∈ Bn is (d, δ,D)Fp -inapproximable for δ close to 1/2. For brevity, we say
that f ∈ Bn is (d, ε,D)Fp -correlated (resp. uncorrelated) if it is (d, 12 − ε,D)Fp -approximable
(resp. inapproximable). Showing strong correlation bounds against low-degree polynomials,
(say, for ε 1/n, d = polylog(n), and D the uniform distribution) would have applications
to constructing PRGs for ACC0[p] (see [27]).
Smolensky [25] showed that the MAJn function is (d,O
(
d√
n
)
,U)Fp -uncorrelated for any
d ∈ N where U denotes the uniform distribution. For d  logn, this bound has been
strengthened by results of Bourgain [7] and Viola and Wigderson [28]. However, when
d ≥ logn, Smolensky’s bound has not been improved for any probability distribution D.
We can show that proving probabilistic polynomial degree lower bounds of n1/2+Ω(1) over
Fp would improve on Smolensky’s correlation lower bound for some (possibly non-explicit)
distribution. The proof is omitted.
I Theorem 22. Assume that for some d ∈ N and δ > 0, the function f ∈ Bn is (d, δ,D)Fp-
correlated for every distribution D over {0, 1}n. Then, for any ε ∈ (0, 12 ), f has an ε-error
probabilistic polynomials of degree d·(log(1/δ) log(1/ε))
O(1)
δ over Fp. In particular, if f has no
(1/10)-error probabilistic polynomial of degree n1/2+η for some constant η > 0, than there
is some distribution D such that f is (d,O
(
d·(logn)O(1)
n1/2+η
)
,D)Fp-uncorrelated.
Lower bounds for AC0 ◦MOD2 circuits computing Inner Product. We define the Inner
product function IPn ∈ B2n as follows: IPn(x1, . . . , xn, y1, . . . , yn) =
⊕n
i=1 xi ∧ yi. By
definition, IPn has a depth-2 ACC0[2] circuit of linear size, which is made up of 2n AND
gates feeding into a MOD2,1 gate. Servedio and Viola [23] consider the question of whether
IPn can be computed by a polynomial sized AC0◦MOD2 circuit. This question has relations
to Matrix Rigidity (see [23]) and Communication complexity [2].
Here, we show the following: if there is a constant-degree polynomial from F2[X1, . . . , Xn]
that does not have a (1/10)-error probabilistic polynomial of degree n1/2+Ω(1) over some
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field F, then IPn does not have polynomial-sized AC0 ◦ MOD2 circuits. Note that by
Lemma 13, any degree-1 polynomial over F2 has a (1/10)-error probabilistic polynomial
of degree O(n1/2) over any field F. For polynomials of degree 2 and above, as far as we are
aware, there are no such results known.
I Theorem 23. If IPn has an AC0 ◦ MOD2 circuit of size s, then any constant-degree
polynomial P ∈ F2[X1, . . . , Xn] has a (1/10)-error probabilistic polynomial Q of degree
O(
√
n · (logn log s)O(1)) over any field. In particular, if there is a constant-degree poly-
nomial P ∈ F2[X1, . . . , Xn] that has no (1/10)-error probabilistic polynomial of degree less
than n1/2+Ω(1) over some field, then any AC0 ◦MOD2 circuit for IPn must have size 2nΩ(1) .
The proof of the above is postponed to the full version of the paper. Note that as
opposed to the explicit lower bounds required for the applications in previous sections, the
above theorem says that a degree lower bound for probabilistic polynomials over some F
even for a somewhat non-explicit function suffices to prove a lower bound for the explicit
Inner Product function.
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