We measure the conductivity of neutral fermions in a cubic optical lattice. A uniform force is applied at a single frequency by periodic displacement of the trapping potential, and the current response is observed through the global displacement of the atoms. The steady-state ratio between current and force is the ac conductivity, similar to the optical conductivity commonly measured in materials via their reflectivity. We identify a linear response regime in which conductivity is independent of drive strength, and show that the real part of conductivity corresponds to the energy absorption rate. Our technique measures both on-and off-diagonal conductivity in one spatial plane, which provides a model-free measurement of the Hall conductivity. Sum rules are used to relate the observed conductivity to thermodynamic properties such as kinetic energy, and to test the validity of single-band models. We explore the effect of lattice depth, temperature, interaction strength, and density on conductivity. Using a relaxation-time approximation, we extract the transport time of current, and show that in the weakly interacting regime the measurements agree well with a perturbative calculation of current damping. Our work enables a direct comparison of transport properties between cold-atom systems and materials.
We measure the conductivity of neutral fermions in a cubic optical lattice. A uniform force is applied at a single frequency by periodic displacement of the trapping potential, and the current response is observed through the global displacement of the atoms. The steady-state ratio between current and force is the ac conductivity, similar to the optical conductivity commonly measured in materials via their reflectivity. We identify a linear response regime in which conductivity is independent of drive strength, and show that the real part of conductivity corresponds to the energy absorption rate. Our technique measures both on-and off-diagonal conductivity in one spatial plane, which provides a model-free measurement of the Hall conductivity. Sum rules are used to relate the observed conductivity to thermodynamic properties such as kinetic energy, and to test the validity of single-band models. We explore the effect of lattice depth, temperature, interaction strength, and density on conductivity. Using a relaxation-time approximation, we extract the transport time of current, and show that in the weakly interacting regime the measurements agree well with a perturbative calculation of current damping. Our work enables a direct comparison of transport properties between cold-atom systems and materials.
I. INTRODUCTION
Measuring conductivity has proven to be a powerful discovery tool for new physics in materials. However, a first-principles connection between macroscopic functional properties and their microscopic quantum origins is challenging due to the non-equilibrium nature of transport, and the complex structure of strongly correlated materials. Quantum simulations with ultracold atoms offer the prospect to bridge this gap, by comparing emergent phenomena in a simpler system to ab-initio calculations. The power of this approach lies in the ability to tune elements of the underlying Hamiltonian, control initial conditions, and observe dynamics.
Here we realize the proposal of Wu, Taylor, and Zaremba [1] , closely related to a proposal by Tokuno and Giamarchi [2] , to measure the global conductivity of ultracold fermions in an optical lattice through center-ofmass (c.m.) dynamics. The sample is neutral; therefore, by conductivity we refer to the linear response parameter σ that is the ratio of particle-current J to an applied force F . Since the trap prevents a steady-state current response to a static force, the interesting response is the frequency-dependent σ(ω). This quantity is analogous to the optical conductivity of materials, typically studied through reflectivity and transmission of a sample [3] . However, since time scales are amplified by eight to ten orders of magnitude [4] , typical features appear in the acoustic band instead of at microwave or optical frequencies.
Our observable can be expressed through the Kubo formula [5, 6] in terms of the Fourier transform of the retarded current-current correlation function. These current correlations have been studied in the time domain in Bose and Fermi gases by observing the response to a sudden trap displacement [7] [8] [9] [10] [11] [12] [13] [14] or momentum kick [15] . Our study instead takes a spectroscopic approach, in which σ(ω) is characterized one frequency at a time. This has the advantage of larger signal at a single frequency within the constraint of linear response, and rejection of noise through spectral filtering. Measurement of ac conductivity throughout a band of frequencies also enables the use of sum rules.
The global conductivity measurements presented here are also related to recent cold-atom conductance measurements studied in a two-terminal geometry with engineered reservoirs [16] [17] [18] [19] [20] . When atomic transmission is controlled by a mesoscopic sub-system, conductance is understood through a Landauer formalism, connected to a (two-operator) spectral function instead of the (fouroperator) commutator in the Kubo formula [21] . Recently, the two-terminal approach has been extended to a nine-site, one-dimensional lattice with strong attractive interactions [22] .
We report on the optical conductivity of a gas of 40 K confined in a three-dimensional optical lattice. We obtain both the real and imaginary parts of conductivity, which correspond to the dissipative and reactive response, respectively. Observing the tensor response enables the determination of the Hall conductivity. The shape of the σ(ω) spectrum has a peak at the dressed trap frequency, and broadening due both to scattering and to anharmonicity of the single-particle eigenspectrum. Fitting these data to a microscopic model with phenomenological broadening, we infer the transport time. Partial sum rules enable us to connect the dynamical observations to thermodynamics. The following sections outline the principle of the measurement and basic properties of conductivity (Sec. II), and observations on how conductivity is affected by lattice depth, temperature, in- teraction strength, and particle density (Sec. III). The relation of σ(ω) measurements to quasiparticle mobility is discussed in Sec. IV. We conclude and discuss further prospects in Sec. V.
II. MEASUREMENT
The system studied is a balanced spin mixture of fermionic 40 K in a cubic optical lattice with period a L = 527 nm and depth V . After sample preparation [23] , typical conditions are as follows: N ∼ 10 4 atoms in an equal mixture of the m F = −9/2 and m F = −7/2 spin states of the F = 9/2 ground-state manifold; lattice depth V = 2.5E R , where
; temperature T ∼ 1.5t 0 , where t 0 is the nearest-neighbor tunneling strength; and interaction strength U ∼ 0.7t 0 , from the background s-wave scattering length. These values are intentionally tuned, and the impact on system response studied throughout the experiment. Harmonic confinement is created by the three lattice beams and by two additional crossed dipole trap (XDT) beams [ Fig. 1(a) ]. Including all five beams, for typical V = 2.5E R , the trapping frequencies are ω x,y ≡ ω 0 = 2π × 65(3) Hz in the xy plane, and ω z = 2π × 220(10) Hz in the z direction.
A. Observable
After sample preparation, conductivity is measured as follows. A periodic displacement of one or both of the XDT beams creates the analogue of the voltage in an electronic conductivity measurement. Drive frequencies range from 10 Hz to 200 Hz, with displacement amplitude typically a few micrometers. For XDT displacement d β (t) along directions β = {x, y}, the resultant force is F β = mω −7 volts per meter, in our case, it also corresponds to a 20% change in chemical potential over the central trap region, relative to 1D bandwidth. The amplitude of the periodic force is increased linearly over 150 ms, and then held constant for 50 ms. This allows the system to come to a quasi-steady state [see Fig. 1(b) ].
After a further variable delay time t of up to two drive periods, the dynamics are frozen by increasing the lattice depth to 60 E R in 0.1 ms. The in-situ density distribution of the cloud is recorded via fluorescence in a quantum gas microscope apparatus [24] [25] [26] [27] [28] [29] [30] [31] at 1000 E R . Only the central four planes of the optical lattice are imaged, to remain near the focal plane of the imaging system. Displacement in z is neither measured nor expected since forces are applied in the xy plane, and no Hall response is anticipated. The imaging process photo-associates atoms in doubly occupied sites [24, 25] . In order to minimize this effect, we work in a low-filling regime, with typical n ↑ = n ↓ = 0.12(1) per spin state, and average doublon fraction of only 0.02(1) [23] [32] .
From in-situ fluorescence images, we measure a sitegranulated c.m. positionR α=x,y = i,σ r α,ini,σ , where |i is the state describing an atom on lattice site i located at r α,i , that we fit to R α (t) = A α cos[ωt − φ α ] [see Fig. 1(c,d) ]. Here, ω is the drive frequency, and not a fit parameter. We then deduce the steady-state bulk current from
with complex notation (e.g. R α (ω) = (A α /2)e −i(ωt−φα) ) used in the frequency domain.
The global conductivity σ αβ can then be determined through Ohm's Law,
so that in terms of fit variables and drive strength,
Figure 1(e) shows an example of the real and imaginary conductivity determined in this way for moderate lattice depth and weak interactions, U/t 0 = 0.7. Since we are measuring the optical conductivity of a harmonically trapped lattice system, the dc conductivity of the system is zero; the trap contributes a capacitive term to the impedance, which diverges at zero frequency. Instead, the real conductivity shows a resonance at the latticedressed trap frequency ω * , here ≈ 60 Hz, with a full width smaller than 10 Hz. As required by the Kramers-Kronig relations, the imaginary conductivity follows a dispersive response at the same resonant frequency.
Note that σ αβ is an extensive, complex quantity, with units of time over mass. σ αβ is also a tensor, the properties of which are discussed further in Sec. II C. Using the lattice spacing a L as a natural length scale, we write the conductivity in dimensionless form: σ/σ 0 where σ 0 ≡ a 2 L N/ . The numerical value of σ 0 is mσ 0 /N ≈ 175 µs, which is π 2 /2 times the recoil time /E R . σ 0 also gives the scale of the Mott-Ioffe-Regel limit [33] . 
B. Linear Response and Joule Heating
Since conductivity is a linear response property, Eqs. 2 and 3 are only valid for small applied forces. As shown in Fig. 2 , this demands careful control of drive amplitude, and limits signal size. The response is linear for small drive amplitudes, as indicated by the fit lines, with a roll-over that depends on drive frequency. Nonlinearity appears for response amplitudes comparable to 1 µm, emphasizing the need for high-resolution measurement.
One mechanism by which linear response can break down is through Bloch oscillations. A static force of strength F causes the group velocity to oscillate at frequency ω B = a L F/ in a single-band Hubbard dispersion. Thus the displacement of a wave packet in response to an oscillating force is proportional to sin[(ω B /ω) sin ωt], which is only single-frequency for ω ω B , or F ω/a L . In the data shown in Fig. 2 , the maximum drive strength (9.5 µm) would give ω B = 2π × 20 Hz, so that the data at 20 Hz drive frequency should only be trusted for smaller amplitudes. This same restriction (ω B ω) avoids the modification of effective tunneling in the Floquet basis [34, 35] .
Another breakdown in perturbative response could be due to resistive heating causing a significant increase in temperature for larger drive amplitudes. Heating is an unavoidable effect, since a finite real conductivity signifies a dissipative response. In fact, as discussed in [2, 36] , the energy absorption rate r EA can also be used as a measure of the real conductivity. According to Joule's
Tensor nature of conductivity. The conductivity tensor is determined by measuring response when forcing along the lattice axes (x, y), and comparing to when forcing along the XDT axes, which differ by an angle of π/6. Law,
In order to determine the quantity of heat deposited into the system, we follow established calorimetry procedures using in-situ fluorescence images. We compare the density distributions to local-density maps obtained via a Monte Carlo calculation [37] of a 4×4×4-site cubic lattice at a given U and t 0 , but variable T and chemical potential µ [23] . The same model was used to calculate the average energy per particle for each T and µ. Repeating this procedure for multiple t varying from 0 to 1000 ms, we extract r EA from the linear increase in average energy with respect to time, illustrated in Figure 3 Differences are due the longer drive time for the r EA method, and systematic errors in calorimetry. The onresonant heating rate was sufficient to double the temperature in ∼1 s, and, as shown in Sec. III B, conductivity is reduced at higher temperature. For delicate lowertemperature phases, an optimal measurement strategy might gather signal off-peak, for instance by probing Im[σ] and using Kramers-Kronig relations.
C. Tensor response
Our experimental protocol allows us to provide a force to the sample along any axis. Choosing any two noncollinear axes enables the determination of the twodimensional conductivity tensor σ αβ (ω) describing transport in a plane. Knowledge of the tensor σ αβ (ω) is of interest because it reveals spatial and temporal symmetries of the sample. Figure 4 (a-d) shows tensor conductivity determined through two different choices of pairs of forcing axes: either along the axes of the in-plane optical lattices, or along the axes of the XDT beams, which are rotated by π/6 from the lattice axes [see Fig.4 (e)]. We find that the components of the conductivity tensors obtained through two different choices of pairs of measurement axes possess similar values when recast into a common basis (x , y as shown).
At each frequency, one can decompose σ αβ into its symmetric and anti-symmetric parts, σ αβ = σ
The symmetric conductivity is decomposed into the sum of its real and imaginary parts which are fully characterized by their eigenvalues and the rotation angle for which they are diagonal. In this case, due to the near isotropy of the system, eigenvalues are nearly degenerate and such a rotation angle is ill-defined. The anti-symmetric σ (A) αβ has only one scalar degree of freedom (in two dimensions), which is the Hall conductivity, (e) The full width at half maximum for the real conductivity is shown (diamond points) versus lattice depth, as determined from a Lorentzian fit. This is compared to the Γ (circles) obtained via the fit procedure described in the text, which isolates for interaction-induced broadening, at depths V ≥ 2.0ER. The results of kinetic theory are also shown (blue line), which is described in more detail in III C.
and which is invariant under rotation. In Fig. 4 (f), we allow for the possibility that an anti-symmetric part of the conductivity tensor exists, and plot its determined value within the frequency band of interest. As expected for our system, σ H is consistent with zero: there is no broken time-reversal symmetry in the Hamiltonian. This can be further quantified using a sum rule for the off-diagonal conductivity. Defining the Hall angle as tan
where ω H is the Hall frequency, which is unaffected by interactions, and is also the cyclotron frequency eB/m for a free electron. From our data we find ω H = 2π × (0 ± 2) Hz, consistent with zero. Despite the null result of this measurement, it provides a tool to explore Hall physics, and an alternative to previously demonstrated methods [39, 40] . In the remainder of this paper, we focus on the on-diagonal response of the system.
III. RESULTS

A. Effect of the lattice
A theorem by Kohn [41] states that the center-of-mass response of any harmonically trapped system will be independent of interactions between particles. This fact is regularly exploited in an ultracold atoms experiment when periodic modulation of a trap is used to calibrate the trap frequency without an interaction-induced systematic shift. In this work and in prior studies of c.m. motion in an optical lattice, the same observable acquires new significance due to the breaking of translational invariance by the lattice [1, 36, 42] . Figure 5 demonstrates this effect. At zero lattice depth, the response is a Fourier-limited peak, at the bare trap frequency. As the lattice depth is increased, the Kohn response melts, which manifests in three transformations: a shift in the peak response, a loss of spectral weight, and a broadening.
The frequency shift in peak conductivity is primarily due to the increase in effective mass at the bottom of the band, where the one-dimensional density of states is peaked. For a uniform lattice, the effective mass is given by
where k is quasi-momentum, (k) = k|Ĥ 0 |k , andĤ 0 is the kinetic energy Hamiltonian. In the tight-binding limit of a deep lattice, the dispersion relation is sinusoidal, and m *
; at shallower lattice depths, next-nearest-neighbor tunneling terms contribute. We measure the frequency at which the peak in real conductivity occurs, ω pk . As the effective mass of the particles increases, we would expect this peak to shift to ω * ≡ ω 0 m/m * xx (0). In Fig. 5 (c), the tight-binding m/m * TB (0) and the exact m/m * xx (0) are compared to the measured ω pk /ω 0 . We find excellent agreement with the beyond-tight-binding effective mass.
The loss of spectral weight is quantified by the integrated real conductivity across the observed frequency range. This is an "f-sum", and the subject of several exact sum rules. For global conductivity, one can show that [23] 
where the angle brackets denote a thermal average. The Hamiltonian of the system enters throughĴ
BecauseR β is a local operator, its form is unchanged by interactions or by the presence of a trap. For any physical system described by a Hamiltonian
independent of temperature, interaction strength, or trapping environment [1] . An experimentally determined S αβ may differ from the complete S ∞ αβ due to truncation of the measured f-sum at a finite frequency. Figure 5 (d) shows that mS xx /N is unity in the absence of a lattice, but is reduced with increasing depth. In our studies, we probe only dynamical response due to low-energy excitations ( 200 Hz) within the lowest band, and do not probe the (typically kHz) inter-band transitions [43, 44] . A single-band Hubbard model (HM) naturally captures this low-energy response. The on-diagonal response for an isotropic singleband HM gives
whereĤ 0x = −t 0 iĉ † iĉ i+1 + h.c. andĉ i is the annihilation operator for site i. In this case, the f-sum relates to the kinetic energy through E K = α Ĥ 0α . An alternate interpretation is to relate the f-sum to a mass, as
where 1/m * xx is thermally averaged effective mass. For a completely filled Hubbard band, 1/m * xx (k) = 0, E K = 0, and conductivity must be zero. In the tightbinding, Maxwell-Boltzmann (MB) limit,
where β is the inverse temperature, and I n (z) is a modified Bessel function. The result of evaluating Eq. 11 directly using the known non-interacting band structure is shown as a red line in Fig. 5(d) , using the temperatures measured at each depth. The agreement is excellent, even though the parabolic confinement is neglected. (see Sec. III B for further discussion of the f-sum.) Although the measured temperatures remain nearly fixed, the bandwidth decreases with increasing lattice depth, resulting in a decrease in S xx . However, including the parabolic confinement potential is essential to understanding the detailed frequency response, including the prominent observed resonance.Therefore, we consider an extension to the Bloch Hamiltonian that includes this potential,
2ĉ † iĉ i and LP means lattice-parabolic. The energy spectrum E p of the noninteracting eigenstates |ψ p is well understood [45] [46] [47] . There are two regimes: delocalized states at −2t 0 < E p 2t 0 , and localized states at E p 2t 0 . The lowest-energy states are equally separated in energy, and smoothly transform into Bloch states when the trap frequency is reduced. The localized states have an energy that is asymptotically quadratic in p, as their kinetic energy vanishes and they become purely localized states in the potential. They become relevant when temperature is not small compared to 4t 0 . When using this model at low lattice depths, we include the first-order shift of nextnearest and next-next-nearest neighbor hopping terms to the eigenenergies [23] . This ensures that the energetic splitting between the delocalized states has the correct ω * in the weak lattice limit, instead of the tight-binding ω * , as shown to be significant in Fig. 5(b) . Treating the drive as a time-dependent perturbation, one can show that the ac conductivity of the LP Hamiltonian is
where f p is the thermal occupation of eigenstate |p , and ω pp = E p − E p . For the parameters of our experiment, the dominant coupling is between adjacent states, and the frequency spectrum of σ (LP) xx (ω) reflects the energetic spacing between adjacent eigenstates. ε characterizes the e εt envelope assumed to describe the adiabatic ramp-up of the excitation potentials. A generalization includes a self-energy term in the denominator of Eq. (13) [48] , which in its simplest form replaces ε by a phenomenological broadening Γ/2, the imaginary part of the self-energy at the frequency of the peak response. Note that σ (LP) xx (ω) obeys Kramers-Kronig relations for any Γ > 0, and that its f-sum is independent of Γ.
Fitting with the σ (LP)
xx (ω) model enables a phenomenological broadening Γ to be distinguished from the anharmonicity of the single-particle eigenspectrum. The bestfit Γ, along with numerical FWHM, are shown in Fig. 5 (e) versus lattice depth. For V 2E R , the width is consistent with an independently measured (SM Sec. 4) Fourier limit at Γ = 2π × 2.9(2) Hz (dashed line), determined by the finite drive time. As Γ becomes much larger than the Fourier broadening, here at larger V , it acquires a new significance: Γ → τ −1 , the inverse of the transport time from Boltzmann transport theory [49] . This is a measure of the 1/e damping time of particle currents due to collisions [50] . The connection between the width of Re σ xx and collisions is supported by comparison to a kinetic theory calculation (presented in Sec. III C). This is the clearest sign of the melting of the Kohn response, as the c.m. mode is coupled to other degrees of freedom, and is eventually over-damped by collisions.
B. Effect of temperature
To explore independently the effect of temperature, we measure optical conductivity at variable T , while keeping both lattice depth and scattering length fixed. The temperature is adjusted in the dipole-trap stage of the experimental cycle, by snapping on and off the lattice to a variable height non-adiabatically (in less than 100 µs), then allowing the system to equilibrate, before finally loading to V = 2.5E R . Temperature after loading is assessed using in-situ density images.
The results are shown in Fig. 6 . Each data set of Re[σ xx ] and Im[σ xx ] is jointly fit to the σ (LP) xx (ω) model, using measured trap parameters, numerically calculated coupling matrix elements, the beyond-tightbinding eigenfrequencies, and two fit parameters: temperature T , and eigenstate width Γ. As seen in Fig. 6 , the fits are excellent. The f-sum is found from the the integral of Re σ (LP) xx (ω), and shown in Fig. 6(c) . S xx is seen to decrease by roughly a factor three as T is doubled, and follows the trend anticipated by the homogeneous lattice calculation (red line).
From the measured S xx we draw two conclusions. First, the thermally averaged effective mass is increasing with temperature (see Eq. 11), i.e., the system is overall less responsive to the applied force. Second, from the agreement with the homogeneous lattice calculation, here and in Fig. 5(d) , we see that the f-sum is unaffected by the trap in the regime we probe. This may be surprising, since there are an unbounded number of localized states in the LP Hamiltonian; whereas, in a uniform system, there is a finite bandwidth. Indeed, for the highest temperatures and fillings used in these data, roughly one fifth of the atoms are in the localized part of the Ĥ LP spectrum.
One can show that the agreement between the LP and uniform f-sum is exact for MB statistics, in the limit k B T ω * . In tight binding, the partition function is
which is the uniform tight-binding result, Eq. 12. From ∂Z/∂V P , the parabolic potential energy is Ĥ P = k B T /2 in the same limit, as expected from equipartition.
(The beyond-TB case is discussed in SM Sec. S6.) We see that in the k B T ω * limit, although the harmonic trapping potential does modify the energy per particle, it does not change the kinetic energy, or the f-sum, for given T and t 0 .
A secondary effect of temperature in these data is a change in the width of the σ xx response. Figure 6(d) shows that the best-fit Γ decreases with increasing temperature, and is not far above the Fourier limit. The decrease in Γ is primarily due to a reduced scattering rate as a consequence of the lower density at higher temperature (and fixed atom number), as expected for a harmonically trapped system. Figure 6 (f) shows that the measured filling per spin state decreases from n ↑ = 0.12(1) to 0.04(1) across the range of measured T . The reduction in density reduces the collision rate between particles, which reduces the current-damping rate, and thus the broadening of the response.
To correct for the density effect, we can instead plot the width per unit filling Γ/ n ↑ in Figure 6 (e). This quantity increases with temperature, in agreement with the expectation that the resistivity of a metal should increase with temperature at constant electron density. Indeed, despite the proximity to the Fourier limit contributing systematic error to the determination of the broadening, data points in Figs. 6(f)(g) remain close to expectations of the kinetic theory calculation (blue lines) discussed in Sec. III C.
C. Scattering
Perhaps the most interesting information one gains from conductivity is the effect of scattering processes on transport. We explore this dependence in two ways: by tuning the scattering length via a Feshbach resonance, and by changing the density by varying the number of atoms loaded into the lattice. Figure 7 summarizes the effect of these variables on optical conductivity. For variable scattering length, the solid lines in Figs. 7(a,b) show fits to the σ (LP) xx (ω) model, with resultant Γ and S xx shown in Figs. 7(c,d) . The peak conductivity is reduced; however, we find that S xx is nearly constant, with residual small variations [as shown in Fig. 7(d) ]. Even these small variations are explained within the non-interacting uniform-gas theory described above, at the measured T for each scattering length (see red × symbols). This comparison illustrates a basic property of optical conductivity: scattering cannot "destroy" conductivity, but only moves it from one part of the Re σ(ω) spectrum to another [6] . One sees this through the f-sum rules, which depend explicitly on Ĥ 0 , so that interactions affect the sum rule only through changes in thermodynamics, but not through dynamical and dissipative effects such as scattering.
Increasing the scattering cross section reduces the peak conductivity through spectral broadening of the response, shown by an increasing Γ. For |U |/t 0 < 2, we find Γ increases with U 2 , as shown in Figs. 7(c) and discussed further below. At larger U , the best-fit Γ deviates from linear, and appears to saturate at 280(80) s −1 , which is 0.08(2)t 0 / .
The collision rate can alternatively be increased with higher density, which provides an independent test of the effect of inter-particle interactions on the conductivity spectrum. Figures 7(e,f) show fit results from data sets with U/t 0 = 0.7, but measured filling changing from 0.09(2) to 0.19(1) per spin state, as controlled by varying the total number of atoms loaded into the lattice from N = 5 × 10 3 to N = 5 × 10 4 . We again see that Γ increases well above the Fourier limit, but due to a systematic increase in temperature, S xx is also reduced.
To understand 1/τ in the U t 0 regime, we calculate the rate of current damping using a kinetic approach. The global current is J = J ↑ + J ↓ , with
The rate of change of current due to collisions is
We consider a distribution displaced by ∆q x from an equilibrium Fermi distribution f (eq) (q) due to an external force, where ∆q x 1 in linear response. The rate of relaxation of f (q, t) may be calculated by treating the Hubbard U as a perturbation that scatters incoming q 1 , q 2 into final states q 3 and q 4 . The value of q 4 is uniquely determined by the other three momenta. When q α,4 = q α,1 + q α,2 − q α,3 ± 2π along any lattice axis α, the scattering is called an "Umklapp" collision, in contrast to collisions that conserve quasi-momentum. The ampli- tude of both types of events is equal in the tight-binding limit.
Retaining only terms that are first order in ∆q x , the ratio of current damping rate to the current is [23] 
where ∆J x (12; 34) is the change in current along x between the initial and final states, and f The results of the calculation are shown as blue lines in Figures 7(c,e) . As interaction strength is varied, the observed Γ follows the anticipated U 2 scaling for small U/t 0 in Fig. 7 , and also follows the calculated τ −1 in Figs. 5(e) versus depth, 6(d,e) versus temperature, and 7(e) versus filling. This provides strong evidence that the width of the σ xx spectrum is a measure of the transport time. We also note that the nearly linear dependence of Γ on n ↑ in Fig. 7(e) is what would be expected in a hightemperature regime without Pauli blocking of collisions, and validates our use of MB statistics in the σ (LP) xx (ω) model, Eq. 13.
At U 2 /t 2 0 4 in Fig. 7(c) , we observe a roll-off in the best-fit Γ, deviating from the perturbative U 2 scaling. The width appears to saturate, changing little within experimental error between U 2 /t 2 0 = 6 and U 2 /t 2 0 = 24. Our large-U data would be consistent with a upper bound in τ −1 that is 0.8(2) n ↑ t 0 / , comparable to the value suggested in Ref. [51] .
We note that τ differs from the mean free time between collisions, since collisions do not necessarily damp current. Kohn's theorem is one dramatic example of this distinction. However, in the particular case of a ∆q displacement from equilibrium, the f (q) distribution relaxes only through collisions that also change global current [23] . This provides a microscopic connection between our observable and a recent direct study of quasi-momentum relaxation [15] .
IV. MOBILITY AND PEAK CONDUCTIVITY
In linear response, an applied impulse F x ∆t generates a displacement ∆q x of f (q) from equilibrium. It can be shown [23] that the resulting global current per particle is ∆J x /N = F x 1/m * xx ∆t. If the applied force is instead held fixed, the current will reach a steady state due to damping. Therefore, in the absence of a trap, the relationship between applied dc force and rate of change of global current is
In steady state, dJ ↑x /dt = 0, and so the drift current per particle is
Apart from a factor of elementary charge, we can identify
as the mobility: the ratio between the carrier drift velocity and applied dc force. This estimate of the mobility can be recovered directly from the Fermi-Boltzmann equation using a variational approach [52] . Since the partial f-sum is S xx = N 1/m * xx , mobility combines two main quantities derived from σ xx spectra.
As shown in previous sections, even though both τ and S xx are measured in a trapped system, neither is sensitive to the presence of a trap -agreeing well with theoretical models for a uniform lattice system at the same T /t 0 and n ↑ . In the conditions of the experiments described here (relatively high temperature and weak scattering), µ xx would be the same for fermions in a uniform system, at the same T /t 0 , lattice depth, scattering length, and filling. Figure 8 shows the dimensionless mobility versus lattice beam power and versus scattering length, combining data previously presented in Figs. 5 and 7. Figure 8(a) shows a dramatic reduction of µ xx by two orders of magnitude as V increases. This is due to the combined effects of higher effective mass m * xx , higher interaction strength U , and higher density n ↑ due to the increased harmonic confinement as the lattice beam power is increased. As a consequence of the Kohn theorem, one would expect µ xx → ∞ as lattice depth is reduced. Here, the observed apparent µ xx only saturates to a finite value due to Fourier-limited spectral precision. Figure 8 (b) demonstrates the decrease in mobility as the scattering length increases, for fixed V = 2.5E R . The mobility decreases rapidly in the U t 0 weakly interacting regime, and then saturates to a steady-state value in Fig. 7(a-d) , mobility decreases and saturates.
the strongly interacting regime, both reflecting the trend in τ −1 observed in III C. For under-damped current response, the mobility is approximately equal to the peak on-axis real conductivity Re σ xx (ω). One can compare the trend in Fig. 8 to the trends in peak values of spectra in Figs. 5(a,b) and 7(a). This correspondence is precise in the limit where Re σ xx (ω) is Lorentzian: then its peak value → S xx τ = N µ xx , so long as Γ = τ −1 . Peak conductivity in a Drude model, where σ e (ω) ∼ (1 + iωτ ) −1 , is S e τ , where S e is the low-frequency f-sum. This supports the association of µ xx with the low-frequency conductivity of an extensive material, in which the trap is removed but average intensive parameters are kept constant. This identification follows the order of limits in which the dc conductivity is defined: first the excitation wavelength → 0, and then ω → 0 [6] . However, for a finite-size sample, the same physics must correspond to a finite ω. In our harmonically trapped system, the spacing between the lowest-energy single-particle eigenmodes is ω * , so that the lowest-energy eigenstates are probed at finite frequency, where peak Re σ is found for weak interactions.
V. SUMMARY
In summary, we have studied the current response of neutral fermions to an oscillating external force. Following the proposal of Wu, Taylor, and Zaremba [1] , we use the amplitude and phase lag of c.m. motion to determine the frequency-dependent global conductivity in the linear response regime. We demonstrate that the observable σ αβ (ω) follows several basic properties expected of a conductivity, including the the association of finite real conductivity with energy absorption, and the tensor nature of the response. In these ways, the conductivity we observe is analogous to the conductivity of materials.
We investigate several basic properties of σ xx (ω) for an ultracold Fermi gas. Without a lattice, the sharp response demonstrates the Kohn theorem, where c.m. dynamics are decoupled from interactions between particles. As a lattice is applied, we find that the Kohn response melts, and σ xx (ω) has a width that depends on interaction strength. In the weakly interacting regime, we can understand this width from the perturbative rate of current damping through atom-atom collisions. We also find that the peak frequency shifts, and (for weak interactions and moderate depths) reflects the increasing effective mass at the bottom of the lowest energetic band.
The partial f-sum S xx is found to be a powerful analysis tool. Its most remarkable property is its first-order insensitivity to scattering, as shown in Fig. 7 . Just as in materials, scattering does not destroy conductivity, but only shifts it between different parts of the σ xx (ω) spectrum.
The optical conductivity spectra allow us to infer a transport time τ . This identification is supported by its agreement with a first-principles calculation of the current damping rate, including the expected scaling of τ
with U 2 and with n in the regime explored here. Further work will include a systematic exploration of transport bounds in the strongly interacting regime, for instance to test proposed bounds for metallic conductivity [15, [53] [54] [55] [56] [57] [58] [59] .
Mapping of conductivity properties of the Hubbard model with ultracold fermions would allow direct comparison to conductivity observed in cuprate materials [60] . For instance, the strange metal is identified with a T -linear resistivity, and ω −2/3 optical conductivity for ω k B T [61] . On the other hand, atoms allow the study the conductivity of lattice fermions in a hightemperature limit inaccessible in typical materials, where T > E F , phonons are absent, but the crystal remains intact [51] . At even lower entropy, conductivity would be an excellent tool to search for superconductivity. Further studies could include gauge fields, controlled disorder, and low dimensionality.
Note added: During the final revision stages of this manuscript, two closely related works appeared: Brown et al. [62] determine charge conductivity via independent diffusivity and susceptibility measurements, and Nichols et al. [63] measure spin conductivity with a similar approach. Different dimensionality, regimes of density, and U/t were probed in these works, so our data cannot be compared directly. Together, these works and ours demonstrate the promise of high-resolution in-situ imaging to study fermion transport in optical lattices.
Supplementary Material for "Optical conductivity of a quantum gas" 
S1. SAMPLE PREPARATION
The sample is prepared starting from a balanced mixture of |F, m F = |9/2, −9/2 and |F, m F = |9/2, −7/2 potassium ( 40 K) atoms, in a mixture with |F, m F = |1, 1 rubidium ( 87 Rb) atoms, both confined in a crossed optical dipole trap (XDT). The rubidium atoms are preferentially evaporated away by lowering the depth of the trap, leaving ∼ 1.5 × 10 5 potassium atoms in each spin state at a typical temperature of 0.1T F . Atom number is typically reduced to 1.0 × 10 4 by further evaporation, except in Fig. 7(e-f) , where the density was intentionally varied. The spin mixture is loaded into a three-dimensional optical lattice of variable depth. The lattice beam profiles are Gaussian, with waists of 60 µm for the horizontally-propagating beams, and 85 µm for the vertical lattice. The dipole trap beams are highly elliptical, with waists of 45 µm by 200 µm. The dipole trap beams therefore provide the dominant confinement (typically 220 Hz) in the vertical (z) direction, but the radial (xy) harmonic confinement is a combination of the ∼32 Hz provided by the dipole traps and additional confinement from the lattice beams. Loading and most experimental runs use the background scattering length, and a uniform field of 20 G, except for Fig. 7(a-d) , where the scattering length is tuned using the s-wave Feshbach resonance located at 202.1G. The spring constant is determined using the known mass of the atom and the free oscillation frequency in the trap.
S2. FORCE CALIBRATION
A force is applied to the sample using displacement d β (t) of the center of the crossed dipole trap (XDT) along direction β, resulting in a force F β = mω 2 XDT d β (t). Control of the displacement comes from two piezoelectric mirrors reflecting each of the dipole-trap beams into the vacuum chamber. Typical calibration data is shown in Fig. S1(a) , where the center of mass of the atomic cloud is imaged after static displacement of the mirror, by the indicated control signal. In the regime of voltages and frequencies used in this work, the displacement is simply linear in the voltage, with a coefficient determined by the fit. The spring constant is mω 2 XDT is calibrated with a measurement of the motional oscillation of the cloud, for which typical data is shown in Fig. S1(b) . Powers of the beams are chosen for a rotational symmetry of the in-plane oscillation frequencies, with a precision of ∼ 1 Hz.
S3. CALORIMETRY AND ENERGY ABSORPTION RATE
The temperature of the samples are fit using a quantum Monte-Carlo calculation of the equation of state of the Hubbard model (HM). The core of our calculation is based on source code from the U.C. Davis Quantum Electron Simulation Toolbox [S1] , run on a cubic 4 × 4 × 4-site lattice, with only nearest-neighbor hopping. We start by calculating a table of the density ρ = ρ (T, µ), doublon density ρ d = ρ d (T, µ), and average energy per site E(T, µ) for a range of temperatures T and chemical potentials µ. Data is fit using a parity-projected density, ρ f = ρ − 2ρ d , and a spatially varying chemical potential µ(r) = µ 0 − V (r), where V (r) is the harmonic trapping potential, and µ 0 is the peak chemical potential. Thus, the calculation gives the anticipated observed filling ρ f (r) as a function of thermodynamic fit parameters T and µ 0 , along with calculated HM parameters t 0 and U . Unlike our prior work [S2] , four planes near the center of the trap are selected, and the quantum gas microscope is not used in single-atom-counting mode. Instead, the counts per atom (typically 1500) is an additional fit parameter for each image. A radial average is taken, to create a data set as shown in Fig. S2 . The nearest-neighbor hopping rate t 0 and the on-site interaction strength U are calculated from single-band Wannier functions; lattice depth is calibrated with amplitude modulation spectroscopy. Depths of the lattice in each direction are tuned to be equal within error (0.1 E R ).
The energy absorption rate r EA (used for Fig. 3 in the main text) is measured by a sequence of such calorimetry measurements. For each drive frequency ω, images are taken and fit for five different times t of driving, up to 1 s. Using the best-fit T and µ 0 , the total energy of the system is calculated using the local density approximation: Fig. 3 in the main text) . Using the general form of Joule's law given in the main text, the global conductivity is found from
where we have assumed that the response is purely on-diagonal. This is the conductivity plotted as "Heating" in Fig. 3 .
S4. EIGENSPECTRUM FOR LATTICE PLUS PARABOLIC POTENTIAL
Following [S3], we consider eigenstates |Φ n of the single-band lattice plus parabolic potential to be comprised of a sum of ground-band Wannier functions:
where z n j (t) gives the time-dependent amplitude of the Wannier function on the jth site, for the nth eigenstate of the system. In the tight-binding approximation, for a non-interacting system, separation of the Schroedinger equation yields solutions of the form:
where
describes the strength of the harmonic trapping potential. This recursion relation is may be recast into a momentum basis, through definition of the π-periodic functions ψ n (ξ) = j c n j e 2ijξ . Then, one obtains the following differential equation for ψ n (ξ):
Defining the parameter q = 4t 0 /V t , this may be put in the form of a Mathieu differential equation, with known eigenvalues and eigenstates:
where ce(ξ; q) and se(ξ; q) are even and odd Mathieu functions, respectively, and a 2r (q) and b 2r (q) are their respective characteristic values.
This representation of the eigenproblem maps the dynamics in the lattice onto that of a one-dimensional particle with periodic boundary conditions. Defining the coordinate ξ ∈ [−π/2, π/2] and its conjugate momentum P ξ = −i ∂ ξ , Eq. (S5) can be recast as
with the effective Hamiltonian H eff = −2t 0 cos(2ξ) + V t P 2 ξ /4 2 . This formal analogy allows us to readily calculate the thermodynamical properties of an ensemble of non-interacting particles trapped in a lattice plus harmonic potential. Indeed, in the quasi-classical limit (for characteristic energies larger than the level spacing) a sum over eigenstates can be replaced by a sum over the classical phase-space (ξ, P ξ ). As an example, the partition function of Boltzmann particles is given by
where I 0 is the zeroth order modified Bessel function of the first kind. The eigenspectrum provided by such a solution only applies in the tight-binding approximation. The spacing of the lowest energy eigenstates, which dominate the observed resonances in the conductivity spectrum, have energetic spacing ω * = V t √ q = ω 0 m/m * TB (0), which diverges as the lattice depth V → 0. To correct this, the effects of next-nearest (n.n.) and next-next-nearest (n.n.n.) neighbor tunneling were considered. These tunneling terms modify the recursion relation in Eq. S3 to become:
where t 1 and t 2 are the n.n. and n.n.n. tunneling coefficients. Proceeding as before, in the frequency basis:
This is an example of a Hill differential equation, and is difficult to solve in general. We instead treat the higher order tunneling terms as a perturbation to the frequency-space representation of the Hamiltonian:
Then, the corrected eigenspectrum to 1st order may be calculated from the known solutions to the Mathieu ODE as:
Including such a perturbation gives the correct frequency splitting for the lowest energy states.
S5. FOURIER-LIMITED RESPONSE
Force is applied to samples in a time sequence that begins with a t 1 = 150 ms linear ramp in amplitude, followed by a period of constant drive force, t 2 + t where t 2 = 50 ms and t is the variable delay of up to two drive periods. Fourier analysis implies that the finite time of force application sets a lower bound for the spectral width of the response. In order to investigate this effect, we vary the total modulation time t Mod = t 1 + t 2 and measure the center-of-mass response of the system in a pure crossed dipole trap. Using a dipole trap (without the lattice) should decouple the c.m. mode from atom-atom interactions, isolating the Fourier-limited response. Otherwise, we proceed as if measuring conductivity σ(ω): freezing the c.m. motion by snapping on the lattice, isolating four central planes, and measuring the c.m. of the fluorescence distribution.
Widths are determined by fitting the spectra to the Lorentzian function
where σ amp is the amplitude, ω is the drive frequency, ω XDT is the trap frequency, and Γ is the full width at half maximum of Re [σ] . Figure S3 shows the best-fit Γ for three spectra: t Mod = 200 ms (150 ms + 50 ms), 500 ms (400 ms + 100 ms) and 1000 ms (900 ms + 100 ms). As expected, Γ is proportional to the inverse ramp time, 1/t Mod ; however, the data also have a finite offset in Γ, perhaps due to the anharmonicity of the trapping potential. In the main text, the black dashed line in Figs. 5(e), 6(d), 7(c), and 7(e) show the Γ = 2π × 2.9(2) Hz for t Mod = 200 ms measured here. 
S6. F-SUM IN CONTINUUM AND SINGLE-BAND HUBBARD MODELS
In this section, we calculate the f-sum
and show how introducing a natural energy cut-off via the single-band Hubbard model relates to experimental results.
A. Continuum
Before treating the HM, we evaluate the f-sum for a continuous space under the condition that the potential energy depends only on position. As physical systems exist in continuum, this is the result that is obtained for any physical Hamiltonian when considering all frequencies and eigenstates. For N interacting particles in a trap or in free space,Ĥ
The center-of-mass operator along the β = x direction,
commutes with all terms in the Hamiltonian except for those containing momentum termsp x , therefore
The latter relation shows that the current comes simply from the momentum of each particle, in free space. The commutator in the f-sum Eq. (S15) is
Therefore, the f-sum evaluates to
where this result is independent of temperature, interaction strength, or trapping potential. The result is diagonal: the f-sum will be zero for off-diagonal elements of the conductivity tensor, which measure response orthogonal to the drive direction.
B. f-sum in the Hubbard model
The Hubbard Hamiltonian for spin-half fermions iŝ
(S22) where t 0 is the hopping energy between adjacent sites, j, k are nearest-neighbors connected by tunneling, U is the on-site interaction energy, and µ s is the chemical potential for spin-s.ĉ † ,s is the operator that creates an atom of spin s on site index located at (x , y , z ), andn ,s =ĉ † ,sĉ ,s is the number operator. We use a spin-half basis, where s can be ↑ or ↓, and only unlike spins interact. Then ↑n ↓ term written out in field operators is normally ordered, asĉ † ↑ĉ † ↓ĉ ↑ĉ ↓ . In the lattice, the c.m. position operator iŝ 
This can be generalized beyond tight binding by taking t 0 into the sum as t j,k , the strength of connection between any sites j, k . Using Eqs. S15, S23, and S24, and including beyond tight-binding terms, the f-sum of the HM is:
where α and β are arbitrary directions. In the case where α and β are co-aligned to any one axis of the cubic lattice, and there is only nearest-neighbor hopping, this takes a simple form,
However when all lattice directions are symmetric, this is true for any direction. In general, for an isotropic, d-dimensional, separable lattice in tight binding, S4 . Effect of the trap on the f-sum. The relative error between the f-sum calculated with or without a trap is compared versus temperature. As T → 0, the error grows to ∼ 1.5% for our harmonically-confined 2.5ER lattice. Furthermore, the error is only appreciable for kBT / ω * < 1, which is the scale of the spacing between harmonic oscillator energy levels.
D. Effect of the harmonic trap
As was argued in Sec. S6 B, because the c.m. position operator commutes with the harmonic trap operator ([V HO ,R α ] = 0), the f-sum may still be evaluated using Eq. S25, or Eq. S26 in the isotropic, tight-binding case. Despite the fact that the f-sum still depends only on the kinetic energy of the system, Ĥ 0x , it is important to ascertain whether the trap modifies the expectation value of this operator.
The trap modifies the expected f-sum only slightly, as shown in Fig. S4 , and only in the limit where temperature is less than the energetic splitting of the eigenstates, k B T / ω * < 1, where ω * is the dressed trap frequency. This can be understood using the semiclassical approximation and Maxwell-Boltzmann statistics, and application of the Hellmann-Feynman Theorem.
Take the non-interacting limit of the Hubbard Hamiltonian given in Eq S22. Suppose it has eigenstates |ψ α , with eigenenergies E α . Then, the partition function in thermal equilibrium is
and its derivative with respect to the tunneling energy in the Hamiltonian is
The Hellman-Feynman Theorem states that ∂ t0 E α = ψ α |∂ t0Ĥ |ψ α , which in this case reduces to ∂ t0 E α = ψ α |Ĥ 0x |ψ α /t 0 , whereĤ 0x is the kinetic energy operator. Therefore, the expectation value of kinetic energy may be calculated directly from the partition function, via
In the semiclassical approximation, the partition function is given by Eq. (S9). Eq. S37 then evaluates to
Using Eq. S25, we find that
which is exactly the same result as for the homogeneous lattice case considered in Sec. S6 C. This justifies the identification of the measured f-sums with a homogeneous lattice effective mass, despite the existence of the trap.
The slight deviation in results appearing in Fig. S4 for k B T / ω * < 1 may be understood in the context of momentum uncertainty associated with the harmonic confinement of the ground state of the system. Whereas in a homogeneous lattice system particles in the ground state may be fully delocalized, in the harmonically-confined system they are localized to within an oscillator length a HO / √ 2 = /m * xx (0)ω * . There is a corresponding uncertainty in quasi-momentum ∆k = 1/ √ 2a HO . At the bottom of the band, the uncertainty in energy is then:
This is half of the zero-point energy of the oscillator, which is precisely its contribution of kinetic energy to the ground state. Therefore, the expected shift in the f-sum is the ratio in this energy uncertainty and the expectation value for kinetic energy at the bottom of the band, or:
For the V = 2.5E R lattice shown in Fig. S4 , the expected shift is 1.6%, which agrees well with the full calculation.
S7. KINETIC CALCULATION OF CURRENT DAMPING, IN THE SINGLE-BAND HM
In this section, we calculate the collisional current damping rate τ −1 . The global current is J = J ↑ + J ↓ , with
where v α (k) = v m sin a L k α = v m sin q α , and v m = 2t 0 a L / , in tight binding. We denote as N ↑,↓ for the number of atoms of each spin species, and M = α M α for the number of lattice sites, where α = {x, y, z} in three dimensions. In a cubic lattice, lattice sites are at x = a L , etc. We consider J ↑ here, to be specific; but assume that f = f ↑ = f ↓ throughout. Using a kinetic approach, the damping rate is
where the collisional rate of relaxation of Bloch state occupation for a particle in state 1 is given by:
The rate of change is zero when f has its equilibrium value. However, the current is also zero in equilibrium. In Sec. S7 A we define a particular departure from equilibrium; and, in Sec. S7 B, we evaluate the scattering integral numerically.
We see that the current response is linear in ∆q x . The intuitive interpretation is that ∆q x /a L is the impulse given by the external force. For a classical particle, the velocity response to an impulse is determined by the inverse mass. Implicitly defining the inverse band mass 1/m * xx in this way,
we have
where n ↑ is the filling per spin state, and can be obtained from n ↑ = N ↑ /M = f (eq) (q)dq/(2π) D . This intuitive result may be shown to be correct. For a particular q x , the effective mass is 1/m * xx (q x ) = (a/ )∂v x /∂q x . Using: βf (eq) (q)(1 − f (eq) (q)) = − ∂f
one factor of v x (q x ) cancels, so that
where we have used integration by parts, and the fact that the two edges of the Brillouin zone are identical. In other words, the "band mass" gives the correct current response to a uniform ∆q x kick across the thermally populated distribution, and thus the impulse response is proportional to the f-sum:
In the tight-binding, MB limit, this is
B. Scattering integral
The linear-response damping rate is 1/τ = −(dJ/dt)/J. Using Eqs. S43, S51, and S59, the common prefactor of ∆q x /a L cancels, leaving where we drop the (eq) specification on f from here forward. Now we simplify the expression in the tight-binding limit: both v x and ∆J x are proportional to v m = 2t 0 a L / ; we can pull out a factor of 2t 0 from the δ(E) = (2t 0 ) −1 δ(E/2t 0 ); and note that the filling per spin state n ↑ = N ↑ /M . Thus, we obtain Total quasi-momentum is only conserved modulo 2π. If events shown at A are allowed by strict δ(q) conservation, then events shown at B and C are also allowed: they are ±1 Umklapp events. (d) Showing adjacent (identical) zones, we see that events B and C can be considered to "wrap around" to the adjacent zones. (e) All valid final momenta, including these Umklapp events, can be captured without double counting by using the strict δ(q) to select A, andq, but then allowing q 3 to range from −π → π.
To calculate the integral, we consider some transformations to the coordinates of quasi-momentum q. Since quasi-momentum is conserved (modulo 2π) in elastic collisions, it is convenient to rewrite momenta in terms of the average (or shared)q ≡ (q 1 + q 2 )/2 and a relative (or differential) as q 1 ≡ q 1 −q and q 2 ≡ q 2 −q, so that q 2 = −q 1 (relative momenta).
Functions of quasi-momentum are 2π-periodic, and thus q are only meaningful modulo 2π. Let's now take the range of each q α to be −π to +π. Converting to the center-of-mass coordinates defined in Eq. S64, one can show that the range ofq is −π → π, and the range of q is −π +|q| → π −|q|. These are shown in Fig. S5(a,b) . A subtlety comes when applying momentum conservation to the q. As discussed above, q 4 = q 1 + q 2 − q 3 modulo 2π in a collision, so that in each direction q α1 + q α2 = q α3 + q α4 + 2πn
are allowed for n = ±1, Umklapp (UK) collisions, or n = 0, normal collisions. Figures S5(c,d,e) show that UK events are included simply by allowing the final relative momentum q 3 to have the range −π → +π, instead of −π + |q| → π − |q|, and otherwise proceeding as if q is strictly conserved. Now we rewrite the q integrals in center-of-mass coordinates, as discussed above. For each pair, such as q 1α and q 2α , we writeq α = (q 1α + q 2α )/2 and q α = q 1α −q α = (q 1α − q 2α )/2. One can show that 
For the q 3 integral, strict conservation of momentum δ(q 4 + q 3 − q 1 − q 2 ) is 
∆J x /v m = 2 sinq x (cos q x3 − cos q x1 ) , ∆ α = ∆E α /2t = −2 cosq α (cos q α3 − cos q α1 ) .
