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Abstract 
The Mission project (Methodology and 
assessment for the applicability of ARINC-664 
(AFDX)[4] in Satellite/Spacecraft on-board 
communicatION networks), as an FP7 initiative for 
bringing terrestrial SME research into the space 
domain, aims to apply the Integrated Modular 
Avionics (IMA) concept on spacecraft, together with 
highly deterministic interconnected on-board network 
(ARINC-664, AFDX).   
It will constitute an enabling technology 
harmonization and standardization action. Together 
with an intrinsic improvement of systems 
performance, product assurance and reliability, it is 
expected to provide multiple benefits at all industrial 
level such as standardized and configurable systems, 
products and technology elements, easier and faster 
integration of complex systems, larger procurement 
basis, and easier sub-contracting scheme. This paper 
presents the project objectives, architecture design, 
proof of concept demonstrator and current progress. 
 
Introduction 
Satellite Architecture in space domain is 
basically composed of two major parts: platform and 
payload. 
Avionics platform is composed of functions 
chains components including launcher interface, 
solar array deployment, thermal control, power 
control, orbit management and vehicle attitude 
control. It manages also the interface with ground 
systems for commanding and observability. These 
functions are mainly realized by a redounded On 
Board Computer (OBC) connected to platform units 
such as sensors, actuators or remote interface units. 
Each of these functions is done by acquisition of 
sensors (star tracker as optical device that measures 
position of stars using photocells camera, sun 
sensors as solar cells or telescope device that sense 
the direction of the sun, magnetometer as device that 
senses magnetic field strength). 
They realize processing and provide commands to 
actuators (reaction wheels as electric motor, driven 
rotors made to spin in the direction opposite to that 
required to reorient the vehicle)  
 
Due to the lack of processing resources on most 
of those equipment and devices, exchanges with the 
central computer are realized on a master slave 
scheme with synchronization by buses events. This 
architecture based on MIL-STD-1553 [5] and 
predefined buses activities are extremely robust and 
easily validated.  
Payload avionics for earth and observation 
mission is often composed of specific equipment 
connected to OBC by SpaceWire [6] links. Figure 1 
shows the EAS SAVOIR architecture. 
 
 
 
 
 
 
 
 
 
 
Figure 1 : ESA SAVOIR reference architecture 
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Some others links coexist in such architecture 
for some specific needs (RS485, RS422 and 
proprietary links). 
This leads to a complex design, sometimes 
driven by contractors with too many and 
heterogeneous systems. This has consequence on 
power consumption, weight (wires and systems), 
maintenance, configuration, provider dependency, 
integration and validation.  
Space context 
Such avionic architectures are mainly due to a 
specific business model and geographical return. 
Business in terms of number of pieces of equipment 
does not help to promote standardization, 
harmonization and inter-operability. Standardization 
for communication above SpaceWire and MIL-ST- 
1553 are proposed by ESA only for the first layers of 
the OSI model.  
But this has begun to change and the major 
reasons are detailed hereafter: 
• The cost to integrate equipment in terms of 
hardware and software for protocol, data 
management and database will be no more 
acceptable. 
• The number of payload equipment that have 
to be connected to the central computer will 
increase significantly for the future science 
and observation mission. Architectures are 
based on routed SpaceWire network and 
lack of determinism will become a major 
issue when the bandwidth and the number of 
equipment increase. Determinism on 
interface traffic could be implemented using 
MIL-STD-1553 buses driven by a bus 
controller as orchestrator and predefined 
scheduling scenarios. On routed SpaceWire, 
determinism is not possible without the 
required a software synchronization solution 
• The central computer will need to realize 
more functions for autonomy and operation, 
will also need more industrial parameters. 
These will have an impact on the bandwidth. 
• The cost of processing resource decreases 
for connected device. They will realize more 
closed loop automation. They have to be 
uploaded and they have to be configured and 
controlled. 
In such a context, a critical architecture design 
based on deterministic network will improve reliability, 
availability, quality of service (QoS) and meet 
standardization requirements to reduce costs. 
In aeronautical domain, Avionics Data 
Communication Network (ADCN) is built using 
determinism redundant network based on Ethernet 
and standardized by ARINC664 part 7 specifications 
(AFDX). Systems connected to the network are 
composed of processing and I/O boards and a 
specific End System (ES) in charge of the network 
management. The network is composed of intelligent 
switches that make traffic policy, control and 
buffering.  A specific database is available to provide 
configuration of End Systems, switches, applications, 
integration test beds and flight test installation 
equipment. Figure 2 illustrated A380 ADCN.. 
 
Figure 2 : A380 Avionics Data Communication Network 
(ADCN) 
 
At data link level (MAC), notion of Virtual Link 
(VL) and Bandwidth Allocation Gap (BAG) are the 
basic concepts for determinism. This is completed by 
standard IP and UDP layers as network and transport 
layer. Sampling port and queuing ports are used to 
make the link with applicative partitions to receive 
data from the network or transmit data to the network. 
This completes ARINC653 (Time and Space 
Partitioning) inter partition communication by an inter 
system communication using the same mechanism 
for interoperability. 
 
Objectives of MISSION project 
Experimentation on time and space partitioning 
was already done for space domain through ESA and 
CNES initiatives (IMA for Space [2] [3], LVCUGEN 
[7]) and have focused mainly on input/output (I/O) 
management, CPU overhead introduced by the 
virtualization and impact  on the process, methods 
and tools for designing above the technology. Those 
studies have brought all the necessary material to go 
further and make a complete Integrated Modular 
Avionics (IMA) for space domain based on 
deterministic network. 
The first objective of this study is to provide a 
tailorisation of the AFDX standard referring to space 
constraint and to evaluate the needs for applicability 
in space domain.  
The second objective is to define the network 
topology based on an existing operational mission 
and a possible future mission. This has to be done on 
data profile exchanged between systems in such 
reference architecture.  
The third objective is to design, develop and test 
use cases. Implementing Ethernet on space avionic 
will be a major step and it seems that realizing first 
AFDX above SpaceWire could help to promote the 
solution for a future implementation. This is the 
reason why we have planned to experiment on AFDX 
above SpaceWire and above Ethernet.  
The fourth objective concerns the configuration. 
Airbus experience in AFDX shows that the 
configuration of such a network is the base to secure 
operational condition and improve development 
phases. The network and its configuration are 
considered as a system on its own. The last objective 
is to provide a modelisation of the switch for Ethernet 
and SpaceWire. 
We have first made a tailorisation of ARINC664 
standard and defined capabilities requirements for 
the applicability of the standard in space domain 
above physical layer of Ethernet and SpaceWire. 
Based on Astrium experience on spacecraft 
architecture, the project defines a representative 
network architecture from different earth and 
observation missions and provides a network 
topology with associated network traffic. ARINC664 
demonstrators over Ethernet and over SpaceWire are 
defined. 
For succeeding to promote this technology in 
space domain, we have to consider some constraints 
and keep in mind the following aspect: 
• Due to business model, implementing AFDX 
protocol in all the systems of the avionic will 
not be possible from scratch. Steps are 
required and development of a gateway (IO 
module) to interface new world and legacy 
ones could be needed. The topology 
proposed is based on that concept. 
• Implementing AFDX in connected equipment 
will probably not be possible if it requires 
specific material and if it is hardware 
software codesigned, even if FPGA 
technologies and System on Chip (SoC) for 
space domain allow now to envisage having 
a processor. A modular design of the IP 
could allow selecting only the minimum 
required modules for limiting footprint on 
FPGA or ASIC resources needed for 
radiation space domain constraints.  This will 
allow also to implement all functionalities for 
others domains (aeronautical and 
automotive) or space when technologies will 
be available.  
• Implementing an AFDX switch will not be 
possible if it requires specific hardware. It 
could be integrated in an existing system 
such as central computer or mass memory 
(in System On chip with SpaceWire or 
Ethernet interfaces)  
 
Tailorisation of the standard 
Requirements for addressing and quintuplet 
definition (MAC, IP source and destination and UDP 
source and destination addresses) are kept and the 
AFDX frame is considered for Ethernet and for 
SpaceWire.  Figure 3 shows AFDX frame. 
 
Figure 3 : AFDX frame 
 
Requirements on network redundancy, integrity 
checking, jitter and latency are taken as defined in 
the standard. Notion of sub virtual link, fragmentation 
and reassembly, jumbo frame are considered as 
options. Fragmentation is an interesting feature to 
allow maximum TM to be transferred without specific 
software development.  Sub virtual link could be 
needed if the maximum number of VL is not 
sufficient. This does not seem to be the case in the 
space domain. 
Concerning redundancy of equipment, we are 
facing the following specific conditions in space 
domain: 
• In cold redundancy, one function is operational 
and the redundant part is not powered. The same 
bus profile must be defined at configuration level 
with different addressing for the same software 
data structure.  
• In warm redundancy, there is one active part of 
the function. The redundant one is powered for 
reduced functionality or to be already powered in 
case of failure of the nominal one.  
• In hot redundancy, both operational and 
redundant functions are powered on and data 
profile is redounded. This has an impact on 
configuration (all parameters have to be defined) 
and bandwidth but could be managed easily at 
application level with communication ports and 
specific data structure.    
 
Network topology for the demonstrator 
The demonstrator for this study will be based on 
representative operational spacecraft avionics 
architecture. The current topology based on MIL-
STD-1553 and routed SpaceWire is presented on 
figure 4 and a network centric equivalent architecture 
is proposed on figure 5.  
 
 
 
Figure 4: spacecraft avionics architecture 
The AFDX network is composed of 18 end 
systems divided into four groups as follow: 
• 6 instruments which are all remote-sensing, and 
considered as End System in this use case as 
relevant equipment like imagers used for solar 
atmosphere measurements or to acquire 
information on magnetic field. The choice of 
these instruments to be End System is headed 
by the high bit rate needed and their remote-
sensing capabilities. 
• 8 Platform Equipment: SSMM (Solid State Mass 
Memory) will record all the data coming from 
payload and encapsulate data into TM packets. It 
will also provide dumping facilities. PCDU (Power 
Conditioning and Distribution Unit) will manage 
the onboard energy sources and distribute it to 
the equipment. EPS (Electrical Propulsion) 
provides propulsion for little move. STR (Star 
Tracker) optical device will measure position of 
the star(s) to determine the spacecraft 
orientation. RIU (Remote Interface Unit) will 
make the interface for thermistors, sun sensors 
and  chemical propulsion. 
• 2 I/O Modules, one for in-situ instruments and 
one for 1553 sub network. This will allow to 
integrate this technology step by step and allow 
connecting legacy small devices such as RW 
(Reaction Wheels, IMU (Inertial Measurement 
Unit), SADE (Solar Array Drive Electronics) 
• 2 OBC (On Board Computer) 
We have implemented 3 switches to limit the 
number of connection on each. 
 
 
Figure 5: Network centric approach for Spacecraft 
 
AFDX above Ethernet 
Designing protocol in a modular way with 
configuration on threshold (number of ports and VL) 
will allow selecting limited functionality for a first 
future implementation on radiation hardness 
technologies. Such modules (switch and ES) could 
be integrated in a System on Chip (SoC) for On 
Board Computer (OBC) and mass memory.   
The demonstrator will be based on SoC 
hardware components which include both processing 
units and programmable logic (FPGA). Based on 
previously developed products, a conservative 
approach is to start with a basic physical layer 
management using modified IP for MAC inside the 
FPGA. The main differences between Ethernet MAC 
layer and AFDX are:  
• multiple MAC addresses for addressing the same 
device 
• Control precisely the time to start for each frame 
transmission.  
• Redundancy management with 2 physical 
connections.  
Fig 6 shows AFDX over Ethernet. 
 
Figure 6: AFDX over Ethernet Demonstrator  (Zyng board)  
 
AFDX above SpaceWire 
   
 
Figure 7: AFDX over Ethernet and AFDX over  SpaceWire packet 
formats 
 
In order to use the same IP protocol modules for 
AFDX above SpaceWire, the AFDX frame has to be 
considered. To be compatible with ECSS-E-ST-50-
12C SpW Standard, we have decided to consider 
LogicalAaddress (LA) and Protocol Identifiers (PID) 
as part of Ethernet destination address and change 
the fixed fields to 0xFF for LA and 0xF0 to 0xFE for 
PID. This will guarantee the same structure for 
designing protocol, capability for the switch to identify 
an AFDX or a legacy device. Figure 7 shows the 
AFDX over Ethernet and AFDX over SpaceWire 
frame formats. 
 
Standard SpaceWire CODECs can be used but 
the flow control mechanism will be neutralized (i.e. 
SpW CODEC will not be modified but the flow control 
will be bypassed at higher level either at driver level 
or at IP core interface level) in order to have 
deterministic and non-blocking behavior at the 
network. This can be achieved by allocating enough 
receive buffer memory at receiving ports and 
dropping incoming packets in case of buffer overflow 
(a receive buffer can be used which will automatically 
receive data no matter if a receive pointer/descriptor 
is available or not. In case that no receive 
pointer/descriptor is available the data are lost but 
even in this case the data are read out of the SpW 
CODEC without blocking the link).  
 
SpaceWire router will not be used anymore and 
switches will operate in store and forward mode and 
wormhole routing will not be used. 
 
The implementation must accept every link 
speed between 10 and 200 Mbps. The links 
automatically start at 10 Mbps until they are 
connected and then automatically reach the nominal 
speed as defined by the configuration. Figure 8 
illustrates the AFDX over SpaceWire demonstrator 
 
 
Figure 8: AFDX over SpaceWire Demonstrator  
 
Configuration and feasibility analysis phase  
Configuration tables for AFDX End Systems, 
Switches and Applications are needed.  A powerful 
configuration tool is being designed in order to help 
during specification phase of network topology for 
feasibility analysis as shown in Figure 9 and 10. This 
tool manages only few parameters such as message 
ID, source application, destination application and 
non-functional dynamic properties to create 
messages, virtual links and communication port and 
a complete dynamic of the network traffic. Once 
validated, this configuration can be considered as 
input of the tool for modification without changing 
ports for application already developed and validated 
with this configuration.  Using spare during the design 
phase will help to avoid requalification of the network 
 
  
Figure 9: Configuration Tool   
. 
 
 
 Figure 10: Configuration Tool Architecture  
 
The Network Topology Management System 
(NTMS) provides functionalities regarding to the 
network topology management. These functionalities 
include the management of the end systems, 
switches in the network and the interconnection 
between them. The most important functionality of 
the NTMS is the ability of importing the network 
topology configuration from an XML file to the internal 
data structures.   
 
The Message Management System (MMS) is in 
charge of managing the message structures 
(including the concept of data element, data sets, 
functional data sets, etc.) and provides importing 
functionality which allows the user to import already 
defined data exchange information from an XML file 
to the internal data structures. MMS also assign ports 
to the messages. 
 
The Virtual Link Management System (VLMS) is 
in charge of creating the virtual links, adjusting its 
parameters and finding a path through switches. 
VLMS also manages the distribution of messages in 
virtual links. 
 
The data profile of the representative avionic 
architecture shows that nearly 40 VLs have to be 
created from each OBC to the devices. 5 VLs 
minimum have to be created to send messages from 
devices to OBCs or Mass Memory  
 
Summary 
This paper has presented the objectives of the 
MISSION project supported by the EU FP7 Space 
program. It has also presented the state of the art on 
spacecraft architecture design based on the AFDX 
network as well as the proof of concept demonstrator.  
AFDX extends ARINC653 already in IMA ESA 
roadmap and provides an enabling technology for 
I/Os management. 
Considering work already done on state of art, 
radiation characterization, design constraints in terms 
of footprint and resources needed, and requirements 
for configuration, validation, observability, 
schedulability and determinism, we can confirm the 
applicability of the standard in space domain if 
modularity is provided for switches and end system 
design. Data profile analysis shows that the solution 
is applicable for the defined topology even for 
managing space FDIR and systems redundancy.  
The fact that AFDX is possible above 
SpaceWire using described frame profile could help 
to promote the solution in space domain with a space 
network. 
Demonstrators will confirm the feasibility and 
complete the results to give space agencies and 
prime contractors, the guideline for applying such a 
technology in space domain and a sufficient 
background to encourage the development of an 
operational prototype based on candidate equipment 
for switches and end systems 
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