Abstract. We construct a canonical isomorphism between the Bethe algebra acting on a multiplicity space of a tensor product of evaluation gl N [t]-modules and the scheme-theoretic intersection of suitable Schubert varieties. Moreover, we prove that the multiplicity space as a module over the Bethe algebra is isomorphic to the coregular representation of the scheme-theoretic intersection.
Introduction
It is known for a long time that the intersection index of the Schubert varieties in the Grassmannian of the N-dimensional planes coincides with the dimension of the space of invariant vectors in a suitable tensor product of finite-dimensional irreducible representations of the general linear group gl N .
There is a natural commutative algebra acting on such a space of invariant vectors, which we call the Bethe algebra. The Bethe algebra is the central object of study in the quantum Gaudin model, see [G] . In this paper, we construct an algebra isomorphism between the Bethe algebra and the scheme-theoretic intersection of the Schubert varieties. We also show that the representation of the Bethe algebra on the space of the invariant vectors is naturally isomorphic to the coregular representation of the scheme-theoretic intersection of the Schubert varieties (in fact, the regular and coregular representations of that algebra are isomorphic). Thus we explain and generalize the above mentioned coincidence of the numbers.
The existence of such a strong connection between seemingly unrelated subjects: Schubert calculus and integrable systems, turns out to be very advantageous for both.
On the side of Schubert calculus, using a weaker form of the relation we succeeded to prove the B. and M. Shapiro conjecture in [MTV2] . An alternative proof is given in the present paper. Moreover, we are now able to deduce that the Schubert varieties corresponding to real data intersect transversally, see Corollary 6.3. The transversality of the intersection was a long standing conjecture, see [EH] , [S] .
The transversality property can be reformulated as the following statement: the number of monodromy free monic Fuchsian differential operators of order N with k + 1 singular points, all of them lying on a line or a circle, and prescribed exponents at the singular points equals the multiplicity of the trivial gl N -module in the tensor product of k + 1 irreducible gl N -modules with highest weights determined by the exponents at the critical points.
On the side of the integrable systems, we obtain a lot of new information about the Bethe algebra, see Theorem 6.1. In particular, we are able to show that all eigenspaces of the Bethe algebra are one-dimensional for all values of parameters. Since it is known that the Bethe algebra is diagonalizable for real data, our result implies that the spectrum of the Bethe algebra is simple in this case and hence it is simple generically. We also show that the Bethe algebra is a maximal commutative subalgebra in the algebra of linear operators.
In addition, an immediate corollary of our result is a bijective correspondence between eigenvalues of the Bethe algebra and monic differential operators whose kernels consist of polynomials only, see Theorem 6.1, parts (v), (vi) . The obtained correspondence between the spectrum of the Bethe algebra and the differential operators is in the spirit of the geometric Langlands correspondence, see [F] .
We obtained similar results for the Lie algebra gl 2 and the Grassmannian of two-dimensional planes in [MTV3] . The crucial difference between [MTV3] and the present paper is that we are able to avoid using the so-called weight function. The weight function in the case of gl 2 can be handled with the help of the functional Bethe ansatz. In the case of gl N , N > 2, the weight function is a much more complicated object and the functional Bethe ansatz is not yet sufficiently developed. We hope that the results of this paper can be used to regularize the weight function.
In the present paper we use the following approach. Let V = C N be the vector representation of gl N . We consider the gl N [t]-module V S = (V ⊗n ⊗ C[z 1 , . . . , z n ]) S which is a cyclic submodule of the tensor product of evaluation modules with formal evaluation parameters. We show that the Bethe algebra B λ acting on the subspace (V S )
sing λ of singular vectors of weight λ is a free polynomial algebra, see Theorem 5.3 and its representation on (V S )
sing λ is isomorphic to the regular representation, see Theorem 5.6. To get this result we exploit three observations: a natural identification of the algebra B λ with the algebra of functions on a suitable Schubert cell, the completeness of the Bethe Ansatz for the tensor product of the vector representations at generic evaluation points, and the equality of the graded characters of the Bethe algebra B λ and of the space (V S ) sing λ . At the second step we specialize the evaluation parameters, and consider a quotient of the gl N [t]-module V S which is isomorphic to the Weyl module. We take the corresponding quotient of the algebra of functions on the Schubert cell and obtain an isomorphism between the scheme-theoretic fiber of the Wronski map and the Bethe algebra B λ,a acting on the subspace of singular vectors of weight λ in the Weyl module. We also show that this representation of the algebra B λ,a is isomorphic to the regular representation, see Theorem 5.8. In fact, the algebra B λ,a is Frobenius, so its regular and coregular representations are isomorphic.
Finally, we impose more constraints to descend to the scheme-theoretic intersection of the Schubert varieties on one side and to the Bethe algebra B Λ,λ,b acting on a tensor product of evaluation modules with highest weights λ (1) , . . . , λ (k) and evaluation parameters b 1 , . . . , b k on the other side, see Theorem 5.13.
The paper is organized as follows. In Section 2, we discuss representations of the current algebra gl N [t] and introduce the Bethe algebra B as a subalgebra of U(gl N [t]). In Section 3, we study the algebra of functions of a Schubert cell and the associated Wronski map. The scheme-theoretic intersection of Schubert cells is considered in Section 4. The central result there is Proposition 4.6, which describes this algebra by generators and relations. We prove the main results of the paper, Theorems 5.3, 5.6, 5.8, and 5.13 in Section 5. Section 6 describes applications. gin, A. Kirillov, M. Nazarov and F. Sottile for valuable discussions.
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Representations of current algebra gl N [t]
2.1. Lie algebra gl N . Let e ij , i, j = 1, . . . , N, be the standard generators of the complex Lie algebra gl N satisfying the relations [e ij , e sk ] = δ js e ik − δ ik e sj . We identify the Lie algebra sl N with the subalgebra in gl N generated by the elements e ii −e jj and e ij for i = j, i, j = 1, . . . , N.
The subalgebra z N ⊂ gl N generated by the element
e ii is central. The Lie algebra gl N is canonically isomorphic to the direct sum sl N ⊕ z N .
Given an N × N matrix A with possibly noncommuting entries a ij , we define its row determinant to be
Let Z(x) be the following polynomial in variable x with coefficients in U(gl N ):
The following statement is proved in [HU] , see also Section 2.11 in [MNO] .
Theorem 2.1. The coefficients of the polynomial Z(x)−x N are free generators of the center of U(gl N ).
We denote by (M) λ the subspace of M of weight λ, by M sing the subspace of M of all singular vectors and by (M) sing λ the subspace of M of all singular vectors of weight λ. Denote by L λ the irreducible finite-dimensional gl N -module with highest weight λ. Any finite-dimensional gl N -module M is isomorphic to the direct sum λ L λ ⊗ (M) sing λ , where the spaces (M) sing λ are considered as trivial gl N -modules. The gl N -module L (1,0,...,0) is the standard N-dimensional vector representation of gl N . We denote it by V . We choose a highest weight vector in V and denote it by v + .
A gl N -module M is called polynomial if it is isomorphic to a submodule of V ⊗n for some n.
A sequence of integers
Then it is said that λ is a partition of |λ|. The gl N -module V ⊗n contains the module L λ if and only if λ is a partition of n with at most N parts.
For a Lie algebra g , we denote by U(g) the universal enveloping algebra of g. 
Current algebra gl
It is convenient to collect elements of gl N [t] in generating series of a formal variable u. For g ∈ gl N , set
we denote by M(a) the pull-back of M through the automorphism ρ a . As gl N -modules, M and M(a) are isomorphic by the identity map.
For any gl
We have the evaluation homomorphism, ev :
. Its restriction to the subalgebra gl N ⊂ gl N [t] is the identity map. For any gl N -module M, we denote by the same letter the gl N [t]-module, obtained by pulling M back through the evaluation homomorphism. For each a ∈ C, the gl N [t]-module M(a) is called an evaluation module.
If b 1 , . . . , b n are distinct complex numbers and L 1 , . . . , L n are irreducible finite-dimensional gl N -modules, then the gl
We have a natural Z 0 -grading on gl N [t] such that for any g ∈ gl N , the degree of g ⊗ t r equals r. We set the degree of u to be 1. Then the series g(u) is homogeneous of degree −1.
A gl N [t]-module is called graded if it has a Z 0 -grading compatible with the grading of gl N [t] . Any irreducible graded gl N [t]-module is isomorphic to an evaluation module L(0) for some irreducible gl N -module L, see [CG] . Let M be a Z 0 -graded space with finite-dimensional homogeneous components. Let M j ⊂ M be the homogeneous component of degree j. We call the formal power series in variable q,
the graded character of M.
2.3. Weyl modules. Let W m be the gl N [t]-module generated by a vector v m with the defining relations:
As an sl N [t]-module, the module W m is isomorphic to the Weyl module from [CL] , [CP] , corresponding to the weight mω 1 , where ω 1 is the first fundamental weight of sl N . Note that 
Proof. The first two properties are proved in [CP] . The third property follows from the first two. The last property is well-known, see for example the relation between the character ch (W n ) 
Proof. The first two properties follow from Lemma 2.2, parts (ii) and (iii). The other two properties are proved in [CP] .
Given sequences n = (n 1 , . . . , n k ) of natural numbers and 2.4. Representations of symmetric group. Let S n be the group of permutations of n elements. We denote by C[S n ] the regular representation of S n . Given an S n -module M we denote by M S the subspace of all S n -invariant vectors in M.
We need the following simple fact.
The group S n acts on the algebra C[z 1 , . . . , z n ] by permuting the variables. Let σ s (z), s = 1, . . . , n, be the s-th elementary symmetric polynomial in z 1 , . . . , z n . The algebra of symmetric polynomials C[z 1 , . . . , z n ] S is a free polynomial algebra with generators σ 1 (z), . . . , σ n (z). It is well-known that the algebra C[z 1 , . . . , z n ] is a free C[z 1 , . . . , z n ] S -module of rank n!, see [M] .
Given a = (a 1 , . . . , a n ) ∈ C n , denote by I a ⊂ C[z 1 , . . . , z n ] the ideal generated by the polynomials σ s (z) − a s , s = 1, . . . , n. Clearly, I a is S n -invariant.
S -module of rank n!, the dimension of the quotient C[z 1 , . . . , z n ]/I a is n! for all a ∈ C n . If the polynomial u n + n s=1 (−1) s a s u n−s has no multiple roots, the lemma is obvious. For other a, the lemma follows by the continuity of characters.
Let V be the space of polynomials in z 1 , . . . , z n with coefficients in
The space V ⊗n is embedded in V as the subspace of constant polynomials.
We make the symmetric group S n act on V by permuting the factors of V ⊗n and the variables z 1 , . . . , z n simultaneously,
We denote by V S the subspace of S n -invariants in V.
Proof. The lemma follows from the fact that
We consider the space V as a gl N [t]-module with the series g(u), g ∈ gl N , acting by 
The following lemma is contained in [K] . For convenience we supply a proof.
Given integers i 1 · · · i n 0 and j 1 , . . . , j n ∈ {1, . . . , N}, denote
The space V S is spanned by the elements v(i, j) with all possible i, j. So to prove the lemma, it is sufficient to show that every element v(i, j) belongs to U(gl N [t]) v ⊗n + . We prove it by induction on the number r(i, j) of indices s such that i s > 0 and j s = 1.
Define the grading on C[z 1 , . . . , z n ] by setting deg z i = 1 for all i = 1, . . . , n. We define a grading on V by setting deg(v ⊗ p) = deg p for any v ∈ V ⊗n and any p ∈ C[z 1 , . . . , z n ]. The grading on V induces a natural grading on End(V). Proof. The lemma follows from formula (2.4).
2.6. Weyl modules as quotients of V S . Let a = (a 1 , . . . , a n ) ∈ C n be a sequence of complex numbers and
Clearly,
Proof. 
By part (iv) of Lemma 2.3, there exists a surjective homomorphism
, where we used Lemmas 2.8 and 2.7 for the next to the last equality. Therefore, the surjective homomorphism (2.7) is an isomorphism. 2.7. Bethe algebra. Let ∂ be the operator of formal differentiation in variable u. Define the universal differential operator D B by
It is a differential operator in variable u, whose coefficients are formal power series in u
and
Lemma 2.14. We have
e ii (u) , and (2.11)
where α is a formal variable, B 00 = 1, and Z(x) is given by formula (2.2).
Proof. The lemma is proved by a straightforward calculation.
Lemma 2.15. For any i, j, the element
Proof. We declare the degree of ∂ to be −1. Then D B is homogeneous of degree −N. The lemma follows.
We call the unital subalgebra of U(gl N [t]) generated by B ij , i = 1, . . . , N, j ∈ Z i , the Bethe algebra and denote it by B.
The next statement is established in [T] . A polished proof can be found in [MTV1] .
Theorem 2.16. The algebra B is commutative. The algebra B commutes with the subalgebra
As a subalgebra of U(gl N [t]), the algebra B acts on any gl Let λ be a partition with at most N parts. Let n = |λ| and (a 1 , . . . , a n ) ∈ C n . Define integers k, n 1 , . . . , n k and distinct complex numbers b 1 , . . . , b k by (2.6). Let Λ = (λ (1) , . . . , λ (k) ) be a sequence of partitions with at most N parts such that |λ s | = n s .
In what follows we study the action of the Bethe algebra B on the following B-modules:
The B-modules M λ,a and M Λ,λ,b are defined by formula (2.12) up to isomorphism. We denote the Bethe algebras associated with
Functions on Schubert cell and Wronski map
For a complete flag
We have codim Ω λ (F ) = |λ|.
The Schubert cell decomposition associated to a complete flag F , see for example [GH] , is given by
and a new partition
Let F (∞) be the complete flag given by
We denote the Schubert cell Ωλ(F (∞)) by Ωλ(∞). We have dim Ωλ(∞) = |λ|.
For a given subspace X ∈ Ωλ(∞), such a basis is unique. Let O λ be the algebra of regular functions on Ωλ(∞). The cell Ωλ(∞) is an affine space of dimension |λ| with coordinate functions f ij . Therefore, the algebra O λ is a free polynomial algebra in variables f ij ,
We often regard the polynomials f i (u), i = 1, . . . , N, as generating functions for the genera-
Recall that the degree of u is one. Define a grading on the algebra O λ by setting the degree of the generator f ij to be j. Then the generating function f i (u) is homogeneous of degree d i .
Lemma 3.1. The graded character of O λ is given by the formula
Let f i (u), i = 1, . . . , N, be the generating functions given by (3.2). We have
It is a differential operator in variable u, whose coefficients are rational functions with coef-
The top coefficient of the Wronskian Wr(f 1 (u), . . . , f N (u)) is a constant. Therefore, we can write
where
Lemma 3.2. For any i, j, the element F ij ∈ O λ is a homogeneous element of degree j − i.
The series F i (u) is a homogeneous series of degree −i.
Proof. Recall that ∂ has degree −1. So, the operator D O λ is homogeneous of degree −N. The lemma follows.
Define the indicial polynomial of the operator
where F 00 = 1.
Proof. The coefficient of
On the other hand, we have that D Proof. The coefficient of
where the dots denote the terms which contain the elements F kl and f is with s < j only.
3), we can express recursively the elements f ij via the elements F kl starting with j = 1 and then increasing the second index j.
3.3. Frobenius algebras. In this section, we recall some simple facts from commutative algebra. We use the word algebra for an associative unital algebra over C.
Let A be a commutative algebra. The algebra A considered as an A-module is called the regular representation of A. The dual space A * is naturally an A-module, which is called the coregular representation.
Clearly, the image of A in End(A) for the regular representation is a maximal commutative subalgebra. If A is finite-dimensional, then the image of A in End(A * ) for the coregular representation is a maximal commutative subalgebra as well.
If M is an A-module and v ∈ M is an eigenvector of the A-action on M with eigenvalue
* is an eigenvector of the coregular action of A, then v is proportional to the character ξ v . Moreover, each character ξ ∈ A * is an eigenvector of the coregular action of A and the corresponding eigenvalue equals ξ.
A nonzero element ξ ∈ A * is proportional to a character if and only if ker ξ ⊂ A is an ideal. Clearly, A/ ker ξ ≃ C. On the other hand, if m ⊂ A is an ideal such that A/m ≃ C, then m is a maximal proper ideal and m = ker ζ for some character ζ.
A commutative algebra A is called local if it has a unique ideal m such that A/m ≃ C. In other words, a commutative algebra A is local if it has a unique character. Any proper ideal of the local finite-dimensional algebra A is contained in the ideal m.
It is known that any finite-dimensional commutative algebra A is isomorphic to a direct sum of local algebras, and the local summands are in bijection with characters of A.
Let A be a commutative algebra. A bilinear form ( , ) :
A finite-dimensional commutative algebra A which admits an invariant nondegenerate symmetric bilinear form ( , ) : A ⊗ A → C is called a Frobenius algebra. It is easy to see that distinct local summands of a Frobenius algebra are orthogonal.
The following properties of Frobenius algebras will be useful.
Lemma 3.5. A finite direct sum of Frobenius algebras is a Frobenius algebra.
Proof. Fix invariant nondegenerate symmetric bilinear forms on the summands and define a bilinear form on the direct sum to be the direct sum of the forms of the summands. The obtained form is clearly nondegenerate, symmetric and invariant.
Let A be a Frobenius algebra. Let I ⊂ A be a subspace. Denote by I ⊥ ⊂ A the orthogonal complement to I. Then dim I + dim I ⊥ = dim A, and the subspace I is an ideal if and only if I ⊥ is an ideal. Let A 0 be a local Frobenius algebra with maximal ideal
Proof. Let I ⊂ A 0 be a nonzero ideal. Then I ⊥ is also an ideal and
For a subset I ⊂ A define its annihilator as Ann I = {a ∈ A, | aI = 0}. The annihilator Ann I is an ideal.
Lemma 3.7. Let A be a Frobenius algebra and
Proof. Since every ideal in a finite-dimensional commutative algebra is a direct sum of ideals in its local summands, it is sufficient to prove the lemma for the case of a local Frobenius algebra.
Let A be local. If a ∈ I and b ∈ Ann I, then (a, b) = (ab, 1) = 0. Therefore, Ann I ⊂ I ⊥ . If b ∈ I ⊥ , then bI ⊂ I ⊥ is an ideal. If bI = 0, then it contains m ⊥ , see Lemma 3.6, and there exists a ∈ I such that ab = m ⊥ . Hence, 0 = (a, b) = (1, ab) = (1, m ⊥ ) = 1, which is a contradiction. Therefore, bI = 0 and I ⊥ ⊂ Ann I.
For any ideal I ⊂ A, the regular action of A on itself induces an action of A/I on Ann I. 
, where Γ = {(x 1 , . . . , x m ) | |P s (x 1 , . . . , x m )| = ε} is the real m-cycle oriented by the condition
and ε is a small positive real number. The residue form Res descends to a nondegenerate bilinear form on C[x 1 , . . . , x m ]/I, see [GH] .
The last lemma has the following generalization. Let C T (x 1 , . . . , x m ) be the algebra of rational functions in x 1 , . . . , x m , regular at points of a nonempty set T ⊂ C m . Denote by I T the ideal in C T (x 1 , . . . , x m ) generated by P 1 , . . . , P m .
Lemma 3.10. If the algebra C T (x 1 , . . . , x m )/I T is nonzero and finite-dimensional, then it is a Frobenius algebra.
3.4. Wronski map. Let X be a point of Gr (N, d) . The Wronskian of a basis of the subspace X does not depend on the choice of the basis up to multiplication by a nonzero number. We call the monic polynomial representing the Wronskian the Wronskian of X and denote it by Wr X (u).
Fix a partition λ and denote n = |λ|. The partitionλ is given by (3.1). If X ∈ Ωλ(∞), then deg Wr X (u) = n.
Define the Wronski map
by sending X ∈ Ωλ(∞) to a = (a 1 , . . . , a n ), if Wr X (u) = u n + n s=1 (−1) s a s u n−s . For a ∈ C n , let I O λ,a be the ideal in O λ generated by the elements Σ s − a s , s = 1, . . . , n, where Σ 1 , . . . , Σ n are defined by (3.4). Let
be the quotient algebra. The algebra O λ,a is the scheme-theoretic fiber of the Wronski map. We call it the algebra of functions on the preimage Wr
Lemma 3.11. The algebra O λ,a is a finite-dimensional Frobenius algebra and dim C O λ,a does not depend on a.
Proof. It is easy to show that the set Wr −1 λ (a) is finite. This implies that O λ,a is finitedimensional and the fact that O λ,a is a direct sum of local algebras, see for example [HP] . The dimension of O λ,a is the degree of the Wronski map and the local summands correspond to the points of the set Wr −1 λ (a). The algebra O λ,a is Frobenius by Lemma 3.9.
Remark. Let O S λ ⊂ O λ be the subalgebra generated by Σ 1 , . . . , Σ n . Since these elements are homogeneous, the subalgebra O S λ is graded. Using the grading and Lemmas 3.11, 2.2, it is easy to see that O λ is a free O 
We denote the Schubert cell Ω µ F (b) corresponding to the flag F (b) and a partition µ with at most N parts by
) be a sequence of partitions with at most N parts such that
Denote by Ω Λ,λ,b the intersection of the Schubert cells: 
Clearly, g i,λ Proof. The lemma follows from Lemma 3.9.
It is known from Schubert calculus that
for example, see [Fu] .
It is a differential operator in variable u whose coefficients are polynomials in u with coeffi-
Clearly, if n − i < 0, then G i (u) = 0, otherwise deg G i = n − i and
where i = 0, . . . , N, and F 0 (u) = 1.
Introduce the elements G ijs ∈ O λ , i = 0, . . . , N, j = 0, 1, . . . , n − i, s = 1, . . . , k, by the rule
We set G ijs = 0 if j < 0 or j > n − i.
It is a polynomial of degree N in variable α with coefficients in O λ . Proof. Consider the differential operator D O λ , given by (4.5). We have
see (3.6), (4.7), and
where g is (u) = Example. Let N = 2, n = 3, d > 4, λ = (2, 1), a = (0, 0, 0). Then k = 1, b = (b 1 ) with b 1 = 0, and n 1 = 3, and we have Proof. The basis in part (i) is constructed by the Bethe ansatz method, see [MV2] . The equality D B v = D X is proved in [MTV1] . The existence of an eigenvector v in part (ii) for generic X ⊂ Ωλ, is proved in [MV1] .
For generic a = (a 1 , . . . , a n ), the roots (b 1 , . . . , b n ) of the polynomial n i=0 a i x i form a point in Θ. Therefore, Lemma 5.1, in particular, asserts that for generic values of a ∈ C n , the algebras B λ,a and O λ,a are both isomorphic to the direct sum of dim (V ⊗n )
sing λ copies of C.
The following corollary recovers a well-known fact. Consider the map
where the elements F ij ∈ O λ are defined by (3.7) andB ij ∈ B λ are the images of the elements B ij ∈ B, defined by (2.9). . Let Θ be the set, introduced in Lemma 5.1, and (b 1 , . . . , b n ) ∈ Θ. Then by part (i) of Lemma 5.1, the value of the polynomial R(B ij ) at z 1 = b 1 , . . . , z n = b n equals zero. Hence, the polynomial R(B ij ) equals zero identically and the map τ λ is well-defined.
By Lemmas 3.2 and 2.15 the elements F ij andB ij are of the same degree. Therefore, the map τ λ is graded.
Let a polynomial R(F ij ) in generators F ij be a nonzero element of O λ . Then the value of R(F ij ) at a generic point X ∈ Ωλ(∞) is not equal to zero. Then by part (ii) of Lemma 5.1, the polynomial R(B ij ) is not identically equal to zero. Therefore, the map τ λ is injective.
Since the elementsB ij generate the algebra B λ , the map τ λ is surjective.
The algebra C[z 1 , . . . , z n ] S is embedded into the algebra B λ as the subalgebra of operators of multiplication by symmetric polynomials, see Lemmas 2.10 and formula (2.11). The algebra C[z 1 , . . . , z n ] S is embedded into the algebra O λ , the elementary symmetric polynomials σ 1 (z), . . . , σ n (z) being mapped to the elements Σ 1 , . . . , Σ n , defined by (3.4). These embeddings give the algebras B λ and O λ the structure of C[z 1 , . . . , z n ] S -modules.
Lemma 5.4. We have τ λ (Σ i ) = σ i (z) for all i = 1, . . . , n. In particular, the map τ λ :
where ′ denotes the derivative with respect to u, and formula (2.10).
Given a vector v ∈ M λ , consider a linear map
Lemma 5.5. If v ∈ M λ is nonzero, then the map µ v is injective.
Proof. The algebra O λ is a free polynomial algebra containing the subalgebra C[z 1 , . . . , z n ] S . By Lemma 3.11, the quotient algebra O λ /C[z 1 , . . . , z n ] S is finite-dimensional. The kernel of µ v is an ideal in B λ which has zero intersection with C[z 1 , . . . , z n ] S and, therefore, is the zero ideal.
By Lemmas 2.9 and 2.12, the space M λ is a free graded C[z 1 , . . . , z n ] S -module. By Lemma 2.13, the generators of this module can be identified with a basis in (W n ) sing λ . Therefore, the graded character of M λ is given by the formula
This equality and part (iv) of Lemma 2.2 imply that the degree of any vector in M λ is at least
In other words, the maps τ λ and µ λ give an isomorphism of the regular representation of O λ and the B λ -module M λ .
Proof. The map µ λ is injective by Lemma 5.5. The map µ λ shifts the degree by N i=1 (i−1)λ i . Lemma 3.1, formula (5.3), and part (iv) of Lemma 2.2 imply that ch µ λ (O λ ) = ch(M λ ). Hence, the map µ λ is surjective. Formula (5.4) follows from Theorem 5.3. 5.3. Isomorphism of algebras O λ,a and B λ,a . Let a = (a 1 , . . . , a N ) be a sequence of complex numbers. Let distinct complex numbers b 1 , . . . , b k and integers n 1 , . . . , n k be given by (2.6).
In this section we show that the Bethe algebra B λ,a , associated with the space Lemma 5.7. We have
Proof. The lemma follows from Theorems 5.3, 5.6 and Lemmas 5.4, 2.13.
By Lemma 5.7, the maps τ λ and µ λ induce the maps
Theorem 5.8. The map τ λ,a is an isomorphism of algebras. The map µ λ,a is an isomorphism of vector spaces. For any F, G ∈ O λ,a , we have
In other words, the maps τ λ,a and µ λ,a give an isomorphism of the regular representation of O λ,a and the B λ,a -module M λ,a .
Proof. The theorem follows from Theorems 5.3, 5.6 and Lemma 5.7.
Remark. By Lemma 3.11, the algebra O λ,a is Frobenius. Therefore, its regular and coregular representations are isomorphic.
Isomorphism of algebras
of partitions with at most N parts such that |λ (s) | = n s for all s = 1, . . . , k. In this section we show that the Bethe algebra B Λ,λ,b , associated with the space We begin with a simple observation. Let A be an associative unital algebra, and let L, M be A-modules such that L is isomorphic to a subquotient of M. Denote by A L and A M the images of A in End(L) and End(M), respectively, and by
Applying this observation to the Bethe algebra B and B-modules M λ , M λ,a , M Λ,λ,b , we get a chain of epimorphisms B → B λ → B λ,a → B Λ,λ,b . In particular, smaller spaces are naturally modules over Bethe algebras associated to bigger spaces.
Let C i (u), i = 1, . . . , N, be the Laurent series in u −1 obtained by projecting each coefficient of the series
Proof. Lemma 5.9 follows from Theorem 2.1 in [MTV3] . Alternatively, Lemma 5.9 follows from the formula C i (u) = τ λ G i (u) .
LetC i (u), i = 1, . . . , N , be the polynomial obtained by projecting each coefficient of the polynomial C i (u) to B λ,a .
Introduce the elementsC ijs ∈ B λ,a for i = 1, . . . , N, j = 0, 1, . . . , n − i, s = 1, . . . , k, by the rule
In addition, letC 0js , j = 0, . . . , n, s = 1, . . . , k, be the numbers such that n j=0C
Lemma 5.10. The elementsC ijs , i = 1, . . . , N, s = 1, . . . , k, j = 0, 1, . . . , n s − i − 1, are nilpotent.
Proof. We clearly have τ λ,aḠijs =C ijs . Lemma 5.10 follows from Lemma 4.7.
Define the indicial polynomialχ
It is a polynomial of degree N in variable α with coefficients in B λ,a . LetĪ B Λ,λ,b be the ideal in B λ,a generated by the elementsC ijs , i = 1, . . . , N, s = 1, . . . , k, j = 0, 1, . . . , n s − i − 1, and the coefficients of the polynomials 
cf. [MTV2] . The lemma follows from Theorem 2.1 and formula (2.3).
Hence, the projection B λ,a → B Λ,λ,b descends to an epimorphism * are isomorphic by Corollary 4.9. Hence, Proposition 5.12 yields that the map µ λ,a induces a bijective linear map
Theorem 5.13. The map τ Λ,λ,b is an isomorphism of algebras. For any F ∈ O λ,a and 5.5. Proof of Proposition 5.12. We begin the proof with an elementary auxiliary lemma. Let M be a finite-dimensional vector space, U ⊂ M a subspace, and E ∈ End(M).
In other words, the maps
Lemma 5.14. Let EM ⊂ U, and the restriction of E to U is invertible in End(U). Then EU = U and M = U ⊕ ker E.
Let W m be the gl N [t]-module defined in Section 2.3, and µ a partition with at most N parts such that |µ| = m. Recall that W m is a graded vector space, and the grading of W m is defined in Lemma 2.2.
Given a homogeneous vector w ∈ (W m ) 
. . , k, and M = Λ for any term of the sum.
In the picture described above, we can regard all B-modules involved as B λ,a -modules. For any F ∈ B λ,a , we denote by gr F ∈ End(M λ,a ) the linear operator corresponding to the action of F on gr M λ,a . The map F → gr F is an algebra homomorphism.
Let complex numbers c 1 , . . . , c k , α 1 , . . . , α k be such that Remark. Note that formula (4.4) is an important ingredient of the proof.
Applications
In this section we state some of the obtained results in a way, relatively independent from the main part of the paper. For convenience, we recall some definitions and facts.
The Bethe algebra B is a commutative subalgebra of U(gl N [t]), defined in Section 2.7. It is generated by the elements B ij , i = 1, . . . , N, j ∈ Z i , which are coefficients of the series B i (u), i = 1, . . . , N, see formulae (2.8), (2.9).
If M is a B-module and ξ : B → C a homomorphism, then the eigenspace of B-action on M corresponding to ξ is defined as B∈B ker(B| M − ξ(B)) and the generalized eigenspace of B-action on M corresponding to ξ is defined as B∈B
6.1. Tensor products of irreducible modules. For a partition λ with at most N parts, L λ is the irreducible finite-dimensional gl N -module of highest weight λ. Let λ (1) , . . . , λ (k) be partitions with at most N parts, b 1 , . . . , b k distinct complex numbers. We are interested in the action of the Bethe algebra B on the tensor product ⊗
Since B commutes with the subalgebra U(gl N ) ⊂ U(gl N [t]), the action of B preserves the subspace of singular vectors (⊗
. Given a partition λ with at most N parts such that |λ| = k s=1 |λ (s) | , let ∆ Λ,λ,b be the set of all monic Fuchsian differential operators of order N, 
where 
We call a differential operator D ∈ ∆ Λ,λ,b real if all h D i (u) are rational functions with real coefficients. We call X ∈ Ω Λ,λ,b real if X has a basis consisting of polynomials with real coefficients. 
sing λ as a linear operator, symmetric with respect to that form, see [MTV1] , [MTV2] . In particular B is diagonalizable and all its eigenvalues are real. The corollary follows.
For N = 2, this corollary is obtained in [EG] .
6.2. Weyl modules. Let n 1 , . . . , n k be natural numbers and b 1 , . . . , b k distinct complex numbers. Let ⊗ k s=1 W ns (b s ) be the Weyl module associated to n, b defined in Section 2.3. We are interested in the action of the Bethe algebra B on the Weyl module ⊗ sing .
Recall that V denotes the irreducible gl N -module of highest weight (1, 0, . . . , 0), which is the vector representation of gl N . Set n = n 1 + · · · + n k .
Denote by ∆ n,b the set of all monic differential operators D of order N with the following properties.
a) The kernel of the operator D consists of polynomials only.
b) The first coefficient h (ii) The set ∆ n,b consists of dim (V ⊗n ) sing distinct points.
(iii) The set Wr Remark. It is easy to see that the set ∆ n,b is a disjoint union of the sets ∆ Λ,λ,b with |λ (s) | = n s , s = 1, . . . , k. Similarly, the set Wr Making transformations (6.3) and (6.4) with c s = µ sing λ . By Lemma 5.1, for any a ∈ Π, the vector space M λ,a has a basis consisting of eigenvectors of the Bethe algebra B λ,a and distinct eigenvectors have different eigenvalues. Therefore, all eigenspaces of B λ,a are one-dimensional, and the eigenspaces depend on a holomorphically.
Let γ be a loop in Π starting at a. Analytically continuing along the loop we obtain a permutation of the set of the eigenspaces of B λ,a . This construction defines a homomorphism of the fundamental group π 1 (Π, a) to the symmetric group S dim M λ,a . The image of the homomorphism will be called the monodromy group of eigenspaces of the Bethe algebra.
Proposition 6.7. The monodromy group acts transitively on the set of eigenspaces of the Bethe algebra B λ,a .
Proof. Consider the set Υ consisting of all pair (a, ℓ), where a ∈ Π and ℓ is an eigenspace of the Bethe algebra acting on M λ,a . Define the map w : Υ → Π, (a, ℓ) → a.
By Lemma 5.1, we have a holomorphic bijection ι : Υ → Ξ which sends (a, ℓ) to X such that D ℓ = D X . We have w = Wr λ •ι , where Wr λ is the Wronski map defined by (3.4).
Let (a, ℓ 1 ), (a, ℓ 2 ) be two eigenspaces of the Bethe algebra acting on M λ,a . The subset Ξ = Wr −1 λ (Π) is a Zariski open subset of an affine cell Ωλ. In particular, it is path connected. Connect the points i(a, ℓ 1 ), i(a, ℓ 2 ) by a curve δ in Ξ. Then γ = Wr λ (δ) is a loop in Π whose monodromy sends (a, ℓ 1 ) to (a, ℓ 2 ).
Consider two Bethe lines (a, ℓ), (a, ℓ 2 ) in M λ,a , the differential operators D ℓ 1 , D ℓ 2 associated with the lines, and the loop γ constructed in the proof of Lemma 6.7. The differential operators holomorphically depend on a.
Corollary 6.8. Analytic continuation of D ℓ 1 along γ equals D ℓ 2 .
