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Preface to ”Biomimetic Radical Chemistry 
and Applications”
Free radicals have attracted considerable attention in various research areas, including organic 
synthesis, material science, atmospheric chemistry, radiation chemistry, pharmacology, biology, and 
medicine. The “free radical theory of aging”, the role of enzymes like superoxide dismutase (SOD) or 
ribonucleotide reductase (RNR), the antioxidant network, and the role of vitamins are now 
milestones of the life sciences. Free radicals are generated in the biological environment as a result of 
normal intracellular metabolism and function as physiological signaling molecules that participate in 
the modulation of apoptosis, stress responses, and proliferation. During inflammatory response, their 
concentrations can increase up to 100-fold excess, and if not properly quenched, they can have a 
negative effect by causing damages to biomolecules. Therefore, the estimation of the type and extent 
of damages, as well as the mechanisms and efficiency of protective and repair systems, are important 
subjects in the life sciences.
When studying free-radical-based chemical mechanisms, biomimetic chemistry and the design 
of established biomimetic models come into play to perform experiments in a controlled 
environment, suitably designed to be in strict connection with cellular conditions. In this Special 
Issue, the biomimetic approach is presented with new insights and reviews of the current knowledge 
in the field of radical-based processes relevant to health, such as biomolecular damages and repair, 
signaling and biomarkers, biotechnological applications, and novel synthetic approaches. Several 
subjects are presented, with 12 articles and 6 reviews written by specialists in the fields.
In the area of DNA, the Special Issue reports on: (i) new insights into the reaction of hydroxyl 
radicals with genetic material and the role of purine lesions as biomarkers; (ii) guanine radicals 
generated in single, double, and G-quadruplex oligonucleotides studied by nanosecond transient 
absorption spectroscopy; (iii) an overview of work on the dynamics of hope transfer in DNA; (iv) the 
mechanism of copper artificial metallo-nuclease to induce superoxide-mediated cleavage via the 
minor groove; (v) the influence of the type of halogen atom in the radiosensitizing properties of 
substituted uridines; (vi) an overview of replication stress and the consequential instability of the 
genome and epigenome.
In the area of proteins, two important reviews deal with the chemical labelling of proteins using 
biomimetic radical chemistry and the role of thiyl radical reactions in the degradation of protein 
pharmaceuticals. New insights on mechanistic studies of a mononuclear non-heme oxoiron(IV) 
complex in aqueous solution as catalase-like activity are also described in an original article. In the 
area of membrane lipids, two reviews provide thorough descriptions of the role of 
phosphatidylethanolamine-derived adducts as mediators of reactive aldehydes and effects on 
membrane properties, and the combination of various technologies to study stress-induced lipid 
turnover in subcellular organelles of pancreatic beta cells. Biotechnological applications in this 
Special Issue concern two fields: (i) the entrapment of somatostatin in lipid formulation with the 
discovery of a new radical reactivity arising from the sulfur-containing peptides and its nano-
delivery formulation; (ii) the formation and stabilization of gold nanoparticles in bovine serum 
albumin solution.
ix
Mechanistic studies of radical processes in pharmacological applications, which also inspire
biological mechanisms, are represented by various articles: the oxidation of 8-thioguanosine and
2-thiouracil by photolytic and radiolytic conditions; bioinspired synthetic strategies radical-based
toward anomeric spironucleosides as potential inhibitors of glycogen phosphorylase and for
the preparation of azido-derivatives via a radical azidoalkylation of alkenes; synthesis of two
new iron-porphyrin-based catalysts inspired by naturally occurring proteins such as horseradish
peroxidase, hemoglobin, and cytochrome P450 tested for atom transfer radical polymerization
(ATRP), obtaining polymers with specific properties.
This Special Issue gives the reader a wide overview of biomimetic radical chemistry, where
molecular mechanisms have been defined and molecular libraries of products are developed to also
be used as traces for the discovery of some relevant biological processes. The biomimetic approach is a
convenient tool, since the achievements in free radical mechanisms can be easily transferred to a better
comprehension of the radical-based biological pathways in living organisms, to foster advancements
in health and diseases. In addition, the identification of modified biomolecules paves the way for
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Abstract: The reaction of hydroxyl radical (HO•) with DNA produces many primary reactive
species and many lesions as final products. In this study, we have examined the optical spectra of
intermediate species derived from the reaction of HO• with a variety of single- and double-stranded
oligodeoxynucleotides and ct-DNA in the range of 1 μs to 1 ms by pulse radiolysis using an Intensified
Charged Coupled Device (ICCD) camera. Moreover, we applied our published analytical protocol
based on an LC-MS/MS system with isotopomeric internal standards to enable accurate and precise
measurements of purine lesion formation. In particular, the simultaneous measurement of the four
purine 5′,8-cyclo-2′-deoxynucleosides (cPu) and two 8-oxo-7,8-dihydro-2′-deoxypurine (8-oxo-Pu)
was obtained upon reaction of genetic material with HO• radicals generated either by γ-radiolysis
or Fenton-type reactions. Our results contributed to the debate in the literature regarding absolute
level of lesions, method of HO• radical generation, 5′R/5′S diastereomeric ratio in cPu, and relative
abundance between cPu and 8-oxo-Pu.
Keywords: DNA damage; 5′,8-cyclopurines; 8-oxo-dG; free radicals; pulse radiolysis; gamma
radiolysis; Fenton reaction; oligonucleotides
1. Introduction
Hydroxyl radicals (HO•) are highly reactive with many compounds and DNA is not an
exception. Indeed, HO• radicals are known for their reactivity and ability to cause chemical
modifications to DNA, the site of attack being both the base moieties (85–90%) and the 2-deoxyribose
units [1,2]. The attack at H5′ of DNA by HO• radicals is estimated to be 55% of all possible
sugar positions and the resulting C5′ radical in the purine nucleotide moieties leads to the
formation of purine 5′,8-cyclo-2′-deoxynucleosides (cPu) as final products (Figure 1A) [3,4]. The
5′,8-cyclo-2′-deoxyadenosine (cdA) and 5′,8-cyclo-2′-deoxyguanosine (cdG) exist in 5′R and 5′S
diastereoisomeric forms (Figure 1B). These tandem-type lesions, generated by the attack of HO• radicals
or direct irradiation damage [5], have been identified in mammalian cellular DNA in vivo [6–10] and
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are substrates of nucleotide excision repair (NER) [4,11,12]. On the other hand, the addition of HO•
radicals to the guanine and adenine moieties affords a variety of products including the well-known
8-oxo-7,8-dihydro-2′-deoxyadenosine (8-oxo-dA) and 8-oxo-7,8-dihydro-2′-deoxyguanosine (8-oxo-dG)
lesions (Figure 1C) [13]. Like HO• radicals, other oxidizing species such as H2O2, singlet oxygen
or ONOO− are able to generate 8-oxo-Pu lesions that are removed by the base excision repair (BER)
system [14].
 
Figure 1. (A) purine 2′-deoxynucleoside reacts with hydroxyl radical (HO•) yielding the purine
5′,8-cyclo-2′-deoxynucleoside (cPu) via cyclization of C5′ radical followed by oxidation; (B)
structures of 5′,8-cyclo-2′-deoxyadenosine (cdA) and 5′,8-cyclo-2′-deoxyguanosine (cdG) in their
5′R and 5′S diastereomeric forms; (C) structures of 8-oxo-2′-deoxyadenosine (8-oxo-dA) and
8-oxo-2′-deoxyguanosine (8-oxo-dG).
Attempts to accurately determine the level of the four cPu lesions in DNA are numerous [4,15,16].
A detailed protocol for the simultaneous quantification of the four cPu lesions and two 8-oxo-Pu of
DNA has also been provided by some of us [4,16]. Liquid chromatography-tandem mass spectrometry
(LC-ESI-MS/MS) analysis, following a top–down approach starting from the genetic material and
going down to a single nucleoside level, establishes accurate quantification of these lesions. The use of
isotopically labeled reference compounds for the lesions further enhances the reliability of the process,
increasing to a great extent the reproducibility and the recovery of the quantification protocol.
Pulse radiolysis studies on the reaction of HO• radicals with DNA and its model systems
(oligonucleotides) are limited due to the cost of starting material. In the present work, we explored the
Intensified Charge-Coupled Device (ICCD) as an alternative of photomultiplier (PMT) for transient
spectra measurements [17]. The possibility to record the transient spectra using the ICCD camera has
the advantage of reduced sample size. Such an approach has been already successfully applied for
pulse radiolysis studies on the reaction of HO• radicals with the calcium-saturated forms of wild-type
calmodulin and its Met-deficient mutant [18].
The objective of this work is dual: (i) to gain information on the optical absorption of transient
spectra of the reaction of HO• radical with DNA and its model systems by pulse radiolysis, and (ii) to
apply our protocol based on the stable isotope-dilution tandem mass spectrometry technique for the
quantification of HO• radical induced cPu and 8-oxo-Pu lesions within DNA and its model systems
in gamma-irradiated aqueous solutions or Fenton-type reactions. In principle, the two techniques
employed (pulse radiolysis of transient spectra in the range of 1 μs to 1 ms and LC-ESI-MS/MS for
product identification) complement each other, that is, acquired information of the intermediate reactive
2
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species that lead to the observed stable products on the same material when exposed to HO• radicals. In
order to achieve our aims, we examined the reactivity of HO• radical with calf-thymus DNA (ct-DNA)
and a variety of single-stranded (ss) or doubled-stranded (ds) oligodeoxynucleotides (ODNs), which are
the simplest biomimetic models of DNA that respect the biological characteristics (Table 1).
Table 1. The sequences of the single stranded (ss) oligodeoxynucleotides (ODN) used in this study.
Strands Sequence (5′-3′) Length
ODN1 CGT ATG GTA TCG 12
ODN2 CGA TAC CAT ACG 12
ODN3 CGA TGG GGT ACG 12
ODN4 CGT ACC CCA TCG 12
ODN5 GGG (TTA GGG)3 21
ODN6 CCC (TAA CCC)3 21
2. Results and Discussion
2.1. Radiolytic Production of Transients
Radiolysis of neutral water leads to the reactive species eaq−, HO• and H•, as shown in Reaction
1, together with H+ and H2O2. The values in parentheses represent the radiation chemical yields
(G) in units of μmol J−1. In N2O-saturated solution (~0.02 M of N2O), eaq− are converted into HO•
radical via Reaction 2 (k2 = 9.1 × 109 M−1 s−1), with G(HO•) = 0.55 μmol J−1, i.e., HO• radicals and H•
atoms account for 90 and 10%, respectively, of the reactive species [19,20]. The rate constants for the
reactions of HO• radicals and H• atoms with DNA (Reactions 3 and 4) have been reported to be ca.
2.5 × 108 M−1 s−1 and 6 × 107 M−1 s−1, respectively [19,20]:
H2O + -irr/e-beam→ eaq−(0.27), HO•(0.28), H•(0.062), (1)
eaq− + N2O + H2O→ HO• + N2 + HO−, (2)
HO• + DNA (or ODN)→ radical product, (3)
H• + DNA (or ODN)→ radical product. (4)
2.2. Pulse Radiolysis in Aqueous Solutions
Pulse radiolysis is a time-resolved technique that gives an opportunity to look into very short
time domains. Therefore, it allows detection and spectral/kinetic characterization of very short-lived
transients like radicals, radical-ions, and excited states. In a typical experiment, the UV-Vis spectral
changes obtained from the pulse irradiation of N2O-saturated solution containing ca. 1 mM of
nucleoside are monitored. The possibility to record the transient spectra using the ICCD camera
has a great advantage over PMT since it allows to work with extremely valuable micro-volume
liquid samples.
2.2.1. Comparison of PMT and ICCD Detection Methods Using Nucleosides
In order to check first reliability of the ICCD camera, the transient spectra resulted from the
reactions of HO• radicals with single nucleosides (dC, dG, T, and dA) were recorded by the PMT and
ICCD camera, and then the two spectra obtained were compared.
The spectral changes obtained by the two detection systems after pulse irradiation of a
N2O-saturated sodium phosphate 50 mM, pH 7, solution of 1 mM 2′-deoxycytidine (representing
pyrimidine derivative) superimpose more than satisfactorily and are shown in Figure 2 (left panel).
The optical absorption spectra taken 2 μs after the pulse are characterized by two distinctive absorption
bands with λmax ~350 and 440 nm. The present results are in agreement with those from the
3
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literature [21,22]. This spectrum is mainly due to 5-OH-6-yl radical 1 formed by addition at C5 with
~87% yield, 6-OH-5-yl radicals 2 formed by addition at C6 (Figure 3) and with some minor contribution
of H•-adduct radicals. The H-atom abstraction from the sugar moiety can also be considered; however,
the resulting radicals do not absorb significantly in the wavelength region of interest.
  
Figure 2. Transient absorption spectra recorded using PMT () and ICCD (−); (Left) 2 μs after
electron pulse in N2O-saturated phosphate buffered (50 mM) aqueous solution containing 1 mM
2′-deoxycytidine (dC); (Right) 1 μs after electron pulse in N2O-saturated phosphate buffered (50 mM)
aqueous solution containing 1 mM 2′-deoxyguanosine (dG), at pH 7.
 
Figure 3. The main species generated by the reaction of HO• radical with dC and dG, respectively.
Similarly, the spectral changes obtained by the two detection systems for 2′-deoxyguanosine
(purine representative) superimpose satisfactorily and are shown in Figure 2 (right panel). The optical
absorption spectra taken 1 μs after the pulse are characterized by a broad absorption band with a weakly
marked maximum at λmax ~610 nm. This absorption band was earlier assigned to a guanyl radical 3
(Figure 3) formed by hydrogen abstraction from the exocyclic NH2 with ~65% yields, which undergoes
further a water-assisted tautomerization to the most stable isomer 4 with a ktaut = 2.3 × 104 s−1 [23–25].
Moreover, the absorption spectra obtained are in agreement with those reported in the literature. The
spectrum in the range 400–600 nm is flat without a clearly pronounced maximum. Contribution of
8-hydroxyl radical adduct to the absorption spectrum in the short wavelength range (<400 nm) also
has to be taken into account [23,25].
2.2.2. Mixture of dC and dG Nucleosides
With this information in hand, the transient absorption spectra resulted from the reaction of HO•
radicals with the mixture of dG and dC present in an aqueous solution in a concentration ratio of 1:1
were recorded only by an ICCD camera on the time domain between 1 μs to 1 ms (Figure 4). The optical
absorption spectrum recorded 1 μs after the pulse is characterized by a broad absorption band in the
region of 600–650 nm, a distinctive shoulder in the region of 350–400 nm and a sharp absorption band with
λmax ~310 nm. These spectral characteristics are consistent with the presence of transients derived from
dG and dC. Moreover, absorption intensity of the 610 nm band is nearly half of the absorption intensity
measured in the solution containing only 2′-deoxyguanosine (Figure 2, right panel). This observation is
not surprising taking into account equal concentrations of dG and dC nucleosides and their respective
rate constants with HO• radicals which are very similar, and equal to (5.7 ± 0.4) × 109 M−1s−1 [24],
and (6.0 ± 1.5) × 109 M−1s−1 [21], respectively.
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Figure 4. Transient absorption spectra recorded using ICCD (−) 1 μs, (−) 50 μs, and (−) 1 ms after
electron pulse in N2O-saturated phosphate buffered (50 mM) aqueous solutions containing mixture of
2′-deoxyguanosine (dG, 0.5 mM) and 2′-deoxycytidine (dC, 0.5 mM) with concentration ratio 1:1 at pH 7.
2.2.3. Mixture of dC, dG, T and dA Nucleosides vs. Calf-Thymus DNA (ct-DNA)
The subsequent chemical system subjected to irradiation was a phosphate buffered (50 mM)
aqueous solution containing a mixture of four nucleosides: dC, dG, T (thymidine) and dA
(2′-deoxyadenosine) in the following concentration ratios. The first pair of nucleosides (dC and
dG) and the second pair of nucleosides (T and dA) were present in a concentration ratio 1:1. In turn,
the two respective pairs of nucleosides were present in a concentration ratio 2:3, which mimics the
ratio of these nucleosides present in ct-DNA.
The optical absorption spectrum recorded 1 μs after the pulse in an aqueous buffered solution
containing a mixture of four nucleosides (dC, dG, T and dA) (Figure 5, left panel) is similar to that
observed in solution with a mixture of two nucleosides (dC and dG, see Figure 4) except two features:
the absorption band in the region >600 nm is absent while two distinctive shoulders in the region
460–500 nm and 400–420 nm appear. The first feature can be rationalized by taking into account the
concentration ratio of nucleosides present in the solution as 2:2:3:3 and their respective rate constants
with HO• radicals which are nearly equal [2]. Taking a simple competition kinetics of these four
nucleosides for HO• radicals, one can easily calculate that at most 20% of all available HO• radicals can
react with dG and give rise to the guanyl-type radicals. In turn, the second feature can be explained
by the spectral characteristics of radicals derived from dA [26], formed in the reaction of 30% of
HO• radicals. On the other hand, the optical spectrum recorded 1 μs after the pulse in an aqueous
solution containing ct-DNA (Figure 5, right panel) is not very different from that recorded in a solution
containing a mixture of four nucleosides, except for the fact that the absorption intensity is two-fold
weaker. Interestingly, the time evolution of the radicals formed in both systems is different (clearly
seen by comparison of the absorption spectra in the time domain between 50 μs and 1 ms) showing
higher stability of radicals in ct-DNA.
 
Figure 5. Transient absorption spectra recorded using ICCD in N2O-saturated phosphate buffered
(50 mM) aqueous solutions containing (left panel) a mixture of four nucleosides (see text) and (right
panel) ct-DNA, at natural pH: (−) 1 μs, (−) 50 μs, and (−) 1 ms after electron pulse.
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2.2.4. Single Stranded 12-Mer Oligodeoxynucleotides
The subsequent chemical systems subjected to irradiation were the aqueous solutions containing
one of four single stranded 12-mer oligonucleotides (cf. Table 1): ODN1, ODN2, ODN3, or ODN4.
Figure 6 shows the optical absorption spectra recorded 1 μs after the pulse for ODN1 and
ODN3, which are very similar to the absorption spectrum recorded 1 μs after the pulse in aqueous
solutions containing ct-DNA (Figure 5, right panel). Similar spectra are obtained for ODN2 and ODN4
(see Figure S1 in Supporting Information). Three of them (except ODN1) are characterized by the
absorption band which can be assigned to the guanyl-type radical 3 (cf. Figure 3). Surprisingly, the
spectrum recorded in aqueous solution of ODN1 (oligonucleotide containing four dG nucleotides)
does not show optical features which can be assigned to this radical (Figure 6, left panel). It seems
that the number of dG present in these single stranded 12-mer oligonucleotides is not the only factor
determining the efficiency of the intermediate 3 formation. Perhaps, the peculiar conformation
arrangement of ODN1 excludes the access of HO• radical to the NH2 moiety for H-atom abstraction.
Figure 6. Transient absorption spectra recorded using ICCD in N2O-saturated phosphate buffered
(50 mM) aqueous solutions containing 5′-CGT ATG GTA TCG-3′ (ODN1) (left panel) and 5′-CGA TGG
GGT ACG-3′ (ODN3) (right panel) at natural pH: (−) 1 μs and (−) 50 μs after electron pulse.
It is worth mentioning that the formation of the radical intermediate 3 and its tautomerization
process (3→4) taking place on the ms scale is an important process, shown to occur in G-quadruplex
through oxidation followed by deprotonation step [27–29].
2.2.5. Double-Stranded 12-Mer Oligodeoxynucleotides
The last two chemical systems subjected to irradiation were the aqueous solutions containing
double-stranded (ds) 12-mer oligonucleotides: ODN1/ODN2 or ODN3/ODN4. In our previous
studies, we used the same ds-oligonucleotide sequences for investigating the oxidation potential upon
increasing the number of consecutive Gs [30]. The optical absorption spectra recorded 1 μs after the
pulse in aqueous solutions containing one of two ds-oligonucleotides are very similar to each other
(Figure 7) and resemble the spectrum recorded 1 μs after the pulse in aqueous solutions containing
ct-DNA (Figure 5, right panel). Moreover, the time evolution of spectra recorded at 1 μs and 50 μs
shows clearly that the formed radicals are stable within this time domain. The lack of the absorption
band >600 nm indicates absence of guanyl-type radicals which might result from the specific structure
of the double-stranded DNA (Figure 7). It is reasonable to assume that the HO• radical is not able
to reach the NH2 moiety for H-atom abstraction due to the steric encumbrance in ds-ODNs or the
tautomerization process (3→4) is very fast with respect to our time-scale experiments.
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Figure 7. Transient absorption spectra recorded using ICCD in N2O-saturated phosphate buffered
(50 mM) aqueous solutions containing (left panel) ds-(ODN1/ODN2) and (right panel) ds-(ODN3/ODN4)
at natural pH: (−) 1 μs and (−) 50 μs after electron pulse.
2.3. γ-Radiolysis
2.3.1. Hydroxyl Radical–Induced Formation of Purine Lesions in ct-DNA
The reactions of HO• radicals with DNA were carried out using ct-DNA. Two preparation
procedures of ct-DNA solutions for irradiation were used:
(i) the commercial ct-DNA solution containing 1 mM Tris-HCl, pH 7.5, with 1 mM NaCl and 1 mM
EDTA was firstly lyophilized and then 200 μL of a N2O saturated ct-DNA aqueous solutions
(0.5 mg/mL) at natural pH were prepared;
(ii) the commercial ct-DNA solution was desalted by ethanol precipitation (removal of the additives
Tris-HCl, NaCl and EDTA) and then 200 μL of a N2O saturated ct-DNA (0.5 mg/mL) were
prepared in 50 mM phosphate buffer, pH 7.2
All samples were irradiated (in triplicate) under steady-state conditions at different doses (0,
10, 20, 35, and 50 Gy). The quantification of the lesions was executed in two independent steps.
Firstly, the sample was analyzed via an HPLC-UV system coupled with a sample collector. According
to this first clean-up step, the quantification of the unmodified nucleosides took place, based on
their absorbance at 260 nm, whereas, at their time-windows when the lesions are eluted, fractions
were collected and pooled. The concentrated samples containing the modified DNA bases were
injected subsequently to LC-MS/MS to be analyzed and quantified independently [10,16,31,32]. In
the absence of the unmodified nucleosides, which cause solubility problems to arise, the sample can
be concentrated prior to LC-MS/MS analysis increasing the overall sensitivity of the quantification
method. The use of isotopically labeled lesions (Figure S2) maintains the reproducibility and the
recovery of the quantification protocol within the levels that are generally accepted for reliability. The
calibration curves for the quantification of the lesions and the list of MRM transitions employed for the
quantification are reported in Figure S3 and Table S1, respectively.
The radiation induced formation of 8-oxo-dG, 5′S-cdG, 5′R-cdG, 8-oxo-dA, 5′S-cdA and 5′R-cdA
in ct-DNA applying Procedure (i) is shown in Figure 8 (for data, see Table S2). As expected, the number
of the lesions studied increases with the increment of the dose. The reaction product profile obtained
employing Procedure (ii) (see Figure S4 and Table S3), where ct-DNA is treated for removing additives
such as Tris-HCl, NaCl and EDTA, is comparable with the results gathered with Procedure (i); this
indicates that the additives originally present in the commercial ct-DNA sample have no significant
interference in the reaction outcome.
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Figure 8. Radiation induced formation of 8-oxo-dG, 5′S-cdG, 5′R-cdG, 8-oxo-dA, 5′S-cdA and 5′R-cdA
in ct-DNA Procedure (i). Each sample was exposed to 0, 10, 20, 35, and 50 Gy dose. The values represent
the mean ± SD of n = 3 independent experiments.
From Figure 8, it becomes evident that the main reaction products detected are 8-oxo-dG and
8-oxo-dA, which are also formed in a ca. 10:1 ratio. The intramolecular cyclization products 5′S-cdG,
5′R-cdG, 5′S-cdA and 5′R-cdA are also formed, albeit in lower yields. We have further analyzed the
data obtained employing Procedures (i) and (ii) (Tables S2 and S3) by plotting the number of each
lesion formed vs. the radiation dose; the slope of the lines obtained (Figure 9 for Procedure (i) and
Figure S5 for Procedure (ii)) represents the number of lesions formed per Gy which are reported in
Table S3.
Figure 9. Radiation induced formation of 8-oxo-dG, 8-oxo-dA, 5′R-cdG, 5′S-cdG, 5′R-cdA, and 5′S-cdA
in ct-DNA Procedure (i). Each sample was exposed to 0, 10, 20, 35, and 50 Gy dose in N2O-saturated
aqueous solutions; the values represent the mean ± SD of n = 3 independent experiments.
After having verified that Procedure (i) is indeed equivalent to (ii) (Table S4), the data obtained
using both procedures at each dose were gathered and treated as a unique experiment, affording the
data reported in column 2 of Table 2. The 5’R diastereomer is formed predominantly leading to 5′R/5′S
ratio of 4.5 for cdG and 1.2 for cdA (column 3). It is very gratifying to observe how our data perfectly
match previous results obtained and published by our group (columns 4 and 5) [33], considering
different batches of ct-DNA, the labor-intensive enzymatic digestion/prepurification/enrichment of
cPu lesions protocol, and the use of different analytical instrumentation. The level of total 8-oxo-Pu
was found to be ~40-fold excess of total cPu lesions and the 8-oxo-dG/8-oxo-dA ratio of 7.7. The
yields of four cPu lesions were found to be similar. It is worth recalling that 5′R/5′S ratios of 8.3 for
cdG and 6 for cdA were obtained in water upon irradiation of free nucleosides [34,35], indicating
that the diastereomer ratio is dependent on the molecular complexity. It is also worth mentioning
that, in earlier work [36] on similar experiments, the level of lesions was reported to be much higher
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than in the present work for cdG and for cdA, (these data are reported in the last two columns of
Table 2) and later the quantification protocol used was strongly criticized, being inappropriate for these
measurements [16].
Table 2. The levels (lesions/107 nu/Gy) of 8-oxo-dG, 8-oxo-dA, 5′R-cdG, 5′S-cdG, 5′R-cdA and 5′S-cdA











8-oxo-dG 171.8 ± 13.0 200.1 ± 3.03 780
8-oxo-dA 22.22 ± 1.25 28.04 ± 0.46 72
5′R-cdG 1.40 ± 0.12
4.5
2.98 ± 0.10 4.7 151 d ~3
5′S-cdG 0.31 ± 0.02 0.64 ± 0.06 50 d
5′R-cdA 1.55 ± 0.08
1.2
1.47 ± 0.14 1.5 114d ~4
5′S-cdA 1.30 ± 0.06 0.95 ± 0.07 28d
a This work; Procedure (i)+(ii); b From Ref. [33]; The original data are plotted in Supporting information (Figure S6).
In the Ref. [33] only cdG and cdA together with 5′R/5′S ratio were reported and the diastereoisomeric ratio of cdG
was erroneously reported to be 7 instead of 4.7; c From Ref. [36], where only cdG and cdA together with 5′R/5′S
ratios were given; d The values of each diastereoisomer were calculated from the cdG (201 lesions/107nu/Gy) or cdA
(142 lesions/107nu/Gy) taking into consideration the 5′R/5′S ratio [36].
2.3.2. Hydroxyl Radical–Induced Formation of Purine Lesions in Double Stranded 21-Mer
Oligonucleotides
The reaction of HO• radicals with double-stranded 21-mer oligonucleotide ODN5/ODN6 (see
Table 1 for the ODNs sequences and Table S5, Figures S7–S9 for characterization) was studied under
standard radiolytic conditions. For this purpose, 200 μL of N2O-saturated aqueous solutions containing
ds-(ODN5/ODN6) (0.5 mg/mL) at natural pH were irradiated under steady-state conditions with
a dose rate of 2.5 Gy min−1 at room temperature, followed by our optimized routine enzymatic
oligonucleoside digestion and LC-MS/MS analysis. As expected, both 5′R and 5′S diastereomers of
cdA and cdG as well as 8-oxo-dA and 8-oxo-dG were generated, and the number of lesions studied
increased proportionally with the increment of the dose (Figure 10 and Table S6).
 
Figure 10. Radiation induced formation of 8-oxo-dG, 5′S-cdG, 5′R-cdG, 8-oxo-dA, 5′S-cdA and
5′R-cdA in double-stranded 21-mer oligonucleotides; Each sample was exposed to 0, 20, 40 and
60 Gy dose in N2O-saturated aqueous solutions. The values represent the mean ± SD of n = 3
independent experiments.
9
Molecules 2019, 24, 3860
From the analysis of the data reported in Figure 10, it turns out that the main reaction products
detected are 8-oxo-dG and 8-oxo-dA, formed in an approximately 6.5:1 ratio. Intramolecular cyclization
products 5′S-cdG, 5′R-cdG, 5′S-cdA and 5′R-cdA are also formed in the same fashion but in lower
yields (Figure 10). Further analysis of the data reported in Figure 10 by plotting the number of each
lesion detected vs. the radiation dose shows a linear correlation. The slope of the lines obtained
(Figure 11) represents the number of lesions formed per Gy and these data are reported in Table 3.
Analysis of the data shown in Table 3 proves that, in our experiments, the formation 8-oxo-dG is
6.4 times greater than 8-oxo-dA; regarding the cPu lesions detected, cdA lesions are higher than cdG
and in 5′R/5′S ratios of ca 1.16 and 0.48, respectively. Although the diastereoisomeric ratio in cdA is
similar to that observed in ct-DNA, in cdG, it is 10-fold smaller (0.48 vs. 4.5). It is also worth mentioning
our previous work [37], where single-stranded and G-quadruplex of Tel22 d[AGGG(TTAGGG)3] and
mutated Tel24 d[TTGGG(TTAGGG)3A] were exposed to HO• radicals in similarity with ODN5 of
ds-(ODN5/ODN6) in the present study. Indeed, for Tel22, it was reported 0.4 and 0.9 lesion/107 dG/Gy
for 5′R-cdG and 5′S-cdG, respectively, with a 5′R/5′S ratios of 0.44. All these data confirm that the
diastereomer ratio is dependent on the molecular complexity and detailed theoretical calculations on
the transition states are needed for a better understanding of C5′ radical cyclization in ds-ODNs.
Figure 11. Radiation induced formation of 8-oxo-dG, 8-oxo-dA, 5′R-cdG, 5′S-cdG, 5′R-cdA, and
5′S-cdA in double-stranded 21-mer oligonucleotides; Each sample was exposed to 0, 20, 40 and
60 Gy dose in N2O-saturated aqueous solutions. The values represent the mean ± SD of n = 3
independent experiments.
Table 3. The levels (lesions/107 nu/Gy) of 8-oxo-dG, 8-oxo-dA, 5′R-cdA, 5′S-cdA, 5′R-cdG and 5′S-cdG
in irradiated ds-ODNs.
ds-(ODN5/ODN6)
Lesion Lesions/107 dG/Gy Lesions/107 dA/Gy
8-oxo-dG 13.49 ± 1.87
8-oxo-dA 2.11 ± 0.30
5′R-cdG 0.32 ± 0.04
5′S-cdG 0.67 ± 0.18
5′R-cdA 1.60 ± 0.29
5′S-cdA 1.38 ± 0.27
2.4. Hydroxyl Radical Generated by Fenton Reactions and Formation of Purine Lesions in Double Stranded
21-Mer Oligonucleotides
Hydrogen peroxide (H2O2) reacts with the reduced-state transition metal ions, like Fe2+ or Cu1+,
to give HO• radicals (reaction 5) [38,39]:
H2O2 + Fe2+ (Cu1+)→ HO− + HO• + Fe3+ (Cu2+). (5)
One-electron reduction of hydrogen peroxide occurs with a reduction potential of +0.38 V
(H2O2,H+/H2O,HO•, pH 7, vs. NHE). Thus, the relatively long-lived oxidant H2O2 upon reduction
generates a potent and indiscriminant oxidant, like HO• radical.
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This reaction, referred to as the Fenton reaction, has been reported to be responsible for some
of the toxicity associated with H2O2 in vivo. The reduction of H2O2 in biological systems can occur
via reaction with the reduced forms of several redox active metals such as the ferrous ion (Fe2+) or
cuprous ion (Cu1+). H2O2 toxicity is highly dependent on the presence/location of reactive forms of
Fe2+ or Cu1+ ions [40].
In this section, the role of HO• radicals generated by Fenton reaction (5) with
ds-oligodeoxynucleotides ds-(ODN5/ODN6) was investigated in some details. The measurements
of cPu lesions in ct-DNA by Fenton-type reagents was reported by Wang and coworkers [41]. They
used Cu(II) or Fe(II) 12.5 μM, H2O2 100 μM and ascorbate 1 mM with proportional increments up to
1600 μM of H2O2 in 250 μL solution containing 75 μg of ct-DNA. For our studies, we used the same
concentration ratio of Fenton-type reagents and followed an analogous approach.
The reaction was explored employing three different systems that consisted of 50 μg of
ds-(ODN5/ODN6) in 200 μL solution and proportional increment of CuCl2, H2O2 and ascorbate:
5 μM/40 μM/0.4 mM, 10 μM/80 μM/0.8 mM, and 15 μM/120 μM/1.2 mM, respectively (Table S7).
Observing Figure 12 and Table S7, it becomes clear that, in all experiments, 5′R-cdG, 5′S-cdG, 5′R-cdA,
5′S-cdA, 8-oxo-dG, and 8-oxo-dA lesions are formed. It is also gratifying to observe an increment in
the lesions number with the increased concentration of the reagents employed in the Fenton system
(Figure 12 and Table S8). The main lesion detected in the three systems studied is 8-oxo-dG followed
by 8-oxo-dA. It is interesting to point out that the ratio between 8-oxo-dG and 8-oxo-dA increases as
the concentration of the reagents employed increases; that is, 8-oxo-dG/8-oxo-dA ratio 3.4:1, 5.6:1, 6.4:1
for CuCl2/H2O2/ascorbate: 5 μM/40 μM/0.4 mM, 10 μM/80 μM/0.8 mM, and 15 μM/120 μM/1.2 mM,
respectively (Figure 12B). This result is in agreement with the fact that the oxidation of dG proceeds
faster than the oxidation of dA [42]. Regarding the formation of the 5′,8-cyclopurines, the four
assessed lesions (5′R-cdG, 5′S-cdG, 5′R-CdA and 5′S-cdA) increase with the increment of the reagents
concentration employed in the Fenton reaction (Figure 12A); it should be mentioned that the 5′R/5′S
ratio for both the cdG and the cdA lesions remains almost constant in the three reaction conditions
studied being ~0.76 for cdG and ~1.56 for cdA (Table S9).
Figure 12. CuCl2/H2O2/Ascorbate-induced formation of (A) 5′R-cdG, 5′S-cdG, 5′R-cdA and 5′S-cdA
and (B) 8-oxo-dG and 8-oxo-dA in ds-ODNs. The numbers represent the mean value (±standard
deviation) of n = 3 independent experiments.
After analyzing the reaction outcome at various proportional increments of CuCl2, H2O2, and
ascorbate, it was deemed proper to study the reaction evolution with time. For doing so, the most
reactive reaction conditions previously studied were employed, that is, CuCl2, H2O2 and ascorbate
15 μM/120 μM/1.2 mM, respectively. As expected, in all the experiments, an increment of the reaction
products was observed with the increase of the reaction time (Tables S10 and S11). Figure 13 (A and B)
shows the plots of the mean value of each purine lesion studied at different reaction times; analogously,
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Figure 14 (left side) shows the plots for 8-oxo-dA and 8-oxo-dG. The linear ds-ODNs lesion rates
could just reflect that the reaction half-life is much longer than the experimental time-frame, t1/2 >> 2
h. The slope of the lines can be interpreted as the number of lesions produced in 1 min of reaction
(Table 4). The data reported in Table 4 (column 2) show that the main lesions detected are 8-oxo-dG
(3.88 lesions per minute) and 8-oxo-dA (0.60 lesions per minute) in a 6.5:1 ratio, respectively. The
5′R-cdG, 5′S-cdG, 5′R-cdA and 5′S-cdA lesions are also formed, albeit in lower yields ranging between
0.14 and 0.20 lesions per minute.
 
Figure 13. Kinetic study by Fenton reaction. (A and B): CuCl2/H2O2/Ascorbate-induced formation of
5′R-cdG, 5′S-cdG, 5′R-cdA and 5′S-cdA at 0, 20, 40, 60, 90 and 120 min. ds-(ODN5/ODN6) treated
with CuCl2 (15 μM), H2O2 (120 μM), Ascorbate (1.2 mM); (C and D): Fe2+/H2O2/Ascorbate-induced
formation of 5′R-cdG, 5′S-cdG, 5′R-cdA and 5′S-cdA at 0, 30, 60, 90 and 120 min. ds-(ODN5/ODN6)
treated with Fe2+ (15μM), H2O2 (120μM), Ascorbate (1.2 mM). All points are the mean value (± standard
deviation) of n = 2 independent experiments.
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Figure 14. Kinetic study by Fenton reaction. (Left side): CuCl2/H2O2/Ascorbate-induced formation of
8-oxo-dG and 8-oxo-dA at 0, 20, 40, 60, 90 and 120 min. ds-(ODN5/ODN6) treated with CuCl2 (15 μM),
H2O2 (120 μM); (Right side): Fe2+/H2O2/Ascorbate-induced formation of 8-oxo-dG and 8-oxo-dA at
0, 30, 60, 90 and 120 min. ds-(ODN5/ODN6) treated with Fe2+ (15 μM), H2O2 (120 μM), Ascorbate
(1.2 mM). All points are the mean value (± standard deviation) of n = 2 independent experiments.
Table 4. The line slope for each lesion obtained from the plot of the mean value of each purine lesion
studied at different reaction times as reported in Figure 13 for cPu and Figure 14 for 8-oxo-Pu.







We continued our investigations on ds-(ODN5/ODN6) lesion formation by replacing Cu+with Fe2+
in the Fenton system, using a preestablished concentration of Fe(II)/H2O2/ascorbate: 15 μM/120 μM/1.2,
which corresponds to the most efficient ratio of reagents towards ds-ODNs lesion formation when
using Cu+ as the metal source. As expected, the Fenton system employing iron also induced a
time-dependent formation of the assessed purine lesions (Tables S13 and S14). Figure 13 (C and D)
shows the plots of the mean value of each purine lesion studied at different reaction times; analogously,
Figure 14 (left side) shows the plots for 8-oxo-dA and 8-oxo-dG. The data reported in Table 4 (column 3)
show the number of lesions produced in 1 min, showing that by replacing Cu+ with Fe2+ in these
Fenton-type of reactions the outcome is similar. It is also gratifying to see that the 5′R/5′S ratio in the
two Fenton systems are similar, i.e., after 120 min for the cuprous ion the ratios are 0.91 for cdG and
1.57 for cdA, whereas, for the ferrous ion, the ratios are 0.91 for cdG and 1.45 for cdA (cf. Table S12
with Table S15).
Figure 15 summarizes the reaction mechanism we conceived for the above described Fenton-type
reactions. The Fenton reaction produces HO• radical and oxidation of copper and iron (Cu2+ and
Fe3+). The role of ascorbate is to maintain copper and iron in the reduced state (Cu+ and Fe2+) with the
formation of ascorbyl radical anion (Asc•−). There is a plethora of paths for the reaction of HO• radical
with DNA or ds-ODNs [1,2]. It can be estimated that 2–3% only occur by hydrogen abstraction at C5’
position in the purine nucleotide moieties leading to C5′ radical. After the intramolecular addition
to C8–N7 double bond, the formation of an heteroaromatic aminyl radical results. This radical can
be easily oxidized by Cu2+ or Fe3+ to afford the final lesion after deprotonation. At the nucleoside
level, we reported a rate constant of 8.3 × 108 M−1s−1 for the aminyl radical with Fe(CN)63− [43,44].
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Alternatively, if the [Asc•−] is built-up in a fairly high steady-state concentration, there will be the
possibility of radical disproportionation with the regeneration of ascorbate and the cPu lesion formation
within the biomacromolecule. It is worth mentioning that, after 60 min, the reactions were quenched by
adding 0.4 mg L-methionine as described in the protocol of Wang [41], more likely in order to eliminate
remaining oxidizing species. However, control experiments without L-methionine gave similar results
(results not shown).
 
Figure 15. The conceived reaction mechanism for the formation of cPu lesion in ds-ODNs by
Fenton-type reactions.
3. Materials and Methods
3.1. Chemicals, Reagents and Enzymes
Nuclease P1 from Penicillium citrinum, phosphodieasterase I and II, alkaline phosphatase from
bovine intestinal mucosa, DNase I and DNase II, benzonase 99%, BHT, deferoxamine mesylate
and pentostatin were purchased from Sigma-Aldrich (Steinheim, Germany). RNase T1 was from
Thermo Fisher Scientific (Waltham, MA, USA) and RNase A from Roche Diagnostic GmbH, (Mannheim,
Germany). The 3 kDa cut-off filters were obtained from Millipore (Bedford, OH, USA). Chemicals for the
synthesis of oligonucleotides were purchased from Sigma Aldrich, Fluka and Link Technologies. CuCl2,
L-methionine, L-ascorbic acid and alkaline phosphatase were purchased from Sigma-Aldrich. Hydrogen
peroxide (30%) and solvents (HPLC-grade) were purchased from Fisher Scientific. 2′-deoxyadenosine
monohydrate and 2′-deoxyaguanosine were purchased from Berry & Associates Inc. (Dexter, USA).
Isotopic labeled internal standards of 5′R-cdA, 5′S-cdA, 5′R-cdG, 5′S-cdG, 8-oxo-dG and 8-oxo-dA
(see Supporting Information) were prepared according to the previously reported procedures [31].
Ultrapure water (18.3 MΩcm) distilled and deionized water (Milli-Q water) were purified by a Milli-Q
system (Merck-Millipore, Bedford, OH, USA).
3.2. Oligodeoxynucleotides (ODNs) Synthesis and Purification
ODNs were prepared by automated synthesis using the DMT- and
β-(cyanoethyl)-phosphoramidite method, on CPG supports (500 Å), with an Expedite 8900
DNA synthesizer (Applied Biosystems, Foster City, CA, USA) at 1 μmol scale. Following their
synthesis, the DMTr-on ODNs were cleaved from the solid support and deprotected by the method
of two syringes using an AMA reagent (NH4OH (30%)/CH3NH2 (40%) 1:1) for 10 min at room
temperature. The AMA solution containing the cleaved ODN was placed in a sealed vial and
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heated for 15 min at 55 ◦C. The solvent was then removed in a Speedvac. The crude 5′-DMT-on
oligomers were purified and detritylated on-column by RP-HPLC (Grace Vydac C18 column, 5 μm,
50 × 22 mm). The ODNs were further purified by SAX HPLC (preparative DNA Pac PA-100 column,
5 μm, 22 × 250 mm). TRIS.HCl 25 mM, pH = 8 (buffer A) and TRIS. HCl 25 mM, NaClO4 0.5 M, pH 8.0
(buffer B) were used at a flow rate of 9 mL/min eluting with 2–30% B in 30 min, 30% B for 10 min,
then 30–45% B in 5 min monitoring at 254 nm. The purified fractions were concentrated, desalted on
Water SepPakTM-C18-cartridges (Milford, MA, USA) and lyophilized again. The final DNA yield
was estimated by UV absorption in aqueous solution measured at 254 nm on a Cary 100 UV/Vis
Spectrometer (Agilent, Cernusco sul Naviglio, Italy) following standard procedures. Electrospray
Ionization (ESI) was used to characterize the purified ODNs. Maldi-TOF mass spectrometry (ODN1
to ODN4) [30] and Electrospray Ionization (ESI) (ODN5 and ODN6) were used to characterize the
purified ODNs (see Table S5 and Figure S7).
3.3. Preparation of Double Stranded Oligonucleotide Substrates
The oligonucleotide strands were annealed to the complementary strands in equimolar
concentrations in buffer solution containing 10 mM sodium phosphate, 100 mM NaCl, 0.1 mM
EDTA, pH 7.2. The substrates were constructed by heating the two strands of the substrates at 90 ◦C for
10 min and subsequently allowing the temperature to slowly drop down to the room temperature (25 ◦C).
Melting temperatures (Tm) of the substrates were measured with a Cary 100 UV/Vis spectrometer
(Agilent, Cernusco sul Naviglio, Italy) using a 1 mL quartz cuvette with a 1 cm path length. This
allowed monitoring of the absorbance of the solutions at 260 nm as a function of the temperature.
The temperature cycles were recorded from 20 to 80 ◦C per strand with a temperature controller at a
heating rate of 0.3 ◦C/min. UV melting curves of 21-mer duplexes ODN5/ODN6 (See Figure S8).
CD spectra were recorded on a Jasco J-710 spectropolarimeter (Cremella, Italy) using a quartz
cuvette (0.1 cm optical path length) at a scanning speed of 50 nm/min with 1 s response time.
Measurements at the range of 200–360 nm were the average of four accumulations at 295 K and
smoothed with Origin, Version 8.00 program (OriginLab Corporation, Northampton, MA, USA). The
21-mer duplexes ODN5/ODN6 contained an aqueous solution of 50 mM sodium phosphate, pH 7.2 and
50 μM double stranded oligonucleotide substrates (Figure S9. The reported spectrum was obtained by
subtracting the spectrum of blank (aqueous solution of sodium phosphate buffer).
3.4. Pulse Radiolysis
Pulse radiolysis experiments with time-resolved UV-vis optical absorption detection were carried
out at the Institute of Nuclear Chemistry and Technology in Warsaw, Poland. The linear electron
accelerator (LAE 10) delivering 10 ns pulses with electron energy about 10 MeV was applied as a
source of irradiation. The 150 W xenon arc lamp E7536 (Hamamatsu, Shizuoka, Japan) was used as a
monitoring light source. The respective wavelengths were selected by MSH 301 (Lot Oriel Gruppe)
motorized monochromator/spectrograph with two optical output ports. The time dependent intensity
of the analyzing light was measured by means of photomultiplier (PMT) R955 (Hamamatsu, Shizuoka,
Japan). A signal from detector was digitized using a WaveSurfer 104MXs-B (1 GHz, 10 GS/s, LeCroy)
oscilloscope. Alternatively, iSTAR Intensified Charge-Coupled Device (ICCD) (A-DH720-18F-03)
detector with W-type photocathode and 18 mm Multi-Channel Plate (MCP) image intensifier was used
for transient spectra measurements. Minimum optical gate width of this detector was <5 ns with a
spectral range of 180–850 nm. In order to avoid photodecomposition and/or photobleaching effects in
the samples, the UV or VIS cut-off filters were used. However, no evidence of such effects was found
within the time domains monitored. Water filter was used to eliminate near IR wavelengths. Optical
path of microcells was 1 cm with a total volume of irradiated solution about 300 μl. All experiments
were carried out at the ambient temperature ~22 ◦C. The spectral range which can be covered with the
existing pulse radiolysis set-up is comprised between 300–700 nm.
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The total dose per electron pulse was determined before each series of experiments by a thiocyanate
dosimeter (N2O-saturated aqueous solution containing 10 mM KSCN) using G × ε = 5.048 × 10−3 mol
J−1 M−1 cm−1 for the (SCN)2•− radical anion at λ = 472 nm.
3.5. γ-Radiolysis Experiments
Each sample of ds-DNA (50 μg) dissolved in 200 μL of phosphate buffer 50 mM was placed in a
2 mL glass vial. Irradiations were performed at room temperature (22 ± 2 ◦C) using a 60Co-Gammacell
at different doses (dose rates: 2.5 Gy/min). The exact absorbed radiation dose was determined with the
Fricke chemical dosimeter, by taking G(Fe3+) 1.61 μmol J−1. In particular, the irradiation doses used
were 20, 40, and 60 Gy, and the solutions were saturated by N2O. All the irradiation experiments were
performed in triplicates.
3.6. Fenton-Type Reagent Treatments of ds-ODNs
3.6.1. CuCl2 with L-Methionine
Aliquots of ds-ODNs (50 μg) were incubated with CuCl2 (5–15 μM), H2O2 (40–120 μM), Ascorbate
(0.40–1.2 mM) in a 200 μL solution containing 25 mM NaCl and 50 mM phosphate (pH 7.2) at
room temperature under aerobic conditions for 60 min. Ascorbate was added to maintain copper in
the reduced state (Cu+), so that it could participate in the Fenton reaction. Chemicals used in the
Fenton-type reagent treatment of ds-ODNs were freshly prepared in doubly distilled water. After
60 min, the reactions were terminated by adding 0.4 mg L-methionine (control treatments were
performed also without L-methionine), and the ODN samples were desalted by ethanol precipitation
(10% volume of 3 M sodium acetate, pH 5.2 and 3 volumes of 100% Ethanol). The samples were
mixed and frozen overnight at −20 ◦C. In the morning, the samples were centrifuged at 13,000 RPM at
4 degrees for 45 min. The supernatant was decanted. The pellet was washed and centrifuged again,
for only 15 min, with 80% EtOH. The supernatant was decanted and the pellet air dried.
3.6.2. Kinetic Study by Cu2+/H2O2 of ds-ODNs with L-Methionine
Aliquots of ds-ODNs (16 μg) were incubated with CuCl2 (15 μM), H2O2 (120 μM), Ascorbate
(1.2 mM) in a 64 μL solution containing 25 mM NaCl and 50 mM phosphate (pH 7.2) at room
temperature under aerobic conditions. After 20–40–60–90–120 min, the reactions were terminated by
adding 115 μg of L-methionine, and the DNA samples were desalted by ethanol precipitation (10%
volume of 3M sodium acetate, pH 5.2 and 3 volumes of 100% Ethanol). The samples were mixed and
frozen overnight at −20 ◦C. In the morning, the samples were centrifuged at 13,000 RPM at 4 degrees
for 45 min. The supernatant was decanted. The pellet was washed and centrifuged again, for only
15 min, with 80% EtOH. The supernatant was decanted and the pellet air dried.
3.6.3. Kinetic Study by Fe2+/H2O2) of ds-ODNs with L-Methionine
Aliquots of ds-ODNs (50 μg) were incubated with Fe(NH4)2(SO4)2•6H2O (15 μM), H2O2 (120 μM),
Ascorbate (1.2 mM) in a 200 μL solution containing 25 mM NaCl and 50 mM phosphate (pH 7.2) at
room temperature under aerobic conditions. After 30–60–90–120 min, the reactions were terminated
by adding 336 μg of L-methionine, and the DNA samples were desalted by ethanol precipitation (10%
volume of 3 M sodium acetate, pH 5.2 and 3 volumes of 100% Ethanol). The samples were mixed and
freeze overnight at –20 ◦C. In the morning, the samples were centrifuged at 13,000 RPM at 4 degrees
for 45 min. The supernatant was decanted. The pellet was washed and centrifuged again, for only
15 min, with 80% EtOH. The supernatant was decanted and the pellet air dried. Fenton-type reagent
treatment (Fe2+/H2O2) of ds-ODNs was performed also without L-methionine to elucidate the role of
L-methionine in the progress of the reaction.
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3.7. Enzymatic Digestion of the ct-DNA and ds-ODNs
In addition, 50 μg of ct-DNA or ds-ODN were dissolved in 100 μL of Ar flushed 10 mM
Tris-HCl (pH 7.9), containing 10 mM MgCl2, 50 mM NaCl, 0.2 mM pentostatin, 5 μM BHT and 3 mM
deferoxamine and the internal standards were added ([15N5]-5′S-cdA, [15N5]-5′R-cdA, [15N5]-5′S-cdG,
[15N5]-5′R-cdG, [15N5]-8-oxo-dG and [15N5]-8-oxo-dA) as previously described [31]. Furthermore, 3 U
of benzonase (in 20 mM Tris-HCl pH 8.0, 2 mM MgCl2 and 20 mM NaCl), 4 mU phosphodiesterase I, 3
U DNAse I, 2 mU of phosphodiesterase II and 2 U of alkaline phosphatase were added and the mixture
was incubated at 37 ◦C. After 21 h, 35 μL of Ar flushed buffer containing 0.3 M AcONa (pH 5.6) and 10
mM ZnCl2 were added along with 0.5 U of Nuclease P1 (in 30 mM AcONa pH 5.3, 5 mM ZnCl2 and 50
mM NaCl), 4 mU PDE II and 125 mU of DNAse II and the mixture was further incubated at 37◦C for
extra 21 h. A step-quenching with 1% formic acid solution (final pH ~ 7) was followed, the digestion
mixture was placed in a microspin filter (3 kDa) and the enzymes were filtered off by centrifugation at
14,000× g (4 ◦C) for 20 min. Subsequently, the filtrate was freeze-dried before HPLC analysis, clean-up,
and enrichment.
3.8. HPLC Analysis and Quantification of Modified Nucleosides by Stable Isotope LC-MS/MS
The quantification of the modified nucleosides (in lesions/106 nucleosides units) in the
enzymatically digested samples (spiked with the 15N-labeled nucleosides) was based on the parallel
quantification of the unmodified nucleosides after HPLC clean-up and sample enrichment and the
quantification of the single lesions by stable isotope dilution LC-MS/MS analysis [16]. HPLC-UV
clean-up and enrichment of the enzyme free samples were performed using a gradient program
(2 mM ammonium formate, acetonitrile and methanol) while the fractions containing the lesions
were collected, freeze-dried, pooled, freeze-dried again, and redissolved in Milli-Q water before been
injected for LC-MS/MS analysis. Detection was performed in multiple reaction monitoring mode
(MRM) using the two most intense and characteristic precursor/product ion transitions for each DNA
lesion [32,33].
4. Conclusions
Pulse radiolysis in a series of 12 mer as ss-ODNs or ds-ODNs and ct-DNA gives only limited
information. In particular, (i) the time evolution of spectra recorded at 1 μs and 50 μs shows that
the formed radicals are stable within this time domain, and, (ii) in three ss-ODNs cases, it shows
the absorption band > 600 nm that can be assigned to guanyl-type radicals and its decay due to
the tautomerization.
The use of cPu lesions as a candidate marker of DNA damage is increasingly appreciated [4].
They offer, together with 8-oxo-Pu lesions, a profile of purine lesions with different properties: cPu as
markers of HO• radical damage in aging and diseases (repaired by NER), whereas 8-oxo-Pu are the
results of various oxidizing species including HO• radical (repaired by BER). In the present work, the
simultaneous measurement of the four cPu and two 8-oxo-Pu upon reaction of genetic material with
HO• radicals, generated either by γ-radiolysis or Fenton-type reaction, contribute to greater knowledge
on an absolute level of lesions according to the method of HO• radical generation, relative abundance
between cPu and 8-oxo-Pu, and the diastereomer ratio in cPu, with the latter one being associated
with molecular complexity. The robustness of analytical protocol, which does not produce artifactual
oxidations, was also provided by dose curve dependence and comparison of different methods of HO•
radical generation, thus rendering our results useful to shed light on disagreements in the literature
regarding the formation of DNA purine lesions [16].
Supplementary Materials: The following are available online at http://www.mdpi.com/1420-3049/24/21/3860/s1,
Figure S1: Transient absorption spectra, Figure S2: 15N isotopic labeled compounds, Figure S3: Calibration curves
for the quantification of the lesions, Figure S4 and S5: Radiation induced formation of cPu and 8-oxo-Pu in ct-DNA
Procedure (ii), Figure S6: Radiation induced formation of cPu and 8-oxo-Pu in ds-ODNs, Figure S7: ESI spectra of
ODN5 and ODN6, Figure S8: UV melting curves of 21-mer duplexes, Figure S9: CD spectra of 21-mer duplexes,
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Fenton-type reagent treatment of ds-ODNs, Table S9. The diastereoisomeric ratios (5′R/5′S) for both cdG and cdA
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ds-ODNs with Fenton-type reagents (copper), Table S11: Total amount of 8-oxo-purine lesions and cPu lesions
formation upon treatment of ds-ODNs with Fenton-type reagents (copper), Table S12: The diastereoisomeric
ratios (5′R/5′S) for both cdG and cdA upon treatment of ds-ODNs with Fenton-type reagents (copper), Table S13:
The levels of cPu and 8-oxo-Pu upon treatment of ds-ODNs with Fenton-type reagents (iron), Table S14. Total
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Abstract: Guanine radicals, known to be involved in the damage of the genetic code and aging, are
studied by nanosecond transient absorption spectroscopy. They are generated in single, double and
four-stranded structures (G-quadruplexes) by one and two-photon ionization at 266 nm, corresponding
to a photon energy lower than the ionization potential of nucleobases. The quantum yield of the
one-photon process determined for telomeric G-quadruplexes (TEL25/Na+) is (5.2 ± 0.3) × 10−3,
significantly higher than that found for duplexes containing in their structure GGG and GG sequences,
(2.1± 0.4)× 10−3. The radical population is quantified in respect of the ejected electrons. Deprotonation
of radical cations gives rise to (G-H1)• and (G-H2)• radicals for duplexes and G-quadruplexes,
respectively. The lifetimes of deprotonated radicals determined for a given secondary structure
strongly depend on the base sequence. The multiscale non-exponential dynamics of these radicals are
discussed in terms of inhomogeneity of the reaction space and continuous conformational motions.
The deviation from classical kinetic models developed for homogeneous reaction conditions could
also be one reason for discrepancies between the results obtained by photoionization and indirect
oxidation, involving a bi-molecular reaction between an oxidant and the nucleic acid.
Keywords: DNA; guanine quadruplexes; radicals; electron holes; oxidative damage; photo-ionization;
time-resolved spectroscopy; inhomogeneous reactions
1. Introduction
Guanine (G) radicals are major actors in the oxidatively generated damage to the genetic code [1].
The reason is that G is the nucleobase with the lowest oxidation potential [2]. Therefore, electron holes
(radical cations) created on other nucleobases of a DNA helix, may reach G sites following a charge
transfer process and, subsequently, undergo irreversible chemical reactions [3–7]. Various reaction
mechanisms have been determined [8,9]. Some of them, such as formation of the well-known oxidation
marker 8-oxo-7,8-dihydro-2′-deoxyguanosine (8-oxodGuo), involve directly the radical cation (G)•+.
However, this charged species is prone to loss of a proton, giving rise to deprotonated radicals, labeled
(G-H1)• [10–14] and (G-H2)• [15–19] (Figure 1), depending on the position from which the proton is
lost (Figure 1). Further reactions implicate deprotonated radicals [8]. Accordingly, the fraction of (G)•+
that undergoes deprotonation, as well as the lifetime of the various radicals are expected to play a
pivotal role in the relative yields of the final reaction products.
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Figure 1. In double helices guanine is paired to cytosine (a). Guanines may also self-associate forming
a tetrad (b) which is the building block of G-quadruplexes. (G-H1)• and (G-H2)• radicals correspond
to the transfer of the protons encased in blue and green, respectively, toward the aqueous solvent. Na+
encased in red represents a sodium ion located in the central cavity of the G-quadruplex.
Two different approaches, based on time-resolved techniques, have been used in order to characterize
the dynamics of G radicals. On the one hand, (G)•+ are formed directly by photoionization [10,18–26]. On the
other, they are created in an indirect way via a charge transfer reaction requiring mediation of an external
oxidant. In turn, the latter may be generated either by laser [17,27–29] or electron pulses [11,13,15,16,30].
During the past few years, important discrepancies started to appear in the reported lifetimes of the G
radicals. For example, indirect oxidation using sulfate ions (SO4•−) reported that base-pairing induces a
faster decay of (G-H1)• on the ms time-scale [28]. In contrast, the lifetimes found for (G-H1)• by direct
photoionization increase in the following order: single strand, double strand, four-stranded structure
(G-quadruplex) [18,24,26]. More surprisingly, while one indirect study of G-quadruplexes reported that
radical cations decay with a lifetime of 0.1 ms giving rise to (G-H1)• radicals [29], another study, using exactly
the same oxidant, showed that (G)•+ deprotonation in G-quadruplexes, occurring on the μs time-scale,
gives rise to (G-H2)• [17]. This was explained by the participation of the hydrogen in position 1 to a
hydrogen bond (Figure 1) [17]. The latter conclusion was supported by our direct photoionization studies,
which, in addition, found that (G-H2)• → (G-H1)• tautomerisation takes place on the ms time-scale [18,19].
The above mentioned discrepancies appear by comparing results obtained for the same secondary
structure but different base sequences. However, it is also reported that the base sequence may affect
radical dynamics. This is the case of (G)•+ in four-stranded structures [17–19] and of deprotonated
adenine radicals in duplexes [24]. Therefore, it is important to explore if the two approaches used for
the study of radical dynamics agree when experiments are performed for exactly the same system.
This is one objective of the present work.
Our study was performed by nanosecond laser photolysis and used the direct photoionization
approach with excitation at 266 nm. We focused on three different types of DNA structures whose
study by the indirect approach is well described [28,29]:
 two single strands composed of 30 bases S1: 5′-CGTACTCTTTGGTGGGTCGGTTCTTTCTAT-3′, and
S2: 3′-GCATGAGAAACCACCCAGCCAAGAAAGATA-5′,
 the duplex D formed by hybridization of S1 with its complementary strand S2, and
 the monomolecular G-quadruplex formed by folding of the human telomeric sequence
5′-TAGGG(TTAGGG)3TT-3′ in the presence of Na+ ions, abbreviated as TEL25/Na+.
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The second objective of our study is to examine the extent to which the dynamics of G radicals are
affected by the base sequence within a given secondary structure (single-, double- or four-stranded).
To this end, the present results were compared with those obtained by us previously following the
same methodology for a single strand corresponding to the human telomer repeat 5′-TTAGGG-3′ [18],
a duplex composed of the guanine-cytosine pairs in alternating sequence GC5 [26], another human
telomer G-quadruplex formed by a somewhat shorter sequence, 5′-GGG(TTAGGG)3-3′ in the presence
of Na+ ions (TEL21/Na+) [18] and a tetramolecular G-quadruplex formed by association of four
TGGGGT strands (TG4T)4/Na+ [19].
For D and TEL25/Na+, the probability that G radicals generated upon direct absorption
of single photons with energy lower than the G ionization potential was also examined. This
unexpected mono-photonic ionization at long wavelengths, suggested by a few authors [31–33],
has been evidenced recently by concomitant quantification of ejected electrons and generated
radicals [18,19,24,26]. It was further supported by the detection of the well-known oxidation marker
8-oxo-7,8-dihydro-2′-deoxyguanosine (8-oxodGuo) in solutions of purified genomic DNA [34] and
telomeric G-quadruplexes [18] irradiated by continuous light sources at wavelengths ranging from
254 to 295 nm.
2. Results and Discussion
2.1. Methodology: Advantages and Limitations
A key point in our methodology is that the DNA solution does not contain any additive besides
the phosphate buffer. In addition, electrons are ejected at zero-time in respect of the time resolution of
the setup which is ~30 ns. At this time, the ejected electrons have been already hydrated [35]. Under the
latter configuration, they exhibit a broad absorption band peaking at 720 nm with a molar absorption
coefficient ε of 19,700 mol−1 L cm−1 [36]. With respect to this property, they can be quantified. For
better precision, their decay was fitted with a mono-exponential function A0 + A1exp(−t/τ1) (Figure 2).
Subsequently, the A1 value, associated to ε, provides the initial concentration of the hydrated ejected
electrons [ehyd−]0. In such an experiment, electrons may originate not only from DNA photoionization,
but also from two-photon ionization of water. In order to avoid the latter process, which precludes
quantitative correlation between ejected electrons and generated radicals, weak excitation intensities
(≤2 × 106 W cm−2) were used. Under these conditions, no hydrated electrons were detected for the
aqueous solvent alone (Figure 2). Moreover, electrons may react with nucleic acids [37]. However, this
unwanted effect is prevented because the hydrated electrons are scavenged by the phosphate groups
of the buffer [38], which are present in much higher concentrations than the DNA multimers.
An important drawback of radical generation by direct photoionization is that, in the same time, a
series of photoproducts, possibly involving reaction intermediates, are formed [39]. The spectra of
such species may overlap with those of radicals, determined after 2 μs, when the hydrated electrons
have disappeared. This is, in particular, the case of pyrimidine (6-4) pyrimidone photoproducts
(64PPs) formed following reactions between two pyrimidines [40,41], as well as adenine-adenine [42]
and adenine-thymine dimers [43–47] and their reaction intermediates [25,48]. All these compounds
absorb in the 300 to 400 nm range, exactly where the absorption of G radicals is particularly intense.
Fortunately, G radicals exhibit additional characteristic peaks in the visible spectral domain, thus
allowing their identification and quantification.
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Δ
Figure 2. The transient absorption signals recorded at 700 nm for the duplex D (black) and the buffer
alone (grey) with an excitation intensity of 2 × 106 W cm−2. The yellow line represents the fit with a
mono-exponential function A0 + A1exp(−t/τ1). Within the precision of our measurements, the intensity
of the signals at 720 nm and 700 nm are same. As the latter are less noisy, the electron concentration
was systematically determined at this wavelength.
Finally, a key condition in our methodology is to avoid exciting DNA multimers that have been
altered as a result of either photoionization or other photochemical reactions. This is achieved by using
a large quantity of solution, which makes such experiments both slow and expensive. Typically, 40 mL
of D or TEL25/Na+ solutions are needed for recording a transient absorption spectrum over a single
time scale. Considerably larger quantities are required in the case of S1 and S2 because the yield of
dimeric photoproducts is much higher in single strands [49–51]. Therefore, the study of single strands
was limited to radical dynamics.
More details on the experimental protocols are given in the Materials and Methods Section.
2.2. One- and Two-Photon Ionization
Electron ejection upon 266 nm laser excitation of nucleic acids, provoked by two-photon ionization
has been exploited to study oxidative damage to DNA [52,53]. In this study, we tried to keep as low as
possible the contribution of the two-photon process but without completely eliminating it, otherwise
the transient absorption signals stemming from both the hydrated electrons and the radicals become too
weak to be observed. In order to disentangle between one and two-photon effects, the laser intensity
was varied and at each step, we determined [ehyd−]0. Subsequently, the ionization curve was obtained
by plotting [ehyd−]0/[hν] as a function [hν]. The latter quantity represents the concentration of absorbed
photons per pulse in the probed volume of the studied solution. The experimental points are fitted
with the linear model function [ehyd−]0/[hν] = ϕ1 + α[hν]. The intercept on the ordinate provides the
one-photon ionization quantum yield ϕ1, while the slope is proportional to the two-photon ionization
yield ϕ2, which depends on the laser intensity, ϕ2 ∝ α[hν].
The ionization curves obtained for D and TEL25/Na+ are shown in Figure 3. The ϕ1 determined
for the duplex is (2.1 ± 0.4) × 10−3, while a much higher value, (5.2 ± 0.3) × 10−3, is found for the
G-quadruplex. The higher propensity of G-quadruplexes to undergo electron detachment upon
absorption of single photons at 266 nm is in line with previously reported results [18,19,24–26].
However, in addition, the present work brings to light some subtle differences.
In the case of duplexes, electron detachment is facilitated by the occurrence of one GG and one
GGG sequences, for a total of thirty base pairs, composing D. As a matter of fact, a ϕ1 value of (1.2 ± 0.2)
× 10−3, was found for the duplex GC5 [26] while those determined for alternating and homopolymeric
AT duplexes amount to (1.3 ± 0.2) × 10−3 and (1.5 ± 0.3) × 10−3, respectively [24,25]. This is in line
with previous findings that the oxidation potential of G is decreased upon stacking, rendering GG and
GGG triplets traps [54,55] for hole transfer [7,56–58] and preferential sites for redox reactions [59].
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Considering the above base sequence effect found for duplexes, it is understandable that telomeric
G-quadruplexes, composed of four interconnected GGG stacks, exhibit more efficient one-photon
ionization. However, our results show that not only GGG stacks play a role in this process. The ϕ1
value determined for TEL25/Na+ is slightly higher compared to that of TEL21/Na+ (4.5 ± 0.6) × 10−3.
The difference in the base sequence of these systems is the presence of two flanking groups TT and TA




Figure 3. The ionization curves obtained for the duplex D (red) and the G-quadruplex TEL25/Na+
(green); [ehyd−]0 and [hν] denote, respectively, the zero-time concentration of hydrated ejected electrons
and the concentration of absorbed photons per laser pulse. Experimental points (circles) are fitted with
the linear model function [ehyd−]0/[hν] = ϕ1 + α[hν] (grey).
2.3. Radicals in Single and Double Strands
The transient absorption spectrum obtained for D at 5 μs (Figure 4) resembles closely that of the
deprotonated (G-H1)• radicals [21]. As discussed in the literature [28,60], deprotonation of guanine
radical cations in duplexes may proceed by the transfer of a hydrogen atom to either the cytosine
or the aqueous solvent. The spectra of these two deprotonated guanine radicals were computed by
quantum chemistry methods for a short duplex composed of two guanine-cytosine pairs in alternating
sequences (Figure 6b in reference [26]). It appeared that only the transfer of the proton to the aqueous
solvent induces a long red tail in the radical absorption spectrum. Quite recent calculations performed
for a guanine-cytosine pair using a larger basis set [61] showed the existence of a weak intensity band




Figure 4. The differential absorption spectra determined for the duplex D at 5 μs (empty circles; average
ΔA from 3 to 7 μs) and 10 ms (full circles; average ΔA from 8 to 12 ms). The triangles denote relative
intensities of the 5 μs spectrum obtained using oxidation by SO4•− [28].
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The radical concentration at 5 μs, determined from the differential absorption at 500
nm and the molar absorption coefficient reported for the corresponding monomeric radical
(1500 mol−1 L cm−1) [10], is 4.8 × 10−7 mol L−1. This value is quite close to the initial electron
concentration [ehyd−]0, determined for the same excitation energy (5.1 × 10−7 mol L−1). The 12%
difference falls in the experimental error bar, so that it cannot be excluded that the somewhat lower
concentration of radical is due to a reaction taking place at shorter times.
At longer times, the relative intensity of the UV band, in respect to the absorption in the visible
spectral domain increases, suggesting contribution of photoproducts appearing on the ms time scale.
For example, thymine 64PPs are formed within 4 ms [41]. The coexistence of radicals and photoproducts
is also reflected in the dependence of the decays recorded on the ms time scale as a function of the
laser intensity (Figure 5). Those at 500 nm remain unchanged (Figure 5a), showing that the dynamics
of radicals formed by one- or two-photon ionization is the same. However, dimers are generated by
one-photon processes, thus their relative concentration is higher at low excitation intensities. S1 and S2
exhibit similar behavior in this respect but, as single strands are more prone to dimerization reactions




Figure 5. The normalized transient absorption signals recorded for the duplex D at 500 (a) and 305 nm
(b) for excitation energies of 4 mJ (blue), 6 mJ (green) and 7 mJ (red), corresponding to decreasing
ϕ1/ϕ2 ratios.
The decays recorded at 500 nm over two time-scales for S1, S2 and D are shown in Figure 6.
They have been fitted with exponential functions and the absorbance at 2 μs has been normalized to 1.
For all three systems, an absorbance loss of about 20% was observed within the first 150 μs while at 45
ms only 8% of the initial absorbance persists for S1 and S2 and 12% for D. The time needed for the
signal to decrease by a factor of 2 (t1/2) is 1.8 ms and 2.2 ms, respectively, for S1 and S2 and significantly
longer (4 ms) for D. A lengthening of t1/2 from 1 to 4 ms was also found upon base-pairing of adenine
tracts [24].
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Figure 6. Transient absorption traces recorded for the single strand S1 (blue; (a,b)), the single
strand S2 (violet; (c,d)) and the duplex D (red; (e,f)) at 500 nm. Yellow lines correspond to fits with
mono-exponential (a,c,e) and bi-exponential (b,d,f) functions. For all signals, the absorbance at 2 μs
(ΔA0) was normalized to 1.
It is interesting to compare the dynamics of guanine radicals determined in the present work
with those of two other systems studied previously by the same methodology: TTAGGG [18] and
GC5 [26]. This is illustrated in Figure 7, where the dynamics at 500 nm between 0.15 and 15 ms are
shown. For clarity, only the fitted functions are presented. It is noted that those of TTAGGG and GC5
remain constant between 2 μs and 0.15 ms. It appears that, although for all systems the most important









Figure 7. Dynamics of deprotonated guanine radicals observed at 500 nm in single (a) and double (b)
strands. S1 (blue), S2 (violet), TTAGGG (cyan; data from reference [18]), D (red) and GC5 (pink; data
from reference [26]). For clarity, only the fitted functions of the transient absorption signals are shown.
For all signals, the absorbance at 2 μs (ΔA0) was set equal to 1.
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2.4. Radicals in G-Quadruplexes
The differential absorption spectra determined for TEL25/Na+ exhibit important variations as a
function of time on the visible spectral domain, where G radicals are expected to absorb (Figure 8).
The spectrum at 3 μs it is characterized by a very broad absorption band, indicating the presence of
at least two species. At 0.5 ms, the differential absorbance has decreased between 400 and 600 nm
while it has been hardly altered at longer wavelengths. A rather symmetrical band peaking at 600 nm
was observed. The latter resembles that of monomeric (G-H2)• radicals [10,16]. As found by Su
and coll. [17] and confirmed by us, for both monomolecular (TEL21/Na+) [18] and tetramolecular
(TG4T)4/Na
+ [19] G-quadruplexes deprotonation of radical cations gives rise to (G-H2)• radicals
because H1 protons participate in Hoogsteen hydrogen bonds (Figure 1b). Moreover, these studies
evidenced that deprotonation is much slower compared to other DNA systems, for which it occurs on
the ns time-scale [11,13]. Accordingly, the broad absorption band present in the 3 μs spectrum was
attributed to a mixture of the G radical cation and the (G-H2)• radical. The peak at 600 nm is still
present at 10 ms (Figure 8b; see also normalized spectra in Figure S2). This contrasts with the behavior
of the two previously studied G-quadruplexes TEL21/Na+ and (TG4T)4/Na+, for which complete
(G-H2)• → (G-H1)• tautomerisation has already occurred at this time. However, it cannot be ruled out
that a small population of (G-H1)• radicals is also present. The problem is that the spectrum below
500 nm is dominated by an unknown photoproduct, which does not stem from radicals, as attested by
the dependence of the decays on the excitation intensity (Figure S4). Its fingerprint is also present in
the steady-state differential absorption spectra recorded before and after irradiation (Figure S3).
Δ
Δ
Figure 8. Differential absorption spectra determined for TEL25/Na+ at 3 μs ((a); hexagons; average
ΔA from 2 to 4 μs), 5 μs ((b); circles; average ΔA from 3 to 7 μs), 0.5 ms ((b); triangles; average ΔA
from 0.3 to 0.7 ms) and 10 ms ((b); squares; average ΔA from 8 to 12 ms). The black line in (a) is
a linear combination of the spectra corresponding to the radical cation (45%) [10] and the (G-H2)•
radical (55%) [16] of monomeric guanosine, considered with their ε values. In the inset, the steady-state
absorption spectra of dGMP (black) [62] and TEL25/Na+ (green; see also Figure S5) are shown. The ε is
given per base.
For a quantitative description of the radical population, we determined the concentration of
hydrated ejected electrons [ehyd−]0 produced by the same excitation intensity as that used for recording
the transient spectra in Figure 8 (15.6 × 10−7 mol L−1). Subsequently, we represented the transient
spectrum recorded at 3 μs on ΔA/[e−]0 scale, (Figure 8a) and reconstructed the broad absorption band
in the visible spectral range by linear combinations of the (G)•+ [10] and (G-H2)• [16] spectra, reported
for monomeric guanosines. The best agreement in the 450–700 nm area is obtained for combinations
45 (±2)% of (G)•+ with 55 (±2)% for (G-H2)•. The lower intensity found for the G-quadruplex spectrum
around 400 nm is explained by the fact that the radical cation in G-quadruplexes absorbs less than the
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mono-nucleotide dGMP, while at 500 nm the molar absorption coefficient is practically the same [18].
Moreover, the differential absorbance of TEL25/Na+ of the UV band is lower because its ground
state absorption is stronger than that of dGMP, as shown in the inset of Figure 8 (see also Figure S5).
The radical cation population surviving at 3 μs (45%) is quite close to what was found for TEL21/Na+
(50%) [18] but significantly higher compared to (TG4T)4/Na+ (25%) [19].
Based on the spectrum at 0.5 ms (Figure 8b) and using a molar absorption coefficient of 2100
mol−1 L cm−1 at 600 nm, determined for monomeric (G-H2)• radicals [10,16], we found that their
concentration corresponds to 60 ± 2% of the initial radical concentration. This means that ~40% of
the radical cations reacted between 0.5 μs and 0.5 ms, through a process other than deprotonation to
(G-H2)•. This is also reflected in the transient absorption signals at 500 nm, dominated by the radical
cation and 605 nm dominated by the (G-H2)• radical (Figure 9). The former shows a sharp decrease
described by a time-constant of 6 μs (Figure 9a), while a concomitant rise cannot be distinguished on
the latter (Figure 9d). As expected, the decays on the ms time-scale are wavelength dependent, t1/2







Figure 9. The transient absorption traces recorded for TEL25/Na+ (green) at 500 nm (a,b,c) and 605 nm
(d,e,f). The yellow lines correspond to fits with the bi-exponential or tri-exponential functions. For all
signals, the absorbance at 2 μs (ΔA0) was set equal to 1.
The spectral evolution in Figure 8 and the associated dynamics in Figure 9 greatly differ from
those reported previously for TEL21/Na+ [18]. For the G-quadruplex structure formed by the shorter
sequence, 50% of the radical cation population deprotonates with a time constant of 1.2 ms instead
of 6 μs for the longer one. Moreover, the disappearance of the (G-H2)• radical in TEL21/Na+ is
concomitant with that of the radical cation, giving rise to (G-H1)• radical whose population at 5 ms
amounts to 50% of the initial radical population.
3. Reaction Schemes of Nucleic Acids
In general, reactions involving radicals of nucleobases are likely to be bi-molecular. For example,
the formation of 8-oxodGuo involves a hydration step requiring addition of a water molecule to G+•,
while that of guanine-thymine adducts requires the attack of thymine to the (G)•+ [8,9]. The probability
that the reactants come close to each other is not homogeneous over the three-dimensional space but it
is determined by the conformation of the nucleic acid, which, in turn, structures the local environment,
including the water network [63]. Thus, conformational motions, occurring on the same timescale as the
reaction, may have two effects—on the one hand, it may differentiate the behavior of various reaction
sites and, on the other, it may modify the behavior of a given site in the course of the observation.
As a result, important deviations appear from the classical models widely used to describe kinetics
of chemical reactions in homogenous solutions. The underlying assumption in such models is that
of a well-stirred chemical reactor, which means that at the time scale of the observation, there is an
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internal averaging of all the reaction sites, randomly distributed in three dimensions. The lack of these
conditions leads to multiscale decay patterns and renders the notion of rate constant inappropriate,
with the reaction rate being time dependent. A good illustration of such multiscale dynamics in DNA
is provided by the relaxation of the electronic excited states in helical structures, involving interactions
among nucleobases, which spans over, at least, five decades of time [64–66]. In general, the description
of inhomogeneous dynamical processes necessitates specific theoretical treatments and/or simulations,
developed in various fields such as photocatalysis, charge and energy transport in restricted geometries,
polymerization reactions, reactions in biological cells, etc. (see for example references [67–71]).
Given the above considerations, the fits of the transient absorption signals with multi-exponential
decays presented in Figures 6 and 9 are, in principle, devoid of physical meaning. We simply used
the fitted functions for a quantitative description of the decays, allowing easier comparison among
the dynamics of the various systems (Figure 7, Table 1). However, in the case of TEL25/Na+, we refer
to a time constant of 6 μs (Figure 9a). Although the exponential nature of this decay is certainly an
approximation, its association with changes observed in the time-resolved spectra (Figure 8) and the
quantification of the radical population allowed the assigning of this characteristic time to the reaction
of approximately 45% of the population of initially created radical cations, while the other 55% reacted
much faster.
Coming to the comparison of our results with those reported for the same systems using oxidation
by sulfate radical ions, there is one common point. Our transient spectra recorded for D at 5 μs are in
agreement with those reported in reference [28], as attested by a few comparative points also shown in
Figure 4. However, the spectra of TEL25/Na+ obtained by the two methods are in stark contrast—we
detected a spectral evolution which is correlated in a quantitative way to (G)•+ and (G-H2)• radicals.
The study performed via the indirect approach did not reveal any time-dependence of the spectra,
which were attributed to (G-H1)• radicals [29]. Most dramatic divergences appear in the dynamics.
In Table 1, the half times determined for the studied systems by the two approaches are shown. In all
cases, the t1/2 values found from direct photoinonization are significantly shorter. The largest difference
is encountered for the single strands for which the t1/2 values reported in indirect oxidation studies are
more than one order of magnitude larger than those found by photoionization.
Table 1. Half-times (in ms) at which the intensity of the transient absorbance signals is decreased by a
factor of 2.
Method S1 S2 D TEL25/Na+
direct photoionization 1.8 1 2.2 1 4 1 2.4 1/3.1 2
indirect oxidation 120 3 [28] 40 3 [28] 7.5 3 [28] 8 3 [29]
1 500 nm; 2 605 nm; 3 510 nm.
The discrepancies between the results obtained by the two methods could be explained by the
non-classical reaction schemes discussed above, involved in radical generation.
In direct photoionization, radicals are formed in zero time in respect to our time resolution. At the
earliest time that the spectra of radicals can be recorded (2–3 μs), we found that their concentration
equals that of the observed ejected electrons. Thus, we were able to follow the fate of the entire radical
population, even if part of the deprotonation process was missed.
In the indirect approach, the laser induced reaction occurring at zero time is the production
of sulfate radicals (Na2S2O8 → SO4•−), while the charge transfer reaction with DNA is a diffusion
controlled bi-molecular process [72]. As the nucleobase undergoing the oxidation is not necessarily
a guanine [72], there are potentially 30 electron donating sites per single strand, 60 per duplex and
25 per G-quadruplex. The occurrence of many spatially correlated electron donors, renders the reaction
scheme highly inhomogeneous. In addition, nucleic acids are negatively charged electrolytes making
the approach of a negatively charged donor particularly selective. Thus, it would not be surprising that
the formation of radicals is not limited in a few μs, on which the corresponding transient absorption
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exhibits a clear rise (Figure 3 in reference [29]). This fast rise, which has been correlated to a reaction rate,
may simply concern only part of the sulfate radicals located in positions favoring the reaction, while
other sulfate radicals react on longer times. A simple estimation of the sulfate radical concentration
produced under the described experimental conditions (13 × 10−6 mol L−1) shows that it is indeed
twice as high as G radicals (6.7 × 10−6 mol L−1). Details are given in the SI. However, it is also possible
that non-homogenous diffusion controlled reactions is not the only reason for the longer transient
absorption decays found via indirect oxidation. As a matter of fact, the 1 s spectrum reported in Figure
2 in reference [28] clearly differs from those at 5 μs and 10 ms corresponding to G radicals. It could be
due, for example, to species resulting from reactions of G radicals with impurities present in Na2S2O8.
Considering that impurities in analytical grade chemicals may reach 1–2%, their concentration in the
studied solutions could be two orders of magnitude higher than that of G radicals (see SI).
In photoionization experiments, the DNA solutions contain no additives which may react with
radicals and shorten their lifetimes. In order to check if the phosphate buffer, which scavenges the
produced hydrated electrons, gave rise to secondary reactions, we: (i) diluted it by a factor of 10; and (ii)
replaced it by a NaCl solution with the same ionic strength, but none of these modifications altered the
dynamics. Along the same line, it was found that, within the precision of our measurements, neither
the population nor the decays of deprotonated radicals are affected by oxygen, air equilibrated and
argon saturated solutions giving the same signals. These observations suggest that the formation of
the final reaction products stemming from (G-H1)• and (G-H2)• radicals involve just water molecules
and/or parts of the nucleic acid itself (other nucleobases, 2-deoxyribose moieties).
4. Materials and Methods
4.1. Spectroscopic Measurements
Steady-state absorption spectra were recorded using a Lambda 850 (Perkin-Elmer) spectrophotometer.
The transient absorption setup used as an excitation source for the fourth harmonic of a Nd:YAG
laser (Spectra-Physics, Quanta Ray). The excited area at the surface of the sample was 0.6 × 1.0 cm2.
The analyzing beam, orthogonal to the exciting beam, was provided by a 150 W Xe-arc lamp (Applied
Photophysics, OSRAM XBO). Its optical path length through the sample was 1 cm while its thickness
was limited to 0.1 cm in order to use the most homogeneous part of the light. It was dispersed
in a Jobin-Yvon SPEX 270M monochromator, detected by a Hamamatsu R928 photomultiplier and
recorded by a Lecroy Waverunner oscilloscope (6084). For measurements on the sub μs-scale, the
Xe-arc lamp was intensified via an electric discharge. Transient absorption spectra were recorded using
a wavelength-by-wavelength approach. Fast shutters were placed in the path of both laser and lamp
beams, thus, the excitation rate was decreased from 10 Hz to 0.2 Hz. The incident pulse energy at the
surface of the sample was measured using a NIST traceable pyroelectric sensor (OPHIR Nova2/PE25).
Potential variations during a measurement were monitored by detecting a fraction of the exciting beam
by a photodiode. In addition, the absorbance of the naphthalene triplet state, whose quantum yield in
cyclohexane is 0.75 [73], served as actinometer.
4.2. Sample Preparation and Handling
Lyophilized oligonucleotides, purified by reversed phase HPLC and tested by MALDI-TOF, were
purchased from Eurogentec Europe. They were dissolved in a phosphate buffer (0.15 mol L−1 NaH2PO4,
0.15 mol L−1 Na2HPO4), prepared using ultrapure water delivered by a MILLIPORE (Milli-Q Integral)
system. The pH, measured by a HANNA Instr. Apparatus (pH 210), was adjusted to 7 by the addition
of a concentrated NaOH solution. A dry bath (Eppendorf-ThermoStatplus) was used for thermal
treatment. For the formation of double and four-stranded structures, an appropriate mother solution
(2 mL) was heated to 96 ◦C during 5 min, cooled to the melting point of the corresponding system
(cooling time: 1 h), where the temperature was maintained for 10 min. Subsequently, the solution was
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cooled to 4 ◦C (cooling time: 2 h), where it was incubated overnight. Representative melting curves are
shown in Figure S6. The melting points, found for D and TEL25/Na+ are, respectively, 76 ◦C and 62 ◦C.
Oligonucleotide solutions were kept at −20 ◦C. Prior to time-resolved experiments, the sample
(2 mL contained in a 1 cm × 1 cm QZ cell) was mildly stirred and its temperature was maintained at
23 ± 0.5 ◦C. We checked that the stirring did not artificially shorten the decays by cutting it off during
each measurement. The absorbance on the excitation side was 0.25 ± 0.02 over 0.1 cm, corresponding to
concentrations of approximately 1 × 10−5 mol L−1, 5 × 10−6 mol L−1 and 1.2 × 10−5 mol L−1, respectively
for single, double and four-stranded systems. These values are at least one order of magnitude higher
than the concentration of ejected hydrated electrons. At each wavelength, a series of three successive
signals, resulting from 20–50 laser shots each, were recorded. If judged to be reproducible, they were
averaged to reduce the signal-to-noise ratio.
5. Conclusions
The present study on G radicals, formed by direct photoionization of nucleic acids using low
intensity laser pulses, brought new insights and raised new questions regarding radical generation
and reactivity in nucleic acids. Below, we focus on a few points which deserve attention in respect to
future developments.
In line with previous studies, it was found that G-quadruplexes exhibit a larger propensity than
duplexes to photoeject an electron upon absorption of low energy photons. One hypothesis suggested
previously is that electron ejection occurs after population of excited charge transfer states involving
different bases, followed by charge separation [74]. According to such a scenario, the guanine core
should behave as a deep trap for the positive charge, the negative charge remaining on an external base
(adenine or thymine). This could explain our observation that, going from TEL21/Na+ to TEL25/Na+
by the addition of TA and TT steps at the two ends of the telomeric sequence, the quantum yield
of one photon ionization at 266 nm increases from 4.5 × 10 −3 to 5.2 × 10 −3. A systematic study of
G-quadruplexes with carefully chosen flanking groups and loops could contribute to check the validity
of the above mentioned mechanism.
Our methodology, allowing the determination of populations of the various types of radicals
in respect to the ejected electrons, showed that the most important part of radical cations undergoes
deprotonation. The lifetime of deprotonated radicals is independent of external conditions (phosphate
buffer, oxygen, excitation intensity) but it does depend on the base sequence forming a given secondary
structure. This behavior suggests that guanine radicals react internally, with other parts of the nucleic
acid and/or water molecules participating in the local structure [63,75]. However, we found no
indication in the literature about DNA lesions issued from internal reactions of G deprotonated
radicals or for any reaction involving (G-H2)• radicals. Molecular modeling [76] will certainly help
understanding such radical reactions.
For all types of radicals, the dynamics deviates from classical reaction kinetics describing
monomolecular and bimolecular reactions that take place in homogenous three-dimensional
environment. This deviation may also interfere in studies of G radicals formed indirectly by the
mediation of an oxidant. When the oxidation step involves diffusion of the reactants, the long-time
behavior of radicals may be blurred by delayed oxidation due to non-homogeneous, and, therefore,
multiscale reactions. However, such indirect studies, if they are limited to early times may bring
precious information. This is the case, for example, of the work by Su et al. [17], which managed to
grasp important features of radical cations in G-quadruplexes.
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Supplementary Materials: The following are available online, Figure S1: Dependence of the radical decays in S1
on the excitation intensity, Figure S2: Post-irradiation steady-state differential spectra of TEL25/Na+, Figure S3:
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Abstract: High-energy radiation and oxidizing agents can ionize DNA. One electron oxidation gives
rise to a radical cation whose charge (hole) can migrate through DNA covering several hundreds of
Å, eventually leading to irreversible oxidative damage and consequent disease. Understanding the
thermodynamic, kinetic and chemical aspects of the hole transport in DNA is important not only for
its biological consequences, but also for assessing the properties of DNA in redox sensing or labeling.
Furthermore, due to hole migration, DNA could potentially play an important role in nanoelectronics,
by acting as both a template and active component. Herein, we review our work on the dynamics of
hole transfer in DNA carried out in the last decade. After retrieving the thermodynamic parameters
needed to address the dynamics of hole transfer by voltammetric and spectroscopic experiments and
quantum chemical computations, we develop a theoretical methodology which allows for a faithful
interpretation of the kinetics of the hole transport in DNA and is also capable of taking into account
sequence-specific effects.
Keywords: DNA oxidation; DNA hole transfer; DNA; quantum dynamics; Electron transfer;
charge transfer
1. Introduction
Eley and Spivey first envisioned DNA as a possible conduit for conveying electrical charges,
via the π system of stacked nucleobases [1]. However, long-range charge transport in DNA was
discovered only in the 1990s, by Barton and coworkers [2].
Since then, a large body of experimental evidence has accumulated, showing that one electron
oxidation on a DNA donor site (D) produces a hole that can migrate through the double helix, covering
long distances (up to several hundreds of Å) until an irreversible oxidative damage takes place at an
acceptor site (A) (see Figure 1) [3–5].
Living cells are continuously exposed to endogenously generated as well as external agents that
can oxidize DNA [6]. That may result in the corruption of genetic information with potentially serious
consequences, including mutagenesis and cancer [7].
Aside from its enormous biologic relevance, long-range hole transport in DNA has attracted much
interest because: (i) it is useful for detecting structural changes in DNA resulting from alterations of the
regular π-π stacking [8,9]; and (ii) it enables a potential use of DNA as a dielectric material in field-effect
transistors and organic light-emitting diodes, hopefully leading to biosustainable devices [10–15].
The stability and the conformational flexibility of double stranded DNA largely result from the
interaction of water and counterions with the charged sugar-phosphate backbone [16]. Dielectric effects
strongly affect the oxidation of nucleobases inside DNA, even if the nucleobases experience a strongly
hydrophobic environment as opposite to the charged phosphate backbone. Indeed, the oxidation
potentials of oligonucleotides and short B-DNA sequences inferred from voltammetric measurements
were found to be strongly dependent on pH (due to possible pH mediated proton transfer) and
counterion concentration [17–23]. Moreover, molecular dynamics simulations and quantum chemical
Molecules 2019, 24, 4044; doi:10.3390/molecules24224044 www.mdpi.com/journal/molecules37
Molecules 2019, 24, 4044
computations revealed that structural fluctuations causing the redistribution of Na+ counterions and
their associated water molecules strongly affect the energy of the HOMO levels of the nucleobase units
inside DNA [24].
Figure 1. Schematic representation of the hole transport in DNA. The first ionization takes place at
the donor site (D), where a hole is generated. The hole migrates through the double helix of DNA,
reaching the acceptor site (A), where the final irreversible oxidative damage (lesion) occurs.
Aside from B-DNA, a very efficient hole transport has been observed also in guanine quadruplex
stacked sequences adsorbed on a mica substrates [25]. Indeed, in recent years, growing attention has
been given to the oxidation of G-quadruplexes, for they occupy telomeric regions of chromosomes,
often found in oncogene promoter sequences [26].
HT is known to be strongly dependent also on the specific sequence of nucleosides and on DNA
conformation. In view of all previous considerations, it is clear that addressing the dynamics of hole
transport (HT) from a theoretical viewpoint constitutes a very difficult task. Several approaches have
been used to study the kinetics of hole transfer in double stranded B-DNA and different conclusions
about its underlying mechanism have been reached so far [27–40]. Nevertheless, a few firm points
have been established. The observed products of the one-electron oxidation are rather insensitive
to the process by which DNA is oxidized [4]. For DNA sequences containing guanine (G), the final
radical cation usually localizes at G sites [6,7,41], because guanine is the most readily oxidized natural
occurring nucleobase. Runs of two or more adjacent Gs are often used as thermodynamic traps to
localize the hole, which is then detected as an alkali-labile lesion, because DNA steps composed of
consecutive guanines experience a further lowering of the oxidation potential [42–47]. Furthermore,
it is now well assessed that steps composed of adjacent adenine (A) nucleobases greatly facilitate the
hole transport [18,21,48–50], while consecutive stacked thymines (T) and cytosines (C) act as barrier
sites, strongly attenuating hole transfer efficiency, due to their higher ionization energy [4].
Herein, we review the work carried out by our research group in the last decade on the dynamics
of hole transfer in DNA, focusing particularly on electrochemical measurements and showing how
their outcomes have led to building up a quite general kinetics model for treating hole transfer in
DNA and other molecular wires.
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2. Hole Site Energy
The dynamics of HT in DNA is modulated by two quantities: (i) the hole energies of the
nucleobases, the actual redox sites in DNA [51]; and (ii) the electronic couplings between adjacent sites.
Both the observed oxidation free energies of nucleobases, nucleosides and oligonucleotides in aqueous
environment and the hole trapping efficiencies of DNA sequences originate from those quantities.
Although the importance of dielectric effects has been fully recognized, until recently, the majority
of studies concerning long range hole transfer in DNA employed hole site energies inferred from the
gas phase [29,32–34,52–55]. That is far from being satisfactory because the actual ionization energy
of a nucleobase in hydrated DNA is strongly affected by dielectric effects, hydrogen bonding of
complementary bases, and, above all, intrastrand π–π stacking interactions [18,56,57].
The redox properties of nucleobases, nucleosides, (oligo)nucleotides and DNA sequences have
been deeply investigated by voltammetric techniques [17,58,59]. Although cyclic voltammetry
measurements show the presence of collateral reactions leading to irreversible processes [60,61],
the hole site energy spacing inferred from electrochemistry closely matches the one obtained by
liquid-jet photoelectron spectroscopy (PES) not suffering from the above problem [56].
A selection of hole site energies of DNA constituents obtained by different techniques is reported
in Table 1.
Table 1. Oxidation free energies (ΔGox) and adiabatic ionization energies (I) of DNA constituents
relative to guanine or its derivatives. N, nucleobases; Ns, nucleosides; Nt, nucleotides. All data are
expressed in eV.
I(N) a ΔGox(Ns) b ΔGox(N) c ΔGox(Nt) c ΔGox(Ns) d ΔGox(Ns) e Ig(N) f
A +0.41 +0.5 +0.27 +0.30 +0.47 +0.15 +0.49
C +0.74 +0.8 +0.61 +0.57 +0.65 +0.38 +0.91
T +0.75 +0.8 +0.45 +0.52 +0.62 +0.31 +1.10
a Ref. [62], density functional theory (DFT) computations including aqueous environment, via‘the
polarizable continuum model (PCM) [63]. b Ref. [64], PES measurements in water integrated
with ab initio computations. c Ref. [17], voltammetry, water pH 7. d Ref. [58], voltammetry,
acetonitrile. e Ref. [65], nanosecond spectroscopy, data adjusted as in Ref. [64]. f Ref. [66], gas
phase photoionization mass-spectrometry.
With the exception of spectroscopic measurements (sixth column), whose reliability for pyrimidine
derivatives is quite modest [64,65], a substantially good agreement is found for the data of Table 1
referring to solvated environment. PES, voltammetry, and quantum chemical predictions find guanine
as the most easily oxidizable nucleobase; the hole energy of adenine is ≈0.4 eV higher than guanine,
while pyrimidine derivatives are oxidized at a potential higher by 0.6–0.8 eV than G.
A graphical comparison of the hole energies for the aqueous environment (first column of Table 1)
with those referred to gas phase (last column of Table 1) is presented in Figure 2.
Solvation acts by somewhat leveling the hole energies of DNA constituents. While the hole energy
of adenine (relative to guanine) is scarcely affected by solvation, cytosine, and, above all, thymine
become comparably easier to ionize in solution. Indeed, oxidative damages are often observed at T
sites in oligonucleotides which lack G [67–70].
The data in Table 1 do not include the effects of the H-bonded complementary base on ionization
energies of nucleobases. The lowering of the oxidation potential of G due to the base pairing with C had
been predicted by theoretical computations [71], and experimentally estimated by the increase of the
oxidation rate of guanosine (Guo) upon cytidine (Cyd) pairing [57,72]. However, a direct measurement
of the above quantity was not available until 2005, when an electrochemical study carried out in our
laboratories settled the question [73].
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Figure 2. Relative (to guanine) hole energies of DNA nucleobases in the gas phase (top) and in aqueous
environment (bottom).
Guanosine and deoxycytidine (dCyd) were properly functionalized to make them soluble in
chloroform, a solvent in which the association constant for the formation of the Watson–Crick
Guo:dCyd H-bonded complex is sufficiently high to permit its detection [74,75]. Then, voltammetric
measurements of solutions containing Guo, dCyd, and their mixtures were carried out. The same
procedure was later adopted for the adenosine (Ado) deoxythymidine (dThd) pair [76]. The main
results of our investigations are summarized in Figure 3. The differential pulse voltammogram of
the solution containing an equimolar amount of Guo and dCyd (Figure 3a) shows two well-resolved
peaks, one occurring at the same potential observed for solutions containing only the Guo nucleoside,
which can therefore be assigned to the fraction of free Guo in solution, and the other occurring
at a potential lower by 0.34 V is assigned to the Guo:dThd Watson–Crick complex. Ado:dThd
voltammograms exhibit a similar behavior and identical conclusions were inferred for the Ado:dThd
hydrogen bond complex (Figure 3b).
Figure 3. Differential pulse voltammograms of nucleoside derivatives in CHCl3 at 298 K on glassy
carbon electrode. (a) Solutions containing only Guo 2.0 mM (black line); only dCyd 2.0 mM (dashed
gray line); and Guo 2.0 mM and dCyd 2.0 mM (red line). (b) Solutions containing only Ado 2.0 mM
(black line); only dThd 2.0 mM (dashed gray line); and Ado 2.0 mM and dThd 20.0 mM (red line).
Scan rate, 100 mV/s. Supporting electrolyte Bu4NClO4. Oxidation potentials are referred to the
Ferrocenium/Ferrocene (Fc+/Fc) redox couple. Green arrows indicate the lowering of the oxidation
potential of purine nucleosides upon pairing via H-bond with their complementary pyrimidine
nucleosides. Adapted with permission from J. Am. Chem. Soc. 2005, 127, 15040–15041 and J. Am.
Chem. Soc. 2007, 129, 15347–15353. Copyright (2005, 2007) American Chemical Society.
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H-bond association with complementary nucleosides lowers the oxidation free energy of Guo
and Ado by ca. 0.3 eV, because ionization causes a substantial increase of the binding energy in the
oxidized Watson–Crick complex with respect to its neutral counterpart [77].
The voltammograms in Figure 3 show no anodic signal for pyrimidine nucleosides in chloroform.
Indeed, oxidizing pyrimidine derivatives in solution is a very difficult experimental task [58,64,78].
Nevertheless, the first estimate of the energy of a low lying excited state of DNA with the hole localized
on cytidine in the Watson–Crick complex with guanosine was inferred by spectroelectrochemistry
measurements [79].
NIR spectra of solutions containing Guo:dCyd mixtures were recorded in an electrochemical cell
equipped with an optically transparent thin-layer electrode kept at +0.57 V versus Fc+/Fc in CHCl3
and CH2Cl2. At that potential, solutions containing only Guo or only dCyd are not oxidized, whereas
solutions containing both species exhibit a well-resolved anodic peak (Figure 3). A positive broad
band (Figure 4), not observed during the oxidation of solutions containing only Guo or only dCyd,
was recorded in the difference spectrum, at approximately 10,600 cm−1 in CH2Cl2 and at 10,200 cm−1
in CHCl3. Upon replacing cytidine with 5-methylcytidine, whose ionization energy is expected to
be lower than that of cytidine by ca. 1400 cm−1 [66,79], that band was red shifted to 9100 cm−1 in
CH2Cl2 and to 8700 cm−1 in CHCl3. On the basis of the above evidence and with the support of time
dependent DFT (TDDFT) computations, that signal was assigned to the charge-transfer (CT) localizing
the hole on cytidine (Figure 4).
Figure 4. The charge transfer band of the [Guo:dCyd]+ complex recorded in dichloromethane at
a controlled potential of +0.57 V vs. Fc+/Fc. It corresponds to the transition from the HOMO,
a Kohn–Sham π orbital localized on cytosine, to the LUMO, a π∗ orbital of the guanine moiety. Adapted
with permission from Angew. Chem. Int. Ed. 2009, 48, 9526–9528. Copyright (2009) Wiley-VCH Verlag.
3. Electronic Couplings
Stacking interactions are by far the most important inter-base interactions for hole transfer because
they provide the electronic couplings for long-range hole transfer. The effect of stacking interactions can
be addressed by a simple two state quantum model, according to which the hole energy levels of two
stacked nucleobases (X and Y) are shifted up and down with respect to those of unstacked ones by a
quantity related to the difference between the hole energies of the two nucleobases εX, εY, and to the
strength of the stacking interactions, JXY.
In the case of identical nucleobases X = Y (Figure 5, left), the hole energy shift upon pairing of
nucleobases is just the electronic coupling element. Instead (Figure 5, right), if εX  εY, and εX − εY 
2JXY, then the JXY coupling term is not effective in lowering the hole energy of the stack, so that the
lowest eigenvalue of the two state model Hamiltonian, H, is nearly coincident with εY.
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Figure 5. The two limiting cases predicted by the two state model for the ionization energy of two
stacked nucleobases. (Left) The remotion of an electron from two identical unstacked Y nucleobases
pair gives rise to two diabatic states,
∣∣Y+ · · ·Y〉 and ∣∣Y · · ·Y+〉 with hole energy εY; upon formation of
a π stacking interaction, the two states are coupled each other, and the energy levels of the electron
hole (E+, E−) are shifted up and down with respect to those of unstacked pair by the quantity JYY,
representing the strength of the π stacking interaction. (Right) If the hole energy of X is far larger than
that of Y, then the JXY coupling term is not effective in lowering the ionization energy of the stack,
so that the lowest eigenvalue of H, E−, is nearly coincident with εY, and the highest eigenvalue of H,
E+, is nearly coincident with εX.
Provided that two identical Y nucleobases assume a regular conformation, i.e. they are efficiently
stacked, the JYY coupling term can be estimated as the lowering of the ionization energy of the YY
stacked sequence, with respect to that of a strand containing only one Y oxidizable nucleobases, on the
assumption that all other nucleobases have higher hole site energies.
The reliability of the two state model has been verified by voltammetric experiments [47,80].
Figure 6 reports the differential pulse voltammograms recorded in water for the 5′-ACCCCA-3′
and 5′-AACCAA-3′ single stranded DNA oligonucleotides. A lowering of the oxidation potential
amounting to 0.31 V is observed for the sequence containing two consecutive adenines. Measurements
carried out for sequences containing an increasing number of adjacent adenines end capped by
thymine nucleobases confirmed that result; anodic peaks for the first oxidation were detected at 0.97,
0.90 and 0.82 V vs. Ag/AgCl for 5′-TTAATT-3′, 5′-TTAAAT-3′, and 5′-TAAAAT-3′, single strands,
respectively [80].
If oligonucleotides possessing adjacent adenines assume conformations in which nucleobases
are well stacked altogether, as is indeed the case for A-rich tracts [80–86], which are known to
confer structural rigidity to DNA [87,88], the two state model holds. Therefore, disregarding the
coupling between A and C as a first approximation, JAA was estimated to amount to ≈0.3 eV by the
voltammograms of Figure 6 [80].
The observed progressive lowering of the oxidation potential upon increasing the number of
consecutive stacked adenines is well predicted by PCM/DFT calculations carried out for the same
single stranded DNA sequences used in experiments. Indeed, the computed ionization potential
shifts are in very good agreement with the observed oxidation potentials (see Figure 7). Furthermore,
the analysis of spin distributions (Figure 7) indicates that the observed oxidation potential shifts can
be assigned to orbital mixing effects among stacked nucleobases, which lead to the formation of
delocalized polarons [85]. Notably, there has been a vivid debate about the role of delocalized polarons
in the charge transport in DNA [18,21,39,89–101]. Aside from voltammetric evidence [80], the formation
of the A•+n polaron has been later on observed also by time dependent spectroscopy measurements
carried out for oxidized DNA hairpins possessing two or more intervening A-T steps [50].
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Figure 6. Differential pulse voltammetry of 2.0 mM single stranded 5′-ACCCCA-3′ (top, red) and
0.50 mM 5′-AACCAA-3′ (bottom, blue) in 50 mM phosphate buffer solution. Internal reference
electrode Ag/AgCl (3.0 M KCl). A lowering of the first anodic signal amounting to 0.31 V is observed
in passing from the sequence not containing stacked adenines to the one holding two stacked A’s.
Adapted with permission from J. Phys. Chem. B 2013, 117, 8947–8953. Copyright (2013) American
Chemical Society.
Figure 7. Predicted adiabatic ionization potential and spin densities for the 5′-TTAATT-3′ (A2),
5′-TTAAAT-3′ (A3), and 5′-TAAAAT-3′ (A4) single stranded ionized oligonucleotides. Inset:
Comparison between relative computed ionization energies and observed oxidation free energies.
The lowering of the oxidation potential observed for sequences lacking G upon increasing the number
of stacked adenines has been rationalized in terms of resonance effects: the increasing stability of the
hole is due to its delocalization over the entire adenine bridge. Adapted from Ref. [85] with permission
from the PCCP Owner Societies.
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A progressing lowering of the oxidation potential was also observed in single and double
stranded oligonucleotides possessing an increasing number of consecutive guanines, showing
that hole site energies can be lowered up to ≈0.3 eV for sites composed of six consecutive
guanines [47]. The observed shift of the oxidation potential leads to JGG ≈0.1 V, an electron coupling
significantly lower than that observed for adenine. That result stems from the lower extent of hole
delocalization on G steps. Theoretical studies have concluded that the positive charge is almost
entirely localized on ionized 5′-G in GG steps, possibly due to strong heteroatom-π electrostatic
interactions [33,44,100,102–108]. Indeed, for DNA sequences containing up to two consecutive
guanines, the oxidative damage is not equally distributed over G sites, but preferentially occurs
at the 5′ G of the GG step [42,102,109]. However, DNA cleavage efficiency does not depend only on
hole trapping efficiencies, but it also relies on the kinetic mechanism by which DNA damage occurs,
therefore no unambiguous conclusion can be drawn for the preferred cleavage site based only on the
preferred ionization site [67,68,106,110].
The extension of the set of electronic couplings to pyrimidine nucleobases is an experimentally
very challenging task because of the well-known difficulties of oxidizing pyrimidine derivatives in
solution, especially by voltammetric techniques [73,76,111]. Therefore, to retrieve the whole set of
coupling parameters also including pyrimidine derivatives, we resorted to PCM/DFT computations,
which for purine bases had proved to provide faithful descriptions of the available experimental
data [85].
To evaluate the effects of π–π stacking on ionization energies separately from hydrogen bonding,
we had to resort to single stranded DNA sequences. In detail, we considered the two sets of tetrameric
single stranded sequences 5′-XXYX-3′ and 5′-XYZX-3′, in which Y and Z are natural occurring DNA
nucleobases and X is a nucleoside analogue possessing an ionization energy much higher than DNA
nucleobases. Single stranded tetramers are the simplest sequences in which both nucleobases of the
YZ tract occupy an internal position inside the strand. That permits minimizing inconsistencies arising
from different exposure to the solvent. Figure 5 (right) shows that any coupling of X with DNA
nucleobases is ineffective on the oxidation potential of nucleobases. In that case, according to the two
state model, the in situ hole site energy of a DNA nucleobase nearly coincides with the ionization
energy of 5′-XXYX-3′, whereas JYZ intrastrand coupling terms are given by:
JYZ =
√
ΔI (ΔI − Δε), (1)
where:
Δε = εY − εZ ≈ IXXYX − IXXZX, (2)
ΔI = E−YZ − εZ ≈ IXYZX − IXXZX, (3)
in which I denotes ionization potential. The assumptions underlying Equations (1)–(3) are illustrated
in Figure 8 [62].
Hole site energies and coupling terms inferred by Equations (1)–(3), with X = 6-azauracil
(a nucleobase analogue with very high ionization energy due to the electron withdrawing effect of
nitrogen [112], employed as a growth inhibitor of microorganisms which is known to incorporate into
nucleic acids [113–115]), are reported in Table 2.
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Figure 8. Adenine embedded in the 5′-XXAX-3′ and 5′-XAAX-3′ tetrameric single strands, where X is a
nucleobase with an ionization energy much larger than that of A. Dotted lines denote non-interacting
nucleobases, S denote stabilization energies due to stacking interactions in neutral strands and I are
ionization potentials. Because the ionization energy of X is much larger than that of A, the effect of
coupling terms is negligible in (XXAX)+, so that the hole is fully localized on A. Since A in XXAX
and AA in XAAX experience almost identical environments, the difference of the stacking energy in
XXAX and XAAX neutral strands is expected to be small (S1 − S2 ≈ 0); therefore, the difference of hole
energies of XXAX and XAAX oligonucleotides is well approximated by the difference of ionization
energies, JAA ≈ I1 − I2. Reproduced from Ref. [62] with permission from the PCCP Owner Societies.
Table 2. Hole site energies (εY, eV, relative to G+) and electronic coupling parameters for stacked
5′-YZ-3′ base pairs (JYZ, eV). Y and Z denote native DNA nucleobases. All values are taken from
Ref. [62].
Y εY JYG JYA JYC JYT
G 0.00 0.09 0.15 0.23 0.14
A 0.43 0.15 0.24 0.16 0.08
C 0.68 0.23 0.16 0.12 0.12
T 0.70 0.14 0.08 0.12 0.12
Hole transport properties, oxidation potentials, trapping efficiencies and several other properties
of oxidized DNA can be addressed by the tight binding (TB) Hamiltonian commonly used for the










∣∣n〉〈n + 1∣∣+ H.c.
)
. (4)
In H, only the interactions between nearest neighbor sites are considered. L is the number of
nucleobases,
∣∣n〉 constitutes a set of orthogonal diabatic states with the charge fully localized on
the nth nucleobase, εn is the hole energy of
∣∣n〉 assumed to be independent of nucleobase sequence,
and Jn,m are the electronic coupling elements between
∣∣n〉 and ∣∣m〉, i.e., the interaction energies due to
π–π stacking. Hole site energies and electronic couplings are the parameters to be employed in the
model Hamiltonian.
In Figure 9, the ionization energies of several tetrameric single stranded DNA sequences predicted
by DFT computations are compared with those obtained by diagonalizing the TB Hamiltonian of
Equation (4) using the parameters inferred by Equations (1)–(3), (Table 2). Predictions by the TB
Hamiltonian are in excellent agreement with the outcomes of DFT computations and also with
experimental evidence. Ionization energies of TTAAAT and TTAATT single strands are found by
TB to be higher by +0.05 and +0.13 eV, respectively, than that of TAAAAT, to be compared with
the corresponding oxidation potentials inferred by voltammetric measurements: +0.08 and +0.15 V
(see Figure 7).
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Figure 9. Comparison of adiabatic ionization energies (relative to XXGX, X being 6-azauracil) predicted
by DFT (abscissa) and TB (ordinate) computations for tetrameric single stranded DNA oligonucleotides
(circles). Hole energies for TAnT (n = 3–6) sequences (squares) have been computed only at the
TB level. Full line has null intercept and unitary slope. Dashed lines separate the regions of
potential corresponding to the oxidation of G (red), An tracts (violet), A (blue) and pyrimidines
(green). Very similar oxidation patterns were found by differential pulse voltammograms recorded
in buffered aqueous solutions for single and double stranded DNA oligonucleotides and DNA itself
(see Refs. [47,59,124,125]). Reproduced from Ref. [62] with permission from the PCCP Owner Societies.
4. The Dynamics of Hole Transfer in DNA
The kinetics of HT in DNA is known to exhibit two regimes: for shorter distance between the hole
donor and the hole acceptor nucleobases the rate exponentially depends on distance, whereas a much
weaker distance dependence is observed for longer donor–acceptor distances [39,45]. That behavior is
exemplified by Giese experiments on double-stranded 3′-G(T)nGGG-5′ oligonucleotides, in which a
hole is injected onto the single G site via photoexcitation of a suitably modified nucleotide, and the
yields of oxidation products formed at the initial site (PG) and at the trap site (PGGG) are measured [45].
Giese and coworkers observed that for shorter sequences, up to n = 3, the product ratio PGGG/PG drops
by a factor of ca. 8 for each additional adenine:thymine (A:T) step. In longer sequences, for n = 4–7,
the PGGG/PG ratio exhibits a much weaker distance dependence, whereas, for n = 7–16, no substantial
change in PGGG/PG was detected. Experimental results were interpreted by admitting a switch of HT
mechanism from coherent superexchange in the short range regime to a thermally induced multistep or
multirange hopping for the long range regime [28,36,39,122,126,127]. Nevertheless, theoretical models
aimed at describing both the long- and short-range regimes in the framework of a single mechanism
have also been proposed [122,128].
It is worth noting that the weak dependence of HT in the long range regime is consistent
with different underlying mechanisms based on very different underlying physics [129]. Therefore,
the detection of the mechanism for HT in DNA cannot rely solely on experimental observations.
Theoretical modeling and simulations thus appear to be essential tools for solving such a high
complex problem.
Following to some extent the recent work of Parson [130–133], we recently presented a novel
methodology especially suited for addressing the dynamics of charge transport in molecular wires [134],
which has been applied to the DNA oligomers investigated by Giese, whose work is particularly
appealing, for it provides the yield ratios of the water trapping products of hole transfer for a large
number of DNA oligomers [45].
Our approach relies on the multi-step kinetic model illustrated in Figure 10, in which D+(Bridge)A
and D(Bridge)A+ denote the initial state with the charge localized on the donor and the final CT state,
respectively; [D+(Bridge)A]* and [D(Bridge)A+]* denote the ensembles of structures in which the hole
donor and acceptor are in vibronic resonance with each other; and PD and PA denote the products
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of oxidative damage occurring at donor and acceptor sites, respectively. The HT mechanism starts
with an activation step, which brings the donor and the acceptor groups into electronic degeneracy
(Step 1); Step 2 represents the elementary electron transfer between resonant donor and acceptor
groups, followed by relaxation of all the non equilibrium species to their minimum energy structures
(including solvent) and formation of hole transfer products (Step 3).
Figure 10. The kinetic scheme adopted to model HT in DNA. D+(Bridge)A and D(Bridge)A+ indicate
the initial and the finale state, possibly giving rise to oxidation product PD and PA. [D+(Bridge)A]* and
[D(Bridge)A+]* denote the ensembles of structures in which the hole donor and acceptor are in vibronic
resonance with each other, so that k23 = k32. k21 = kirr and kP have been taken from experimental data;
k23 has been computed by resolving the time dependent Schrödinger equation; k12 is an adjustable
parameter to be inferred by comparing computed and experimental product yield ratios.
Step 3 and the reverse of Step 1 take into account the solvent response to a nonequilibrium charge
distribution of the solute; pump–probe experiments in water solutions showed that solvent relaxation
occurs in a few tens of femtoseconds, thus we set k21 = kirr = 1013 s−1 [135,136]. kP has been set to
107 s−1, taken from the rate of deprotonation of Guo·+ [137,138], likely the first step of formation of
the products of oxidative damage [139–141].
Because the DNA oligomers studied by Giese contain several consecutive rigid A:T steps,
it is possible to assume that Step 1 is governed only by solvent motion rather than by backbone
reorganization. However, no experimental information about k12 is available, therefore k12 has been
taken as an adjustable parameter to be inferred from experimental results.
Step 2 is the hole transfer, which is mainly governed by the nuclear motion of
nucleobases [142,143]. Because of the local rigidity of the DNA backbone due to the (A:T)n tract [88],
we can make the reasonable assumption that the elements of the ensemble of the activated HT reactants
differ from each other only for solvent configurations, which are irrelevant for calculation of the rates
of the elementary HT step. Therefore, quantum dynamics computations can be carried out for only one
of the typical equilibrium configurations of the different oligonucleotides. In our approach, the kinetic
constant for the charge transfer step has been determined as k23 = 1/τ23, where τ23 are transition times
taken at the complete population of the final state, i.e., when the hole is fully localized on the GGG site.






Upon introducing the vibronic nature of the diabatic states in Equation (4),
∣∣n〉 → ∣∣n〉⊗ ∣∣ν〉 ≡∣∣n, ν〉, where ∣∣ν〉 denotes the manifold of the harmonic vibrational states of the nth nucleobase, the TB

















in which the Born–Oppenheimer approximation has been used. Eν denote vibrational energies, and the
last summation has been introduced to take into account the possible fluctuations of the electronic
couplings Jnm due to interbase oscillations along the ith normal coordinate, causing dynamical
deformation of regular double stranded DNA [52,91,144,145].
The ∂Jnm/∂Qi factor has been kept fixed at 0.1 eV/Å, ε and J parameters have been taken
from Table 2, and the G/A inter-strand coupling term has been set to 0.012 eV. Consistent with
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the Hamiltonian of Equation (6), the time dependent wave function is expanded over the set of





To make calculations possible, the computational load connected with the huge number of
integrals has to be strongly reduced. That goal is achieved by partitioning the Hilbert space into a
set of subspaces with a fixed number of vibrations that are allowed to be simultaneously excited.
Only the normal modes that are effectively coupled to hole transfer vibrations, i.e., the modes which
are allowed to change their quantum number during the transition, are included in computations.
Active modes are selected according to Duschinsky’s transformation, as the ones giving rise to the
largest displacement of geometrical coordinates upon electronic excitation [121,134].
We have considered the possibility that in Giese sequences HT may occur either intrastrand,
via T units, or interstrand, mediated by the adenine nucleobases of the complementary helix.
The results of quantum dynamics simulations are reported in Figure 11, where the logarithm plot
of the predicted kinetic constants of Step 2 against the distance between G and GGG nucleobases is
reported. Computations predict that, for shorter oligonucleotides, n = 1–3 the charge transfer goes
intrastrand; the computed hole transfer times being in excellent agreement with their experimental
counterpart: simulations yields a straight line with a slope β = 0.63 Å as the distance parameter of the
Marcus–Levich–Jortner equation [146], to be compared with the experimental value β ≈ 0.6 Å [45].
Figure 11. Predicted rate constants k23 for the HT step in 3′-G(T)nGGG-5′ DNA sequences, as a
function of the number of bases separating the donor (G) and the acceptor (GGG) sites; blue diamonds,
Intrastrand; red circles, Interstrand HT via the (A)n bridge of the complementary helix. The predicted
parameter of the Marcus–Levich–Jortner equation (in blue) for the short distance regime (n = 1–3) is in
excellent agreement with its experimental counterpart. For n ≥ 4, HT is predicted to occur interstrand,
mediated by the adenine bridge. Adapted with permission from J. Phys. Chem. Lett. 2019, 10, 1845–1851.
Copyright (2019) American Chemical Society.
Interstrand HT becomes about 1 order of magnitude faster than intrastrand HT for n = 4.
For n ≥ 4, our computations predict that HT rates are almost distance-independent, in good agreement
with experimental results. In all cases, hole transfer is predicted to occur via superexchange, since
negligible populations have been found on adenine or thymine bridge. According to our simulations,
the different distance dependence of HT rates in the short and long distance regimes results from the
balance of two contrasting effects: On the one hand, as the number of bridging adenines increases,
the energy barrier becomes comparatively lower due to the formation of delocalized polarons, thus
favoring hole tunneling along the strand. On the other hand, upon increasing the length of the
adenine bridge, the tunneling distance also increases, thus lessening the efficiency of HT, as illustrated
in Figure 12.
48
Molecules 2019, 24, 4044
Figure 12. The contrasting effects of the bridge in the HT for the sequences studied by Giese: In short
sequences (left), superexchange is favored by the short tunneling distance and disfavored by high
barriers. In longer sequences (right), barrier height decreases due to formation of delocalized A•+n
polarons thus favoring the HT, but tunneling distance increases, thus attenuating the efficiency of HT
at the same time.
Yield ratios PG/PGGG have then been obtained by numerically solving the set of ordinary
differential equations (ODEs) of the kinetic model of Figure 10. The experimental yield ratios are
compatible with the adopted kinetics model only if k12 is set to values of the order of 1010 s−1. By taking
fixed that value for all the cases analyzed by Giese, thus assuming that the rate of the activation process
(Step 1) is independent of the bridge length, computations yield the PGGG/PG ratios reported in
Figure 13. Our predictions are in excellent agreement with experimental results, both in the short and
in the long range regimes. In particular, a very weak dependence on n is predicted for n = 4–7.
Figure 13. Predicted (black triangles) and experimental (red squares) PGGG/PG yield ratios for the HT
in d-G(T)nGGG as a function of the number of bases separating the donor and the acceptor G sites.
Computed values have been obtained by setting k12 = 1010 s−1 for all the investigated sequences,
obtained by solving the ODEs equations for the kinetic scheme of Figure 10. Adapted with permission
from J. Phys. Chem. Lett. 2019, 10, 1845–1851. Copyright (2019) American Chemical Society.
The computational approach and the set of parameters used for treating Giese sequences are
broadly applicable to other DNA oligomers; preliminary results which will appear in a forthcoming
paper show that our treatment correctly predicts the yields of DNA oxidative damage in several
oligonucleotides studied by Schuster [19].
5. Discussion
Hole transfer in DNA is a complex process in which many chemico-physical factors play a
role, among which hole site energies, electronic couplings among nucleobases, solvent relaxation,
and backbone reorganization times are the most relevant. Hole site energies in DNA are significantly
sequence dependent, but that dependence can be reasonably handled using a tight binding
approximation in which only interactions among nearest neighbor nucleobases are considered,
on condition that reliable electronic couplings are also used. Here, we show that electrochemical
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well tailored experiments can provide very reliable values of those quantities. Although nucleobase
oxidations are usually irreversible processes and prevent the obtainment of standard redox potentials,
since voltammetric peaks do not refer to equilibrium conditions, hole site energies and electronic
couplings inferred from electrochemical measurements provide a very robust set of parameters for
predicting the yields of oxidative DNA damages of several oligonucleotides.
Electrochemical measurements have also shed light on one among the most debated issues on
long range hole transfer in DNA: the establishment of charge delocalized domains. Voltammetric
measurements have shown a progressive lowering of the first anodic peak potential as the number
of adjacent homo-bases (guanine or adenine) increases in DNA sequences. That result is particularly
important for adenine: the formation of an AA step considerably lowers the hole site energy,
by ca. 0.3 eV, whereas, for GG step, the effect is lower, amounting to about 0.1 eV. That observation is
an unambiguous evidence of the establishment of delocalized hole domains in DNA oligonucleotides.
Delocalized domains play a key role in long range hole transfer in DNA, enabling a distance
independent regime in adenine rich oligonucleotides, a peculiar property of DNA which should be
more deeply explored in organic electronics.
Our developed kinetic model based on hole site energies and electronic couplings inferred from
voltammetric measurements is able to reproduce both the yield ratios of damaged products and the
correct time scale of HT for the DNA sequences investigated by Giese. Present simulations only include
the vibronic ground state localized at the single G as the initial state. However, that approximation
should not constitute a severe drawback, inasmuch as the vibrational frequencies of the normal
coordinates of single nucleobases that are effectively coupled to hole motion exceed thermal energy at
room temperature. Instead, thermal populations of vibrational states possibly affecting hole transfer
rates could arise from interbase oscillation modes. Indeed, the electronic coupling for the hole transport
in oxidized DNA is expected to depend to a larger extent on variations of the rise coordinate and to a
lesser extent on variations of the twist coordinate, interbase motions originating from low frequencies
vibrations of DNA backbone [34,103]. We have averaged such thermal effects through the last term
of Equation (6). Nevertheless, a more systematic treatment could rely on the thermo field dynamics
theory, in which temperature effects are already included in the Hilbert space [147].
As a final remark, we note that our approach could be easily extended also to the hole transport
in G4-quadruplexes, provided reliable hole energies and electronic couplings are available for such
complex systems [148]. Work is in progress along that line.
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Abstract: Herein, we report the synthesis, characterisation, X-ray crystallography, and oxidative
DNA binding interactions of the copper artificial metallo-nuclease [Cu(DPQ)2(NO3)](NO3),
where DPQ = dipyrido[3,2-f :2′,3′-h]quinoxaline. The cation [Cu(DPQ)2]2+ (Cu-DPQ), is a high-affinity
binder of duplex DNA and presents an intercalative profile in topoisomerase unwinding and viscosity
experiments. Artificial metallo-nuclease activity occurs in the absence of exogenous reductant but
is greatly enhanced by the presence of the reductant Na-L-ascorbate. Mechanistically, oxidative
DNA damage occurs in the minor groove, is mediated aerobically by the Cu(I) complex and is
dependent on both superoxide and hydroxyl radical generation. To corroborate cleavage at the
minor groove, DNA oxidation of a cytosine–guanine (5′-CCGG-3′)-rich oligomer was examined
in tandem with a 5-methylcytosine (5′-C5mCGG-3′) derivative where 5mC served to sterically block
the major groove and direct damage to the minor groove. Overall, both the DNA binding affinity
and cleavage mechanism of Cu-DPQ depart from Sigman’s reagent [Cu(1,10-phenanthroline)2]2+;
however, both complexes are potent oxidants of the minor groove.
Keywords: DNA damage; copper; chemical nuclease; intercalation; free radical oxidation
1. Introduction
Since the structural elucidation of duplex DNA, the construction of small molecules that recognise
and react at specific sites to modify DNA structure, reactivity and biological repair processes has
been an area of considerable research interest. The discovery of the synthetic chemical nuclease
[Cu(1,10-phenanthroline)2]2+ (Cu-Phen) in 1979, sparked efforts toward the development of new
artificial metallonucleases with DNA cleavage mediated through the generation of reactive oxygen
species (ROS) at the DNA interface [1]. A kinetic study revealed that the nuclease activity of the
Cu(II) complex firstly involves reduction to the activated Cu(I) species, which binds reversibly
to double-stranded DNA, while the second step involves oxidation of the non-covalently bound Cu(I)
species by H2O2 (or O2) to generate reactive oxygen species (ROS) responsible for strand scission [2].
Cu-Phen degrades DNA in a mechanism involving hydrogen atom abstraction from the C1′ deoxyribose
position, resulting in the production of the C1′ radical as a major oxidative product. The C1′ site is only
accessible by minor groove binding agents oriented toward H-1′, such as Cu-Phen and its derivatives [3,4].
Other targets of oxidative attack via the minor groove include C-H bonds located at C4′ and C5′
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positions that are well characterised sites of attack by Mn(TMPyP)/KHSO5, iron bleomycin and the
enediyne antibiotics [5–10]. Cu-Phen and several derivatives have shown promising antitumoral [11,12],
antifungal [13], antimicrobial [14,15] and protein engineering properties [16]. However, limitations
associated with the Cu-Phen scaffold include (i) weak DNA binding constant; (ii) binds both DNA and
protein biomolecules without specificity; (iii) a high dissociation constant of the second coordinated
1,10 phenanthroline ligand; and (iv) a reliance on an exogenous reductant (ascorbate or thiols) and
oxidant to initiate ROS production to mediate C–H bond activation and strand scission [7]. Accordingly,
modulation of the Cu-Phen scaffold represents an interesting developmental challenge. To circumvent
dissociation of the second Phen group, the Clip-Phen ligand was developed to link both Phen
ligands via their C2- or C3-carbons by a short flexible arm (Figure 1) [17,18]. Another significant
property of this ligand is that its primary amine can be functionalised with sequence-directing groups
including minor groove binders netropsin and distamycin [19–23], intercalating acridine conjugates [24],
or oligonucleotides [25] to localise nuclease activity.
In recent years, we have focused on introducing modifications to the Cu-Phen scaffold to enhance
DNA recognition, oxidative damage and cytotoxicity [11]. Approaches including inner sphere
modifications using coordinated carboxylate groups [13]; dicarboxylate groups (e.g., o-phthalate or
octanedioate) [26–31]; designer phenazine intercalators [32,33]; tris-(2-pyridylmethyl)amine (TPMA)
caging ligands [34,35]; and the introduction of a binuclear di-cation have been undertaken [26,30,36].
Previously, we reported a series of phenazine-functionalized Cu(II) phenanthroline complexes—with
general formula [Cu(N,N′)(Phen)]2+ (where N,N′ = dipyridoquinoxaline (DPQ) or dipyridophenazine
(DPPZ))—that offered a significant enhancement of DNA binding affinity relative to Cu–Phen [32].
A microfluidic “on-chip”-based method identified Cu-DPQ-Phen as the most active chemical nuclease
in the series and later, the hydroxyl radical was identified as the predominant species responsible for
the oxidative cleavage event [33]. We also probed the chemical nuclease efficacy on restricted plasmids
with varying GC content. Significant differences were noted in the chemical nuclease efficacy of the
Cu-N,N′-Phen complex series compared to Cu-Phen. Cu-Phen displayed higher chemical nuclease
activity on pUC19 (51% GC), while each of the Cu-N,N′-Phen complexes had enhanced activity on the
pBC4 plasmid (59% GC), leading us to hypothesise that this general class of compound may oxidatively
target cytosine–phosphate–guanine (CpG) islands.
 
Figure 1. Structures of Cu-Phen, 3-Clip-Phen ligand and ternary copper(II) complexes incorporating
1,10-phenanthroline (Phen) and dipyridoquinoxaline (DPQ) Cu-DPQ-Phen and Cu-TPMA-DPQ
developed in our laboratory [32]. The current study focuses on the preparation and chemical nuclease
activity of Cu-DPQ (assuming dissociation of nitrato ligand in solution).
Our interest in developing new chemical nucleases with high efficacy and enhanced targeting
properties prompted this study, where we report the synthesis and X-ray structural characterisation
of [Cu(dipyrido[3,2-f :2′,3′-h]quinoxaline)2(NO3)](NO3). The aim of this study was to investigate what
influence two DPQ ligands have within the core Cu-(N,N′)2 complex when applied as an artificial
chemical nuclease. Additionally, the DNA binding and oxidative DNA damage profile of Cu–DPQ
was compared to the well-studied Cu-Phen and Cu–DPQ-Phen complexes previously developed in our
laboratory [32,33].
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2. Experimental
2.1. Materials and Methods
Chemicals and reagents were sourced from Sigma-Aldrich (St. Louis, MO, USA) or Tokyo Chemical
Industry (TCI, Oxford, UK Ltd.) and were used without further purification. High-performance liquid
chromatography (HPLC)-grade chloroform (CHCl3), methanol (MeOH) and acetonitrile (CH3CN) were
used as received. 1H and 13C-NMR spectra were obtained using a Bruker AC 400 and 600 MHz NMR
spectrometer. pH was monitored by a Mettler Toledo InLab Expert Pro-ISM pH probe (Columbus, OH,
USA). Electrospray ionization mass spectra (ESI-MS) were recorded using a Thermo Fisher Exactive
Orbitrap (Waltham, MA, USA) mass spectrometer coupled to an Advion TriVersa Nanomate (Ithaca,
NY, USA) injection system with samples prepared in 100% HPLC-grade CH3CN prior to analysis.
UV-visible spectrometry studies were carried out on a Shimadzu UV-2600. FT-IR spectra were
conducted using a Perkin Elmer Spectrum Two Spectrometer (Waltham, MA, USA). For biological
studies, complexes were prepared in molecular-biology-grade DMF and further diluted in 80 mM
HEPES buffer (Waltham, MA, USA). DNA plasmids and enzymes were purchased from New England
BioLabs (NEB, Ipswich, MA, USA). Solutions of the title complex (Cu-DPQ) for biological studies were
carried out in DMF with further dilutions made in 80 mM HEPES.
2.2. Synthesis of [Cu(DPQ)2NO3](NO3)
[Cu(DPQ)2NO3](NO3) was prepared by treating 2 equivalents of DPQ (0.0451g, 0.194 mmol)
with 1 equivalent of Cu(NO3)2.3H2O (0.0234 g, 0.097 mmol) under ethanolic reflux for 3 h. A green
solid was isolated and washed with ice cold EtOH and dried by desiccation (yield: 0.050 g, 78%).
ATR-FTIR (cm−1): 596, 643, 724, 820, 1016, 1082, 1128, 1213, 1290, 1370, 1392, 1439, 1491, 1582, 3033,
3040. Elemental analysis calculated for: C28H16CuN10O6: C, 51.58; H, 2.47; N, 21.48; Cu, 9.75. %Found:
C, 51.09; H, 2.28; N, 21.13; Cu, 9.95. ESI-MS: m/z calculated: 263.5 [M]2+ found: 263.6. Solubility:
DMSO, DMF.
2.3. X-Ray Crystallography
The data were collected at 150(2) K on a Bruker-Nonius Apex II CCD diffractometer using MoKα
radiation (λ = 0.71073Å) and were corrected for Lorentz and polarisation effects. Data were processed
as a 2-component twin and corrected for absorption. The structure was solved by dual-space methods
(SHELXT) [37] and refined on F2 using all the reflections (SHELXL) [38]. All the non-hydrogen
atoms were refined using anisotropic atomic displacement parameters and hydrogen atoms bonded
to carbon were inserted at calculated positions using a riding model, hydrogen atoms of solvate water
were not located or included in the refinement since partial-occupancy and disorder meant no single
H-bonding network could be identified. Details for data collection and refinement are summarised
in Supplementary S2. CCDC 1959974 contains the supplementary crystallographic data for this paper.
These data can be obtained free of charge from The Cambridge Crystallographic Data Centre via
www.ccdc.cam.ac.uk/data_request/cif.
Crystal Data for [Cu(DPQ)2NO3](NO3)·2H2O, C28H20N10O8Cu (M = 688.08 g/mol): monoclinic,
space group P21 (no. 4), a = 7.3882(12) Å, b = 29.205(5) Å, c = 13.363(2) Å, β= 103.686(3)◦, V = 2801.4(8) Å3,
Z = 4, T = 150 (2) K, μ(MoKα) = 0.852 mm−1, Dcalc = 1.631 g/cm3, 5048 reflections measured
(4.198◦ ≤ 2θ ≤ 50.054◦), 5048 unique, which were used in all calculations. Rint = 0.044 (for HKLF 4 data
containing 39,211 reflections, with I > 3sig(I), Rsigma = 0.0677 The final R1 was 0.0566 (I > 2σ(I)) and
wR2 was 0.1379 (all data).
2.4. DNA Binding Studies
EtBr displacement, viscosity, and topoisomerase-I-mediated DNA relaxation assay were conducted
according to methods previously reported by Kellett et al. [39,40]
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2.5. DNA Damage Studies
Oxidative DNA damage studies including covalent recognition elements and free radical scavengers
on pUC19 were carried out according to published methods [33].
3. CpG Sequence Studies
3.1. PCR Primer Design
Forward and reverse primers for the pBR322 vector (4361 bp) were designed in order to generate
a 798 bp sequence (54% GC) by PCR. The transcript, which contains four individual CCGG sequences
(CpG islands), was produced using PCR (35 cycles) with 1 ng pBR322 plasmid (NEB, N3033L) using 2×
MyTaq Red Mix (Bioline) at suitable annealing temperatures for the primer pair. The sequence length
was verified using a 1 Kb DNA ladder. Further details can be found in Supplementary S5.
3.2. Restriction Enzyme Studies
The 798 bp amplicon was exposed to a range of enzymes including HpaII (NEB, R0171S), MspI
(NEB, R0106S) and HpaII-MT (NEB, M0214S). A quantity of 400 ng of the amplified sequence was
treated with each enzyme for 1 h at 37 ◦C as per the manufactures’ guidelines. Endonuclease
recognition at each 5′-C CGG-3′ site was confirmed by agarose gel electrophoresis with HpaII and
MspI (isoschizomers). Successful methylation of internal cytosine residues (5mC) of each CCGG island
by HpaII methyltransferase was confirmed when HpaII was observed to have no restriction effect due
to its sensitivity to CpG methylation. Electrophoresis experiments were performed at 60 V for 60 min
on a 2% agarose gel.
3.3. DNA Damage
A quantity of 400 ng of the 798 bp amplicon was treated with increasing concentrations of Cu-DPQ
in the absence and presence of 1 mM of exogenous reductant (Na-L-ascorbate). A further experiment
was carried out involving pre-treatment with HpaII methyltransferase and subsequent exposure of the
complex in the absence and presence of 1 mM reductant.
4. Results and Discussion
4.1. Preparation and Characterisation of Cu-DPQ
The dipyrido[3,2-f :2′,3′-h]quinoxaline ligand (DPQ) was prepared using a previously reported
method involving Schiff-base condensation of 1,10-phenanthroline-5,6-dione with ethylenediamine [32].
[Cu(DPQ)2(NO3)](NO3) was generated by treating 2 equivalents of DPQ with 1 equivalent
of Cu(NO3)2.3H2O under ethanolic reflux and was isolated by vacuum filtration as a green solid.
The complex was characterised by elemental analysis, ESI-MS and attenuated total reflectance (ATR)
Fourier transform infrared (FTIR) spectroscopies. [Cu(DPQ)2(NO3)](NO3) was isolated in good
yield with elemental analysis results for carbon, hydrogen, nitrogen, and copper, in agreement with
theoretical values. ESI-MS analysis contained the expected parent ion peak for the cationic complex
[Cu(DPQ)2]2+ (lane1). Characteristic bands for C=C, C=N and C-N stretching of the DPQ ligand were
monitored and shifts in both C=N and C-N were noted when the complex was formed (Figure S2).
The electronic spectrum of the complex was measured in the UV-visible range, monitored over time and
compared to Cu-Phen and Cu-DPQ-Phen. No notable differences were observed in the d–d transition
region (600–900 cm−1) upon prolonged incubation; however, the appearance of a new band ~445 cm−1
in the spectrum of all three complexes indicates potentially significant rearrangement in DMF solution
(Figure S3).
Single crystal X-ray structure analysis of the dihydrated complex [Cu(DPQ)2(NO3)](NO3)·2H2O
revealed that the asymmetric unit contains two independent, but similar, [Cu(DPQ)2(NO3)]+ cations.
The copper ions are 5-coordinate and their geometry is close to trigonal bipyrimidal with the nitrate
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anions in the trigonal plane (Figure 2); the τ values [41] are 0.75 and 0.77 for Cu1 and Cu2, respectively.
The mean planes of the DPQ ligands are inclined at 46.35(9)◦ about Cu1 and 43.37(9)◦ at Cu2. The cations
are π-stacked into zig-zag sheets perpendicular to the c axis (Figure S4), the spaces between sheets are
occupied by the uncoordinated nitrate counter anions and solvate water molecules, which make up
a hydrogen-bonded network (incorporating some disorder of both anion and water). The Cambridge
Structural Database [42] includes several other examples of structures containing the [Cu(DPQ)2X]n+
or [Cu(Phen)2X]n+ cations (X = water or anionic ligand, n = 1 or 2). The structures of these cations are
broadly similar to that reported here provided the ligand X is a weak donor [43,44] or if there is no fifth
donor [45]. However, if X is thiocyanate, azide or, chloride square planar or tetragonal geometries
were observed [46].
Figure 2. X-ray structure of one of the two independent [Cu(DPQ)2NO3]+ cations showing 50%
probability ellipsoids (colour scheme: copper, green; nitrogen, purple; carbon, grey; and oxygen, red).
4.2. DNA Binding Experiments
To establish how Cu-DPQ interacts with duplex DNA a range of binding studies were conducted.
Firstly, the apparent binding constant (Kapp) of the complex to calf thymus DNA was determined using
a high-throughput 96-well plate ethidium bromide (EtBr) displacement assay [39]. DNA was treated
with an excess of EtBr, which becomes highly fluorescent when bound to DNA. Solutions were then
treated with increasing concentrations of Cu-DPQ in order to reduce the fluorescence intensity, which
is indicative of the ejection of bound EtBr from DNA. Cu-DPQ displayed high binding affinity in the
range of ~107 M(bp)−1. This binding value is superior to that of Cu-Phen (~105 M(bp)−1) and broadly
in line with high-affinity complexes Cu-DPQ-Phen, Cu-DPPZ-Phen and actinomycin D (Figure 3A) [32].
To probe the DNA binding mode of Cu-DPQ further, viscosity analysis with salmon testes dsDNA fibres
was investigated. Here, hydrodynamic changes revealed an increasing trend in viscosity (relative to
complex loading) indicative of extension and unwinding effects associated with intercalation. The extent
of unwinding elicited by Cu-DPQ surpassed that of Cu-Phen and EtBr (Figure 3B).
The topoisomerase-I-mediated DNA relaxation assay was next applied to study the intercalative
effects of Cu-DPQ on supercoiled (SC) plasmid DNA (Figure 3C). This experiment was monitored by
gel electrophoresis as DNA isoforms migrate at different rates through agarose due to their size and
charge. Generally, intercalation results in the gradual relaxation of negatively (-) supercoiled plasmid
to relaxed open circular (0) plasmid and upon further drug loading, the plasmid becomes unwound
in the opposite direction resulting in positively (+) coiled SC DNA [47]. Cu-DPQ was observed to relax
(-) SC plasmid to its OC form at ~2.5 μM, beyond which (+) SC topoisomers were identified. At high
complex concentrations of 20 and 50 μM (lanes 14 and 15), DNA nicking was identified whereby a fixed
band remains in line with the OC isoform. These results are broadly equivalent to those observed
for the ternary Cu-DPQ-Phen complex (Figure S6A) and represent an ∼8-fold enhancement in the
unwinding effects of the semi-intercalator Cu-Phen (Figure S6B).
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A 
Compound C50 * Kapp M(bp) 1 ** 
Netropsin † 46.27 2.50 × 106 
Actinomycin † 04.10 2.92 × 107 
Cu-Phen † 179.21 6.67 × 105 
Cu-DPQ-Phen † 03.93 3.04 × 107 
Cu-DPQ 04.52 2.60 × 107 
 
Figure 3. (A) Apparent DNA binding constants (Kapp) of Cu-DPQ to EtBr-saturated solutions
of dsDNA (* C50 = concentration required to reduce fluorescence by 50%; ** Kapp = Ke × 12.6/C50 where
Ke = 9.5 × 106 M(bp)−1; † previously reported). (B) Relative changes in viscosity profiles of stDNA
in the presence of Cu-DPQ, Cu-DPQ-Phen, Cu-Phen, netropsin and EtBr-treated salmon testes dsDNA.
(C) Topoisomerase-I-mediated DNA relaxation assay.
4.3. DNA Damage Studies on SC pUC19
The cleavage efficiency of Cu-DPQ was monitored by agarose gel electrophoresis over a narrow
concentration range of 0.25 μM, 0.50 μM, 1.0 μM, and 2.5 μM (Figure 4A, lanes 2–5). Cu-DPQ was
initially reduced to the active Cu(I) state with 1 mM exogenous reductant (Na-L-ascorbate) prior to the
introduction of plasmid DNA. Cu-DPQ showed concentration-dependent relaxation of SC to OC with
almost complete degradation upon treatment with 2.5 μM of the complex. The cleavage efficiency
of Cu-DPQ on pUC19 is greater than Cu-DPQ-Phen and Cu-Phen complexes, illustrating the influence
of the bis-ligated DPQ ligand on oxidative DNA damage [33]. Interestingly, in the absence of reductant,
Cu-DPQ is capable of ‘self-activation’ since the emergence of OC DNA is visible in the presence of
2.5 μM of this complex with higher concentrations emerging at 10 μM (Figure 4B, lane 7).
To determine how the complex cleaves plasmid DNA, pUC19 was pre-treated with an excess
of non-covalent recognition agents including methyl green (major groove binder), netropsin (minor groove
binder) and cobalt(III) hexamine chloride (electrostatic binder). Pre-incubation with methyl green
(Figure 4A lanes 6–9) resulted in enhanced nuclease activity compared to methyl green free experiments
(lanes 2–5). However, priming the plasmid with netropsin (lanes 10–13) afforded notable protection
to the minor groove resulting in a reduction in oxidative DNA damage. Finally, pre-treatment with
the electrostatic binding agent had negligible effects (lanes 14–17). These results are in agreement
with those previously reported with Cu-Phen, Cu-Phen-DPQ and Cu-TPMA-N,N′ complexes where
the presence of methyl green results in enhanced chemical nuclease activity due to its minor groove
priming effects [1,33,34].
64
Molecules 2019, 24, 4301
To probe the DNA damage profile of Cu-DPQ, a range of radical scavengers were introduced
to the nuclease experiment to investigate the nature of ROS species involved in DNA oxidation
(Figure 4C). This study identified the superoxide radical (O2•−) as a key radical involved in the
scission process as pre-treatment with tiron (4,5-dihydroxy-1,3-benzenedisulfonic acid disodium salt)
significantly impeded oxidative damage to the plasmid (Figure 4D, lane 12). Moderate protection was
afforded by potassium iodide (KI, Figure 4D, lanes 1–4) and dimethyl sulfoxide (DMSO, Figure 4D,
lanes 13–16), which scavenge H2O2 and •OH species, respectively. Singlet oxygen (1O2), however,
does not appear to play a significant role in the oxidative cleavage mechanism of Cu-DPQ. The overall
trend in damage inhibition follows O2•− >H2O2  •OH > 1O2 and departs substantially from Cu-Phen
and Cu-DPQ-Phen where hydroxyl radical generation predominates [33]. Interestingly, we previously
identified that O2•− plays a major role in oxidative profile of [Cu(o-phthalate)(1,10-phenanthroline)]
and the Cu-TPMA-N,N′ series [31,34]. Finally, copper chelating agents ethylenediaminetetraacetic
acid (EDTA) and neocuprione were shown to afford full protection to the SC substrate (Figure S7).
Figure 4. (A) DNA cleavage reactions on pUC19 in the presence of non-covalent recognition elements
methyl green (MG), netropsin (Net) and cobalt(III) hexamine chloride (Co(III)). (B) Nuclease in the
absence of reductant. (C) ROS scavengers employed in this study. (D) DNA cleavage reactions in the
presence of selected ROS scavengers.
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5. Studies with CpG and Methylated CpG Islands
To probe the DNA oxidation profile of Cu-DPQ further, cleavage experiments involving a 798 bp
dsDNA sequence (amplified from pBR322) containing four distinct cytosine–phosphate–guanine
(CpG) islands (5′-CCGG-3′) were undertaken. The internal cytosine residues of this transcript were
methylated using HpaII methyltransferase (HpaII-MT) to generate an equivalent amplicon with four
5′-C5mCGG-3′ sites (Figure 5AII and Figure 5B lane 3). To verify the presence of four CpG islands, the
non-methylated sequence was treated with HpaII and isoschizomer MspI. Both enzymes recognise
and cleave the 5′-C CGG-3′ tract to produce the desired fragmentation pattern (Figure 5AI and
Figure 5B lanes 4 and 5; supplementary S5). HpaII is sensitive to CpG methylation and was inactive
against the 5mC sequence (Figures 5AIII and 5B lane 7), while isoschizomer MspI is insensitive to DNA
methylation and cleaved all four methylation sites (Figure 5AIV and Figure 5B lane 6).
Figure 5. (A) Cartoon representation of enzyme restriction sites. (B) Control experiment with
isoschizomers HpaII and MspI in the presence and absence of HpaII-MT. (C) A quantity of 400 ng
of 798 bp linear sequence (I non-methylated and II methylated) treated with Cu-DPQ in the absence
of reductant. (D) 400 ng of 798 bp linear sequence (I non-methylated and II methylated) treated with
Cu-DPQ in the presence of reductant Na-L-asc.
Cleavage experiments with Cu-DPQ in the absence of reductant were then examined using
non-methylated and methylated sequences (Figure 5CI and II). At the highest tested concentration
(30 μM), the non-methylated sequence was extensively sheared while the 5mC amplicon remained
intact. Similar experiments were then conducted in the presence of reductant (Figure 5DI and II). Here,
the activated Cu-DPQ complex degraded the non-methylated sequence at 1.0 μM, while shearing
of the methylated transcript started at 0.25 μM with almost complete ablation at 0.5 μM. These results
indicate that under ‘self-activation’ conditions (i.e., without reductant), DNA cleavage may occur in the
major groove of CpG islands. When these islands contain 5mC residues, the methyl group serves
to sterically block the major groove, thereby preventing Cu-DPQ-mediated oxidation. In its reduced
Cu(I) form, Cu-DPQ appears to be a potent oxidant of the minor groove since limiting access to the
major groove of CpG islands enhances oxidation. Therefore, 5mC serves to direct the complex to the
minor groove—in much the same way as methyl green—and this residency serves to increase the
oxidative cleavage effects of Cu-DPQ in its reduced form.
6. Conclusions
The Cu-DPQ complex was generated in high purity and its structure determined by single-crystal
X-ray crystallography. In the solid state, the crystal of [Cu(DPQ)2(NO3)](NO3)·2H2O revealed the
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asymmetric unit contains two independent, but similar, [Cu(DPQ)2(NO3)]+ cations. The five-coordinated
copper(II) ions [CuN4O] adopt a geometry close to trigonal bipyrimidal with the nitrate anions in the
trigonal plane. Cu-DPQ is a high-affinity DNA binder with potent intercalative properties compared
to Cu-Phen, as evidenced by the DNA fluorescence displacement assay, viscosity and topoisomerase-I
DNA unwinding studies. The complex is capable of ‘self-activation’ by inducing DNA damage
in the absence of exogenous reductant but is greatly enhanced in its presence. The oxidative DNA
damage profile of Cu-DPQ was studied in the presence of free radical scavenging species, with results
demonstrating the complex to be an efficient oxidiser of pUC19 plasmid DNA mediating oxidative
DNA damage predominately through the generation of the superoxide radical species (O2•−) with
involvement from the hydroxyl radical (•OH). By pre-exposing plasmid DNA with non-covalent
steric blocking agents of methyl green (major groove) or netropsin (minor groove), the minor groove
was identified as the preferred DNA oxidation site. To help confirm this effect, we introduced
5-methylcytosine (5mC) into a 798 bp construct at four individual CpG islands. Here, 5mC served
to sterically block the major groove and enhance chemical nuclease activity, thereby supporting
preferential oxidative cleavage at the minor groove. This mono-nuclear copper(II) DNA damaging
agent represents an interesting therapeutic lead for the treatment of human cancer and warrants future
in vitro evaluation.
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80-308 Gdańsk, Poland
2 Centre of Radiation Research and Technology, Institute of Nuclear Chemistry and Technology, Dorodna 16,
03-195 Warsaw, Poland
* Correspondence: janusz.rak@ug.edu.pl
Academic Editor: Chryssostomos Chatgilialoglu
Received: 17 July 2019; Accepted: 31 July 2019; Published: 2 August 2019
Abstract: Radiosensitizing properties of substituted uridines are of great importance for radiotherapy.
Very recently, we confirmed 5-iodo-4-thio-2′-deoxyuridine (ISdU) as an efficient agent, increasing
the extent of tumor cell killing with ionizing radiation. To our surprise, a similar derivative of
4-thio-2’-deoxyuridine, 5-bromo-4-thio-2′-deoxyuridine (BrSdU), does not show radiosensitizing
properties at all. In order to explain this remarkable difference, we carried out a radiolytic (stationary
and pulse) and quantum chemical studies, which allowed the pathways to all radioproducts to be
rationalized. In contrast to ISdU solutions, where radiolysis leads to 4-thio-2’-deoxyuridine and its
dimer, no dissociative electron attachment (DEA) products were observed for BrSdU. This observation
seems to explain the lack of radiosensitizing properties of BrSdU since the efficient formation of the
uridine-5-yl radical, induced by electron attachment to the modified nucleoside, is suggested to be an
indispensable attribute of radiosensitizing uridines. A larger activation barrier for DEA in BrSdU,
as compared to ISdU, is probably responsible for the closure of DEA channel in the former system.
Indeed, besides DEA, the XSdU anions may undergo competitive protonation, which makes the
release of X− kinetically forbidden.
Keywords: radiosensitizers; stationary radiolysis; pulse radiolysis; modified nucleosides;
cellular response
1. Introduction
Trojan horse radiotherapy employs a nucleoside radiosensitizer, a “Trojan horse”, that is activated
only due to DNA exposure to ionizing radiation [1]. Such radiosensitizers are usually electrophilic
nucleosides, incorporated into DNA during replication and repair, and undergoing efficient dissociative
electron attachment (DEA) that leaves behind a nucleoside radical, which in secondary reactions
is able to produce damage to the biopolymer (frequently a strand break) [1]. Although the purine
derivatives of nucleosides were proposed as potential radiosensitizers [2–5], most of the reported
examples comprise uridines substituted at the C5 position. This is because thymidine kinase accepts a
broad set of modified uridines [6], which after phosphorylation may be incorporated into DNA [7].
The modified DNA sensitivity to hydrated electron attachment is especially important for radiotherapy,
since cells of solid tumors (80% of cases [8]) are hypoxic, which make them resistant to hydroxyl
radicals, a major damaging agent of native DNA produced during radiotherapy [9]. In the normoxic
cells, damage produced by the •OH radicals becomes “fixed” due to reaction with oxygen, while under
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hypoxia, naturally occurring radioprotectors like cysteine or glutathione can restore DNA through
hydrogen donation [10]. Moreover, hydrated electrons, the second most abundant product of water
radiolysis, are not harmful to the natural DNA [11,12]. The situation becomes quite different when
DNA is labeled with nucleosides undergoing efficient DEA. Indeed, Sanche et al. [13] demonstrated
efficient formation of single strand breaks in DNA oligonucleotides labeled with BrdU, when an
aqueous solutions of these biopolymers were irradiated with X-rays in the presence of a hydroxyl
radical scavenger. Similarly, a radiolysis of a solution containing TXT oligonucleotides (where X stands
for 5-bromo-2′-deoxyuridine (BrdU), 5-iodo-2′-deoxyuridine (IdU), 5-bromo-2′-deoxycitidine (BrdC),
5-iodo-2′-deoxycitidine (IdC), 8-bromo-2′-deoxyadenosine (BrdA), or 8-bromo-2′-deoxyguanosine
(BrdG)) and t-butyl alcohol (t-BuOH) as •OH scavenger led to strand breaks besides other types of
DNA damage [11,12].
BrdU and IdU are well-known radiosensitizers, which are phosphorylated in cytoplasm
forming the respective 5′-triphosphates and then incorporated into the cellular DNA by human
DNA polymerases [7]. Their promising radiosensitizing properties were investigated in numerous
in vitro [14–16] and in vivo [17] studies and even in clinical trials [18]. In one of the most extensive
clinical studies on brain tumor patients, no positive effects were observed in patients exposed to the
specific doses of BrdU besides radiotherapy [18]. To this end, it is worth emphasizing that a swift and
efficient metabolism (most radiosensitizers, as other chemotherapeutics, are applied systemically) of
a sensitizer, may lead to its lower cellular concentration in vivo than in vitro. This, at least partially,
explains a high radiosensitizing activity of BrdU in vitro, and practically, the lack of such activity in
the clinical studies.
This situation calls for new radiosensitizers of superior pharmacokinetic and/or better
radiosensitizing properties. Recently, we proposed several new C5-pyrimidine derivatives that have
not been studied in animal models or in clinic to date [19–23]. In terms of electron-induced degradation
yields, they are all more prone to dissociative electron attachment (DEA) than BrdU. These compounds
comprise 5-thiocyanato-2′-deoxyuridine (SCNdU), 5-selenocyanato-2′-deoxyuridine (SeCNdU),
5-selenocyanatouracil (SeCNU), and 5-trifluoromethanesulfonyl-2′-deoxyuridine (OTfdU). Other
promising candidates of this type of radiosensitizers seem to be derivatives of 4-thio-2′-deoxyuridine.
The latter compound, similarly to BrdU and IdU, is incorporated into genomic DNA by the cellular
enzymatic machinery [24]. It is worthwhile to note that BrdU works both as a DNA radio- and
photosensitizer [1]. On the other hand, the photosensitizing properties of BrSdU and ISdU were proven
in the past [25,26]. By the same token, one may conclude that 5-haloderivatives of 4-thio-2′-deoxyuridine
could also work as radiosensitizers. Indeed, we recently demonstrated the radiosensitizing properties
of ISdU [27]. Under the same conditions, the yield of damage produced by 140 Gy of X-ray was 1.5-fold
larger than that assayed in the irradiated BrdU aqueous solutions. Simultaneously, in vitro studies
demonstrated a significant increase of the mortality in cells treated with ISdU after irradiation.
In the current paper, studies on BrSdU–similar to those shown in [27] on ISdU–are described.
To our surprise, BrSdU does not possess increased radiosensitizing properties. It is decomposed during
radiolysis by X-ray, but the stable products resulted only from the reactions between the compound
studied and H2O2 or radicals forming in the reaction between t-BuOH and the •OH radicals. We did
not observe the characteristic pattern of DEA, i.e., the formation of 4-thio-2′-deoxyuridine, in this case.
In accordance with this finding, the clonogenic assay does not differentiate the cells that were grown
with and without BrSdU. We explain this striking difference between ISdU and BrSdU with the height
of activation barrier for DEA, which is almost twice as much as in BrSdU.
2. Results and Discussion
A radiosensitizing nucleoside working under hypoxia must be sensitive to hydrated electrons,
which are the second most abundant product of water radiolysis. In order to assess the radiosensitizing
potential of a nucleoside, one must expose its aqueous, deoxygenated solution to ionizing radiation.
If hydroxyl radicals are scavenged during irradiation, only the reaction between hydrated electrons
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and potential radiosensitizer may lead to serious damage associated with the formation of radical
products. If the radiolysis proceeds in the cells containing DNA labeled with radiosensitizer, those
radicals will produce DNA damage, hopefully single/double strand breaks, leading to apoptosis as
an ultimate cellular response. This is why the radiolysis of a nucleoside in aqueous solution and the
qualitative and quantitative analysis of radiolytic products is an indispensable step for assessing the
radiosensitizing potential of the derivative under investigations.
2.1. Stationary Radiolysis
The high-performance liquid chromatography (HPLC) traces of radiolytes, originating from X-ray
irradiation of buffered aqueous solution, containing 10−4 M of BrSdU in the presence of a hydroxyl
radical scavenger (t-BuOH, 0.03 M) with the dose of 140 Gy, are depicted in Figure 1.
 
Figure 1. High-performance liquid chromatography (HPLC) traces for a solution of BrSdU before
(black) and after irradiation (red). The chemical structures of products, as indicated by the liquid
chromatography–mass spectrometry (LC–MS/MS) analysis, are depicted at particular peaks.
As indicated by the comparison of two chromatograms (Figure 1), three main products are
formed due to radiolysis. The liquid chromatography–mass spectrometry (LC–MS) analysis enabled
the identification of all these species. Figure 1 also depicts the chemical structures of the identified
decomposition products, while the MS/MS spectra (shown in Figures S1–S4 in Supplementary Materials)
confirm the assignment of particular structures. These radiolysis products are a dimer and two oxidation
products, whose probable mechanism of formation was modelled for 5-bromo-1-methyl-4-thiouracil
(see the Computational section) at the B3LYP(PCM)/DGDZVP++ level and is shown in Figure 2.
The (BrSU)2 dimer is suggested to be the product of two BrSU• radicals recombination (Figure 2A),
which are created in the reaction of BrSU with •CH2(CH3)2COH (the •CH2(CH3)2COH radicals are
formed in the reaction between t-BuOH, present in the solution as a hydroxyl radical scavenger, and the
•OH radicals–a primary product of water radiolysis). The reaction is associated with a kinetic barrier
of 76.1 kJ/mol and is favorable thermodynamically (Figure 2A). The second reaction, leading to BrSOU
(Figure 2B) due to oxidation of BrSU by H2O2 [28–30] (H2O2 is produced during water radiolysis [31]),
was modelled with three explicitly added water molecules, which is the approach that had been
suggested in the literature [32]. It is worthwhile to note that under the experimental conditions, BrSOU
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(BrSOdU) appears to be the least abundant product, which probably results from the fact that it is also
the substrate for the most abundant one, i.e., for BrU (Figure 2C). The latter is formed via a cyclic
oxathiirane followed by the sulfur extrusion reaction [33,34]. In our calculations, we were unable to
obtain the stable oxathiirane intermediate. During the optimization, the ring opened to give the BrOSU
structure shown in Figure 2C. Also the sulfur extrusion does not show any intermediates. After the TS
structure is achieved (4.4 kJ/mol barrier), one of the sulfur atoms attaches to the other one and the S-O
bond breaks leading to BrU and S2 (Figure 2).
Figure 2. The radiolysis products. (A) (BrSU)2, (B) BrSOU, and (C) BrU formation, as suggested by
calculations. The optimized reactants in ball and stick representation are shown along with their
kinetic barriers (marked with asterisks) and thermodynamic stimulus (kJ/mol). All the reactions shown
correspondence to the most favorable pathways, as obtained by the IRC procedure. The transition
states structures can be found in Supplementary Materials (Figure S5).
To our surprise, one of the expected products, 4-thio-2′-deoxyuridine, that should form due to
DEA to BrSdU, was not detected in the BrSdU radiolytes (see Figure 1). DEA, occurring in many
similar systems including BrdU, IdU, and ISdU, is thought to be the main reason of DNA damage in the
irradiated cells, i.e., it is responsible for the radiosensitizing potential of modified nucleosides [12,35–37].
However, neither 4-thio-2′-deoxyuridine nor dimer with the substrate (both were observed in radiolytes
of ISdU) were observed among the radiolysis products.
In order to explain why the radiolysis of ISdU leads to SdU, while this reaction channel is
actually closed for BrSdU under the same experimental conditions, we calculated the respective
DEA profile (Figure 3). We found that the kinetic barrier for the C5-Br bond had breakage as much
as 26.0 kJ/mol–more than two times higher than that for C5-I in ISU (12.6 kJ/mol [27]) dissociation
calculated at the same level of theory. Similarly, the thermodynamic stimulus for the release of the
bromide anion from BrSU•− amounts to only −10.5 kJ/mol as compared to −24.3 kJ/mol for ISU•− [27].
These differences, especially a significant difference in the height of activation barriers in the two
compared systems, explains formation of SdU only in the latter derivative. The estimated lifetime
of BrSdU•− at the ambient temperature is ca. 200-fold longer than that of ISU•, which results from
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the above-mentioned activation barriers and transition state theory [38]. It is probably sufficiently
long to allow the anion to be protonated, which prevents completion of the DEA process [39], and in
consequence, SdU is not formed.
Figure 3. Calculated dissociative electron attachment (DEA) profile for BrSU. After the initial electron
attachment to BrSU, the anion radical BrSU•− is formed, and subsequently dissociates via a transition
state giving SU• and Br−. The thermodynamic and kinetic characteristics [kJ/mol], shown in green,
were calculated as the difference between the given state and the previous stable one, the transition
state barrier marked with asterisk.
2.2. Pulse Radiolysis
The hypothesis, explaining different behavior of BrSdU and ISdU based on the computational
results and discussed in the previous section, is confirmed by the results of our pulse radiolysis
experiments. Figures 4 and 5 depict the transient spectra, as well as the respective decays and growths
in microsecond-time domain for ISdU and BrSdU, respectively.
Figure 4. (A) Transient absorption spectra recorded in deoxygenated and buffered with phosphate
(10 mM, pH = 7.0) ISdU solution (5 · 10−5 M), in the presence of 0.5 M t-BuOH, after 2 μs () and 120 μs
() after the electron pulse. (B) Short-time profiles representing the growth at λ = 305 nm () and the
decay at λ = 720 nm () of transient absorptions and their least-square fits to the first order formation
and decay, respectively. (C) Long-time profiles representing the growth at λ = 320 nm () and decays
at λ = 300 nm (	) and λ = 385 nm () of transient absorptions and their least-square fits to the first
order formation and decays, respectively.
The resulting transient spectrum, obtained 2 μs after the electron pulse, exhibits a rising absorption
toward 300 nm with no defined maximum and negative absorption in the wavelength range 320–380 nm
(Figure 4A). This time delay for spectra recording was chosen on purpose in order to get rid of
participation of hydrated electrons in the spectrum. Nonetheless, the registration of “pure” spectrum
of this transient product was not possible due to the bleaching related to the consumption of ISdU.
The decay at λ = 720 nm represents the decay of hydrated electrons in the presence of 5 · 10−5 M ISdU
with the pseudo-first order rate constant k720 = 1.8 · 106 s−1. In turn, the growth at λ = 300 nm represents
the formation of a transient product with the pseudo-first order rate constant k300 = 2.0 · 106 s−1
(Figure 4B). Since these rate constants are very similar, this species could be a direct product of the
hydrated electron attachment to ISdU if the lifetime of ISdU•− was long enough and included the
microsecond-time domain. However, as indicated by the B3LYP/DGDZVP++ barrier height, its lifetime
75
Molecules 2019, 24, 2819
should be very short and is rather in the nanosecond-time domain (see the previous section). Therefore,
we probably observed the product of DEA to ISdU, i.e., the SdU• radical formed via Reaction (1).
e−aq + ISdU → ISdU•− → SdU•+ I− (1)
Indeed, the calculated UV spectrum for SdU• is characterized by λmax located at 300 nm. With the
time elapsed, the absorption spectrum underwent further changes and 120 μs after the electron pulse
is characterized by a transient absorption band with λmax = 320 nm, which can be assigned to a new
product (Figure 4A). The growth at λ = 320 nm is mono-exponential and occurs with the pseudo-first
order rate constant k320 = 7.0 · 104 s−1. Interestingly, the decays at λ = 300 nm and 385 nm are
also mono-exponential, with the respective pseudo-first order rate constants k300 = 8.2 · 104 s−1 and
k385 = 7.1 · 104 s−1, which are reasonably close to k320 (Figure 4C). Since these decays seem to represent
the decay of the SdU• radical, the growth observed at λ = 320 nm can be tentatively assigned to the
formation of SdU via reaction of SdU• with hydrogen atom donor, which is t-BuOH present in the
system in a large excess (Reaction 2).
SdU•+ t-BuOH → SdU + •CH2(CH3)2COH (2)
The calculated (and measured) UV spectrum of 4-thiouracil strongly supports this assignment.
Moreover, the absorption at λ = 320 nm is stable in the time window of our experiment (up to
1.5 ms) with no signs of disappearance, which might suggest, however not directly, a high stability of
the product.
Figure 5. Transient absorption spectra recorded in deoxygenated and buffered with phosphate (10 mM,
pH = 7.0) BrSdU solution (5 · 10−5 M), in the presence of 0.5 M t-BuOH (A) after 12 μs () and 120 μs
() and (B) () 12 μs after the electron pulse. (C) Short-time profiles representing the growth at
λ = 300 nm () and the decay at λ = 720 nm () of transient absorptions and their least-square fits to
the first order formation and decay, respectively. (D) Long-time profiles representing the growth at
λ = 335 nm () and decays at λ = 300 nm () of transient absorptions and their least-square fits to the
second order formation and decays, respectively.
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The main difference between spectral features observed during pulse radiolysis of ISdU and
BrSdU aqueous solutions is the lack of the transient absorption band with λmax = 320 nm for the latter
system (compare Figure 5A with Figure 4A). This finding clearly shows that the formation of SdU does
not occur in BrSdU via analogous reaction 2, which requires the presence of SdU• radical. This fact
remains in a good accordance with the results of stationary γ-radiolysis, where we did not observe
the product of the bromide anion (Br−) release from BrSdU•−. In case of ISdU, we also observed an
increase in the integrated XIC signal of the iodide anions (a background signal of iodide anions is
observed due to synthesis-related contamination, unavoidable degradation of the sample in an aqueous
solution, as well as fragmentation of the studied nucleosides in the MS source [40,41]) due to stationary
radiolysis. Indeed, the ratio of the signals after and before irradiation is equal to 2.041 ± 0.016. When
it comes to the BrSdU sample, the integrated XIC signal of Br− anions is the same before and after
irradiation, 0.987 ± 0.0791, within the error bar. Using the calibration curve (not shown), we found out
that the measured increase in the concentration of I− due to irradiation means that ca. 27% of ISdU
decay occurs in the DEA pathway. Thus, the observed changes in the concentration of halogen anions
support that DEA process is operative only in ISdU solutions. This fact can be rationalized by the
slower dissociation of BrSdU•− (Reaction 3) in comparison to dissociation of ISdU•−, which allows
BrSdU•− to be involved in another competitive process, for instance, its protonation by water or
phosphate anions (Reaction 4):
BrSdU•− → SdU•+ Br− (3)
BrSdU•−
H2O, H2PO−4→ BrSdUH• (4)
The resulting absorption spectrum, obtained 12 μs after the electron pulse, exhibits a rising
absorption toward 300 nm with no defined maximum and negative absorption in the wavelength range
320–380 nm (Figure 5A). This time delay for spectra recording was again chosen on purpose in order to
get rid of participation of the most hydrated electrons in the spectrum. Since the absorption spectrum
recorded 120 μs after the electron pulse does not exhibit the absorption band with λmax = 320 nm (in
contrast to ISdU), the absorption spectrum recorded 2 μs after the electron pulse cannot consequently
be assigned to SdU• radical. Moreover, it is worthwhile to note that the pseudo-first rate constant
of the decay of hydrated electrons in the presence of 5 · 10−5 M BrSdU (k720 = 1.4 · 106 s−1) is nearly
two-fold lower than the pseudo-first order rate constant of the formation of the transient measured
at λ = 300 nm (k300 = 2.4 · 106 s−1) (Figure 5C). This observation suggests that this transient product
cannot be formed in an analogous Reaction (2), as observed for ISdU, but might result from the
protonation of BrSdU•− (Reaction 4) (vide supra). Therefore, the absorption spectrum recorded after
12 μs can be tentatively assigned to BrSdUH•. The UV-VIS spectrum of BrSdUH• (calculated by us)
possesses the absorption bands with λmax = 280, 350, and 480 nm. Therefore, for better visualization of
the experimental spectrum assigned by us to BrSdUH• radical, the spectrum recorded 12 μs after the
pulse was zoomed to see expected spectral features (Figure 5B). The transient absorption depicted in
Figure 5B shows the maxima below 300 nm and at 450 nm. The maximum at 350 nm is concealed by
the “negative” absorption of BrSdU, but a tail at 380 nm is quite clear.
Interestingly, the decay at λ = 300 nm and the formation at λ = 335 nm within 1.5 ms time domain
can be fitted by the second-order kinetics and occur with the respective second-order rate constants
2k300 = 1.2 · 109 M−1s−1 and 2k335 = 1.0 · 109 M−1s−1, which are very similar (Figure 5D). One of the
processes, which can be described by the second-order kinetics is disproportionation reaction involving
BrSdUH• radicals, should lead to the partial recovery of the substrate (BrdSU) (Reaction 5).
BrSdUH• + BrSdUH• → BrSdU + BrSdUH2 (5)
Thus, the decay observed at λ = 300 nm represents the decay of BrSdUH• radicals and the growth
observed at λ = 335 nm represents recovery of BrSdU substrate. This mechanism can, at least in part,
explain lower consumption of BrSdU compared to ISdU using the same dose delivered by X-rays.
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2.3. Biological Assessments
2.3.1. Incorporation of BrSdU and ISdU into Genomic DNA
According to the concept of the Trojan horse therapy, a radiosensitizer should easily incorporate
into DNA. For this reason the incorporation of BrSdU and ISdU into genomic DNA was assessed.
The MCF-7 cells treated with BrSdU and ISdU at the concentration of 10−4 M were incubated for 48 h.
Purified DNA was enzymatically digested and analyzed by HPLC (Figure S6) and LC-MS method.
The results of LC-MS analysis shows that both derivatives incorporate to DNA (see extracted-ion
chromatograms, MS and MS/MS spectra for BrSdU/ISdU in Figures S7–S10 in Supplementary Materials),
but the efficiency of this process is very low, which has been already observed by others [24]. To our
surprise, BrdU and IdU beside BrSdU and ISdU were also observed in the digested material, which
suggests an enzymatic degradation of BrSdU/ISdU to BrdU/IdU in the cell with the rate similar to that
of BrSdU/ISdU incorporation into DNA.
2.3.2. Clonogenic Assay
In order to determine the simultaneous effect of BrSdU and ionizing radiation on the survival
and proliferation of cancer cells, the clonogenic assay (based on the ability of a single cell to grow into
a colony) [42] was performed. The test was carried out on human breast cancer cells (MCF-7 line)
treated with BrSdU at the concentration of 0, 10, and 100 μM and/or ionizing radiation (IR) in four
doses of 0.5, 1, 2, and 3 Gy. Figure 6 shows that the studied compound does not affect the survival
of cancer cells. We only observed reduction of survival fraction caused by IR. For example, in case
of dose of 2 Gy, survival was 29.9 ± 4.6%, 32.7 ± 6.3%, and 28.2 ± 2.8% for 0, 10, and 100 μM BrSdU
pretreatment, respectively. This colony formation assay demonstrates that the BrSdU does not sensitize
the MCF-7 cells to X-ray. In our previous studies, we demonstrated a significant radiosensitizing effect
of ISdU [27]. The addition of the latter derivative to cell culture resulted in a significant decrease (about
20%) of their survival after irradiation, even with doses as low as 0.5 Gy.
 
Figure 6. Dose response curves of MCF-7 cells treated with (10 μM or 100 μM solutions of BrSdU) or
without BrSdU. The average plating efficiencies for the controls with and without pretreatment are
equal to 28.16% (0 μM), 25.63% (10 μM), and 24.78% (100 μM). Experiments were performed at least in
two independent experiments in duplicate and the results are expressed as mean ± standard deviation.
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2.3.3. Cytotoxicity Assay
One of the properties that good radiosensitizer should possess is low cytotoxicity without IR
treatment. To identify cytotoxicity of BrSdU toward MCF-7 (cancer cells) and HDFa (normal cells) line,
MTT assay [43] was carried out (Figure 7). BrSdU was tested at six concentrations (0, 10−8, 10−7, 10−6,
10−5, 10−4, 5 · 10−4M) and two time variants (24 and 48 h of incubation). Figure 7Ib shows statistically
significant reduction of viability up to 93% (for 48 h incubation) for MCF-7 line only in case of the
highest tested concentration equal to 5 · 10−4 M. For lower concentrations, the decrease in vitality was
not statistically significant. We also did not observe a meaningful difference between the studied cell
lines. These results show that the cytotoxicity of BrSdU is very low both for normal human dermal
fibroblasts and human breast cancer cells.
 
Figure 7. The viability of MCF-7 (I) and HDFa (II) cells after 24 (a) and 48 h treatment (b) with BrSdU
in a range of concentrations from 0 to 5 · 10−4 M. Results are shown as mean ± SD of three independent
experiments performed in triplicate. *statistically significant difference is present between treated
culture compared with control (untreated culture).
2.3.4. Analysis of Histone H2A.X Phosphorylation and Cell Death
One of the most common types of DNA damage related to radiosensitization is double-strand
breaks formation. Phosphorylation of histone γH2A.X is the marker of such a damage [44]. The assay
was performed for human breast cancer cells treated with BrSdU at concentration of 10−4 M and/or
irradiated with a dose of 0, 1, or 2 Gy. Analysis of H2A.X phosphorylation was carried out 1 h after
irradiation (this time was optimized in previous experiments). The cells were fixed and analyzed by
flow cytometry. Our studies show that treatment with BrSdU results in a tiny increase in the population
of γH2A.X positive cells after irradiation with the doses of 1 and 2 Gy (Figure 8 and Figure S11). After
BrSdU pretreatment and irradiation with the dose equal to 1 Gy, the level of γH2A.X was changed
from 26.48% (nontreated cells) to 27.64 ± 0.34%). The exposure of treated cells to the dose of 2 Gy
results in a slight enhancement of the γH2A.X fraction from 31.84 ± 3.74% to 36.15 ± 1.25%.
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Figure 8. Flow cytometric analysis of H2A.X phosphorylation. γH2A.X was measured 1 h after
irradiation. Results are shown as the mean ± standard deviation of at least two independent flow
cytometry experiments.
Additionally, we performed the multidimensional test to quantify the number of viable,
early apoptotic, late apoptotic, and dead cells. Our results (Figures S12 and S13 in Supplementary
Materials) confirm that pretreatment with BrSdU does not affect the sensitivity of MCF-7 cells to
ionizing radiation. A significant influence of the studies analog on population of viable, early apoptotic,
late apoptotic, and dead cells was not observed. In the case of ISdU, the situation was completely
different. The histone H2A.X phosphorylation test showed that ISdU sensitized breast cancer cells to
ionizing radiation, at least in part, by formation of DSBs, while the cell death assay confirmed that
pretreatment of culture with ISdU led to the IR-induced reduction of cell viability and increase in the
population of early apoptotic cells [27].
3. Materials and Methods
3.1. Chemicals
5-bromo-2′-deoxyuridine, acetic anhydride, P2S5, 1,4-dioxane, and sodium hydride were
commercially available from Sigma–Aldrich (Saint Louis, MO, USA). Nuclear magnetic resonance
(NMR) spectrum was recorded on a Bruker AVANCE III (Bruker, Billerica, MA, USA), 500 MHz
spectrometer. Chemical shifts are reported in ppm relative to the residual solvent peak (DMSO-d6
2.49 ppm for 1H and 39.5 ppm for 13C). Column chromatography was performed using silica gel
NORMASIL 60 (40–63 mesh, VWR Chemicals, Gdańsk, Poland). Preparative thin-layer chromatography
was performed with silica gel plates, 60G, F254 (Sigma–Aldrich).
3.2. Synthesis of 3′,5′-di-O-acetyl-5-bromo-2′-deoxyuridine
A solution of 5-bromo-2′-deoxyuridine (500 mg, 1.63 mmol) in pyridine (6 mL) was stirred at room
temperature with acetic anhydride (339 μL, 3.59 mmol) for 24 h. The sirupus residue was co-evaporated
with three portions of aqueous ethanol (5 mL) and n-heptane to remove the pyridine residue. The raw
3′,5′-di-O-acetyl derivative (580 mg) was obtained in a 91% yield.
3.3. Synthesis of 3′,5′-di-O-acetyl-5-bromo-4-thio-2′-deoxyuridine
3′,5′-di-O-acetyl-5-bromo-2′-deoxyuridine (580 mg, 1.48 mmol) was dissolved in 1,4-dioxane
(20 mL) and P2S5 (990 mg, 4.45 mmol) was added. The mixture was refluxed until thin-layer
chromatography (TLC) analysis (CHCl3:CH3OH, 30:1) showed complete disappearance of the substrate
(2–3 h). Solvent was removed under reduced pressure and the residue was treated several times with
CHCl3. The combined chloroform extracts were evaporated, and the residue was separated on silica
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gel column, which was eluted with CHCl3:CH3OH, 20:1. After evaporation, the desired product was
obtained as a yellow solid (567 mg, 94%).
3.4. Synthesis of 5-bromo-4-thio-2′-deoxyuridine
3′,5′-di-O-acetyl-5-bromo-4-thio-2′-deoxyuridine (567 mg, 1.39 mmol) was dissolved in methanol
(10 mL) and stirred at 0 ◦C. A methanolic sodium methoxide solution (111 mg, 2.78 mmol),
freshly prepared from NaH and anhydrous methanol, was added in portions. The mixture was
stirred at room temperature until TLC analysis showed complete disappearance of the substrate
(10 min). The mixture was purified on silica gel column, which was eluted with CHCl3:CH3OH, 20:1.
The final product, 5-bromo-4-thio-2′-deoxyuridine, was obtained as a yellow solid (185 mg, 41%).
1H NMR (Bruker AVANCE III, 500 MHz, DMSO), δ: 13.09 (s, 1H), 8.53 (s, 1H), 6.03 (t, 1H), 4.25 (q,
1H), 3.82 (q, 1H), 3.55–3.69 (m, 2H), 2.14–2.26 (m, 2H); 13C NMR (125 MHz, DMSO), δ: 186.8, 147.6,
137.7, 107.1, 88.2, 86.1, 69.9, 60.8, 40.8. HRMS (TripleTOF 5600+, SCIEX), m/z: [M–H]− calculated for
C9H11BrN2O4S 323.1636, found 322.9918; UV spectrum (water), λmax: 345 nm.
3.5. Stationary Radiolysis
A mixture of BrSdU (10−4 M), 0.03 M t-BuOH (used as a scavenger of the •OH radicals), and
phosphate buffer (10 mM, pH = 7.0) was purging with argon for ca. 3 min in order to remove oxygen
from the solution. The dose absorbed by all samples during irradiation was 140 Gy (4.14 Gy ·min−1,
130.0 kV, 5.0 mA). The studied samples were analyzed in triplicate. Radiolysis was performed in a
Cellrad X-ray cabinet (Faxitron X-ray Corporation, Tucscon, AZ, USA).
3.5.1. HPLC Analysis
Irradiated and non-irradiated samples of BrSdU were analyzed with reversed-phase HPLC
method. For the separation of analytes a C18 column (Wakopak Handy ODS, 4.6 · 150 mm, 5 μm in
particle size and 100 Å in pore size), gradient elution with 80% ACN and 0.1% HCOOH (from 0 to
50% ACN in 30 min), flow rate 1 mL · min−1 were used. The HPLC analysis was performed on a
DionexUltiMate 3000 System (Dionex Corporation, Sunnyvale, CA, USA) with a Diode Array Detector
set at 260 nm.
3.5.2. LC-MS and LC-MS/MS Analysis
The solution of BrSdU containing t-BuOH and phosphate buffer was analyzed by LC-MS
and LC-MS/MS methods, before and after irradiation. Conditions of separations: Kinetex column
(Phenomenex, 1.7 μm, C18, 100 Å, 2.1 × 150 mm); flow rate 0.3 mL ·min−1; a gradient elution with
80% ACN and 0.1% HCOOH (from 0 to 50% acetonitrile); the oven temperature was maintained at
25 ◦C. The effluent was diverted to waste for 2 min after injection. Conditions for MS and MS/MS
analysis: the spray voltage was −4.5 kV, the nebulizer gas (N2) pressure was 25 psi, the flow rate
was 11 L ·min−1, and the source temperature was 300 ◦C. Each spectrum was obtained by averaging
three scans and the time of each scan was 0.25 s. The LC-MS and LC-MS/MS analysis was performed
TripleTOF 5600+ (SCIEX) mass spectrometer (operated in negative mode) coupled with Ultra-High
Performance Liquid Chromatography (UHPLC) system Nexera X2 (Shimadzu, Canby, OR, USA).
3.6. Pulse Radiolysis
Pulse radiolysis experiments were performed with the INCT LAE 10 MeV linear electron accelerator
with a typical pulse length of 8 ns. A detailed description of the experimental setup can be found in [45],
along with the basic details of the equipment and the data collection system. Absorbed doses per pulse
were on the order of 20 Gy (1 Gy = 1 J · kg−1). Dosimetry was based on the solutions saturated with
nitrous oxide, containing 10−2 M KSCN, taking a radiation chemical yield of G = 0.635 μmol · J−1 and
a molar absorption coefficient of 7580 M−1·cm−1 at 472 nm for the (SCN)2•− radical [45]. Experiments
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were performed with a continuous flow of sample solutions at room temperature (~23 ◦C). All solutions
were made with triply distilled water provided by a Millipore Direct-Q 3-UV system. The typical
concentration of BrSdU and ISdU was 5 · 10−5 M, and 0.5 M of t-BuOH was used as a hydroxyl radical
scavenger. Solutions were deoxygenated by purging with high purity argon, and 10 mM of phosphate
buffer was added to maintain pH = 7.
3.7. Clonogenic Assay
Adherent cell line MCF-7 (human breast cancer cells obtained from Cell Line Service–CLS,
Eppelheim, Germany), which was treated with BrSdU in concentration of 10−4 and 10−5, respectively,
was plated on 60 mm dishes in a density of 106 cells per dish. After 48 h incubation under 37 ◦C
and 5% CO2, the cells were exposed to 0.5, 1, 2, and 3 Gy, respectively (1.27 Gy · min−1, 130.0 kV,
5.0 mA). After 6 h, the cells were trypsinized and plated on 100 mm dishes in a density of 800 cells
per dish. After 16 days, formed colonies were fixed with 6.0% (v/v) glutaraldehyde and 0.5% crystal
violet. Stained colonies were counted manually, and colony size was rated using inverted fluorescence
microscope (Olympus, IX73, Tokyo, Japan). The cells were grown in the RPMI medium supplemented
with 10% FBS (fetal bovine serum) and with antibiotics (streptomycin and penicillin) at concentration of
100 U ·mL−1. Irradiation has been performed in a Cellrad X-ray cabinet (Faxitron X-ray Corporation).
Plating efficiencies are shown in Table S1 in Supplementary Materials.
3.8. Cytotoxicity Assay
The MTT assay was used to identify the cytotoxic activity. Adherent MCF-7 and HDFa cell lines
were seeded into 96-well plate in a density of 4 · 103 per well and incubated under 37 ◦C and 5% CO2,
overnight. After that, the medium was replaced to fresh and the cells were treated with BrSdU at
concentration of 0 (control), 10−4, 10−5, 10−6, 10−7, 10−8 M. Plates with cells were incubated (under the
same conditions) with compound at 24 and 48 h. After this time, the aqueous solution of MTT salt
at concentration 4 mg ·mL−1 was added and incubate for 4 h. Then, the medium was removed and
dimethylsulfoxide was added to each well in 200 μL volume. The absorbance was measured at 570 nm
(and 660 nm, reference wavelength). Absorbance measurement has been performed with use of EnSpire
microplate reader (PerkinElmer, Waltham, MA, USA). The liveliness of control was taken as 100%.
The results were analyzed with the use of GraphPad Prism software. The statistical evaluation of treated
samples and untreated control was calculated using one-way analysis of variance (ANOVA) followed
by Dunnett’s multiple comparison test. The data was obtained from three independent experiments
and each treatment condition assayed in triplicate. The differences were considered significant at
p < 0.05. The cells were grown in the RPMI (MCF-7)/DMEM (HDFa) medium supplemented with
10% FBS (fetal bovine serum) and with antibiotics (streptomycin and penicillin) at concentration of
100 U ·mL−1.
3.9. Incorporation of BrSdU and ISdU into Genomic DNA
The MCF-7 cell line was seeded into plate and incubated under 37 ◦C and 5% CO2 overnight.
After that, the medium was replaced with fresh one and the cells were treated with BrSdU and ISdU at
concentration of 0 (control) and 10−4 M. Plates with cells were incubated (under the same conditions)
with compound for 48 h. After this time, the cells were pulled from the plates and isolation was
carried out according to the protocol provided by the manufacturer (GeneMATRIX Cell Culture DNA
Purification Kit, EURX, Gdańsk, Poland). After that, the purified DNA was enzymatically digested
by the simultaneous action of DNase I, snake venom phosphodiesterase (SVP) and bacterial alkaline
phosphatase (BAP).
3.9.1. HPLC Analysis
The mixture of nucleoside (dC, dA, dG, dT, BrdU, BrSdU, and ISdU), nontreated and treated
with BrSdU/ISdU samples, were analyzed with reversed-phase HPLC method. For the separation of
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analytes, a C18 column (Wakopak Handy ODS, 4.6 × 150 mm, 5 μm in particle size and 100 Å in pore
size), gradient elution with 80% ACN, and 0.1% HCOOH (from 0 to 50% ACN in 30 min), flow rate
1 mL ·min−1 were used. The HPLC analysis was performed on the DionexUltiMate 3000 System with
a Diode Array Detector (Dionex Corporation, Sunnyvale, CA, USA) set at 260 nm.
3.9.2. LC-MS Analysis
DNA samples, isolated from the ISdU/BrSdU-treated culture, after enzymatic digestion were
analyzed by LC-MS and LC-MS/MS methods. Conditions of separations: Kinetex column (Phenomenex,
1.7 μm, C18, 100 Å, 2.1 × 150 mm); flow rate 0.3 mL ·min−1; a gradient elution with 80% ACN and
0.1% HCOOH (from 0 to 50% acetonitrile); the oven temperature was maintained at 25 ◦C. The effluent
was diverted to waste for 2 min after injection. Conditions for MS and MS/MS analysis: the spray
voltage was −4.5 kV and the source temperature was 300 ◦C. The LC-MS and LC-MS/MS analyses
were performed with the use of TripleTOF 5600+ (SCIEX) mass spectrometer (operated in negative
mode) coupled with Ultra High Performance Liquid Chromatography (UHPLC) system Nexera X2.
3.10. Flow Cytometry Analysis of Histone H2A.X Phosphorylation and CellDdeath
3.10.1. Analysis of Histone H2A.X Phosphorylation
Human cells of breast cancer MCF-7 were grown in RPMI medium supplemented by the 10% FBS
and antibiotics (streptomycin and penicillin) at a concentration of 100 U · mL−1. Cells, at a density
of 0.2 · 106 per plate, were incubated for 24 h (37 ◦C, 5% CO2). After this time, the cells were treated
with BrSdU at a concentration of 10−4 M and incubated for next 48 h under the same conditions. Then
plate cultures were irradiated (Cellrad X-ray cabinet, Faxitron X-ray Corporation) with 1 and 2 Gy
doses (1.27 Gy · min−1, 130.0 kV, 5.0 mA) and incubated for 1 h. After this time, the MCF-7 cells
were dissociated with 1x Accutase solution, fixed, permeabilized, and stained. The last step was
cytometric analysis (Guava easyCyte™ 12, Merck, Hayward, CA, USA). Fixation, permeabilization,
and staining were carried out according to the manufacturer’s protocol (FlowCellect™ Histone H2A.X
Phosphorylation Assay Kit, Merck). The experiment was carried out in duplicate. Nontreated cultures
were used as controls.
3.10.2. Cell Death
After 24 h incubation, cells were treated with BrSdU at a concentration of 10−4 M and again
incubated for 48 h (37 ◦C, 5% CO2). Then, the cells were irradiated (Cellrad X-ray cabinet, Faxitron
X-ray Corporation) with a dose of 5 Gy (1.27 Gy · min−1, 130.0 kV, 5.0 mA) and incubated for 24 h
under the same conditions. After this time, the cells were dissociated with 1x Accutase solutions and
analyzed by flow cytometry (Guava easyCyte™ 12, Merck, Warsaw, Poland) using the manufacturer’s
protocol (FlowCellect™MitoDamage Kit, Merck).
3.11. Computational
All calculations were performed with the B3LYP functional and DGDZVP++ basis set using the
Gaussian09 package. Water environment was simulated with the polarizable continuum model (PCM)
implemented therein, and in one of the reactions, three water molecules were included explicitly.
In order to reduce the cost of calculations, 2′-deoxyribose moiety in nucleoside was substituted with
the methyl group in the computational model (i.e., we used 5-bromo-1-methyl-4-thiouracil (BrSU),
see Figures 2 and 3) The sugar moiety does not take part in any of the considered reactions, hence the
conversion of the studied system to BrSU is not expected to affect the computational results. The minima,
as well as transition states (TSs), were proven with the vibrational frequency calculations, and the IRC
procedure was applied to show that particular TSs are connected to the appropriate minima.
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4. Conclusions
Radiotherapy is one of the most common modalities employed against cancer diseases.
Unfortunately, its efficacy is seriously impaired due to hypoxia of solid tumors. Therefore, to be efficient,
radiotherapy should be combined with radiosensitizers–compounds that are able to sensitize cells to
ionizing radiation. The modified uridines belong to radiosensitizers, which produce radiosensitization
by incorporation into DNA. Results of numerous studies, mainly on BrdU and IdU, suggest that
dissociative electron attachment to the modified uridines incorporated into DNA is responsible for the
increased level of damage.
Our studies seem to confirm this view. Using enzymatic digestion of genomic DNA extracted from
the cells incubated with BrSdU and ISdU, which was followed by the HPLC and LC-MS analysis of the
lysates, we demonstrated that both compounds are incorporated into the DNA of the studied cell lines.
Although BrSdU/ISdU are nontoxic, as shown by the results of the MTT test, their radiosensitizing
efficacy turned out to be very different. Thus, clonogenic assay, the method of choice to determine
cell reproductive death after treatment with ionizing radiation, shows significant activity of ISdU and
practical lack of radiosensitization in the case of BrSdU. Similarly, the number of viable, early apoptotic,
late apoptotic, and dead cells was not influenced by the pre-incubation with BrSdU, while the incubation
with ISdU significantly increased the population of apoptotic and dead cells. Finally, the level of
double-stand breaks which are associated with the cell death, assayed with the phosphorylation of
histone γH2A.X test, clearly increased only in case of incubation with ISdU.
The significant variation in radiosensitizing activity of such similar derivatives has been explained
with our radiolysis and computational studies. The stationary radiolysis of BrSdU demonstrated
that although the compound was decomposed, no DEA products were detected. On the other
hand, the radiolysis of ISdU solutions led to 4-thio-2’-deoxyuridine and its dimers. A similar
conclusion was drawn from pulse radiolysis. Namely, the main dissimilarity between two studied
4-thio-2’-deoxyuridines lies in the fact that the transient absorption of 4SdU• radical was observed
only in the solutions of ISdU.
All of the above-mentioned observations are well-explained by difference in the activation barrier
that accompanies the release of the halogen anion from the XSdU•− anion radical. Namely, the barrier
for BrSdU•− is more than two-fold larger than that characteristic for DEA in ISdU•−. As a consequence,
the C–X dissociation process is ca. 200-fold slower in the BrSdU anion. Hence, the lifetime of the anion
is sufficiently long for BrdU•− to be protonated forming BrSdUH•, which prevents the DEA process.
Thus, our studies confirm the crucial role of DEA leading to uracil-5-yl radical in the radiosensitization
mechanism of modified uracils. Moreover, they show that the relatively low barrier of ca. 26 kJ/mol is
able to inhibit DEA in the studied class of molecules. Our studies demonstrate that even such a modest
barrier makes the potential radiosensitizer completely inactive. This finding is of highly valuable for
the computational search of radiosensitizing molecules.
Supplementary Materials: The following are available online, LC-MS/MS identification of radiolysis products
(Figures S1–S4); Transition state geometries for the reactions identified during stationary radiolysis (Figure S5);
Incorporation yield of BrSdU and ISdU into the genomic DNA determined with its digestion and HPLC and
LC-Ms analyses (Figures S6–S10); Flow cytometry analysis of histone H2A.X phosphorylation and cell death
(Figures S11–S13).
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Abstract: Cells must faithfully duplicate their DNA in the genome to pass their genetic information
to the daughter cells. To maintain genomic stability and integrity, double-strand DNA has to be
replicated in a strictly regulated manner, ensuring the accuracy of its copy number, integrity and
epigenetic modifications. However, DNA is constantly under the attack of DNA damage, among
which oxidative DNA damage is the one that most frequently occurs, and can alter the accuracy of
DNA replication, integrity and epigenetic features, resulting in DNA replication stress and subsequent
genome and epigenome instability. In this review, we summarize DNA damage-induced replication
stress, the formation of DNA secondary structures, peculiar epigenetic modifications and cellular
responses to the stress and their impact on the instability of the genome and epigenome mainly in
eukaryotic cells.
Keywords: oxidative DNA damage; DNA replication stress; replication fork stalling; genomic and
epigenomic instability; DNA methylation; histone modifications; miRNAs
1. Introduction
Faithful copying of genetic information is vital for cells to maintain genomic and epigenomic
stability. During cell division, DNA replication includes the replication of DNA, the DNA methylation
pattern, as well as the duplication of histones and their modifications. These allow the genetic and
epigenetic information of a cell to be copied and passed to daughter cells. Also, the integrity of the
genome and epigenome in cells is maintained through the coordination between DNA replication and
cell cycle, which contains the G1, S, G2 and M phases, respectively [1–3]. Replication of the entire
genome and its epigenetic modifications, along with the replication of histones and their modifications
have to be completed during the S phase before the cell cycle can enter its M phase, where one single
cell is divided into two daughter cells. However, during DNA replication, the opened genomic
DNA is also susceptible to attack by varieties of DNA damage. This can lead to replication stress,
i.e., replication fork stalling that subsequently results in the accumulation of DNA damage and the
formation of secondary DNA structures, triggering DNA damage response (DDR) and repair, as well
as corresponding epigenetic changes. All these processes can alter the effectiveness and precision
of DNA replication, causing genome and epigenome instability that can ultimately lead to human
diseases such as cancer [4,5] (Figure 1).
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Figure 1. DNA replication stress leads to genomic and epigenomic instability associated with diseases.
2. DNA Replication
The bidirectional DNA replication in eukaryotes starts at multiple replication initiation sites,
known as replication origin, that encompasses the DNA sequences recognized and bound by the
replication initiator proteins [6]. Subsequently, DNA helicase complex is formed at the replication
origin through the assembly of the head to head double hexamer minichromosome maintenance
protein (MCM) with the help of cell division cycle 6 (Cdc6), Cdc10-dependent transcript 1 (Cdt1),
and origin recognition complex (ORC) [7–9] in the G1 phase of the cell cycle [7,9,10]. The double
hexamer MCM helicase complex is then activated in the S phase by cyclin-dependent kinase (CDK)
and Dbf4 dependent kinase (DDK) [11–15], forming the functional helicase complex, cell division cycle
45 (CDC45)-MCM-GINS, (CMG complex helicase) with CDC45, and GINS [11,16–18]. Double helical
DNA is then unwound upon the recruitment of CMG complex helicase, resulting in the formation of
replication forks [12,19–21]. In this process, the ATP-dependent MCM complex serves as the motor of
DNA replication by unwinding double-strand DNA.
Unwound single-stranded DNA (ssDNA) is then bound by the ssDNA binding protein, replication
protein A (RPA) for protection from the degradation and formation of secondary structures [22,23].
Then the pol α-primase complex is recruited to the replication forks through its interaction with
the chromosome transmission fidelity 4 (Ctf4) protein that also interacts with the GINS in the CMG
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complex [24]. Since DNA is synthesized in a 5’ to 3’ direction during replication, the DNA synthesis
that is carried out by DNA polymerase ε (pol ε) in the leading strand is continuous, whereas the DNA
synthesis by DNA polymerase δ (pol δ) on the lagging strand is discontinuous with the synthesis of
short Okazaki fragments with 100–250 nucleotides. Both pol ε and pol δ interact with the replication
cofactor, proliferating cell nuclear antigen (PCNA), which is loaded on the double-strand DNA by
the clamp loader protein complex, replication factor C (RFC). PCNA anchors the polymerases to
the template strand, allowing the polymerases to perform the processive DNA synthesis [25,26] and
ensuring the high efficiency of DNA replication. Finally, RNA primers in the Okazaki fragments are
removed by RNase HI [27] and flap endonuclease 1 (FEN1) [28,29]. Replicative DNA polymerase pol δ
also plays a role in removing RNA primers in the Okazaki fragments by coordinating with FEN1 flap
cleavage in that pol δ strand displacement synthesis creates a flap containing an RNA primer, which is
then cleaved by FEN1 flap cleavage [30,31]. The generated nicked DNA is then sealed by DNA ligase
I [32], thereby leading to the completion of DNA replication. While replicative DNA polymerases
exhibit a high efficiency of DNA synthesis, they also have a high fidelity of incorporating correct
nucleotides. This is because these polymerases bear a catalytic site with a rigid structure, and have
their 3’ to 5’ exonuclease proofreading domain, which can remove mis-paired nucleotides [33–35]. This
domain safeguards the accuracy and integrity of the genome and its associated epigenetic modifications.
However, the replicative DNA polymerases are susceptible to DNA damage, the distortions of the DNA
template, and the secondary structures generated at the replication fork [36–39], leading to polymerase
pausing and subsequently replication fork stalling and genome stress. Mutations or the functional
deficiency of proteins that are involved in DNA replication and the resolution of stalled replication
forks can also cause replication stress and genomic instability, and are associated with diseases [40].
For example, mutations of PRE-RC proteins are associated with the development of Meier Gorlin
syndrome [41,42]. This may be because that the deficiency of PRE-RC proteins disrupts the assembly
of the PRE-RC complex, thus inhibiting S-phase progression in cells [41]. On the other hand, deficiency
of pol ε and GINS is associated with IMAGe (Intrauterine growth restriction, metaphyseal dysplasia,
adrenal hypoplasia congenita, and genital anomalies) syndrome and immunodeficiency [43,44]. Also,
Mutations in the helicases, including Bloom syndrome protein (BLM), Werner syndrome protein (WRN)
and ATP-dependent DNA helicase QL4 (RecQL4) that mediate replication fork remodeling and restart
can result in the development of Bloom, Werner and Rothmund-Thomson syndromes, respectively [45].
Bloom and Werner syndrome patients show aging-related symptoms including cancer predisposition,
microcephaly, mental retardation, infertility, growth defects and premature aging, atherosclerosis,
cataracts, osteoporosis and diabetes [46]. We have also included Table 1 with a list of the diseases that
are associated with the deficiency of replication proteins
Table 1. Proteins involved in DNA replication, repair, and replication stress response and
associated diseases.
DNA Repair Protein Function Human Diseases
CDT1 Facilitates MCM loading on origins Meier-Gorlin syndrome [40]
Pre-RC (CDT1, ORC1-ORC6,
Cdc6, MCM2-7)
Recruitment of DNA polymerase
and phosphorylation by both the
Cdc7/Dbf4 and CDK2-cyclin A
protein kinases
Meier-Gorlin syndrome [40]
Nbs1 ATR/ATM activation Nijmegen breakage syndrome [40]
Rad50 ATR/ATM activation Nijmegen breakage syndrome-likedisorder [40]




Resolution of RNA-DNA hybrid
Aicardi-Goutières syndrome [48]
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Table 1. Cont.
DNA Repair Protein Function Human Diseases
Senataxin Resolution of RNA-DNA hybrid Amyotrophic lateral sclerosis [40]
Mre 11 ATM/ATR activation Ataxia-telangiectasia-like diseases [40]
BLM DNA remodeling, replication forkstall resolution Bloom syndrome [49]
FANC family DNA inter-strand cross-link repair Fanconi anemia [40,50]
FANCD2 Replication fork protection Fanconi anemia [40,50]
WRN DNA remodeling, replication forkstructure resolution Werner syndrome [40]
BRCA1, BRCA2 Checkpoint mediators, DNA repairand recombination Breast and ovarian carcinoma [51]
MSH2 and MLH1 DNA mismatch repair Colorectal cancer [51]
3. The Genome Stress Resulting from DNA Replication
There are varieties of sources that can cause genome stress during DNA replication, i.e., replication
stress. These include physical impediments of replication fork progression induced by endogenous
or/and exogenous DNA damaging agents [52], insufficient synthesis of histone proteins [53], and
depletion of dNTPs [49,54,55]. In some occasions, DNA replication and repair enzymes can also create
replication stress by inducing DNA lesions, such as abasic sites and ssDNA breaks, as well as by the
incorporating damaged nucleotides through repair DNA polymerases [56–59].
Also, repeated DNA sequences in the genome that include microsatellites, minisatellites, isolated
repeated motifs comprising homopolymers, elevation transposable elements, pseudogenes and
terminal repeats, which constitute 50% of the human genome, can also cause genome stress during
DNA replication. Among them, minisatellites and microsatellites are the major sources of causing
“dynamic mutations,” i.e., repeat deletions and expansions in the genome [60]. These sequences
can result in DNA replication fork stalling in the absence of exogenous genome stress [61,62]. They
are susceptible to DNA damage and DNA strand breaks and thus known as DNA fragile sites that
cause genomic instability [60,62]. Non-canonical or non-B form DNA structures are another source of
causing genome stress through DNA replication stalling and DNA damage. The structures include
triplex DNA, hairpins, DNA loops, Z-DNA, and G-quadruplexes [63–66]. They form the roadblocks
of replicative and repair DNA polymerases to cause polymerase pausing impeding replication fork
progression and DNA repair [63–66]
3.1. The DNA Damage that Impedes the Fork Progression
DNA is under constant attack by a variety of endogenous and exogenous DNA damage
agents, such as reactive oxygen species (ROS), UV among others, resulting in different types
of DNA damage, including oxidized bases, modified sugars, abasic sites, DNA strand breaks,
DNA-DNA and DNA-protein crosslinks and thymine dimers, which can result in replication fork
stalling [52,56,57,67–70]. It is estimated that 104 DNA base lesions are generated in the mammalian
genome per day. These lesions can accumulate in the stalled replication fork while they are subject
to DNA base excision repair (BER)/single-strand break repair (SSBR) [71,72]. However, repair of the
lesions through BER/SSBR results in ssDNA breaks that can terminate the progression of polymerases
at a replication fork. Also, unrepaired base lesions and abasic sites can directly block replication
polymerases and helicases, leading to disassociation of polymerases from the template as well as helicase
uncoupling, causing DNA strand breaks [57,71,73]. Bulky DNA damage, such as DNA-DNA and
DNA-protein crosslinks and cyclobutane pyrimidine dimers (CPD) can also directly cause polymerase
pausing and terminate replication fork progression [57,74–78]
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3.2. Impediment of Replication Fork Progression by Gene Transcription
DNA replication fork stalling can also be induced as a result of gene transcription. In the S
phase, genes involved in DNA replication are highly expressed. This may result in a conflict between
replication and transcription, i.e., transcription-replication conflicts (TRCs) when both replication and
transcription occur simultaneously in the same DNA templates and collide head-on [64,79]. The collision
slows down replication fork progression, leading to fork stalling and genome stress and genomic
instability [64,79]. Furthermore, gene transcription can impede the replication fork progression through
the formation of an R-loop that contains an RNA-DNA hybrid and a single-stranded non-template
strand. The structure is involved in the disruption of genomic stability [64,80,81]. The RNA-DNA
hybrid in an R-loop can be generated when nascent RNA transcripts reanneal to their template
DNA, displacing the non-template strand into ssDNA, and this makes an R-loop become a potent
barrier of co-transcription and replication [80,82]. R-loops can be stabilized by a deregulation of DNA
replication and transcription proteins and factors [82–84]. The formation of R-loops is also facilitated
by trinucleotide repeats including CAG, GAA, CGG repeats that can stabilize the DNA-RNA hybrid in
the repeats [85–88]. The persistence of R loops in the GC-rich repeated sequences may facilitate somatic
repeat expansion or deletion [89] by causing replication fork stalling, promoting the progression of
trinucleotide repeat expansion diseases such as Huntington’s Disease (HD) and Friedreich’s Ataxia
(FRDA) caused by CAG and GAA repeat expansions, respectively [85,86,89,90].
3.3. The Effects of dNTPs and Ribonucleotides on Replication Fork Progression
The progression of the replication fork and fidelity of DNA replication during S
phase [49,54,55,91,92] is also regulated by the balance of dNTPs and the size of the nucleotide pool [55,93].
dNTPs are periodically synthesized and degraded at the different phases of the cell cycle [94–96].
A key step for the synthesis of dNTPs is the conversion of ribonucleotides triphosphate (NTPs) to
deoxyribonucleotides (dNTPs) by ribonucleotide reductase (RNR), the rate-limiting enzyme for the
synthesis of deoxynucleotide [94]. Inhibition of RNR by hydroxyurea (HU) depletes dNTPs, leading to
replication fork stalling and genomic instability [55,93]. On the other hand, degradation/hydrolysis
of dNTPs also regulates the balance dNTPs and nucleotide pool size to modulate the fidelity of
replication and fork progression, impacting genomic stability. For example, knockdown of the dNTP
triphosphohydrolase, sterile alpha motif and the HD-domain containing protein 1 (SAMHD1) in the
G1 phase, disrupts the dNTP balance, stopping the progression of cell cycle and increasing cellular
sensitivity to DNA damage [97,98]. Another important factor is the level of dUTP that can affect the
fidelity of DNA replication. This is because replicative DNA polymerases cannot differentiate dUTP
from dTTP [99,100]. Thus, the degradation of dUTP to dUMP by dUTP pyrophosphatase (dUTPase)
plays a critical role in regulating dUTP to a low level in cells, ensuring the high fidelity of DNA
replication. Thus, the rate of DNA replication fork progression and genomic stability is regulated
by the balance of dNTPs and nucleotide pool size. Disruption of the balance between purine and
pyrimidine can promote nucleotide misincorporations, which generate the source for replication fork
stalling, DNA damage and genomic instability [101].
Interestingly, the incorporation of ribonucleotides by DNA polymerases is also associated with
genomic instability. It is estimated that about 1 million ribonucleotides are incorporated into the
genome during DNA replication by DNA polymerases [102]. Ribonucleotides are removed by RNase
H2-mediated ribonucleotide excision repair (RER), which is the primary mechanism to remove
ribonucleotides in the genome [103]. Accumulation of ribonucleotides resulting from the deficiency of
RNase H2 can lead to replication stress and genomic stability [104]. Interestingly, under the deficiency
of RNase H2, incorporated ribonucleotides are removed by DNA topoisomerase I and II [102,105].
However, the removal of incorporated ribonucleotides by topoisomerase can generate ssDNA and
dsDNA breaks, deletion at repeated sequence, and genomic instability [106,107].
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4. Cellular Responses to the Genome Stress from DNA Replication and Genome Instability
4.1. DNA Damage Response Signaling Induced by Stalled Replication Forks
To combat the unintended adverse consequences from stalled replication forks and the resulted
DNA damage and maintain genomic instability and integrity, cells respond to the damage by initiating
the DNA damage response signaling pathway that leads to cell cycle arrest [108]. The signaling
pathway allows the coordination between DNA damage repair and replication fork processing for
preventing stalled replication fork, DNA damage and strand breaks from being passed to the next
phase in the cell cycle [57]. The DNA damage-response signaling pathway is activated through the
activation of cell cycle checkpoints known as the DNA damage checkpoint (DDC) and DNA replication
checkpoint (DRC). DDC is activated by DNA damage recognition, whereas DRC is activated by stalled
replication forks [62,109–111]. For the cell cycle checkpoints, G1/S and G2/M [112], the G1/S phase
checkpoint plays a major role in preventing the progression of cells carrying replication stress products,
such as stalled fork and DNA damage [62,109,110]. Thus, the checkpoint allows DNA damage to be
repaired in the S phase, so that DNA replication can proceed to the M phase. Both checkpoints demand
that DNA damage generated during the G1 and G2 phases be repaired before the cell cycle can proceed
to the next phase [2,51,113].
Activation of DRC is initiated by the slow progression of the replication fork along with the
activation of the DNA replication checkpoints [114]. It has been shown that decreased replication
fork progression by 5- to 10-fold leads to the activation of the ATR-mediated DNA damage response
pathway. Further, it has also been found that a moderate level of replication stress induces the activation
of ATR [115]. More severe replication stress induces the activation of both ATR and its downstream
target pathways, such as FANC and CHK1 pathways [115–117]. Thus, cell response to replication
stress through DRC is dependent on the ATR pathway [114,118,119]. Through the activation of the
checkpoints, cell cycles are arrested, and DNA repair machineries are recruited to the damaged sites.
Finally, DNA damage is repaired, and the stalled replication forks are resolved, allowing replication
and cell division to proceed [120]. Thus, cell cycle checkpoints play vital roles in coordinating DNA
damage repair and the resolution of stalled replication forks with cell cycle progression [121], leading
to the maintenance of genome stability.
4.2. Resolution of Stalled Replication Forks
Stalled replication forks, if not resolved, will eventually result in replication forks collapse that
can cause a series of severe consequences, such as DNA breakage and cell death. To avoid the scenario,
stalled replication forks need to be resolved, and DNA replication needs to be restarted for cell survival.
One strategy for eukaryotic cells, such as budding yeast to resolve stalled replication forks on the
lagging strand, is to create new RNA primers at the downstream of DNA lesions that occur in the
forks to restart DNA synthesis, a process named as repriming. It has been found that the repriming
mechanism is used in the lagging strand DNA synthesis, as the synthesis of the Okazaki fragments
is not affected by DNA damage and fork stalling as long as DNA is unwound continuously [122].
This is because the repriming process is initiated at the downstream of lesions [122]. In this process,
a stalled DNA polymerase dissociates from the template strand and rebinds to the newly synthesized
primer to synthesize DNA, thereby leading to the restart of stalled forks [123]. It has been found that
discontinuous DNA synthesis can occur on both leading and lagging strands after UV damage in
budding yeast, suggesting that the repriming mechanism is also used to resolve a stalled replication
fork induced by DNA damage in the leading strand [123].
Also, eukaryotic cells can use a backup replication origin, i.e., the licensed replication origin to
rescue stalled replication forks [124,125] because the reduced rate of replication fork progression can
result in the accumulation of the ssDNAs, causing the uncoupling between DNA polymerase and
helicase activities and large ssDNA gaps [126]. In this scenario, pol α-primase can be recruited to the
ssDNA gaps and synthesize RNA primers to initiate DNA replication.
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Since the recruitment of pol α-primase depends on TopBP1, which also involves in the activation
of the ATR/MEC1 pathway [127], this suggests that the reactivation of the replication forks and the
signaling pathway are coupled. The licensed origins of replication that are not activated during DNA
replication are referred as the dormant origins of replication. They serve as a primary mechanism
to restore replication when replication forks are stalled [128]. It has been estimated that about
20–30% of replication origins are activated during DNA replication [129]. Thus, the dormant origins
bound by MCM helicases can serve as a backup for initiating the replication, thereby preventing
replication stress, chromosome instability and tumorigenesis [130]. Dormant origin firing is regulated
by ATR-mediated phosphorylation of FANCI [130]. In response to mild replication stress, unmodified
FANCI triggers the firing of adjacent dormant origins to resolve stalled replication fork. In the
case of severe replication fork stalling, dormant origin firing is inhibited by the phosphorylation of
FANCI [130], and this provides more time for the stalled forks to be resolved, restarting DNA replication.
Replication origin firing can also be modulated by claspin protein [131] that recruits Cdc7 kinase to the
replication origin, which in turn phosphorylates MCM4, causing unscheduled origin firing in response
to replication stress [129,130]. Inhibition of ATR can also result in an unscheduled origin firing, which
can be modulated by Cdc7-mediated phosphorylation of MCM4 [129,130]. Figure 2 illustrated the
Ataxia telangiectasia and Rad3-related protein/(ataxia-telangiectasia mutated) serine/threonine kinase
(ATR/ATM)-activated pathways that are involved in resolution of stalled replication forks (Figure 2)
Figure 2. Ataxia telangiectasia and Rad3-related protein/(ataxia-telangiectasia mutated) serine/threonine
kinase (ATR/ATM)-activated pathways for resolving stalled replication forks.
Stalled replication forks can also be broken down if not resolved, resulting in genomic instability
and carcinogenesis [132,133]. To solve this issue, eukaryotes have evolved the MEC1/ATR pathway to
combat the breakdown of the replication forks [134]. In addition, a stalled replication fork is protected
by checkpoint and homologous recombination (HR) proteins [135]. Current models propose that the
repair protein MRE11 expands the ssDNA gaps at a stalled replication fork behind the replisome,
creating the substrate for the post-replicative repair. In contrast, RAD51 is loaded onto the stalled
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replication fork through BRCA2 to limit the expansion of the ssDNA gaps and protect the stalled forks
from being broken [135].
4.3. Bypass of DNA Damage at Stalled Replication Forks
When DNA damage occurs on stalled replication forks, they must be removed by DNA repair,
or bypassed by DNA helicases and polymerases, allowing the restart, continuation, and completion
of DNA replication. Failure to repair DNA lesions could result in DNA strand breaks, causing
chromosomal rearrangement and cell death [136–138]. To ensure cell survival and the completion
of the replication and cell cycle, cells may adopt lesion bypass if DNA damage at replication forks
fails to be repaired [137]. The lesion bypass mechanisms include template switching, downstream
repriming, recombination, lesion bypass through translesion synthesis (TLS) DNA polymerases and
FANCJ [125,126,139]. However, the lesion bypass processes are usually error-prone, and can result in
a rearrangement of chromosome and genomic instability associated with cancer. Here we discuss the
lesion bypass of translesion DNA polymerases and the resulted genomic instability.
Unrepaired DNA lesions can be bypassed by TLS carried out by Y-family DNA
polymerases [136,138,140,141] and some of the polymerases from the X- and A-family [142]. Since
replicative DNA polymerases pause at DNA lesions, they are dislodged and substituted by TLS DNA
polymerases, i.e., polymerase switching. This allows the incorporation of a nucleotide opposite the
lesions by TLS polymerases for lesion bypass [40,109,138]. However, lesion bypass by TLS often results
in nucleotide misincorporation and mismatches, causing mutations [138]. For example, incorporation
of dAMP opposite 8-oxoG by TLS polymerases can induce the T→C transition mutation. DNA base
lesions that can be bypassed by TLS polymerases are listed in Table 2. Also, TLS polymerases can
incorporate damaged dNTPs and create mismatches to bypass a base lesion. It has been shown
that oxidized dGTP can be incorporated opposite to dA on the template strand by TLS polymerases,
inducing C→T transition and genomic instability [56–58]. It has been widely accepted that in the
leading strand, DNA lesions need to be either repaired or bypassed by TLS polymerases for DNA
synthesis to be continued during replication [140,143,144]. However, in the lagging strand, DNA
lesions can be bypassed by TLS polymerases and repriming [123,136,138]. Thus, TLS polymerases
play a crucial role in bypassing DNA lesions to maintain continuous DNA synthesis in the leading
strand [140]. Upon the completion of DNA lesion bypass, TLS polymerases are dislodged by replicative
polymerases through polymerase switching, restoring leading strand synthesis [145,146].
Table 2. Translesion DNA polymerases and their bypass of DNA base lesions.
Proteins DNA Lesions Nucleotide Preference of Lesion Bypass
Pol η
Thymine dimer Prefer dA, followed by dG >dT>dC [147]
8-oxoG Prefer dC and dA [148]
Acetyl amino fluorene-dG Prefer dC followed by dG > dT> dA [147]
N6-ethenodeoxyadinosine Prefer dT followed by dA >dG>dC [149]
Abasic-site Prefer A [147]
Pol қ Thymine dimers Could not bypass [150]
N6-ethenodeoxyadinosine Prefer dT followed by dA >dC>dG [149]
Abasic site Prefer dA followed by dG >dT>dC [150]
Pol ι
Thymine dimer Prefer T and A followed by dG >dC [151]
Abasic site Prefer dA [151]
5. Cellular Responses to Genome Stress and Epigenetic Instability
5.1. Oxidative DNA Damage and Epigenetic Instability
Genome stress, including replication stress induced by oxidative stress and its resulted DNA
damage, can also induce epigenetic instability. Typical epigenetic instability includes hypermethylation
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of the promoter of tumor suppressor genes (TSGs), and hypomethylation of non-promoter CpGs, such
as repetitive elements and satellite DNA.
The former causes transcriptional inactivation of TSGs, while the latter induces chromosomal
instability and abnormal activation of oncogenes as well as mobile genetic elements. It has been found
that a high level of ROS can lead to aberrant DNA hypermethylation in the gene promoter of TSGs,
and their silencing suggesting an association between oxidative DNA damage with cancer-associated
DNA methylation pattern changes. For example, exposure of hepatocellular carcinoma (HCC)
cells to hydrogen peroxide leads to the hypermethylation of the promoter of the E-Cadherin gene
via Snail-induced recruitment of histone deacetylase 1 (HDAC1) and DNA methyltransferase 1
(DNMT1) [152] to alter the DNA methylation pattern and chromatin structures. Further, oxidative
DNA damage can inactivate TSGs through the recruitment of the polycomb repressive complex, which
includes DNMT1, histone deacetylase (sirtuin-1) and histone methyltransferase to the CpGs containing
8-oxodGs [153]. It is possible that in responding to oxidative DNA damage, cells may use DNA
hypermethylation to create heterochromatin in the genes, such as TSGs that are susceptible to DNA
damage. This may shield DNA and protect them from further attack by DNA damaging agents.
Interestingly, oxidative DNA damage can also result in DNA demethylation by inhibiting the binding of
methyl-CpG binding protein 2 (MBP2) to methyl-CpGs, an epigenetic regulator that recruits DNMTs and
histone HDAC to DNA [154]. This is because 8-oxodGs next to the 5mC at the CpGs inhibit the substrate
binding of MBP [155,156]. Furthermore, the oxidized 5-methylcytosine, hydroxyl-5-methyl-cytosine
can also decrease the binding affinity of MBPs resulting in DNA hypomethylation [157]. Thus, oxidative
DNA damage can cause passive DNA demethylation, which in turn results in epigenetic instability
leading to cancer and other diseases.
5.2. Histone Modifications at Stalled Replication Forks
Since double-helical DNA is wrapped around histone octamers that consist of H2A, H2B, H3 and
H4 histone proteins, respectively [158], histone modifications that govern the structures of chromatin,
i.e., opened (euchromatin) and closed (heterochromatin) conformation [159–161] play an important
role in shielding DNA during cellular responses to DNA damage. It has been proposed that the
formation of heterochromatin induced by genome stress such as replication fork stalling stops DNA
replication (Figure 3) and prevents genomic instability. Histone tails are subject to different types
of posttranslational modifications for the regulation of chromatin structures upon transcriptional
activation or repression or chromatin opening or closing for DNA replication, and DNA damage and
repair [162]. Specific histone modifications have also been identified as the response to replication
stress [5]. The unscheduled firing of origin, fork stalling and repair of a collapsed fork can result in
dramatic changes in chromatin structures. The methylation of newly synthesized histone proteins can
be altered as a result of replication stress. This can alter the arrangement of old and newly-synthesized
histone proteins, restoration of chromatin and patterning of epigenetic marks. It has been found that
when a replication fork is stalled by genome stress, histones along with antisilencing factor 1 (Asf1) fail
to be incorporated into chromatin, thereby increasing H3K9me1 [163]. Subsequently, methylation of
H3K9 prevents histone acetylation, the active mark. H3K9me1 can also be further methylated into
H3K9me3, the suppressive mark. These can then lead to the suppression of replication [5,163–168].
Further, histone methylation can recruit endonucleases to degrade the stalled replication fork. It has
been found that methylation of H3K4 triggers MRE11-mediated degradation of replication fork,
whereas H3K27me3 recruits MUS81 to cleave stalled forks [169,170]. The results indicate that cells
adopt the epigenetic mechanisms to resolve stalled replication forks stalling.
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Figure 3. Heterochromatin formation during replication stress to prevent loss of genetic information [171].
Interestingly, the components of replisome, such as pol α, can bind to H2A and H2B [172]. Besides,
MCM2 and pol ε can bind to H3 and H4 [173]. The interaction between the replication proteins and
histones plays an important role in the redeposition of old histone to the newly-synthesized DNA.
The redisposition of old histones helps the maintenance of the epigenetic marks of parental DNA in
newly synthesized. Moreover, a challenge of DNA replication at non-B form DNA structures such as G
quadruplexes can result in epigenetic instability [174]. Formation of the non-B form DNA structures
such as G4 structures during replication can lead to an imbalance of the loading of old and new
histones on the leading and lagging strands [175]. It has been shown that old histones are preferentially
loaded on the lagging strand, whereas new histones are mainly loaded on the leading strand [175].
This results from the replication polymerases stalling at G4 structures in the leading strand. However,
helicases can still keep unwinding the fork, allowing the continuation of the lagging strand synthesis.
This subsequently results in the loss of H3K4me3, H3K9ac and H3k14ac marks in the regions at 4.5 kb
downstream of the G4 structures in the leading strand [175,176]. The results indicate that cells adopt
different epigenetic mechanisms to resolve stalled replication forks stalling.
5.3. DNA Damage and Modulation of miRNA Expression
DNA damage and its resulted replication stress can also alter the expression of microRNAs
(miRNAs). MiRNA is short (18–22 nucleotide non-coding RNA molecules that base pair to the 3’
untranslated regions (UTR) of mRNAs) [177]. MiRNAs inhibit protein translation by promoting mRNA
degradation or translation repression depending on the degree of their sequences complimentarily
with those of their target mRNAs [177,178]. MiRNAs are involved in the regulation of cell proliferation,
development, metabolism and gene expression [179,180]. Several classes of miRNAs are associated
with the regulation of the genes of replication progression, cell cycle and DNA damage repair. Usually,
miRNAs are deregulated by DNA damage [179,181–183]. It has been found that the miRNAs involved
in cell cycle control can be upregulated by E2F [184]. MiRNAs that are deregulated by DNA damage
include miR-34a, -34b and -34c.
These mRNAs belong to the miR-34 family, and are upregulated in response to DNA damage.
They are also the regulators of the expression of the checkpoint genes, such as E2F, CDK4, CDK6 and
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cyclin E2 [179,185]. In addition, miR-145a and miR-146b that target the tumor suppressor, BRCA1
are also upregulated upon double-strand DNA breaks [179,186]. MiR-155 and miR-21 that target
mismatch repair proteins are upregulated during cellular responses to oxidative DNA damage induced
by hydrogen peroxide and radiation [179,187]. On the other hand, miR-16 and mir-15 a/b that target the
downregulators of checkpoint proteins, Cdc25a and Wip1, are also upregulated upon DNA damage.
The Let-7 family miRNAs, let-7i, mir-15b-16-2 and mir-106b-25, can also be induced by E2F. The miRNAs
in this family are involved in limiting S phase entry as a result of genome stress, thereby preventing
mutagenesis [184]. Also, miRNAs can downregulate MCM2-7 in a Trp53-dependent manner [183].
The roles of miRNA in mediating cellular response to genome stress warrant further studies in
the future.
6. Conclusions
DNA damage and genome stress, including DNA replication stress, can cause genomic and
epigenomic instability, which are associated with many diseases such as cancer. The studies summarized
here have pointed to a direct link among DNA damage, genome stress, such as replication stress
and genomic and epigenomic instability. Since genome stress triggers the alteration of genetic and
epigenetic information that can be passed to the next generation, it is important to further explore how
genome stress, such as replication stress, can crosstalk with DNA methylation, chromatin structures
and miRNA expression in the context of a variety of diseases.
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Abbreviations
ASF Alternative splicing factor 1
ATM (ataxia-telangiectasia mutated) serine/threonine kinase
ATR Ataxia telangiectasia and Rad3-related protein
ATPIP ATR interacting protein
BRCA1 Breast cancer 1
BLM Bloom syndrome
BRCA2 Breast cancer type 2 susceptibility protein
Cdc45 Cell division cycle 45
Cdc6 Cell Division Cycle 6
CDK Cyclin dependent kinase
Cdt1 Cdc10-dependent transcript 1
Chk1 Checkpoint kinase 1
CMG CDC45-MCM-GINS
CPDs Pyrimidine dimers
Ctf4 Chromosome transmission fidelity 4
dAMP Deoxyadenosine monophosphate
Dbf4 Dumbbell former 4
DDC DNA damage checkpoint
DDK Dbf4 dependent kinase
DDR DNA damage response
DDSBs DNA double-strand breaks
DGCR8 DiGeorge syndrome critical region 8)
dNDPs Deoxyribonucleotides diphosphate
DNMT1 DNA methyltransferase 1
dNTPs Deoxynucleotide triphosphates
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FANCJ Fanconi Anemia complementation group J Protein






HDAC1 Histone deacetylase 1
HR Homologous recombination
HU Hydroxyurea
IMAGe Intrauterine growth restriction, metaphyseal dysplasia, adrenal hypoplasia,
and genital anomalies
ICLs Interstrand DNA crosslinks
MCM Minichromosome maintenance protein
MEC1 Mitosis entry checkpoint 1
MRE11 Microhomology-mediated end-joining 11
ORC Origin recognition complex
PCNA Proliferating cell nuclear antigen
PreRC Pre-replication complex
PTMs Post-transcriptional modifications
RecQL4 RecQ like helicase 4
RFC Replication factor C
RISC RNA-induced silencing complex
RNR Ribonucleotide reductase
ROS Reactive oxygen species
SF2 Splicing factor 2
SRSF1 Serine/arginine-rich splicing factor 1
ssDNA Single strand DNA
TLS Translesion polymerases
TopBP1 Topoisomerase II Binding Protein 1
TRCs Transcription-replication conflicts
TSGs Tumor suppressor genes
UTR Untranslated region
SAMHD1 SAM domain and HD domain-containing protein 1
WRN Werner syndrome
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Abstract: Chemical labeling of proteins with synthetic low-molecular-weight probes is an important
technique in chemical biology. To achieve this, it is necessary to use chemical reactions that proceed
rapidly under physiological conditions (i.e., aqueous solvent, pH, low concentration, and low
temperature) so that protein denaturation does not occur. The radical reaction satisfies such demands
of protein labeling, and protein labeling using the biomimetic radical reaction has recently attracted
attention. The biomimetic radical reaction enables selective labeling of the C-terminus, tyrosine, and
tryptophan, which is difficult to achieve with conventional electrophilic protein labeling. In addition,
as the radical reaction proceeds selectively in close proximity to the catalyst, it can be applied to
the analysis of protein–protein interactions. In this review, recent trends in protein labeling using
biomimetic radical reactions are discussed.
Keywords: biomimetic radical reaction; bioinspired chemical catalysis; protein labeling
1. Introduction
The development of a technique for covalent bond formation between a specific amino acid
residue of a protein and a low-molecular-weight compound is an important issue in protein chemical
labeling and the design of protein-based biomaterials. It is also indispensable for the development
of antibody–drug conjugates (ADCs) that have attracted attention in recent years. In addition, a
technique for selectively labeling a specific protein in a complex protein mixture is useful for the target
identification of bioactive molecules. In order to achieve protein chemical labeling, it is essential to
develop reactions that result in the formation of covalent bonds with natural proteins in water, at
near-neutral pH, at temperatures below 37 ◦C, and within a short reaction time of a few hours. Methods
for labeling nucleophilic amino acid residues (lysine and cysteine residues) using compounds with
electrophilic properties have been developed and have greatly contributed to the advancement of
biochemistry. Additionally, site-selective protein labeling techniques [1] and enzymatic protein labeling
techniques have been developed in recent years [2]. On the other hand, the chemical modification of
amino acid residues, other than lysine and cysteine residues, has been extensively studied in recent
years. The selective modification of tyrosine residue [3–12], tryptophan residue [3,13–18], methionine
residue [19,20], peptide chain N-terminus [21,22], and the C-terminus [23] can also be used for protein
functionalization. Radical reactions can modify amino acid residues that cannot be modified by
conventional electrophilic methods, or modify proteins/peptides with a novel binding mode (e.g.,
stable C–C bond formation). In this review, we focus on protein labeling reactions using the bioinspired
single-electron transfer (SET) reaction.
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2. Biomimetic Tyrosine Radical Labeling Using Enzymes
In the biological radical reaction called radiolysis, water breaks down to highly reactive radicals
such as hydroxyl radical, superoxide anion radical, and H2O2 [24]. Although the disulfide bond
forming reaction is widely known as a response to oxidative stress in living systems, a dityrosine
structure resulting from an oxidative cross-linking reaction of a tyrosine residue has also been reported
as a protein oxidative modification marker [25,26]. Tyrosine readily undergoes SET under oxidative
conditions to produce a highly reactive tyrosyl radical. A dityrosine structure is formed by the
dimerization of tyrosine residues through the generation of tyrosyl radicals. Tyramide, a labeling agent
that mimics tyrosine, forms a covalent bond with a tyrosine residue in a manner similar to dityrosine
(Figure 1). Mimicking the biological response of dityrosine formation, metal complexes such as Ni(III)
and Ru(III) were also reported to generate tyrosyl radicals and the radical species of tyramide. They
were also used for protein cross-linking and protein labeling [27,28]. Several types of metalloenzymes,
including peroxidase, tyrosinase [29–31], and laccase [32,33], catalyze the oxidation of tyrosine residues.
As tyrosyl radical generation is efficiently catalyzed by peroxidases such as horseradish peroxidase
(HRP), peroxidase was utilized as the catalyst in the dityrosine cross-linking reaction (Figure 1) [34–40].
HRP is activated by H2O2, and heme in the HRP molecule is transformed into a highly reactive species
called compound I ([PPIX]·+Fe(IV)O), which can abstract a single electron from tyrosine or tyramide
with ~1.1 V redox potential [41].
Figure 1. Generation of tyrosyl radical and tyramide radical. (a) Mechanism of dityrosine generation
via single-electron transfer (SET). (b) Tyramide, a labeling agent that mimics tyrosine (c) Mechanism of
oxidation in the active site of horseradish peroxidase (HRP).
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Aside from the tyrosine labeling reactions, other than mimicking dityrosine formation reaction, a
tyrosine labeling reaction that uses 4-phenyl-1,2,4-triazoline-3,5-dione (PTAD) as the labeling agent was
reported [10,42]. However, PTAD easily decomposes in water to form isocyanate, an active electrophile.
Therefore, the resulting isocyanate reacts not only with tyrosine residues but also with electrophilic
amino acid residues and the N-terminus. To achieve tyrosine-specific labeling, we developed tyrosine
labeling agents based on the structure of luminol and found that tyrosine-specific labeling can be
achieved under biomimetic radical oxidation conditions [43,44]. The idea originated from a reactive
intermediate of the luminol chemiluminescence reaction, which has a cyclic diazodicarboxamide
structure in common with PTAD. However, unlike PTAD, the luminol derivative selectively reacts
with tyrosine residues without generating an electrophilic by-product. Various heme proteins and
enzymes were tested as catalysts for oxidative tyrosine labeling reactions, and it was found that
HRP effectively catalyzes the oxidative activation of luminol derivatives and induces tyrosine-specific
modifications (Figure 2). Through the structure–activity relationship studies of luminol derivatives as
tyrosine labeling agents, we revealed that N-methylated luminol derivatives labeled tyrosine residues
efficiently, instead of showing chemiluminescent properties. The redox potential of activated HRP
(~1.1 V) is sufficient to activate SET reactions between compound I (Figure 1) and N-methylated
luminol derivatives, resulting in a radical activation labeling agent. Tyrosine residues in proteins
and peptides were selectively and efficiently labeled with N-methylated luminol derivatives under
HRP-activated conditions.
 
Figure 2. Tyrosine labeling with PTAD and N-methylated luminol derivatives. (a) Tyrosine labeling
with PTAD and side reaction with amine group via isocyanate generation. (b) Tyrosine labeling with
N-methylated luminol derivative in the presence of HRP and H2O2.
3. Peroxidase-Proximity Protein Labeling
Radical protein labeling using peroxidase has been employed in various applications in biological
research. In general, the biomimetic radical reaction proceeds selectively in close proximity to
the catalyst because of the short lifetime of the generated radical species. This concept is called
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proximity-dependent labeling (PDL). PDL catalyzed by HRP bound on the secondary antibody is also
used as a signal amplification method (tyramide signal amplification—TSA) for immunostaining in
biochemistry [45]. Although several signal amplification methods have been reported [46–50], TSA
using HRP and tyramide derivatives is the most widely used. The generated tyramide radical reacts
with amino acid residues such as tyrosine, tryptophan, histidine, and cysteine [51,52], in close proximity
to HRP [53]. We found the novel signal amplification agent N’-acyl-N-methylphenylenediamine
instead of tyramide, and revealed that it could be applied to signal amplification using HRP with
comparable efficiency to tyramide (Figure 3) [54].
Figure 3. Immunohistochemical signal amplification using HRP-proximity protein labeling. Tyramide
and N’-acyl-N-methylphenylenediamine were reported as HRP-proximity protein labeling agents.
PDL has also been applied to the analysis of protein–protein interactions. Methods using HRP have
been reported, including selective proteomic proximity labeling assay using tyramide (SPPLAT) [53]
and enzyme-mediated activation of radical sources (EMARS) [55]. With SPPLAT, proteins on the cell
membrane can be labeled with biotin-tyramide using HRP-conjugated antibodies or HRP-conjugated
ligands (e.g., HRP–transferrin). Membrane proteins labeled by proximity labeling can be enriched by
streptavidin beads capture. Enriched proteins are identified by MS/MS analysis. Li and co-workers
labeled membrane proteins using the SPPLAT method targeting the B cell receptor (BCR) and succeeded
in identifying not only known proteins that interact with BCR but also proteins whose interactions were
unknown [53]. EMARS is a method that uses biotin-aryl azide as the labeling agent. HRP activates
aryl azide to produce short-lived aryl nitrene. Nitrenes are known to react with various amino acid
residues, such as tyrosine, tryptophan, lysine, threonine, isoleucine, and proline [56]. Honke and
co-workers demonstrated that many kinds of receptor tyrosine kinases (RTKs) formed clusters with
beta-integrin by a combination of the EMARS method and antibody array analysis [55].
The labeling radius from HRP by these methods ranges from less than 200 nm to 300 nm [53,55],
which is suitable for analyzing protein clusters on cell membranes. However, HRP is inactive when
expressed in mammalian cytosol. Considering that disulfide bonds and Ca2+ binding sites in the
structure of HRP are not formed under intracellular reducing conditions and a Ca2+-scarce environment,
Ting and co-workers focused on ascorbate peroxidase that lacks a disulfide bond and a Ca2+ binding
site, and developed an engineered ascorbate peroxidase (APEX) that functions as peroxidase even in
an intracellular environment [57]. In an intracellular environment, APEX catalyzes the generation of
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tyramide radical. The tyramide radical is short-lived (<1 ms) [58] and has a labeling radius of less than
20 nm [59,60] in the cells (Figure 4).
Figure 4. Ascorbate peroxidase (APEX) -proximity labeling of endogenous proteins in living cells.
Ting and co-workers established a method for comprehensively labeling and identifying proteins
expressed in specific organelles by fusing APEX to proteins expressed in specific organelles [52].
Furthermore, they developed APEX2, which showed much higher peroxidase activity than APEX
among 106 APEX mutants by the yeast-display evolution technique [61].
APEX2 has attracted much attention as a powerful tool for protein interaction analysis, and its
applications include revealing proteomes in subcellular compartments [51,52,62–65], G-protein-coupled
receptor complexes [66,67], subcellular transcriptome mapping [68,69], and APEX2-proximity RNA
labeling [70,71].
4. Protein Labeling Using Photocatalyst
Not only radical enzymes but also small photocatalysts are used as protein labeling catalysts.
Photocatalysts generate reactive oxygen species (ROS) and catalyze SET reactions in response to
light stimulus [72]. Utilizing the SET mechanism, Noël and co-workers reported cysteine labeling
using eosin Y and aryldiazonium salt [73], and Molander and co-workers reported a method that
uses Ni/ruthenium photocatalyst and arylbromide [74]. MacMillan and co-workers developed a
photocatalyst-mediated C-terminal labeling technique [23]. They focused on the redox potential of the
carboxylic acid structures contained in the protein structure and hypothesized that the carboxyl group
at the C-terminus would be selectively activated. The E1/2red value of the carboxyl group in aspartic
acid and glutamic acid residues is ~1.25 V (vs. saturated calomel electrode (SCE)), whereas the E1/2red
value of the C-terminal carboxyl group that exists at a single site in the protein sequence is ~0.95 V (vs.
SCE). Slightly acidic reaction conditions (pH 3.5) are required in order to achieve efficient conversion,
but the selective labeling of the C-terminus proceeded in the presence of aspartic acid and glutamic
acid residues. MacMillan and co-workers tuned the reactivity of the Michael acceptor, a labeling
agent, so that the labeling reaction with nucleophilic amino acid residues (lysine, serine, threonine,
and histidine) would not proceed. The proposed reaction mechanism is shown in Figure 5. Flavin
photocatalyst 1 is excited by visible light and undergoes subsequent intersystem crossing (quantum
yield ΦISC = 0.38 for flavin in water at pH 7) and conversion into triplet-excited state 2. Triplet-excited
flavin is a strong single-electron oxidant (E1/2red = 1.5 V vs. SCE in water) and should undergo facile
SET with C-terminal carboxylate. Subsequent loss of CO2 from 4 furnishes nitrogen atom stabilized
carbon-centered radical 5. Radical 5 reacts with Michael acceptor 6 to produce carbonyl α-radical 7.
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The photocatalyst in the radical anion state 3 reduces radical 7 to give product 8, and regenerates
ground-state photocatalyst 1.
Figure 5. Proposed reaction mechanism for C-terminal labeling with flavin photocatalyst.
Shi and co-workers reported a SET-mediated tryptophan modification at the β-position through
C–H activation using Ir[dF(CF3)ppy]2(dtbbpy) complex as the photocatalyst [75]. They proposed a
possible mechanism as shown in Figure 6. SET of the indole nitrogen atom generates radical cation 13.
The benzylic proton (β-position) of the tryptophan can be extracted by a base (K2HPO4) to form 14,
and subsequent electron transfer results to form more stable tryptophan radical 15. The mechanism of
generating N radicals by the dehydrogenation of indole NH from 13 can also be considered, but the
β-position radical 15 contributes to the reaction. Radical 15 reacts with methyl acrylate 16 to generate
another radical, and this is reduced by the iridium catalyst to afford labeled tryptophan product
17. Although the Michael addition reactions with the amine group of lysine and the imidazole of
histidine were also observed as side reactions, the modification proceeded selectively at the β-position
of tryptophan and not at the β-position of tyrosine or phenylalanine in the reaction that used a peptide
as the substrate.
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Figure 6. Proposed reaction mechanism for tryptophan β-position labeling with iridium photocatalyst.
We also developed a tyrosine labeling method that uses Ru(bpy)3 complex and
N’-acyl-N,N-dimethyl-1,4-phenylenediamine 23 as the photoredox catalyst and the labeling agent,
respectively [11]. Under visible light irradiation, a stable carbon–carbon bond is formed between the
ortho-carbon atom of the phenolic oxygen of the tyrosine residue and the ortho-carbon atom of the
phenylenediamine derivative. Regarding the mechanism, in the absence of a labeling agent, 1O2 is
generated by the catalyst that functions as a photosensitizer. 1O2 is involved in the production of
Ru(III) active species 20. Ru(III) active species 20 (1.1 V vs. SCE) can abstract a single electron from the
tyrosine residue (~0.7 V vs. SCE) [76] and labeling agent 23 (0.63 V vs. SCE) [54]. Radical species 22
or 24 can react with 23 or 21, respectively, to give product 25 through subsequent oxidation by SET
(Figure 7) [77].
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Figure 7. Proposed reaction mechanism for tyrosine labeling with ruthenium photocatalyst.
5. Photocatalyst-Proximity Labeling
As mentioned in Section 3, photocatalyst-catalyzed radical protein labeling proceeds selectively
in close proximity to a catalyst. Using this property, we designed a ligand-conjugated
catalyst in which a ligand and a ruthenium catalyst were linked, and using this catalyst, we
selectively labeled ligand-binding proteins in a protein mixture. As a proof-of-concept model,
benzenesulfonamide-conjugated ruthenium complex 26 was synthesized for targeting carbonic
anhydrase (CA). Mouse erythrocytes were incubated with 26 and photo-irradiated in the presence of the
labeling agent. Despite the presence of various proteins in erythrocytes, CA was selectively labeled [11].
We also synthesized gefitinib-conjugated ruthenium catalyst 27, which targets the epidermal growth
factor receptor (EGFR) expressed in A431 cells, and succeeded in the selective labeling of EGFR in A431
cells [77]. Furthermore, we developed a method for target-selective purification and labeling using
ruthenium-catalyst-functionalized affinity beads targeting CA and dihydrofolate reductase (DHFR)
(Figure 8) [72].
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Figure 8. Target selective labeling by proximity labeling using ligand-conjugated photocatalysts 26 and
27.
In these applications, protein labeling in close proximity to the ruthenium photocatalyst was
accomplished using N’-acyl-N,N-dimethyl-1,4-phenylenediamine 23 as the labeling agent. We also
found a novel labeling agent that labels efficiently and selectively in nanometer-scale catalyst proximity.
Using model substrate 28, in which a tyrosine residue is linked to a ruthenium photocatalyst, the
reaction efficiencies of various labeling agents were evaluated. It was found by LC-MS analysis that
28 was efficiently labeled with 1-methyl-4-aryl-urazole (MAUra, 29) and converted into 30 and 31
(Figure 9). Furthermore, in order to estimate the labeling radius from the ruthenium complex, a
ruthenium complex conjugated to tyrosine was synthesized with a rigid proline linker, in which the
distance between ruthenium and tyrosine is several nanometers, as shown in Figure 9. MAUra (29)
labeled tyrosine when a ruthenium complex and a tyrosine residue were in close proximity, and its
distance dependence is not contradicted by the reported SET distance in a physiological environment
(~1.4 nm) [78]. Desthiobiotin-conjugated MAUra 32 was used to selectively label CA in a protein
mixture. The CA labeled with 32 was also successfully enriched using streptavidin beads (18.5% in two
steps of labeling and enrichment). Identification of the labeling site by MS revealed that the tyrosine
residue closest to the ligand binding site was selectively labeled, suggesting nanometer-scale proximity
dependence of MAUra labeling (Figure 10) [12].
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Figure 9. Photocatalyst-proximity tyrosine labeling. (a) Model substrate 28 was labeled with 29.
(b) Structure of labeling agent MAUra 29. (c) Model substrate with a rigid proline linker with a distance
of several nanometers between ruthenium and tyrosine.
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Figure 10. Photocatalyst-proximity labeling with MAUra.
6. Electrochemical Protein Labeling
Protein modification using peroxidase or a photocatalyst is suitable for analyzing protein
association and protein–protein interactions. However, it is necessary to develop an appropriate
protein labeling agent according to the oxidation potential of each catalyst. Moreover, these methods
sometimes require the addition of an oxidant, which is often a cause for concern about the oxidative
damage of proteins. In recent years, protein labeling methods using electrochemistry have been
reported to overcome this disadvantage. At present, electrochemistry is limited to labeling purified
proteins, but in the case of electrochemical organic chemistry, the voltage applied to the reaction
system can be adjusted easily and the reaction proceeds efficiently even in an aqueous buffer. It can be
used for the functionalization of proteins because of its high amino acid residue selectivity and low
oxidative damage.
An electrochemical tyrosine-selective modification reaction (e–Y–Click) was reported by
Alvarez-Dorta, Boujtita, Gouin, and co-workers (Figure 11) [79]. In this method, phenylurazole
33 is electrochemically oxidized and PTAD (Figures 2 and 11) is gradually produced in the reaction
system. Because the PTAD generated by anode oxidation reacts with tyrosine instantaneously, side
reactions with nucleophilic residues and N-terminus via isocyanate formation can be suppressed. As
phenylurazole undergoes anodic oxidation at 0.36 V (vs. SCE), peptides and proteins are labeled
without severe oxidative damage. Using glucose oxidase (GOx) as the substrate, they confirmed that
the enzymatic activity of GOx was not affected by tyrosine labeling through the e-Y-Click reaction. Lei
and co-workers also reported tyrosine-selective electrochemical labeling using phenothiazine 34 as the
labeling agent. (Figure 11) [80].
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Figure 11. Electrochemical tyrosine labeling. SCE: saturated calomel electrode.
Kanai, Oisaki, and co-workers reported that 9-azabicyclo [3.3.1]nonane-3-one-N-oxyl (keto-ABNO,
Figure 12) selectively labels tryptophan residues in the presence of 0.1% acetic acid and NaNO2 [18].
Although keto-ABNO is oxidized by NOx in this method, they recently reported a method for activating
the reaction by electrochemical oxidation [81]. They added 4-oxo-TEMPO as the electrochemical
mediator to suppress both the anodic overoxidation of proteins and the cross reactivity to other amino
acid residues (Figure 12).
Figure 12. Tryptophan labeling with keto-ABNO and the electrochemical activation of
tryptophan labeling.
7. Conclusions
In this review, protein labeling methods using biomimetic radical reactions were reviewed. Protein
labeling techniques using electrophilic agents have been extensively employed. However, protein
labeling targeting other amino acid residues is a challenging and attractive research topic. In recent
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years, in order to resolve several related issues, protein labeling using radical reactions has been actively
developed targeting tyrosine and tryptophan residues and the C-terminus. Enzymes, particularly
peroxidase, have been utilized as the catalyst for radical protein labeling, and peroxidase-proximity
labeling has recently been used as an analytical method for protein association, protein–protein
interaction, and transcriptome. In addition, protein modification using photocatalysts has been
developed for the target identification of bioactive small molecules, and it is expected in the future to be
used in not only the selective modification of target proteins in protein-mixed systems but also proximity
labeling in cells. Furthermore, labeling with an electrochemical technique for precise voltage control
has recently been developed and will be useful for labeling functional proteins. Table 1 summarizes
representative protein labeling methods using biomimetic radical reactions. Future developments in
radical protein modification will contribute to research on the elucidation of biological phenomena and
drug delivery systems, and protein labeling using radical reactions will be a breakthrough technique
in the development of these research areas.
Table 1. Overview of protein labeling methods using biomimetic radical reactions.
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Abstract: Free radical pathways play a major role in the degradation of protein pharmaceuticals.
Inspired by biochemical reactions carried out by thiyl radicals in various enzymatic processes, this
review focuses on the role of thiyl radicals in pharmaceutical protein degradation through hydrogen
atom transfer, electron transfer, and addition reactions. These processes can lead to the epimerization
of amino acids, as well as the formation of various cleavage products and cross-links. Examples are
presented for human insulin, human and mouse growth hormone, and monoclonal antibodies.
Keywords: protein stability; therapeutic proteins; thiyl radicals; oxidation; fragmentation; cross-link
1. Introduction
The physical and chemical stability of proteins are critical for the efficacy and safety of protein
therapeutics [1,2]. The reactions of free radicals play an important role in the chemical degradation
of peptide and protein therapeutics in pharmaceutical formulations. For example, pharmaceutical
excipients, such as polysorbate, are prone to generate peroxyl radicals [3]. Peroxyl radicals (and secondary
oxidants derived from peroxyl radicals, such as alkoxyl radicals or hydroperoxides) can oxidize proteins
via various pathways [4–6], generating a manifold of radical and non-radical intermediates and products.
Free radicals can also be generated in pharmaceutical formulations by mechanical shock [7], leading to
cavitation, exposure to light [8–11], or ionizing radiation (e.g., during sterilization) [12]. This article
focuses on the role of a specific type of radical, the thiyl radical (RS•), in the degradation of therapeutic
proteins, which is primarily induced by exposure to light.
Photochemically, protein thiyl radicals can be generated through the direct homolytic cleavage of a
disulfide bond [13] or via the one-electron reduction of a disulfide bond [14,15] (here, we do not consider
thiyl radical generation through the oxidation of thiols, as pharmaceutical proteins rarely contain
free thiols). The direct photochemical cleavage of disulfides may be relevant for specific conditions,
e.g., when chromatographic protein separations are monitored by UV detection (e.g., by UV-C light;
λ ≤ 280 nm) or if protein preparations are exposed to UV-C light for viral decontamination [16].
However, photo-induced electron transfer, e.g., from Trp to disulfide, occurs during exposure to UV-B
light (λ = 280–315 nm) [9,17], as well as exposure to photostability testing conditions according to
the International Conference on Harmonization (ICH), guideline ICHQ1B [10,11]. Importantly, in the
presence of high concentrations of salt, even the exposure to visible light results in the photo-ionization
of Trp [18].
Thiyl radicals can engage in a great variety of reactions including hydrogen atom transfer (HAT),
electron transfer (ET), and addition/elimination reactions. In this way, they can react with literally all
of the 20 essential amino acids, though rate constants, e.g., for HAT reactions, may vary with amino
acid structure [19]. Important information about the potential reactions of thiyl radicals in proteins
can be gleaned from enzymatic processes, rendering at least some thiyl radical-mediated degradation
pathways of pharmaceutical proteins “biomimetic” [20].
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Thiyl radicals can also indirectly affect protein structure and function, e.g., via the non-enzymatic
chemical transformations of mono- and polyunsaturated fatty acids. These transformation reactions
can involve oxidation [21,22] and cis/trans-isomerization [22–24]. Specifically, thiyl radicals, which
can partition into the lipid environment, induce the cis/trans-isomerization of unsaturated fatty acids
in biological membranes, e.g., the HS• radical [25] (derived from H2S/HS−) or the HO-CH2CH2S•
radical [26] (derived from 2-mercaptoethanol). On the other hand, thiyl radicals from glutathione
(GSH) show little efficiency in the cis/trans isomerization processes of biological membranes due to
their hydrophilicity [26]. Changes in lipid structure through oxidation can promote the conformational
changes of polypeptides and proteins, e.g., of amyloid-beta [27]—the main component of amyloid plaques
present in Alzheimer’s disease brains [28]. Lipid peroxidation products chemically modify proteins [29].
Moreover, the presence of trans fatty acids in membranes can modulate the intramembrane proteolysis
of the amyloid precursor protein (APP) [30], leading to an enhanced generation of amyloid-beta.
In the following, we provide a general overview on the free radical reactions of thiyl radicals that
are relevant for the degradation of proteins and, subsequently, summarize recent results on individual
pharmaceutical proteins.
2. Thiyl Radicals in Reversible HAT Reactions
Thiyl radicals engage in reversible HAT reactions, either inter- or intramolecularly. Early
results by Walling and Rabinovitz on product formation during the reaction of isobutylthiyl radicals
[2-mythylpropane-1-thiyl radicals; (CH3)2CH-CH2-S•)] with cumene suggested the reversibility of
Reaction (1) [31].
 
Relative rate constants for the reaction of cyclohexanethiyl and benzenethiyl radicals with a number
of substrates, including cumene, were subsequently provided by Pryor et al. [32,33]. In an elegant
study, Akhlaq et al. demonstrated that the exposure of 2,5-dimethyltetrahydrofurane to thiyl radicals
resulted in cis/trans isomerization (Reactions (2) and (3)) via a chain reaction, a process from which
k2 and k−3 were derived as ca. 104 M−1s−1 [34]. Similar rate constants were later measured by pulse
radiolysis for the reactions of various thiyl radicals with aliphatic alcohols and ethers [35,36] and by a
kinetic NMR method for the reaction of thiyl radicals with carbohydrates [37].
In synthetic procedures, thiols are employed as so-called “polarity-reversal” catalysts [38,39], due
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The reversibility of HAT between thiyl radicals and amino acids is of significance for glycyl
radical enzymes (GRE), such as ribonucleotide reductase (RNR), pyruvate formate lyase (PFL),
glycerol dehydrogenase, benzylsuccinate synthase, and 4-hydroxyphenylacetate decarboxylase [40].
In these enzymes, active site Cys thiyl radicals (CysS•) are generated by HAT to glycyl radicals (Gly•)
(Reaction (4)), and Gly• can be restored by the reverse reaction (Reaction (-4)).
The location of Equilibrium (4) is controlled by conformational properties of Gly• within the
protein environment, illustrated here for the case of PFL. Electron paramagnetic resonance (EPR)
spectroscopy has demonstrated that the active form of PFL harbors a Gly• radical at the Gly734 position,
where hyperfine coupling constants indicate that Gly• adopts a planar conformation. This Gly•
radical exchanges its α-hydrogen with the solvent via a HAT reaction with Cys [41]. In the planar
conformation, however, Gly• is more stable than CysS•, based on a ca. 3.4 kcal/mol lower αC–H bond
energy of Gly as compared to the S–H bond energy of Cys; as such, Equilibrium (4) is located on the
site of Gly• [42]. In order to afford HAT from Cys to Gly•, generating CysS•, Gly• has been proposed to
adopt a less planar conformation, as supported by its location within the protein framework, rendering
Gly• 4.6 kcal/mol less stable than CysS• and moving Equilibrium (4) towards the site of CysS• [42].
Theoretical calculations by Rauk and coworkers suggested that HAT reactions occur between thiyl
radicals and the αC–H bonds of amino acids located in random and β-sheet conformations, but these do
not occur when amino acids are located in α-helices [43]. Experimentally, the inter- and intramolecular
HAT reactions of thiyl radicals have been demonstrated for amino acids, amino acid derivatives
and peptides, including glutathione, in solution and in the gas phase [19,44–50]. Importantly, these
HAT reactions do not only target αC–H bonds but also C–H bonds of amino acid side chains [51,52].
Together, the experimental data and theoretical calculations on biologically significant HAT reactions
in GRE and HAT reactions in amino acids, amino acid derivatives [45,53], and peptides inspired
us to consider the possibility of thiyl radical-dependent HAT processes and other reactions in the
degradation of protein therapeutics.
3. Thiyl Radical Reactions with Molecular Oxygen
Thiyl radicals reversibly add oxygen to yield thiylperoxyl radicals (RSOO•) (Reaction (5)) [54].
The latter can rearrange to sulfonyl radicals (RS•O2) (Reaction (6)) [54] and further convert into
sulfonylperoxyl radicals (RSO2OO•) (Reaction (7)) [55]. In the presence of electron or hydrogen
donors, sulfonyl radicals convert into sulfonates, while sulfonylperoxyl radicals ultimately yield
sulfonates [56,57].
4. Insulin
4.1. HAT Reactions in Solution
Insulin is a small protein containing two separate chains (A- and B-chain), connected by two
interchain disulfide bonds (CysA7–CysB7 and CysA20–CysB19) [58]. A third, intrachain disulfide bond
connects CysA6 and CysA11 [58]. The disulfide bonds of insulin are shown in the cartoon in Figure 1.
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Figure 1. Cartoon displaying the disulfide bonds (in red) of insulin.
It is well known that insulin is sensitive to chemical and physical degradation, such as the
photolytic cleavage of disulfide bonds [59,60] and dityrosine formation [60], deamidation [58,61,62],
and fibrillation [58,63,64]. The biologically active form of insulin is the monomer, which exists at
insulin concentrations <0.1 μM in the absence of Zn2+ [58]. At higher concentrations, insulin exists
as a dimer [58], where self-association specifically involves the B8, B9, B12, B13, B16, and B23–28
residues [65].
Important for dimer formation is an aromatic triplet, consisting of the residues PheB24, PheB25,
and TyrB26, which is part of an antiparallel β-sheet present at the dimer interface [66]. This dimer
interface is different from the sequences responsible for fibrillation [63,64], mainly LB11VEALYLB17,
causing the formation of the cross-β spine motif. The PheB24 residue is equally important for the
binding of insulin to the insulin receptor [66]. Interestingly, the substitution of l-PheB24 by d-PheB24
caused a significant increase of insulin affinity to the insulin receptor [67]. Therefore, it was of interest
to evaluate whether thiyl radical-mediated intramolecular HAT reactions would proceed in insulin,
whether such reactions would be restricted to specific amino acid residues, and whether these would
include PheB24, possibly converting l-PheB24 into d-PheB24.
The potential for insulin-derived CysS• to engage in intramolecular HAT reactions was monitored
by covalent H/D-exchange according to the general Reactions (8)–(10) in Scheme 1, which representatively
show the HAT of amino acid αC–H bonds. Solutions of Zn2+-free insulin (50 or 500 μM) in either
H2O or D2O were exposed to UV photolysis at 253.7 nm, followed by the alkylation of Cys and the
HPLC-MS/MS analysis of an endoproteinase GluC-derived peptide map.
The predominant site of the covalent H/D exchange in the A-chain was CysA20, confirmed by
the MS/MS sequencing of the AsnA18–Tyr–Cys–AsnA21 peptide after photolysis in D2O. This Cys
residue is located at the end of the α-helix formed between the A13 and A20 residues. On the B-chain,
the covalent H/D-exchange was most prevalent between the LeuB6 and SerB9 residues and between
the ValB18 and GlyB20 residues. Hence, deuterium incorporation proceeded selectively and did not
target PheB24, suggesting that PheB24 is also not a target for thiyl radical-mediated epimerization.
Based on the calculations by Rauk et al. [43], the lack of a covalent H/D exchange at the αC–H bond of
PheB24 cannot be rationalized with an effect of the antiparallel β-sheet structure around the aromatic
triplet (PheB24–PheB25–TyrB26) in the insulin dimer on the αC–H bond energy of PheB24. However,
it is possible that the protein conformation did not permit the reaction of any of the photolytically
generated CysS• radicals with PheB24, which would have excluded a covalent H/D exchange at both
the αC–H and βC–H bonds of PheB24. Importantly, a covalent H/D-exchange occurred either in the
vicinity of Cys or on Cys itself. This result is consistent with studies on small Cys-containing model
peptides where deuterium incorporation has been found to be most efficient at residues −1 or +1
from Cys. Deuterium incorporation into Cys itself is consistent with the 1,2- and 1,3-HAT reactions of
thiyl radicals [45,53], for which rate constants were recently reported [45]. Additional evidence for
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the 1,2-HAT reactions of CysS• radicals in proteins comes from studies with Escherichia coli class III
ribonucleotide reductase, where electron spin resonance (ESR) studies revealed the presence of an H/D
exchange at the βC–H bond of a CysS• radical [68].
 
Scheme 1. Covalent H/D-exchange mediated by thiyl radicals, representatively shown for an αC–H bond.
An interesting product detected by MS/MS analysis was a cross-link between TyrA19 and CysB20.
This cross-link can form by the reaction of a CysS• radical with a tyrosyl radical (TyrO•). Under our
experimental conditions, a pair of TyrO• and CysS• radicals could be formed via at least two different
ways: (i) photo-induced electron transfer from Tyr to cystine, followed by combination of TyrO• and
CysS•; and/or (ii) the homolytic cleavage of cystine, followed by electron/hydrogen transfer from Tyr to
one CysS• radical and a combination of TyrO• with the second CysS• radical. An alternative pathway
for the formation of Cys–Tyr cross-links would be the addition of a CysS• radical to Tyr, followed by
the oxidation of this radical adduct. In fact, the potential for an addition of CysS• to aromatic amino
acids was experimentally and theoretically demonstrated for the reaction of CysS• with Phe. More
recently, the fast reversible additions of various radicals to the aromatic amino acid His have been
reported [69,70].
4.2. Additional Reactions of Thiyl Radicals Leading to Cross-Links in Solution
Along with the Cys–Tyr cross-link, the photo-irradiation of insulin in solution generated
a dithiohemiacetal cross-link between CysA20 and CysB19 [71]. Such photolytically generated
dithiohemiacetal cross-links have also been identified and characterized for various disulfide-containing
model peptides and proteins, including human and mouse growth hormone and monoclonal antibodies
(see below). Mechanistically, the formation of dithiohemiacetal likely involves the light-induced
homolysis of cystine, yielding a CysS• radical pair, which disproportionates to thiol and thioaldehyde,
followed by the addition of the thiol to the thioaldehyde (Scheme 2).
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Scheme 2. Formation of dithiohemiacetal subsequent to the disproportionation of a thiyl radical pair.
4.3. Thiyl Radical Reactions in Solids
In order to evaluate the propensity for HAT reactions in solid insulin formulations, we prepared
amorphous, crystalline, and microcrystalline human insulin [71]. Photo-irradiation at λ = 253.7 nm
yielded a dithiohemiacetal between CysA20 and CysB19, as well as peptide products with reduced Cys
at the CysB7 and CysB19 positions, as characterized by HPLC-MS/MS. The photolysis of an amorphous
insulin sample, generated by drying a D2O solution of insulin, showed no evidence of a covalent
H/D exchange, suggesting that the reversible HAT reactions shown in Scheme 1 may not occur to a
significant extent in insulin solids. We note, however, that the lack of a covalent H/D exchange at C–H
bonds may either be caused by the absence of HAT reactions or by an inefficient H/D exchange of the
sulfhydryl group (Scheme 1; Reaction (9)) in solid formulations.
5. Growth Hormone
Human growth hormone (hGH) belongs to the class of four-helix bundle proteins [72] and is used
for the treatment of pediatric hypopituitary dwarfism [73], as well as children [73] and adults [74]
with hGH deficiencies. HGH is sensitive to deamidation [73,75,76], N-terminal truncation [77],
oxidation [4,7,73,75,76,78–81], aggregation [73], and photo-degradation [82–84]. The structures of a
trisulfide [76,85–87] and a thioether [88] variant, originating from the biosynthetic pathway, have been
characterized by mass spectrometry. HGH contains two disulfides between Cys53 and Cys165 and
between Cys182 and Cys189 [73]. The Cys182–Cys189 disulfide bond defines the small C-terminal loop.
A cartoon displaying the disulfide bonds of hGH is shown in Figure 2. Mutants of hGH, in which either
Cys182 or Cys189 or both Cys residues are replaced with Ala, show a significantly reduced binding to
the human growth hormone receptor [89].
 
Figure 2. Cartoon displaying the disulfide bonds (in red) of human growth hormone.
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The photolysis of hGH with UV light has resulted in a large number of products originating from
the disulfide cleavage and subsequent reactions of CysS• radicals [84]. For example, reduced Cys
and thioaldehyde were detected for all Cys residues originally present in the disulfide bonds, and a
dithiohemiacetal was formed between Cys182 and Cys189. In addition, sulfinic and/or sulfonic acid
were detected as products of Cys165, Cys182, and Cys189. These oxyacid products are expected from
thiyl radicals generated in the presence of oxygen, as described in Section 3. The following discussion
shall focus on a few rather unusual degradation products and cross-links, as well as the proposed
mechanisms for their formation. In this discussion, the chemical names for structures are given as if
they were present in amino acid form (rather than in the protein).
5.1. The Conversion of Cys to Gly
The conversion of Cys to Gly was detected for Cys165, Cys182, and Cys189; at the same time, Cys165
and Cys189 were also converted to serine semialdehyde (2-amino-3-oxopropanoic acid; 3-oxoalanine;
2-formylglycine) and Ser. The proposed mechanism for the conversion of Cys to Gly (and serine
semialdehyde) is shown in Scheme 3, where a 1,2-HAT reaction [45] of a CysS• radical is critical for the
formation of a carbon-centered radical at Cβ, followed by the addition of oxygen to yield a peroxyl
radical. A series of reactions could transform the peroxyl radical into an alkoxyl radical, such as oxygen
transfer reactions or reactions with additional peroxyl radicals. The alkoxyl radical is precursor for a
carbon–carbon bond cleavage—yielding a Gly• radical—or a carbon–sulfur bond cleavage—yielding
serine semialdehyde (though we note that serine semialdehyde can also be formed by hydrolysis of a
Cys thioaldehyde). The proposal of a 1,2-HAT reaction for a protein CysS• radical also suggests that
products of a 1,3-HAT reaction might be observed. In fact, for all hGH Cys residues, the formation of
dehydroalanine (Dha) was detected. Dha can form via a 1,3-HAT reaction, followed by the elimination
of HS• [45] (though care has to be taken during sample preparation for HPLC-MS/MS analysis, as Dha
can also form during proteolytic digestion [90]).
 
Scheme 3. Thiyl radical mediated conversion of Cys to Gly (glycyl).
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5.2. The Formation of Ether and Vinyl ether
The exposure of mouse growth hormone (mGH) to UV light triggered the formation of particles
of various sizes [91]. The injection of UV-exposed mGH into Balb/c or nude Balb/c mice caused an
immune response, generating antibodies that cross-reacted with unmodified mGH [91]. The mass
spectrometry analysis of UV-exposed mGH tentatively revealed the presence of chemical cross-links
containing an ether bond between the original Cys78 and Ser188 residues or a thioether bond between
the original Cys78 and Cys189 residues [91]. Whether these cross-links contribute to the immunogenicity
of mGH remains to be shown. However, especially the photochemical conversion of a disulfide into an
ether bond involving a neighboring Ser residue, is mechanistically intriguing.
When hGH was exposed to UV light, mass spectrometry analysis revealed the formation of vinyl
ether between the original Cys189 and Ser184 residues and between the original Cys160 or Cys165 and
Tyr164 residues [84]. The proposed mechanisms for the formation of these products are displayed in
Schemes 4 and 5, respectively. Key to product formation is the homolytic cleavage of a disulfide bond
into a pair of CysS•, followed by disproportionation into thiol and thioaldehyde. The latter can react with
the hydroxyl group of either Ser or Tyr to yield a thiohemiacetal. Under continuous UV exposure, the C–S
bond of the thiohemiacetal is expected to cleave, either homolytically or heterolytically [92–94], and the
vinyl ether is generated via subsequent oxidation and deprotonation, respectively [95]. An important
difference between the results of both growth hormones is the formation of an ether cross-link in
mGH vs. a vinylether cross-link in hGH. This may be rationalized by sequence differences between
hGH and mGH [96], as we also observed significant differences in photooxidation between hGH
and rat growth hormone (rGH) [97]. We believe that the ether cross-link is ultimately generated via
reduction of a vinyl ether. The UV exposure of disulfide-containing peptides leads to the formation
of Cys [95,98] and H2S [95]. Under UV-exposure, the specifically thiolate forms of Cys and H2S, i.e.,
CysS− and HS−, release an electron, which can reduce Dha. The latter was experimentally tested
during the photo-irradiation of a disulfide-containing model peptide in the absence and presence of
methylene chloride (CH2Cl2), a prominent scavenger of hydrated electrons [99]. Hence, we propose
that vinyl ether reduction by a hydrated electron, followed by a HAT—likely from a photochemically
generated thiol [95,98]—is key to the generation of an ether cross-link. We observed an analogous
mechanism for the formation of a thioether cross-link from vinyl thioether, where CH2Cl2 inhibited
thioether formation during UV-exposure [95]. Interestingly, the UV exposure of hGH also led to both
vinyl thioether and thioether cross-links between the original Cys182 and Cys189 residues [84], i.e., Cys
residues which originally form the disulfide bond characterizing the small C-terminal loop of hGH.
 
Scheme 4. Formation of vinylether from Ser.
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Scheme 5. Formation of vinylether form Tyr.
5.3. Formation of Non-Native Disulfides
The UV exposure of hGH produced significant yields of non-native disulfide bonds, i.e.,
intramolecularly between Cys189 and Cys189, as well as either inter-or intramolecularly between Cys53
and Cys182, and Cys165 and Cys189 [84]. These disulfide bonds can form via homolytic substitution,
i.e., an SH2 mechanism that involves the reaction of a thiyl radical with a disulfide bond [100], or via
the recombination of two thiyl radicals. In addition, non-native disulfides may form via the reaction
of free thiols with disulfide bonds. Free thiols are generated together with thiyl radicals by the
one-electron reduction of disulfides. Usually, free thiols are derivatized by alkylation prior to mass
spectrometric analysis. However, free thiols can react with disulfide bonds during the time of UV
exposure or any other time required for sample preparation; for example, in the case of hGH, sample
preparation involved 30 min of reduction of the remaining disulfide bonds at pH 7.5 and 45 ◦C. The fact
that non-native disulfide bonds between Cys189 and Cys189 and between Cys53 and Cys182 were not
formed in non-photolyzed control solutions of hGH [84] is consistent with a free radical mechanism of
disulfide scrambling.
5.4. hGH Cleavage Products
The UV-exposure of hGH results in several backbone cleavage products originating from αC•
radicals generated at Cys residues or at amino acid residues in the vicinity of Cys residues, e.g., at Cys53,
Cys165 and Leu52 [84]. Mechanistically, these fragmentation products are generated through the
well-established diamide or α-amidation pathways. What is of interest here is that these fragmentation
products again give testimony to the ability of CysS• radicals to generate αC• radicals via intramolecular
HAT reactions.
6. Monoclonal Antibodies
While a comprehensive product analysis, such as performed for hGH [84], has not yet been
completed for monoclonal antibodies, certain products that are analogous to those generated from
insulin or hGH have been detected. For example, the UV exposure of an immunoglobulin 1 (IgG1)
resulted in the formation of dithiohemiacetal and thioether cross-links [101]. The light exposure of an
IgG1 in an Atlas Suntest CPS+ Xenon test instrument, utilized for photostability studies according to
the ICHQ1B guideline, resulted in disulfide scrambling [11]. The reactions leading to the formation
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of non-native disulfides in the IgG1 molecule are likely analogous to those described for hGH in
Section 5.3.
The potential of CysS• radicals to engage in intramolecular HAT reactions in monoclonal antibodies
was first demonstrated by a UV light-induced covalent H/D exchange analogous to the reactions
presented in Scheme 1 [102]. Subsequent studies on an IgG1 revealed that these HAT reactions have the
potential to epimerize amino acids in a protein, e.g., to convert L- into D-amino acids [103] (analogous
experiments with model peptides [104] and octreotide [105] had demonstrated the ability of CysS•
radicals to epimerize amino acids in peptides). Overall, the exposure of an IgG1 to UV light resulted
in the generation of D-Glu and D-Val (and some D-Ala), where the relative yields of D-amino acids
depended on the presence of various excipients in these formulations [103]. Experimentally, D-amino
acids were recovered from the protein by controlled acid hydrolysis, which converts D-Gln to D-Glu,
so that the yields of D-Glu were representative for the combined yields of D-Glu and D-Gln generated
by HAT. Through proteolytic digestion, peptide fractionation, and the controlled acid hydrolysis of
individual peptides, some locations of D-amino acids were identified such as the heavy chain (HC)
sequences HC51–59 and HC287–296. Specifically, the sequence HC51–59 is located in the hypervariable
region that is responsible for antigen binding, where conformational changes induced by amino acid
epimerization may have biological consequences. We note that the exposure of monoclonal antibodies
to light results in aggregation [106,107] and immunogenicity [108]. An important study was able to
correlate immunogenicity with the presence of chemical modifications on subvisible particles, while
particles not carrying chemical modifications were not found to be immunogenic [109].
7. Conclusions
The preceding sections provide examples for a variety of mechanisms by which thiyl radicals
engage in the chemical degradation of pharmaceutical proteins. Noteworthy are the cross-links
generated between thiol oxidation products and either Ser or Tyr. The exposure of the small (ca. 22 kDa)
protein human growth hormone yielded nearly 60 different products that originated from thiyl radical
generation, and a significantly higher number of products may be expected from the light-exposure of
a monoclonal antibody. Comprehensive product studies on monoclonal antibodies are ongoing in our
laboratory and will be reported in due time.
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Abstract: Heme-type catalase is a class of oxidoreductase enzymes responsible for the biological
defense against oxidative damage of cellular components caused by hydrogen peroxide, where
metal-oxo species are proposed as reactive intermediates. To get more insight into the mechanism
of this curious reaction a non-heme structural and functional model was carried out by the use
of a mononuclear complex [FeII(N4Py*)(CH3CN)](CF3SO3)2 (N4Py* = N,N-bis(2-pyridylmethyl)-
1,2-di(2-pyridyl)ethylamine) as a catalyst, where the possible reactive intermediates, high-valent
FeIV=O and FeIII–OOH are known and spectroscopically well characterized. The kinetics of the
dismutation of H2O2 into O2 and H2O was investigated in buffered water, where the reactivity of
the catalyst was markedly influenced by the pH, and it revealed Michaelis–Menten behavior with
KM = 1.39 M, kcat = 33 s−1 and k2(kcat/KM) = 23.9 M−1s−1 at pH 9.5. A mononuclear [(N4Py)FeIV=O]2+
as a possible intermediate was also prepared, and the pH dependence of its stability and reactivity in
aqueous solution against H2O2 was also investigated. Based on detailed kinetic, and mechanistic
studies (pH dependence, solvent isotope effect (SIE) of 6.2 and the saturation kinetics for the initial
rates versus the H2O2 concentration with KM = 18 mM) lead to the conclusion that the rate-determining
step in these reactions above involves hydrogen-atom transfer between the iron-bound substrate and
the Fe(IV)-oxo species.
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1. Introduction
Superoxide dismutases (SODs), catalase-peroxidases (KatGs) and catalases are specialized
oxidoreductase enzymes for the degradation of reactive oxygen species (ROS), e.g., hydrogen peroxide,
hydroxyl and superoxide radicals to avoid their accumulation and prevent the oxidative damage of
cellular components, that may lead to a number of diseases such as cancer, Alzheimer’s diseases and
aging [1–4]. For example, the hydroxyl and/or hydroperoxyl radicals may cause lipid peroxidation,
membrane damage, DNA oxidation and cell death [5,6]. As a fine coupling of SODs and catalases,
the former enzymes catalyze the dismutation of superoxide into dioxygen (1-electon oxidation) and
H2O2, whilst the latter enzymes eliminate the H2O2 via its decomposition by disproportionation into
O2 (2-electron oxidation) and H2O, resulting in the optimal intracellular concentration of a H2O2
molecule [7–9], which acts as a second messenger in signal-transduction pathways. Otherwise, it is
worth to note, that the therapeutic potential of H2O2 makes this molecule also a valuable target in
cancer killing via chemo- and radiotherapy, and in stroke therapy [10–12].
Two main classes of catalase enzymes are known, an iron and manganese-containing proteins.
Although both types of catalases exhibit high catalytic activities, there are significant differences,
including the active sites and the catalytic mechanisms [13]. Monofunctional catalases (EC 1.11.1.6)
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are heme-containing enzymes, that catalyze the dismutation of hydrogen peroxide (2H2O2 = 2H2O +
O2), where the catalytic mechanism is well-characterized with a high-valent oxoiron(IV) porphyrin
π-cation radical, compound I, [(P•+)FeIV=O]+ (P = porphyrinate dianion), being responsible for
hydrogen peroxide oxidation [14–16]. Manganese catalases such as Lactobacillus plantarum [17,18],
Thermus thermophilus [19,20], Thermoleophilium album [21] and Pyrobaculum calidifontis VA1 [22] are
found in several bacterial organisms, and possess a binuclear manganese center with a cycle between
Mn(II)-Mn(II) and Mn(III)-Mn(III) states during turnover.
Synthetic compounds as biomimics of catalase enzymes may have potential biomedical application
as therapeutic agents against oxidative stress. Besides the heme-type models, a great number of
manganese, copper, ruthenium and non-heme iron complexes have been designed and studied
as catalase models [23–35]. However, comparative studies between heme and non-heme models
are scarce. The non-heme models are mainly binuclear complexes [27–29], only a small number
of mononuclear iron compounds have been studied [12,36,37]. The direct dismutation of H2O2
with terminal and bridging oxo ligands has been described for only a few complexes of Fe, Cr,
Mn, V and Ru [38–42]. Mononuclear oxoiron(IV) complexes are of interest from a bioinorganic
viewpoint, since similar intermediates are frequently invoked as the active species in the active site of
numerous proteins and in biomimetic iron-containing catalytic systems. Most of these results were
obtained in organic solvent due to the lack of solubility or activity in aqueous solution. Due to the
increasing importance of catalase activity, we have focused on the development of such a non-heme
iron-containing system that shows catalase-like activity in aqueous solution. To get more insight into
the mechanism of H2O2 dismutation the mononuclear complex [FeII(N4Py*)(CH3CN)](CF3SO3)2 (1)
(N4Py* = N,N-bis(2-pyridylmethyl)-1,2-di(2-pyridyl)ethylamine) was chosen as a catalyst, where
the possible reactive intermediates high-valent FeIV=O (2) and FeIII-OOH (3) are known and
spectroscopically well characterized (Scheme 1) [43–46].
Scheme 1. Structures of (1), (2) and (3).
2. Results and Discussion
2.1. Catalase-Like Reactivity of [FeII(N4Py*)(CH3CN)](CF3SO3)2 in Aqueous Solution
The catalase-like activity of the complex [FeII(N4Py*)(CH3CN)](CF3SO3)2 to disproportionate
H2O2 into H2O and O2 was investigated in aqueous solution at 20 ◦C by gasvolumetric measurements
of evolved dioxygen. To gain further information on the mechanism of catalase activity of our iron
complex, we first examined pH-dependence of catalase activity. It was reported that the coordination
and dissociation of peroxides on metal-porphyrins are pH dependent reactions [47,48]. Moreover, they
reported that the coordination is accelerated at a higher pH region and that the subsequent O–O bond
cleavage leading to the formation of high-valent oxo-Fe(IV) or oxo-Fe(V) species is pH-independent
(only at higher pH region, where the protonation of the distal oxygen in the peroxo-complex can be
excluded) irreversible reaction. These results suggest that the coordination of peroxides is a crucial
step for the formation of high-valent Fe species, and the mechanism of catalase activity involves the
coordination of H2O2, which is considered to be pH-dependent as well. Therefore, we hypothesized
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that formation of reactive intermediate 2 is accelerated at pH 9.5 and catalase activity is increased
as compared at pH 8. As shown in Figure 1, O2 production of 1 in 50 mM borate buffer (pH 9.5)
was significantly higher than that in phosphate buffer (pH 8). Vin value under this condition was
determined to be Vin = 1.13 × 10−3 Ms−1, which is approximately seven times higher than that at pH 8,
and 8.5 times higher than that at pH 11. This indicates that the rate-determining step was faster at pH
9.5 than at pH 8, which may be explained by the higher concentration of the more nucleophilic HO2–.
The pH dependence of H2O2 dismutation was further studied between pH 7 and pH 11. It was
found that the initial rate of the disproportionation of H2O2 increases with increasing pH and goes
through a maximum. The pH profile of 1 exhibits a sharp optimum at pH ~9.5, whereas catalases
in general exhibit a broad pH optimum extending from pH 5.6 to 8.5 [48]. In control experiments,
in the absence of the complex, the pH of the solution did not change in the presence of H2O2, and
no significant O2 volume was evolved. We believe that the activity is influenced by the protonation
state of H2O2. Assuming that hydrogen peroxide is activated by a direct interaction with the FeIV=O
group of the complex, decomposition is expected to be favored by a high pH because of the larger
concentration of the hydroperoxide anion (HOO− is more nucleophilic than H2O2). On the other hand,
at higher pH values, the complex may be destroyed by the formation of the mineral forms of iron or
catalytically inactive, insoluble μ-oxo-diiron(III) species.
Detailed kinetic studies on the disproportionation of H2O2 were performed in aqueous solution
(pH 9.5; 0.025 M Na2B4O7.10H2O/0.1 M HCl; I = 0.15 M KNO3) at 20 ◦C by volumetric measurements
of evolved dioxygen. To determine the dependence of the rates on the substrate concentration,
solutions of the complex [FeII(N4Py*)(CH3CN)](CF3SO3)2 were treated with increasing amounts of
H2O2 (1:400–5300). Plots of the amount of dioxygen evolved versus time at [1]0 constant, are shown
in Figure 1a. The initial rates values were calculated from the maximum slope of the O2 versus
time curves. Under this experimental condition, saturation kinetics was found for the initial rates
(Vin = –d[H2O2]/dt) versus the H2O2 concentration (Figure 1b). An analysis of the data based on the
Michaelis–Menten model (Vin = kcat[cat][S]0/(KM + [S]0)), originally developed for enzyme kinetics,
was applied. A nonlinear least square fit was applied to calculate the Michaelis–Menten parameters,
where kcat is the turnover number, KM is the Michaelis constant, S is the substrate initial concentration
and [cat] is the catalyst concentration. The results were KM = 1.39 M, kcat = 33 s−1 and k2(kcat/KM) =
23.9 M−1s−1. The data presented illustrate that the catalyst had a relatively high turnover number (kcat)
but appeared to bind peroxide very badly. The KM value was greater than the values for the natural
enzymes from Thermus thermophilus (KM = 0.083 M) [19,20], Tricholoma album (KM = 0.015 M) [21] and
Lactobacillus plantarum (KM = 0.35 M) [17,18] indicating a lower affinity to the substrate. The kcat value
equaled 33 s−1, however, was 3–4 times magnitudes lower when compared to the natural enzymes
Thermus thermophilus (kcat = 2.6 × 105 s−1), Tricholoma album (kcat = 2.0 × 105 s−1), Lactobacillus plantarum
(kcat = 2.6 × 104 s−1) and the heme-containing catalases (kcat = 4 × 107 s−1). Despite this iron complex
presents lower values of catalytic efficiency than other models (Table 1) [49–52], it must be emphasized
that this value was obtained in water and in pH close to the natural, representing an advantage of the
title complex with respect to most of the published models, whose studies have been conducted in
organic solvent due to the lack of solubility or activity in aqueous solution.
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1 SynKatG 1 0.0042 H2O, pH 7 [48]
2 BpKatG 2 0.0059 H2O, pH 7 [48]
3 MtbKatG 3 0.0025 1.2 × 103 5 × 108 H2O, pH 7 [48]
4 BLC 4 0.093 4.0 × 107 H2O, pH 7 [53]
5 [FeII(N4Py*)(CH3CN)](ClO4)2 1.39 33.2 23.9 H2O, pH 9.5 this work.
6 [(N4Py*)FeIV=O](ClO4)2 0.018 0.014 0.754
CH3CN/H2O,
pH 8 this work
7 [Fe4(μ -O) μ-OH)(μ-OAc)4(L2)]3+, 5 1.010 1.41 × 10−4 1.40 × 10−4 H2O [42]
8 [Fe4(μ-O) μ-OH)(μ-OAc)4(L2)]3+, 5 2.882 3.50 × 10−3 1.21 × 10−3 H2O, pH 7.2 [42]
9 [Fe4(μ-O) μ-OH)(μ-OAc)4(L2)]3+, 5 0.749 5.37 × 10−2 7.17 × 10−2 CH3CN [42]
10 T. thermophilus 0.083 2.6 × 105 3.13 × 106 H2O [19,20]
11 T. album 0.015 2.6 × 104 1.73 × 106 H2O [21]
12 L. plantarum 0.35 2.0 × 105 0.57 × 106 H2O [17,18]
13 [Mn(indH)Cl2] 6 0.49 38.9 79.2 H2O, pH 9.5 [30]
14 [Mn(ind)2] 6 0.019 0.06 3.2 DMF [51]
15 [Mn(X-salpn)O]2 7 10–102 4.2–21.9 305–990 CH3CN [49,50]
1 Catalase-peroxidase from Synechocystis PCC6803. 2 Catalase-peroxidase from Burkholderia pseudomallei. 3 Catalase
peroxidase from Mycobacterium tuberculosis. 4 Bovine liver catalase. 5 HL = 1,3-bis[2-aminoethyl)amino]-2-propanol.
6 IndH = 1,3-bis(2′-pyridylimino)-isoindoline. 7 H2salpn = N,N’-bis(salicylidene)-1,3-diaminopropane.
Figure 1. Kinetics of hydrogen peroxide degradation catalyzed by 1 in water: (a) pH dependence of
hydrogen peroxide degradation determined by volumetrically measuring the evolved dioxygen in the
presence () and in the absence () of 1. The inset shows the time traces for the reaction of 0.275 mM 1
with 0.35 M H2O2 at pH 8, 9.5 and 11 at 20 ◦C. (b) Vin versus [H2O2]0 at [1] = 2.75 × 10−4 M, pH 9.5
(borate buffer) and 20 ◦C. The inset shows the time traces for the reaction of 0.275 mM 1 with H2O2
(0.11–1.29 M).
2.2. Catalase-Like Reactivity Mediated by [(N4Py*)FeIV=O](ClO4)2 in Aqueous Solution
Rohde and co-workers have shown that the independently prepared [(N4Py)FeIV=O]2+
reacts rapidly with near-stoichiometric H2O2 resulting in dioxygen and [FeII(N4Py)(CH3CN)]2+
in acetonitrile [54]. Later Browne and co-workers have found clear evidence for the reaction of
FeIII-OOH with H2O2 in methanol [55]. In their case the oxoiron(IV) intermediate can also be formed by
homolytic cleavage of the O–O bond of an FeIII–OOH, but the rate of its formation is much lower than
the FeIII–OOH-mediated H2O2 disproportionation observed with high excess H2O2 under catalytic
conditions. As a continuity of these studies, we attempted to directly investigate the reactivity of the
possible intermediates (FeIV=O, FeIII–OOH) during the catalase reaction in aqueous solution.
We have shown earlier that complex 1 forms very stable high valent oxoiron(IV) species (2) with
PhIO in CH3CN (t1/2 = 233 h at R.T., λmax = 705 nm, ε = 400 M−1cm−1) [43]. As a test of our oxoiron(IV)
species we firstly investigated its reaction with excess H2O2 (75 equiv.) in acetonitrile at 10 ◦C, which
resulted in the formation of a relatively stable transient purple species with a characteristic absorbance
maximum at λmax 535 nm (ε = 1100 M−1 cm−1; Figure 2a). It had a half-life of about 3 min even at
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25 ◦C, but its decay can be remarkably enhanced by the addition of H2O into the FeIII–OOH-containing
solution (CH3CN/H2O = 1:1) with a kobs value of about 12.3 × 10−3 s−1 at 10 ◦C, resulting in the
formation of 2 (Figure 2b). It is worth to note that at higher pH the decay was so fast, that we were not
able to follow it. These results might suggest that a high-valent oxoiron(IV) species was one of the
possible intermediates that may be responsible for the dismutation of H2O2 in aqueous solution.
Figure 2. Reaction of 2 with H2O2 in acetonitrile: (a) UV-Vis spectra of the reaction of 1.5 mM 2 in
CH3CN with 75 equiv of H2O2 at 10 ◦C (path length, 1 cm). Inset: Time course of the reaction monitored
at 705 nm (2) and 535 (3). (b) UV/Vis spectra of the decay of 3 generated based on (a). Inset: Time
course of the decay of 3 in CH3CN and CH3CN/H2O (v/v = 1:1) solution at 10 ◦C.
In the iron-catalyzed oxidation of H2O2 with terminal oxidants four processes can be proposed
as the rate-controlling step, namely the formation of FeIII–OOH or high-valent oxoiron(IV), or their
reaction with the substrate (H2O2). To avoid this difficulty, and to get more insight into the mechanism
of the H2O2 oxidation process we synthesized the oxoiron(IV) complex 2 by an in situ reaction of 1 with
PhIO in acetonitrile, and investigated its stability and reactivity with H2O2 in a buffered H2O–CH3CN
mixture (v/v = 1:1). In this way the role of the oxoiron(IV) species could be directly investigated. The
UV-vis spectra of 2 in buffered solutions were almost identical to that observed in the acetonitrile. The
observed blue shift on the λmax values (from 705 to 697 nm) might be explained by the interaction
(H-bridge) of the oxoiron(IV) with the H2O molecule(s).
The stability of 2 was found to depend significantly on the pH value of reaction solutions, in which
2 was stable at pH 7–8 (ksd = 0.43 × 10−3 s−1, 0.64 × 10−3 s−1 with t1/2 = 180 and 150 min at pH 7 and 8
at 10 ◦C, respectively), but decayed at a fast rate with increasing pH at pH 9–11 (ksd = 3.51 × 10−3 s−1,
and 7.27 × 10−3 s−1, 23 × 10−3 s−1, 39 × 10−3 s−1 and 46 × 10−3 s−1 with t1/2 = 4, 3, 2, 1.7 and 1 min at
pH 9, 9.5, 10, 10.5 and 11 at 10 ◦C, respectively; Figure 3). This is the second example that the stability
of oxoiron(IV) complex is controlled by the pH of reaction solutions [56].
The pH dependence of the reactivity of 2 against H2O2 was also examined in the range pH 7–11
in a buffered H2O–MeCN mixture (v/v = 1:1) at 10 ◦C (Figure 3). Upon addition of 10 equiv. H2O2
to the solution of 2, the characteristic absorption band of 2 (λmax = 697 nm) disappeared rapidly,
and no formation of FeIII–OOH was observed. Pseudo-first-order fitting of the kinetic data allowed
us to calculate kobs values to be 2.96 × 10−3 s−1, 6.29 × 10−3 s−1, 37.9 × 10−3 s−1, 41.6 × 10−3 s−1,
60.3 × 10−3 s−1, 75.3 × 10−3 s−1 and 84 × 10−3 s−1 at pH 7, 8, 9, 9.5, 10, 10.5 and 11 at 10 ◦C, respectively.
The reactivity of 2 was found to depend significantly on the pH value of reaction solutions.
The maximum rate of H2O2 dismutation, k’obs (k’obs = kobs − ksd from the −d[2]/dt = kobs[2] = (ksd +
k’obs)[2]) could be observed at pH 9, where the self decay process (ksd) could be neglected (Figure 4a).
The increase of the kobs at higher pH could be explained by the self decay of 2. Addition of 10 equiv.
H2O2 at pH 10 resulted in a decrease in absorbance at λmax = 697 nm concomitant with an increase at
490 nm within 40 s at 10 ◦C, and an isosbestic point obtained at approximately λmax = 620 nm. This
spectrum including a weak absorption band at 700 nm with a shoulder around 490 nm corresponded
to the spectrum of [(N4Py*)FeIII-O-FeIII(N4Py*)]4+ (Figure 4b).
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Figure 3. Time course of the decay of 2 monitored at 697 nm at different pH in the presence () and in
the absence () of H2O2 at 10 ◦C. Conditions: [2] = 1.5 mM; [H2O2]0 = 15 mM in MeCN/H2O (2 cm3,
v/v = 1:1, path = 1 cm). (a) pH 7: 0.1 M KH2PO4/0.1 M NaOH. (b) pH 8: 0.025 M Na2B4O7.10H2O/0.1
M HCl. (c) pH 9: 0.05 M NaHCO3/0.1 M KOH. (d) pH 9.5: 0.05 M NaHCO3/0.1 M KOH. (e) pH 10.5:
0.05 M NaHCO3/0.1 M KOH. (f) pH 11: 0.05 M NaHCO3/0.1 M KOH. I = 0.15 M KNO3.
Figure 4. (a) Reaction rates of the decay of 2 monitored at 697 nm at different pH values in the presence
() and in the absence () of H2O2 and their normalized values (♦) in buffered CH3CN/H2O (v/v = 1:1)
solution (pH 7–11) at 10 ◦C. (b) Reaction of 2 with H2O2 in buffered CH3CN/H2O: UV-Vis spectra of
the reaction of 1.5 mM 2 in buffered CH3CN/H2O (pH 10, v/v = 1:1) with 10 equiv of H2O2 at 10 ◦C
(path length, 1 cm). Inset: Time course of the reaction monitored at 697 (2) and 490 nm in buffered
CH3CN/H2O (v/v = 1:1) solution (pH 10) at 10 ◦C.
Detailed kinetic and mechanistic studies were carried out in buffered water/acetonitril mixture
(v/v = 1:1) in pH 8, close to the natural at 10 ◦C, where the self decay process can be excluded.
The reactivity of 2 was monitored by UV-vis spectroscopy and the rate of its rapid decomposition was
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measured at 697 nm (Figure 5a). Pseudo-first order fitting of the kinetic data allowed us to determine
kobs values. These results indicate a direct reaction between 2 and H2O2. In order to investigate the
possible involvement of a hydrogen atom in the rate-determining step we investigated the reactivity
of 2 with H2O2 in buffered MeCN/D2O/H2O (v/v = 1:0.75:0.25). Solutions of 2 in the presence of
D2O at pH 8 were somewhat less reactive against H2O2, yielding a solvent kinetic isotope effect
of 6.2. This value was significantly smaller than that was obtained for the H–D isotope effect for
[RuIVO(bpy)2(py)] at pH 2.3 (KIE = 22.1 ± 1.2), but almost identical with that was measured at pH
9.7 (KIE = 8 ± 2.9) at 25 ◦C [40]. The most straightforward interpretation of the proton dependence
was that the pathways involve the acid-base pre-equilibrium of H2O2 (H2O2 =HO2−+H+) and the
concomitant rate-controlling hydrogen-atom-transfer (HAT) between the FeIV=O species and the OH
(or OD) group of H2O2 (D2O2) [57] forming a peroxyl radical.
To determine the dependence of the rates on the substrate concentration, solutions of the complex
[(N4Py*)FeIV=O](CF3SO3)2 were treated with increasing amounts of H2O2 (1:5–50). Under this
experimental condition, saturation kinetics was found for the kobs versus the H2O2 concentration
(Figure 5b). At low H2O2 concentration, a k’ value of about 0.47 M−1s−1 was obtained at 10 ◦C
(k’ = kobs/[H2O2] assuming a first order dependence). The reactivity of 2 was lower than that
of [(N4Py)FeIV=O]2+ (N4Py =N,N’-bis(2-pyridylmethyl)-N-bis(2-pyridyl)methylamine) in CH3CN
(k’ value of 8 M−1s−1 at 25 ◦C), but significantly higher than that of [(tmc)(CH3CN)FeIV=O]2+
(tmc = 1,4,8,11-tetramethyl-1,4,8,11-tetraazacyclotetradecane; k2 value of 0.035 ± 0.002 M−1s−1 at 25 ◦C)
in CH3CN. Furthermore, a k’ value of 12.7 ± 1.3 M−1s−1 had been reported for the oxoruthenium(IV)
complex [RuIVO(bpy)2(py)] at 25 ◦C (H2O, pH 7.92) [40]. Based on literature data, it can be concluded
that [(N4Py*)FeIV=O]2+ is more reactive in O–H bond activation (H2O2) than in C–H bond activation
(hydrocarbons) [46].
Substrates saturation behaviors implied a rapid equilibrium between the unbound substrate and
the iron complex as a result of hydrogen bridge bond. Under conditions of high substrate concentration,
the primary species in solution was the FeIVO–H2O2 (FeIVO–HO2−) complex. The rate of the reaction
was dependent only on the decomposition of the FeIVO–H2O2 (FeIVO–HO2−) complex (r.d.s.) to the
product and free precursor complex (Scheme 2) [40,57]. A nonlinear least square fit was applied to
calculate the Michaelis–Menten parameters. The results were KM = 0.018 M, kcat = 0.014 s−1 and
k2(kcat/KM) = 0.754 M−1s−1. An apparent KM value for bovine liver catalase (BLC) was determined to
be 0.093 M. By contrast, the KM values of KatGs (catalase-peroxidase) were much lower (0.0042 M for
SynKatG, 0.0025 M for MtbKatG and 0.0059 M for BpKatG, all at pH 7) [48], but was almost identical
with the value for the natural enzyme from Tricholoma album (KM = 0.015 M) indicating a high affinity
to the substrate, appearing to bind to peroxide very strongly [21].
Figure 5. Kinetic studies on the reaction of 2 with H2O2 in buffered MeCN/H2O solution at pH 8
and 10 ◦C. (a) UV-vis spectral change of 1.5 mM 2 upon addition of 10 equiv of H2O2. Inset shows
time course of the decay of in the absence () and in the presence of H2O2 in MeCN/D2O () and
MeCN/H2O () solution, respectively. (b) Plot of kobs versus [H2O2]0 at [2] = 1.5 mM, pH 8 and 10 ◦C.
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Scheme 2. Proposed mechanism for the oxoiron(IV)-mediated H2O2 oxidation.
3. Materials and Methods
The N4Py* ligand, and its [FeII(N4Py*)(CH3CN)](CF3SO3)2 (1) complex were prepared according
to published procedures [31]. UV/Vis spectra were recorded with an Agilent 8453 diode-array
spectrophotometer (Agilent Technologies, Hewlett-Packard-Strasse 8, Waldbronn, Germany) with
quartz cells.
Catalytic reactions were carried out at 20 ◦C in a 30 cm3 reactor containing a stirring bar under air.
In a typical experiment the appropriate aqueous solution (19 cm3 0.1 M KH2PO4/0.1 M NaOH pH 7, 8;
0.025 M Na2B4O7.10H2O/0.1 M HCl pH 9, 9.5, 10; or 0.05 M NaHCO3/0.1 M KOH pH 10.5, 11 buffer
and I = 0.15 M KNO3) was added to the complex dissolved in 1 cm3 DMF, and the flask was closed
with a rubber septum. H2O2 was injected by syringe through the septum. The reactor was connected
to a graduated burette filled with oil, and the evolved dioxygen was measured volumetrically at time
intervals of 15 s. Initial rates were expressed as Ms−1 by taking the volume of the solution into account,
and calculated from the maximum slope of the evolved dioxygen versus time.
Stoichiometric reactions were carried out under thermostated conditions at 10 ◦C in 1 cm quartz
cuvettes. In a typical experiment [FeII(N4Py*)(CH3CN)](CF3SO3)2 (1) (3 × 10−3 M) was dissolved in
acetonitrile (1.0 cm3), then iodosobenzene (4.5 × 10−3 M) was added to the solution. The mixture
was stirred for 50 min then excess iodosobenzene was removed by filtration. The acetonitril solution
was than diluted with the appropriate buffered aqueous solution (1.0 cm3), and the decay of 2 was
followed by monitoring the decrease in absorbance at 697 nm (ε = 400 M−1 cm−1) in the absence or in
the presence of H2O2 under a pseudo-first order condition of excess H2O2.
4. Conclusions
It was found earlier that non-heme oxoiron(IV) complexes were able to carry out electrophilic
transformations including O–H activation of H2O2 via homolytic O–H bond cleavage in acetonitrile as
a functional catalase model. As a continuity of this study, efforts were made to work out a functional
model in aqueous solution, close to the natural, where the postulated oxoiron(IV) intermediate behaved
as an electrophilic oxidant. In summary, we reported one of the first examples of catalytic and
stoichiometric H2O2 dismutation into O2 and H2O in aqueous solution mediated by electrophilic
oxoiron(IV) intermediate, where the reactivity of 2 was markedly influenced by the pH. Based
on detailed mechanistic studies on H2O2 oxidation that were investigated with in situ generated
oxoiron(IV) species, plausible mechanisms were proposed, in which the H2O2 oxidation occurred
by the HAT mechanism. To put together the stoichiometric and catalytic results it could be said
that the highest catalytic activity of the H2O2 dismutation could be observed at pH 9.5, where the
concentration of the more nucleophilic hydroperoxide anion (HOO−) was high, and the self-decay
of the oxoiron(IV) intermediate could be neglected. These results were in good agreement with
the electrophilic reactivity of oxoiron(IV) intermediates proposed for heme-type monoiron catalases,
and might help us to understand the mechanism of the detoxification of H2O2 in biological systems.
150
Molecules 2019, 24, 3236
Author Contributions: Individual contribution of authors were as follows: B.K., Organic synthesis; B.S., Reaction
kinetics; G.S., Senior supervisor and advisor; and J.K., Project leader, writer of the manuscript.
Funding: This research received no external funding.
Acknowledgments: Financial support of the Hungarian National Research Fund (OTKA K108489), and
GINOP-2.3.2-15-2016-00049 are gratefully acknowledged.
Conflicts of Interest: The authors declare no conflict of interest.
References
1. Zamocky, M.; Furtmuller, P.G.; Obinger, C. Evolution of catalases from bacteria to humans.
Antioxid. Redox Signal. 2008, 10, 1527–1548. [CrossRef]
2. Kunsch, C.; Medford, R.M. Oxidative Stress as a Regulator of Gene Expression in the Vasculature. Circ. Res.
1999, 85, 753–766. [CrossRef]
3. Balaban, R.S.; Nemoto, S.; Finkel, T. Mitochondria, Oxidants, and Aging. Cell 2005, 120, 483–495. [CrossRef]
4. Giordano, F.J. Oxygen, oxidative stress, hypoxia, and heart failure. J. Clin. Invest. 2005, 115, 500–508.
[CrossRef]
5. Halliwell, B. Free radicals, antioxidants, and human disease: Curiosity, cause, or consequence? Lancet 1994,
344, 721–724. [CrossRef]
6. Choua, S.; Pacheco, P.; Coquelet, C.; Bienvenüe, E. Catalase-like activity of a water-soluble complex of Ru(II).
J. Inorg. Biochem. 1997, 65, 79–85. [CrossRef]
7. Hempel, N.; Carrico, P.M.; Melendez, J.A. Manganese superoxide dismutase (Sod2) and redoxcontrol of
signaling events that drive metastasis. Anticancer Agents Med. Chem. 2011, 11, 191–201. [CrossRef]
8. Sampson, N.; Koziel, R.; Zenzmaier, C.; Bubendorf, L.; Plas, E.; Jansen-Durr, P.; Berger, P. ROS Signaling by
NOX4 Drives Fibroblast-to-Myofibroblast Differentation in the Diseased Prostatic Stroma. Mol. Endocrinol.
2011, 25, 503–515. [CrossRef]
9. Gao, M.C.; Jia, X.D.; Wu, Q.F.; Cheng, Y.; Chen, F.R.; Zhang, J. Silencing Prx1 and/or Prx5 sensitizes human
esophageal cancer cells to ionizing radiation and increases apoptosis via intracellular ROS accumulation.
Acta Pharmacol. Sin. 2011, 32, 528–536. [CrossRef]
10. Zhang, B.; Wang, Y.; Su, Y. Peroxiredoxins, a novel target in cancer radiotherapy. Cancer Lett. 2009, 286,
154–160. [CrossRef]
11. Holley, A.K.; Miao, L.; St Clair, D.K.; St Clair, W.H. Redox-Modulated Phenomena and Radiation Therapy:
The Central Role of Superoxide Dismutases. Antioxid. Redox Signal. 2014, 20, 1567–1589. [CrossRef]
12. Armogida, M.; Nistico, R.; Mercuri, N.B. Therapeutic potential of targeting hydrogen peroxide metabolism
in the treatment of brain ischaemia. Br. J. Pharmacol. 2012, 166, 1211–1224. [CrossRef]
13. Beyer, W.F.; Fridovich, I. Catalases-with and without heme. Basic Life Sci. 1988, 49, 651–661.
14. Nicholls, P.; Fita, I.; Loewen, P.C. Enzymology and structure of catalases. Adv. Inorg. Chem. 2001, 51, 51–106.
15. Ko, T.P.; Day, J.; Malkin, A.J.; McPherson, A. Structure of orthorhombic crystals of beef liver catalase.
Acta Crystallogr. 1999, 55, 1383–1394. [CrossRef]
16. Ivancich, A.; Jouve, H.M.; Sartor, B.; Gaillard, J. EPR investigation of compound I in Proteus mirabilis and
bovin liver catalases: Formation of porphyrin and tyrosyl radical intermediates. Biochemistry 1997, 36,
9356–9364. [CrossRef]
17. Kono, Y.; Fridovich, I. Isolation and characterization of the pseudocatalase of Lactobacillus plantarum.
J. Biol. Chem. 1983, 258, 6015–6019.
18. Barynin, V.V.; Whittaker, M.M.; Antonyuk, S.V.; Lamzin, V.S.; Harrison, P.M.; Artymiuk, P.J.; Whittaker, J.W.
Crystal Structure of Manganese Catalase from Lactobacillus plantarum. Structure 2001, 9, 725–738. [CrossRef]
19. Antonyuk, S.V.; Melik-Adman, V.R.; Popov, A.N.; Lamzin, V.S.; Hempstead, P.D.; Harrison, P.M.;
Artymyuk, P.J.; Barynin, V.V. Three-dimensional structure of the enzyme dimanganese catalase from
Thermus thermophilus at 1 Å resolution. Crystallogr. Rep. 2000, 45, 105–113. [CrossRef]
20. Barynin, V.V.; Grebenko, A.I. T-catalase is nonheme catalase of the extremely thermophilic bacterium Thermus
thermophilus HB8. Dokl. Akad. Nauk. USSR 1986, 286, 461–464.
21. Allgood, G.S.; Perry, J.J. Characterization of a manganese-containing catalase from the obligate thermophile
Thermoleophilum album. J. Bacteriol. 1986, 168, 563–567. [CrossRef]
151
Molecules 2019, 24, 3236
22. Amo, T.; Atomi, H.; Imanaka, T. Unique Presence of a Manganase Catalase in a Hyperthermophilic Archaeon,
Pyrobaculum calidifontis VA1. J. Bacteriol. 2002, 184, 3305–3312. [CrossRef]
23. Gao, J.; Martell, A.E.; Reibenspies, J.H. Novel dicopper(II) catalase-like model complexes: Synthesis, crystal
structure, properties and kinetic studies. Inorg. Chim. Acta 2003, 346, 32–42. [CrossRef]
24. Boelrijk, A.E.M.; Dismukes, G.C. Mechanism of Hydrogen Peroxide Dismutation by a Dimanganese Catalase
Mimic: Dominant Role of an Intramolecular Base on Substrate Binding Affinity and Rate Acceleration.
Inorg. Chem. 2000, 39, 3020. [CrossRef]
25. Paschke, J.; Kirsch, M.; Korth, H.G.; Groot, H.; Sustmann, R. Catalase-Like Activity of a Non-Heme
Dibenzotetraaza[14]annulene–Fe(III) Complex under Physiological Conditions. J. Am. Chem. Soc. 2001, 123,
11099–11100. [CrossRef]
26. Okuno, T.; Ito, S.; Ohba, S.; Nishida, Y. μ-Oxo bridged diiron(III) complexes and hydrogen peroxide:
Oxygenation and catalase-like activities. J. Chem. Soc. Dalton. Trans. 1997, 24, 3547–3551. [CrossRef]
27. Mauerer, B.; Crane, J.; Schuler, J.; Wieghardt, K.; Nuber, B. A Hemerythrin Model Complex with Catalase
Activity. Angew. Chem. Int. Ed. Engl. 1993, 32, 289–291. [CrossRef]
28. Ménage, S.; Vincent, J.M.; Lambeaux, C.; Fontecave, M. μ-Oxo-bridged diiron(III) complexes and H2O2:
Monooxygenase and catalase-like activities. J. Chem. Soc. Dalton Trans. 1994, 21, 2081–2084. [CrossRef]
29. Sigel, H.; Wiss, K.; Fischer, B.E.; Prijs, B. Metal ions and hydrogen peroxide. Catalase-like activity of
copper(2+) ion in aqueous solution and its promotion by the coordination of 2,2′-bipyridyl. Inorg. Chem.
1979, 18, 1354–1358. [CrossRef]
30. Kaizer, J.; Csonka, R.; Speier, G.; Giorgi, M.; Réglier, M. Synthesis, structure and catalase-like activity of new
dicopper(II) complexes with phenylglyoxylate and benzoate ligands. J. Mol. Catal. A Chem. 2005, 236, 12–17.
[CrossRef]
31. Kaizer, J.; Csay, T.; Speier, G.; Réglier, M.; Giorgi, M. Synthesis, structure and catalase-like activity of
Cu(N-baa)(2)(phen) (phen=1, 10-phenanthroline, N-baaH=N-benzoylanthranilic acid). Inorg. Chem. Commun.
2006, 9, 1037–1039. [CrossRef]
32. Pap, J.S.; Horvath, B.; Speier, G.; Kaizer, J. Synthesis and catalase-like activity of dimanganese complexes
with phthalazine-based ligands. Transit. Met. Chem. 2011, 36, 603–609. [CrossRef]
33. Pap, J.S.; Kripli, B.; Bors, I.; Bogáth, D.; Giorgi, M.; Kaizer, J.; Speier, G. Transition metal complexes bearing
flexible N-3 or N3O donor ligands: Reactivity toward superoxide radical anion and hydrogen peroxide.
J. Inorg. Biochem. 2012, 117, 60–70. [CrossRef]
34. Kaizer, J.; Csay, T.; Kovari, P.; Speier, G.; Parkanyi, L. Catalase mimics of a manganese(II) complex: The effect
of axial ligands and pH. J. Mol. Catal. A Chem. 2008, 280, 203–209. [CrossRef]
35. Kaizer, J.; Kripli, B.; Speier, G.; Parkanyi, L. Synthesis, structure, and catalase-like activity of a novel
manganese(II) complex: Dichloro[1,3-bis(2 ‘-benzimidazolylimino) isoindoline] manganese(II). Polyhedron
2009, 28, 933–936. [CrossRef]
36. Horn, A., Jr.; Parrilha, G.I.; Melo, K.V.; Fernandes, C.; Horner, M.; Visentin, I.C.; Santos, J.A.S.; Santos, M.S.;
Eleutherio, E.C.A.; Pereira, M.D. An iron-based cytosolic catalase and superoxide dismutase mimic complex.
Inorg. Chem. 2010, 49, 1274–1276. [CrossRef]
37. Carvalho, N.M.F.; Horn, A., Jr.; Faria, R.B.; Bortoluzzi, A.J.; Drago, V.; Antunes, O.A.C. Synthesis,
characterization, X-ray molecular structure and catalase-like activity of a non-heme iron complex:
Dichloro[N-propanoate-N,N-bis-(2-pyridylmethyl)amine] iron(III). Inorg. Chim. Acta 2006, 359, 4250–4258.
[CrossRef]
38. Dickman, M.H.; Pope, M.T. Peroxo and Superoxo Complexes of Chromium, Molybdenum, and Tungsten.
Chem. Rev. 1994, 94, 569–584. [CrossRef]
39. Wu, A.J.; Penner-Hahn, J.E.; Pecoraro, V.L. Structural, Spectroscopic, and Reactivity Models for the Manganese
Catalases. Chem. Rev. 2004, 104, 903–938. [CrossRef]
40. Gilbert, J.; Roecker, L.; Meyer, T.J. Hydrogen Atom Transfer in the Oxidation of Hydrogen Peroxide by [(bpy)
2(py)Ru IV=O] 2+ and by [(bpy) 2(py)Ru III-OH] 2+. Inorg. Chem. 1987, 26, 1126. [CrossRef]
41. Crans, D.C.; Smee, J.J.; Gaidamauskas, E.; Yang, L. The Chemistry and Biochemistry of Vanadium and the
Biological Activities Exerted by Vanadium Compounds. Chem. Rev. 2004, 104, 849–902. [CrossRef]
152
Molecules 2019, 24, 3236
42. Pires, B.M.; Silva, D.M.; Visentin, L.C.; Drago, V.; Carvalho, N.M.F.; Faria, R.B.; Antunes, O.A.C.
Synthesis, characterization and catalase-like activity of the tetranuclear iron(III) complex involving
a (μ-oxo)(μ-hydroxo)bis(μ-alkoxo)tetra(μ-carboxylato)tetrairon core. Inorg. Chim. Acta 2013, 407, 69–81.
[CrossRef]
43. Lakk-Bogáth, D.; Csonka, R.; Speier, G.; Reglier, M.; Simaan, A.J.; Naubron, J.V.; Giorgi, M.; Lazar, K.; Kaizer, J.
Formation, Characterization, and Reactivity of Nonheme Iron(IV)-Oxo Complex Derived from the Chiral
Pentadentate Ligand asN4Py. Inorg. Chem. 2016, 55, 10090. [CrossRef]
44. Turcas, R.; Lakk-Bogáth, D.; Speier, G.; Kaizer, J. Steric Control and Mechanism of Benzaldehyde Oxidation
by Polypyridyl Oxoiron(IV) Complexes: Aromatic versus Benzylic Hydroxylation of Aromatic Aldehydes.
Dalton. Trans. 2018, 47, 3248. [CrossRef]
45. Lakk-Bogáth, D.; Kripli, B.; Meena, B.I.; Speier, G.; Kaizer, J. Catalytic and stoichiometric oxidation of
N,N-dimethylanilines mediated by nonheme oxoiron(IV) complex with tetrapyridyl ligand. Polyhedron 2019,
169, 169–175. [CrossRef]
46. Lakk-Bogáth, D.; Kripli, B.; Meena, B.I.; Speier, G.; Kaizer, J. Catalytic and stoichiometric C-H oxidation
of benzylalcohols and hydrocarbons mediated by nonheme oxoiron(IV) complex with chiral tetrapyridyl
ligand. Inorg. Chem. Commun. 2019, 104, 165–170. [CrossRef]
47. Kubota, R.; Imamura, S.; Shimizu, T.; Asayama, S.; Kawakami, H. Synthesis of Water-Soluble Dinuclear
Mn-Porphyrin with Multiple Antioxidative Activities. ACS Med. Chem. Lett. 2014, 5, 639–643. [CrossRef]
48. Jakopitsch, C.; Vlasits, J.; Wiseman, B.; Loewen, P.C.; Obinger, C. Redox Intermediates in the Catalase Cycle of
Catalase-Peroxidases from Synechocystis PCC 6803, Burkholderia pseudomallei, and Mycobacterium tuberculosis.
Biochemistry 2007, 46, 1183–1193. [CrossRef]
49. Gelasco, A.; Bensiek, S.; Pecoraro, V.L. The [Mn2(2-OHsalpn)2]2-,1-,0 System: An Efficient Functional Model
for the Reactivity and Inactivation of the Manganese Catalases. Inorg. Chem. 1998, 37, 3301–3309. [CrossRef]
50. Larson, E.J.; Pecoraro, V.L. [Mn(III)(2-OHsalpn)]2 is an efficient functional model for the manganese catalases.
J. Am. Chem. Soc. 1993, 115, 7928–7929.
51. Kaizer, J.; Baráth, G.; Speier, G.; Réglier, M.; Giorgi, M. Synthesis, structure and catalase mimics of novel
homoleptic manganese(II) complexes of 1,3-bis(2’-pyridylimino) isoindoline, Mn(4R-ind)2 (R= H., Me).
Inorg. Chem. Commun. 2007, 10, 292–294. [CrossRef]
52. Signorella, S.; Palopoli, C.; Ledesma, G. Rationally designed mimics of antioxidant manganoenzymes: Role of
structural features in the quest for catalysts with catalaseand superoxide dismutase activity. Coord. Chem. Rev.
2018, 365, 75–102. [CrossRef]
53. Chance, B.; Greenstein, D.S.; Roughton, F.J. The mechanism of catalase action. I. Steady-state analysis.
Arch. Biochem. Biophys. 1952, 37, 301–321. [CrossRef]
54. Braymer, J.J.; O’Neill, K.P.; Rohde, J.U.; Lim, M.H. The Reaction of a High-Valent Nonheme Oxoiron(IV)
Intermediate with Hydrogen Peroxide. Angew. Chem. Int. Ed. 2012, 51, 1–6. [CrossRef]
55. Chen, J.; Draksharapu, A.; Angelone, D.; Unjaroen, D.; Padamati, S.K.; Hage, R.; Swart, M.; Duboc, C.;
Browne, W.R. H2O2 Oxidation by FeIII-OOH Intermediates and Its Effect on Catalytic Efficiency. ACS Catal.
2018, 8, 9665–9674. [CrossRef]
56. Sastri, C.V.; Seo, M.S.; Park, M.J.; Kim, K.M.; Nam, W. Formation, stability, and reactivity of a mononuclear
nonheme oxoiron(IV) complex in aqueous solution. Chem. Commun. 2005, 1405–1407. [CrossRef]
57. Gilbert, J.A.; Gersten, S.W.; Meyer, T.J. H-D Kinetic Isotope Effects of 16 and 22 in the Oxidation of H2O2.
J. Am. Chem. Soc. 1982, 104, 6872–6873. [CrossRef]
© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution





The Role of Phosphatidylethanolamine Adducts in
Modification of the Activity of Membrane Proteins
under Oxidative Stress
Elena E. Pohl * and Olga Jovanovic *
Institute of Physiology, Pathophysiology and Biophysics, Department of Biomedical Sciences, University of
Veterinary Medicine, Vienna A-1210, Austria
* Correspondence: elena.pohl@vetmeduni.ac.at (E.E.P.); olga.jovanovic@vetmeduni.ac.at (O.J.)
Received: 9 November 2019; Accepted: 10 December 2019; Published: 12 December 2019
Abstract: Reactive oxygen species (ROS) and their derivatives, reactive aldehydes (RAs), have
been implicated in the pathogenesis of many diseases, including metabolic, cardiovascular, and
inflammatory disease. Understanding how RAs can modify the function of membrane proteins is
critical for the design of therapeutic approaches in the above-mentioned pathologies. Over the last
few decades, direct interactions of RA with proteins have been extensively studied. Yet, few studies
have been performed on the modifications of membrane lipids arising from the interaction of RAs
with the lipid amino group that leads to the formation of adducts. It is even less well understood
how various multiple adducts affect the properties of the lipid membrane and those of embedded
membrane proteins. In this short review, we discuss a crucial role of phosphatidylethanolamine (PE)
and PE-derived adducts as mediators of RA effects on membrane proteins. We propose potential
PE-mediated mechanisms that explain the modulation of membrane properties and the functions
of membrane transporters, channels, receptors, and enzymes. We aim to highlight this new area
of research and to encourage a more nuanced investigation of the complex nature of the new
lipid-mediated mechanism in the modification of membrane protein function under oxidative stress.
Keywords: reactive aldehydes; hydroxynonenal; oxononenal; free fatty acids; mitochondrial uncoupling
protein; lipid bilayer membranes
1. Reactive Oxygen Species and Their Derivatives, Reactive Aldehydes
With regard to reactive oxygen species (ROS), these include unstable short-lived molecules that
contain oxygen (O2., H2O2, and OH−) and are highly reactive in cells. The term “ROS” is often
substituted by the phrase “free radicals”; however, strictly speaking, only O2. and OH-are considered
free radicals. Besides oxygen, reactive species (RS) may contain nitrogen, carbon, sulfur, and halogens.
Over 90% of ROS in eukaryotic cells are produced by mitochondria [1]. Mitochondria produce
a substantial amount of superoxide anion at Complex I and via autoxidation of a ubisemiquinone
anion radical at Complex III, where O2. is released on both sides of the membrane (for recent reviews
see [2–5]). Superoxide anion may give rise to a variety of reactive carbonyl species (RCS, reactive
aldehydes (RAs)), which are three to nine carbons in length (Figure 1). Of these, α,β-unsaturated
aldehydes (4-hydroxy-trans-2-nonenal (HNE) and acrolein), di-aldehydes (malondialdehyde (MDA)
and glyoxal), and keto-aldehydes (4-oxo-trans-2-nonenal (ONE) and isoketals (IsoK)) are the most
toxic RAs (Figure 2).
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Figure 1. Elevated levels of ROS induce PUFA peroxidation in the cell membrane and the
formation of different α, β-unsaturated RAs which can react with proteins, lipids, and DNA.
Abbreviations: AA, arachidonic acid; DHA, docosahexaenoic acid; EPA, eicosapentaenoic acid;
HDDE, 4-hydroxydodeca-(2E,6Z)-dienal; PLA2, phospholipase A2; PUFA, polyunsaturated fatty acid.
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Figure 2. Main types of α,β-unsaturated aldehydes and relations between their lipophilicity, reactivity,
and toxicity. Abbreviations as used in Figure 1.
RAs can be more destructive than ROS because (1) they have a much longer half-life (i.e., minutes to
hours instead of microseconds to nanoseconds for most free radicals), and (2) the non-charged structure
of aldehydes allows them to migrate long distances from the production site through hydrophobic
membranes [6–8]. Reactivity between aldehydes differs both qualitatively and quantitatively. The most
extensively studied aldehyde, HNE is generated by the oxidation of lipids containing polyunsaturated
omega-6 acyl groups, such as arachidonic or linoleic groups, and of the corresponding fatty acids (FAs).
This aldehyde elicits deleterious effects primarily by oxidizing intracellular components, including
DNA, lipids, and proteins [9]. Another aldehyde, 4-oxo-2-hexenal (OHE), is generated by the oxidation
of ω-3 polyunsaturated FAs, which are commonly found in dietary fish oil and soybean oil [10]. OHE is
thought to possess DNA-damaging potential similar to that of HNE. In contrast, ONE was shown to
be a more reactive protein modifier and cross-linking agent than HNE [11]. It has been proposed that
the greater neurotoxicity of ONE may indicate different reactivity characteristics than those of HNE.
In comparison, MDA possesses a stronger mutagenic and carcinogenic potential in mammalian cells
than HNE [12].
The estimation of exact RA concentrations in cells is difficult since concentrations of several μM,
the maximum reported for the cell cytoplasm, are averaged values. However, it is plausible that RA
concentration levels may be much higher locally for a short period of time [13]. Whereas cellular
concentrations of HNE under physiological conditions can reach 0.3 mM, HNE accumulates
at concentrations up to 5 mM in cellular membranes under conditions of oxidative stress [14].
Also, Esterbauer et al. suggested that HNE and other aldehydes are unlikely to reach physiological
concentrations of approximately 100 μM [7]. However, much higher levels may be transiently achieved
in the vicinity of peroxidizing membranes because of the high lipophilicity of RA. As an example,
within the lipid bilayer of isolated peroxidizing microsomes, the concentration HNE is approximately
4.5 mM [13,15]. The concentration of an RA in the membrane is strongly dependent on its lipophilicity
and, for example, is higher for ONE and HNE than for 4-hydroxy-2-hexenal (HHE) [16].
2. ROS Detoxification Systems
The cell’s own systems of defense from oxidative stress include different ROS detoxification systems,
such as superoxide dismutase, catalase, and glutathione peroxidase (for detailed reviews see [12,17]).
Several lipophilic or water-soluble, membrane-permeable molecules (tocopherol, carotenoids,
anthocyanins, polyphenols, and uric and ascorbic acid [18]) can work as endogenous or nutritional
antioxidants (for review see [19]).
The production of ROS in mitochondria is also sensitive to the proton motive force and may
be decreased by artificial uncouplers (e.g., dinitrophenol, carbonylcyanid-m-chlorphenylhydrazon
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(CCCP), carbonilcyanide p-triflouromethoxyphenylhydrazone (FCCP)) or proteins transporting protons
from the intermembrane space to the matrix, a process termed “mild uncoupling” (Skulachev, 1998).
Several members of a mitochondrial membrane protein superfamily, known as the solute carrier
family (SLC25), such as adenine nucleotide transporter (ANT) [20,21], dicarboxylate carrier [22],
phosphate, aspartate glutamate carrier [23], and members of the uncoupling protein subfamily
(UCP1–4) were proposed to be involved in proton transport.
It is well accepted that the best investigated member of the UCP family—UCP1—uncouples
substrate oxidation from mitochondrial ATP synthesis by transporting protons from the intermembrane
space to the matrix [24–29]. The protonophoric ability of other uncoupling proteins is a longstanding
issue in controversial debates [30]. The proton-transporting capacity of UCP2 and UCP3 was shown to
be comparable with the capacity of UCP1 in lipid bilayer membranes reconstituted with recombinant
proteins (2–14/s, for a review see [31]). Several studies in multiscale and biomimetic systems indicate
that the function of UCP2/UCP3 is associated with the transport of different metabolic substrates [32–34],
possibly alongside proton transport [26,35–37]. A recent comparison of wild type and UCP2-/- or
UCP3-/- knockout mice [21] implied that both proteins are not involved in H+ transport. Unfortunately,
the tissue(s) chosen in this study were previously shown to have no presence or very low abundance
of UCP2/UCP3 under physiological conditions [38,39].
Nègre-Salvayre et al. was the first to suggest UCP2 involvement in ROS regulation, combining
the largely accepted view that a high mitochondrial membrane potential leads to increased production
of ROS (particularly superoxide anion) with the idea that UCP2 diminishes the membrane potential by
transporting proteins from intermembrane space to the mitochondrial matrix [40]. This suggestion was
extended by Brand and colleagues who proposed that UCP activity was regulated by superoxide [41]
or RAs (HNE) [42]. A coherent theory for a feedback mechanism was formulated whereby increased
ROS production would activate uncoupling to decrease ROS formation; oxidative damage would
thereby be reduced (for review see [43]). In contrast, Cannon’s group, using brown-fat mitochondria
from UCP1-/- and superoxide dismutase (SOD-/-) knock-out mice, showed that HNE could neither
(re)activate purine nucleotide-inhibited UCP1, nor induce the additional activation of innately active
UCP1 [44]. No support for the tenet that superoxide directly or indirectly regulates UCP1–UCP3
activity could be found [45,46]. In subsequent studies, a high membrane potential was suggested as a
requirement for the activation of UCP-mediated uncoupling by HNE [47]. Experiments performed
in a well-defined system of bilayer membranes reconstituted with recombinant UCPs [48] revealed
that HNE did not directly activate either UCP1 or UCP2. However, HNE strongly potentiated the
membrane proton conductance increase mediated by different long-chain FAs in UCP-containing
and UCP-free membranes. These results contributed to an understanding of the controversial results
observed by different groups in multiscale systems and allowed to investigate the molecular mechanism
of HNE–UCP interactions (see Section 4.4).
3. Mechanisms of RA Action
A consensus exists that RAs play a dual role in cellular processes: They are known to modify
proteins [49–51], DNA [52,53], and lipids [16,54], but are also involved in important signaling
pathways [50]. However, the molecular mechanisms of their action are still far from being well
understood. It is becoming increasingly clear that in both cases, RAs form adducts with the nucleophilic
groups of proteins, DNA and lipids [55]. Meanwhile, it is evident that RAs not only target a large
variety of molecules, but also that the mechanisms of such interactions differ. The latter are still
poorly understood and seem to depend on the chemical structure of RAs, interaction molecules, lipid
environment, and the distance between the RA source and the target molecule [56].
An increasing number of studies have shown that RAs bind to proteins and impair their function
by modification of amino acid residues and protein crosslinking to an extent that depends on their
reactivity (for review see [14,57]). Both ONE and HNE covalently bind to cysteine, histidine, and lysine,
while ONE also binds to arginines. The reactivity of HNE (kHNE) toward amino acids was reported to be:
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cysteine (1.21 M−1 s−1)>> histidine (2.14× 10−3 M−1 s−1)> lysine (1.33 × 10−3 M−1 s−1) [58]. This means
that the reactivity of thiol group-containing cysteines is higher than that of amino group-containing
lysines and histidines. It further implies that HNE and ONE would primarily attack the thiol groups of
proteins disabling disulfide bridges formation and affecting thereby protein function(s) [59]. ONE was
reported to be more reactive than HNE, given kONE/kHNE: cysteine 153 >> histidine 10.3 > lysine 5.61.
In contrast, extremely reactive IsoK rapidly reacts with positively charged lysine residues rather than
with thiols [60]. The modification and crosslinking of amino acid residues, proteins, and peptides
are perceived as major toxic effects of RA. The selective and reversible oxidation of key residues in
proteins that presumably leads to conformational changes and the alteration of protein activity and
function [61,62] is a physiological mechanism well-studied in cytosolic (hydrophilic) proteins.
An important role for the membrane lipid, phosphatidylethanolamine (PE), in the functions of
cell membranes and transmembrane proteins (discussed in Section 4.2) implies that its modification
affects different processes in the cell. Whereas rate constants for the reaction of HNE with amino acids
have been intensively studied, no binding kinetic data exists concerning the reaction rate of HNE
with amino groups of lipids (PE, phosphatidylserine (PS), and sphingomyelin (SML)). However, the
interaction with amino groups of lipids seems to be highly relevant for membrane proteins, especially
in membranes with a low protein/lipid ratio (e.g., oligodendrocytes). Previously it was shown that the
function of membrane uncoupling proteins is altered only in the presence of PE [16], although western
blot analysis revealed that HNE was also bound to cysteines [48].
4. Phosphatidylethanolamine as a Crucial Target for Reactive Aldehydes
4.1. Phosphatidylethanolamine and Its Physiological Functions
Phosphatidylethanolamine (PE) is the second most abundant phospholipid, after
phosphatidylcholine (PC), in the membranes of all mammalian cells. On average, it makes up
25% of the total phospholipid mass [63]. The highest amount of PE, up 45% of all phospholipids,
is found in the membranes of tissues of the neuronal system, such as white matter of the brain,
nerves, and spinal cord [64]. PE is a non-bilayer lipid, more abundant in the inner than in the outer
leaflet of the cell membranes [65]. Due to its conical shape, PE modulates membrane curvature and
lateral pressure [66,67] and thus supports membrane fusion [68–71] and function of several membrane
proteins [67,71,72].
PE is a fundamental component of biological membranes, needed for many cellular functions.
Besides being a precursor for other lipids [73], PE is involved in a multitude of physiological functions.
Among others, PE (1) supports chaperoning membrane proteins to their folded state [74], (2) activates
oxidative phosphorylation [75,76], (3) is involved in apoptotic [77] and ferroptotic [78] cell death
pathways, (4) mediates the modification of prions from a nontoxic to toxic conformation [79], and
(5) is crucial for the synthesis of glycosylphosphatidylinositol-anchored proteins essential for cell
viability [80]. The importance of PE for cell function is evident in the existence of four separate PE
biosynthetic pathways [81], one of which takes place in the inner mitochondrial membrane [76].
Disorders in PE metabolism have been implicated in many chronic diseases, such as Alzheimer’s
disease, Parkinson’s disease, and nonalcoholic liver disease [82], as well as metabolic disorders such
as atherosclerosis, insulin resistance, and obesity [63]. Increased levels of PE have been described in
cancer cells leading to PE being regarded as a target in the development of anticancer therapies [83].
4.2. PE Adducts
To date, only a few groups have studied the ability of reactive aldehydes (RAs) to modify
the headgroup of amino-phospholipids (amino-PLs), predominantly PE, and characterized formed
adducts. Reactions of α,β-unsaturated aldehydes (HHE, HNE, and ONE) with amino-PLs lead to the
formation of different adducts, such as Michael adducts (MAs) and Schiff base adducts (SBs) (Figure 3).
Depending on experimental conditions (for example, incubation) more complex types of adducts,
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such as double-MAs, double-SBs, and pyrrole adducts, may be formed [84–89]. Initially, studies of
modifications of amino-PLs by α,β-unsaturated aldehydes and hydroxyalkenals, and subsequently
ketoaldehydes (IsoLGs) and short- and long-chain aldehydes, were performed. Recently, it was
demonstrated that primary amines can react with glucose [90] and amide linkages [91], and modify












Figure 3. Mechanisms of modification of the phosphatidylethanolamine (PE) by RAs and their impact
on function of mitochondrial and other cell membranes. HNE and ONE covalently bind to the PE
primary amine group (A), forming different RA-PE adducts (Michael or Schiff base type) (B). HNE-PE
adducts in lipid bilayer membrane decrease free energy barrier ΔG and increase permeability for
cations. Localization of ONE-PE and HNE-PE adducts in the cellular membrane change bending
properties and lateral pressure profile of the membrane that results in increased proton translocation
mediated by uncoupling protein (UCPs) (C). Abbreviations: OMM, outer mitochondrial membrane;
IMM, inner mitochondrial membrane.
The first described covalent modifications of the lipid head group by an RA were the reactions of
the HNE with PE and PS. As the main products, PE-MAs and PS-MAs were identified. Imine and
pyrrole adducts were detected only in PE, but to a much lesser extent [84]. Other authors reported
covalent modification of the PE headgroup by long chain saturated alkenals (e.g., pentadecanal,
heptadecenal), and α-hydroxyalkenals (α-hydroxyhexadecanal, α-hydroxyoctadecanal), produced
during oxidation of plasmalogen, resulting in PE-SB adducts, also known as N-alkyl-PEs [92–94].
Evaluation of the role of the acyl chain length of α,β unsaturated hydroxyalkenals (4-HHE, 4-HNE
and 4-HDDE) on their ability to covalently modify different types of PEs revealed (1) a correlation
between their reactivity to PE with their increasing hydrophobicity in the order HHDE > HNE >
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HHE (Figure 2), and (2) their selectivity towards different PEs: all three hydroxyalkenals favored
modification of plasmalogen-PE over other PEs [85].
Comparison of the covalent modification of PE due to a reaction with HNE and the more toxic
ketoaldehyde, ONE, which has the same length but with a carbonyl instead of a hydroxyl group on C4,
revealed that this difference led to the formation of different adducts (Figure 3, B). While HNE formed
four types of PE-adducts (MAs, SBs, double-MAs, and double-SBs), only one ONE-PE adduct (SB type)
was detected [16]. These results highlight how the toxicity of ONE can be explained by the formation
of only one type of ONE-PE adduct compared to a joint effect of several types of HNE-PE adducts.
With increased lipophilicity and complexity, the reactivity of ketoaldehydes also increases
(Figure 2). Reactive γ-ketoaldehydes (γKA), also named IsoK or isolevuglandins, are peroxidation
products of arachidonic acid formed via the isoprostane pathway [60]. In vitro experiments have
revealed that IsoK covalently modified the PE headgroup at a higher rate than the well-characterized
HNE, forming IsoK-PE SBs and IsoK-PE pyrrole adducts [95]. Further, it was shown that the reaction
rate of IsoK with PE is significantly higher than those with protein or DNA [96]. Recent evidence
indicates that IsoK-PE adducts act as inflammatory mediators in the cell [97,98]. However, the molecular
mechanisms are largely unknown. One can speculate that many of the effects previously attributed to
protein modification due to IsoKs [99,100] could, in fact, be due to their ability to modify PE. It has
been shown that even more simple products of arachidonate oxidation, such as diverse carboxyacyls,
chemically react with the PE amine group, making a family of so-called amide-linked PEs and forming
predominantly SBs and the pyrrole type of adducts. These adducts have been implicated in the
inflammation of endothelial cells [91,94].
In addition, the “smallest” aldehydes, such as MDA and acrolein, are capable of modifying
the PE headgroup through the initial formation of SB, ending in more complex products.
For example, the predominant product of the incubation MDA and PE was identified as
dihydropyridine-PE (DHP-PE) [91], while two acroleins in reactions with PE formed a compound termed
(3-formyl-4-hydroxy)-piperidine-PE (FDP-PE) [101]. The involvement of MDA-PE and acrolein-PE
adducts in the inflammatory process is moderate compared to HNE- or IsoK-PE adducts [91]. Due to
their higher hydrophilicity, such RAs are thought to easily leave the lipid membrane and react with
cytosolic proteins to a greater extent than with membrane lipids.
It should be mentioned that the PE amine headgroup can be covalently modified by glucose
and several fungal products. Glucose has an aldehyde group that can react with the primary
amine of aminophospholipids via Maillard reactions to form Amadori adducts, (e.g., glucose
phosphatidylethanolamine (gPE) and glucose phosphatidylserine (gPS)) [90,102,103]. Under conditions
of oxidative stress, Amadori adducts undergo degradation to form advanced glycation products
(goxPE) [104]. Several authors suggest gPEs and goxPEs are involved in diabetic and related
neurodegenerative diseases [105,106]. Ophiobolin A (OPA) is a compound found in a fungus that is
toxic to plant cells. OPA reacts with the primary amine of PE and forms pyrrole-containing OPA-PE
adducts that show cytotoxic effects on some cancer cells [83].
4.3. Modification of Membrane Properties by PE and PE Adducts
Because of its conical shape, PE is essential for the processes of membrane budding, fission, and
fusion [64,107,108]. In the lipid bilayer membrane, PE affects a lateral pressure profile and modulates
membrane curvature; together with other lipids, PE provides an environment for optimal conformation
and function of transmembrane proteins [67].
Although different studies have reported that RAs form adducts with aminophospholipids, their
impact on the lipid bilayer membrane has been poorly studied. Recently, Jovanovic et al. [16] showed
that PE adducts, formed after incubation of PC/PE lipid membranes with α,β-unsaturated aldehydes,
significantly increased negative membrane ζ-potential in the order HHE < HNE << ONE. Notably,
RAs did not influence the ζ-potential in PC lipid bilayers. An evaluation of the influence of PE adducts
on the order parameter, S, revealed that only modification of PE by ONE leads to an increase in the
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bilayers’ fluidity, caused by alterations in the spatial arrangement of aliphatic chains in the lipid
membrane. In contrast, HHE-PE adducts and HNE-PE adducts did not change the order parameter.
Covalent modification of PE by HNE increased sodium permeability across the phospholipid bilayer
by four orders of magnitude, while in the absence of PE the effect was not observed [89]. A calculation
of the Nernst potential in the presence of a proton gradient revealed that the HNE-mediated total
membrane conductance, Gm, in PE-containing lipid membranes was mainly caused by cations (2/3 Gm)
rather than by protons (1/3 Gm). Surprisingly, this effect was not recorded for the more toxic ONE.
Molecular dynamic (MD) simulations of a lipid bilayer membrane composed of PC and either HNE or
ONE adducts suggested that all types of HNE-PE adducts (especially the double adducts, D-SB-HNE
and D-MA-HNE) became anchored deeper in the hydrophobic region, while ONE-PE adducts were
entirely localized in the headgroup region of the lipid membrane. Study of the structural properties
of the lipid bilayer revealed that double HNE adducts caused an increase in the area per lipid and a
decrease in hydrophobic core thickness. The decrease of lipid dipoles per unit surface area diminishes
membrane dipole potential [109]. As a consequence, the free energy barrier (ΔG) for cations should
decrease [110]. In turn, the permeability for sodium ions was increased [89].
Guo et al. [94] measured TH-shifts in the bilayer to a hexagonal phase transition temperature of
DiPoPE (TH) incubated with 4-oxo-pentanal (OPA), γKA and glutaryl (glt) using differential scanning
calorimetry to prove whether the formation of such adducts altered the curvature of the lipid membrane.
γKA-PE and OPA-PE adducts showed similar behavior, and increased negative membrane curvature,
while an N-glt-PE adduct showed the opposite effect to promote a positive membrane curvature. The
observed change in the membrane curvature was consistent with the suggested localization of PE
adducts. While γKA-PE and OPA-PE adducts are supposedly localized in the hydrophobic region,
the N-glt-PE adduct is localized in the headgroup region. These results confirmed the assumption
that modification of the PE headgroup alters lipid bilayer membrane properties, such as membrane
curvature and, consequently, lateral pressure profile.
Modification of the lipid shape due to the formation of ONE-PE adducts was reported to affect
membrane curvature, which then altered the elastic properties of the lipid bilayer and the lateral
pressure profile [111]. In general, due to the difference in RA-PE adduct distribution between the two
leaflets, asymmetric changes of spontaneous membrane curvature may arise. In turn, the stability of
membrane domains (lipid rafts) may be altered [112].
4.4. Modification of Membrane Transporter Function in the Presence of PE Adducts
Both proteins and lipids were identified as targets of RA activity. However, while modification
of cytosolic proteins by the activity of RAs has been extensively studied, and is directly related to
protein dysfunction [49], an investigation of the impact of RAs on transmembrane proteins has only
been made to a very modest extent, mostly due to their hydrophobicity. The observed alteration of
membrane protein function was interpreted in the same way, assuming a direct connection between
the modification of certain amino acid residues and protein function.
The investigation of RA–protein interactions using artificial lipid membranes reconstituted
with several transporters (mitochondrial transporter UCP1, potassium transporter valinomycin and
uncoupler CCCP) surprisingly demonstrated that RA altered the transport activity of these molecules
only when in the presence of the PE [16]. The greatest effect was elicited by ONE, which was more
toxic in cell experiments, followed by HNE. HHE showed a much weaker effect, probably due to its
lower hydrophobicity. Experiments further revealed that covalent modification of the PE headgroup
causes changes in the electrical and mechanical properties of the lipid membrane, such as the boundary
potential, order parameter and membrane bending rigidity [111,113]. According to MD simulations,
the position of the RA-PE adduct in the lipid bilayer was responsible for the observed changes.
Similar to the dipole potential modifier, phloretin [114], ONE- and HNE-PE adducts altered the
boundary potential in the lipid membrane, and decreased the positive membrane energy barrier [115].
This resulted in increased valinomycin-mediated potassium transport and decreased proton transport
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mediated by CCCP. The same molecular mechanism could not explain the RA-PE action on UCP1 since
UCP1-mediated proton conductance was not affected in the presence of dipole potential modifiers.
However, MD simulations suggested that formation of RA-PE adducts change the form of PE from
an originally negative intrinsic curvature to the opposite one, which was confirmed by observed
changes of membrane bending rigidity [116]. Notably, a decrease of membrane bending rigidity in the
presence of RA-PE adducts was in the order ONE > HNE > HHE, consistent with their effect on UCP1.
The change in membrane curvature by the formation of RA-PEs, and related changes in the membrane
lateral pressure profile, were made responsible for the modification of UCP1 transport function. In
contrast to that previously shown for cytosolic proteins, modification of UCP1 and UCP2 by RAs [16,48]
cannot activate the proteins directly, but rather by a described novel PE-mediated mechanism.
Interestingly, glycated and glycoxidized PEs also alter the transport function of valinomycin
in the same direction as RA-PEs, but to a more moderate extent [90]. PE glycation led to a similar
change in negative membrane surface potential, as shown for RA-PEs. It indicates that glycated and
glycoxidized PEs may decrease the positive energy membrane barrier in the lipid bilayer for cations
comparable to the membrane dipole modifier, phloretin [114] and RA-PEs. An observed change in
melting temperature upon PE glycation indicates a change in the membrane curvature [90], which
allows us to hypothesize that such glucose-derived modifications on PEs could also affect the function
of transmembrane proteins.
Unfortunately, we didn’t find examples demonstrating the impact of PE adducts on other
transmembrane proteins than UCPs [16,48,90]. Although few groups demonstrated the modifications
of the PE in cells and tissues [91,94,95,99], the possible impact of PE-adducts on the function of the
membrane proteins was neither studied nor discussed. Guided by the hypothesis that the formation of
RA-PE adducts could be involved in the pathogenesis of diseases associated with oxidative damage,
authors focused on their involvement in the signaling and inflammatory processes. Considering the
emerging role of lipid shape and membrane curvature on the function of transmembrane proteins, as
well as their distribution in the membrane [117,118], the modification of PEs and their impact on the
other membrane proteins have to be seriously studied.
5. Conclusions and Outlook
The question of how the functions of membrane transporters are modified under oxidative stress
is a central issue that remains unexplained at the molecular level. ROS and their derivatives, RAs, are
implicated in many diseases and, furthermore, in many signaling pathways. Current research has
mainly focused on the aldehyde-mediated modification of protein amino acids, such as cysteine, lysine,
and histidine, which supposedly affects the conformation of proteins. Recently, it was hypothesized
that this mechanism may be more relevant for cytosolic proteins [16]. In contrast, the mechanism
by which RAs modify the functions of membrane proteins may fundamentally differ from that of
hydrophilic proteins. We have recently demonstrated that the initial binding of aldehydes to PE is
a crucial step for alteration of the RA-mediated activity of different membrane transporters, such as
mitochondrial inner membrane UCP1, the ionophore valinomycin, and the protonophore CCCP [16].
A lipid-mediated mechanism seems to be even more relevant for membranes abundant in PE, PS,
or SML (e.g., mitochondria, bacteria) and for membranes with a low protein/lipid ratio, such as the
membranes of oligodendrocytes.
Whereas one can argue that short- and middle-chain aldehydes have approximately equal affinity
in binding to the primary amine of an amino phospholipid or amino acid, very reactive long chain
IsoK (products of the AA, 20:4, ω-6) bind to PE at a significantly higher rate than to proteins or DNA
due to their strong hydrophobicity, as already experimentally shown [96]. Moreover, IsoKs have
been detected in brain and nervous tissue as a consequence of oxidative damage. The cells of these
tissues meet two conditions for preferential IsoK-PE adduct formation: they are rich in AA acyl chains,
which are a source for isoketal formation, and in PE [97,99,119]. This makes an investigation of the
mechanisms by which PE adducts influence the function of membrane proteins very important.
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Abstract: Modern omics techniques reveal molecular structures and cellular networks of tissues and
cells in unprecedented detail. Recent advances in single cell analysis have further revolutionized
all disciplines in cellular and molecular biology. These methods have also been employed in
current investigations on the structure and function of insulin secreting beta cells under normal and
pathological conditions that lead to an impaired glucose tolerance and type 2 diabetes. Proteomic
and transcriptomic analyses have pointed to significant alterations in protein expression and function
in beta cells exposed to diabetes like conditions (e.g., high glucose and/or saturated fatty acids
levels). These nutritional overload stressful conditions are often defined as glucolipotoxic due to
the progressive damage they cause to the cells. Our recent studies on the rat insulinoma-derived
INS-1E beta cell line point to differential effects of such conditions in the phospholipid bilayers in
beta cells. This review focuses on confocal microscopy-based detection of these profound alterations
in the plasma membrane and membranes of insulin granules and lipid droplets in single beta cells
under such nutritional load conditions.
Keywords: beta cells; diabetes; confocal microscopy; lipidomics; membrane fluidity maps; cell
micropolarity maps
1. Introduction
The composition of phospholipids in biological membranes determines their cell barrier
and cellular communication functions as well as subcellular organelles structure and functions.
These properties are determined by the nature of the various phospholipid species and the availability
of free fatty acids (FFA) from cellular metabolism and the diet. Yet, the composition of phospholipids
in membranes of different subcellular compartments in any given cell may differ greatly. For instance,
MacDonald et al. [1] found significant changes in the distribution of phosphatidylserine (PS),
phosphoinositol (PI), phosphatidylethanolamine (PE), phosphatidylcholine (PC), sphingomyelin
(SM) amongst insulin granules, mitochondria and the whole insulin secreting beta cell (INS-1-832/13
cell line). Moreover, the abundance of different saturated (SFA), mono- (MUFA) and polyunsaturated
fatty acids (PUFA) in these phospholipids also varied among the different compartments. Similarly
interesting is the observation that glucose stimulation of beta cells induced reversible changes in
Molecules 2019, 24, 3742; doi:10.3390/molecules24203742 www.mdpi.com/journal/molecules171
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the composition of fatty acid moieties of phospholipids in insulin granules. Such modifications and
remodeled specific signatures of phospholipids in the membranes of insulin granules may alter their
biophysical properties. This in turn may modify granules interactions with soluble proteins (e.g., SNAP
receptors, SNAREs), with target membrane proteins within the granules (e.g., Vesicle associated
membrane protein, VAMP) or with plasma membrane docking proteins (e.g., syntaxins) and affect
insulin secretion. Indeed, Pearson et al. [2] observed changes in the turnover of arachidonic-containing
phospholipids and diacylglycerols in glucose-stimulated beta cells. These findings have led to the theory
that higher abundance of shorter length fatty acids and of unsaturated fatty acids in phospholipids
may enhance the fusion and docking of insulin granules membrane bilayers to the plasma membrane
upon glucose stimulation due to reversible changes in membrane fluidly and curvature. Moreover,
glucolipotoxic conditions may also increase the oxidative burden and lead to endogenous oxidation
of free and phospholipid-bound PUFA, as well as transforming cis configuration of double bonds to
the trans configuration in their hydrocarbon backbone. This may lead to modified cellular functions,
including insulin granule trafficking [3,4].
The basis for these theories was laid by earlier lipidomic investigations of beta cells, such as by Fex
and Lernmark [5] or Cortizo et al. [6] who followed phospholipid turnover in resting and stimulated
beta cells. Best et al. reviewed in 1984 [7] pioneering studies on the role of arachidonic acid metabolites
in the regulation of beta cell function and insulin secretion. Metz suggested in 1986 [8] a key role for
arachidonic acid metabolites in potentiating stimulus-secretion coupling in beta cells. Intensive research
over the last 35 years have established significant roles of various enzymatic metabolites of arachidonic
acid (e.g., prostaglandins, eicosanoids) and non-enzymatic products (e.g., 4-hydroxyalkenals) in the
regulation of insulin secretion [9–16].
In addition to the inherent composition of phospholipids and their turnover in subcellular
organelles in beta cells, it is equally important to emphasize the critical role of increased availability
of dietary (essential and non-essential) FFA and their incorporation into phospholipids. This is of
paramount consequence upon exposure of beta cells to high levels of SFA (e.g., palmitic acid) that
ensues alone, or in combination with high glucose levels, an array of (gluco)lipotoxic effects that often
contribute to the decline in the mass and function of beta cells in islets of Langerhans [17–20]
Our recent studies on the effect of high glucose and high palmitic acid levels on the phospholipid
lipidome of rat insulinoma-derived INS-1E beta cells revealed profound changes in the abundance and
distribution of various fatty acids in phospholipids. These studies reveal organelle-specific channeling
of polyunsaturated fatty acids (PUFA), arachidonic acid in particular, to nonenzymatic peroxidation
and the generation of 4hydroxyalkenals, which affect the cells in several ways [11,13]. Furthermore,
advanced confocal microscopy imaging of the plasma membrane of the cells under such conditions
detected minimal alterations in their biophysical properties. In contrast, membranes of insulin granules
underwent significant remodeling that changed their fluidity. These methods also depicted neogenesis
of lipid droplets in live cells upon exposure to excessive levels of palmitic acid [21–23]. This study
aims at integrating these findings with standard lipidomics analyses to follow lipid turnover single
beta cells and in their subcellular organelles and compartments.
2. Phospholipid Turnover in Cells
The fatty acid composition in membrane phospholipids is constantly remodeled by the influence
of free fatty acid availability, enzymatic activity of phospholipases, stressful condition (e.g., nutritional
deficiencies or overload conditions) or metabolic diseases. The remodeling is a dynamic and fast process
that changes the equilibrium between fatty acid hydrolysis from phospholipids by phospholipase
A2 (PLA2), on one hand, and their acylation to the phospholipid backbone by lysophospholipid acyl
transferase (LPAT), on the other [24]. Once PUFA are hydrolyzed from the phospholipid backbone
they serve as substrates for enzymatic conversions to plethora of metabolites. Hitherto, hundreds
metabolites of arachidonic acid and other PUFA have been identified, many of which constitute distinct
groups of ligands to known receptors and transcription factors [12,25–28]. Different mammalian cells
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express enzymatic pathways that convert arachidonic acid and other PUFA to discrete cell-specific
repertoire of bioactive metabolites in a cell-specific manner. These metabolites subsequently regulate
various cellular functions in autocrine and/or paracrine fashions. It has been shown that endogenous
PUFA metabolites, such as 20-hydroperoxyeicosatetraenoic acid (20-HETE), prostaglandin E1, E3, J2
and I2, or endocannabinoids regulate beta cell functions [14,16,29–39]. Some of these mediators are
also generated in beta cells by direct enzymatic transformation of exogenously available unsaturated
fatty acids; it has been shown that certain metabolites improved insulin secretion and ameliorate
obesity- and cytokine-induced beta cell damage [16,40,41]. Equally important are the findings that
assigned key regulatory roles for activated fatty acid receptors, such as GPR41, in modulating insulin
secretion upon binding of fatty acid ligands [42–48]. In addition, it has been shown that intracellular
n-3 PUFA transformation by elongases (e.g., docosahexaenoic acid formation) may protect against
glucolipotoxicity-induced apoptosis in rodent and human islets [49]. Nonetheless, Johnston et al. [50]
have recently pointed to an association between long-term increase in circulating non-esterified fatty
acids and lower beta cell function.
The enzymatic conversions of PUFA occur in cells along with non-enzymatic transformations.
The potency of these non-enzymatic pathways is determined foremost by the levels of oxygen free
radicals, which initiate the peroxidation of PUFA and lead to the generation of a group of chemically
and biologically reactive aldehydes, of which 4-hydroxyalkenals are prominent. There are two
contrasting effects of 4-hydroxyalkenals in cells: numerous studies have shown that these reactive
electrophiles form adducts with macromolecules, alter their function and contribute to the etiology
and progression of pathological processes [51]. However, when present at physiological and non-toxic
levels they interact with receptors and ligand-activated transcription factors in a specific manner and
modulate cell functions in autocrine or paracrine manners. Indeed, Poganik el al. [52] have recently
compiled evidence to propose that native reactive electrophiles (e.g., 4-hydroxyalkenals) are signaling
molecules. Moreover, some of these intracellular interactions were found to evoke hormetic responses
that induced or augmented cellular defense mechanisms that ultimately enhance the elimination of the
same electrophiles [12,23,51,53–57].
These studies were mostly based upon whole cell lipidomic analyses that usually do not
detect subcellular membrane-specific phospholipid turnover. Apparently, disparate remodeling of
phospholipids in subcellular compartments or organelles may affect cellular functions in various ways.
Monitoring and understanding such variable subcellular remodeling may reveal for instance: (i) whether
plasma membranes of cells are inherently protected against major remodeling of phospholipids and
thus preserve their barrier and communication capabilities with the surrounding environment; (ii) to
what extent the remodeling of mitochondria membranes may affect their permeability, membrane
potential and oxidative phosphorylation capacity; (iii) how the remodeling of phospholipids in the ER
modulates protein sorting and chaperoning or alters their capacity to generate mono-layered lipid
droplets within this compartment; (iv) could lysosomal function be influenced upon phospholipid
remodeling or (v) to what level neurotransmitter or hormone secretion from vesicles or granules in
neurons and endocrine cells, respectively, is disrupted of enhanced due to alterations in their tethering,
docking and fusion with the plasma membrane and subsequent internalization. Tedious fractionation,
separation and isolation techniques of subcellular organelle fractions were practiced in the past to
answer such questions. Often, the amount and cross-contamination of the isolated fractions resulted in
erroneous analyses. We showed that what was considered a standard and efficient purification method
of the plasma membrane fraction of skeletal muscle cells carried in fact a substantial cross-contamination
of intracellular microsomal membrane that could greatly obscure the experimental results [58].
3. Lipidomic Analyses of Beta Cells
We have employed non-targeted lipidomics analysis to study the impact of high glucose and
high palmitic acid levels on the turnover of fatty acids in phospholipids of INS-1E cells. These studies
discovered significant changes in the content of SFA, MUFA and PUFA [13]. Figure 1 shows the
173
Molecules 2019, 24, 3742
changes in their abundance after exposure of the cells to 11 and 25 mM glucose in comparison to
cells that were maintained at 5 mM glucose. The abundance of PUFA was significantly decreased,
MUFA increased and SFA levels remained constant under the high glucose incubations. Noteworthy,
the total fatty acid content remained unaltered under these experimental conditions. This study also
showed that that the released PUFA (i.e., arachidonic and linoleic acids) were avidly peroxidized to
4-hydroxynonenal (4-HNE). The latter in turn activated peroxisome proliferator-activated receptor-δ
(PPARδ) that further augmented glucose-stimulated insulin secretion (GSIS). Thus, increasing glucose
concentrations have not been previously considered to have specific stressful effects on membranes;
in fact, 5 or 11 mM glucose were indifferently reported for beta cell culture conditions without affecting
cell viability. In our study we showed for the first time that cellular membranes were not just spectators
but were the source for lipid precursors of signaling molecules such as PUFA.
Figure 1. Glucose-induced remodeling of phospholipid in INS-1E cells. INS-1E cells were incubated in
serum-free medium supplemented with the indicated glucose concentration for 16 h, and processed for
lipidomics analysis as described [13]. The abundance of Saturated- (SFA), Monounsaturated- (MUFA)
and polyunsaturated fatty acids (PUFA) is given as percent of total fatty acid content. Mean± SEM, n= 4.
* p < 0.05 significantly different from the corresponding abundance at the 5 mM glucose incubation
(adapted from [13]).
Concomitant exposure of the cells to increasing levels of palmitic acid and glucose further modified
the abundance of fatty acids in phospholipids. Figure 2 shows the expected increase of the abundance
of SFA (i.e., palmitic acid) that was accompanied with nearly 50% depletion in the amount of PUFA
in phospholipids. Increasing glucose levels in the incubation intensified these palmitic acid-induced
phospholipid remodeling effects. This study also showed that at these ranges the peroxidation of
the released arachidonic and linoleic acids to 4-HNE also activated PPARδ and evoked augmented
GSIS [11]. It is important to note that the upper limit of non-toxic concentrations of palmitic acid that
did not compromise cell viability upon prolonged incubations were 300, 150, and 100 μM at 5, 11 and
25 mM glucose, respectively.
As mentioned above, these whole cell lipidomic analyses could not detect changes in fatty acid
composition in membranes of subcellular compartments in the cells. This limitation also applies
to other whole-cell analyses, such as shotgun lipidomics [59]. This method detects and reports the
cellular content of most commonly known lipids in cells such as, free fatty acids and their metabolites
(e.g., eicosanoids), glycerophospholipids (e.g., PC, PE, PS, PG, PI, PA), glycerolipids (e.g., TAG, DAG,
MAG), diphosphatidylglycerol lipids (cardiolipins), sphingolipids (e.g., sphingomyelin, sphingosines,
ceramides, cerebrosides, gangliosides) or sterol lipids (e.g., steroids, sterols) [60]. Several studies
used this technique in diabetes research and found alterations in myocardial cardiolipin content
and composition at the early stages of the disease [61]. Others correlated alterations in the plasma
lipidome of diabetic patients or in tissues of diabetic mice (ob/ob) to the progression of impaired glucose
tolerance [62,63]. Nevertheless, such shotgun lipidomic analyses have not yet revealed alterations in
subcellular compartments of pancreatic beta cells under normal or stressful stimuli.
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Figure 2. Impact of palmitic acid on fatty acid abundance in phospholipids of INS-1E cells. INS-1E
cells were incubated in serum-free medium supplemented with the indicated glucose concentration
for 32 h. Palmitic acid (500 μM) was added during the last 16 h of incubation. The cells were then
harvested and processed for lipidomics analysis as described [11]. The abundance of SFA, MUFA and
PUFA is given as percent of total fatty acid content. Mean ± SEM, n = 4. * p < 0.05 significantly different
from the corresponding values at the 5 mM glucose incubation (adapted from [11]).
Other mass spectrometry methods have also been used to study beta cells. Recent temporal
analysis of palmitic acid-treated INS-1 beta cells was based on isobaric labeling-based mass spectrometry
and bioinformatics [64]. It highlighted altered cholesterol and fatty acid metabolism as early toxic
events associated with ER stress. This quantitative strategy provided insight into general molecular
events (lipid metabolism) and pathway adaptation in the cells. Other groups employed non-targeted
mass-spectrometric lipidomics to study beta cells [65]. For instance, electrospray ionization mass
spectrometric analysis that was employed to analyze phospholipids in INS-1 beta cells [66] discovered
changes in total PUFA and MUFA contents, which were quite similar to the results of the lipidomics
analysis we have performed, as described above. Interestingly, treatment of the cells with palmitic
acid in this study had little effect on the content of both classes of fatty acids in the cells. Recent
advances in mass spectrometric methods, such as the matrix-assisted laser desorption/ionization
(MALDI) imaging mass spectroscopy (IMS), have been used to obtain molecular profiling of mouse
pancreatic tissues [67]. Immunofluorescent images that were acquired from serial pancreatic sections
were co-registered with the MS images of the sections and enabled molecular identification of specific
phospholipid and glycolipid isoforms. The region selective molecular specificity afforded by this
method revealed profound differences between endocrine and exocrine cells. Yet, the capacity of the
method to detect clearly changes in the distribution of lipids within insulin granules or other subcellular
organelles remains limited. Others have employed nanospray desorption electrospray ionization
mass spectrometry imaging (nano-DESI-MSI) to identify different lipid classes in individual islets of
Langerhans and the surrounding exocrine cells in sections of mouse pancreatic tissues [68]. The study
found some disparate distribution of certain lipid species (including PUFA rich phospholipids, such as
PC 34:2, PC 36:2, PC 36:4, PC 38:4) between the two types of cells. Using this method for the analysis
of pancreatic tissues from normal and diabetic animals may enable estimation of the content of the
phospholipids and other lipids. Both the MALDI-IMS and nano-DESI-MSI techniques analyze islets
in pancreatic tissue sections without discriminating amongst the different types of endocrine cells
(alpha, beta and delta cells) and without providing clear intracellular maps of the distribution of the
different lipid species in subcellular organelles. Recent advances in enhancing the power of resolution
of such single-cell analysis by different mass spectrometric platforms may contribute to comprehensive
analysis of lipid turnover in beta cells [69].
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4. Confocal Imaging-Based Fluidity and Micropolarity Maps of Single Beta Cells
Our interests in ascertaining the impact of phospholipid remodeling in the beta cell lipidome
under nutritional overload conditions led to two independent confocal imaging strategies of INS-1E
beta cells. The first employed spectral analysis of the fluorescent probe Laurdan to provide fluidity
maps of single cell membranes [22]. The second exploited the micropolarity-sensitive emission profile
of the dye Nile red to give intracellular maps of neutral and polar lipids in subcellular organelles [21].
In the first case the advantages of fluorescence temporal imaging-based detection methods were
exploited to obtain high resolution imaging of subcellular organelles in beta cells. For this purpose,
we expressed in INS-1E cells IAPP-mCherry protein that is targeted to insulin granules [70] (probe
courtesy of Dr. Patrick E. MacDonald, University of Alberta, Edmonton, Canada). mCherry-expressing
cells were incubated at 5, 11 and 25 mM and loaded with the fluorescent dye Laurdan, which integrates
into lipid phases in membranes. Its excited-state relaxation is highly sensitive to the presence and
mobility of water molecules within the membrane bilayer, while being insensitive to the head-group
type in phospholipids [71,72]. By using two-photon infrared excitation techniques and dual-wavelength
ratio measurements, we detected Laurdan emission spectrum of coexisting lipid domains in the cells
and obtained information on membrane fluidity by following the shift from ordered (gel) phases
(yellow-orange emission) to disordered (liquid-crystalline) phases (violet-purple emission). Membrane
fluidity in the confocal images was then reported in terms of ratio of emission intensities for each pixel
by using Generalized Polarization (GP) value. This is defined as GP = (IG − IR)/(IG + IR); IG, emission
in the range of 400–460 nm; IR, emission at the range of 470–530 nm. The GP value ranges from −1
(fluid, liquid disordered state) to 1 (gel-like, solid ordered state). Figure 3 shows such Laurdan spectral
analysis of mCherry expressing INS-1E cells that were incubated at 5, 11 and 25 mm glucose for 32 h
without or with 500 μM palmitic acid during the last 16 h of incubation.
The fluidity maps of plasma membranes revealed that the GP values remained unaltered (GP= 0.38)
in cells that were incubated with increasing glucose concentrations. This indicates that the release of
PUFA from phospholipids in the cell sunder high glucose conditions (reported in [13]) did not involve
significant remodeling of the plasma membrane. Thus, the barrier and communication properties of
the plasma membrane, as well as the capacity to interact with secretory insulin granules upon glucose
stimulation were preserved. Of interest are the lower GP values (0.26) of the insulin granules (mCherry
positive organelles) that are indicative of a more fluid state than that of the plasma membranes, at all
glucose concentrations. This seems to result from a higher abundance of PUFA and the corresponding
liquid disordered phase. The latter results from the non-linear geometrical configuration of double
bonds in cis positions [73]. The GP value increased slightly following the incubation with 11 and 25 mM
glucose due to the hydrolysis of PUFA from phospholipids, as we observed in the abovementioned
lipidomics analysis. The incubation with 500 μM palmitic acid had significant effects on the GP value
in plasma membranes and insulin granules, which steadily increased in both compartments in a
glucose-dependent manner. These dramatic changes in membrane fluidity of insulin granules reflect
well the capacity of the incorporated saturated palmitic acid to induce transition to a solid-ordered
gel-like phase of phospholipids in membrane bilayers. Furthermore, depletion of PUFA from insulin
granules’ phospholipids may also contribute to the higher levels of the observed GP values. Indeed,
this scenario correlates well with the results on the lipidomics analysis in similarly-treated cells that
showed marked loss of PUFA from phospholipids (Figure 2). The impact of this phenomenon on the
recruitment of insulin granules for secretion upon glucose stimulation is complex. We have recently
shown [73] that non-toxic palmitic acid levels augmented GSIS, enabling the organism to facilitate
insulin-mediated glucose and fatty acid disposal and thereby reduce the risk of developing peripheral
diabetes complications. However, once reaching the toxic range of palmitic acid concentrations, which
is reciprocally related to increasing glucose concentrations, the insulin secretory capacity is impaired,
partly due to the rigidification of the insulin granule membranes. This study shows that Laurdan-based
fluidity maps of cells complements with whole cell lipidomic analysis and provides insight to localized
remodeling of phospholipids (i.e., plasma membranes and insulin granules).
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In the second case the solvatochromic and lipophilic properties of the fluorescent probe Nile Red
were exploited to obtain high-resolution micropolarity maps of individual INS-1E cells [21]. The probe
exhibits an emission shift from yellow to red when the degree of polarity of the lipid environment
increases [74]. This property enables the detection of the degree of polarity of lipids in cells by
evaluating the quantitative ratio of red and yellow emissions. In this study INS-1E cells were incubated
with 1 μM of Nile Red for 30 min in the dark and then placed on the inverted confocal microscope
equipped with a live chamber and 32 channel spectral images were obtained using a 60X objective
under 488 nm excitation for the probe. Internal photon multiplier tubes collected images in 16-bit,
unsigned images at 0.25 ms dwell time. This procedure, which enables the assessment of differences of
the polarity of the various compartments in the cell, allows to refine the investigation of the subcellular
distribution of neutral and polar lipids [75,76]. Figure 4 depicts the principles of phasor analysis
that was employed to analyze images of Nile red-treated cells. The method is explained in details
in our recent study [21] and elsewhere [77,78]. The cells that were incubated with 300 μM palmitic
acid handled the increased influx of palmitic acid by incorporating it into triglycerides that were then
sequestered in newly formed lipid droplets.
Figure 3. Generalized Polarization (GP) values of the plasma membranes (PM) and insulin granules
(IG, mCherry positive organelles) in glucose treated INS-1E cells. (A), Representative high-resolution
fluorescence images of Laurdan emission for fluidity investigation along with mCherry emission
images in INS-1E cells exposed to 11 mM glucose for 32 h and 500 μM palmitic acid (PA) during the last
16 h of incubation. mCherry labeled insulin granules, which have spherical shapes of about 0.5–1 μm
diameter. Scale bar is 10 μm. (B) Summary of GP values of plasma membrane and insulin granules
in cells exposed to different glucose levels without (left) and with palmitic acid (right). Copied with
permission from [22].
In the magnification (Figure 4) it is shown that the lipid droplets are composed of a core of
non-polar (NP) lipids (blue spots; triglycerides) and a surrounding monolayer of polar (P) lipids (green
coating), which is typical of lipid droplets [79]. This analysis also revealed that P lipids are localized in
the plasma membrane. Interestingly, hyperpolar (HP) lipids are associated with nuclear membranes,
or unevenly compartmentalized in internal membranes throughout the cytoplasm. We propose that
these compartments may also serve a major target for phospholipid turnover in nutritionally-challenged
beta cells and could therefore be the source for the PUFA required for non-enzymatic peroxidation and
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generation of 4-HNE. This method, which is very useful for lipid droplet research, can also be applied
to Nile red spectral analysis of phospholipid remodeling in subcellular compartments. This may
be used for instance for simultaneous fluorescent labeling of insulin granules and other organelles.
While mCherry labeling may pose limitation due to overlapping emission spectrum with Nile red,
other probes, such as phogrin-fluorescents proteins [80] or neuropeptide Y-pHluorin [81] may be useful
for labelling the granules.
Figure 4. Workflow of the method based on the phasor driven segmentation of Nile Red spectral images.
INS-1E cells were maintained at 11 mM glucose received 300 μM palmitic acid for 16 h. (A), Nile Red
spectral images of live INS-1E cells. Each pixel of the spectral image is associated with the Nile Red
emission spectrum. (B), Phasor plot generation: the cloud appears as broad and elliptical, because
the co-existence of the three classes of lipids (NP, neutral lipids; P, polar lipids and HP, highly polar
lipids), which are simultaneously present in the cells. By selecting on the phasor plane the domains
corresponding to the three classes (white lines), it becomes possible to remap them to the original
fluorescence image. (C), Segmentation of the three lipid classes: NP are reported in Blue, P in Green,
HP in red. In the magnification, lipid droplets are visualized as spherical particles. P lipids are also
localized in the plasma membrane, of which phospholipids is the main component. (D), Extraction
of the angle θP formed by the center of mass of the cloud in the phasor plot with the g-axis provides
information about the average polarity. From the segmented channels, the fractional contribution of
the different lipid classes, in terms of the relative fraction of pixels belonging to a particular class was
retrieved. Copied with permission from [21].
5. Conclusions
Current lipidomic analyses of beta cells show that hyperglycemic- and hyperlipidemic-like
conditions induce fast remodeling of phospholipids. These modifications may reflect substantial
structural and functional changes in the cells. These methods have not yet progressed to allow for
subcellular lipidomic analysis in fixed or lived cells. Confocal imaging that provide high resolution
maps of subcellular membrane fluidity and lipid micropolarity maps of live cells may complement the
lipidomic analyses by depicting membrane remodeling upon various stressful stimuli. Our recent
results in lipidomics and lipid imaging in beta cells highlight this potential. This has also been
demonstrated in a study that employed mass-spectrometry based oxidative lipidomics and lipid
imaging in traumatic brain injury models [82]. Finally, recent reports on beta cells heterogeneity [83]
attest to the limitations of the whole cell lipidomic analysis and the clear advantages of individual
cell analysis by confocal imaging used in this study, which may distinguish among different beta cell
populations in islets of Langerhans.
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Abstract: The natural peptide somatostatin has hormonal and cytostatic effects exerted by the binding
to specific receptors in various tissues. Therapeutic uses are strongly prevented by its very short
biological half-life of 1–2 min due to enzymatic hydrolysis, therefore encapsulation methodologies
are explored to overcome the need for continuous infusion regimes. Multilamellar liposomes made
of natural phosphatidylcholine were used for the incorporation of a mixture of somatostatin and
sorbitol dissolved in citrate buffer at pH = 5. Lyophilization and reconstitution of the suspension
were carried out, showing the flexibility of this preparation. Full characterization of this suspension
was obtained as particle size, encapsulation efficiency and retarded release properties in aqueous
medium and human plasma. Liposomal somatostatin incubated at 37 ◦C in the presence of Fe(II)
and (III) salts were used as a biomimetic model of drug-cell membrane interaction, evidencing the
free radical processes of peroxidation and isomerization that transform the unsaturated fatty acid
moieties of the lipid vesicles. This study offers new insights into a liposomal delivery system and
highlights molecular reactivity of sulfur-containing drugs with its carrier or biological membranes for
pharmacological applications.
Keywords: liposomal somatostatin; retarded delivery; free radicals; isomerization; trans lipid;
peroxidation
1. Introduction
Somatostatin (also known as somatotropin release-inhibiting factor or growth hormone
release-inhibiting factor, SST) is a cyclic peptide of 14 amino acids first isolated from ovine hypothalamic
and known to inhibit the secretion of multiple hormones (e.g., growth hormone, insulin, glucagon,
gastrin), gastric acid and pancreatic enzymes. In the central nervous system, this peptide acts as a
neurotransmitter and affects locomotor activity and cognitive functions [1]. SST exerts its activity by
binding to at least five different subtypes of specific receptors (SSTR 1-5) located on the target cells
with a wide range of biological effects that can be exploited for the treatment of a variety of human
diseases [2–4]. Signaling pathways activated by the SST-receptor interaction (such as, mitogen-activated
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protein kinase pathway, inhibition of adenylyl cyclase, activation of phosphotyrosine phosphatase,
changes in plasma membrane calcium and potassium channel activity) are evoked for the antineoplastic
and anti-proliferative activities [5,6]. The therapeutic potential of SST is strongly limited by its very
short half-life of less than 1–2 min in plasma [7], as expected for several neuropeptide hormones that
must be rapidly inactivated after their release and interaction with their receptors. In fact, in neuronal
cell cultures the degradation of SST was measured, and membrane-bound proteases or proteases
released into the incubation medium were found to be responsible for this inactivation [8].
Solutions to the short lifetime have been proposed based on two main approaches: (a) preparation
of SST analogues attaching one or more groups to the peptide molecule, such as the N-methyl group,
able to act as a shield for the in vivo hydrolysis [9]; (b) encapsulation of SST or its analogues in
polymeric materials, such as poly(alkyl cyanoacrylate) nanocapsules [10], or in natural phospholipid
vesicles, eventually coated with agents ensuring circulation in blood, such as polyethylene glycol
(PEG), that protects liposomes from recognition and rapid removal from circulation by the phagocyte
system [11]. SST, its analogue octreotide or other synthetic analogues are also studied in liposomal
formulations combined with antitumoral drugs like daunorubicin or with radiopharmaceuticals, due
to their ability to target SSTR-rich tumoral cells [12–15]. The biocompatibility and biodegradability of
liposomes have an overwhelming importance thus motivating research to deepen the use of natural
phospholipids as drug delivery components. It is worth noting that, as far as natural lipid formulations
are concerned, the choice of the fatty acid quality is important for liposome behavior, since it influences
fluidity and permeability properties connected with drug release [16]. In the frame of our interest
in liposomes as tools for investigations in biomimetic chemistry, we recently proposed trans-double
bond-containing liposomes for drug delivery systems with differentiated behavior respect to those
made of natural unsaturated lipids, which display cis-geometry [17]. In fact, trans double bonds are
well known to change the molecular properties of the lipid assembly, compared to the cis double
bonds, shifting toward less fluid and permeable double lipid layers [18]. Moreover, the cis-trans
double bond isomerization can occur as an endogenous process in cells, due to the formation of
sulfur-centered radicals during oxidative stress and their reaction with unsaturated lipids [19]. Recently,
lipid isomerization and peroxidation were observed in liposomes with iron-binding antitumoral drugs
such as bleomycin in the presence of thiols [20]. We were intrigued by the SST structure, which contains
the disulfide bond between Cys-3 and Cys14 (Figure 1) that under free radical conditions can produce
thiyl radicals and react with unsaturated lipids. Such reactivity for SST has not yet been reported.
Figure 1. Amino acid sequence of the peptide somatostatin (SST).
Here we report the entrapment of SST in a liposome formulation with full characterization
of size and properties including encapsulation efficiency, retarded release and the possibility of
lyophilization-reconstitution of the emulsion. Liposomes containing SST and unsaturated fatty
acid moieties were used also as biomimetic model of iron-induced free radical stress, evidencing the
occurrence of lipid isomerization and peroxidation processes. This study contributes to new knowledge
in the interdisciplinary field of liposomes and drug mechanism.
2. Results and Discussion
Lipid formulations used in this study were made of natural l-α-phosphatidyl choline (PC) from
soybean lecithin, of general formula shown in Figure 2A, which has choline as hydrophilic head
whereas the hydrophobic tails are composed by different fatty acids. In Figure 2B the fatty acid moieties
of soybean lecithin are shown as relative percentages (%rel). In order to study the chemical behavior
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of SST, we used also the synthetic phospholipid 1-palmitoyl-2-oleoyl phosphatidyl choline (POPC),
which contains the saturated fatty acid (SFA) palmitic acid (C16:0) and the monounsaturated fatty acid
(MUFA) oleic acid (9cis-C18:1) (Figure 2C).
 
Figure 2. Lipid structures: (A) l-α-phosphatidyl choline (PC) general structure; (B) list of fatty acids
present in soybean lecithin and the relative percentages obtained from the gas chromatographic
analysis; (C) the structures of palmitic acid and oleic acid present in 1-palmitoyl-2-oleoyl phosphatidyl
choline (POPC).
Experiments of SST release and resistance to degradation were carried out with the soybean lecithin
liposome preparations, exploring the behavior of the liposomes after lyophilization-reconstitution.
POPC liposomes and soybean lecithin liposomes containing SST were then used as biomimetic models
of metal-induced free radical stress to highlight the reactivity between peptide and unsaturated lipids.
Soybean lecithin liposomes were prepared for the release experiments of this study.
l-α-phosphatidylcholine from soybean was dissolved in ethanol to reach 5 mM concentration, and
this ethanolic solution was evaporated under vacuum in order to obtain a lipid film without traces
of solvent. In tridistilled water, 0.1 M citrate buffer at pH 5 was prepared and added with 2 mM
sorbitol. The peptide SST (0.5 mg/mL) was dissolved in this buffer. At this pH, closer to its isolectric
point (pH = 5.6) [21], the peptide was shown to be stable as established by LC analyses at different
time points (for methods see Experimental part). The peptide solution was added to the lipid film,
calculating a lipid:peptide ratio of 20:1 in all preparations. After 5 min at the vortex, the suspension was
characterized by DLS (Dynamic Light Scattering) for evaluating particle size and polydispersity index
(PDI) prior to be lyophilized. The mean diameter was found to be 159.5 ± 12 nm (PDI 0.16 ± 0.01). The
measurements of the nanoemulsion (NE) mean diameter were run in an interval time of 5 h, showing
that the size does not undergo variations. It is worth noting that after lyophilization and reconstitution
the mean diameter was found to be similar to the original preparation. The encapsulation efficiency
(EE) in soybean lecithin liposomes was evaluated, resulting to be 66.9 ± 2.9%. Using liposomes formed
by soybean lecithin two in vitro experiments were designed for the release of SST: in aqueous citrate
buffer (pH 5) and, in order to test the resistance to peptidases, in human plasma.
2.1. Release Experiments in Aqueous Citrate Buffer
For each set of experiments 5 mg of SST were used, and after lyophilization the suspension was
reconstituted using 10 mL of tridistilled water.
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The release experiment was designed to analyze not only the directly released SST (in the aqueous
phase of the nanoemulsion (NE)—direct analysis) but also the amount of non-released SST, still in
the lipid droplets (indirect analysis). Since SST can have stability problems, the determination of
the peptide remained in the lipid phase was meant to collect important additional information for
the characterization of the release profile of the NE. The direct analysis consisted of measuring the
concentration of SST in the aqueous fraction of the emulsion after centrifugation, using LC/MS analysis
following a published protocol [22]. In the indirect analysis the peptide was extracted from the lipid
droplets, separated by centrifugation, and analyzed again by LC/MS.
Moreover, the release experiments were run using the NE emulsions reconstituted from the
lyophilized samples, following two different protocols. In Protocol 1 (data reported in Figure 3),
the freeze-dried NEs containing SST (0.5 mg/mL) were reconstituted in water to recreate the same
conditions of the original preparation and the samples were left for the indicated times; the quantities
of SST at each time point were then calculated as shown in Figure 3A,B: (a) the first one from the
analyses of each sample treated by centrifugation and then considering both SST quantities in the
aqueous and lipid phases. In Figure 3A these two quantities give ca 93% of released SST which is
constant along the time; (b) the second quantification considering the % SST released in the aqueous
phase. In Figure 3B it is clearly shown that the peptide is diminishing along the time when considering
as starting quantity the encapsulated SST (0.5 mg/mL).
Figure 3. Released somatostatin (SST) from the nanoemulsions (NEs) following protocol 1 in 0.1 M
buffer citrate pH 5.0. (A) % released SST considering the sum of the SST fraction found in aqueous
phase (direct analysis) and the SST fraction in the lipid droplets (indirect analysis) at each time point.
(B) % released SST in the aqueous phase considering as 100% the initial amount of SST used in the
preparation procedure (0.5 mg/mL).
We also wanted to determine the SST released from the NEs with the removal of the aqueous
phase replaced at each time point by fresh buffer. This led to the second protocol (Protocol 2—data in
Figure 4) which involved the centrifugation step to remove the aqueous phase of the NE; the resulting
SST-containing lipid pellet was then suspended in 0.1 M citrate buffer pH 5.0 and the release experiment
was carried out at the indicated times. Again, in Figure 4A,B the SST quantities are reported in a
complementary way: in Figure 4A it is calculated from the direct and indirect analyses, and in Figure 4B
it is reported the release in buffer from the direct analysis.
In all cases LC/MS using SST as calibration and standard reference as described in the Materials
and Methods were carried out at the time points (0, 1 h, 3 h, 6 h, 24 h) when samples are collected and
analyzed. The % of released SST were calculated considering as 100% the starting amount of SST used
for the preparation of the NEs (0.5 mg/mL).
The two protocols gave clearer insight into the behavior of SST and release dynamics of the NE.
In particular, the first protocol gave information on the behavior of the NE and the variations in the
partition of SST between the two phases along the time; the second one informed on the diffusion of
SST from the lipid droplets to the less concentrated aqueous phase. Also, since the experiments were
run for 24 h, the stabilizing effect of NE on SST could be evaluated.
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Figure 4. Released SST from the NEs following protocol 2. (A) Considering as 100% the sum of the
fraction released, the fraction still encapsulated and the non-encapsulated one at each time point.
(B) Considering as 100% the amount of SST expected in the samples from the centrifugation step.
The dotted line represents 25%, the amount of SST available after the centrifugation to remove the
non-encapsulated fraction of SST.
In Figure 3A the SST quantity was found ca. 92% at time 0 and its concentration remained steady
up to 24 h. Figure 3B shows that the SST released in the aqueous phase at time 0 was ca. 72% and
decreased to 53% after 24 h. Interestingly, at time 0 the starting amount of SST was different in the two
graphs: part of the SST was already unavailable at time 0, corresponding to roughly 22%, as it can
be calculated considering a) the value at time 0 of ca. 92% given by the sum of the fraction released
and the fraction in the lipid droplets, as shown in Figure 3A, and b) the value at time 0 of ca. 28% SST
not found in aqueous phase from the initial SST concentration, as shown in Figure 3B. The results in
Figure 3B also proved that some degradation/aggregation processes can occur to SST from its original
preparation during lyophilization and manipulation steps, since there is a decrease in the peptide
concentration found after reconstitution. Nevertheless, when SST was removed from the aqueous
phase, part of the SST associated to the lipid phase was released and went to the aqueous phase, which
is shown in Figure 3A, where the released/total ratio remained constant up to 24 h. By comparing the
two graphs it is clear that, while some SST is degraded in the aqueous phase, some SST in the lipid
droplets was released in order to maintain a constant presence of peptide in the aqueous fraction. Since
SST is constantly released into the aqueous phase of the NE for 24 h, the system can be considered
capable of releasing the peptide in a prolonged manner.
In protocol 2 the freeze-dried NEs were first reconstituted using the aqueous phase and then
centrifuged to remove the non-encapsulated fraction of SST, to understand the quantity of the drug
immediately released by the droplets upon reconstitution. The pellet obtained after the centrifugation
was suspended in buffer at pH 5 to start the release follow up. Again, the results of protocol 2 (Figure 4)
were expressed in two ways. In Figure 4A 100% is represented by the sum of SST found with the direct
analysis and the indirect analysis and in Figure 4B 100% was considered to be amount of SST used for
the preparation of the NEs (0.5 mg/mL).
The aqueous phase removed by centrifugation contained 75% of the peptide in feeding, therefore
only 25% was calculated for the release experiments (marked with the dotted line in Figure 4). There is
no remarkable difference between Figure 4A,B: in both cases at initial time 17% of the total amount
of SST was in the aqueous phase of the NE. After 1 h, the peak of concentration was reached in
both conditions (23% of total SST, corresponding to 90% of the available amount). Afterward the
concentration started to decrease, being 19% after 24 h (85% of the available drug). The similarity
between Figure 4A,B suggests that none or very little degradation occurred during this experiment.
Probably this is due to the overall lower concentration of the peptide, and consequently the stabilizing
effect of the NE is more evident. Also, it is clear that upon reconstitution SST distributes between the
two phases immediately and, apart from the peak at 1 h, the concentration of SST remains constant in
both compartments for the whole experiment.
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2.2. Release Experiments in Human Plasma
Only direct analysis was used to evaluate the concentration of SST in the experiments of the NE
release using human plasma, since the indirect analysis proved to be unsuitable for the LC/MS system
when working with plasma. Therefore, 100% of released SST corresponds to amount of SST used for
the preparation of the NEs (0.5 mg/mL).
The experiments were run following two protocols similar to the ones described above. The
first procedure consisted of reconstituting the freeze-dried NE directly in plasma to start the release
experiment (Figure 5A). In the second one, the NE was first reconstituted in water, then underwent
centrifugation to remove the non-encapsulated fraction of SST, and the resulting pellet was suspended
in human plasma to start the experiment (Figure 5B).
Figure 5. (A) Measurement of SST concentration in plasma after reconstituting the NEs directly in plasma
(protocol 1). (B) Measurement of SST concentration in plasma after removing the non-encapsulated
SST fraction (protocol 2). Percentages are calculated from the LC/MS analyses related to the starting
concentration of 0.5 mg/mL.
In Figure 5A, the amount of SST measured in the aqueous phase of the NE was 45% of the starting
concentration (0.5 mg/mL) at time 0 and decreased to 34% after 24 h. When the NE release profile
was studied following protocol 2, roughly 7% of the SST was found in plasma at time 0, and after
24 h only traces of SST were found (0.03%) (Figure 5B). These results imply that there was a decrease
in concentration due to degradation of the peptide. Nevertheless, SST is known to have very short
half-life in plasma [7] and the NE proved to be efficient in improving the peptide half-life, maintaining
its measurable concentration at least for the first 7–8 h.
2.3. Reactivity of SST in Liposome Vesicles
We were interested in the study of the reactivity of the disulfide bridge present in the structure of
SST, between the cysteine residues in positions 3 and 14 (Figure 1), since a variety of conditions can
influence the reactivity of this functional group, such as the presence of redox-active metal ions. In fact,
the chelation ability of metals toward disulfides is known, and it can act to generate catalytic amount
of thiyl radicals together as known for Fe(III) and its reduction to Fe(II) [23]. Since we worked under
aerobic conditions and it is known that complexes with Fe(II) can be oxidized to Fe(III) under air [24],
we used Fe(II) and Fe(III) salts in our experiments in order to follow the liposome reactivity in both
cases. On the other hand, as mentioned in the introduction, investigations by some of us demonstrated
that iron binding in case of the antitumoral drug bleomycin was able to induce the formation of thiyl
radicals, which react with liposome vesicles in terms of cis-trans isomerization and peroxidation of the
unsaturated fatty acid moieties of vesicle lipids [20]. We also used the reduced form of SST (red-SST),
with the free thiol groups in positions 3 and 14, which is commercially available, to compare the results
of the two free cysteine residues with the cystine moiety of the natural peptide in the formation of
iron-complex, including the role of thiyl radicals in the consequent isomerization reaction. As matter
of facts, the reduction of SST is considered to occur in vivo and is associated to fibril formation relevant
to the storage and secretion [25] but was never connected with chemical reactivity.
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We used the biomimetic model made of large unilamellar vesicle by the extrusion technique
with 200 nm of diameter (LUVET) [26], in the presence of SST or red-SST for investigating membrane
phospholipid behavior. Two different compositions of liposomes have been employed: first, the
synthetic phospholipid, 1-palmitoyl-2-oleoyl phosphatidyl choline (POPC) was used to study the
reactivity of the MUFA moiety of oleic acid (9cis-C18:1, Figure 2C) which is expected to be directly
transformed by thiyl radical catalyzed cis-trans isomerization into its corresponding geometrical
trans isomer, elaidic acid (9trans-C18:1) by the addition-elimination mechanism represented for the
double bond in Figure 6. The second material used for liposome formation was soybean lecithin,
containing various percentages of saturated, mono- and poly-unsaturated (MUFA and PUFA) fatty acids
(Figure 2B). The PUFA residues of soybean lecithin liposomes can be transformed both by oxidative
and isomerization pathways. In particular, linoleic acid (9cis,12cis-C18:2), the most representative
PUFA in lecithin (65% of the total fatty acid composition), can give geometrical trans isomers that are
separated, recognized and quantified by GC analysis [18,19,26,27]. Lipid peroxidation can be indirectly
estimated by the amount of the PUFA linoleic acid in each experiment, evidencing its diminution by
using the GC calibration curves vs. the saturated fatty residue of palmitic acid (C16:0), as previously
described [20,28]. GC analysis is the gold standard for the fatty acid quantification.
Figure 6. Reaction mechanism for the cis–trans isomerization of a double bond catalyzed by
thiyl radicals.
The iron salts used in the experiments were: ferrous (II) ammonium sulfate Fe(NH4)(SO4)2
and ferric (III) sulfate Fe2(SO4)3. The salts at concentration of 100 μM were added to the liposome
suspension (2 mM) and then the addition of SST or red-SST (100 μM) to the vesicle aqueous suspension
was carried out by syringe pump, keeping the vials at 37 ◦C in an orbital shaker for the indicated
reaction time. The experiments were carried out in aerobic and anaerobic conditions and the results
are summarized in Table 1. Blank experiments included liposome reaction without the peptide and in
presence/absence of iron, in order to better estimate the drug contribution to lipid reactivity. The blank
experiments without SST with POPC, and with or without Fe salts, gave a not detectable quantity of
trans isomers (results not shown).
Table 1. Formation of trans isomers of monounsaturated fatty acid (MUFA) and consumption of
polyunsaturated fatty acids (PUFA) residues1 in liposome aqueous suspensions (2 mM) treated with
100 μM SST/red-SST and 100 μM Fe salts at 37 ◦C (n = 3 of each experiment).








1 POPC 2 no SST x tr
2 POPC 2 no SST x 0.9 ± 0.1
3 POPC 2 no red-SST x 0.7 ± 0.2
4 POPC 2 no red-SST x 29.9 ± 0.2
5 POPC 2 yes red-SST x 5 ± 0.3
6 soybean lecithin 3 yes SST nd nd 2.2 ± 1.4
7 soybean lecithin 3 yes SST x tr tr 95.9 ± 0.3
8 soybean lecithin 3 yes SST x4 0.3 ± 0.0 0.2 ± 0.1 75.5 ± 0.4
9 soybean lecithin 3 yes red-SST x4 0.4 ± 0.1 0.5 ± 0.1 84.1 ± 2.6
10 soybean lecithin 3 yes SST x4 tr tr 35.9± 0.2
11 soybean lecithin 3 yes red-SST x4 tr tr 92.3± 0.4
Nd = not detectable; tr = traces (<0.1%) 1 The fatty acid residues were obtained from the liposome suspension
after lipid extraction and transesterification, as described in the Materials and Methods. 2 24 h incubation. 3 8 h
incubation. 4 incubation with 30 μM Fe(II) salt.
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With SST-Fe(III) salt and SST-Fe(II) salt under anaerobic conditions (entries 1 and 2), MUFA trans
isomer was detected at <1% with Fe(II) salt under anaerobic condition. With the reduced form of the
peptide and Fe(II) salt still the reactivity for isomerization was low (entry 3). Instead, red-SST with
Fe(III) salt under anaerobic conditions gave the most effective isomerization reaction, reaching 30%
after 24 h incubation (entry 4). In aerobic conditions the same experiment gave isomerization, although
at low extents (5%) (entry 5).
When soybean lecithin liposomes are used, the reactivity of polyunsaturated fatty acids (PUFA)
was followed-up, and the scenario changed in particular evidencing the consumption of PUFA due to
peroxidation processes under aerobic conditions, as depicted first for bleomycin-Fe complexes [20].
The role of iron salt is important for the reactivity of the system, since SST under aerobic conditions but
without Fe salts induced a slight peroxidation process and no isomerization after 24 h (entry 6, Table 1).
The reactivity of PUFA-containing vesicles in the presence of both SST and Fe(II) salt increased toward
the peroxidation of polyunsaturated residues, shortening the reaction time to 8 h instead of 24 h to
detect an almost total PUFA consumption (96%, see entry 7, Table 1). At this time, the strong PUFA
consumption did not allow for evidencing any isomerization process. Lowering Fe(II) concentration to
30 μM the peroxidation process decreased to ca. 75% (entry 8). When the low concentration of Fe(II)
salt is used with red-SST, peroxidation slightly increased compared to the cyclic form of the peptide
(entry 9). Finally, with 30 μM Fe(III) salt the peroxidation process occurred both with SST and red-SST,
however the latter was found to be more efficient (cfr., entry 10 and entry 11).
Further work is needed for the full understanding of the complex reactivity involving metal-sulfur
adducts in liposomes, taking into account that the different isomerization yields can be also attributed
to the diffusion of reactive radical species within the lipid bilayer. It is worth mentioning that the
interaction of SST with its membrane receptors [2,5,6] brings this peptide in close contact with the lipid
bilayer, therefore its reactivity with lipids cannot be ruled out. The present results obtained with the
biomimetic model of liposomes using SST or its reduced form highlight the role of sulfur-containing
biomolecules as trigger of oxidative radical-based processes which can transform unsaturated fatty
acids, which are important constituents of cell membranes. This is a very interesting reactivity, which
should be taken into account since lipid-peptide bioconjugation is used in liposome technology [29].
Lipid peroxidation and isomerization have been already evidenced for antitumoral drugs [20], and
nowadays the oxidative aspect is considered not only as a side effect induced by anticancer therapy, but
also as a condition to create oxidant-antioxidant unbalance in cancer cells [30]. This is connected with
the metal redox state of the cellular environment that can be an important trigger of radical reactions,
as shown for the reactivity of copper complexes [31,32]. Thiol compounds are reactive species in this
context as in the new model here proposed for SST, expanding the actual knowledge of the molecular
properties of this peptide for pharmacological applications.
3. Conclusions
In this article we described the entrapment of SST in a lipid formulation that increased of
10-folds the stability of the peptide in human plasma. These results are promising for application
as a drug delivery system by extension to appropriate experiments in biological context, using cells
or murine models, which are ongoing. Furthermore, the inclusion of SST or its acyclic derivative in
liposome vesicles has been used as biomimetic model in the presence of iron salts, for evidencing the
reactivity between the peptide and its lipid carrier with thiyl radical formation and induction of lipid
isomerization/peroxidation processes. New molecular insights are provided that can be developed
further for synergic pharmacological strategies.
4. Materials and Methods
Somatostatin (SST) and its acyclic form were received from Bachem, Germany and used with no
further purification. POPC and l-α-phosphatidylcholine from soybean were obtained from Avanti
Polar Lipids, USA and used without further purification. Formic acid and ammonium formate were
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purchased from Sigma-Aldrich, Milan and used as received. Acetonitrile, sodium citrate, citric acid
and absolute ethanol were bought from Sigma-Aldrich, Milan and used without further purification.
4.1. Preparation of Nanoemulsions (NE)
To prepare 10 mL of NE, 0.2 g of l-α-phosphatidylcholine (2% w/v) were dissolved in absolute
ethanol, placed in a round-bottom flask and then the solvent was removed under reduced pressure to
yield a thin and uniform lipid film on the wall of the flask. Five milligrams of SST (0.5 mg/mL) and
72.8 mg of sorbitol (2 mM) were dissolved in 10 mL of 0.1 M citrate buffer. The SST solution was then
added to the lipid film and the flask content was maintained under agitation with vortex for 5 min.
The so-obtained NE was freeze-dried and, when needed for further experiments, reconstituted with
10 mL of mq water.
4.2. LC/MS Analysis
Agilent 1260 Infinity automated LC/MS purification system was used, and the analyses were run
with a reverse phase C-18 column (ZORBAX SB-C18 Rapid Resolution HT 2.1 × 50 mm 1.8 micron
600 Bar). A Phenomenex HPLC guard cartridge was used as well. The mobile phases were (A) H2O
+ 0.1% formic acid and (B) Acetonitrile + 0.1% formic acid. The samples were eluted with a linear
gradient of B from 5% to 90% in 15 min, B was then decreased to 5% in 5 min (20 min) and kept so for 5
min (25 min).
4.3. In Vitro Release Experiments in Buffer
The release experiment was designed to analyze not only the directly released SST (detected in
the medium) but also the amount of non-released SST, still entrapped in the lipid droplets (indirect
analysis). Two different protocols were followed: (1) the freeze-dried NE was reconstituted in citrate
buffer pH 5.0 0.1 M to start the release experiment and after each time point the analyses of the
SST present in the resulting aqueous and lipid phases were carried out as described below; (2) after
reconstitution in water, the NE was immediately centrifuged, the lipid fraction was isolated and
resuspended in fresh citrate buffer pH 5.0 0.1 M to start the experiment. SST-containing NE were kept
in a horizontal shaker at 37 ◦C (stirring rate 100 rpm). Reached the time point (0 min, 1 h, 3 h, 6 h,
24 h), three samples for each protocol of 0.2 mL were collected, centrifuged (15,000 rpm × 5 min × 4 ◦C)
and 50 μL of supernatant were directly analyzed via LC/MS (direct analysis). The remaining lipid
pellets were then dissolved in a mixture of hexane/formate buffer pH 3.0 (0.2 mL each, total volume
0.4 mL), vortexed for 5 min and after 10 min 50 μL of aqueous phase were withdrawn and analyzed
with LC/MS (indirect analysis). The experiment was carried out three times for statistical analysis.
4.4. In Vitro Release Profile in Human Plasma
Two different protocols were followed according also to literature [33]: (1) the freeze-dried NE
was reconstituted directly in human plasma to start the release experiment; (2) after reconstitution in
tridistilled water, the NE was immediately centrifuged, the lipid fraction was isolated and suspended
in human plasma to start the experiment. SST-containing NE were kept in a horizontal shaker at 37 ◦C
(stirring rate 100 rpm). Reached the time point (0 min, 1 h, 3 h, 6 h, 24 h), three samples of 0.2 mL for
each protocol were collected and centrifuged (15,000 rpm × 5 min × 4 ◦C). To 100 μL of the so-obtained
supernatant were added 100 μL of TCA 6% (final concentration of TCA 3%) and the product was
placed in ice bath for 10 min and centrifuged again (15,000 rpm × 5 min × 4 ◦C). 100 μL of the resulting
supernatant were collected, quenched with a solution of NaOH 1 M and analyzed via LC/MS [1]. The
indirect analysis was not performed due to incompatibility with the HPLC column.
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4.5. Liposome Experiments
Large unilamellar vesicles were prepared with known methodologies [26]. Briefly, POPC or
soybean lecithin were dissolved in chloroform and then evaporated to a thin film in a test tube under
argon stream. In the next step the tube remained under vacuum for 30 min. Degassed water was added
and multilamellar vesicles were formed by vortexing under argon atmosphere for 7 min. In order to
obtain the LUVET vesicles of 200 nm diameter the emulsions were extruded by passage for 19 times
through two polycarbonate membranes with the specific pore dimension. In a 4 mL vial 2 mM vesicle
suspension was added together with the iron complex (0.1 mM), and the vial was kept under incubation
at 37 ◦C adding somatostatin solution (0.1 mM) dropwise by a syringe pump (0.5 mm/min). The
reaction mixture was worked up after the reported time (8 or 24 h) by adding 2:1 chloroform/methanol
(1 mL) to extract lipids. The organic phase was dried over anhydrous sodium sulfate and evaporated
under vacuum at room temperature to dryness. The resulting phospholipid extract was then treated
with 0.5 M KOH/MeOH for 10 min at ambient temperature, converting them to the corresponding
fatty acid methyl esters (FAME). The reaction was quenched with the addition of tridistilled water and
an extraction with n-hexane followed. The organic layer containing the corresponding FAME was
analyzed by GC under known conditions to examine cis and trans fatty acid isomers [25,27]. For the
experiments under anaerobic conditions, all the solutions were degassed with argon for 15 min and
the addition of all reagents took place under an argon stream. Anaerobic conditions were maintained
during the incubation period by creating pressure of argon inside the reaction vial.
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Abstract: The formation and growth of gold nanoparticles (AuNPs) were investigated in pH 7
buffer solution of bovine serum albumin (BSA) at room temperature. The processes were monitored
by UV-Vis, circular dichroism, Raman and electron paramagnetic resonance (EPR) spectroscopies.
TEM microscopy and dynamic light scattering (DLS) measurements were used to evidence changes
in particle size during nanoparticle formation and growth. The formation of AuNPs at pH 7 in the
absence of BSA was not observed, which proves that the albumin is involved in the first step of Au(III)
reduction. Changes in the EPR spectral features of two spin probes, CAT16 and DIS3, with affinity
for BSA and AuNPs, respectively, allowed us to monitor the particle growth and to demonstrate the
protective role of BSA for AuNPs. The size of AuNPs formed in BSA solution increases slowly with
time, resulting in nanoparticles of different morphologies, as revealed by TEM. Raman spectra of
BSA indicate the interaction of albumin with AuNPs through sulfur-containing amino acid residues.
This study shows that albumins act as both reducing agents and protective corona of AuNPs.
Keywords: gold nanoparticles; albumin; EPR spectroscopy; Raman spectroscopy; circular dichroism
1. Introduction
The research focused on the synthesis and properties of gold nanoparticles (AuNPs) has expanded
into the advanced fields of nanomedicine and nanotechnologies [1–4]. The interactions of AuNPs
with biomolecules found in biofluids are relevant for medicinal applications like imaging, sensing,
drug and gene delivery, and in photothermal therapy. AuNPs are usually stabilized in different
solutions by layers of small organic molecules. Sulfur, amino or hydroxyl groups bind to the surface
of AuNPs through chemical or physical interactions [5]. Citrate, a nontoxic and relevant species for
biological systems, represents both a reducing agent and a stabilization agent for AuNPs in water [6].
Albumin can bind spontaneously to citrate-protected AuNPs [7–10] and the resulting nanosystems are
of interest for multicomponent drug system applications.
In recent years, a significant number of studies have reported on the synthesis and properties
of AuNPs in the presence of proteins [4,11–14]. Assemblies of AuNPs protected by lysozyme were
tested for loading capacity of hydrophilic and hydrophobic molecules like doxorubicin and pyrene,
respectively. These nanocarriers have been then coated with albumin in order to facilitate their
uptake by cancer cells [11]. Bakshi et al. [12] studied the biochemical properties of BSA-conjugated
nanoparticles synthetized in the presence of ionic surfactants using thermally denatured BSA as
reducing agent of Au(III). They found that BSA-protected AuNPs do not show any hemolytic response.
In another study, Murawala et al. [4] reported on the ability of BSA to reduce Au3+ at low pH,
underlying that reduction did not occur in BSA-free Au3+ solution, irrespective of the pH. Interestingly,
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when both Ag+ and Au3+ ions are added, Ag0 acts as reducing agent for Au3+ ions (galvanic exchange
reaction) and AuNPs are formed. The authors also infer that Trp residues of BSA and not Tyr residues
are responsible for Ag+ reduction. The secondary structure of BSA is not altered to a significant extent
following its reductive action on Ag+ and AgNPs coating. Similarly, in another study, Xie et al. [13] have
shown that the reduction of HAuCl4 with BSA at physiological temperature leads to the formation of
triangular and hexagonal gold nanoplates within two days. The reaction rate and particle morphology
depend on the temperature, pH and presence of trace amounts of Ag+. The authors concluded that
BSA at room temperature has no apparent reduction capability, as no particles were formed within
two days.
Basu et al. [14] were the first to report that two proteins, antibodies Rituximab and Cetuximab,
can function as reducing and structure-directing agents to produce AuNPs from Au salts. However,
they only synthesized AuNPs of 100–1000 nm size and having mostly triangular morphology at acidic
pH value. The authors mentioned that experiments at pH 7 and 10 did not lead to the formation of
AuNPs. In their analysis, they showed that the type of protecting agent influences the nanoparticle
shape. For instance, in the presence of BSA, Au nanotriangles are formed. All NPs were characterized
after four weeks of BSA/HAuCl4 incubation at room temperature. In the presence of ascorbic acid
as an additional, weak, reducing agent, smaller AuNPs (20–100 nm) of flower-like morphology are
obtained at pH 3 in a matter of hours.
In this work, we investigated, through a series of physico-chemical methods, the formation of
AuNPs using BSA as reducing and protecting agent, at room temperature. The formation and growth
of gold nanoclusters have been monitored by UV-Vis spectroscopy, which allowed us to evidence the
appearance of the surface plasmon band and the changes in its position. The process also involves
protein denaturation, therefore circular dichroism (CD) spectroscopy was used as a tool to prove the
changes in albumin conformation. Dynamic light scattering (DLS) and transmission electron microscopy
(TEM) gave information on the particle size in solution and in solid state, respectively. Based on the
analyses of the Raman spectra of BSA before and after the formation of AuNPs, we evidenced the
interaction of sulfur groups from the albumin chain with AuNPs.
Additionally, electron paramagnetic resonance (EPR) spectroscopy was used to investigate
the slow process of Au(III) reduction in albumin solution by following the changes in
the parameters of the two spin probes presented in Figure 1: 4-N,N-dimethyl hexadecyl
ammonium-2,2,6,6-tetramethylpiperidine-1-oxyl iodide (CAT16) that can report on interactions in
various colloidal systems and has affinity for albumin [15–17], and a biradical with a disulfide structure
(DIS3) that has been used to study the dynamics of ligands at the AuNPs surface [18,19].
Figure 1. The spin probes used in this study.
Due to its ionic character, CAT16 binds to the albumin binding sites located at the water interface.
This spin probe has been previously used to evidence BSA denaturation in the presence of SDS micelles
and renaturation following the addition of cyclodextrin [15], to study the interaction of BSA with
Pluronic micelles [16] and the thermal denaturation of BSA [17]. We reason that the interaction between
albumin and AuNPs can induce changes in the EPR spectrum of CAT16. On the other hand, DIS3 is
a biradical with affinity for AuNPs and can thus provide information on the adsorption kinetics on the
nanoparticle surface [19].
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The investigation of the reduction of Au(III) only in the presence of BSA using a palette of
physico-chemical methods evidenced different aspects related to the mechanism of gold nanoparticles
formation and their reactivity properties.
2. Results and Discussion
2.1. UV-Vis Measurements
Reduction of Au(III) was not observed in phosphate solution of HAuCl4 (10−3 M), but occurred
after addition of BSA in a final concentration of 2 mg/mL. The solution underwent a color change from
yellow to colorless, corresponding to the reduction process, and then to purple (Figure 2). The reduction
of Au(III) in the system containing BSA is due to the presence of specific amino acids in the protein
chain, namely 35 threonine and 32 serine units that bear hydroxyl groups [20,21]. The change from
colorless to purple color indicates the formation of gold nanoclusters in which the collective oscillation
of the metallic surface electrons gives rise to the plasmon resonance band.
 
 
day 1 day 40 initial 
Figure 2. Evolution of the UV-Vis absorption spectrum of the bovine serum albumin (BSA)/HAuCl4
system at different stages of incubation: (a) initial, (b) 3 days, (c) 1 week, (d) 2 weeks and (e) 3 weeks.
Inset: Color change accompanying the formation of gold nanoparticles.
The evolution of the reduction process was followed by UV-Vis spectroscopy. It can be observed
from Figure 2 that the intensity of the plasmon resonance band of AuNPs increases in time. The optical
properties of AuNPs are dependent on the nanoparticle size [22]. The UV-Vis band shown in Figure 2
can be deconvoluted in two components, and this can be an indication that AuNPs have non-uniform
size and shape distribution. Assuming a spherical shape of these particles, a particle diameter larger
than 20 nm can be estimated from the UV-Vis spectra [22].
2.2. TEM and DLS Measurements
The UV-Vis data were correlated with those obtained by dynamic light scattering (DLS) and
transmission electron microscopy (TEM). During sample preparation for TEM, the protein was washed
out, therefore the TEM images provide information only on the nanoparticle metallic core size.
Figure 3 shows the TEM images of AuNPs formed in BSA solution after seven days, evidencing
a non-uniform size distribution and the presence of nanoparticles with various morphologies
(triangular, rhombohedral, hexagonal; see also Figure S1 in the Supplementary Information file).
Other studies [12,20] have also reported triangular and hexagonal morphologies for AuNPs obtained in
the presence of BSA. Although the reduction process in the presence of BSA alone was slower compared
with the similar processes reported by Bakshi [12] and Xia [20] that use additional physico-chemical
factors like temperature, ionic strength and the presence of surfactants, in our case the average particle
size of AuNPs was of 20 nm. The dimensions of AuNPs obtained in this slower process were smaller
than those reported in the above-mentioned studies. The TEM images were collected at different time
intervals and it was observed that, despite a small increase in particle size, the particles remained
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well-separated, indicative of the fact that aggregation does not occur (Figure S2). Another experiment
in which an additional quantity of Au(III) was added to the colorless solution led to the formation of
AuNPs with smaller size (less than 5 nm), as shown in Figure S3.
 
Figure 3. TEM image of gold nanoparticles formed in BSA.
DLS measurements evidence the changes in the dispersion size during the formation of AuNPs.
The measurements were performed for a solution of BSA (2 mg/mL) prior to the addition of HAuCl4,
immediately after addition, and the evolution of the particle size was then followed over the course of
one month. Literature DLS data report a size of BSA in solution less than 10 nm [23], a value lower than
in our measurements (Table 1). This suggests the presence of BSA dimers in solution. It is important
to notice that, in the presence of Au(III), prior to the formation of AuNPs, the size of BSA increases,
which might indicate either a denaturation of BSA leading to a less compact protein conformation
or the formation of small nanoparticles protected by BSA. DLS measurements performed after three
weeks indicated an average particle diameter of 38.6 nm, while after 30 days this value increased to
56.9 nm (Table 1).
DLS measurements indicate also an increase of the nanoparticle size over time. It is possible that
BSA plays a role in the growth process of AuNPs, which might be accompanied by conformational
changes of BSA that can be revealed by spectroscopic methods.
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Table 1. Evolution of the average particle diameter in a solution of BSA (2 mg/mL) in the absence and






BSA Initial 20.4 ± 11.9 9.6 ± 4.5
BSA/Au3+ Initial 31.1 ± 20.4 12.3 ± 6.3
BSA/Au0 21 38.6 ± 19.4 21.5 ± 8.9
BSA/Au0 30 73.3 ± 30.1 46.5 ± 17.7
2.3. Circular Dichroism and Raman Spectroscopy
We have shown that BSA acts as reducing agent, but it is also known that albumins can form
protective layers for nanoparticles. To demonstrate that BSA is protecting AuNPs and to evidence the
conformational changes associated with this process, we performed CD, Raman and EPR experiments.
As it was shown above, the reduction process induced by albumins is quite slow at room
temperature. The CD spectra of BSA have been monitored for the entire period of time corresponding
to the formation of AuNPs. The extent of BSA secondary structure alteration due to nanoparticle
formation can be evidenced from the spectra.
The CD spectrum of BSA is characterized by the presence of two negative bands at 209 and 222 nm.
These bands arise from π–π* and n–π* transitions in the amide groups, and are typical for proteins
with predominantly helical content [24]. Prior to AuNPs formation, the intensity of this signal is only
affected by time to a small extent. However, a significant decrease in the CD intensity of BSA occurs
upon the growth of AuNPs up to a certain size, as can be seen from Figure 4. We consider that this is
the effect of protein corona formation at the AuNPs surface.
Figure 4. Circular dichroism spectra of BSA (2 mg/mL) recorded at various time intervals and
evidencing the alteration of the BSA secondary structure upon gold nanoparticle formation and growth;
[HAuCl4] = 2 × 10−3 M.
The CD spectrum of BSA reflects changes in secondary structure occurring during the reduction
of Au(III) as well as during nanoparticle growth. These changes indicate that the reduction step does
induce conformational changes in the BSA structure to a lower extent as compared to the growth
step, which most probably involves the formation of the BSA corona around nanoparticles with
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stabilizing effect. Both the reducing and protecting role of BSA induce conformational changes of the
protein. As can be observed from Table 2, this consists in the increase of the β-sheet and unordered
conformations contents on the expense of the α-helix content.
Table 2. Secondary structure content of BSA prior to and after gold nanoparticle formation and growth,
as evidenced by circular dichroism.
Day α-Helix β-Sheet Random Coil
1 0.60 0.07 0.33
10 0.59 0.08 0.33
15 0.40 0.21 0.39
30 0.36 0.18 0.46
40 0.30 0.18 0.52
Further information related to albumin denaturation and AuNPs/albumin interactions is provided
by Raman spectroscopy, as will be discussed in the next section.
2.3.1. Modes of Adsorption of BSA onto Gold Nanoparticles
As stated above, the secondary structure of BSA is predominantly α-helical, with the helices
being held together by disulfide bridges [25,26]. Protein unfolding, as evidenced by circular dichroism,
is also associated to the breaking/reduction in the number of these S-S bonds. The disulfide bridges
between Cys residues are a key structural parameter of BSA, as they stabilize the protein’s folded
state. Two spectral regions of the Raman spectra of BSA can be used to follow the change in protein
conformation occurring upon AuNPs formation: the S–S (480–550 cm−1) and C–S (630–720 cm−1)
stretching modes, sensitive to conformational changes and/or cleavage of the Cα–Cβ–S–S’–C’β–C’α
disulfide bridges in BSA [27,28], and the amide I and amide III Raman bands of BSA, indicative of the
changes occurring in its secondary structure.
2.3.2. The Configuration of Disulfide Bridges
The Raman spectra of BSA prior to and after AuNPs formation are presented in Figure 5. In order
to obtain Raman spectra with good signal-to-noise ratio, the concentrations of BSA and HAuCl4 were
increased compared with those used for other determinations.
The S–S Raman band of BSA includes three main contributions, indicating different configurations
of the disulfide bridges: 500–510 cm−1 (gauche–gauche–gauche, ggg, rotamers), 515–525 cm−1
(gauche–gauche–trans, ggt or tgg) and 530–550 cm−1 (trans–gauche–trans, tgt) [29,30]. The position of
these bands is altered when internal rotation about the S–S and C–S bonds occurs [31].
Band deconvolution in the S–S spectral range yielded six components for BSA (Figure 6A),
with an additional component in the presence of AuNPs (Figure 6B). The S–S populations content
was computed from the area of the individual components expressed as a fraction of the total area of
the bands (Table 3). Initially, the disulfide bridges of BSA assume ggg (9%), ggt (34%) and tgt (57%)
configurations. The contributions of ggt and tgt conformers to the Raman band corresponding to the
S–S bond decrease as a result of AuNPs formation, while the bands corresponding to the ggg conformer
become prevalent and shift towards lower wavenumbers. This indicates that BSA adsorption onto
AuNPs favors the more energetically stable S–S conformation, ggg [32]. The localization of this band
below 500 cm−1 indicates that some of these conformers are now found in a restricted medium, the S–S
bonds being less flexible [33]. Such bands have been previously reported at 489 [34] and 463 cm−1 [35].
Thus, the ggt conformation of the disulfide bridges is converted to a ggg conformation as a result of
protein corona forming onto AuNPs. A similar phenomenon was observed by Nakamura et al. [30]
upon BSA conversion from N to F and E forms. The significant enhancement of this vibration in
presence of nanoparticles may indicate that the respective disulfide bridges are located near the gold
surface, yielding a surface enhanced Raman signal [36]. Differences in peak widths indicate different
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heterogeneities in the environment of the respective populations [37]. After adsorption, the disulfide
bridges are 52% ggg, 22% ggt and 26% tgt configurations.
The reduction in the number of the different S–S bridge populations after AuNPs formation also
correlates to changes observed in the features in the ν(C–S) spectral region (Figure 5).
Figure 5. Raman spectra of BSA (20 mg/mL) prior to (day 1) and after (day 40) gold nanoparticle
formation; peak positions are marked; [HAuCl4] = 4 × 10−2 M.
Figure 6. Deconvolution of the Raman bands in the spectral range corresponding to the ν(S–S)
vibrations: (A) free BSA (day 1, R2 = 0.995), (B) BSA adsorbed onto gold nanoparticles (day 40,
R2 = 0.994); the experimental spectra are depicted by grey dots, the convoluted spectra by red lines and
the individual component functions are in color.
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Table 3. The population of each conformer, calculated as the fraction of its band area from the total
area of the bands.









– – 481 16
504 9 493 36
513 18 507 11
526 16 521 11
537 19 535 7
551 22 551 9
566 16 566 10
2.3.3. Estimating the Change in BSA Secondary Structure by Raman Spectroscopy
The analysis of the amide I band in the Raman spectrum provides information on the secondary
structure of BSA that can be corroborated with those obtained from CD spectra. Figure 7 presents
the deconvolution of the amide I band of BSA initially and after the AuNPs were formed, and the
contributions of integrated peaks are listed in Table 4. The integrated peaks correspond to the α-helix
(1650–1657 cm−1), β-sheet (1612–1640 cm−1 and 1670–1690, antiparallel, and 1626–1640, parallel),
β-turn (1655–1675 cm−1, 1680–1696 cm−1) and random coil (1640–1651 cm−1) conformations [38].
One observes that both CD and Raman spectroscopies predict the same effect of AuNPs on the helical
content of BSA. Moreover, the band at 940 cm−1, the skeletal ν(C–C) vibration, another indicator of the
helical structure, is intense in free BSA and much weaker when BSA is adsorbed onto the nanoparticles
(Figure 5), thus evidencing as well the loss of helical content [30,39].
Figure 7. Deconvolution of the amide I region of the Raman spectra of free BSA (A, day 1) and BSA
adsorbed onto gold nanoparticles (B, day 40). The secondary structure contents estimated from the
respective peak areas are listed in Table 4.
Table 4. Secondary structure content of BSA prior to and after gold nanoparticle formation and growth,
as evidenced by Raman spectroscopy.
Day 1 Day 40
Assignment
ν (cm−1) Area (%) ν (cm−1) Area (%)
1617 11 1623 13 β-sheet
1639 9 1637 13 random coil
1655 62 1654 31 α-helix
1670 8 1671 19 β-turn
1688 10 1694 24 β-turn
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The Raman data allowed us to reveal some of the specific molecular groups involved in adsorption.
Such local changes caused by AuNPs formation and growth can also be evidenced by spin probe
method of EPR spectroscopy.
2.4. Electron Paramagnetic Resonance Measurements
All species involved in the formation of AuNPs are diamagnetic and, in order to monitor the
processes of AuNPs formation and growth in the presence of BSA, we selected the spin probe method
of EPR spectroscopy. Thiol derivatives have a high affinity for the Au surface and form protective
layers that ensure the stability of AuNPs [40]. Therefore, we selected as a first spin probe the biradical
DIS3 (Figure 1) with paramagnetic moieties linked through a disulfide bridge, which has been used for
studying dynamic aspects of ligands protecting the Au surface, exchange processes and the stability of
AuNPs [18,19,30]. Figure 8A shows the changes in the EPR spectrum of DIS3 during the formation
of AuNPs.
Figure 8. The evolution of the electron paramagnetic resonance (EPR) spectra of (A) DIS3: a) initial,
b) 4 days, c) 6 days, d) 10 days, e) 13 days, f) 17 days, and (B) CAT16 in BSA/Au system: a) initial,
b) 4 days, c) 10 days, d) 13 days, e) 17 days.
In water solution, the EPR spectrum of biradical DIS3 (Figure 8A, spectrum a) shows the additional
lines corresponding to exchange interactions (second and forth lines in the spectrum), although their
intensities are lower than in organic solvents [18]. The evolution of spectral changes for DIS3 indicates
that the lines attributed to the exchange interactions gradually decreased during the reduction step and
the formation of AuNPs. After 10 days, the EPR spectrum indicates only three lines, without evidencing
a restricted motion (Figure 8A, spectrum d). As it was reported in literature [18,19], adsorption of DIS3
at the surface of AuNPs induces the breaking of the disulfide bond. The changes in the EPR spectrum
occur on the same time scale as the changes in the CD spectrum.
The spin probe method of EPR spectroscopy can be used to prove small conformational changes
in the BSA structure [15–17]. The spin probe CAT16 binds to the BSA sites exposed to water, due to the
ionic character of the probe. This determines a relatively fast molecular motion of the nitroxide group
in CAT16 as compared to that of 5-doxyl stearic acid, which is almost immobilized in the complex
with BSA [16,41,42]. Considering this different behavior of spin probes with affinity for BSA binding
sites, we selected CAT16 to analyze the evolution of the BSA/Au system. Figure 8B shows the EPR
spectra of CAT16 in solution of BSA in the absence and in the presence of Au, at different time intervals.
Spectrum a in Figure 8B presents a double component feature, one with restricted motion and another
with fast motion. The formation of AuNPs slows down the motion of the initial faster component,
which indicates the fact that the nitroxide group senses the increase in size of the BSA/AuNP assembly
(Figure 8B, spectrum e). The simulated spectra of CAT16 in BSA and in BSA/AuNP systems are shown
in Figure S4. The simulation of EPR spectra suggests a slower motion of both components once AuNPs
are formed. The percentages of the two components corresponding to the EPR spectrum of CAT16 in
BSA/AuNPs are approximately the same (Table S1).
A series of EPR studies reported in literature evidenced that some aerobic oxidations in the
presence of AuNPs involve the generation of reactive species [43–45]. Starting from this, we tested if
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reactive radicals that can be trapped by the spin trap DMPO (5,5-dimethyl-1-pyrroline N-oxide) are
generated in solution of BSA/AuNPs. In Figure 9, the blue spectrum corresponds to the DMPO adduct
with the hydroxyl radical that can be generated in the presence of adsorbed oxygen at the AuNPs
surface. The spectrum is a superposition of two components, one corresponding to the DMPO–HO
adduct and another corresponding to a nitroxide degradation product of DMPO. The hyperfine
coupling constants of the DMPO–HO adduct are aN = 14.85 G and aH = 14.78 G. Generation of hydroxyl
radicals in BSA/AuNPs might be significant for the biomedical applications of such systems.
Figure 9. The EPR spectra of 5,5-dimethyl-1-pyrroline N-oxide (DMPO)–HO adduct (in blue) and
ascorbyl free radical (in red) generated in the BSA/AuNPs system.
A well-known component of biofluids is ascorbate, a species that acts as radical scavenger.
Oxidation of ascorbate is a two-step process that involves the ascorbyl free radical as intermediate.
Hydroxyl radicals can generate the ascorbyl radical [46–48]. Addition of calcium ascorbate to the
BSA/AuNPs solution led to the formation of the ascorbyl radical characterized by aH = 1.78 G, as shown
in Figure 9, spectrum in red.
The spin-trapping experiments performed in solution of BSA/AuNPs after purging argon did not
lead to the formation of DMPO–HO adducts. The spin trapping measurements suggest that AuNPs
might be involved in oxidative processes during their transport to the specific targets.
3. Materials and Methods
BSA fatty acid free fraction V was purchased from Fluka (Buchs, Switzerland). Chloroauric acid
(HAuCl4, >97%) and DMPO were purchased from Sigma Aldrich (St. Louis, MI, USA). These were
used without further purification. The solutions were prepared in phosphate buffer at pH 7. The spin
probe CAT16 was obtained from Molecular Probes (Leiden, The Netherlands), whereas the spin probe
DIS3 was obtained as described in literature [18,19].
3.1. Sample Preparation
BSA was dissolved in a solution of HAuCl4 (2 × 10−3 M) in phosphate buffer at pH 7. The resulting
system was left at room temperature over a period of over one month. The concentration of albumin for
measurements using different methods were as follows: 2 mg/mL for UV-Vis, DLS, circular dichroism,
10 mg/mL for EPR measurements and 20 mg/mL for Raman spectroscopy.
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3.2. Instrumentation
3.2.1. UV-Vis Absorption
Absorption spectra were recorded on a Jasco V-560 UV-VIS spectrophotometer in the range
300-700 nm.
3.2.2. DLS Measurements
The particle size evolution in BSA and BSA/Au solutions was analyzed by dynamic light scattering
(DLS) measurements in water on a Beckman Coulter particle size analyzer (Brea, CA, USA) using
the Delsa Nano software (Beckman Coulter, Brea, CA, USA). The measurements were performed at
room temperature.
3.2.3. Circular Dichroism Measurements
Circular dichroism spectra of BSA (2 mg/mL) in the absence and in the presence of HAuCl4 (2 ×
10−3 M) were recorded, at various time intervals, on a Jasco J-815 circular dichroism spectropolarimeter,
in 0.05 cm path length cuvettes, at 4 s response time, 100 nm/min scan speed, 1 nm bandwidth
and 1000 millidegrees (mdeg) sensitivity. The characteristic dichroic signal of BSA observed in the
200–300 nm spectral range was averaged over six scans with subtraction of the buffer blank. The results
were expressed in ellipticity (θ, in mdeg). The BSA secondary structure contents prior to and after
nanoparticle formation were determined with the DichroWeb online server [49,50]. The α-helix, β-sheet
and unordered contributions were estimated employing the K2D deconvolution algorithm [51]. All fits
led to normalized root mean square deviations lower than 0.2 [52,53].
3.2.4. Raman Spectroscopy
Raman spectra of BSA (20 mg/mL) in the absence and in the presence of HAuCl4 (4 × 10−2 M)
were collected on a Jasco NRS-3100 Raman spectrometer with laser excitation at 785 nm (laser power
150 mW). The spectra were averaged over 300 scans and the spectrum of the control (HAuCl4 in
phosphate buffer) was subtracted from each sample spectrum. Baseline correction and smoothing of
spectra with a 15 point Savitsky–Golay function were performed with the Spectra Analysis program.
The spectra were deconvoluted to the minimum number of components by fitting the Raman bands of
BSA with a sum of pseudo-Voigt functions (Gaussian and Lorentzian, in equal contributions). Band
position and width were constrained within reasonable limits.
3.2.5. Transmission Electron Microscopy
The TEM analysis was performed on Tecnai G2-F30 S-twin microscope (FEG-STEM) at
an accelerating voltage of 300kV. Sample preparation was minimal, consisting in mounting a drop of
AuNPs alcoholic suspension on holey carbon film copper grid allowing the solvent to evaporate at
room temperature.
3.2.6. EPR Spectroscopy
EPR spectra of DIS3 and CAT16 were recorded on a JEOL FA 100 spectrometer equipped with
a cylindrical type resonator TE011, with a frequency modulation of 100 kHz, microwave power of
0.998 mW, sweep time of 480 s, modulation amplitude of 1 G, time constant of 0.3 s, and magnetic
field scan range of 100 G. For the spin trapping experiments, the following settings were used: sweep
field 150 G, frequency 100 kHz, gain 800, sweep time 240 s, time constant 0.1 s, modulation width 1 G,
microwave power 1 mW.
EPR spectral simulations of CAT16 spectra were performed using the program developed by
Budil et al. [54] based on non-linear least–squares (NLLS) fits, allowing fitting of spectra encompassing
two components with different dynamics.
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4. Conclusions
In this study we monitored the formation and stabilization of gold nanoparticles in the presence
of BSA by a combination of different physico-chemical techniques. The gold (III) reduction and
the growth of gold nanoparticles are processes accompanied by conformational changes in the BSA.
DLS measurements evidenced the presence in solution of assemblies with molecular size growing from
the size of albumin up to the average size of 40 nm. TEM images evidenced different morphologies of
the nanoparticles, with an average size of 20 nm after 10 days and a slow increase to approximately
50 nm over a one-month interval. The results of this study highlight that albumin, as a reducing agent
of Au3+, can be an initiator for the formation of gold nanoparticles. Moreover, by using EPR and Raman
spectroscopies it was possible to prove that albumin covers the gold nanoparticles surface. Using EPR
spectroscopy, we were able to monitor the formation of nanoparticles, to analyze the changes in the
behavior of spin probes at the surface of albumin, and to evidence the formation of reactive species,
intermediated by gold nanoparticles. This physico-chemical study thus provides relevant information
for the application of such systems in the biomedical field of nanoparticle delivery.
Supplementary Materials: The following are available online at http://www.mdpi.com/1420-3049/24/18/3395/s1,
Figure S1: TEM images of gold nanoparticles formed in BSA evidencing the presence of various shapes. Figure S2:
TEM images of gold nanoparticles formed in BSA after three weeks. Figure S3: TEM image of AuNPs with smaller
particle size (roughly 5 nm) formed after adding a new quantity of Au(III). Figure S4: Simulated EPR spectra of
CAT16 in (A) BSA (10 mg/mL), (B) BSA/AuNPs after 10 days and (C) BSA/AuNPs after 17 days. Table S1: EPR
parameters obtained by spectral simulation.
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Abstract: Thione-containing nucleobases have attracted the attention of the scientific community
for their application in oncology, virology, and transplantology. The detailed understanding of the
reactivity of the purine derivative 8-thioguanosine (8-TG) with reactive oxygen species (ROS) and
free radicals is crucial for its biological relevance. An extensive investigation on the fate of 8-TG
under both reductive and oxidative conditions is here reported, and it was tested by employing
steady-state photooxidation, laser flash photolysis, as well as γ-radiolysis in aqueous solutions.
The characterization of the 8-TG T1 excited state by laser flash photolysis and the photooxidation
experiments confirmed that singlet oxygen is a crucial intermediate in the formation of the unexpected
reduced product guanosine, without the formation of the usual oxygenated sulfinic or sulfonic
acids. Furthermore, a thorough screening of different radiolytic conditions upon γ-radiation afforded
the reduced product. These results were rationalized by performing control experiments in the
predominant presence of each reactive species formed by radiolysis of water, and the mechanistic
pathway scenario was postulated on these bases.
Keywords: photolysis; laser flash photolysis; γ-radiolysis; singlet oxygen; nucleosides; free radicals;
reaction mechanism
1. Introduction
The search for new purine and pyrimidine derivatives of biological significance has been conducted
by many research groups [1,2]. The analogues of purine bases of nucleic acids containing a sulfur
atom, such as mercaptopurine, 6-thioguanine, or azathioprine, have been applied in medicine for
many years in the treatments of cancer, in particular leukemia in children, viral diseases, and in
transplantology [3–5]. However, it has been recently evidenced that the skin of patients taking these
drugs for a long time becomes much more sensitive to sunlight, and the chances of skin cancer
development in these patients increase [6,7]. A small structural modification involving the attachment
of a thione group to the purine ring system results in a decrease in energy of the electronic excited states,
leading to absorption of long-wavelength light, including the UV-A range [8]. Moreover, thiocarbonyl
compounds in excited states are highly reactive [9]. Therefore, thio-derivatives of guanine present in
the chains of nucleic acids can take part in photochemical transformations or at least can initiate them.
The photochemical processes upon excitation of thioguanosine chromophore in DNA include oxidation
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of DNA bases and/or proteins by 1O2 or other reactive oxygen species (ROS), photo cross-linking of
DNA strands, and generation of reactive radicals that can modify the components of nucleic acids
or proteins. In the photochemical studies of 6-thioguanosine (6-TG), most attention has been paid
to the oxidation reactions, as they are assumed to be mainly responsible for the adverse biological
effects [10,11]. It has been reported that in aerated aqueous solutions, after absorption of UV-A, 6-TG
undergoes Type I and Type II photooxidation processes and generates ROS, including singlet oxygen
1O2 or radicals, harmful to biological systems [12,13]. After selective excitation, 6-TG built in DNA
generates singlet oxygen 1O2 through energy transfer from the excited electronic state of the 6-TG
molecule to the ground state oxygen molecule. Other reactive individuals formed in the presence of
oxygen include radicals generated in the process of electron transfer or charge–transfer complexes
between the triplet state of 6-TG and 3O2 [8,12].
Guanine substituted at the C8 position with either a bromine or thiol group is a potent adjuvant [14].
As an approach to reveal the photooxidation mechanism, we have started the investigations on the
properties of 8-thioguanosine (8-TG, 1) excited states by steady-state and time-resolved techniques.
The electronically excited 8-TG molecule in the presence of oxygen generates reactive species, including
singlet oxygen 1O2 or radicals.
On a structural point of view, the presence of a sulfur atom at the C8 position in 8-TG results in
the establishment of a tautomeric equilibrium between the thione and the thiol form. Equilibrium of
mercapto-azoles has attracted interest in both experimental and theoretical chemistry because of the
relevance of this molecule in biological applications. Theoretical studies on 2-mercaptobenzimidazole,
with a similar heterocyclic scaffold to 8-TG, revealed that the equilibrium favors the thione form
(tautomerization energy thiol/thione is −34.2 kJ/mol) [15]. Thus, it is reasonable to consider that 8-TG
would favor the thione form as well (Scheme 1).
 
Scheme 1. Tautomeric equilibrium of 8-thioguanosine (8-TG).
Therefore, 8-thioguanosine could potentially have a similar reactivity as the thioureas, specifically
cyclic thioureas. The thiourea scaffold has been widely investigated over the years for its applications in
synthetic organic chemistry, industry [16], medicinal chemistry, and agrochemistry [17], and as an ROS
scavenger [18,19]. Because of the highly applicability, several research groups have been interested in the
redox chemistry of thioureas and have reported detailed mechanistic studies for these transformations.
The reactivity of thioureas with hydrogen peroxide [20], common reducing agents such as K and
NaBH4 [21], singlet oxygen [22], and upon pulse radiolysis in both reducing and oxidizing conditions
have been studied [23–29], outlining multiple mechanistic scenarios.
With these premises, in this study we report our investigation on the steady-state photooxidation
and laser flash photolysis of 8-TG, as well as its γ-radiolysis in aqueous solution, under both reductive
and oxidative conditions, highlighting an unusual and converging product formation.
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2. Results and Discussion
2.1. Structural Characterization of 8-Thioguanosine (8-TG)
Initially, we decided to register NMR spectra in order to define which tautomeric form of 8-TG
is favored. The proton NMR in DMSO-d6 shows 2 different broad signals at 11.13 and 12.63 ppm,
corresponding to NH from amide and thioamide moieties (Figures S1–S3). Moreover, both peaks
exchange after adding D2O. These results, combined with the previously reported theoretical studies
(vide supra), suggest that the equilibrium favors the thione form.
Additionally, we decided to perform a UV titration of aqueous solutions of 8-TG to calculate the
pKa value. Using 12 different 0.1 mM solutions of 8-TG, each at a different pH (using NaOH/phosphoric
acid buffers), we recorded the absorption values and we plotted the absorption versus pH of the
solution (Figure 1). The resulting data were fit into sigmoid curves, and the inflection points were
calculated. The titration curve showed 2 pKa values: pKa1 = 1.87 and pKa2 = 7.88, which presumably
correspond to NH2 protonation and deprotonation of the amide moiety, respectively [30,31].
Figure 1. UV-pH titration of 8-TG.
2.2. Steady-State Photochemistry
Direct excitation of 8-TG in air-equilibrated aqueous solution with λ > 300 nm light or
monochromatic radiation at 313 nm leads to disappearance of the intense absorption band
(λmax = 284 nm, εmax = 18,700 M−1·cm−1) of the substrate and increase in absorption in the range of
240–260 nm (Figure 2a). The spectral changes are compatible with the expectation that the thiocarbonyl
group is engaged in the photoreaction. The HPLC analysis revealed 88.5% conversion of the substrate
and a formation of guanosine (Guo, 2) as the major photoproduct (Figure 2b). The product was formed
with a chemical yield of 89% based on the substrate reacted (Scheme 2).
Guo (2) was found to be the major photoproduct under very low (<15%) conversion of 8-TG
as well (Scheme 2). The UV absorption spectra recorded during the irradiation and chromatogram
of the irradiated solution are presented in Figure 2. The product concentration profile showed
that it was present at very low substrate conversion (Figure 3a). Therefore, it did not arise from
secondary photochemistry.
215
Molecules 2019, 24, 3143
 
(a) (b) 
Figure 2. (a) UV spectra of 8-TG (c = 1.8 × 10−4 M) in air-equilibrated aqueous solution before (black)
and after 240 min. Irradiation at λ = 313 nm, (b) Chromatogram of the solution of 8-TG before (red)
and after irradiation (black).
 
Scheme 2. The formation of Guo (2) upon excitation of 8-TG (1).
 
(a) (b) 
Figure 3. (a) The concentration of 8-TG (red) and Guo (blue) as a function of the irradiation time in
air-equilibrated aqueous solution. (b) Rates of substrate disappearance upon radiation at λ > 300 nm of
8-TG in air-equilibrated solutions with different solvents.
In contrast to the efficient photochemistry in the presence of atmospheric oxygen, the disappearance
of the substrate was slowed down by a factor of 10 when aqueous solution was purged by argon
for 15 min prior to irradiation (Figure 3b). Several products were observed, but guanosine was not
identified. Thus, the presence of oxygen is required for the photochemical transformation of 8-TG
to Guo, suggesting that the observed transformation is a photooxidation reaction. The nature of the
solvent has an impact on the rate of 8-TG disappearance (Figure 3b). A higher rate was observed in
aerated organic solvents. Moreover, the photochemical reaction rate of 8-TG in D2O increased twofold
as compared to the rate determined in aqueous (H2O) solution.
In general, two mechanisms of photochemical oxidation of organic compounds can be
distinguished: a mechanism (type II) with the involvement of singlet oxygen (1O2), a highly reactive
oxygen molecule in its excited electronic state, and a nonsinglet oxygen mechanism (type I) [7,32].
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In order to establish which mechanism was operating in the case of 8-TG, the compound was
subjected to a reaction with 1O2. Methylene blue (MB) and rose bengal (RB) are very effective sensitizers
of 1O2 upon visible light irradiation in aerobic conditions [33]. Figure 4 shows the absorption spectra
of a mixture of MB and 8-TG before and after irradiation (λ > 400 nm) and a chromatogram of the
irradiated mixture. Guo was found to be a major product in both MB- and RB-sensitized reactions of
8-TG, with chemical yields of 57% and 54%, respectively.
 
(a) (b) 
Figure 4. (a) UV absorption spectra recorded in the course of radiation of methylene blue (MB) and
8-TG with λ > 400 nm; (b) Chromatogram of the irradiated mixture.
The formation of Guo upon excitation of 8-TG with λ = 313 nm light and in a reaction sensitized by
dyes (λ> 400 nm) suggests that the reactive oxygen species, 1O2, is involved in the direct photooxidation
of 8-TG (Scheme 3a). The generation of 1O2 by 8-TG, like in the case of 6-TG, may occur via an energy
transfer from the 8-TG triplet excited state (T1) to the oxygen molecule in the electronic ground state.
 
Scheme 3. (a) Photochemical oxidation of 8-TG and photosensitized generation of singlet oxygen;
(b) Proposed mechanistic pathway of the 1O2-promoted desulfurization of 8-TG.
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The desulfurized substrate is an unexpected photoproduct obtained from photooxidation of
heteroaromatic thiocarbonyl compounds [34,35]. The photoproduct molecules identified so far always
contained oxygen atom(s). The major photoproducts were: ketones, sulfines, and, in the case
of enolizable thiones, sulfinates and sulfonates. For example, the photoproducts obtained from
6-thioguanine, under experimental conditions identical to that applied for 8-TG, have been identified as
guanine 6-sulfinate, guanine 6-sulfonate, and guanine as a minor photoproduct [36]. Comprehensive
theoretical and experimental investigations of 6-TG photoxidation performed by Zou et al. have shown
that all stable isolated photoproducts, most likely, derive from a common, unstable peroxy intermediate
6-(SOOH)-G [37]. 6-(SOOH)-G is suggested to be a primary product of the 1O2 attack on sulfur atoms
in the 6-TG molecule.
Oxygenated sulfur compounds, like sulfinic and sulfonic acids, as well as the carbonyl analog
of 8-TG, have not been detected. Considering what has been previously described for 6-TG and the
proposed mechanism hypothesized for thiourea in the presence of singlet oxygen [22], we propose
that a similar [2 + 2] attack of 1O2 on the thione moiety would lead to a thioperoxyl radical via
4-membered-ring opening. Subsequently, this unstable intermediate could, instead of proceeding
to an oxygenated sulfur compound, evolve to form a carbene, leading afterwards to guanosine (2)
(Scheme 3b).
2.3. Laser Flash Photolysis
It has been established that the excited triplet state plays a key role in the generation of singlet
oxygen. That is why the characterization of this state, configuration, radiative and radiation-less
pathways of deactivation, and yield of singlet oxygen generation is so important [38].
The properties of the lowest energy excited states of 8-TG have been studied by laser flash
photolysis. In argon-saturated aqueous solution, only transient absorption of the excited triplet state
(T1) of 8-TG can be observed in nanosecond and microsecond time scales. Transient absorption spectra
of 8-TG in Ar-saturated aqueous solution are shown in Figure 5a. Immediately after the laser, a broad
spectrum extending over 330–750 nm was observed. From these kinetic traces, it was found that the
decay of T1 was independent of the monitoring wavelength, suggesting that the two bands can be
assigned to a single excited species. Single exponential fits were made for the transient absorption
decays measured for a series of 8-TG solutions having concentrations in the range of 0.05–0.5 mM.
The determined rate constants were then used in the Stern–Volmer plot. Under these conditions, the T1
state of 8-TG was relatively long-lived. The intrinsic (concentration-independent) T1 state lifetime,
τ0 = 3.6 μs, was determined from the Stern–Volmer plot (Figure 5c). The T1 state is quenched rapidly
by the ground state O2 molecules with a rate constant kQ = 5 × 109 M−1·s−1 (in air-equilibrated aqueous
solution). The kinetic traces of the T1 state of 8-TG in argon-saturated and air-equilibrated aqueous
solution, respectively, determined by monitoring the absorption decay at λ = 620 nm are presented
in Figure 5b. The primary photochemical processes in aqueous solution are triplet state formations,
as shown by flash photolysis.
Since 8-TG (T1)* is quenched by dissolved molecular oxygen, a sensitization reaction between
8-TG* and molecular oxygen should occur [39]. In the presence of oxygen, radicals can also be formed
in the process of electron transfer. In particular, evidence for presence of the 8-TG radical or radical
cation was sought in transient absorption measurements. The transient absorption spectrum of 8-TG
obtained under aerated conditions is identical to the spectrum recorded in the Ar-saturated solution.
However, the compared decay dynamics of the T1 state at 340 nm shows the appearance of a new
transient. We observed a long-lived transient (λmax = 340 nm) formed in reaction of 8-TG with oxygen.
Based on our experience and literature reports we can assume that the observed species is a radical or
radical cation. (Figure 6). The transient was found to disappear 35.0 μs after the laser pulse, it was not
quenched by oxygen, and the recorded spectrum (λmax = 350 nm) was in the range where guanosine
radicals were previously observed [31].
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Figure 5. (a) Transient absorption spectrum of 8-TG (0.62 mM) in argon-saturated aqueous solution
at various delay times (λexc = 266 nm, 3 mJ). Insert: kinetic traces of the 620 nm absorbance decay
and 310 nm the ground state depopulation of 8-TG in argon-saturated aqueous solution; (b) Kinetic
traces of the 620 nm absorbance decay in argon-saturated and air-equilibrated aqueous solution; (c)
Stern–Volmer plot of reciprocal of triplet lifetime vs. concentration of 8-TG in argon-saturated solution.
 
(a) (b) 
Figure 6. (a) Transient absorption spectrum of 8-TG (0.62 mM) in air-equilibrated aqueous solution
at various delay times (λexc = 266 nm, 3 mJ). (b) Kinetic trace of the 340 nm absorbance decay in
air-equilibrated aqueous solution.
For 8-TG, the radical processes have not been observed so far, but they are well known for
guanine [40]. Molecular oxygen is known to act as an electron acceptor whether it is in its ground state
or in its excited singlet state [41]. Both processes are presented below with the participation of 8-TG in
its T1 excited state or in its ground state (S0).
8-TG(T1) + 3O2 → 8-TG+• + O2•, (1)
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8-TG(S0) + 1O2 → 8-TG+• + O2•−, (2)
2.4. γ-Radiolysis of 8-TG in Aqueous Solutions
Radiolysis of neutral water leads to the reactive species eaq−, HO•, and H•, together with H+ and
H2O2, as shown in Equation (3). The values in brackets represent the radiation chemical yield (G) in
μmol·J−1 [42].
H2O + γ-irr. → eaq−(0.27), HO•(0.28), H•(0.06), H+(0.06), H2O2(0.07) (3)
Having discovered the unexpected reductive desulfurization of 8-TG in oxidative conditions, our
investigation proceeded with the γ-radiolysis of 1 in the presence, initially, of all the reactive species
generated by radiolytic decomposition of water: eaq−, HO•, and H•. Irradiations were performed at
room temperature using a 60Co-Gammacell at different doses. The exact absorbed radiation dose was
determined by employing the Fricke chemical dosimeter, by taking G(Fe3+) = 1.61 μmol·J−1 [43].
We investigated this reaction by detailed product studies in a dose-dependent experiment,
irradiating 6 different independent samples (each 0.196 mM of 1) for 100 Gy dose intervals, until
achieving a total dose of 500 Gy. The reaction mixtures were monitored by HPLC-UV (254 nm) analysis,
and the chromatograms were plotted in Figure 7a. In the dose course, we could observe consistent
consumption of the starting material 1 (red peak, RT = 13.01 min) and simultaneous formation of the
main product (blue peak, retention time (RT) = 9.8 min). Mass spectra of this product showed the
mass of guanosine 2, also confirmed by comparison with commercially available guanosine as well as
spiking experiments. The product yield (mol·kg−1) divided by the absorbed dose (1 Gy = 1 J·kg−1)
gives the reaction’s chemical yield (G). The G values at each analyzed dose were calculated and plotted
with the dependence of the dose (Figure 7b). The radiation chemical yields extrapolated to the zero
dose are: G (−1) = 0.17 and G (2) = 0.12 μmol·J−1. Considering the sum of the G values of the reactive
species (Equaction (3)) of 0.61 μmol·J−1 (0.68 if we consider H2O2 contribution), we could observe that
0.44 (or 0.51 respectively) of the reacting radicals returned to starting materials, while 0.17 reacted
productively with 1. Moreover, 70.6% of these radicals (G = 0.12 μmol·J−1), lead to the formation of
product 2. Unknown products formed and were visible in the formation of small peaks at RT = 8.6 and
14.45 min.
(a) (b) 
Figure 7. γ-radiolysis of 1 (0.196 mM) in N2-purged water at a natural pH at a dose rate of 1.85
Gy·min−1. (a) HPLC runs of the reactions. The HPLC peaks of 1 are highlighted in red, while the peaks
of guanosine (2) are highlighted in blue. (b) The chemical irradiation yields G (−1) () and G (2) () as
a function of the irradiation dose. The line extrapolated to the zero dose leads to the G values reported
in the graph.
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The results obtained in the above γ-radiolysis experiment and in the absence of oxidation products,
such as 8-oxo-Guo or the disulfide dimer of 8-TG, underline an unexpected and more complex
mechanistic scenario that is in accordance with the results obtained in the photooxidation experiments.
Therefore, we decided to investigate some aspects of these reactions in more detail.
Before moving forward to the reactive species, we decided to first test the reactivity of 1 with
H2O2, which is also formed by radiolysis of water. Indeed, the reaction of thiourea derivatives with
hydrogen peroxide is a well-known desulfurization process, leading to the reduced product and
SO2 [20]. Therefore, we carried out an experiment outside the Gammacell using an aqueous solution
of 8-TG (0.3 mM) in the presence of 10% H2O2, kept without stirring for 4.5 h, and a time comparable
to 500 Gy if the reaction was done in Gammacell (Figure S12, Supporting Information). As expected,
the formation of Guo (2) as a major product was observed.
2.4.1. γ-radiolysis of 8-TG in Aqueous Solutions under Reductive Conditions
Afterwards, we focused first on the reactivity of eaq− and H•with 1, employing N2-saturated water
solutions at a natural pH. tBuOH (0.25 M) was added to the reaction mixture in order to suppress the
HO• generated from the radiolytic decomposition of water (Equation (4)). In fact, efficient conversion
of hydroxyl radicals into the less reactive tert-butyl radicals allows studying the reaction of the eaq−
and H• atoms because the presence of tBuOH also suppresses H• radicals, but only slightly since the
reaction rate is more than three orders of magnitude lower (Equation (5)) [42].
HO• + tBuOH→ (CH3)2(OH)CH2• + H2O (k = 6.0 × 108 M−1·s−1) (4)
H• + tBuOH→ (CH3)2(OH)CH2• + H2 (k = 1.7 × 105 M−1·s−1) (5)
From Figure 8a we can infer that the gradual disappearance of 8-TG occurred with the formation
of Guo (2). Furthermore, no evidence of any side reaction was found, a part from some negligible
peaks eluted after the starting material (RT between 14 and 15 min). The G values at each analyzed
dose were calculated and plotted with the dependence of the dose (Figure 8b). The radiation chemical
yields extrapolated to the zero dose are: G (−1) = 0.15 and G (2) = 0.14 μmol·J−1. These values underline
that all the reacted 8-TG was converted solely to product 2 or returned to the starting material and,
in a similar scenario, to the previous experiments without tBuOH.
(a) 
(b) 
Figure 8. γ-radiolysis of 1 (0.25 mM) in N2-purged water at a natural pH, containing tBuOH (0.25 M)
at a dose rate of 1.85 Gy·min−1. (a) HPLC runs of the reactions. The HPLC peaks of 1 are highlighted in
red, while the peaks of guanosine (2) are highlighted in blue. (b) The chemical irradiation yields G (−1)
() and G (2) () as function of the irradiation dose. The line extrapolated to the zero dose leads to the
G values reported in the graph.
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On the basis of these and the previous results, our mechanistic hypothesis is depicted in Scheme 4.
We postulated that the contribution of H2O2 would proceed, as reported in literature [20], via formation
of the oxygenated intermediate C, which eliminated SO2 and generated a carbene, which then led
to product 2. On the other hand, H• radicals could add on the thione moiety of 8-TG, forming the
radical A, as suggested by previously reported studies [25]. Subsequently, this species could eliminate
HS• radicals, forming the same carbene B formed with H2O2 and achieving Guo (2). The combined
G values of H• radicals and H2O2 correspond to 0.13 μmol·J−1 and the G (2) = 0.12 μmol·J−1; hence,
they were in accordance with the suggested pathway. However, the reaction of eaq−/H+ should also
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Scheme 4. Postulated mechanism of desulfurization promoted by H• atoms and H2O2.
Concerning the experiment suppressing HO• radicals, on the basis of the observed similar
G values, we postulated that the reaction could involve H• atoms and H2O2 (Scheme 4) as well.
Indeed, both these species are present in the reaction medium. However, we were interested to also
understand the involvement of eaq− in the formation of Guo (2). The reaction of 8-TG with eaq− could
generate a radical anion, which, upon protonation, could afford the previously discussed radical
formed by the attack of H• atoms. Therefore, the contribution of both H• radicals and/or eaq−/H+
would provide the formation of Guo (2) via elimination of HS• and formation of carbene B.
With these premises, to confirm whether the mechanistic pathway of this desulfurization proceeded
via heterolytic bond cleavage or by thiyl radical formation, we performed the same three experiments
in the presence of 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine (POPC) liposomes (2 mM) on
the basis of our extensive experience in lipid cis/trans isomerization catalyzed by thiyl radicals
(Scheme 4) [44–46]. In fact, if the mechanism involves the elimination of sulfhydryl radicals, we should
observe isomerization, while no isomerization should occur if SO2 is produced. After 4.5 h reaction
time or 500 Gy irradiation, the phospholipids were extracted, transesterified to the methyl esters in
methanolic KOH (0.5 M) solution, and analyzed via gas chromatography (GC) (for details see 3.6–3.8).
GC analysis of the fatty acid methyl esters revealed that no isomerization occurred in the reaction
with H2O2, supporting our hypothesis, which involves the formation of SO2 (Figure S12). Conversely,
in theγ-radiolysis experiment we observed 4.5% of isomerization, supporting the postulated elimination
of HS• radicals (Figure S7). Moreover, the reaction performed under reductive conditions achieved the
desulfurized product 2 while providing isomerization of the oleic double bonds up to 13.7% (Figure S8).
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2.4.2. The Role of HO• Radicals and Other Oxidants
In a subsequent experiment, we deemed it proper to study the reaction of 1 with HO• radicals.
In doing so, we performed radiolysis of 1 in N2O-saturated water on the basis of the previously
discussed transformation. In N2O-saturated solution at a natural pH (≈0.02 M of N2O), eaq− are
efficiently transformed into HO• radicals via Equation (6) (k = 9.1 × 109 M−1·s−1), affording G
(HO•) = 0.55 μmol·J−1; that is, HO• and H• account for 90% and 10%, respectively, of the reactive
species [42].
eaq− + N2O + H2O→ HO• + N2 + HO− (k = 9.1 × 109 M−1·s−1) (6)
Solutions of 1 (0.3 mM) were irradiated and stopped at intervals of 100 Gy, up to 500 Gy,
and the results are plotted in Figure 9a. Also in this experiment, we observed a gradual consumption
of 1 (red peaks) with concurrent formation of the reduction product (2, blue) despite the oxidative
conditions. At a dose of 600 Gy the product yield was 14%, while the conversion was 54%. However,
in this case, we observed the formation of 2 additional peaks, one with RT of ≈9 min and the
other ≈14.5 min, which could explain the lower conversion measured. The radiation chemical yields
extrapolated at zero dose from the plots in Figure 9b were: G (−1) = 0.16 and G (2) = 0.12 μmol·J−1.
Assuming that these results derive as before from the contribution of H• radicals and H2O2, since G
(HO•) is 0.55 μmol·J−1, the arising question is what happened to HO• radicals since we did not observe
further consumption of the substrate 1.
(a) (b) 
Figure 9. γ-radiolysis of 1 (0.3 mM) in N2O-purged water at a natural pH at a dose rate of 1.85
Gy·min−1. (a) HPLC runs of the reactions. The HPLC peaks of 1 are highlighted in red, while the peaks
of guanosine (2) are highlighted in blue. (b) The chemical irradiation yields G (−1) () and G (2) () as
function of the irradiation dose. The line extrapolated to a zero dose leads to the G values reported in
the graph.
To answer this question, we decided to employ different oxidant species generated from the
conversion of hydroxyl radicals (from Equation (6)), depending of the type of additive present in
an N2O-saturated solution. In particular, we decided to test the reactivity of 1 in the presence Br2•−
and N3•, formed via Equations (7) and (8) from KBr (0.1 M) and NaN3 (0.1 M) (respectively G (Br2•−)
and G (N3•) = 0.55 μmol·J−1).
HO• + N3− → N3• + HO− (k = 1.2 × 1010 M−1·s−1) (7)
HO• + 2Br− → Br2•− + HO− (k = 1.1 × 1010 M−1·s−1) (8)
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In Figure S5 the HPLC-UV runs for the dose-dependent experiments in the presence of N3• are
depicted. The main product formed was the reduced product guanosine (2) at a 33.6% yield and 95.7%
conversion after 600 Gy irradiation. From the dose course studies, we could observe the gradual
consumption of 1 while 2 consistently formed. The radiation chemical yields highlight that about half
of N3• radicals reacted with 1 in a productive way, while 66% of these contributed to formation of the
product. Interestingly, the same behavior was observed by using Br2•−, which measured similar G
values and an identical difference between G (−1) and G (2) of 0.07 μmol·J−1 (Figure S4).
With these results in hand, we were interested in understanding the involvement of these oxidant
species in the overall desulfurization of 8-TG (1). In fact, in all the reactions we could observe similar
results to the ones obtained in the previous experiments in terms of G values, while no further
consumption of the substrate was achieved via side product formation. On the basis of our strong
background of radical chemistry of guanosine derivatives [31,47–52], it was established that HO•
radicals could perform hydrogen abstraction predominantly on the exocyclic NH2 group [48–50],
leading to the radical intermediate D (Scheme 5). This species could undergo tautomerization to the
more stable radical E. We proved that this tautomeric equilibrium was not affected by substitution at
the 8-position of the guanine moiety with H, Br, or alkyl group, and it occurred at a constant of about
3 × 104 s−1 [50]. Hence, we could assume that this could be the case as well for 8-TG-derived radical D.
Once the tautomeric radical E formed, this could lead back to the starting material 1. In fact, this has
been reported for similar intermediates for the other studied guanosine derivatives, which resulted in
regeneration of the substrate with a still unclear mechanism [31,52]. This pathway could explain the
absence of further consumption of 8-TG in the predominant presence of HO• radicals. Additionally,
the intermediate E could be directly formed by Br2•− and N3• and provide regeneration of 1 in the
same fashion, explaining the comparable results in the presence of these two radical species [31,51,52].
 
Scheme 5. Hypothesized mechanism of the reaction between HO•, Br2•− and N3•, forming radical
intermediates and leading back to the substrate.
Subsequently, we carried out all these experiments under oxidative conditions in the presence
of POPC liposomes, to check whether the contribution of H• atoms could lead to the formation of
thiyl radicals in this case as well. In all the reactions, we could observe the promotion of cis/trans
isomerization of the oleic moiety between 2.1–7.9% (Figures S9–S11), confirming that the contribution
of the oxidant species leads to the regeneration of substrate 1.
3. Materials and Methods
3.1. Materials
Unless otherwise noted, all commercially available compounds were used without further
purification. Solvents were purchased at HPLC grade and used without further purification. Water was
purified with a Millipore system. 1-Palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine (POPC) was
purchased from Larodan Inc. (Solna, Sweden); chloroform, methanol, diethyl ether, and n-hexane
(HPLC grade) were purchased from Baker (Dover, NJ, USA). 8-TG was purchased from Santa Cruz
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Biotechnology Inc. (Dallas, TX, USA). Guanosine, D2O, and DMSO-d6 were purchased from Sigma
Aldrich (St. Louis, MO, USA).
3.2. UV-Vis Absorption Spectra
The UV absorptions for the determination of the pKa were recorded with a UV-vis spectrometer
Agilent Carey 100 (Santa Clara, CA, USA). Using 12 different 0.1 mM solutions of 8-TG, each at a different
pH (using NaOH/phosphoric acid buffers), we recorded the absorption values and we plotted the
absorption versus pH of the solution. The resulting data were fit into sigmoid curves, and the inflection
points were calculated. Figure 1 was prepared with Graphpad Prism 8.0 (San Diego, CA, USA).
All other UV spectra were recorded at room temperature with a Cary300Bio spectrophotometer.
3.3. HPLC-MS Analysis
HPLC-MS analyses were performed with an Agilent 1260 Infinity II HPLC system equipped
with a Fortis 5 μm UniverSil C18 column (250 × 4.6 mm) using, as eluent, 0.01% formic acid in
water with 0–55% gradient of acetonitrile, coupled with an InfinityLab single quadrupole liquid
chromatography/mass selective detector (LC/MSD) and with a diode array detector set at 254 nm.
Quantitative studies of the performed reactions were done by multiple point calibration curves
(6 points) in HPLC-MS equipped with a Fortis 5 μm UniverSil C18 column (250 × 4.6 mm) using, as
eluent, 0.01% formic acid in water with 0–55% gradient of acetonitrile (injection volume 5 μL, flow
rate 0.7 mL/min, detection at 254 nm). Elution method: (A = H2O + 0.01% formic acid, B = ACN)
A:B = 95:5 1 min, 45:55 at 11 min and held for 5 min, 45:55 at 15 min, back at 95:5 at 18 min, and held
for 5 min. R2 = 0.99998 8-TG, 1.0 Guo. Retention times: 8-TG 13.02 min, Guo 9.8 min.
3.4. Steady-State Irradiation
Solutions (2.5 mL) of 8-TG (1.8 × 10-4 M) in ACN or H2O in a quartz cell (l = 1 cm) were
irradiated using a 200 W high-pressure mercury lamp equipped with a pyrex (λ > 300 nm) or
an interference filter (λ = 313 nm). For irradiation in the absence of oxygen, solutions were deaerated by
bubbling with argon; otherwise, the solutions were irradiated in an open-to-air cell (air-equilibrated).
In dye-sensitized photoreactions, solutions containing methylene blue or rose bengal (c = 0.05 mM)
and 8-TG (1.8 × 10−4 M) were irradiated in air-equilibrated ACN or H2O solutions at >400 nm.
The photoreactions were monitored by measuring the absorbance spectrum. The concentrations of
substrate and photoproducts were determined by HPLC analysis. The photoproduct guanosine was
identified by a comparison of the HPLC peak retention time, UV–VIS absorption, and MS spectra with
a standard reference.
3.5. Laser Flash Photolysis (LFP) Experiments
The set up for the nanosecond laser flash photolysis (LFP) experiments and its data acquisition
system have previously been described in detail [41]. LFP experiments employed a pulsed Nd:YAG
laser (λ= 266 nm, 3 mJ, 3–9 ns) for excitation. Transient decays were recorded at individual wavelengths
by the step-scan method with a step distance of 10 nm in the range of 320–800 nm as the mean of
10 xenon-lamp pulses.
3.6. Experiments in Gammacell
Irradiations were performed at room temperature (22 ± 2 ◦C) using a 60Co-Gammacell at different
dose rates. The exact absorbed radiation dose was determined with the Fricke chemical dosimeter,
by taking G(Fe3+) = 1.61 μmol·J−1 [43].
In the radiation experiments, 4 mL vials equipped with a rubber septum were used. Two milliliters
of freshly prepared stock solutions (0.09 or 0.3 mM) of 8-TG were added together with specific amounts
of additives, depending of the experiments (see above). Afterwards, the solution was degassed with
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either N2 or N2O for 10 min via a cannula, sealed with parafilm, and irradiated in a Gammacell.
After the irradiation time, the reaction mixtures were injected in HPLC-MS without further workup.
For kinetic experiments, different reactions were prepared from a single mother solution, and then
each one was stopped at a different dose. Figures were prepared with the software Graphpad Prism 8.0
and OriginLab.
For the experiments in the presence of POPC liposomes, the workup of the reactions was done
as follows: 2:1 chloroform/methanol (5 × 4 mL) was added to the reaction mixture according to the
Folch method [53]. The organic layer was collected and dried over anhydrous Na2SO4 then evaporated
under vacuum to dryness. One milliliter of 0.5 M solution of KOH in methanol was added to each
sample for transesterification of the fatty acid containing esters, which was performed by stirring
for 30 min at room temperature. The methanolic reaction mixture was quenched with brine (1 mL),
then the extraction was repeated with n-hexane (3 × 2 mL), and the organic phases were collected,
dried over anhydrous Na2SO4, and evaporated to dryness. The fatty acid methyl ester (FAME) residue
of each sample was dissolved in 50 μL of n-hexane, and 1 μL was injected for GC analysis.
3.7. Preparation of 1-Palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine (POPC) Liposomes
Large unilamellar vesicles by extrusion technique (LUVETs) were prepared using the
hydration-extrusion technique [54]. Briefly, POPC (76 mg; 0.1 mmol) was dissolved in CHCl3/MeOH
2:1 until a clear lipid solution was obtained. The organic solvent was removed using a rotary evaporator
to yield a homogeneous lipid film on the sides of a round-bottom flask. The lipid film was thoroughly
dried to remove residual organic solvent by placing the vial or flask on a vacuum pump for 1 h.
The dried lipid film was left to hydrate for 30 min in PBS and then vortexed for 10 min until a milky
monophasic solution containing multilamellar vesicles (MLVs) was obtained. Once a stable suspension
was formed, MLVs were downsized to LUVETs using a LiposoFast hand extrusion device (Avestin
Inc., Ottawa, ON, Canada) equipped with 100 nm pore size polycarbonate filters through which the
lipid suspension was passed 19 times, controlling the temperature with a heat block when required.
The resulting suspension was used in the irradiation experiments.
3.8. GC Analysis of Fatty Acid Methyl Esters
Fatty acid methyl esters (FAMEs) were analyzed by GC (Agilent 6850, Milan, Italy), using the split
mode (50:1), equipped with a 60 m× 0.25 mm× 0.25μm (50% cyanopropyl)-methylpolysiloxane column
(DB23, Agilent, USA), and a flame ionization detector with the following oven program: temperature
started at 165 ◦C, held for 3 min, followed by an increase of 1 ◦C/min up to 195 ◦C, held for 40 min,
followed by a second increase of 10 ◦C/min up to 240 ◦C and held for 10 min. A constant pressure
mode (29 psi) was chosen with helium as the carrier gas. FAMEs were identified by comparison with
authentic samples, and chromatograms were examined as described previously.
3.9. NMR Analysis of 8-TG
NMR spectra were recorded at ambient temperature on a Varian 500 MHz spectrometer. D2O and
DMSO-d6, purchased from Sigma Aldrich (St. Louis, MO, USA), were used as solvents.
4. Conclusions
In conclusion, we reported a detailed study on the reactivity of biologically relevant
8-thioguanosine under oxidative and reductive conditions by using photooxidation, laser flash
photolysis, and γ-radiolysis.
Direct excitation (λ > 310 nm) of 8-thioguanosine in aerated aqueous solution gave guanosine
instead of oxidized sulfur derivatives (purine sulfonic and sulfinic acids). It appears reasonable
to postulate that 8-TG transformation under direct irradiation occurs with intermediacy of 1O2.
The properties of the lowest energy excited state of 8-TG (T1) have been studied by laser flash
photolysis, and it was subsequently established that this excited T1 state could act as a sensitizer,
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while in its ground state it could act as an acceptor of 1O2. Guanosine, formally a reduction product of
8-TG, is a rather unexpected photoproduct obtained from the photooxidation reaction of thiocarbonyl
compounds, and singlet oxygen is a key intermediate in the desulfurization of the compound studied.
Subsequent investigations on the γ-radiolysis of 8-TG highlighted a complex mechanistic scenario,
which was studied by evaluating the effects of the predominant presence of each reactive species
derived by the radiolysis of water. The presence of oxidant species such as HO• radicals, Br2•−, and N3•
resulted, supposedly, in the regeneration of substrate 1. Conversely, control experiments in the presence
of POPC liposomes and reductive conditions displayed the possible involvement of H• atoms, H2O2,
and/or eaq−/H+ in the desulfurization of 8-TG by the generation of thiyl radicals and the simultaneous
formation of the desulfurized product 2.
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spectrum of 8-TG after adding D2O; Figure S4: Reaction of Br2•− with 8-TG; Figure S5: Reaction of N3• with 8-TG;
Figure S6: Reaction of 8-TG in the presence of H2O2 outside Gammacell; Figure S7: Reaction of HO•, H•, and eaq−
with 8-TG in the presence of POPC liposomes; Figure S8: Reaction of eaq− with 8-TG in the presence of POPC
liposomes; Figure S9: Reaction of HO• with 8-TG in the presence of POPC liposomes; Figure S10: Reaction of
Br2•− with 8-TG in the presence of POPC liposomes; Figure S11: Reaction of N3• with 8-TG in the presence of
POPC liposomes; Figure S12: Reaction of H2O2 with 8-TG in the presence of POPC liposomes.
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Abstract: Oxidative damage to 2-thiouracil (2-TU) by hydroxyl (•OH) and azide (•N3) radicals
produces various primary reactive intermediates. Their optical absorption spectra and kinetic
characteristics were studied by pulse radiolysis with UV-vis spectrophotometric and conductivity
detection and by time-dependent density functional theory (TD-DFT) method. The transient
absorption spectra recorded in the reactions of •OH with 2-TU depend on the concentration of 2-TU,
however, only slightly on pH. At low concentrations, they are characterized by a broad absorption
band with a weakly pronounced maxima located at λ = 325, 340 and 385 nm, whereas for high
concentrations, they are dominated by an absorption band with λmax ≈ 425 nm. Based on calculations
using TD-DFT method, the transient absorption spectra at low concentration of 2-TU were assigned to
the •OH-adducts to the double bond at C5 and C6 carbon atoms (3•, 4•) and 2c-3e bonded •OH adduct
to sulfur atom (1 . . . •OH) and at high concentration of 2-TU also to the dimeric 2c-3e S-S-bonded
radical in neutral form (2•). The dimeric radical (2•) is formed in the reaction of thiyl-type radical
(6•) with 2-TU and both radicals are in an equilibrium with Keq = 4.2 × 103 M−1. Similar equilibrium
(with Keq = 4.3 × 103 M−1) was found for pH above the pKa of 2-TU which involves admittedly
the same radical (6•) but with the dimeric 2c-3e S-S bonded radical in anionic form (2•−). In turn,
•N3-induced oxidation of 2-TU occurs via radical cation with maximum spin location on the sulfur
atom which subsequently undergoes deprotonation at N1 atom leading again to thiyl-type radical
(6•). This radical is a direct precursor of dimeric radical (2•).
Keywords: 2-thiouracil; radiosensitizers; •OH and •N3 radicals; 2c-3e S∴S-bonded intermediates;
pulse radiolysis; TD-DFT methods; thiobases; nucleobase derivatives
1. Introduction
In 1988 George H. Hitchings and Gertrude B. Elion were awarded Nobel Prize in Physiology
and Medicine for their groundbreaking work which laid the foundations for development of new
drugs against a variety of diseases. Interestingly, their research in the 1950-s on the therapeutic
properties of sulfur-substituted nucleobases (thiobases) resulted in two new chemotherapeutic drugs,
thioguanine and 6-mercaptopurine, which were approved by US Food and Drug Administration (FDA)
for treatment of acute leukemia and are still used for this purpose. Their revolutionary work was
based on the fact, that substitution of carbonyl oxygen atom in canonical nucleobase by sulfur atom
affects cell metabolism and leads to their death [1].
The aforementioned studies were devoted mostly to purine based thiobases but thiopyrimidines
also have their place on the wide spectrum of biologically active compounds. First, they naturally
occur in bacterial tRNA, up to date 11 different thiopyrimidine based compounds have been identified
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in bacteria [2], where they play important role in cellular metabolism [3]. There is also some evidence
that thiobases play important role in metabolism of higher organism, for example, lack of certain
sulfur-substituted nucleobases in mitochondria has been proven to lead to development of diabetes in
mice [4].
Since replacement of oxygen atom by sulfur atom in DNA/RNA bases induces a substantial
red-shift in absorption spectrum of the ground state, sulfur substituted nucleic acid bases are known
photosensitive probes. Regular nucleobases absorb light mostly in ultra violet C (UVC) region
(100–280 nm), while thiobases, depending on the structure absorb UVB (280–315 nm) and UVA
(315–400 nm) radiation [5]. For this reason, 2-thiotymine is used for specific targeting of selected sites
in nucleic acids [6]. What is even more important, thiobases (in contrast to canonical nucleobases)
populate long-lived, reactive triplet state in high yields [7]. These properties are believed to be utilized
in photodynamic therapy of various cancers. In fact, 4-thio-2-deoxythymidine has been proven to treat
cancerous cell lines in vitro upon UVA irradiation [8,9] as well as skin cancer cells in biopsies [10,11] and
bladder cancer in mice [12]. This compound have been currently moved to clinical trials [13]. For these
reasons, it is not surprising that the vast majority of studies have been devoted to the photophysical
and photochemical properties of thiobases related with their medical applications. There are several
comprehensive research articles and reviews addressing these issues [14–30].
Moreover, sulfur substituted nucleobases were suggested to be good candidates for radiation
therapy since they can potentially develop—similar to their halogenated analogues—radiosensitization
properties [31]. The mechanism by which the former radiosensitizers operate was attributed to their
reduction by thermalized/prehydrated [32] or ballistic electrons [33]. This results in formation of
reactive radicals derived from the respective nucleobases which are believed to be responsible for
DNA damage [34]. Therefore, it was highly desirable to understand how the sulfur-substituted
nucleobases can be altered by the secondary electrons. A series of papers was published in recent
five years addressing the dissociative electron attachment to 2-thiouracil (2-TU) and 2-thiothymine
in gas-phase and showing that the fragmentation of these molecules arises mainly at the sulfur
site [35–40]. Some attention was also paid to electron paramagnetic resonance (EPR) studies [41–49]
combined with DFT calculations [50–52] of radicals derived from γ-irradiated single crystals of
sulfur-substituted nucleobases.
Surprisingly, much less attention was directed into studies of radicals derived from sulfur
nucleobases exposed to reactions with one-electron reductants and oxidants in aqueous phase.
Reactions of hydrated electrons e−aq with bis(1-substituted-uracil-4-yl) disulfide [53], 2-thio
analogues of cytosine and uracil [54], 8-thioguanosine [55], 5-iodo-4-thio-2′-deoxyuridine [56] and
5-bromo-4-thio-2′-deoxyuridine [57], H atoms (H•) with 8-thioguanosine [55], formate (CO•−2 ) and
2-hydroxypropan-2-yl ((CH3)2•COH) radicals with 2-thio analogues of cytosine and uracil [54],
hydroxyl radicals (•OH), dichloride ( Cl•−2 ) and dibromide ( Br
•−
2 ) radical anions with 2-TU [58],
4-thiouracil [59] and 8-thioguanosine [55] and azide radicals (•N3) with 4-thiouracil [59] and
8-thioguanosine [55] are all but a few examples.
The main conclusions derived from the above mentioned radiation chemical studies is that
substitution by sulfur substantially changes pathway of radical reactions. Sulfur atom is the main
target of one-electron oxidation by •OH, Br•−2 , Cl
•−
2 , leading to the formation of sulfur centered
radical cation/thiyl radical, which instantaneously dimerize with excess of sulfur nucleobase, forming
three-electron bonded, sulfur centered radical cation (see Scheme 1 for 2-TU) [58,59]).
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Scheme 1. Dimeric radical cation formation in 2-thiouracil [58].
On the other hand, in the presence of sulfur atom at the position C2 in 2-TU and 2-thiocytosine,
one-electron reduction by e−aq leads only to radicals protonated on heteroatoms—an exocyclic O-atom
in 2-TU and a ring N-atom in 2-thiocytosine [54].
Studies conducted so far have undoubtedly demonstrated a very complex mechanistic scenario of
oxidation and reduction of sulfur substituted nucleobases. Moreover, the presence of a sulfur atom
(instead of an oxygen atom) at position C2 in 2-TU may result in the establishment of an additional
tautomeric equilibrium (in relation to uracil), namely between the thione and thiol form [60,61]. This is
a key issue since the presence or lack of specific functional groups may drastically affect the reaction
pathway. Theoretical [62–64] and experimental [65,66] studies revealed that the energetically preferred
tautomer of the neutral form of 2-TU in solution is the oxo-thione (Scheme 2). On the other hand,
it was also suggested that 2-TU exists as the equilibrium mixture of oxo-thione and oxo-thiol forms;
however, the population ratio of tautomers were not evaluated [67]. The calculated relative free energies
indicated that two out of several possible thiol tautomers (hydroxy-thiol/oxo-thiol) are energetically
higher by about 50–60 kJ mol−1 compared to the oxo-thione tautomer [62–64]. In turn, anionic form of
2-TU (pKa = 7.75) [68] exists in equimolar mixture of two hydroxy-thione tautomers in the form of
monoanions (Scheme 2) due to deprotonation either at N1 or N3 nitrogen atoms [65].
Scheme 2. Acid-base and tautomeric equilibria in 2-TU.
With this information and premises, we report in this paper our in-depth studies on the •OH
and •N3 radicals induced oxidation of 2-TU in aqueous solution. The current paper is dedicated to
extension of previous studies on oxidation of 2-TU [58], addressing the influence of 2-TU concentration,
pH and the character of one-electron oxidant on the transient absorption spectra and the kinetics of
transients formed. The experimental transient absorption spectra observed in irradiated aqueous
solutions containing 2-TU will be compared with the respective spectra of radicals and radical ions
calculated using TD-DFT methods.
2. Results
2.1. Oxidation by •OH Radicals—Influence of 2-TU Concentration on Absorption Spectra
The transient absorption spectrum with λmax = 430 nm, which resulted from the reaction of •OH
radicals with 2-TU present in aqueous solution in 1 mM concentration, reported in the earlier work [58],
was assigned to the formation of dimeric radical cation with 2c-3e sulfur-sulfur bond (Scheme 1). It was
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the only intermediate identified as the oxidation product derived from 2-TU. Therefore, we decided to
record UV-vis transient absorption spectra at various 2-TU concentrations in order to check whether
and to what extent concentration of 2-TU affects spectral characteristics. The spectral changes obtained
from the pulse irradiation of N2O-saturated unbuffered aqueous solutions containing 2-TU in the
concentration range 0.1 mM to 1 mM are shown in Figure 1. The recording times are selected at the
maximum intensity of the absorption signal after electron pulse for the specified concentration of 2-TU,
which corresponds to the steady-state concentrations of transient species.
Figure 1. Transient absorption spectra recorded in N2O-saturated unbuffered aqueous solution at pH 4
containing 0.1 mM (), 0.2 mM (), 0.5 mM () and 1 mM () of 2-TU, recorded 3 μs, 2 μs, 1 μs and
0.8 μs, respectively, after electron pulse.
It is clearly seen that the absorption spectra recorded for two low concentration of 2-TU are
different in shape and position of the absorption maxima in comparison to the absorption spectra
recorded for two high concentration of 2-TU. They are characterized by a broad absorption band with
a weakly pronounced maximum at λ ≈ 385 nm and a shoulder within 320–360 nm range. In turn, the
latter two spectra are similar to the spectrum recorded in the earlier work and are characterized by
λmax ≈ 425 nm [58]. This is a strong indication that some other products are formed and their spectral
contribution at higher 2-TU concentration is probably hidden under the absorption assigned earlier
to the dimeric radical cation [58]. More experimental evidence for their formation are obtained by
studying time evolution of absorption spectra at low 2-TU concentration.
2.1.1. Time Evolution of Absorption Spectra—Low Concentration of 2-TU
The spectral changes observed after pulse irradiation of N2O-saturated solutions containing
0.1 mM and 0.2 mM of 2-TU yielded complex series of spectral changes, however, their behavior in
both cases is very similar (Figure 2A and Figure S1A in Supplementary Materials, respectively). A
broad absorption spectrum with a weakly pronounced maximum at λ ≈ 325 nm and a shoulder within
360–385 nm range began to form within 300 ns time domain. With the time elapsed, both absorptions
underwent further growth, however, after 1 μs with the inversion of intensities. The intensity of
absorption at λ ≈ 385 nm became stronger and 2 μs (left insert in Figure S1A in Supplementary
Materials) or 3 μs (left insert in Figure 2A) after the pulse the absorption spectra were fully developed
and are characterized by a broad absorption band with λmax ≈ 385 nm and a pronounced shoulder
within 340–360 nm range.
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Figure 2. Transient absorption spectra recorded in N2O-saturated unbuffered aqueous solution at pH 4
containing (A) 0.1 mM of 2-TU 100 ns (), 300 ns (), 500 ns (), 1 μs (), 3 μs (), 25 μs () and 60 μs
() after electron pulse, (B) 1 mM of 2-TU 100 ns (), 200 ns (), 400 ns (), 1 μs (), 10 μs (), 25 μs ()
and 60 μs () after electron pulse. Inserts: time profiles representing growth (left) and decay (right) of
transient absorptions at λ = 338 nm (), 386 nm () and 426 nm ().
With the time further elapsed, the absorption spectra observed at longer times (25 μs and 60 μs)
after the pulse are characterized by a broad absorption bands, however, with the inversed position of
λmax (340 nm) and a shoulder (360–385 nm). Interestingly, no formation of the absorption band with a
clear maximum at λ = 425 nm was observed at any time domain up to 60 μs, however, its presence
this time might be probably hidden under the absorption band with λmax = 385 nm. Nonetheless, the
kinetic behavior followed at the two selected wavelengths (338 nm and 386 nm) indicates the presence
of two transient species characterized by different lifetimes (right inserts in Figure 2A and Figure S1A
in Supplementary Materials).
2.1.2. Time Evolution of Absorption Spectra—High Concentration of 2-TU
The spectral changes observed after pulse irradiation of N2O-saturated solutions containing
0.5 mM and 1 mM of 2-TU yielded even more complex series of spectral changes in comparison to
solutions with lower concentration of 2-TU. However, the time evolution of spectra observed within
first 200 ns time domain is very similar. A broad absorption spectrum with weakly pronounced maxima
at λ ≈ 325 nm and 385 nm was also observed (Figure S1B in Supplementary Materials and Figure 2B,
respectively) as for low concentrations of 2-TU. However, with the time elapsed, the absorption spectra
underwent further growth and also a substantial spectral shift. The absorption spectra were fully
developed within 1μs and are characterized by a broad absorption band with λmax ≈ 425 nm (Figure S1B
in Supplementary Materials and Figure 2B). Moreover, a pronounced shoulder within 360–385 nm is
also seen for lower concentration of 2-TU (0.5 mM), (Figure S1B in Supplementary Materials).
With the time further elapsed, the absorption band with λmax ≈ 425 nm started to decay and
10 μs after the pulse still dominated the spectra. However, the spectra observed at longer times (25 μs
and 60 μs) after the pulse are characterized by a very broad and flat absorption without a clearly
pronounced maximum (Figure S1B in Supplementary Materials and Figure 2B). The kinetic behavior
followed at the three selected wavelengths (338 nm, 386 nm and 426 nm) (right inserts in Figure S1B in
Supplementary Materials and Figure 2B) also indicates the presence of three different transient species.
2.1.3. Influence of pH on Time Evolution of Absorption Spectra at Low and High Concentration
of 2-TU
The subsequent chemical systems subjected to irradiation were the basic aqueous solutions
containing low (0.1 mM) and high (2 mM) concentration of 2-TU at pH = 10. At this pH, 2-TU exists
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in equimolar mixture of two hydroxy-thione tautomers in the form of monoanions (vide Scheme 2).
In basic solutions, the spectral changes observed for the lowest concentration of 2-TU are different
from those observed at pH = 4 as follows—(i) at short time domain up to 500 ns, a broad absorption
spectrum with a weakly pronounced maximum at λ ≈ 350 nm (not at λ ≈ 325 nm) and a shoulder
within 380–430 nm range (not within 360–385 nm range) began to form (Figure 3A). The first change
in spectral features can be easily rationalized by higher absorption of 2-TU in the ground state < λ ≈
350 nm at pH = 10 in comparison to pH = 4 (Figure S2 in Supplementary Materials) causing a stronger
decrease in absorption due to the consumption of 2-TU. In turn, an appearance of a shoulder finds its
justification in spectral features observed at 6 μs showing an absorption band with λmax ≈ 430 nm. This
absorption band was not observed at pH = 4 at low concentration of 2-TU (Figure 2A and Figure S1 in
Supplementary Materials).
Figure 3. Transient absorption spectra recorded in N2O-saturated unbuffered aqueous solution at pH
= 10 containing (A) 0.1 mM of 2-TU 200 ns (), 500 ns (), 1 μs (), 6 μs (), 20 μs (), and 80 μs ()
after electron pulse. Inserts: time profiles representing growth (left) and decay (right) of transient
absorptions at λ = 290 nm (), 350 nm () and 420 nm (); (B) 2 mM of 2-TU 100 ns (), 240 ns (), 1 μs
(), 6 μs (), 25 μs (), and 80 μs () after electron pulse. Inserts: time profiles representing growth
(left) and decay (right) of transient absorptions at λ = 380 nm () and 420 nm ().
Meanwhile, the spectral changes observed for the highest concentration of 2-TU are very similar
to those observed at pH = 4. At short time (100 ns), a broad absorption spectrum with a weakly
pronounced maximum at λ≈ 380 nm and a shoulder within 380–430 nm range was observed which with
the further time elapsed is transformed into absorption spectrum with a clearly pronounced maximum
at λ ≈ 425 nm. Moreover, due to the strong absorption of 2-TU in the ground state, measurements for λ
< 350 nm were not possible (Figure S2 in Supporting Materials).
2.2. Oxidation by •OH Radicals—Kinetics
2.2.1. The Rate Constant of the •OH Reaction with 2-TU
In order to directly determine the bimolecular rate constant of the •OH reaction with 2-TU, the
build-up kinetics at various concentrations of 2-TU were recorded at two wavelengths—324 nm and
386 nm. The rate of formation, followed at these wavelengths fits to a single exponential (inserts in
Figure 4). These wavelengths correspond to absorption maxima of two bands which were formed
initially and were the only ones fully developed at low concentration of 2-TU (Figure 2A and Figure S1A
in Supplementary Materials). These results support the tentative hypothesis that these absorption
bands cannot be assigned to dimeric radical ions which are formed in a secondary process and are
characterized by the absorption band with λ max ≈ 425 nm [58]. With this information in hand, the
pseudo-first-order rate constants of the formation of the 324-nm and 386-nm absorption were plotted
as a function of 2-TU concentration (Figure 4). It is clearly seen that the pseudo-first-order rate
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constants measured at λ = 324 nm show a linear dependence on the concentration of 2-TU in the
full range of concentration studied (Figure 4A) with the slope representing the second-order rate
constant for the formation of transient(s) resulting from the reaction of •OH radicals with 2-TU. The
calculated second-order rate constant k324 = 1.3× 1010 M−1s−1 is similar to the rate constants determined
previously for 2-TU (9.6 × 109 M−1s−1) [58] and thiourea (1.2 × 1010 M−1s−1) [69] by competition
kinetics using 2-propanol.
Figure 4. Plots of the observed pseudo-first-order rate constants of the formation of the 324-nm
absorption (A) and the 386-nm absorption (B) as a function of 2-TU in N2O-saturated unbuffered
aqueous solution at pH = 4. Inserts in A: time profiles representing growth of transient absorption at λ
= 324 nm for the concentration of 2-TU () 0.1 mM and () 0.2 mM (top) and () 0.5 mM and () 1 mM
(bottom). Inserts in B: time profiles representing growth of transient absorption at λ = 386 nm for the
concentration of 2-TU () 0.1 mM and () 0.2 mM (top) and () 0.5 mM and () 1 mM (bottom).
On the other hand, the pseudo-first-order rate constants measured at λ = 386 nm show a departure
from linearity for high concentration of 2-TU (Figure 4B). This is not surprising taking into account
the following facts—high efficiency of dimeric radical ions formation at high concentration of 2-TU
and significant contribution of their absorption band at this wavelength. In order to suppress this
inconvenience, the pseudo-first-order rate constants measured for two lowest concentration of 2-TU
were taken into account in the linear fit. The calculated second-order rate constant k386 = 1.1 ×
1010 M−1s−1 fits very well to the expected rate constant value [58].
2.2.2. Equilibrium Constant and Rate Constants of Reactions Involved in Equilibrium
For both pHs, the maximum value of the 426-nm absorbance is dependent on the 2-TU
concentration. When this is increased from 0.047 mM to 3 mM, G × ε increases from 6.2 ×
10−4 dm3 J−1 cm−1 to 25.6 × 10−4 dm3 J−1 cm−1 and from 5.6 × 10−4 dm3 J−1 cm−1 to 20.2 ×
10−4 dm3 J−1 cm−1 (values corrected for the loss by bimolecular decay) for pH = 4 and 10, respectively
(Figure S3, panels C and D). This increase cannot be accounted for by the increase in G(•OH) due to the
higher 2-TU concentration [70]. It rather points to the existence of an equilibrium situation presented
in Scheme 1 where a dimeric radical ion is formed which is responsible for the strong absorption at
λmax ≈ 425 nm.
The equilibrium constant K = kforward/kbackward can be obtained from Equation (1), where A0 is the
absorbance at λ = 426 nm in 2-TU solution of 3 mM and A is the absorbance at a given concentration
of 2-TU.
A0/A − 1 = K−1 [2-TU]−1 (1)
In Figure 5 (panels A and B), the term A0/A − 1 is plotted against the reciprocal of the 2-TU
concentration for pH = 4 and pH = 10, respectively. From the reciprocal values of the slopes of these
linear plots, K values 3.8(5) × 103 M−1 and 4.6(5) × 103 M−1 were obtained for pH = 4 and pH = 10,
respectively. These values are very close to that reported for 2-TU at pH = 6.5 (4.7 × 103 M−1) [58],
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however, substantially lower to that reported for 4-TU at pH = 7 (1.8 × 104 M−1) [59] by using the same
experimental approach.
Figure 5. Dependence of the term (A0/A) − 1 at λ = 426 nm on the reciprocal of 2-TU in the pulse
radiolysis of N2O-saturated unbuffered aqueous solution at pH = 4 (panel A) and pH 10 (panel B)
containing 2-TU in the range of concentration 0.047 mm – 3 mM. Plots of the observed pseudo-first
order rate constants of the formation of the 426-nm absorption as a function of 2-TU in N2O-saturated
unbuffered aqueous solution at pH = 4 (panel C) and pH = 10 (panel D).
A kinetic treatment of the equilibration process shown in Scheme 1 can also be represented by
Equation (2), where kobs is the experimental pseudo first-order rate constant for the formation of
dimeric radical ion (Figure S3A,B in Supplementary Materials).
kobs = kforward [2-TU] + kbackward (2)
This approach allows measurement of not only equilibrium constant (K) but also rate constants
involved in the equilibrium that is, (kforward and kbackward). Figure 5 (panels C and D) shows plots
based on Equation (2) for pH = 4 and pH = 10, respectively. From the slopes and intercepts of the
linear plots, we obtained kforward = 3.6 × 109 M−1s−1 and kbackward = 7.8 × 105 s−1 for pH 4 and kforward
= 3.6 × 109 M−1s−1 and kbackward = 9.0 × 105 s−1 for pH = 10 and hence K = kforward/kbackward = 4.6 ×
103 M−1 and 4.0 × 103 M−1 for pH = 4 and 10, respectively. Considering the errors in the measurement
of absorbencies and rate constants based on relatively weak signals, the agreement in the respective K
values obtained by the two approaches is very good. From these two independent measurements the
average values for K are 4.2 × 103 M−1 and 4.3 × 103 M−1 for pH = 4 and pH = 10, respectively.
The obtained values of kforward for 2-TU are comparable to that reported (5.0 × 109 M−1s−1) in
analogous equilibrium for thiourea. On the other hand, the obtained values of kbackward for 2-TU are
significantly higher to that reported (9.1 × 103 s−1) for thiourea [69]. These facts explain lower K values
for 2-TU and indicates lower stability of its dimeric radical ion in comparison with thiourea.
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2.3. Oxidation by •OH Radicals—Time-Resolved Conductivity
It has been reported in a number of pulse radiolytic studies that time-resolved conductivity
detection can help untangle mechanistic nuances encountered in analysis of kinetic changes of optical
absorption especially when either multiple transients are formed in the similar spectral range [71,72]
or the transients have optical absorption outside the available detection range [73]. Upon one-electron
•OH radical induced oxidation, hydroxide anion (OH−) is produced and instantaneously changes pH
of irradiated solutions which manifests itself in change of apparent conductivity. In acidic conditions
it results in the decrease of apparent conductivity as a consequence of neutralization reaction with
protons (H+ + OH−→ H2O). In turn, in basic solutions it causes increase of apparent conductivity due
to increase of concentration of conducting OH− anions. From the amplitude of conductivity change
the yield of •OH radicals involved in one electron oxidation process can be easily deducted.
In both acidic and basic N2O-saturated solutions of thiourea, a simpler compound with the same
S=C <moiety like in 2-TU, transient conductivity changes after electron pulse were assigned to 100%
yield of one-electron oxidation of thiourea to thiourea dimeric sulfur radical cation by •OH radicals [69].
Since analogous dimeric radical cation formation was invoked in the previous pulse radiolytic studies
of 2-TU [58], we wanted to estimate what extent of one-electron oxidation process, that is, the part
of •OH radicals yield, is involved in formation of radical cation 1•+, a potential precursor of dimeric
radical cation 2•+ (Scheme 3).
Scheme 3. Structures of potential transients produced in the reaction of •OH radicals with 2-TU at
various pHs. The same symbols of transients were used as in the previous work [58] and expanded for
the species which were not considered earlier.
Results of our studies are shown on Figure 6. After electron pulse in N2O-saturated 1 mM 2-TU
acidic solutions (pH = 4.1) we observed an instantaneous growth of conductivity followed by its
fast decrease almost to the level detected prior to the pulse (Figure 6, red line). The initial transient
conductivity spike is a result of net increase of conductivity due to production of conducting species
of water radiolysis (hydrated electrons (e−aq) and protons (H+). In N2O-saturated aqueous solutions
e−aq are quickly converted into •OH radicals with the side product of hydroxide anions (OH−) being
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released as well within just few nanoseconds after the electron pulse. Therefore, the fast decrease of
conductivity recorded within 1 μs after the pulse occurs through stoichiometric neutralization reaction
(H+ + OH− → H2O) with k = 1.4 × 1011 M−1s−1 [74], of highly conducting protons by OH−. Upon
completion of this reaction stable conductivity level is reached and remains unchanged at the level of
~30 ± 10 S cm2/100eV for the next 80 microseconds (Figure 6 shows just first 40 μs).
Figure 6. Comparison of equivalent transient conductivity changes represented as G × Λ0 vs. time
after the pulse of electrons in N2O-saturated solution containing 1 mM of 2-TU at pH = 4.1 (red line) to
CH3Cl-saturated aqueous solutions at the same pH (blue line).
2.4. Oxidation by •N3 Radicals and CH3CN•+ Radical Cations
The subsequent chemical systems subjected to irradiation were the N2O-saturated aqueous
solutions containing NaN3 and two various concentrations of 2-TU (0.1 mM and 2 mM) at pH = 7.
Taking into account the fact that oxidation potential of 2-TU at pH = 7 measured versus Ag/AgCl
electrode falls in the vicinity of +0.5 V which is equivalent to ≈ +0.7 V versus SHE (the standard
hydrogen electrode) [75] and the reduction potential of azide radicals (•N3) (+1.33 V vs. SHE) [76],
one would reasonably expect that in such designed systems, oxidation of 2-TU can be initiated by
•N3 radicals. This was, indeed, observed. A transient absorption spectrum recorded 4 μs after pulse
irradiation of N2O-saturated solutions containing 0.1 mM of 2-TU and 50 mM NaN3 exhibits a narrow
and distinct absorption band with λmax = 320 nm (Figure 7A) which is developed with k = 1.5 ×
106 s−1 (top right insert, Figure 7A). One has to note that similar absorption band was observed in
O2-saturated acetonitrile solution containing 0.1 mM of 2-TU, where strongly oxidizing radical cations
(CH3CN•+) are formed [77] and can also initiate oxidation of 2-TU (left top insert, Figure 7A). With
the time further elapsed, the absorption spectra observed 12 μs and 60 μs after the pulse are still
characterized by a similar 320-nm absorption band (Figure 7A). However, the decay kinetics of the
320-nm absorption band reached a plateau within 150 μs with k320 = 4.7 × 104 s−1 (right bottom insert,
Figure 7A). Interestingly, a kinetic trace recorded at λ = 420 nm represents a growth with k420 = 4.7 ×
104 s−1 (right bottom insert, Figure 7A). Comparison of the pseudo-first order rate constants measured
at these two wavelengths clearly indicates that formation of the 420-nm absorption occurs at the
expense of the decay of the 320-nm absorption.
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Figure 7. Transient absorption spectra recorded in N2O-saturated unbuffered aqueous solution at pH
= 7 containing 50 mM NaN3 and (A) 0.1 mM of 2-TU 240 ns (), 480 ns (), 1 μs (), 4 μs (), 12 μs ()
and 60 μs () after electron pulse. Inserts: top left: transient absorption spectrum recorded 1 μs after
the pulse in O2-saturated solution of acetonitrile containing 0.1 mM of 2-TU; top right: time profile
representing growth of transient absorption at λ = 320 nm; bottom: time profiles representing growth
of transient absorption at λ = 420 nm () and decay of transient absorption at λ = 320 nm (); (B) 2 mM
of 2-TU 600 ns (), 1.2 μs (), 3.2 μs (), 8 μs (), 12 μs (), 24 μs () and 48 μs () after electron pulse.
Inset: time profiles representing growth of transient absorption at λ = 420 nm () and decay of transient
absorption at λ = 337nm ().
The spectral changes observed after pulse irradiation of N2O-saturated solutions containing 2 mM
of 2-TU are more visible in comparison to solutions with lower concentration of 2-TU. A transient
absorption spectrum recorded 1.2 μs after the pulse is characterized by a strong nondescript absorption
band with no distinct λmax at wavelengths in the range 337-400 nm and a weaker, however pronounced,
absorption band with λmax ≈ 430 nm (Figure 7B). Due to the strong absorption of 2-TU in the ground
state, measurements for λ < 337 nm were not possible (vide Figure S2 in Supporting Materials). The
intensity of this uncharacteristic absorption band decreased in intensity (as shown by a decay of
absorption measured at λ = 337 nm) and reached a plateau within 10 μs with k337 = 1.5 × 105 s−1. At the
same time absorption band with λmax ≈ 430 nm was fully developed with k420 = 1.4 × 105 s−1 (insert in
Figure 7B). Comparison of the pseudo-first order rate constants measured at these two wavelengths
clearly indicates that formation of the 420-nm absorption occurs at the expense of the decay of the
337-nm absorption. Excellent agreement in k337 and k420 values is a strong support that the species
absorbing in the region < 340 nm is a direct precursor of the species absorbing at λ = 420 nm.
2.5. Theoretical Calculations
We expanded previous computational work on transient products formed in •OH reaction with
neutral form of 2-TU in aqueous solutions [58] to intermediates which can be produced with singly
deprotonated 2-TU. The former should be observable in acidic solutions at pH = 4, the latter in basic
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solutions at pH = 10 (vide Scheme 2). The main intention of current work was to confront TD-DFT
computations of potential transients (vide Scheme 3) with the experimental transient absorption spectra
recorded at various concentrations of neutral and deprotonated 2-TU (vide Figure 2, Figure 3 and
Figure S1 in Supplementary Materials). Upon encounter of •OH with neutral or deprotonated 2-TU
one-electron oxidation, •OH addition (at positions C5, C6, S8) and H abstraction (at positions N1
and N3) can occur simultaneously. In order to help narrow down to the most efficient channels of
•OH-induced reactivity we performed detailed analysis of activation barriers of •OH addition and H
abstraction reactions.
Earlier work suggested [58] that transients produced with the highest yields have 2c-3e character.
Therefore, we applied range separated hybrid functional ωB97x/aug-cc-pVTZ based computational
methodology (vide Section 4.4) which proven quite successful in structural, spectral and thermochemical
characterization of this group of open shell species [78,79]. Detailed solution phase optimized geometries
of all transients with bond lengths as well as maximum spin populations are presented in Figures S4–S6
(Supplementary Materials). Our solution phase optimized geometries of monomer type transients
(1•+, 1 . . . •OH(1), 1 . . . •OH(2), 3•, 4•, 6•, 7•) compare very well with the solution phase optimized
geometries obtained previously at BH and HLYP/6-311+G(d,p) level [58].
Interestingly, the intermediates denoted as 1 . . . •OH(1), 1 . . . •OH(2) were found to be hemibonded
•OH adducts to sulfur atom. Typical shape expected for σ* SOMO orbitals in these type of intermediates
is presented on Figure S7 (Supplementary Materials).
The computed harmonic stretch frequencies of SO bonds in 2c-3e OH adducts are 329 cm−1 and
338 cm−1, respectively. These computed values match almost exactly the experimental stretching
frequency of 338 cm−1 recorded for 2c-3e SO bond in DMS-OH radical by the time-resolved Raman
spectroscopy [80] assuring further our assignment. It has to be noted that 1 . . . •OH(1), 1 . . . •OH(2)
were suggested as possible precursors of radicals 6• and 7• in the process of direct H-atom abstraction
from positions N1 and N3, respectively [58]. However, they were not considered as hemibonded
•OH adducts to sulfur atom (vide Scheme 3) but as hydrogen-bonded adducts to H7 and H9 at N1
and N3 atoms in the ring, respectively. We performed detailed studies of energy profiles for H atom
abstraction from positions N1 and N3 in aqueous phase. Results of these studies are summarized on
Figures S8, S9A and Table S2 in Supplementary Materials. Contrary to the previous work we found
that both channels of H atom abstraction at positions N1 and N3 with transition states (TS6• and
TS7•), geometrically close to 1 . . . •OH(1) and 1 . . . •OH(2), are essentially barrierless in aqueous phase
(Figure S8 in Supplementary Materials). There is a small 0.25 kcal mol−1 barrier in TS7• formation
(Figure S8B in Supplementary Materials) which should contribute to some regioselectivity of H atom
abstraction at position N1. The products resulting from H atom abstraction at positions N1 and N3 are
hemibonded radicals with 2c-3e bonds between sulfur and oxygen of water molecules produced out of
original OH moieties of respective hemibonded OH adducts upon H addition to oxygen (denoted as
6•OH2 and 7•OH2 (vide Figure S7 in Supplementary Materials), illustrating shapes of their σ* orbitals).
These S-O hemibonded intermediates are energetically about 6–7 kcal mol−1 above free energy of
hydrated thiyl radicals. Hence, one can only assume that at room temperature these intermediates
will be in equilibrium with radicals 6• and 7• (Figure S8 in Supplementary Materials). We believe
that these two channels represent paths of proton coupled electron transfer (PCET) to oxygens of
2c-3e adducts 1 . . . •OH(1), 1 . . . •OH(2) in production of thiyl radicals 6• and 7•. We also found the
second H abstraction pathway at position N3 with 14.6 kcal mol−1 barrier at transition state TS72•
and pre-reactive complex RC7• in which •OH radical is hydrogen bonded to oxygen atom of 2-TU.
This channel even though kinetically not feasible also leads to thiyl radical 7• (vide Figure S9A in
Supplementary Materials). The group of hemibonded •OH adducts to sulfur were characterized
experimentally by optical absorption band with λmax in the range of 330 nm–390 nm [81–83]. Hence,
we can expect that 1 . . . •OH(1) and 1 . . . •OH(2) should have similar spectral features. However, in our
experiment they may be too short lived to be observed due to the mentioned above conversion to SO
hemibonded water radicals (6•OH2 and 7•OH2) in PCET process. These kind of water hemibonded
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intermediates have been characterized in the past to have characteristic optical absorption band due
to charge transfer from solvent transition [84,85]. Even though their lifetime can be short, they can
be populated in reaction with neighboring water molecules and be constantly reformed due to large
abundance of neighboring water molecules. Therefore, we decided to compute their absorption spectra
as well (Figure 8).
Figure 8. TD-DFT calculated absorption spectra of potential transients (see legend for symbols and
Figures S4–S6 for geometries) produced in •OH–induced oxidation of 2-TU in water at pH = 4.
Contrary to the previous studies [58], we found that •OH radical addition to the most nucleophilic
C5 and C6 sites of 2-TU ring and formation of the respective radicals 3• and 4• have energetic barriers
(vide Figure S9B and Table S2 in Supplementary Materials). Even though the most stable conformer
produced in the course of these reactions, radical 4• (radical with H atom pointing inward ring,
vide Figure S4 in Supplementary Materials), is thermodynamically more stable than the most stable
conformer of 3• (equatorial conformer with H atom of OH group pointing outward ring, vide Figure S4
in Supplementary Materials) by almost 1.9 kcal mol−1. In spite of the fact that it is even more stable than
the most stable •OH adduct to sulfur by almost 13 kcal mol−1, chances of its formation are very small.
Formation of the most thermodynamically stable conformers of •OH adducts to 2-TU ring proceed
through 3.5 and 5.6 kcal mol−1 barriers at C5 and C6, respectively (vide Figure S9B and Table S2 in
Supplementary Materials). As a result, analogously to reactions of •OH addition to uracil ring [86,87]
one can expect regioselectivity in addition to position C5 over C6 but still kinetically formation of 2c-3e
OH adducts to sulfur should dominate based on computed energy profiles for •OH addition reactions
to neutral 2-TU.
Our calculated UV-vis spectra monomer type transients derived from 2-TU (2TU•+, 2TU• and
•OH adducts, hemibonded water adducts and thiyl radicals) are shown in Figure 8. Figure 8 shows
only computed spectra of intermediates from 300 nm up since it was not possible to reliably measure
anything < 300 nm. Aqueous solutions of 2-TU attenuate analyzing light in that region due to
its light absorption (Figure S2 in Supplementary Materials). This causes mixing of bleaching and
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absorbance signals which cannot be resolved without knowledge of individual contributions of all
possible intermediates.
Among all monomer type transients derived from 2-TU expected to be produced at pH = 4,
the strongest absorbing species are 1 . . . •OH(1), 1 . . . •OH(2) with their respective σ→ σ* electronic
transitions located near 342 nm–343 nm. The •OH adducts to the most nucleophilic C5 and C6 sites of
2-TU ring (radicals 3• and 4•, respectively) absorb light in the similar spectral range according to our
computations. Their absorption bands are characterized by absorption maxima located at λ = 343 nm
and 376 nm, respectively (Figure 8).
In the process of geometry optimization of dimeric radical cation 2•+ we noticed that this
intermediate can exist in three different rotamers produced by 180◦ torsional rotation around C–S
bonds. All isomers should be observable since the energy difference between them is less than
0.5 kcal mol−1. The optimized geometry of the isomer of 2•+ with the lowest energy has the same
structure as presented before [58] and is shown in Figure S6 (Supplementary Materials). All of the three
isomers have almost identical absorption spectrum with λmax located at 426 nm (vide 2•+ in Figure 8) and
slightly varying oscillator strength owing to the fact that σ and σ* orbitals are orthogonal and apparently
are not much affected by the slightly varying geometries of both pendant molecular rings. Considering
that either radical cation 1•+ can deprotonate in position N1 giving more thermodynamically stable
radical 6• (rather than radical 7• formed upon deprotonation in position N3) or H-atom abstraction by
•OH radicals can also preferably happen at position N1 (vide supra and Figure S8 in Supplementary
Materials), we can anticipate formation of neutral dimeric radical 2• resulting from dimerization of
radical 6• with neutral 2-TU. Similar scenario can be expected upon dimerization of radical 7• with
neutral 2-TU. We considered both possibilities computationally and found that dimer resulting from
dimerization of radical 6• with neutral 2-TU is thermodynamically more stable. Stability of geometry
of radical 2• depends on internal hydrogen bonding between N atoms and H atoms of the nearest
protonated nitrogen. Rotation of the fully protonated 2-TU around C–S bond by 180◦ leads to its
isomeric form. Two most stable isomers differ less than 0.7 kcal mol−1 in their respective energies.
Optimized geometry of the most stable isomer of radical 2• is presented on Figure S6 (Supplementary
Material). Calculated UV−Vis spectrum of this form of radical 2• is shown in Figure 8. Optical spectral
parameters of radical 2• differ slightly as far as position of λmax is concerned and shows only 20%
smaller oscillator strength. Isosurfaces of computed spin density of all 2c-3e intermediates considered
in our studies are shown in Figure S7 (Supplementary Materials).
At pHs higher than the first pKa of 2-TU pronounced formation of anionic form of 2c-3e SS radical
anion 2•− can be readily expected in reaction of radical 6• with deprotonated 2-thiouracil (2-TU−) at
N1 position. Calculated UV−Vis spectrum of 2•− is shown on Figure 8 and Figure S11 (Supplementary
Materials). Absorption maximum of the anion radical 2•− is slightly red-shifted in comparison to
absorption maxima of radicals 2• and 2•+ and has smaller oscillator strength than dimeric radical
cation 2•+ but a bit larger than neutral dimeric radical 2•.
Additional forms of deprotonated monomer-type transients (1a− . . . •OH(1), 1a− . . . •OH(2), 1b−
. . . •OH(1), 1b− . . . •OH(2), 3a•−, 4a•−,3b•−, 4b•−, 8•−, 10•−) can be observed at pH = 10 due to •OH
reaction with singly deprotonated 2-TU (i.e., 2-TUa- or 2-TUb−, where subscripts ‘a’ or ‘b’ indicates
the site of deprotonation at N1 or N3, respectively). Their optimized geometries are presented on
Figure S5 (Supplementary Materials).
The energy profiles of deprotonated monomer-type transients formation are quite similar to energy
profiles of their protonated counterparts generated at pH ~ 4. •OH addition to sulfur has no activation
barrier and should dominate kinetically regioselectivity of all •OH addition reactions (vide Figure S10 in
Supplementary Materials). Hemibonded negatively charged OH adducts are geometrically very close
to transition states leading to almost barrierless H atom abstraction from positions N1 and N3. Unlike
acidic conditions H abstraction at N3 has now small energy barrier of 0.17 kcal mol−1. Either of two
paths of a PCET in deprotonated 2-TU will lead first to a hemibonded SO water intermediate 10a•−OH2
or 10b•−OH2 (where ‘a’ or ‘b’ specifies deprotonation site in 2-TU molecule at N1 or N3, respectively)
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which then rearranges to thiyl radical anion 10•−. In turn this radical can react with hydrating water
molecule giving back water hemibonded 10a•−OH2 or 10b•−OH2. An alternate route for N3 H atom
abstraction, also resulting in thiyl radical anion 10•−, has a barrier of 13.6 kcal mol−1 and proceeds from
pre-reaction complex RC10a2•− which consists of •OH radical H-bonded to oxygen atom of 2-TUa−
(Figure S10A in Supplementary Materials). It is worth noting that, unlike in neutral form, in singly
deprotonated thiobase a PCET process can proceed only on one side of a sulfur atom, where a nitrogen
atom is protonated. This means that the opposite side of the sulfur is free to form a 2c3e OH adduct,
which should have a longer lifetime due to hydrogen bonding between OH and deprotonated nitrogen
site (for structures see Figure S5 and for spin density isosurfaces Figure S7). Since 1a− . . . •OH(2) and
1b− . . . •OH(1) are involved in a PCET, it means that in solutions at lowest thiobase concentration 1b−
. . . •OH(2) and 1a− . . . •OH(1) may be longer observable than hemibonded OH adducts produced in
analogous acidic conditions. The presence of tautomeric forms of 2-TU becomes relevant at pHs couple
units below first pKa of thiobase and therefore one can expect spectral contribution of intermediates
1b− . . . •OH(2) and 1a− . . . •OH(1) already at nearly neutral pH in sub-millimolar thiobase solutions,
where hemibonded SS dimers formation is inhibited.
Among all 2-TU anionic monomer-type intermediates the strongest absorbing species are again
hemibonded OH adducts to sulfur atom (1a− . . . •OH(1), 1a− . . . •OH(2), 1b− . . . •OH(1), 1b− . . . •OH(2)).
Their absorption spectra are characterized by comparable intensities to their protonated counterparts
observed at pH 4 (Figure 8), however, with λmax locations shifted to longer wavelengths and varying in
the range between 353 nm and 367 nm (Figure S11 in Supplementary Materials). Upon deprotonation
of 2-TU also absorption spectra of anionic •OH adducts to the most nucleophilic C5 and C6 sites of
2-TU ring (labeled as radicals 3a•−/3b•− and 4a•−/4b•−, respectively) are different in comparison to
their protonated forms. Their absorption maxima are varying in the range of λmax between 314 nm
and 477 nm, respectively (Figure S11 in Supplementary Materials).
Additionally, we considered formation of •OH adduct at N3 position, since in basic solutions
2-TU can form double C=N bond. We labeled this •OH adduct 8•−. However since its formation is
endothermic by 24 kcal mol−1 and its absorption spectrum is located <300 nm, this intermediate is not
relevant to our discussion (for structure, thermochemistry and geometry of all discussed intermediates
see Supplementary Materials Figures S5/S6 and Tables S1 and S3, respectively).
3. Discussion
3.1. Assignment of the Absorption Spectra to Respective Intermediates
The first key issue which has to be clarified before an attempt to propose the mechanism of
one-electron oxidation of 2-TU by •OH and •N3 radicals is an assignment of the experimental transient
spectra observed at low and high concentration of 2-TU to appropriate intermediates based on
theoretical calculations and possible specific reactions of •OH and •N3 radicals. Earlier studies on
reactions of •OH radicals and dihalogen radical anions (Cl•−2 , Br
•−
2 ) with 2-TU reported the formation
of only one intermediate, namely, dimeric radical cation (2-TU)•+ characterized by an absorption band
with λmax = 430 nm and which exists in an equilibrium shown on Scheme 2 [58]. However, except for
theoretical calculations, there were no other proofs that its precursor and dimeric radical itself have
cationic form. Moreover, no experimental transient spectra which can be assigned to other possible
transients resulted from 2-TU oxidation were reported. One of the reason was that the earlier spectral
studies were limited to only one and relatively high concentration of 2-TU [58].
Low concentration of 2-TU. Thus, what is the identity of the transient species absorbing in the
wavelength range 320–400 nm and characterized by weakly pronounced absorption maxima located at
λmax = 325, 340 and 385 nm (vide Figure 2A and Figure S1A in Supplementary Materials) in solutions
containing low concentration of 2-TU at pH = 4? Taking into account the molecular structure of the
most energetically favorable tautomer of 2-TU (Scheme 2) and plausible primary reactions of •OH
radicals, it is reasonable to assume the following primary sites of •OH-attack—(i) a double C=C bond
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at C5 and C6 position and (ii) a double C=S bond at S8 position. The •OH adducts at C5 and C6
positions labelled as 3• and 4• (Scheme 3) are characterized by absorption bands with calculated
maxima located at λ = 343 nm and 376 nm, respectively (Figure 8). By analogy to uracil, C5 position
is of the higher electron density than C6 position and should be more preferred site to electrophilic
•OH attack [88]. Moreover, their relative free energies in solution (ΔGrel), with respect to the sum
of substrates (•OH and 2-TU) are lower (−6.85 kcal mol−1 and −10,53 kcal mol−1, respectively) and
therefore their formation is thermodynamically possible [58]. Even though the most stable conformer
produced in the course of these reactions, radical 4•, is thermodynamically more stable than the most
stable conformer of radical 3• (vide Figure S9B and Table S2 in Supplementary Materials) its formation
proceeds through 5.6 kcal mol−1 barrier in comparison to 3.5 kcal mol−1 calculated for 3•. Therefore,
we can expect higher contribution of 3• in experimental absorption spectra presented in Figure 2A and
Figure S1A in Supplementary Materials.
An interesting case is an addition of •OH to S8 in a double C=S bond. This reaction can potentially
lead to the C2-centered radical labelled as 5• (Scheme 3) characterized by absorption band with
calculated maximum at λ = 340 nm. However, its formation is thermodynamically unfavorable [58]
and 5• is not considered as a species contributing to experimental absorption spectra observed in this
work. However, this kind of radical was considered as a primary species during oxidation of thiourea
by •OH radicals [69].
Numerous theoretical studies about the character of bond in •OH radicals adducts to sulfur atom
has been performed over the years and in organic sulfides, in particular, 2c-3e character of the S-O bond
was established [89,90]. This fact motivated us to consider similar intermediate, namely •OH adduct to
sulfur atom in a double C=S bond, having 2c-3e bond character. The OH adducts at S8 position labelled
as 1 . . . •OH(1), 1 . . . •OH(2) (Scheme 3) meet all requirements for hemibonded •OH adducts to sulfur
atom. The S−O bond length is ~2.33 Å and maximum spin population is almost evenly distributed over
S and O atoms (vide Figure S4 in Supporting Materials). What is equally important both 1 . . . •OH(1), 1
. . . •OH(2) radicals are characterized by absorption bands with calculated maxima located at λ in the
range 340–342 nm (Figure 8) and can also contribute to experimental absorption spectra presented in
Figure 2A and Figure S1A in Supplementary Materials. However, one can reasonably assume that
1 . . . •OH(1), 1 . . . •OH(2) radicals are precursors of 6• and 7• radicals which can be formed in the
concerted electron/proton transfer where formation of 1•+ occurs in concert with its deprotonation at
positions N1 and N3, respectively. Alternatively, it would not be surprising, that the both hemibonded
•OH adducts to sulfur can be precursors of radical cation 1•+ (Scheme 3) via analogous spontaneous
and/or proton catalyzed dissociation processes which were observed in •OH-induced oxidation of
aliphatic sulfides [91] and methionine containing peptides [71,72,92]. However, based only on changes
of absorption spectra, it was not possible to determine which reaction pathway takes place. However,
these reaction pathways can be distinguished based on net changes of the apparent conductivity (vide
Section 3.2).
The absorption spectra recorded at pH = 10 (Figure 3A), taking into account the molecular
structure of the most energetically favorable tautomers of 2-TU (Scheme 2), can be in principle assigned
to the similar type of species as for pH = 4, that is, 1− . . . •OH(1), 1− . . . •OH(2), 3•− and 4•− (Scheme 3).
The •OH adducts at S8 position meet also all requirements for hemibonded •OH adducts to sulfur
atom. The S−O bond length is ~2.38 Å and maximum spin population is almost evenly distributed
over S and O atoms (vide Figure S5 in Supplementary Materials). Interestingly, the absorption band
with λmax = 425 nm was also observed, which can be assigned to dimeric radical anion 2•− based on
calculated λmax = 432 nm (Figure S11 in Supplementary Materials).
High concentration of 2-TU. The transient absorption spectra observed at high concentration of 2-TU
are similar (Figure S1B in Supplementary Materials and Figure 2B). to that observed in the earlier work
and were assigned to the formation of dimeric radical cation with 2c-3e sulfur-sulfur bond 2•+ [58]. As
a consequence, monomeric radical cation 1•+ was taken as a direct precursor of 2•+ which is presented
in the form of equilibrium (vide Scheme 1).
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In our calculations, we considered 2•+ as a possible transient responsible for the absorption band
with λmax = 425 nm, however, we considered also possibility of formation of dimeric radicals in
neutral (2•) and anionic (2•−) forms. Since their calculated spectral parameters are very similar to that
calculated for 2•+ (Figure 8) their character and as well of their direct precursors cannot be decided
on the basis of absorption spectra. The observed net change of apparent conductivity should dispel
doubts about the character of the dimeric radical formed (vide Section 3.2).
There is no reason to exclude contribution of the •OH adducts at C5 and C6 positions labelled as
3• and 4• formed at low concentration of 2-TU to the observed transient spectra. Their presence is
clearly manifested in absorption spectra at short time domains (Figure 2B and Figure S1B in Supporting
Materials), however, at long time domains are hidden under the absorption assigned to one of the
dimeric radical forms.
3.2. Justification of the Reaction Pathway Involving Hemibonded •OH Adducts to Sulfur Atom
Contrary to our expectations, based on previous results with thiourea [69], decrease of the
net conductivity below zero was not observed which would imply consumption of H+ through
neutralization reaction by OH− (vide Section 2.3) which are released with simultaneous formation of
radical cation 1•+, in another words replacement of highly conducting protons by the resulting low
conducting radical cations 1•+. Hence, formation of 1•+ followed by formation of 2•+ does not seem to
be the reaction pathway during •OH induced oxidation of neutral form of 2-TU.
Instead, there is a couple of possible scenarios which can be suggested. The first one, in which
•OH radicals react mainly by processes of addition and H-atom abstraction upon which no new
conducting species are being formed. This process was suggested earlier, however, with activation
energies in the range 2.53 kcal mol−1–3.79 kcal mol−1 [58]. Taking also into account an additional well
known fact that H-abstraction reactions by •OH radicals occur with lower rate constants than their
addition to sulfur atom, this possibility can be rather discarded. The second one seems to be more
reasonable. The •OH radicals form the hemibonded adduct to sulfur (1 . . . •OH) which decays by
separated coupled electron proton transfer. The OH− generated in the inner-sphere electron transfer,
(that leads simultaneously to radical 1•+) is neutralized by the proton released from either N1 or N3
atoms of 1•+ and therefore formation of 6• or 7• is not associated with any net change of conductivity.
Moreover, the lack of decrease of the net conductivity below zero excludes the process which operates
in case of methionine containing peptides [71,72,92]. In this processes, the hemibonded S∴OH radical
undergoes OH− elimination, however, by protons from the bulk of solution, leading simultaneously
to monomeric radical cation (S•+) and further to dimeric radical cation with 2c-3e S–S bonds (S∴S)+.
This process is accompanied by decrease of net conductivity due to substitution of highly conducting
protons by the resulting low conducting radical cations S•+ and (S∴S)+. This observation is crucial in
determining the nature of both the dimer radical and its precursor (vide Section 3.3).
3.3. Mechanisms of •OH and •N3-Induced Oxidation of 2-Thiouracil
On the basis of the identification of transients and complementary theoretical calculations, the
mechanisms presented in Scheme 4 to Scheme 5 are proposed for the •OH and •N3-induced oxidation
of 2-TU in aqueous solutions.
The initial steps are the additions of •OH radical to C5=C6 double bond and to S8 atom yielding 3•
and 4• radicals and hemibonded adduct to sulfur (1 . . . •OH), respectively. Based on our calculations
we can assume regioselectivity in addition to position C5 over C6 and in a consequence more efficient
formation of radical 3•. Furthermore formation of 2c-3e OH adducts to sulfur should dominate based
on computed energy profiles for •OH addition reactions to neutral 2-TU.
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Scheme 4. •OH-induced oxidation of 2-TU at pH below its pKa.
Scheme 5. •OH-induced oxidation of 2-TU at pH above its pKa.
The hemibonded adduct to sulfur (1 . . . •OH) decays by separated coupled electron proton
transfer leading to formation of 6• or 7• radicals. Since formation of radical 6• is thermodynamically
preferred (vide Table S2 in Supplementary Materials) this form is presented in the scheme. At higher
2-TU concentration 6• radicals are converted into dimeric radical 2•, however, both radicals exist in an
equilibrium (Scheme 4). The dimeric radical exists in neutral form since both substrates (6• and 2-TU)
are present in neutral forms, too.
At higher pH, the initial steps of •OH reactions with 2-TU are practically the same and lead to the
following species—3•−, 4•− and 1− . . . •OH. The hemibonded adduct to sulfur is then converted to
6•. Similarly, as for pH = 4, at higher concentration of 2-TU radical 6• is in an equilibrium with the
dimeric radical anion (2•−). The anionic character of dimeric radical is due to the fact that at pH =
10, 2-TU exists in anionic forms (Scheme 5). Formation of 3•− is even more preferable than formation
of 4•-, in comparison to 3• and 4•. In this case both lower activation barrier and lower ΔG favor its
formation (Figure S10B,C; Table S2 in Supplementary Materials).
Since azide radicals (•N3) are commonly considered as one-electron oxidants the initial step leads
to the radical cation (1•+). Formation of this radical cannot be observed directly because its absorption
spectrum is located in inconvenient observation area < 300 nm. In principle, the radical cation (1•+)
could be a precursor of dimeric radical cation (2•+). Its spectral features are very similar to those
showing by 2• and 2•− (Figure 8). However, one can assume another scenario. Radical cation (1•+) can
also undergo fast deprotonation to radical 6• which further undergo transformation to dimeric radical
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2•. One important observation strongly supports this reaction pathway. At low concentration of 2-TU,
a transient absorption spectrum with λmax = 320 nm is observed which can be tentatively assigned to
radical 6• (Figure 7A) Moreover, the transient absorption in the vicinity of λ = 350 nm observed at high
concentration of 2-TU (Figure 7B) can be also tentatively assigned to radical 6•. Since the pseudo-first
order rate constant of 6• radical decay matches the pseudo-first order rate constant growth measured
at the λmax assigned to the absorption bands of dimeric radicals, this is a strong support that radical 6•
is a direct precursor of 2• (Scheme 6).
Scheme 6. •N3-induced oxidation of 2-TU at pH below its pKa.
4. Materials and Methods
4.1. Chemicals
2-Thiouracil (2-TU) (≥99% purity) and sodium azide (NaN3) (≥99.5% purity) were purchased
from Sigma-Aldrich (St. Louis, MO, USA) and used without further purification. Nitrous oxide (N2O)
> 98% was from Messer (Warsaw, Poland).
4.2. Preparation of Solutions
All solutions were made with water triply distilled provided by a Millipore Direct-Q 3-UV system.
The pH was adjusted by the addition of NaOH (≥99% purity) or HClO4 (70%, 99% purity), both form
Sigma-Aldrich (St. Louis, MO, USA). Prior to irradiation, the samples were purged gently with N2O
for 30 min. per 200 mL volume.
4.3. Pulse Radiolysis
Pulse radiolysis experiments with time-resolved UV-vis optical absorption detection were carried
out at the Institute of Nuclear Chemistry and Technology (INCT) in Warsaw, Poland and the Notre
Dame Radiation Laboratory (NDRL), Notre Dame, IN, USA. In the INCT, the linear electron accelerator
(INCT LAE 10) delivering 10 ns pulses with electron energy about 10 MeV was applied as a source of
irradiation. The 150 W xenon arc lamp E7536 (Hamamatsu Photonics K.K) was used as a monitoring
light source. The respective wavelengths were selected by MSH 301 (Lot Oriel Gruppe) motorized
monochromator/spectrograph with two optical output ports. The time dependent intensity of the
analyzing light was measured by means of photomultiplier (PMT) R955 (Hamamatsu). A signal from
detector was digitized using a WaveSurfer 104MXs-B (1 GHz, 10 GS/s, LeCroy) oscilloscope. A detailed
description of the experimental setup has been given elsewhere along with the basic details of the
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equipment and the data collection system [93,94]. Absorbed doses per pulse were on the order of
10–20 Gy (1 Gy = 1 J·kg–1). Experiments were performed with a continuous flow of sample solutions at
room temperature (~22 ◦C). In order to avoid photodecomposition and/or photobleaching effects in the
samples, the UV or VIS cut-off filters were used. However, no evidence of such effects was found within
the time domains monitored. Water filter was used to eliminate near IR wavelengths. Absorption
intensities are presented in G × ε, where G is radiation-chemical yield (μM J−1) of given species and ε
represents molar absorption coefficient. This value is directly proportional to the absorbance.
At the NDRL, pulse radiolysis experiments were carried out using the 8-MeV linear accelerator
(LINAC). Following 8 ns, ~15 Gy electron pulse, transient optical absorption signals were recorded in
UV−visible range using two different detection systems. First, single channel PMT/monochromator
detection system was described elsewhere [95]. Second, multichannel system with nanosecond
response recorded array of 24 monochromatic kinetic signals on all input channels of 6 synchronously
triggered Tektronix oscilloscopes. The oscilloscopes were connected to an array of equivalent 24
silicon photodiode/amplifier detectors. Each of the detectors was optically coupled with different
monochromatic line generated at the exit focal plane of SpectraPro 2150 spectrograph (Princeton
Instruments) using a custom bundle of 24 fused silica fiber optics. The probe light source for both
systems was a 1000 W xenon lamp pulsed to high current for 2 milliseconds. Variation of the solute
concentration was accomplished using two HPLC pumps, one of which was pumping N2O saturated
2mM stock solution of 2-TU and the other was filled with N2O saturated water at the same pH as
the 2-TU solution. The solutions from the pumps were mixed at a tee connection before the inlet of
the flow cell. By varying the flow rates of the two pumps, with constant total flow of 3 mL/min, the
concentration of 2-TU could be easily remotely changed/controlled.
At both pulse radiolysis set-ups, the dosimetry was based on N2O-saturated solutions containing
10 mM KSCN, taking a radiation chemical yield of G = 0.635 μmol J–1 and a molar absorption coefficient
of 7580 M–1·cm–1 at λ = 472 nm for the (SCN)2•− radical [96].
For time-resolved conductivity measurements, the conductivity apparatus was used which allows
high-precision conductometric measurements over a pH range from 3 to 6. In the current experiments,
pH was restricted to 4.1. A detailed description of the conductivity apparatus along with the measuring
cell has been given elsewhere [97]. The dosimetry was achieved using acidic (pH = 4.1), aqueous
solution saturated with methyl chloride (CH3Cl). In this dosimeter system, pulse irradiation yields H+
and Cl− with G(H+) = G(Cl−) = 0.285 μmol J–1. The respective equivalent conductivities at 18 ◦C were
taken as Λ(H+) = 315 S cm2 equiv−1 and Λ(Cl−) = 65 S cm2 equiv−1 [98].
4.4. Theoretical Procedures
The theoretical calculations were performed using the Gaussian 09 and Gaussian 16 program
package [99]. One computational method have been used in this work for the geometry optimizations,
ground state reactivities and excited state calculations based on the range separated hybrid (RSH)
functionals ωB97x [100] and correlation consistent basis sets of triple ζ type, augmented with diffuse
functions, denoted aug-cc-pVTZ [101,102]. The hydration effects were taken into consideration using a
polarized continuum model (IEFPCM) [103]. The local minima were verified by frequency calculations.
The Mulliken scheme was used to obtain spin density distribution. The transition states (TS) were
located by the Synchronous Transit-Guided Quasi-Newton approach (QST3 method). The genuineness
of the transition states in each case was ensured by the presence of one imaginary frequency related to
either the stretching of the C-O bond (for OH addition) or H-O bond (for H abstraction) that connects
the •OH and 2-TU neutral or anionic reactants. Intrinsic reaction coordinate (IRC) calculations have
been carried out from the TS, leading to OH adducts (at C5 and C6 positions of neutral 2-TU) and the
pre-reactive complex (RC•). IRC calculations were also carried for H abstraction reactions from N3
and N1 positions in neutral and anionic forms of 2-TU. In case of anionic 2-TU no effort was taken to
find optimized structures of pre-reactive complexes for OH addition as preliminary potential energy
surface scans showed lack of such a complex and its eventual existence did not seem relevant to most
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of important findings of the work presented. Electronic transition energies and oscillator strengths
were calculated by the time-dependent DFT (TD-DFT) method. DFT ωB97x method was proven to
be very satisfactory in characterization of ground state geometries, harmonic vibrational frequencies,
dissociation energies and absorption maxima of 2c-3e intermediates of (SCN)2•− and (SeCN)2•− [78,79].
Similar good performance of ω B97x based TD-DFT method was documented earlier [104,105]. It
compared well with higher levels of theory in modeling ground-state reactivity and activation barriers
for •OH addition to double bonds in vacuum [106]. However, it could differ from them in obtaining
proper activation barriers in certain cases in PCM solvent and/or explicit water molecules [107]. Since
•OH addition leading to formation of 2c-3e SO bonds is essentially barrierless [90] application of this
relatively economic computational method serves as a good compromise in quantitative estimation
of relative pathways in molecular systems where H abstraction, OH addition to double bonds and
SO hemibond formation can occur simultaneously. We performed verification of accuracy of ωB97x
functional in determining vertical excitation energies of OH adducts to C5 and C6 positions in 2-TU. In
addition to that we compared CASPT2 level transitions obtained previously for •OH adducts to uracil
with transitions calculated using method applied in our studies of 2-TU. Using the starting geometries
of OH adducts to uracil taken from the Supporting Information in Reference [108] we re-optimized
them at the level of ωB97x/aug-cc-pvtz (PCM) and computed their absorption maxima. For most
stable ground state structures—adduct U5OH (Hext)—we obtained a second transition at 4.13 eV
versus CASPT 4.39 eV (−0.26 eV or +18 nm) and for adduct U6OH (Hint) we obtained transition at
3.56 eV versus CASPT 3.05 eV (+0.51eV or −58 nm). This may seem like a big difference but one needs
to point out that both calculations should be referred to the experimental value at 3.26 eV. U6OH
adduct CASPT computed transition was shifted from the experimental value by +27 nm and TD-DFT
wB97x/aug-cc-pvtz computed transition was shifted −31 nm from the experimental value of 380 nm.
For a broad spectrum with half width of ~1 eV we would consider both values as quite satisfactory.
Our TD-DFT calculations predicted transition for U5OH to occur at ~299.9 nm versus 282 nm obtained
by CASPT. These values are qualitatively quite comparable to previous findings obtained at much
higher computational cost [108]. It has been documented that DFT and TD-DFT results always display
some spin contamination, namely, the mean value of the S2 spin operator for the ground and excited
states differs from the theoretical result < S2 > = S(S + 1) = 0.75. This is due to the single determinant
form of the wave function in DFT [109]. Consequently, these states may no more be called spin doublet
states but spin-contaminated states where only the quantum number Ms = ±1/2 is ensured. These
contaminated states ψC may be considered a combination of the doublet state ψD and quartet state ψQ,
ψC = ψD + εψQ (with Ms = ±1/2). Analyzing results of our TD-DFT computations we noticed that
most relevant transitions (with the highest oscillator strengths) in all considered 2c-3e intermediates
never had <S2> value higher than 0.77, hence we considered them not spin contaminated. On the
other hand, thiyl radicals as well as OH adducts to C5 and C6, which were found to have much lower
oscillator strengths in our experimental spectral range of interest have shown <S2> values extending
up to 1.0 for the strongest transitions and >1 for the transitions with oscillator strengths 1–2 orders
of magnitude lower than these strongest transitions. Therefore, results of computations of excited
states in these intermediates are affected by spin contamination and in order to get more accurate
predictions of their absorption spectra their ground and excited states should be treated using higher
level computational methods which was beyond interest in our current studies. This was justified by
the fact that contribution of these intermediates to the observed spectra was relatively minor. We still
decided to include these spectra to all computed 2c3e intermediates for the qualitative comparison. All
computed UV-Vis spectra were generated using the default setting of GaussView 6 in which peaks
assume a Gaussian band shape with half widths of 0.4eV [110].
5. Conclusions
In the current paper, we provided an experimental proof supported by the TD-DFT calculations
that character of primary and secondary reactive intermediates depends on the concentration of
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2-thiouracil and character of the oxidant (•OH vs. •N3). At low concentration of 2-TU, •OH-adducts to
the double bond at C5 position (3•) and 2c-3e bonded •OH adducts to sulfur (1 . . . •OH) are dominant
species. Their relative contribution seems to depend on the individual rate constants of •OH addition
to the double bonds and sulfur atom, respectively. In turn, at high concentration of 2-TU, beyond
contribution of 3• radicals, contribution of dimeric 2c-3e S-S-bonded radicals in neutral form (2•) has
to be taken into account. Their direct precursors are thiyl-type radicals (6•) which are formed from 1
. . . •OH radicals via separated coupled electron proton transfer. Dimeric 2c-3e S-S-bonded radicals are
also formed at pH above the pKa of 2-TU but they have anionic character (2•−) owing to the anionic
form of 2-TU. In turn, •N3-induced oxidation of 2-TU occurs via radical cations with maximum spin
location on the sulfur atom (1•+) which subsequently undergo deprotonation at N1 atom leading to
thiyl-type radicals (6•), direct precursors of dimeric radicals (2•).
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420 nm at pH = 4 and at pH = 10 at various concentration of 2-TU, Figure S4: Solution phase (PCM) optimized
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the studied structures.
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Abstract: In the case of type 2 diabetes, inhibitors of glycogen phosphorylase (GP) may prevent
unwanted glycogenolysis under high glucose conditions and thus aim at the reduction of excessive
glucose production by the liver. Anomeric spironucleosides, such as hydantocidin, present a
rich synthetic chemistry and important biological function (e.g., inhibition of GP). For this study,
the Suárez radical methodology was successfully applied to synthesize the first example of a
1,6-dioxa-4-azaspiro[4.5]decane system, not previously constructed via a radical pathway, starting from
6-hydroxymethyl-β-d-glucopyranosyluracil. It was shown that, in the rigid pyranosyl conformation,
the required [1,5]-radical translocation was a minor process. The stereochemistry of the spirocycles
obtained was unequivocally determined based on the chemical shifts of key sugar protons in the
1H-NMR spectra. The two spirocycles were found to be modest inhibitors of RMGPb.
Keywords: type 2 diabetes; glycogen phosphorylase; anomeric spironucleosides;
1,6-dioxa-4-azaspiro[4.5]decane; [1,5]-radical translocation
1. Introduction
Despite the prevalence of type 2 diabetes worldwide, no sufficient treatment has been identified;
therefore, a molecular approach based on the three-dimensional structure of enzymes directly involved
in glycogen metabolism has received increasing attention. Glycogen phosphorylase (GP) is an allosteric
enzyme with a regulatory role in glycogen breakdown to glucose [1]. Since glucose is the physiological
substrate of GP, it promotes the inactive form of the enzyme acting synergistically with insulin towards
reducing the rate of glycogen degradation and shifting the equilibrium towards glycogen synthesis.
GP three-dimensional structure in the T state (GPb) has been exploited as a target for the design
of glucose-based compounds that inhibit enzymic action preventing glycogenolyis and acting as
regulators of glucose levels in the bloodstream [2,3]. The glucose specificity for the catalytic site of the
enzyme has been utilized to drive glucose derivatives to the active site of the enzyme, exploiting the
catalytic channel by adding a variety of structural features to these compounds in terms of rigidity
and functional groups [4]. One of the early lead inhibitors of rabbit muscle glycogen phosphorylase
b (RMGPb) was pyranosyl spironucleosides [5] (2a,b, Figure 1), the structure of which was inspired
from hydantocidin (1), a natural spiro compound with herbicidal and plant growth regulatory activity.
To this end, a number of attempts to synthesize more potent inhibitors were made leading to other
spiro-heterocycles that exhibited stronger affinity for RMGPb [6]. Similar studies in our laboratory
led to N4-aryl-N1-(β-d-glucopyranosyl)cytidine nucleosides which exhibit RMGPb inhibition in the
nanomolar range [7].
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We present here a methodology, that involves a key [1,5]-radical translocation step for
the synthesis of anomeric spironucleosides 4a,b (Figure 1), which were found to be modest
inhibitors of rabbit muscle glycogen phosphorylase (RMGPb). Spirocyclic nucleosides present a
rich synthetic chemistry and important biological function [8,9]. The targets in this paper contain a rare
1,6-dioxa-4-azaspiro[4.5]decane structure [10], which has not been previously constructed via a radical
pathway [11]. In the similar 1,6-dioxa-4-azaspiro[4.4]nonane system (3, Figure 1), we reported an
efficient protocol, using a 6-lithiation strategy for generating a 6-hydroxymethyluridine intermediate
followed by oxidative cyclization through a [1,5]-radical translocation strategy [12,13]. We were
interested in applying this protocol to the related “decane” system.
Figure 1. Natural and synthetic anomeric spironucleosides.
2. Results
2.1. Synthesis
Initially, we attempted to access compound 7 (Scheme 1) by direct lithiation of the known
2,3,4,6-tetra-O-benzyl-β-d-glucopyranosyluracil [14]. The protocol was based on the previous
well-established 6-lithiation of protected 2-deoxy- and ribouridines, followed by the reaction with
dimethylformamide or ethyl formate to generate the corresponding 6-formyluridines [12,15,16].
Although a major product formed under these conditions, spectral analysis revealed that it was the
product of a selective mono-debenzylation and did not contain a formyl group. Although we could
not unequivocally determine the position of debenzylation, we hypothesized that this had occurred
in position-3, proximal to the 6-position where the initial lithiation is expected to occur (data not
shown). This reductive debenzylation could be reminiscent of a previous method employing lithium
naphthalenide [17].
The above result prompted us to change our strategy and include a previously reported [18]
N1-(β-d-glucopyranosyl)-6-methyluracil (6a) intermediate in our synthesis, as exemplified in Scheme 1.
Under optimized conditions, the N-glycosylation reaction of persilylated 6-methyluracil, in the presence
of an excess of TMSOTf in DCE, led to the formation of three products, namely, 6a–c, isolated after
column chromatography in 67%, 30%, and 3% yield, respectively. As determined by ESI-MS and NMR,
the major product was the expected N1-glycosylated 6-methyluridine 6a, whereas the N3-glycosylated
analogue 6b was isolated in 30% yield, together with a small amount of N1,N3-bisglycosylated
isomer 6c.
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The main feature that differentiated 6b from 6a in the 1H-NMR spectrum was a substantial
downfield shift of H-2′ (δΔ = 0.8 ppm) in 6b, induced by the magnetic anisotropy effect of the
second vicinal amidic 4-carbonyl. A similar effect was observed in the more complex spectra of the
bis-substituted analogue 6c, and the [M + H]+ peak at 786.3 amu (ESI-MS) clearly differentiated 6c
from the other two isomers ([M + H]+ at 457.2 amu).
The allylic methyl group of 6a was oxidized to the corresponding aldehyde 7 in the presence
of selenium dioxide (3 equivs) in dioxane: acetic acid [19], in 67% yield. Apart from the aldehyde 7,
isolated in 67% yield and recognized in 1H-NMR by its characteristic aldehydic proton at 9.90 ppm,
a second more polar product was isolated in low yield, identified as the allylic alcohol 8. Its formation
is expected by the mechanism of the reaction which follows an electrophilic allylic addition to selenium
followed by a [2,3]-sigmatropic rearrangement [20,21]. Application of stoichiometric amounts of SeO2
also led to aldehyde 7 as the major product, although full conversion was not observed even after
prolonged reaction times. When the reaction was performed with 3 equivs of SeO2, under strictly
anhydrous conditions, the yield of aldehyde 7 was maximized. Reduction of aldehyde 7 with NaBH4
in CHCl3/isopropanol, in the presence of silica gel, at 0 ◦C [22] led to partial removal of acetate groups.
By lowering the reaction temperature to −30 ◦C, exclusive formation of the allylic alcohol 8 was
observed, and the product was isolated in 90% yield.
Scheme 1. (i) TMSOTf, DCE, reflux, 1 h, 67%, (ii) SeO2, dioxane, AcOH, reflux, 5 h, 67%, (iii) NaBH4,
silica gel, CHCl3, propanol, −30 ◦C, 1 h, 90%, (iv) DIB, I2, CH2Cl2, hv, r.t., 2.5 h, 18% (9a:9b = 1.25:1),
and 50% (7), (v) NH3 (7N in MeOH), r.t., 16 h, 100%.
The key step photolysis of 8, under the standard optimized Suárez conditions [23], utilized for
alkoxy radical generation in hydrogen atom transfer (HAT) reactions [11], in the presence of DIB
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and I2, in DCM and under visible light (150 W) irradiation, led to the isolation of three products
in 50%, 10%, and 8% yield. The major product was, surprisingly, the aldehyde 7, whereas the two
minor products corresponded to the expected isomeric spironucleosides 9a,b. The reaction is expected
to proceed through the generation of an alkoxyl radical intermediate, followed by a [1,5]-radical
translocation [24] to generate a C-1′ radical intermediate which, after oxidation and ionic cyclization,
provides the spirocycles 9a,b [12,13]. The main formation of aldehyde 7 can be explained by a possible
disproportionation reaction of the above alkoxy radical intermediate to aldehyde 7 and alcohol 8, with
the latter re-entering the reaction cycle (see discussion below). The application of the same conditions
as in the similar 1,6-dioxa-4-azaspiro[4.4]nonane system [12,13] aids in the comparison of the two
systems and indicates that the rigidity of the β-d-glucopyranosyl ring renders the [1,5]-hydrogen atom
transfer less favorable in this system than in the previously observed flexible ribosyl system. It should
be noted that when the same reaction was attempted with a similar photolysis in the presence of
Pb(OAc)4, I2, and CaCO3 [25], a complex mixture of products was obtained that could not be further
characterized. Final removal of the acetate protection of 9a,b with ammonia in methanol led to the
isolation of the target spirocycles 4a,b in quantitative yield.
2.2. Kinetic Experiments
RMGPb was isolated, purified, and recrystallized according to previously established protocols [26].
Compounds 4a,b were assayed in the direction of glycogen synthesis for their inhibitory effect on
RMGPb as described before [26,27]. They both exhibited competitive inhibition with respect to the
substrate glucose 1-phosphate (Glc-1-P), at constant concentrations of glycogen (0.2% w/v) and AMP
(1 mM). Compound 4b was found to be a stronger inhibitor of RMGPb (35% inhibition at 1 mM) than
4a (26% inhibition at 1 mM).
3. Discussion
The stereochemistry of the two spirocyclic products could be inferred unequivocally, from the
1H-NMR spectra, as can be seen in Figure 2. Both spectra contain features that can be explained by
the magnetic anisotropy induced by the 2-C=O group onto the sugar α- or β- hydrogens depending
on the stereochemistry of the new spiro-center. As the new spirocycle locks the configuration of the
pyrimidine ring with respect to the sugar ring, the 2-C=O is spaced in the vicinity of H-2′ in the
R-anomer 9a and on the other hand, in the vicinity of H-3′ and H-5′, in the S-anomer 9b. This results in
significant downfield shifts of the corresponding sugar Hs in the 1H-NMR spectra. Specifically, there is
a 0.55 ppm shift of H-2′ going from the S- to R-anomer (5.62 to 6.17 ppm), whereas there is a 0.48 and
0.84 ppm shift for H-5′ (4.18 to 4.65 ppm) and H-3′ (5.47 to 6.31 ppm), respectively, going from the R-
to the S-anomer (Figure 2). The remaining Hs (H-4′, H-6′, H-5, and H-7) have similar chemical shifts
in the two spectra, with the difference that the pairs of H-6′ and H-7 protons appear as AB quartets
in the case of the more congested S-anomer 9b, whereas they collapse to singlets in the case of the
R-anomer 9a.
The same trends reported above for the protected derivatives were also observed in the case of
the final compounds 4a,b. Specifically, there was a 0.61 ppm shift of H-2′ going from the S- (4b) to R-
(4a) anomer (3.95 to 4.56 ppm), whereas there is a 0.37 and 0.79 ppm shift for H-5′ (3.90 to 4.27 ppm)
and H-3′ (3.83 to 4.62 ppm), respectively, going from the R- (4a) to the S- (4b) anomer. The remaining
Hs (H-4′, H-6′, H-5, and H-7) had similar chemical shifts in the two spectra, with the difference, again
in this case, being that the pairs of H-6′ and H-7 protons appear as AB quartets in the case of the more
congested S-anomer 4b, whereas they collapse to singlets in the case of the R-anomer 4a. It should be
noted that 2D NOESY spectroscopy did not provide any additional information for the above systems,
as the only correlations that were observed were those between either protons H-2′ and H-4′ or H-3′
and H-5′, above and below the plane of the glucopyranosyl ring, respectively.
The above analysis allowed us to better interpret the 1H-NMR spectrum of compound 8 (in
DMSO-d6) which appeared as a mixture of rotamers, indicating a slow, on the NMR time scale, rotation
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around the glycosidic C1′-N1 bond, due to the new 6-hydroxymethyl substituent. The existence of
rotamers was indicated by the presence of two amidic hydrogens at 11.48 and 11.32 ppm in a ≈1:2
ratio. Two more characteristic low field signals were a doublet at 6.43 ppm and a triplet at 6.08 ppm
exhibiting the same ≈1:2 ratio. By applying the analysis above, performed for the final spirocyclic
products, one can assign the doublet to the H-2′ of the rotamer with the 6-CH2OH group in α-position
and the triplet to the H-3′ of the conformer with the 6-CH2OH group in β-position. When the 1H-NMR
spectrum of 8 was obtained at a higher temperature (75 ◦C), the above signals collapsed to broad
singlets, confirming the above hypothesis. The observed ratio of the two rotamers at equilibrium is
significant in the next key step, as explained below.
Figure 2. Comparison of 1H-NMR spectral shifts in compounds 9a,b.
Regarding the mechanism of the key step, it is expected that, under the Suárez conditions, an
alkoxy radical intermediate is produced that may exist in two possible conformations (10-syn, 10-anti,
Scheme 2). These two conformers are similar to those observed above for alcohol 8 and are expected to
be formed in a similar ≈1:2 ratio (10-syn:10-anti). The rigidity of the pyranosyl chair conformation
may not allow a fast interconversion between the conformers for steric reasons, and the product
distribution may be affected directly by these two conformer populations and their corresponding
reactivity. Specifically, 10-anti cannot undergo a [1,5]-hydrogen shift and an alternative [1,6]-hydrogen
atom transfer from the 2-position of the sugar is known to be disfavored in the presence of acetyl
protection [23]. The only available pathway for conformer 10-anti is a radical disproportionation
reaction leading to 7 and 8, of which the latter re-enters the reaction cycle, while the former accumulates
(Scheme 2).
On the other hand, conformer 10-syn possesses a suitable conformation for a [1,5]-radical
translocation leading to 11-syn intermediate. After oxidation of 11-syn, in the presence of I2, the 12-syn
oxonium ion may exist in equilibrium with conformer 12-anti, through rotation of the C1
′
-N1 bond, and
also with a possible Vorbrüggen-type intermediate, formed through the anchimeric assistance of the
2′-acetyl group. The Vorbrüggen intermediate is the main species that determines the stereochemistry
263
Molecules 2019, 24, 2327
of the final product in N-glycosylation reactions [28], and if the same was true in our system, exclusive
formation of the S-anomer 9b would be expected. Nevertheless, in our system, a 1:1.25 S:R mixture
of anomers 9b:9a was obtained. This result allows us to draw two major conclusions regarding the
mechanism. First, rotation around the C1
′
-N1 bond in the oxonium ion 12-syn to produce 12-anti has
to be faster than cyclization in order to allow the formation of the second, prior to cyclization, and
there must be no major thermodynamic difference between the two conformers. Second, the formation
of the Vorbrüggen intermediate must not be favored in this system, for steric reasons, and even if it is
formed, through conformer 12-anti, the process rate is comparable to that of the cyclization of 12-syn
conformer to the observed S-anomer 9a (Scheme 2).
Scheme 2. Proposed mechanism for the formation of 9a,b.
Kinetics determined that the S anomeric spirocycle 4b exhibited 1.25 times higher inhibition
than the R anomer 4a. The difference could be associated with the locked syn conformation of the
pyrimidine ring with regard to the β-d-glucose moiety and possible unfavorable interactions of 4a
within the catalytic site between the backbone CO of His377 with the uracil 2-C=O, as has been observed
previously with protein crystallography (unpublished results). Although we attempted to obtain X-ray
crystallographic data by soaking crystals of RMGPb with either 4a or 4b, the rather low affinity of
both spirocycles did not provide sufficient data for establishing their binding in the catalytic site and
studying their interactions. Both spironucleosides are stronger binders than the natural inhibitors of
GP, β- and α-d-glucose [29]. For example, 4b is about 7 and 1.5 times stronger than β- and α-d-glucose,
respectively. The new compounds, nevertheless, exhibit a rather low inhibition profile compared
with the known spirohydantoin derivative of glucopyranose [5] and other known strong catalytic site
inhibitors of RMGPb [7,30]. We established previously that anti is the desirable conformation of the
pyrimidine ring at the anomeric position of β-d-glucose leading to strong inhibition [7], and the current
results confirm this finding. Anomeric spironucleosides are rigid structures and, given that they
possess the correct conformation, are expected to bind strongly to the catalytic site of GP. Our current
studies are therefore directed towards anomeric spironucleosides with locked anti conformations, and
these results will be reported in due course.
4. Materials and Methods
All reagents and solvents were purchased from commercial sources (Sigma–Aldrich, Merck, NJ,
USA; Alfa-Aesar, Fisher Scientific, MA, USA) and used without further purification, unless otherwise
stated. All reactions were carried out under an argon atmosphere on a magnetic stirrer (IKA®-Werke
GmbH & Co. KG, Staufen, Germany) and monitored by thin-layer chromatography. Compounds were
purified by flash chromatography on silica gel 40–60 μm, 60 Å. NMR measurements were performed
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with a Varian Mercury 200 Nuclear Magnetic Resonance Spectrometer (Varian Inc., Agilent Technologies,
Palo Alto, CA, USA) at 200 MHz for 1H and at 50 MHz for 13C, respectively. The deuterated solvents
used for NMR spectroscopy were CDCl3 and D2O. Chemical shifts are given in ppm and were referenced
on residual solvent peaks for CDCl3 (δ 7.26 ppm for 1H-NMR and 77.16 ppm for 13C-NMR), whereas for
D2O an external reference of 3-(trimethylsilyl)-1-propanesulfonic acid sodium salt was used. Coupling
constants were measured in Hz. Hydrogen atom assignments, when given, are based on COSY spectra.
Melting points were obtained by using a Gallenkamp Sanyo apparatus (Fisher Scientific, MA, USA)
and are uncorrected. Mass spectrometry experiments were carried out in a Thermo Finnigan Surveyor
MSQ plus Mass Spectrometer (ThermoFisher Scientific, MA, USA), using the Electron Spray Ionization
technique (ESI-MS). High-resolution mass spectrometry experiments were carried out in a Q-TOF Bruker
MaXis Impact HR-Mass Spectrometer (Bruker, MA, USA). 1,2,3,4,6-Penta-O-acetyl-β-d-glucopyranose
was synthesized using standard synthetic protocols [31]. AMP, Glc-1-P (dipotassium salt), and oyster
glycogen were obtained from Sigma-Aldrich (Merck, NJ, USA) and used without further purification.
Oyster glycogen was freed of AMP according to Helmreich and Cori [32]. 1H and 13C-NMR spectra of
new compounds are available in the Supplementary Materials.
2,4-Di-(trimethylsilyloxy)-(6-methylpyrimidine) (5). A suspension of 6-methyluracil (1 g, 7.93 mmol) and
well-grinded ammonium sulphate (80 mg, 0.60 mmol 0.076 eq) in HMDS (8.4 mL, 39.7 mmol, 5 eq)
was heated to 120 ◦C under anhydrous conditions until full dissolution occurred. Upon completion,
the excess of HMDS was removed through distillation, toluene was added twice (5 mL) followed by
distillation to remove all traces of excess HMDS to yield 2.1 g (7.8 mmol, 97%) of the title compound
which was characterized without further purification. 1H-NMR (200 MHz, CDCl3): δ = 0.34 (s, 18H),
1.95 (3H, s), 5.81 ppm (1H, s). 13C-NMR (50 MHz, CDCl3): δ = 0.00 (3C), 0.03 (3C), 23.4, 102.6, 162.6,
169.8, 170.0 ppm.
N-Glycosylation of 6-methyluridine. To a solution of 5 (1.5 g, 5.6 mmol, 1.5 eq) in dry 1,2-dichloroethane
(7 mL) at r.t., a solution of TMSOTf (1.61 mL, 8.33 mmol, 2.25 eq) and 2,3,4,6-tetra-O-acetyl-
β-d-glucopyranose[31] (1.44 g, 3.7 mmol) in dry DCE (3.5 mL) was added. The reaction mixture was
heated at reflux until full consumption of the sugar (≈1 h). The mixture was then cooled, diluted
with DCM, and washed successively twice with saturated aq. NaHCO3 solution, water, and brine.
The organic layer was dried over anhydrous Na2SO4, filtered, the solvents evaporated, and the crude
product was purified by column chromatography (30–70% Et2O in EtOAc) to give, in order of elution,
6c as a white solid (86 mg, 0.11 mmol, 3%), 6a as a white solid (1.13 g, 2.48 mmol, 67%) and 6b as a
white solid (0.51 g, 1.11 mmol, 30%).
1-(Tetra-O-acetyl-β-d-glucopyranosyl)-6-methyluracil (6a): Rf = 0.40 (70:30 Et2O:EtOAc). 1H-NMR
(200 MHz, CDCl3): δ = 2.00 (s, 3H), 2.02 (s, 3H), 2.06 (s, 3H), 2.08 (s, 3H), 2.55 (s, 3H), 3.90 (bd, J = 9.5 Hz,
1H), 4.16 (dd, 1H, J = 12.2, 1.7 Hz), 4.27 (dd, 1H, J = 12.6, 4.2 Hz), 5.14 (t, 1H, J = 9.5 Hz), 5.35 (t, 1H,
J = 9.5 Hz), 5.46 (t, 1H, J = 9.4 Hz), 5.57 (bs, 2H), 6.27 (d, 1H, J = 9.1 Hz), 8.62 ppm (bs, 1H). 13C-NMR (50
MHz, CDCl3): δ = 20.60, 20.78, 20.80 (2C), 20.97, 61.8, 67.9, 69.5, 72.8, 75.1, 80.5, 104.1, 139.3, 150.5, 162.7,
169.7, 169.8, 170.0, 170.7 ppm. HRMS (ESI): calcd. for C19H25N2O11+ [M +H]+ 457.1458 found 457.1465.
3-(Tetra-O-acetyl-β-d-glucopyranosyl)-6-methyluracil (6b): Rf = 0.35 (70:30 Et2O:EtOAc). 1H-NMR
(200 MHz, CDCl3): δ = 1.95 (s, 3H), 2.01 (s, 3H), 2.04 (s, 3H), 2.06 (s, 3H), 2.17 (s, 3H), 3.84 (ddd, J = 10.1,
5.3, 2.5 Hz, 1H), 4.30–4.10 (m, 2H), 5.15 (t, J = 9.7 Hz, 1H), 5.30 (dd, J = 9.4, 8.6 Hz, 1H), 5.52 (s, 1H),
6.08 (d, J = 9.4 Hz, 1H), 6.18 (dd, J = 9.4, 8.4 Hz, 1H), 9.70 ppm (s, 1H). 13C-NMR (50 MHz, CDCl3):
δ = 18.6, 20.4, 20.5 (2C), 20.6, 62.0, 67.9, 68.0, 73.7, 74.5, 78.3, 98.9, 151.5, 152.1, 162.5, 169.4, 169.6, 169.9,
170.5 ppm. ESI-MS: 457.2 [M + H]+.
1,3-Bis-(tetra-O-acetyl-β-d-glucopyranosyl)-6-methyluracil (6c): Rf = 0.50 (70:30 Et2O:EtOAc). 1H-NMR
(200 MHz, CDCl3): δ = 2.01 (s, 6H), 2.02 (s, 6H), 2.04 (s, 6H), 2.06 (s, 6H), 2.57 (s, 1H), 3.96–3.74 (m,
2H), 4.37–4.10 (m, 4H), 5.52–5.02 (m, 5H), 5.55 (s, 1H), 6.02 (dd, J = 9.3, 9.3 Hz, 1H), 6.10 (d, J = 9.3 Hz,
1H), 6.34 ppm (d, J = 9.9 Hz, 1H). 13C-NMR (50 MHz CDCl3): δ = 20.0, 20.3, 20.6 (4C), 20.7 (3C), 61.4,
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61.9, 67.5, 67.8, 68.1, 69.2, 73.3, 73.5, 74.7, 75.0, 79.2, 81.3, 103.4, 150.5, 152.9, 160.8, 169.40, 169.49, 169.62,
169.96, 170.20, 170.40, 170.60, 170.78 ppm. ESI-MS: 786.3 [M + H]+.
1-(Tetra-O-acetyl-β-d-glucopyranosyl)-6-formyluracil (7). To a solution of 6a (2.1 g, 4.63 mmol) in dry
dioxane (40 mL), selenium oxide was added (1.5 g, 13.9 mmol, 3 eq) and acetic acid (1.32 mL,
23.1 mmol). The reaction mixture was heated at reflux until full consumption of the starting material
(≈5 h). The mixture was then cooled, diluted with ethyl acetate, and washed successively with
saturated aq. NaHCO3 solution, water, and brine. The organic layer was dried over anhydrous Na2SO4,
filtered, the solvents evaporated, and the crude product was purified by column chromatography
(97:3, EtOAC:Et2O) to yield the title compound as a white solid (1.5 g, 3.1 mmol, 67%). Rf = 0.50 (100%
EtOAc). 1H-NMR (200 MHz, CDCl3): δ = 2.01 (s, 3H), 2.04 (s, 3H), 2.06 (s, 3H), 2.10 (s, 3H), 3.92 (ddd,
J = 9.9, 3.3, 3.0 Hz, 1H), 4.19 (m, 2H), 5.24 (t, J = 9.7 Hz, 1H), 5.41 (t, J = 9.4 Hz, 1H), 5.61 (t, J = 9.3 Hz,
1H), 6.11 (d, J = 9.4 Hz, 1H), 6.28 (d, J = 2.3 Hz, 1H), 8.53 (s, 1H), 9.90 ppm (s, 1H). 13C-NMR (50 MHz,
CDCl3): δ = 20.2, 20.4 (2C), 20.5, 61.0, 67.2, 70.3, 72.2, 74.9, 81.3, 110.0, 147.0, 150.2, 161.6, 169.4, 169.7,
170.0, 170.4, 183.4 ppm. HRMS (ESI): calcd. for C19H23N2O12+ [M + H]+ 471.1251 found 471.1255.
1-(Tetra-O-acetyl-β-d-glucopyranosyl)-6-hydroxymethyluracil (8). To a solution of 7 (0.2 g, 0.425 mmol) in
2-propanol (2.5 mL) and chloroform (0.6 mL), dry silica gel was added (43 mg) and the suspension was
cooled to −30 ◦C. Then, NaBH4 (0.161 g, 4.25 mmol, 10 eq) was added and the reaction mixture was
stirred until full consumption of the starting material (≈1 h). Then, the mixture was diluted with DCM,
filtered through Celite®, and the filtrate washed successively with saturated aq. NaHCO3 solution,
water, and saturated sodium chloride solution. The organic layer was dried over anhydrous Na2SO4,
filtered, the solvents were evaporated, and the crude product was purified by column chromatography
(EtOAc) to give the title compound as a white solid (146 mg, 0,38 mmol, 90%). Rf = 0.40 (70:30,
Et2O:EtOAc). 1H-NMR (200 MHz, DMSO-d6): (mixture of tautomers) δ = 1.92 (s, 3H), 1.96 (s, 3H),
2.01 (s, 6H), 4.30 (m, 2H), 4.92 (t, J = 9.6 Hz, 1H), 5.26–5.62 (m, 2H), 5.69 (s, 1H), 5.84 (s, 2H), 6.08 (t,
J = 9.0 Hz, 1H), 6.42 (d, J = 9.4 Hz, 1H), 11.32 ppm (s, 1H), 11.48 ppm (s, 1H). 13C-NMR (50 MHz,
CDCl3): δ = 20.4, 20.5 (2C), 20.7, 60.1, 61.2, 67.5, 69.8, 72.6, 75.2, 81.5, 102.9, 151.3, 157.2, 162.8, 169.5,
169.8, 170.4, 170.7 ppm. HRMS (ESI): calcd. for C19H25N2O12+ [M + H]+ 473.1407 found 473.1410.
Spirocyclization of 8. A solution of 8 (150 mg, 0.32 mmol) in dichloromethane (16 mL) was degassed
by argon gas bubbling for 10 min. Then, diacetoxyiodobenzene (155 mg, 0.48 mmol, 1.5 eq) and
iodine (91 mg, 0.32 mmol, 1 eq) were added. Photolysis was carried out at r.t., with two 75 W Philips
Standard 230 V visible light lamps, for 2.5 h. Afterwards, the reaction was quenched by 10% aq.
Na2S2O3 solution and then extracted with dichloromethane. The organic layer was collected, dried
over anhydrous Na2SO4, and then filtered, the solvent was evaporated, and the crude product was
purified by column chromatography (EtOAc: Et2O gradient) to give, in order of elution, compound 7
(75 mg, 0.16 mmol, 50%), 9a as a white solid, (12 mg, 0.026 mmol, 8%), and 9b as a white solid (15 mg,
0.032 mmol, 10%).
(3R,3′R,4′S,5′R,6′R)-6′-(Acetoxymethyl)-5,7-dioxo-1,3′,4′,5,5′,6,6′,7-octahydrospiro[oxazolo[3,4-c]
pyrimidine-3,2′-pyran]-3′,4′,5′-triyl triacetate (9a): Rf = 0.60 (70:30 Et2O:EtOAc). 1H-NMR (200 MHz,
CDCl3): δ = 2.00 (s, 3H), 2.01 (s, 3H), 2.05 (s, 3H), 2.09 (s, 3H), 4.17–4.10 (m, 1H), 4.20 (s, 2H), 5.04 (m,
2H), 5.34 (t, J = 9.5 Hz, 1H), 5.48 (t, J = 10.0 Hz, 1H), 5.59 (s, 1H), 6.16 ppm (d, J = 9.8 Hz, 1H). 13C-NMR
(50 MHz, CDCl3): δ = 20.52, 20.60, 20.62, 20.72, 61.2, 67.4, 68.2, 68.6, 71.3, 71.4, 93.8, 112.1, 145.7, 151.3,
163.1, 168.7, 169.2, 170.1, 170.7 ppm. HRMS (ESI): calcd. for C19H23N2O12+ [M +H]+ 471.1246 found
471.1239.
(3S,3′R,4′S,5′R,6′R)-6′-(Acetoxymethyl)-5,7-dioxo-1,3′,4′,5,5′,6,6′,7-octahydrospiro[oxazolo[3,4-c]
pyrimidine-3,2′-pyran]-3′,4′,5′-triyl triacetate (9b): Rf = 0.40 (70:30 Et2O:EtOAc). 1H-NMR (200 MHz,
CDCl3): δ = 1.99 (s, 3H), 2.03 (s, 3H), 2.05 (s, 3H), 2.09 (s, 3H), 4.10 (dd, J = 12.7, 2.5 Hz, 1H), 4.26 (dd,
J = 12.7, 3.6 Hz, 1H), 4.65 (ddd, J = 9.6, 3.6, 2.5 Hz, 1H), 4.87 (dd, J = 14.5, 1.0 Hz, 1H), 5.06 (dd, J = 14.5,
1.6 Hz, 1H), 5.33 (dd, J = 10.1, 8.9 Hz, 1H), 5.63 (d, J = 9.3 Hz, 1H), 5.65 (s, 1H), 6.31 (t, J = 9.2 Hz,
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1H), 8.61 ppm (s, 1H). 13C-NMR (50 MHz, CDCl3): δ = 20.52, 20.60, 20.62, 20.70, 61.4, 67.2, 67.3,
71.0, 72.4, 72.6, 94.2, 114.5, 148.3, 152.7, 163.3, 169.1, 169.6, 170.0, 170.6 ppm. HRMS (ESI): calcd. for
C19H23N2O12+ [M + H]+ 471.1246 found 471.1241.
(3R,3′R,4′S,5′S,6′R)-3′,4′,5′-Trihydroxy-6′-(hydroxymethyl)-3′,4′,5′,6′-tetrahydrospiro[oxazolo[3,4-c]
pyrimidine-3,2′-pyran]-5,7(1H,6H)-dione (4a). A solution of 9a (20 mg, 0.043 mmol) in methanolic
ammonia (7 N, 0.35 mL) was stirred for 12 h at r.t., until full conversion to a single compound.
Then, the solvent was evaporated and the compound was dried under high vacuum to yield the
title compound as a white solid (13 mg, 0.043 mmol, 100%). 1H-NMR (200 MHz, D2O): δ = 3.64 (t,
J = 9.1 Hz, 1H), 3.97–3.75 (m, 4H), 4.56 (d, J = 9.7 Hz, 1H), 5.20 (s, 2H), 5.88 ppm (s, 1H). 13C-NMR
(50 MHz, D2O): δ = 63.0, 70.8, 71.6, 72.5, 76.5, 78.3, 96.7, 116.8, 142.5, 157.1, 169.6 ppm. HRMS (ESI):
calcd. for C11H15N2O8+ [M + H]+ 303.0823 found 303.0830.
(3S,3′R,4′S,5′S,6′R)-3′,4′,5′-Trihydroxy-6′-(hydroxymethyl)-3′,4′,5′,6′-tetrahydrospiro[oxazolo[3,4-c]
pyrimidine-3,2′-pyran]-5,7(1H,6H)-dione (4b). A solution of 9b (29 mg, 0.062 mmol) in methanolic
ammonia (7 N, 0.51 mL) was stirred for 12 h at r.t., until full conversion to a single compound.
Then, the solvent was evaporated and the compound was dried under high vacuum to yield the
title compound as a white solid (19 mg, 0.062 mmol, 100%). 1H-NMR (200 MHz, D2O): δ = 3.58 (t,
J = 9.6 Hz, 1H), 3.70 (dd, J = 12.5, 5.5 Hz, 2H), 3.85 (dd, J = 12.4, 2.1 Hz, 1H), 3.95 (d, J = 9.5 Hz, 2H),
4.26 (ddd, J = 10.1, 5.3, 2.2 Hz, 1H), 4.62 (t, J = 9.2 Hz, 2H), 5.08 (d, J = 14.9 Hz, 1H), 5.18 (d, J = 15.0 Hz,
1H), 5.81 ppm (s, 1H). 13C-NMR (50 MHz, D2O): δ = 169.5, 158.2, 149.4, 119.6, 96.4, 79.5, 77.3, 76.2, 71.6,
70.2, 63.4 ppm. HRMS (ESI): calcd. for C11H15N2O8+ [M + H]+ 303.0823 found 303.0828.
5. Conclusions
In conclusion, we successfully applied the Suárez radical methodology to synthesize the
first example of a 1,6-dioxa-4-azaspiro[4.5]decane system starting from 6-hydroxymethyl-β-d-
glucopyranosyluracil. We showed that, in the rigid pyranosyl conformation, the required [1,5]-radical
translocation is a minor process. The stereochemistry of the spirocycles obtained was unequivocally
determined by the chemical shifts of key sugar protons in the 1H-NMR spectra. Finally, the two
spirocycles were found to be modest inhibitors of RMGPb, corroborating the finding that anti should
be the desired conformation of the pyrimidine ring of future anomeric spironucleosides, which may
lead to strong inhibition of GP.
Supplementary Materials: The following are available online. 1H and 13C-NMR spectra of new compounds
(Figures S1–10). Tables of kinetic measurements (Tables S1 and S2).
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Abstract: The radical azidoalkylation of alkenes that was initially developed with α-iodoesters
and α-iodoketones was extended to other activated iodomethyl derivatives. By using iodomethyl
aryl sulfones, the preparation of γ-azidosulfones was easily achieved. Facile conversion of these
azidosulfones to homoallylic azides using a Julia–Kocienski olefination reaction is reported, making
the whole process equivalent to the azidoalkenylation of terminal alkenes.
Keywords: radical reaction; azidoalkylation; carboazidation; sulfones; azides; Julia–Kocienski
olefination
1. Introduction
Organic alkyl azides are highly versatile compounds for synthesis [1–4]. They are unreactive
towards a broad range of reaction conditions but, under dedicated conditions, they may become
nitrene [5] and aminyl radical precursors [6–11] as well as suitable substrates for Schmidt reaction [12–14],
aza-Wittig [15] reaction, and 1,3-dipolar cycloaddition [16,17].
They are commonly prepared via nucleophilic substitution of halides and related electrophiles
using inorganic azides [18]. For tertiary alkyl azides, the nucleophilic substitution approach is
often difficult, and free radical processes have proven to be a very convenient alternative. Radical
azidation reactions are run under mild conditions, and they are compatible with a broad range of
functional groups [19–21]. The carboazidation of alkenes represents a particularly attractive method to
transform terminal alkenes into functionalized alkyl azides [22]. It is performed under chain transfer
conditions and has been employed as a key step in several alkaloids syntheses [20,23–29]. Alternatively,
carboazidation using under transition metal catalysis has also been reported [30–34]. Except for one
reaction involving CCl3Br [22], the reaction has mainly been used with α-iodoesters and α-iodoketones
(Scheme 1I) under ditin [35,36] or triethylborane [37,38] mediation. More recently, a very efficient
desulfitative approach was reported starting from α-azidosulfonyl esters [26]. This approach is the
best in terms of atom economy and efficiency, but it is less convenient to test the applicability of
the method with a broad range of substituted radicals since every starting azide has to be prepared
separately. The iodide approach remains very attractive in terms of availability of the starting material
(the starting iodide and the azidating agents are either commercially available or easily prepared), and
it can be easily used to introduce of variety of functional groups. Here, we report the extension of
the carboazidation process for the preparation of azido-nitriles, -phosphonates, -phthalimides, and
sulfones according to Scheme 1II. The reaction with sulfones is particularly attractive since it allows
one to prepare homoallylic azides.
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Scheme 1. The radical carboazidation reaction.
2. Results
Iodoacetonitrile 1, N-iodomethylphthalimide 2, diethyl iodomethanephosphonate 3, and
iodomethyl phenyl sulfones 4 are either commercially available or easily prepared (see supporting
information). They were tested for the carboazidation of terminal alkenes 5 under ditin (A) or
triethylborane (B) conditions (Scheme 2). Under ditin-mediated conditions A, reactions of 1–4 with
methylenecyclohexane 5a worked fine and provided the desired tertiary azide 6a–9a in good yields.
Azidonitrile 6a is a potential precursor for 1,4-diamines, and azidophthalimide 7a is a bis-protected
1,3-diamine. γ-Azidophosphonates such as 8a are interesting precursors of γ-aminophosphonic
acids, a well-established class of biologically active compounds [39]. Finally, the rich chemistry of
sulfones renders γ-azidosulfones such as 9a as potential precursors for a broad range of functionalized
amines. The reaction of iodomethylsulfone 4 with 5a mediated by Et3B (method B) provided the
azidosulfones 9a in an increased 92% yield. Sulfone 4 was also employed for the carboazidation of
methylenecycloheptene 5b and the two substituted methylenecyclohexanes 5c and 5d as well as the
monosubstituted terminal alkene 5e under conditions B. The tertiary azides 9b–9d were obtained in
moderate to good yields, and the level of stereoselectivity observed for 9c and 9d (2–3:1) corresponded
to expectations [40]. The secondary azidosulfone 9e was obtained in 45% yield under conditions B.
The crude product was contaminated with the iodide 10e (9%) and the alcohol 11e (13%). The alcohol
13e presumably resulted from a sulfone assisted hydrolysis of the iodide 10e, but reaction of the
intermediate radical with oxygen could not be excluded. When the reaction was run at a higher
temperature according to method A, no azide 9e was obtained, and the iodine atom transfer product
10e (34% yield) was the only isolated product.
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Scheme 2. Radical carboazidation with cyano-, phthalimido-, diethoxylphosphonyl-, and
benzenesulfonyl-substituted radicals.
To illustrate the utility of γ-azidosulfones, compound 9c was sulfurized to 12 by treatment
with lithium hexamethyldisilazane (LiHMDS) and diphenyl disulfide (PhSSPh). The sulfide 12
was easily converted to the unsaturated γ-azido vinyl sulfone 13, an attractive and versatile
building block for synthesis, upon oxidation to the sulfoxide and standing in CDCl3 (Scheme 3).
The whole reaction sequence allowed us to convert a terminal 2,2-disubsituted alkene into a tertiary
1-sufonylated allylic azide. Attempts to convert 12 into a β-azido ester upon treatment successively
with meta-chloroperbenzoic acid (m-CPBA) and trifluoroacetic acid (TFA) to promote a Pummerer
rearrangement according to a procedure reported by Barton and co-workers failed to give the desired
product [41].
Scheme 3. Preparation of unsaturated γ-azido vinyl sulfone 13 from the azidosulfone 9c.
The carboazidation with sulfones also offers a potential approach for the preparation of homoallylic
azides [42] by taking advantage of the Julia–Kocienski olefination process [43,44]. For this purpose,
1-phenyl-1H-tetrazole-5-yl iodomethyl sulfone 14 was prepared from the commercially available
1-phenyl-1H-tetrazole-5-thiol [45,46]. Carboazidation was then tested with methylene cyclohexene
5a and 2-butyl-1-hexene 5f using the ditin procedure (Scheme 4). With 5a, the tertiary azide 15a
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was obtained in high yield. The reaction with 2-butyl-1-hexene 5f proved to be more challenging.
The desired azide 15f was isolated in 31% yield together with a side product identified as being 16f in 20%
yield. Compound 16f most likely resulted from the ipso attack of a tin radical to the 1H-tetrazole-5-yl
sulfone followed by reaction of the primary alkanesulfonyl radical with 3-pyridinesulfonyl azide.
A related intermolecular ipso substitution was recently reported by Kamijo and co-workers [47].
Scheme 4. Tin mediated azidoalkylation with 1-phenyl-1H-tetrazole-5-yl iodomethyl sulfone 14.
Following this observation, all carboazidation reactions involving 14 and different alkenes 5
were using the Et3B method B. Results are summarized in Scheme 5, and moderate to good yields
were observed for the formation of γ-azidosulfones 15 with a broad range of 2,2-substituted alkenes.
No side product resulting from an ipso substitution at the tetrazole could be detected in those reactions.
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Scheme 5. Et3B mediated azidoalkylation with 1-phenyl-1H-tetrazole-5-yl iodomethyl sulfone 14.
Finally, the 1-phenyl-1H-tetrazole sulfones 15 were submitted to the Julia–Kocienski olefination.
Deprotonation of the sulfones 15 with LiHMDS followed by treatment with aldehydes afforded the
homoallylic tertiary azides 17–21. Moderate to good yields and high E selectivity were obtained
with aromatic (17), aliphatic (18, 19), and α,β-unaturated (20, 21) aldehydes (Scheme 6). Interestingly,
the homoallylic tertiary azides 17–21 were found to be stable and easily purified by column
chromatography on silicagel.
Scheme 6. Julia–Kocienski olefination of γ-azidosulfones 15 with aldehydes, a formal 4-component
azidovinylation of alkenes.
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3. Experimental Procedures
3.1. General Methods
All glassware was oven-dried at 160 ◦C and assembled hot or flame dried under vacuum, and
allowed to cool under a nitrogen atmosphere. Unless otherwise stated, all the reactions were performed
under a nitrogen atmosphere. For flash chromatography (FC) silica gel P60 (40–63 μm) (Silicycle, Basel,
Switzerland) was used. Thin layer chromatography (TLC) was performed on silica gel F-254 plates
(Silicycle, Basel, Switzerland) visualisation under UV (254 nm) or by staining. Staining solutions: (1)
KMnO4 (1.5 g), K2CO3 (10 g) and NaOH 10% (1.25 mL) in H2O (200 mL); (2) ammonium molybdate
tetrahydrate (50 g), CeSO4 (2 g) and conc. H2SO4 (100 mL) in H2O (900 mL); (3) p-anisaldehyde
(3.7 mL), acetic acid (1.5 mL) and conc. H2SO4 (5 mL) in EtOH (135 mL). 1H and 13C NMR spectra were
recorded on a Bruker Advance 300 (1H: 300.18 MHz, 13C: 75.48 MHz) (Bruker BioSpin AG, Fällanden,
Switzerland). Chemical shifts (d) were reported in parts per million (ppm) with the residue solvent
peak used as internal standard (CHCl3: d = 7.26 ppm, C6H6: d = 7.16 ppm and THF: d = 1.72 ppm
for 1H NMR spectra and CHCl3: d = 77.00 ppm, C6H6: d = 128.00 ppm and THF: d = 67.21 ppm
for 13C NMR spectra). Multiplicities were abbreviated as follows: s (singlet), d (doublet), t (triplet),
q (quadruplet), m (multiplet) and br (broad). Coupling constants (J), are reported in Hz. 13C NMR
measurements were run using a proton-decoupled pulse sequence. The number of carbon atoms for
each signal is indicated only when more than one. High-resolution mass spectrometry (HRMS) analyses
were measured on an Applied Biosystems Sciex QSTAR Pulsar (hybrid quadrupole time-of-flight
mass spectrometer using electrospray ionisation (ESI) (Sciex, Baden, Switzelrand). Low resolution
mass-spectrometry (LRMS) analyses were performed Finnigan Trace GC-MS (Thermo Scientific,
Schlieren, Switzerland) (EI mode at 70 eV); GC column: Optima Delta 3 0.25 μm, 20 m, 0.25 mm
(Macherey-Nagel, Oensingen, Switzerland). The infrared measurements were performed on a Jasco
FTIR-460 Plus spectrometer equipped with a Specac MKII Golden Gate Single Reflection Diamond ATR
System and are reported in wave numbers (cm−1). All reagents were obtained from commercial sources
and used without further purification, unless otherwise mentioned. All reactions solvents (distilled
THF, distilled Et2O, distilled dichloromethane, commercial toluene and benzene) were filtered over
columns of activated alumina under a positive pressure of argon. Solvents for flash chromatography
and extractions were of technical grade and were distilled prior to use. Hexamethyldisilazane (HMDS)
was fractionally distilled under a nitrogen atmosphere before use. 1,2-Dichloroethane (DCE) was
distilled over CaH2 under a nitrogen atmosphere.
3.2. General Procedures
Hexabutylditin-mediated carboazidation (procedure A)
Di-tert-butyl hyponitrite (DTBHN) [48] (0.1 equiv) was added in one portion to a solution of
alkene (2–4 equiv), iodomethyl derivative (1 equiv), (Bu3Sn)2 (1.2 equiv), and ArSO2N3 [49] (3 equiv.)
in benzene (0.5 M). The solution was stirred at 70 ◦C for 3 h. The crude mixture was directly purified
by flash chromatography (FC) using KF/silica [50].
Et3B-mediated carboazidation (procedure B)
A 1 M solution of Et3B (3–4 equiv) was added at room temperature (rt) over 2 h via syringe pump
to an open flask and then charged with a vigorously stirred mixture of alkene (2–4 equiv), iodomethyl
derivative (1 equiv), and 3-PySO2N3 [49] (3 equiv) in solvent (0.66 M). Caution: the needle should be
immersed into the reaction mixture in order to avoid direct contact of Et3B drops with air. The reaction
vessel should be protected from direct light exposure by aluminum foil. After 1 h stirring, H2O and
CH2Cl2 were added, and the layers were separated. The aqueous layer was extracted with CH2Cl2
(3×). The combined organic layers were washed with brine and dried over Na2SO4. The solvent was
removed under reduced pressure, and the crude product was purified by FC.
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Julia–Kocienski olefination
The phenyltetrazole sulfone derivative (1 equiv) was dissolved/diluted in THF (0.15 M) and
cooled to −78 ◦C. A freshly prepared LiHMDS solution in THF (1.5 equiv) was added slowly and
stirred for a further 30 min at −78 ◦C. Aldehyde (2 equiv) was added neat and stirred for a further
3 h at −78 ◦C. The reaction mixture was allowed to reach rt and was further stirred at rt overnight.
H2O and Et2O were added to the reaction suspension, and the layers were separated. The aqueous
phase was extracted with Et2O (3×). The combined organic layers were washed with brine and dried
over Na2SO4. The solvent was removed under reduced pressure, and the crude product was purified
by FC.
5-((2-(1-Azidocyclohexyl)ethyl)sulfonyl)-1-phenyl-1H-tetrazole (15a)
According to the procedure A from di-tert-butylhyponitrite (17 mg, 0.10 mmol),
methylenecyclohexane 5a (0.24 mL, 2.00 mmol), 5-((iodomethyl)sulfonyl)-1-phenyl-1H-tetrazole 14
(350 mg, 1.00 mmol), hexabutylditin (0.61 mL, 1.20 mmol), and 3-PySO2N3 (552 mg, 3.00 mmol) in
benzene (2.0 mL). The crude mixture was directly purified by FC using KF/silica gel (cyclohexane/EtOAc,
95:5) to afford 15a (325 mg, 90%).
According to the procedure B from a 1 M solution of Et3B in CH2Cl2 (4.00 mL, 4.00 mmol),
methylenecyclohexane 5a (0.24 mL, 2.00 mmol), 5-((iodomethyl)sulfonyl)-1-phenyl-1H-tetrazole 14,
(350 mg, 1.00 mmol), 3-PySO2N3 (552 mg, 3.00 mmol), and CH2Cl2 (0.50 mL). Purification by FC
(cyclohexane/EtOAc, 95:5) afforded 15a (260 mg, 72%). The NMR spectra of some compounds are in
the Supplementary Materials.
Colorless crystals: m.p. 90.9–93.6 ◦C. 1H NMR (300 MHz, CDCl3): δ = 7.76–7.72 (m, 2H), 7.69–7.62 (m,
3H), 3.90–3.84 (m, 2H), 2.24–2.18 (m, 2H), 1.81–1.73 (m, 2H), 1.69–1.29 (m, 8H). 13C NMR (75 MHz,
CDCl3): δ = 153.31, 132.96, 131.50, 129.75 (2C), 125.00 (2C), 62.45, 51.61, 34.41 (2C), 31.72, 25.07, 21.96
(2C). IR (neat): 2933, 2856, 2098, 1497, 1337, 1253, 1150. HRMS (ESI): calcd. for [M +H]+: C15H20N7O2S
calcd 362.1394; found: 362.1400.
(3-(1-Azidocyclohexyl)prop-1-en-1-yl)benzene (17a)
According to the Julia–Kocienski procedure from 15a (260 mg, 0.72 mmol), LiHMDS in THF
(1.66 mL, 1.08 mmol), benzaldehyde (0.15 mL, 1.44 mmol), and THF (3.00 mL). Purification by FC
(cyclohexane/EtOAc, 98:2) afforded the alkene 17a as an inseparable mixture of isomers (141 mg, E/Z >
95:5, 81%). Colorless oil.
(E)-17a (major): 1H NMR (300 MHz, CDCl3): δ = 7.39–7.20 (m, 5H), 6.47 (d, J = 15.8 Hz, 1H), 6.24 (dt,
J = 15.8, 7.4 Hz, 1H), 2.46 (dd, J = 7.4, 1.2 Hz, 2H), 1.72 (d, J = 13.1 Hz, 2H), 1.65–1.39 (m, 7H), 1.32–1.21
(m, 1H). 13C NMR (75 MHz, CDCl3): = 137.24, 133.74, 128.51 (2C), 127.29, 126.17 (2C), 124.36, 64.22,
43.93, 34.52 (2C), 25.33, 22.07 (2C).
Characteristic signals for (Z)-17a (minor): 1H NMR (300 MHz, CDCl3): δ = 2.55 (d, J = 5.8 Hz, 2H). IR
(neat): 3027, 2931, 2858, 2096, 1495, 1447, 1254, 1138, 1102, 1029. EI-MS m/z (%): M–N2: 213.3 (21),
198.3 (7), 170.3 (20), 156.3 (16), 128.3 (10), 117.3 (100), 115.3 (73), 96.3 (63), 91.3 (40), 69.3 (34), 55.3 (39).
HRMS (ESI): calcd. for [M + H]+: C15H20N3: 242.1652; found: 242.1655.
4. Conclusions
In conclusion, we demonstrated that the azidoalkylation of terminal alkenes is not limited to
α-iodoester and α-iodoketones. The reaction also works well with nitriles, phosphonates, phthalimides,
and aryl sulfones. This last class of compounds is particularly interesting in terms of potential synthetic
applications. This point was illustrated by the preparation of homoallylic azides by merging the
azidoalkylation process with a Julia–Kocienski olefination reaction. Recently, 1-phenyl-1H-tetrazole
sulfones have also been shown to be privileged substrates for reductive cross-coupling processes,
opening new opportunities for further functionalization [51,52].
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Supplementary Materials: Detailed experimental procedures and NMR spectra of all compounds are available
online at http://www.mdpi.com/1420-3049/24/22/4184/s1.
Author Contributions: Conceptualization and methodology, N.M., G.L. and P.R.; Experimental work N.M., G.L.;
writing—original draft preparation, N.M.; Writing—review and editing, P.R.; Supervision, project administration
and funding acquisition, P.R.
Funding: This research was funded by the Swiss National Science Foundation (Project 200020_172621).
Conflicts of Interest: The authors declare no conflict of interest.
References
1. Bräse, S.; Banert, K. Organic Azides: Syntheses and Applications; John Wiley & Sons: Chichester, UK, 2010; ISBN
978-0-470-51998-1.
2. Tanimoto, H.; Kakiuchi, K. Recent applications and developments of organic azides in total synthesis of
natural products. Nat. Prod. Commun. 2013, 8, 1021–1034. [CrossRef]
3. Chiba, S. Application of organic azides for the synthesis of nitrogen-containing molecules. Synlett 2012, 23,
21–44. [CrossRef]
4. Bräse, S.; Gil, C.; Knepper, K.; Zimmermann, V. Organic azides. An exploding diversity of a unique class of
compounds. Angew. Chem. Int. Ed. 2005, 44, 5188–5240. [CrossRef]
5. Gritsan, N.; Platz, M. Photochemistry of azides: The azide/nitrene interface. In Organic Azides—Syntheses
and Applications; Bräse, S., Banert, K., Eds.; John Wiley & Sons: Chichester, UK, 2010; pp. 311–372. ISBN
978-0-470-68251-7.
6. Kim, S. Radical cyclizations involving the evolution of nitrogen. Pure Appl. Chem. 1996, 68, 623–626.
[CrossRef]
7. Kim, S.; Joe, G.H.; Do, J.Y. Novel radical cyclizations of alkyl azides. A new route to N-Heterocycles. J. Am.
Chem. Soc. 1994, 116, 5521–5522. [CrossRef]
8. Montevecchi, P.C.; Navacchia, M.L.; Spagnolo, P. A study of vinyl radical cyclization onto the azido group
by addition of sulfanyl, stannyl, and silyl radicals to alkynyl azides. Eur. J. Org. Chem. 1998, 1219–1226.
[CrossRef]
9. Wyler, B.; Brucelle, F.; Renaud, P. Preparation of the core structure of aspidosperma and strychnos alkaloids
from aryl azides by a cascade radical cyclization. Org. Lett. 2016, 18, 1370–1373. [CrossRef] [PubMed]
10. Brucelle, F.; Renaud, P. Synthesis of a leucomitosane via a diastereoselective radical cascade. J. Org. Chem.
2013, 78, 6245–6252. [CrossRef] [PubMed]
11. Minozzi, M.; Nanni, D.; Spagnolo, P. From azides to nitrogen-centered radicals: Applications of azide radical
chemistry to organic synthesis. Chem. Eur. J. 2009, 15, 7830–7840. [CrossRef] [PubMed]
12. Wrobleski, A.; Coombs, T.C.; Huh, C.W.; Li, S.-W.; Aubé, J. The Schmidt reaction. Org. React. 2012, 78, 1–320.
13. Aubé, J.; Fehl, C.; Liu, R.; McLeod, M.C.; Motiwala, H.F. Hofmann, Curtius, Schmidt, Lossen, and related
reactions. Compr. Org. Synth. 2014, 6, 598–635.
14. Nyfeler, E.; Renaud, P. Intramolecular Schmidt reaction: Applications in natural product synthesis. CHIMIA
Int. J. Chem. 2006, 60, 276–284. [CrossRef]
15. Palacios, F.; Alonso, C.; Aparicio, D.; Rubiales, G.; de los Santos, J.M. Aza-Wittig reaction in natural product
syntheses. In Organic Azides; Wiley: Chichester, UK, 2010; pp. 437–467. ISBN 978-0-470-68251-7.
16. Binder, W.H.; Kluger, C. Azide/alkyne-”click” reactions: Applications in material science and organic
synthesis. Curr. Org. Chem. 2006, 10, 1791–1815. [CrossRef]
17. Schilling, C.; Jung, N.; Bräse, S. Cycloaddition Reactions with azides: An overview. In Organic
Azides—Syntheses and Applications; Bräse, S., Banert, K., Eds.; John Wiley & Sons: Chichester, UK, 2010;
pp. 269–284. ISBN 978-0-470-68251-7.
18. Pinho e Melo, T.M.V.D. Synthesis of azides. In Organic Azides—Syntheses and Applications; Bräse, S., Banert, K.,
Eds.; John Wiley & Sons: Chichester, UK, 2010; pp. 53–94. ISBN 978-0-470-68251-7.
19. Jimeno, C.; Renaud, P. Radical chemistry with azides. In Organic Azides—Syntheses and Applications; Bräse, S.,
Banert, K., Eds.; John Wiley & Sons: Chichester, UK, 2010; pp. 239–267. ISBN 978-0-470-68251-7.
20. Lapointe, G.; Kapat, A.; Weidner, K.; Renaud, P. Radical azidation reactions and their application in the
synthesis of alkaloids. Pure Appl. Chem. 2012, 84, 1633–1641. [CrossRef]
278
Molecules 2019, 24, 4184
21. Panchaud, P.; Chabaud, L.; Landais, Y.; Ollivier, C.; Renaud, P.; Zigmantas, S. Radical amination with sulfonyl
azides: A powerful method for the formation of CN bonds. Chem. Eur. J. 2004, 10, 3606–3614. [CrossRef]
22. Renaud, P.; Ollivier, C.; Panchaud, P. Radical carboazidation of alkenes: An efficient tool for the preparation
of pyrrolidinone derivatives. Angew. Chem. Int. Edit. 2002, 41, 3460–3462. [CrossRef]
23. Panchaud, P.; Ollivier, C.; Renaud, P.; Zigmantas, S. Radical carboazidation: Expedient assembly of the core
structure of various alkaloid families. J. Org. Chem. 2004, 69, 2755–2759. [CrossRef]
24. Chabaud, L.; Landais, Y.; Renaud, P. Total synthesis of hyacinthacine A(1) and 3-epi-hyacinthacine A(1).
Org. Lett. 2005, 7, 2587–2590. [CrossRef]
25. Schär, P.; Renaud, P. Total synthesis of the marine alkaloid (+/−)-lepadiformine via a radical carboazidation.
Org. Lett. 2006, 8, 1569–1571. [CrossRef]
26. Weidner, K.; Giroult, A.; Panchaud, P.; Renaud, P. Efficient carboazidation of alkenes using a radical
desulfonylative azide transfer process. J. Am. Chem. Soc. 2010, 132, 17511–17515. [CrossRef]
27. Lapointe, G.; Schenk, K.; Renaud, P. Concise synthesis of pyrrolidine and indolizidine alkaloids by a highly
convergent three-component reaction. Chem. Eur. J. 2011, 17, 3207–3212. [CrossRef]
28. Lapointe, G.; Schenk, K.; Renaud, P. Total synthesis of (±)-cylindricine C. Org. Lett. 2011, 13, 4774–4777.
[CrossRef]
29. Gonçalves-Martin, M.G.; Zigmantas, S.; Renaud, P. Formal synthesis of (−)-cephalotaxine. Helv. Chim. Acta
2012, 95, 2502–2514. [CrossRef]
30. Huang, W.-Y.; Lü, L. The reaction of perfluoroalkanesulfinates VII. Fenton reagent-initiated addition of
sodium perfluoroalkanesulfinates to alkenes. Chin. J. Chem. 1992, 10, 365–372. [CrossRef]
31. Wei, X.-H.; Li, Y.-M.; Zhou, A.-X.; Yang, T.-T.; Yang, S.-D. Silver-catalyzed carboazidation of arylacrylamides.
Org. Lett. 2013, 15, 4158–4161. [CrossRef]
32. Bunescu, A.; Ha, T.M.; Wang, Q.; Zhu, J. Copper-catalyzed three-component carboazidation of clkenes with
acetonitrile and sodium azide. Angew. Chem. Int. Ed. 2017, 56, 10555–10558. [CrossRef] [PubMed]
33. Li, W.-Y.; Wu, C.-S.; Wang, Z.; Luo, Y. Fe-Catalyzed three-component carboazidation of alkenes with alkanes
and trimethylsilyl azide. Chem. Commun. 2018, 54, 11013–11016. [CrossRef] [PubMed]
34. Xiong, H.; Ramkumar, N.; Chiou, M.-F.; Jian, W.; Li, Y.; Su, J.-H.; Zhang, X.; Bao, H. Iron-catalyzed
carboazidation of alkenes and alkynes. Nat. Commun. 2019, 10, 1–7. [CrossRef] [PubMed]
35. Ollivier, C.; Renaud, P. Formation of carbon-nitrogen bonds via a novel radical azidation process. J. Am.
Chem. Soc. 2000, 122, 6496–6497. [CrossRef]
36. Ollivier, C.; Renaud, P. A novel approach for the formation of carbon - nitrogen bonds: Azidation of alkyl
radicals with sulfonyl azides. J. Am. Chem. Soc. 2001, 123, 4717–4727. [CrossRef]
37. Panchaud, P.; Renaud, P. A convenient tin-free procedure for radical carboazidation and azidation.
J. Org. Chem. 2004, 69, 3205–3207. [CrossRef] [PubMed]
38. Panchaud, P.; Renaud, P. 3-Pyridinesulfonyl azide. In Encyclopedia of Reagents for Organic Synthesis; John
Wiley Sons, Ltd.: Chichester, UK, 2006; ISBN 978-0-470-84289-8.
39. Aminophosphonic and Aminophosphinic Acids: Chemistry and Biological Activity; Kukhar, V.P.; Hudson, H.R.
(Eds.) John Wiley Sons, Ltd.: Chichester, UK, 2000; ISBN 978-0-471-89149-9.
40. Cren, S.; Schär, P.; Renaud, P.; Schenk, K. Diastereoselectivity control of the radical carboazidation of
substituted methylenecyclohexanes. J. Org. Chem. 2009, 74, 2942–2946. [CrossRef] [PubMed]
41. Barton, D.H.R.; Chern, C.Y.; Jaszberenyi, J.C. The Invention of radical reactions. XXXIII. Homologation
reactions of carboxylic acids by radical chain chemistry. Aust. J. Chem. 1995, 48, 407–425. [CrossRef]
42. Vita, M.V.; Caramenti, P.; Waser, J. Enantioselective synthesis of homoallylic azides and nitriles via
palladium-catalyzed decarboxylative allylation. Org. Lett. 2015, 17, 5832–5835. [CrossRef] [PubMed]
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Abstract: Copper is the most common metal catalyst used in atom transfer radical polymerization
(ATRP), but iron is an excellent alternative due to its natural abundance and low toxicity compared
to copper. In this work, two new iron-porphyrin-based catalysts inspired by naturally occurring
proteins, such as horseradish peroxidase, hemoglobin, and cytochrome P450, were synthesized and
tested for ATRP. Natural protein structures were mimicked by attaching imidazole or thioether groups
to the porphyrin, leading to increased rates of polymerization, as well as providing polymers with
low dispersity, even in the presence of ppm amounts of catalysts.
Keywords: iron porphyrin; heme; ATRPase; iron-mediated ATRP; bio-mimicking catalyst
Atom transfer radical polymerization (ATRP) is one of the most widely used techniques
in the field of reversible deactivation radical polymerization (RDRP) procedures, and it can
provide well-defined polymers with predetermined molecular weight, low dispersity, and precisely
controlled architecture [1–4]. ATRP catalysts are predominantly copper-based complexes, due to
their extraordinary performance for the synthesis of a broad range of well-defined polymers [5,6].
Nevertheless, developing catalysts with transition metals other than copper is still of great interest [7].
Iron-mediated ATRP has also been extensively studied due to the biocompatibility and low toxicity
of iron, which is especially important for biologically relevant systems [8–12]. Although iron-based
catalysts offer these potential benefits, their use in ATRP has been limited due to their lower activity and
selectivity. Therefore, the design and development of novel iron-based catalysts, which are comparable
in activity to conventional copper-based catalysts, and capable of polymerizing a wider range of
monomers, are critical to further advancements in this field.
ATRP is typically performed in organic solvents, but performing ATRP in aqueous media provides
several advantages. Water is an environmentally benign solvent, enabling direct polymerization of
water-soluble monomers, faster reactions, and polymerization in the presence of biomolecules [13–17].
Several methods for well-controlled Cu-based ATRP in water have been developed, but in the
majority of reports a limited number of catalytic systems and a narrow range of monomers have
been used [18–20]. Control of an ATRP in aqueous media is difficult due to some side reactions
including catalyst and chain-end instabilities, as well as the creation of a large equilibrium constant
that significantly increases the rate of the polymerization reaction [21–24].
We have previously reported the synthesis of protein–polymer hybrids using ATRP under
biologically relevant conditions, which were designed to sustain the structure of a protein during
polymerization while continuing to provide good control of the grafted polymer [25]. In these systems,
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proteins, appropriately modified with bromoesters or bromoamides, served as macroinitiators for the
“grafting from” reaction [26]. Recent publications by Bruns [27,28] and diLena [29,30] have shown
that certain proteins/enzymes, such as horseradish peroxidase (HRP), catalase or hemoglobin (Hb),
could also serve directly as catalysts for ATRP. These protein-based ATRP catalysts, or “ATRPases”, are
proteins comprising heme centers that are able to produce high molecular weight (MW) polymers
with dispersity around 1.5~1.6. The relatively high dispersity indicated limited control, plausibly due
to insufficient deactivation provided by the bulky protein structures. Nevertheless, these catalytic
systems can potentially expand the range of polymerizable monomers because of their different catalyst
structure and tolerance to pH variation. However, a major drawback of using proteins as catalysts
for ATRP is their sensitivity to reaction conditions and high molecular weight [31]. Therefore, it is
necessary to pursue the development of synthetic analogues of natural ATRP enzymes that have
enhanced properties, such as the ability to accommodate more stringent reaction conditions with
increased mass-to-efficiency ratios of the catalyst complexes, that would allow for a wider range of
applications for these biocatalytic systems.
Previously, a successful ATRP of neutral monomers with mesohemin-based catalysts was
reported [32]. The hemin was modified with methoxy poly(ethylene glycol) (MPEG) chains to
enhance water solubility, and additionally, the vinyl groups were hydrogenated to prevent catalyst
copolymerization and consequent incorporation into the polymer chains. Oligo(ethylene oxide) methyl
ether methacrylate (OEOMA, Mn = 475) was polymerized under benign aqueous conditions, generating
polymers with well-defined molecular weight and low dispersity (<1.2) via activators regenerated by
electron transfer (ARGET) ATRP. Acidic monomers, such as methacrylic acid, were directly polymerized
with the same catalyst preparing polymers with predetermined MW and acceptable dispersity ~1.5 [33].
Thus, the design and discovery of a novel bio-catalytic systems is still of interest.
In this paper, two additional mesohemin catalysts were prepared with different ligands, each of
which was selected to imitate the axial ligation from amino acid residues present in proteins. The iron
center in heme, present in proteins, is often additionally ligated by residues of amino acids such as
histidine, cysteine, methionine, or tyrosine [34,35]. Therefore, we chose two types of modification:
one with an imidazole moiety to mimic complexation by histidine (Mesohemin-MPEG550-Imidazole
or MH-MPEG-N), and the other with a thioether moiety to mimic complexation by methionine
(Mesohemin-MPEG550-Thioether or MH-MPEG-S). The imidazole group has very high complexation
affinity towards iron, and thus forms well-defined iron porphyrin complexes. The iron porphyrin
complex with thiol has been extensively studied, but we chose to incorporate a thioether to prevent the
strong radical transfer property of thiols (Figure 1a).
A series of axially ligated mesohemin complexes were synthesized (Scheme S1), to expand the
scope of heme-based catalysts. In this series, one carboxyl group was modified with a poly(ethylene
glycol) (PEG) tail and the second carboxyl group was modified with either an imidazole or a thioether
via an amidation reaction. Hemin was selected as the starting material for the synthesis of modified
iron porphyrins, because hemin is less photosensitive than protoporphyrin IX (hemin without iron),
and this strategy did not require an additional step of metal insertion [36]. However, protoporphyrin
IX could also have been used for synthesis of modified heme complexes, as it typically provides easier
purification and analysis.
The modified mesohemin complexes were characterized by mass spectroscopy, Ultraviolet–visible
(UV-Vis) spectroscopy, Infrared (IR) spectroscopy (Figure S1–S8) and cyclic voltammetry (CV; Figure 2a).
According to CV measurements, the iron porphyrins formed complexes with varied redox potential
E1/2., indicating different reactivity. Two new complexes were characterized by less negative E1/2values
when compared to the fully PEGylated mesohemin, but formed only a single catalytic species, even in
the absence of excess bromide [20,37]. Imidazole-modified mesohemin was not significantly affected
by the addition of excess bromide ions, but the CV of the thioether-modified mesohemin showed a
shift towards a more negative potential (Figure 2b).
282




Figure 1. (a) Iron porphyrin derivatives used for catalysis of atom transfer radical polymerization
(ATRP); (b) Scheme of Activator Generated by Electron Transfer (AGET) ATRP of oligo(ethylene oxide)
methyl ether methacrylate (OEOMA)500.
Figure 2. Cyclic voltammogram of (a) Mesohemin-methoxy poly(ethylene glycol) (MPEG)550-N and
(b) Mesohemin-MPEG550-S, scan rate = 100 mV/s, supporting electrolyte = tetrabutylammonium
hexafluorophosphate (TBAPF6, 0.1 M in DMF).
To evaluate the feasibility of the new mesohemin catalysts, AGET ATRP’s of OEOMA500 were
conducted in the presence of MH-MPEG-N/S with the initial polymerization conditions identical to
those previously used for MH-(MPEG550)2 [32]. Polymerization with MH-MPEG-N was more than two
times faster than that with MH-(MPEG550)2, with monomer conversion reaching 76% in only 2h. The
final polymer possessed a relatively low dispersity of 1.27, which is slightly higher than that obtained
with MH-(MPEG)2. One plausible explanation for the increased activity is that it is mainly due to the
lower E1/2 based on electron donation from the attached imidazole. Polymerization in the presence of
thioether-ligated mesohemin (MH-MPEG-S) did not proceed to high conversion, but the final polymer
displayed the results of good control, with Mw/Mn < 1.3 (Figure 3). These reactions suggested that the
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modifications of mesohemin with axial ligands did provide complexes that could catalyze an ATRP,
but additional optimization of reaction conditions needed to be addressed.








1 216/1/1/1 MH-(MPEG)2 60 (6) 61 62 1.19
2 216/1/1/1 MH-MPEG-N 76 (2.5) 84 76 1.27
3 216/1/1/1 MH-MPEG-S 25 (3.5) 27 40 1.28
4 227:1:0.3 × 2:1 MH-MPEG-N 75 (5) 83 108 1.16
5 227:1:0.3 × 2:1 MH-MPEG-S 41 (5) 43 43 1.07
6 216/1/1/1 MH-MPEG2 + imidazole 33 (2) 37 78 1.91
7 216:1:0.3 × 2:0.1 MH-(MPEG)2 70 (5) 72 98 1.17
8 216:1:0.3 × 2:0.1 MH-MPEG-N 60 (5) 69 190 1.42
9 216/1/0.3 × 2:0.1 MH-MPEG-S 61 (8.7) 61 57 1.18
[a] T = 30 ◦C; solvent: H2O/DMF = 9/1; [NaBr] = 100 mM; RA = ascorbic acid; I = PEG2000BPA; [I] = 2 mM;
M = OEOMA500; [M] = 20% (v/v); [b] Mn th = ([M]0/[I]0)×conversion×Mmonomer; [c] Mn,GPC measured by Gel
permeation chromatography (GPC) using universal PMMA standards with tetrahydrofuran (THF) as eluent.
Figure 3. First-order kinetic plots (a), evolution of Mn and Mw/Mn with conversion (b) for entry 1-3 in
Table 1.
In one such optimization, the addition of less reducing agent in a polymerization catalyzed by
MH-MPEG-N resulted in a linear first-order kinetics and linear increase of MW with conversion, with
values of MW close to theoretical values. This polymerization resulted in the formation of polymers
with dispersity values lower than previously obtained with MH-(MPEG)2„ indicating that conditions
had been selected that provided a better controlled polymerization. Additionally, the reaction was
faster despite decreased amounts of reducing agent.
In order to verify that the covalent attachment of the imidazole moiety was necessary for the
formation of a 1/1 iron porphyrin/imidazole complex, an ATRP with fully PEGylated mesohemin was
performed in the presence of free imidazole with a ratio of 1:1 to the iron porphyrin (Table 1, entry 6).
This reaction resulted in a slow and poorly controlled polymerization. The final MW of the polymer
formed under these conditions was double the theoretically predicted value, indicating inefficient
initiation, and Mw/Mn was as high as 1.91. This poorly controlled polymerization could be explained by
the fact that two imidazole molecules can complex to the iron porphyrin creating a situation in which a
fraction of the catalyst is a hexa-coordinated mesohemin, and another fraction of the catalyst has no
imidazole ligands. Since deactivation of a propagating radical cannot occur without the presence of
Fe-Br species, the hexacoordinated species consequently results in the loss of deactivation efficiency,
thereby providing a poorly controlled polymerization. Therefore, covalent attachment of an imidazole
moiety forces preferential formation of a clean 1/1 complex of iron porphyrin and imidazole retaining
the Fe-Br bond, which is necessary for performing a well-controlled ATRP.
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Because iron porphyrins are highly colored compounds, reaction with a lower concentration of
the catalyst would be beneficial for simplification of any desired purification procedures. In the next
set of experiments, polymerizations were performed with a 10-fold lower concentration of catalyst.
The MH-(MPEG)2 did not provide polymers with well-defined Mn when concentration was reduced
by a factor of 10 (Table 1, entry 7). However, the axially ligated mesohemins efficiently catalyzed
ATRP when their concentrations were decreased by a factor of 10 (Table 1, entries 8, 9). The reaction
catalyzed by imidazole-modified mesohemin resulted in formation of a polymer with higher MW than
theoretically predicted and relatively high dispersity, reaching a value of 1.5. Nevertheless, the uniform
shift in GPC traces toward higher MW indicated that some level of control over the polymerization was
attained. Polymerizations conducted in the presence of thioether ligated mesohemin reached higher
monomer conversions, over 60%, which was significantly higher than when the catalyst complex was
used at higher concentrations. MWs were in good agreement with theoretically predicted values,
and the final dispersity of the polymer was less than 1.2 (Figure 4). These results demonstrate that it
is possible to use modified hemin complexes as ATRP catalysts at lower concentrations, but further
optimization of the amount, and mode of addition, of the reducing agent is required.
Figure 4. First-order kinetic plots (a), evolution of MW and dispersity with conversion (b) for entry 7-9
in Table 1.
In conclusion, a series of bioinspired iron porphyrin-based complexes were designed and
successfully utilized as ATRP catalysts. Mesohemin-(MPEG550)2, prepared from naturally occurring
hemin, performed significantly better than hemin itself, or the previously reported hematin-based
complex. This can be attributed to the increased solubility of the catalysts in the reaction medium due to
the presence of PEG tails. The hydrogenated vinyl bonds prevented copolymerization of the hemin and
allowed for faster deactivation in the presence of excess bromide salt. Since this new environmentally
benign class of ATRP catalysts showed promise, further modification of mesohemin-based catalysts
with different axial ligands were studied. It was found that mesohemin-MPEG550, additionally modified
with imidazole and thioether units, efficiently catalyzed polymerizations in water at low catalyst
concentrations. These bio-mimicking catalyst complexes will be further investigated in polymerization
of acidic monomers and for other methods of low ppm ATRP.
Supplementary Materials: The following are available online at http://www.mdpi.com/1420-3049/24/21/3969/s1.
Characterization of aqueous phase catalysts and polymerization results are supplied in the supporting information.
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