Most color constancy algorithms implement a color correction process that performs globally for the entire input pixel image. This process leads to a saturation problem and overcorrected images, especially in overexposed regions, thereby resulting in contrast inconsistency and incorrect true-color image objects. Each pixel in an input image should have a different correction range value. Pixels with high probability to be saturated or overcorrected should not be treated similarly as pixels with low probability. Thus, this study proposes a new color correction algorithm that aims to reduce the effects of the saturation phenomenon and overcorrected color images while enhancing the image contrast. To achieve this objective, the proposed algorithm consists of two main processes, namely, color correction and contrast enhancement. A shifting process is nonlinearly applied to each pixel in a 2D two-channel CIELAB color space. Each pixel has a different corrected rate depending on the adaptive limit value and the reference point. Subsequently, the global and local contrast corrections are executed on the L channel to enhance the image contrast. Qualitative and quantitative results on 653 outdoor; 818 indoor; and 1394 underwater images show that the proposed algorithm outperforms several state-of-the-art algorithms in producing enhanced color constancy and contrast. The proposed algorithm also reduces noise effects and improves the details of an image without creating unnatural and inaccurate color constancy.
Introduction
Digital electronic devices, such as smartphone cameras, are commonly purchased worldwide. However, various problems arise when non-professional photographers use such cameras to capture images under unknown lighting conditions. The images obtained from these digital devices usually appear unnatural compared with those observed by normal human eyes because digital devices do not have the same color constancy as the human vision system (HVS). Certain software can improve the contrast and color of an image, but these are usually operated manually by the user. Consequently, inexperienced users may find using the software difficult and tiresome because they have to obtain the surrounding color and perform color correction through a trial-and-error process [44] .
In general, computer vision techniques for the color constancy algorithm are divided into two processes, namely, illumination color estimation and color correction process, as shown in Fig. 1 [11] . The color constancy process initially begins with estimating the illumination color for the input image captured under an unknown illuminant [27] . The color correction process is then applied to the input image using the estimated illumination color, so that the image appears to be captured under a reference illumination color, which is called a canonical illuminant (often white) [26] . The correction process then removes or reduces the influence of the illumination color from the input image.
The captured color images recorded by a digital color image recording device usually have three color channels [i.e., red, green, and blue (RGB)] [35] and can be modeled as the following equation [6, 7, 9, 25] :
where f(x) is the pixel value of a color channel, x is the pixel location in the image, and ω is the range of visible wavelength λ in the electromagnetic spectrum. In this equation, e(λ) is the illuminant spectrum distribution, c(λ) represents the camera sensitivity, and s(x, λ) is the object surface reflectance. The color constancy algorithm aims to obtain the s(x, λ) by removing the observed color of the illuminant k c as expressed in the following equation [11, [25] [26] [27] :
where k c is the observed color of the illuminant for the RGB color channels and can be separated into k R , k G , and k B , which represent the observed colors of the illuminant intensity values for the red, green, and blue channels, respectively. k c depends on the color of the illuminant spectrum distribution e(λ) and the camera sensitivity function c(λ) [25, 27] . Most color constancy algorithms assume that illumination is uniform across a scene [28] . When a digital color image recording device captures an image, the device cannot differentiate between illumination color and object color. Thus, illumination color estimation has to be performed after the image has been captured [35] . The well-known state-of-the-art algorithms related to illumination color estimation and color correction are explained in Subsections 2.1 and 2.2, respectively. Although research on the color constancy algorithm has advanced, implementing these algorithms is time-consuming and difficult compared with the commonly used gray world (GW)-based color constancy algorithms [24] . Moreover, no color constancy algorithm can be considered universal and usable in any image environment [19, 25] . Most color constancy algorithms only focus on illumination color estimation and perform the same color correction based on the von Kries model [7, 19, 20, 25, 33, 52] . Although the color correction process based on this model is fast and simple to implement, the process is performed linearly and independently on each color channel, which leads to a saturation phenomenon [35, 45] and overcorrected images. Consequently, in these cases, the resultant images appear unpleasant and unnatural.
This study proposes a new color correction algorithm to reduce the problem and enhance the performance of conventional color constancy algorithms, which perform color correction based on the von Kries model. The proposed algorithm introduces a new adaptive limit value during the preprocessing stage to prevent the saturation phenomenon and overcorrected pixels. The color correction process is performed nonlinearly for each pixel in the 2D two-channel CIELAB color space. During the color correction process, a new value for a pixel is determined based on the reference point and the adaptive limit value. After the color correction process, the global and local contrast corrections are performed on the L channel of the CIELAB color space to enhance image contrast. Therefore, the proposed algorithm can produce better color correction with less saturation and overcorrected pixels compared with most color constancy algorithms, which perform the color correction process based on the von Kries model. The output image produced by the proposed algorithm should provide improved contrast without suffering from unnatural and incorrect color constancy and be minimally affected by noise.
The rest of this paper is organized as follows. Section 2 presents related studies on the wellknown state-of-the-art algorithms related to illumination color estimation and color correction. Section 3 explains the color correction process of the proposed algorithm. The process of the proposed algorithm is divided into four sub-sections: Section 3.1 discusses obtaining the necessary information required for the color correction process; Section 3.2 describes the color correction process, which is divided into the first and second correction stages; and Sections 3.3 and 3.4 explain the global and local contrast corrections, respectively. Next, Section 4 qualitatively and quantitatively analyzes the results obtained by experimental tests. For the testing, a large dataset containing real-world images captured by research team members is used, and some images are downloaded from a public database available on the Internet. The images are separated into three categories: indoor, outdoor, and underwater images. Lastly, Section 5 concludes this paper.
Related works
The color constancy algorithm aims to transform an image taken under an unknown illuminant into an image that appears to be taken under a reference illumination color, namely, canonical illuminant [28] . The algorithm can be divided into two processes: illumination color estimation and color correction process. The illumination color estimation process estimates the observed color of the illuminant k c , and then the correction process removes the illumination color by using the estimated value from the first process. Some of the related works on illumination color estimation and color correction are explained in Subsections 2.1 and 2.2, respectively.
Illumination color estimation
Illumination color plays an important role in determining the object colors in input images. The same object may have a different color when captured by the same digital color image recording device but under different illumination [28] . Therefore, illumination color estimation has to be conducted before performing any correction process.
The earliest and most popular color constancy algorithm is based on the GW [12] . For illumination color estimation, the GW algorithm assumes that, for a digital color image, the average intensity for every color channel in the RGB color space is gray [12] . This assumption can be presented using the following equation:
where k c is the observed color of the illuminant, n is the total number of pixels in the input image, and f c (x) is the pixel value of a color channel. The benefit of the GW algorithm is that it uses a simple statistical analysis to estimate the illumination color. Thus, the algorithm has a short processing time and can be applied to any type of image. However, each algorithm has disadvantages. Based on Eq. (3), the GW algorithm provides the best performance if the color distribution rate for the input image is equal. If a dominant color, such as colors of cloud and grass, appears in the input image, then the GW algorithm produces an incorrect illumination color estimation. The GW algorithm considers the dominant color as a surrounding illumination color. Therefore, the existence of a dominant color provides a false assumption for the GW algorithm [24] . Another well-known and popular color constancy algorithm is the white patch (WP) [37] , which estimates the illuminant color by taking the maximum value of each color channel [14, 24, 37, 38] . The WP assumption is represented by the following equation:
The advantages of the WP algorithm are its simple implementation and low computational cost [24] . This algorithm will perform well if the input image has a uniform illumination color. However, if the recorded image is overexposed or underexposed, then the WP illumination color estimation will fail and produce an output image similar to the input image [17] . Overexposure refers to the phenomenon where some bright areas in an image appear as white (i.e., the values for red, green, and blue close to or equal the maximum value, which are R = 255, G = 255, and B = 255 for 8-bit RGB color image), while underexposure refers to the phenomenon where some dark areas in an image are indistinguishable from black in the image (i.e., the values for red, green, and blue close to or equal the minimum value, which are R = 0, G = 0, and B = 0 for 8-bit RGB color image) [30] .
To overcome the weaknesses from the GW and WP, Finlayson and Trezzi [17] introduced the shades of gray (SG) algorithm. This algorithm estimates the illumination color by linking the GW and WP algorithms using the Minkowski norm, as expressed in the following equation, where p is the Minkowski norm:
When the Minkowski norm is set to one, the SG algorithm will perform as the GW algorithm, which will take the average intensities for every color channel as an assumption for illumination color. If the Minkowski norm is set to ∞, then the algorithm will perform as the WP algorithm, which will calculate the maximum intensities for every color channel as an assumption for illumination color. In general, the Minkowski norm requires adjustment for the SG algorithm to estimate the best illumination color value. According to Finlayson and Trezzi [17] , the SG algorithm provides the most accurate estimation of illumination color when the Minkowski norm is set to the value of six. This value was also approved by Gijsenij and Gever [53] based on their research on the standard testing images collected by Barnard et al. [8] . Furthermore, Bianco et al. [9] accepted this value based on their analysis of 300 images. van de Weijer et al. [53] also improved the GW algorithm by introducing the color constancy algorithm based on image smoothing and edge value. Extending the GW, van de Weijer et al. [53] applied the Gaussian filter as expressed in the following equation to observe the effect of image smoothing toward the color constancy process:
where x is the location of the pixel image, and σ is the standard deviation for the equation. The implementation of local smoothing as a preprocessing step is known as the general gray world (GGW) [25] , as expressed in the following equation:
where f σ c x ð Þ ¼ f c x ð Þ⊗G σ is the first derivative in each color channel R, G, and B convolved with a Gaussian filter with standard deviation σ [24] . The second study conducted by van de Weijer et al. [53] proposed the gray edge (GE) algorithm, which assumes that the illumination color of a recorded image can be estimated by analyzing the edge pixel of the image. With this assumption, van de Weijer et al. [53] integrated the GW with the WP and produced two new algorithms, namely, first-order GE (GE1) and second-order GE (GE2) [25] . The following equations represent the illumination color assumptions for GE1 and GE2, respectively:
is the second derivative result for each color channel.
The different algorithms in the GW-based algorithms have their own advantages and disadvantages because of their different assumptions. Thus, the other types of color constancy algorithms select the best algorithm from the GW-based algorithm depending on the image situation. When the best algorithm is selected from the GW-based algorithm, the most accurate algorithm can be applied for illumination color estimation. Natural image statistics (NIS) [25] and classification-based algorithm selection (CAS) [10] are two of the most well-established approaches for this type of color constancy algorithm. In NIS, the Weibull parameter (texture and contrast) is used to select the top performing GW-based algorithm for a specific image situation. Meanwhile, CAS predicts the most suitable GW-based algorithm by comparing certain features using a decision tree for a given image. Both NIS and CAS provide a static or dynamic weight for each pre-selected GW-based algorithm. With this weight, the most suitable GW-based algorithm is selected and used to estimate the illumination color. Recently, Faghih and Moghaddam [15] claimed that their algorithm is better than NIS and CAS by using a classifier to determine the best group of GW-based algorithms according to the extracted input image features. Next, they used multi-objective particle swarm optimization to combine some of the algorithms in that group to estimate the scene illuminant. This type of color constancy algorithm improved the overall color correction performance, but it required a complicated analysis and additional processing time.
The final color constancy type is the learning-based algorithm that uses information acquired in the learning phase [39] to predict the scene illumination [11] . Neural network (NN) is the most widely applied learning-based algorithm to estimate the correct image color [3, 13, 15, 50] . In NN, several features of the reference image dataset, with a known illumination color, are used to train the network. The trained network is then applied to estimate the illumination color for the input images. Other than the NN, algorithms based on gamut mapping (GM) [3, 18, 50] and color by correlation (CC) [16] are also well-known learning-based algorithms. Before the GM and CC can be utilized, these algorithms required training first using the reference image dataset similar to the NN. Although the result from the learning-based algorithm is slightly impressive, this algorithm requires considerable training data and is time-consuming for training purposes. If the training data are insufficient, then this condition will reduce the accuracy of illumination color estimation.
Color correction
After the illuminant color is estimated, the goal of color constancy algorithm is to modify the input images captured under an unknown illuminant into colors that appear as if they are under a canonical illuminant (often white) [26, 28] . Most GW-based algorithms use the diagonal model or the von Kries model to modify the input images for color correction [27, 36] . The diagonal or von Kries model is expressed in the following equation [26] :
where R, G, and B are the pixel intensity value for the red, green, and blue color channels, respectively, of the input image captured under an unknown illuminant. Meanwhile, R ′ , G ′ , and B ′ are the pixel intensity values for the red, green, and blue color channels, respectively, of the output image as if it appears under a canonical illuminant. η R , η G , and η B are the three von Kries model coefficients for the red, green, and blue color channels, respectively. The value of the green coefficient is set to one, η G = 1, to maintain image brightness [36] , because in HVS, the human eye is sensitive to green. Thus, when the brightness of green is maintained, the brightness of the entire image will also be preserved [31] . To maintain image brightness, the von Kries model can be modified as expressed in the following equations:
where
k R , k G , and k B are the observed illuminant colors for the red, green, and blue channels, respectively. The color correction process based on the von Kries model is fast and simple to implement. It is performed linearly as shown in Eqs. (11) to (13) and can maintain input image brightness [25] . However, given that the color correction process is linearly executed, the process based on the von Kries model will probably produce a saturation phenomenon [35, 45] and overcorrected images when the overexposed input image is used [35, 36] .
Consequently, Kwok et al. [36] introduced a color correction process based on gamma correction to solve the drawbacks of the color correction process based on the von Kries model. The color correction process based on gamma correction is executed nonlinearly by applying the power function algorithm. However, the weakness of this process is that the output image brightness is too dark or too bright compared with the original image [47] .
Recently, Naim and Isa [44] proposed pixel distribution shifting color correction (PDSCC), which follows the von Kries model, to enhance the performance of the conventional color correction process. PDSCC corrects the reference point of images and ensures that the reference point is achromatic by applying the pixel shifting procedure. Based on their experiment, PDSCC outperforms the GW and WP algorithms by producing more natural and pleasant visualization without having a saturation problem. However, the main disadvantage of the PDSCC is that it does not significantly enhance image contrast and brightness [22] .
Ghani and Isa [22] claimed that their algorithm called dual-image Rayleigh-stretched contrast-limited adaptive histogram specification (DIRS-CLAHS), has better contrast, brightness, and color constancy than the PDSCC. The DIRS-CLAHS integrates global and local contrast corrections. During global contrast correction, an image histogram is divided into two regions, and the DIRS-CLAHS is applied to produce two intensity images. These dualintensity images are then combined before the local contrast correction is implemented. The DIRS-CLAHS algorithm has significantly improved the contrast and brightness of an image, but it also produces noise and incorrect color constancy.
Naim et al. [41] proposed saturation avoidance color correction (SACC), which contains a nonlinear pixel adjustment technique, to avoid the saturation problem during the color correction process. Each color pixel is nonlinearly adjusted based on the estimated illuminant to prevent the color saturation problem. According to qualitative and quantitative evaluations, SACC produces better results than DIRS-CLAHS in removing the unwanted color cast without creating a saturation problem and wrong color correction. However, in some cases, the SACC has dramatically stopped the pixel movement into the same adjustment value. As a result, some resultant images will consist of pixels with achromatic color (white, gray, and black) and create unnatural images.
Research motivation
Although considerable studies have been conducted to improve the color constancy algorithm, most of them focused only on the illumination color estimation and applied the same von Kries model for their color correction purpose [7, 19, 20, 25, 33, 52] . The color correction process based on the von Kries model is fast and simple to implement, making it suitable for implementation in most digital imaging devices. However, the corrected images are prone to the saturation phenomenon [35, 45] and overcorrected images because the process is performed linearly and independently on each color channel. The saturation phenomenon and overcorrected images spoil the naturalness of an image by producing an object with incorrect color.
The saturation phenomenon occurs when the pixel value is changed in the color correction process and produces a value over the range of the color channel (i.e., 255 for the 8-bit RGB color model) [45] . If the value of the changed pixel is more than the maximum (i.e., 255), then this value is set to the maximum value. In the RGB color model, if a pixel has a value more than 255 for R, G, and B, then the value for each channel is set to 255. Thus, this adjustment produces a white pixel, which is an incorrect color as depicted in Fig. 2 . Fig. 2a shows the original coral reef, while Fig. 2b shows the coral reef resultant image after implementing the color correction process based on the von Kries model. The saturation phenomenon occurs in certain areas in Fig. 2b , especially inside the red box area. A comparison of Fig. 2a and b for pixels inside the red box shows that more white pixels appear, especially in the high brightness area. Therefore, certain information is lost and the image contrast is reduced in the resultant image.
In addition, the color correction process based on the von Kries model suffers from overcorrected pixels. Most color constancy algorithms that implement the von Kries model assume that illumination color is uniform across a scene [11, 27, 28] . Based on this assumption, each pixel in the input image perform the same color correction process evenly. Thus, overcorrected pixels occur, especially to the overexposed pixels illustrated in Fig. 3 . Figure 3a shows the original image illuminated by a yellowish illumination color, while Fig. 3b is the resultant image corrected using the color correction process based on the von Kries model. The overexposed region inside the green box at the statue in Fig. 3a experiences the overcorrected color. The enlarged green box areas for Fig. 3a and b are shown in Fig. 3c and d, respectively. The overexposed pixels can be clearly viewed in Fig. 3e and f, where the pixel distribution shows several pixels being at the maximum RGB color space value (i.e., white value with R = 255, G = 255, and B = 255).
The overexposed pixels in the original images are overcorrected if the images are corrected using a linear color correction based on the von Kries model. This result is due to the overexposed pixels appearing white even though they are illuminated by a non-white illumination color ( Fig.  3a and c) . In Fig. 3a , the original image is illuminated by a yellowish illumination color. However, the overexposed pixels inside the green box as shown in Fig. 3c appear white rather than yellowish. Therefore, when these pixels are corrected evenly using the color correction process based on the von Kries model, they do not produce an accurate color, which is bluish as shown in Fig. 3d . These pixels produce unnatural and incorrect color objects in the resultant image.
Thus, this study aims to reduce the effect of the saturation phenomenon and overcorrected color images while enhancing image contrast. As mentioned, the saturation and overcorrected color problems are produced by the conventional von Kries model. This outcome is due to the basic concept used by the von Kries model, where the same color correction process is linearly applied to each pixel of the image regardless of the nature of these pixels (i.e., well-exposed, underexposed, or overexposed). Thus, some of the objects in the resultant image appear unnatural and have incorrect color constancy. To solve this problem, the color correction process based on the von Kries model is replaced with a nonlinear color correction process of the proposed algorithm. The resultant image produced by the proposed algorithm not only provides correct color constancy and appears natural but also improves image contrast and is minimally affected by noise. 
Methodology
To reduce the effect of saturation and overcorrected color problems during the color correction process, each pixel has a different corrected rate depending on the pixel location on the 2D planes of the CIELAB color space. The 2D planes in this study refer to either the H AL (a, L) or H BL (b, L) planes. Pixels that have high probability to saturate and overcorrect (i.e., located near the vertical axis on the 2D plane) have a small shifting rate. Conversely, pixels that have low
(e) (f) Fig. 3 Effect of overcorrected color: a original image with yellowish illumination, b resultant image corrected using color correction based on von Kries model, c overexposed region from original image, d overcorrected region from resultant image, e pixel distribution in RGB color space for original image, and (f) pixel distribution in RGB color space for resultant image [8, 25, 41] probability to saturate and overcorrect (i.e., situated far from the vertical axis) have a normal shifting rate. To avoid the saturation problem and maintain the image brightness, a distance ratio between the original pixel location to the 2D plane origin and the distance from the 2D plane origin through the original pixel location to the border of the 2D plane is maintained for the corrected pixel. This distance ratio prevents any pixel from having a value over the range of the color channel (i.e., 100 for the L channel in CIELAB color space). Finally, the global and local contrast corrections are executed to enhance the image contrast. The process is explained in the following paragraph. The proposed algorithm generally consists of four main stages as illustrated in Fig. 4 : (i) acquiring of fundamental image information, (ii) color correction, (iii) global contrast correction, and (iv) local contrast correction. During the first stage, the input image is transformed from the RGB into the CIELAB color space. The transformation is performed because the RGB color space is a perceptually non-uniform color distribution, a device-dependent color space, has no separation between color and intensity information, and has no relationship between the red, green, and blue color channels [4, 54] . CIELAB color space is selected as an improved alternative because it provides enhanced uniformity in color distribution, the changes in the color component (a and b) toward the changes of intensity component (L) are close to HVS, and the Euclidean distance of two colors in CIELAB is directly proportional to the visual similarity of the colors [4, 42, 48, 51, 54] .
After the transformation is performed, two 2D CIELAB planes, namely, H AL (a, L) and H BL (b, L) planes, are established. The correction process, which is based on the previous research conducted by Naim and Isa [44] in the PDSCC, is performed in the 2D twochannel planes. Other image information to obtain during the first stage are the illumination color estimation, reference point, and adaptive limit value. The next process is the color correction, which is divided into two stages. The first color correction stage removes the illumination color by finding the newly corrected pixel location without creating a saturated or overcorrected pixel value. The color correction is performed by shifting the pixel based on the reference point and the adaptive limit value in the 2D H AL (a, L) and H BL (b, L) planes. Then, the second color correction stage is performed to avoid the saturation problem and maintain the image brightness. After the color correction process is applied to all pixels in the image, the image is processed further through global and local contrast corrections. In the global contrast correction, a global histogram stretching is applied to the L channel of the corrected color image. In the local contrast correction, local histogram equalization is implemented to the L channel of the corrected color image. Global contrast correction focuses on enhancing the overall image contrast, whereas local contrast correction is performed for detail enhancement.
Acquisition of fundamental image information stage
The proposed algorithm begins with estimating the illumination color, as shown in Fig.  4 , for an RGB input image. The estimation is performed in the RGB color space where the illumination color is separated into k R , k G , and k B , representing the observed colors of the illuminant intensity values for the red, green, and blue channels, respectively. The SG algorithm expressed in Eq. (5) is used to obtain the value of the observed illumination color because it provides a good estimation of the illumination color with low processing time. According to [9, 17, 24] , the SG algorithm with the value six provides the most accurate estimation for the surrounding illumination color. Thus, Eq.
(5) is modified to estimate the k R , k G , and k B values as expressed respectively in the following equations: 
where n is the total number of pixels in the input image; and f R (x), f G (x), and f B (x) are the pixel values for the red, green, and blue channels, respectively. Thereafter, the pixel information F RGB (x) in RGB color space is transformed into CIELAB color space represented by F LAB (x). Each The k R , k G , and k B are also transformed into k L , k a , and k b , which represent the illumination color for the L, a, and b color channels, respectively. The transformation is performed with the same method as the transformation of R, G, and B into L, a, and b, respectively, based on Eqs. (20) to (22) .
When the transformation is complete, two 2D two-channel CIELAB planes, namely, H AL (a, L) and H BL (b, L) planes, are built. Only these two channels will be used for color correction. The next task is to find the reference points Q AL and Q BL from the H AL (a, L) and H BL (b, L) planes, respectively. The reference point is a point that will be used to control the pixel shifting distribution on the 2D planes. The location of the reference point varies among the tested images because it depends on the image illumination color. In this study, the role of reference points Q AL and Q BL is to control the pixel shifting distribution in the color correction stage by being on the vertical axis (achromatic axis) plane. All the image pixels are shifted according to the correcting angle performed for the reference point. Thus, the pixel distribution of the image is near the vertical axis (achromatic axis) in the H AL (a, L) and H BL (b, L) planes and produce the colorcorrected output image. The reference point Q AL for H AL (a, L) plane is obtained using Eq. (26), while the reference point Q BL for H BL (b, L) plane is obtained using Eq. (27) as follows:
where k L , k a , and k b represent the illumination color for the L, a, and b color channels, respectively. Finally, a new adaptive limit is introduced and calculated using Eq. (28) . The purpose of the new adaptive limit is to prevent the occurrence of saturated and overcorrected images during color correction. Based on the following equation, the pixel shifting rate is different between normal pixels and pixels that have high probability of being saturated or overcorrected:
Color correction stage
The color correction stage begins by shifting the pixel distribution based on the 2D twochannel H AL (a, L) and H BL (b, L) planes after image information from the previous stage has been obtained. Based on Fig. 5 , the vertical axis refers to the L value, whereas the horizontal axis refers to the a value for H AL (a, L) plane or the b value for H BL (b, L) plane. L represents the brightness from 0 (darkest black) to 100 (brightest white), while a and b range from −128 to 127. Negative a represents the green color, whereas positive a represents the red color. Negative b represents the blue color, whereas positive b represents the yellow color. The color correction process is divided into two stages. The aim of the first correction stage is to find the new location of the corrected pixel and prevent the pixel from being saturated or overcorrected locally. In Fig. 5 , the first correction stage begins with a calculation of the correcting angle for each plane, denoted as γ AL and γ BL using the following equations:
The first pixel to be corrected, which is denoted as P, is then chosen. Thereafter, a distance from origin 0 to pixel P is calculated and represented as|P|. Another distance from origin 0 through pixel P to the border of the 2D plane is also calculated, which is known as the maximum distance|P max |. Then, the original angle α for pixel P is obtained between the horizontal axis and the line from the origin to pixel P. After the information for the first pixel to be shifted is acquired, the first correction stage changes α into a new angle α ′ using Eq. (31), where i is the horizontal axis coordinate of the considered 2D plane. For the H AL (a, L) plane, i represents the value of a, while for the H BL (b, L) plane, i represents the value of b. ig. 5 General 2D two-channel color planes for proposed algorithm Equation (31) shifts the pixel nonlinearly depending on the pixel location on the 2D plane. If the pixel is situated exactly at the vertical axis (achromatic pixel), pixel shifting does not occur (α = α ′ ) because the pixel has the highest probability of being saturated or overcorrected. A pixel has low probability of being saturated or overcorrected if the Euclidean distance between the pixel and vertical axis is more than the adaptive limit value φ (i.e., |i| > φ). This pixel is shifted completely [i.e., (α ′ = α + γ) for α ≤ 90°or (α ′ = α − γ) for α > 90°]. For the condition where the pixel with Euclidean distance between itself and the vertical axis is between the adaptive limit value φ and the vertical axis (i.e., 0 < |i| ≤ φ), the shifting level depends on the Euclidean distance between that particular pixel and the vertical axis. When the Euclidean distance is small or close to the vertical axis, the shifting level is small. Conversely, when the Euclidean distance is high or far from the vertical axis, the shifting level increases.
Next, after the α ′ value is obtained, the new coordinate for pixel P at the H AL (a, L) and H BL (b, L) planes is obtained using Eq. (32) and (33), respectively, where i and j are the horizontal and vertical axis coordinates of the considered 2D plane. For the H AL (a, L) plane, i and j represent the values of a and L respectively. For the H BL (b, L) plane, i and j represent the values of b and L, respectively. Finally, the new corrected pixel after the first correction stage is denoted as P ′ , which has coordinates i and j as in the following equations, respectively:
The second correction stage focuses on maintaining the brightness of an image. It begins with calculating the distance from origin 0 to pixel P ′ , which is denoted as |P ′ |. Then, the maximum distance from origin 0 through pixel P ′ to the border of the 2D plane is also calculated and denoted as|P′ max |. The second correction stage changes the P ′ location until the following equation is fulfilled:
After the new pixel location is determined from the second correction stage, the new color channel values f L ′ (x), f a ′ (x), and f b ′ (x) are obtained based on the following equations:
where a and b in Eqs. (36) and (37) ′ (x) are acquired for that pixel.
Global contrast correction stage
The global contrast correction stage is applied using the histogram-stretching algorithm to improve the overall image contrast. It is applied only to the L channel after the new f L (x) value is obtained from the color correction stage. Contrast corrections are implemented to the L channel because it represents brightness, where L = 0 is the darkest black and L = 100 is the brightest white. The stretching of the L channel to the entire intensity range spreads the image pixels to the entire brightness level of the image. As a result, stretching the L channel reduces the concentration of the image pixels at a specific intensity value and enhances the image contrast. Before the stretching process begins, the histogram for the L channel is divided into two sides, the lower and upper sides, as shown in Fig. 6 . These sides are divided based on the median value of the L color channel histogram. The median value is chosen to divide the histogram because it usually represents the best central location for most of the histogram, which has a skewed distribution [34, 40] . After the division, the lower and upper sides of the histogram are stretched independently as follows: [22] Equation (38) is implemented for the stretching process for the lower side, where P in and P outLow are the input and output pixels, respectively. i min is the lowest intensity value in the original image histogram, while i med is the intensity value where the original median histogram value is situated. O min and O max are the minimum and maximum intensity values set for the delivered output histogram, respectively. In this study, O min is set to 5, and O max is set to 100 for the lower-side output histogram. O min is set to 5 for the lower-side output histogram to reduce underexposure and prevent the image from becoming too dark.
Meanwhile, Eq. (39) is used in the stretching process for the upper side, where P outUp is the output pixels for the L channel and i max is the highest intensity value in the original image histogram. For the upper-side output histogram, O min is set to 0, and O max is set to 95. O max is set to 95 for the upper-side output histogram to reduce overexposure and prevent the image from becoming too bright.
Two histograms for the L color channel with varying levels of brightness are developed after the stretching process. The lower side produces an under-enhanced image, while the upper side produces an over-enhanced image. These two intensity images are then combined using Eq. (40) . P out is the average value between the output pixel for the lower side, upper side, and input pixel for the L channel. P in is considered in this combination to create an image that is not too under-enhanced or over-enhanced.
Lastly, the global contrast correction stage continues to the local contrast correction stage, which is also performed only on the L channel.
Local contrast correction stage
The local contrast correction stage is performed after the global contrast correction and is applied for detail enhancement. It is applied only to the L channel using the contrast-limited adaptive histogram equalization (CLAHE) [56] . In this process, the image is divided into small blocks called "tiles." Histogram equalization is then performed on each tile. The tile dimension used in this study is 3 × 3, which is determined through experimentation. Based on experiments with several tile dimensions, 3 × 3 produces the best quantitative result for image enhancement. This small tile dimension also prevents over-contrast correction, given that the proposed algorithm already implements the global contrast correction. Furthermore, this dimension reduces the processing time compared with the other larger tile dimensions. Another important parameter of CLAHE is the clip limit, which is applied to reduce noise in the image. The clip limit for this study is set at a parameter value of 1.5. This parameter value is also determined through experimentation. Any pixel in the histogram bin above the specified clip limit are cut off and distributed uniformly to another bin. This limit removes the spikes that produce noise in the image. Then, the image tiles are combined using bilinear interpolation to reduce the artificial effect between tile borders.
Finally, after the global and local contrast corrections are performed on the L channel, all the F LAB (x) pixels in the CIELAB color space are transformed into F RGB (x) in the RGB color space in preparation for the display or storage process.
Based on the explanation on the proposed method, the step-by-step algorithm for the proposed method can be summarized as shown in Fig. 7 . 
Results and discussion
The proposed algorithm is measured both qualitatively and quantitatively to determine whether it can produce improved color constancy. In the qualitative and quantitative evaluations, resultant images from the proposed algorithm are compared with other algorithms from previous researchers, such as GE1 [53] , GE2 [53] , GGW [53] , SG [17] , PDSCC [44] , DIRS-CLAHS [22] , and SACC [41] . GE1, GE2, GGW, and SG are well-known algorithms that have been implemented by many researchers for color constancy. GW [12] and WP [37] are well-known color constancy algorithms that are widely used in imaging devices [20] . However, Naim and Isa [44] claimed that their PDSCC outperforms the GW and WP algorithms. DIRS-CLAHS algorithm was proposed by Ghani and Isa [22] mainly to enhance underwater images. They stated that the DIRS-CLAHS algorithm produced better results than PDSCC when tested with underwater images. In the present study, the DIRS-CLAHS algorithm is tested not only with underwater images but also with indoor and outdoor images to determine its suitability for enhancing images in different environments. Most recently, Naim et al. [41] proposed the new SACC algorithm that produced better color cast removal without creating a saturation problem compared with the DIRS-CLAHS.
The proposed algorithm has been tested on various images to prove the capability of its color constancy. Most of the chosen images are not good; they are underexposed, overexposed, or lack a certain color, and therefore have to be corrected. The image dataset consists of 2865 images downloaded from a public database [5, 8] available on the Internet, and real-world images captured by research team members were tested qualitatively and quantitatively to evaluate the proposed algorithm.
The camera used is this study is Canon PowerShot G1 X with ISO set as automatic with a maximum value of 800. The shutter speed is also set as automatic. The reason ISO and shutter speed are set as automatic is that most digital camera users are not professional photographers and tend to keep their digital cameras in auto mode. Meanwhile, the camera aperture is set to f/5.6 to capture sufficient light while maintaining the depth of field of the image. Finally, the camera's automatic white balance (AWB) is disabled to capture the color cast from the scene.
This image dataset is divided into three categories, namely, outdoor (653), indoor (818), and underwater (1394) images. The reason these three image categories are selected is that they represent the common digital images taken by inexperienced users with smartphones or digital cameras that are often set in auto mode. The most common problem for outdoor images are overexposure and underexposure. Overexposure of outdoor images happens due to direct sunshine or too much illumination at high noon. Underexposure may occur because of harsh contrast between objects in the shade and objects in the sunlight. This condition usually happens when the image is captured on a bright afternoon. On the other hand, the most common problems for indoor images are underexposed images and wrong illumination color. The main factor that contributes to underexposure indoor images is insufficient light when the image is taken from the indoor scene. Artificial indoor lighting may also produce a wrong illumination color such as yellow, blue, or others. Sometimes, overexposure of indoor images may occur due to the flash from the digital camera or if the objects captured are near artificial light. Meanwhile, the quality of underwater images are poor with greenish or bluish water because the color diminishing with red is the first color component engulfed by water, followed by orange, yellow, green, and blue [23, 29] .
Method of testing analysis
The performance of the proposed algorithm is analyzed qualitatively and quantitatively. The qualitative analysis is a visual observation based on human visual perception. In this study, qualitative analysis is conducted based on criteria such as color constancy, naturalness of image objects' color, saturation or overcorrected color, and which algorithms provide better contrast enhancement. The original and resultant images from the proposed algorithm and other algorithms are compared side by side through visual inspection to determine which algorithm produces better color constancy.
The best color constancy algorithm should be able to remove the effect of illumination color and obtain the natural color of the image objects. Some of the color constancy algorithms remove the illumination color. However, they may also produce error in certain image objects, such as blue spots on the human hand and certain colors becoming too prominent in certain image objects. This result is due to the saturation and overcorrected color problems that reduce the naturalness of the image objects' color.
The proposed algorithm is also evaluated qualitatively whether it significantly improves the image contrast compared with other state-of-the-art algorithms. A better contrast image provides highly detailed information where the border of the image objects should be clearly recognized. The brightness of certain areas in the resultant image should also improve without creating an overexposed image object.
Some researchers also conducted quantitative analysis to measure the performance of a color constancy algorithm. However, based on reviews conducted from recent research on color constancy algorithms, no specific quantitative metric that can determine the most efficient color constancy algorithm has been found. Most researchers prefer to evaluate their algorithms through qualitative analysis (visual observation) first, followed by quantitative analysis [46] . These researchers used quantitative metrics to support their qualitative findings. So far, no quantitative metric has been developed that is capable of determining whether a specific object or several objects in an image contain the correct color [32] .
After a series of tests, the findings revealed that entropy [21, 43, 49] , average gradient [55] , measure of enhancement (EME) [1] , and measure of enhancement by entropy (EMEE) [2] are the most suitable quantitative metrics to measure the performance of the proposed algorithm for this research condition. The results obtained from these quantitative metrics are consistent with those from the qualitative analysis. In addition, these metrics can measure the richness of the details, image clarity, and image contrast performance in the tested images. The performance of the proposed algorithm is measured, compared, and analyzed with the original images and other tested algorithms.
Entropy, or Shannon entropy, represents the abundance of image information and is used to measure the image information or image detail, as shown in the following equation [55] :
where E is the entropy value for the grayscale image, n is the total number of pixels in the resultant image, and p(x) is the probability of pixel gray value at pixel location x. An image with high entropy value contains more information than one with a low entropy value.
Other than entropy, average gradient or image clarity is also used in quantitative evaluation to exhibit the good contrast, texture feature, and clarity of an image. An image with high average gradient value is preferred because it has more intensity levels and is clearer with more finely detailed difference and texture change [55] . The average gradient ∇ G, as stated by Wu et al. [55] , is expressed as the following equation:
∂ f i; j ð Þ ∂y 2 are the gradients of the row and column directions, respectively.
M and N are the number of rows and columns of the image, respectively. Another quantitative metric in this study is EME, which measures the image contrast by dividing the image into small k 1 k 2 blocks and taking the average ratio of maximum to minimum value in each block over the entire image [32] . An image is split into k 1 k 2 blocks of size I 1 × I 2 , where the EME of the image is given by the following equation [1, 2, 32] :
where I max; l, m and I min; l, m are the maximum and minimum values of the pixels in each block of the image. c is a small constant equal to 0.0001 to avoid dividing by 0 [2] . A high EME value refers to an image with enhanced edge detection abilities and high image quality. An improvement of EME is EMEE, which measures image contrast or image enhancement based on entropy. Agaian et al. [2] mentioned that EME is range dependent in changing itself according to the maximum and minimum ranges in certain situations. As a result, EME may not be ideal for measuring enhancement in all conditions. Therefore, EMEE is introduced based on the concept of entropy, as shown in the following equation [2] :
where α is a constant and equivalent to 0.8 as suggested by the authors [2] . The high value of EMEE is favored because it indicates better image quality. Fig. 8 are examples of overexposed outdoor images, where the proposed algorithm successfully enhanced the images and produced a more natural color compared with the other algorithms. The proposed algorithm has reduced saturation and an overcorrected image. Additional information appears in the Snowman's face and the Bears' ground compared with the other algorithms. The DIRS-CLAHS algorithm also produces good enhanced images; however, it seems to overcorrect the images such that most of them, specifically the Snowman's nose and Bears' ground, appear reddish and unnatural. The Orangutan's chest in Fig. 8 apparently looks bluish and the Bridge looks reddish when the DIRS-CLAHS algorithm is applied to it.
Qualitative result
In terms of color constancy and contrast, the resultant images of the proposed algorithm are better compared with those of SACC, PDSCC, GE1, GE2, GGW, and SG algorithms. The original Boy image in Fig. 8 is bluish and has low contrast. The SACC, GE1, GE2, GGW, and SG algorithms reduced the bluish illuminant from the original image but still produced images with less contrast and brightness. The DIRS- CLAHS algorithm may perform slightly better in terms of contrast, but it also overcorrects the Boy image's color, as indicated by the yellowish and reddish areas on the Boy's arm and face. The PDSCC algorithm also produced a better enhanced image, but the best resultant image in terms color constancy, contrast, and naturalness is still produced by the proposed algorithm. A similar pattern that proves the proposed algorithm is better than the other state-of-the-art algorithms can be seen in Figs. 12 and 13 in Appendix 1.
The second qualitative analysis is applied to the indoor images, as shown in Fig. 9 . In the first row are the original images, while in the second to eighth rows are the images corrected by the proposed algorithm, SACC, DIRS-CLAHS, PDSCC, GE1, GE2, GGW, and SG algorithms, respectively. In Fig. 9 , the original Mini elephant is an underexposed image that suffers from lack of brightness and contrast. The image corrected using the SACC, PDSCC, GE1, GE2, GGW, and SG algorithms look similar to the original image, showing that less correction was applied to the image. Among the seven tested algorithms, the proposed algorithm and DIRS-CLAHS are observed to have better brightness and contrast. Although the DIRS-CLAHS algorithm has slightly better brightness and contrast compared with the proposed algorithm, it clearly overcorrected the image, as the Mini elephant image corrected using DIRS-CLAHS looks reddish and greenish. The proposed algorithm successfully avoided this problem and produced a better resultant image clearly without generating overcorrected color in the image.
The same finding is applied to other images in Fig. 9 . The original Closing mouth image contains an orangish illuminant. For the Closing mouth image, the GE1, GE2, GGW, and SG algorithms did not remove the orangish illuminant or produce unwanted noises in the resultant image. By contrast, the SACC and PDSCC removed the orangish illuminant, but the image produced has low contrast and brightness. The proposed algorithm and DIRS-CLAHS prove to be more inferior color-cast removers; they produce images with less orangish illumination. However, the DIRS-CLAHS algorithm created noises in the resultant image, shown as tiny blue spots on the hand, face, and background of the Closing mouth image. The proposed algorithm not only removed the illuminant color but also improved the brightness and contrast of the original indoor images. Unlike the DIRS-CLAHS, the proposed algorithm did not produce unwanted noises and overcorrected color, which led to unnatural resultant images.
Compared with the other state-of-the-art algorithms, the proposed algorithm also produced the best results with better contrast and detail preservation for the other three indoor images shown in Fig. 9 , namely, Mini monster, Lena, and Clock. For example, the details of Lena's hat and writing behind the Mini monster could be better observed. More resultant images for indoor image analysis that produced similar findings are shown in Figs. 14 and 15 in Appendix 1. Based on those results, a conclusion is that, for indoor images, the proposed algorithm outperformed other state-of-the-art algorithms. The proposed color correction process is capable of avoiding or reducing the saturated and overcorrected problems by providing the adaptive limit concept during the color correction process. In addition, integrating global and local contrast enhancement process at the end of the proposed algorithm has successfully ensured good capability in detail preservation by the proposed algorithm.
Further investigation on qualitative analysis is continued with several underwater images, as shown in Fig. 10 . Most of the original underwater images captured deep underwater with a greenish or bluish tint because of the light absorption and diffusion effects on underwater imaging [46] . In Fig. 10 , the original Two fish and Pillar images tested in the experiment contained bluish and greenish scene illuminants, respectively. Less color correction can be observed using the GE1 and GE2
Closing mouth Mini elephant Mini monster Lena Clock Original
Proposed algorithm SACC Fig. 9 Various indoor images after applying the proposed algorithm, SACC, DIRS-CLASH, PDSCC, GE1, GE2, GGW, and SG algorithms algorithms, where the Two fish and Pillar images look similar to the original images. Meanwhile, the GGW and SG algorithms produced reddish resultant images. The proposed algorithm, SACC, DIRS-CLAHS, and PDSCC are better color-cast removers that produce images with less bluish and greenish illumination. However, the resultant images produced by the SACC and PDSCC have low brightness and contrast compared with those of the proposed algorithm and DIRS-CLAHS. DIRS-CLAHS also produced a resultant image with less pleasant visualization, where the Two fish and Pillar resultant images contained too much reddish prominent color, which is inappropriate for the fish and underwater pillar. DIRS-CLAHS has less capability than the proposed algorithm to reduce overcorrection and saturation problems. This finding proves that the proposed algorithm is the best among all the tested algorithms because it improves the color constancy and significantly enhances the image contrast and brightness without having the saturation problem and overcorrected images.
DIRS-CLAHS PDSCC
For the other three underwater images, namely, Swimming, Flag, and Colorful fishes as shown in Fig. 10 , similar findings could be observed. The conventional GE1 GE2 GGW SG Fig. 9 (continued) GE1, GE2, GGW, and SG algorithms failed to remove bluish and greenish effects on those images. The recent state-of-the-art algorithm (i.e., SACC, DIRS-CLAHS, and PDSCC) produced better resultant Swimming, Flag, and Colorful fishes images by reducing bluish and greenish illumination effects compared with the older state-of-theart algorithms. The proposed algorithm once again produced the best resultant images. Resultant images produced by the proposed algorithm for those three images have In conclusion, from a qualitative point of view, the proposed algorithm shows better performance than the SACC, DIRS-CLAHS, PDSCC, GE1, GE2, GGW, and SG algorithms.
The proposed algorithm is further evaluated with the 3D RGB color model, as shown in Fig. 11 , for further validation as a color cast remover with less effects from the saturation problem and overcorrected color images. In this figure, the proposed algorithm successfully removes the bluish, orangish, and greenish color scene illuminants from the Boy, Closing mouth, and Pillar images, respectively. The original Boy image contains too many blue pixels as shown in the original 3D RGB color model. After the proposed algorithm is implemented on the Boy image, the blue pixels are adjusted enough to remove the bluish scene illuminant. The pixels are also stretched to the entire intensity range. As a result, the concentration of the image pixels at a specific intensity value is reduced and the image contrast is enhanced. The similar finding could be observed from the Closing mouth and Pillar images. The Closing mouth image consists of too many red pixel values, while in the Pillar images, the green pixels are scattered with different intensity values. Each of these red or green pixels has a different correction range value after being implemented using the proposed algorithm. Pixels that have high probability to saturate or overcorrect are treated differently from pixels with low probability. Consequently, the proposed algorithm successfully removes the orangish or greenish color cast with less effects from the saturation problem and overcorrected color images. Table 1 shows that the quantitative results correspond to the aforementioned qualitative analysis. According to the outdoor image data, all tested algorithms have improved the entropy, average gradient, EME, and EMEE values of the original image. However, the SACC, PDSCC, GE1, GE2, GGW, and SG algorithms only produced a slight improvement to the original image in terms of entropy, average gradient, EME, and EMEE values. As shown in the table, the proposed algorithm and DIRS-CLAHS outperform the other algorithms in terms of entropy, average gradient, EME, and EMEE values. The DIRS-CLAHS algorithm has the highest values for entropy, EME, Fig. 11 Original images and resultant images corrected using the proposed algorithm with the 3D RGB color model and EMEE, followed by the proposed algorithm with slightly different entropy and EME values. Thus, the proposed and DIRS-CLAHS algorithms have been proven to exhibit the highest contrast and image details. However, based on the visual inspection shown in Fig. 8 , the majority of the resultant images produced by the DIRS-CLAHS algorithm are overcorrected (i.e., the resultant images become reddish, bluish, and appear unnatural). Therefore, this quantitative result has successfully supported the proposed algorithm as the best algorithm to improve outdoor images.
Quantitative results
In addition, the quantitative results of indoor images obtained from Table 1 resemble the results of the visual inspection. As shown in Table 1 , the GE1, GE2, GGW, and SG algorithms produced slightly lower entropy, average gradient, and EME values compared with the original indoor images. These findings are in accordance with those of the qualitative analysis, which showed that these algorithms failed to produce good resultant images with better contrast and quality. SACC and PDSCC slightly improved the entropy, average gradient, and EMEE values of the original indoor images; they offered slight improvement because dark areas were retained in the resultant image. The DIRS-CLAHS algorithm produced the highest value for entropy and average gradient. Qualitative analysis proved that the DIRS-CLAHS algorithm Bold value represents the best result acquired from the comparison generated unwanted noises, and the colors of some areas were wrongly corrected, although the algorithm produced slightly higher values for entropy and average gradient than the proposed algorithm, as shown in Fig. 9 . On the other hand, the proposed algorithm generated the highest value for EME and EMEE and the second highest value for entropy and average gradient. This outcome proves that the proposed algorithm generated resultant indoor images with better contrast and more information than the original images and other algorithms. Thus, these results further indicate that compared with the other state-of-the-art algorithms, the proposed algorithm is the most suitable to increase the contrast and clarity of indoor images without creating unwanted noises. The proposed algorithm is also the best for underwater image enhancement and color constancy, as shown in Table 1 . The other tested algorithms, except the proposed and DIRS-CLAHS algorithms, only slightly increase the quantitative values; thus, the resultant images look similar to the original image with less correction applied. The DIRS-CLAHS algorithm created an unpleasant visualization with various prominent reddish colors in the image objects even though it had the highest value for entropy, average gradient, EME, and EMEE for underwater images, as shown in Fig. 10 . However, the proposed algorithm, which generated the second-highest result in this experiment, did not produce a prominent reddish color in image objects. This finding confirms that the proposed algorithm improved the contrast and brightness and produced better color constancy without creating noises in the images.
Conclusion
This paper presents an alternative color constancy algorithm through integrated nonlinear pixel shifting color correction and contrast enhancement. The proposed algorithm was tested and evaluated qualitatively and quantitatively using 2865 images comprising 653 outdoor; 818 indoor; and 1394 underwater images. The proposed algorithm was compared with well-known and state-of-the-art algorithms such as SG, GGW, GE1, GE2, PDSCC, SACC, and DIRS-CLAHS. The qualitative evaluation showed that the proposed algorithm produces more natural and enhanced images that surpass those generated by the other algorithms. From the quantitative analysis, the proposed algorithm ranks second after the DIRS-CLAHS algorithm in terms of contrast enhancement. The DIRS-CLAHS algorithm has a slightly better quantitative result; however, the proposed algorithm produces better quality images with more natural visualization and without saturated and overcorrected color problems.
Currently, the pixel shifting process in the proposed algorithm is performed in 2D twochannel CIELAB color space. In this color space, only the connection between the two channel colors is considered in the shifting process of color correction. In the future, implementing the shifting process in 3D CIELAB or other color spaces may improve the quality of resultant images. 
