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Abstract
When a matrix has a banded inverse there is a remarkable formula that
quickly computes that inverse, using only local information in the original
matrix. This local inverse formula holds more generally, for matrices with
sparsity patterns that are examples of chordal graphs or perfect eliminators.
The formula has a long history going back at least as far as the completion
problem for covariance matrices with missing data. Maximum entropy esti-
mates, log-determinants, rank conditions, the Nullity Theorem and wavelets
are all closely related, and the formula has found wide applications in ma-
chine learning and graphical models. We describe that local inverse and
explain how it can be understood as a matrix factorization.
1
ar
X
iv
:1
61
0.
01
23
0v
1 
 [m
ath
.N
A]
  4
 O
ct 
20
16
1 Introduction
Here is the key point in two sentences. If a square matrix M has a tridiagonal
inverse, then M−1 can be determined from the tridiagonal part M0 of the original
M . The formula for M−1 is “local” and fast to compute — it uses only 1× 1 and
2× 2 submatrices (assumed invertible) along the main diagonal of M0.
Outside of M0, the entries of M could be initially unknown (“missing data”).
They are determined by the requirement thatM−1 is tridiagonal. That requirement
maximizes the determinant of the completed matrix M : the entropy.
This theory (developed by others) extends to all chordal matrices: the non-
zero positions (i, j) in M0 correspond to edges of a chordal graph. In applications
these come primarily from one-dimensional differential and integral equations.
We believe that this special possibility of a local inverse should be more widely
appreciated. It suggests a fast preconditioner for more general problems.
In our first examples of this known (and surprising) formula, M−1 will be
block tridiagonal:
M−1 =
 B11 B12 0B21 B22 B23
0 B32 B33
 . (1)
This imposes a strong condition on M itself, which we identify now. M will
be written in the same block form with n square blocks along the main diagonal:
n = 3 above. When all blocks are 1 × 1, the entries of M−1 are known to be
cofactors of M divided by the determinant of M . Those zero cofactors (away
from the three central diagonals) mean thatM is “semiseparable:” all submatrices
that don’t cross the main diagonal have rank 1.
In other words, all the 2 × 2 submatrices of M (that do not cross the main
diagonal) will be singular. There is a well-developed theory for these important
matrices [20] that allows wider bands for M0 and M−1.
Here are equivalent conditions on M that make M−1 block tridiagonal. The
key point is that the entries in M0 determine all other entries in M . Those entries
are shown explicitly in condition 2.
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1. The completion from M0 to M maximizes the determinant of M (the en-
tropy).
2. The completion for n = 3 is given by
M =
 M11 M12 M12M−122 M23M21 M22 M23
M32M
−1
22 M21 M32 M33
 . (2)
Applying this rule recursively outward from the main diagonal, M is ob-
tained from M0 for any matrix size n.
3. The completed entries M13 and M31 minimize the ranks of(
M12 M13
M22 M23
)
and
(
M21 M22
M31 M32
)
.
This extends the “zero cofactor” condition to the block case. For ordinary tridiag-
onal matrices M , all 2× 2 blocks (except those crossing the main diagonal) have
rank 1. The Nullity Theorem [19] says that the dimensions of the null spaces of
these 2 × 2 block matrices match the number of columns in the zero blocks in
M−1.
Early motivation for these matrix problems came in statistics where a covari-
ance matrix might have missing entries because complete data was not available.
For instance in finance, perhaps two assets are not traded frequently enough or not
on sufficiently comparable time-scales to provide data that would lead to a sen-
sible estimate of a covariance. An example of an incomplete covariance matrix
could be (although more complicated patterns of missing entries are possible)
M0 =
 M11 M12 ?M21 M22 M23
? M32 M33
 .
A naı¨ve first remedy is to replace the missing entries in M0 by zeros, but that is
usually not a good idea; amongst other issues that choice is not guaranteed to al-
ways result in a positive definite completion. Dempster [4] suggested completing
to a covariance matrix by instead inserting zeros in the inverse matrix in positions
that correspond to missing values in the original incomplete covariance matrix.
For this example, that leads to a sparsity pattern for M−1 displayed in (1), and
eventually to the completion to M displayed in (2). In general, the entries of the
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inverse covariance matrix (the concentration matrix or the precision matrix) can
be interpreted as the information, so setting these entries to zero reflects the situ-
ation that in the absence of data we have no information. More than that, in the
multivariate Gaussian case where a vector x ∈ Rd has probability density
p(x) =
1√
(2pi)d
√
detM
exp(−x>M−1x/2),
the entropy
∫
p(x) log p(x)dx (an integral in d-dimensions), of the distribution
is maximized by maximizing the determinant. The zeros in the inverse matrix
are a consequence of maximizing the determinant [8] subject to the constraint
of being consistent with the initial data. That seems intuitively satisfying because
maximizing an entropy corresponds in some sense to assuming as little as possible
while remaining consistent with the partial data. This also leads to the maximum
likelihood estimator.
Zeros in the concentration matrix M−1 correspond to conditional indepen-
dence and the non-zero pattern of the concentration matrix corresponds to edges
in the graph of the associated Gaussian Markov random field [15]. Extending
these ideas to estimate covariance matrices in high dimensions is an important and
active line of work, connecting to methods that impose sparsity on the concentra-
tion matrix via l1-regularization while still optimizing log-determinant objective
functions [13, 7].
Other references include: Gohberg et. al. [5, 6], Johnson and Lundquist [8, 9],
Lauritzen [11, page 145], Speed and Kiiveri [15] and Strang and Nguyen [19, 16].
2 The Local Inverse Formula
At first sight it is hard to believe that the inverse of an n × n matrix (or block
matrix) can be found from “local inverses.” But if M−1 is a tridiagonal (or block
tridiagonal) matrix, that statement is true. The only inverses you need are 1×1 and
2×2 along the main diagonal ofM . The 1×1 inverses,M−12,2 , . . .,M−1n−1,n−1, come
from the diagonal blocks. The 2× 2 inverses Z−1i come from adjacent blocks:
Z−1i =
(
Mi,i Mi,i+1
Mi+1,i Mi+1,i+1
)−1
.
In other words, we only need the tridiagonal part of M to find the tridiagonal
matrix M−1.
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From n − 2 inverses M−1i,i and n − 1 inverses Z−1i , here is the local inverse
formula (when n = 3):
M−1 =
(M11 M12M21 M22
)−1 +
 (M22 M23
M32 M33
)−1−
 M−122
 (3)
=

 Z−11
 +
  Z−12

−
 M−122
 .
We emphasize that M itself need not be tridiagonal. It rarely is. The construction
of M does start with a tridiagonal matrix, M0. That matrix is completed to M
in such a way that M−1 is tridiagonal. It becomes reasonable to expect that M−1
depends only on the starting tridiagonal matrix M0. But still the simplicity of the
local inverse formula is unexpected and attractive.
This local formula for M−1 can be established in several ways. Direct ma-
trix multiplication will certainly succeed. Johnson and Lundquist [9] show how
this 3 × 3 block case extends by iteration to larger matrices (with wider bands or
general chordal structures, described next). The present paper looks at the trian-
gular LDU factorization — which produces banded or chordal factors. And we
view the matrix algebra in the A>CA framework that is fundamental to applied
mathematics.
The generalisation to matrices M−1 with five non-zero block diagonals is
straightforward. Thus M0 is pentadiagonal, and its extension to M is determined
so that M−1 is also pentadiagonal. Then the local inverse formula goes directly
from M0 to M−1, bypassing the completed matrix M . The formula involves the
2×2 inverses Z−1i together with the 3×3 inverses Y −1i . The submatrices Yi come
from three adjacent rows and columns (i, i + 1, i + 2) of M0 and M . The local
inverse formula assembles the inverse as before (displayed for n = 4):
M−1 =

 Y −11
 +
  Y −12

−
 (Z−12 )

= 5-diagonal matrix.
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The formula extends to wider bands in M0 in a natural way. Beyond that come
‘staircase matrices’ that are unions of overlapping square submatrices Yi centered
on the main diagonal. The sizes of the Yi can vary and the overlaps (intersections)
are the Zi. The inverse formula remains correct.
The ultimate extension is to chordal matrices M0 and M−1 [9]. Their non-
zero entries produce a chordal graph [2, 1, 10]. Beyond that we cannot go. Two
equivalent definitions of the class of chordal matrices are:
• Suppose M0 has non-zero entries in positions (i0, i1), (i1, i2), . . . , (im, i0).
If m ≥ 4 then that closed path has a “shortcut” chord from an iJ to an
iL 6= iJ+1 for which M0(iJ , iL) 6= 0.
• There are permutations P and Q> of the rows and columns of M0 so that
the matrix A = PM0Q> allows “perfect elimination with no fill-in:”
A = LDU = (lower triangular) (diagonal) (upper triangular)
with Lij = 0 and Uij = 0 whenever Aij = 0.
We may assume [14], that M0 comes in this perfect elimination order. Then it is
completed to M in such a way that M has the same elimination order as M0.
3 Completion of M and triangular factorizations
When does a 3 × 3 block matrix M have a tridiagonal inverse? If the tridiagonal
part of M itself is prescribed, the entries in the upper right and lower left corners
are determined by the requirement that the corresponding entries inM−1 are zero:
M =
 M11 M12 M12M−122 M23M21 M22 M23
M32M
−1
22 M21 M32 M33
 . (4)
It is this completed matrix M (also in (2)) that multiplies the matrix in (3) to
give the identity matrix and verify the local inverse formula. Suppose M is block
upper triangular: call it U , with unit diagonal blocks. Then the matrices and the
local inverse formula become particularly simple. Here are the incomplete U0, the
completed U and the inverse U−1:
U0 =
 I U12 ?0 I U23
0 0 I

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U =
 I U12 U12U230 I U23
0 0 I
 (5)
U−1 =
 I −U12 00 I −U23
0 0 I
 .
The local inverse formula separates U−1 in three parts:
U−1 =
 I −U12 00 I 0
0 0 0
+
 0 0 00 I −U23
0 0 I
−
 0 0 00 I 0
0 0 0
 . (6)
We vainly hoped that this simple idea could apply to each factor of M = LDU
and produce factors of M−1. That idea was destined to fail — the correct factors
mix upper with lower (just as elimination does). Still it would be attractive to un-
derstand the general chordal case through its triangular factors. The key property
of “no fill-in” distinguishes chordal matrices in such a beautiful way.
Example
Consider the 3× 3 matrix
M0 ≡ 1
4
 3 2 ?2 4 2
? 2 3

that is completed to
M =
1
4
 3 2 12 4 2
1 2 3
 ,
with inverse
M−1 =
 2 -1 0-1 2 -1
0 -1 2
 .
In this symmetric example, U = L> and M = LDU = LDL> where
L =
 1 0 02
3
1 0
1
3
1
2
1
 and D = 1
12
 9 0 00 8 0
0 0 6
 .
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Notice these examples of L and of U satisfy the formats displayed in (5) and in (6)
(our example illustrates these formats in the scalar case but those formats remain
true in the block matrix case).
4 TheA>CA framework: A matrix factorization re-
statement
Applied mathematics is a broad subject far too diverse to be summarized by
merely one equation. Nevertheless, A>C A offers a matrix framework to under-
stand a great many of the classical topics, including: least squares and projections,
positive definite matrices and the Singular Value Decomposition, Laplace’s equa-
tion with A = grad and the Laplacian as ∇2 = div(grad) = A>A, networks and
graph Laplacians [17]. It is therefore satisfying to place the local inverse formula
in this framework.
Consider a square n × n invertible matrix M such that the inverse matrix
satisfies the ‘local inverse formula.’ We will express the local inverse formula as
the following factorization of the inverse matrix
M−1 = A>C−1A (7)
and factorization of the original matrix
M = G>C G. (8)
Such factorizations are often represented by commutative diagrams. Here we
represent x =M−1b as
Rm C
−1←−−− Rm
A>
y x A
Rn M
−1←−−− Rn
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and we reverse the directions of all four arrows to represent Mx = b as
Rm C−−−→ Rm
G
x yG>
Rn M−−−→ Rn
Notice that in this approach we start with the inverse matrix M−1, and then we
invert the inverse to arrive at the original matrix: (M−1)−1 = M . To describe the
factorizations we must identify the matrices C, A and G, but first we introduce
notation.
Our setting is that the non-zero sparsity pattern of M−1 is a chordal graph on
n nodes, with a clique tree (sometimes called a junction tree) on cb nodes that rep-
resent the cb maximal cliques (square submatrices of M0 with no missing entries).
There are cb ‘blocks’ and co ‘overlaps’ in the corresponding local inverse formula.
Let c = cb + co be the sum of these counts. Denote these block matrices by Ck
for k = 1, . . . , c. Order these matrices so that all the cb blocks that correspond to
maximal cliques come first, and all the c − cb blocks that correspond to overlaps
come last. Let dk denote the size of clique k so that Ck is a dk× dk matrix, and let
m =
c∑
k=1
dk =
cb∑
k=1
dk +
c∑
k=cb+1
dk.
Note that m > n.
Define the m×m block diagonal matrix
C ≡

C1
C2
. . .
Ccb
−Ccb+1
. . .
−Cc

.
The minus signs in front of the blocks in the bottom right corner correspond to
overlaps.
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Because each block Ck corresponds to a subset of nodes in the original graph,
each row (i = 1, . . . ,m) of C corresponds to a node (j = 1, . . . , n) in the original
graph. Define the m× n matrix A of 0s and 1s to encode this correspondence:
Ai,j ≡
{
1 if node j corresponds to row i of C
0 otherwise.
Note that each row of A contains precisely one non-zero entry and that entry is 1.
The total number of non-zero entries in A is m. Each column of A contains one
or more 1s.
It is a necessary condition for the local inverse formula to apply that all of
the blocks Ck be separately invertible. Then C is an invertible matrix, and C−1
is the block diagonal matrix with blocks C−11 , . . . , C
−1
c . With these definitions,
the factorization M−1 = A>C−1A in (7) is simply matrix notation for the local
inverse formula: M−1 is “the sum of the inverses of the blocks, minus the inverses
of the overlaps.”
It remains to describe the factorization M = G>CG in (8). Intuitively, this
is arrived at by reversing the directions of the arrows in the commutative diagram
for M−1. It is easy to see that replacing C−1 by C will reverse the direction of the
arrow at the top of the diagram in a way that correctly inverts the action of C−1.
It is not so easy to see that we can find matrices G> and G such that the di-
rections of the arrows corresponding to A and to A> are reversed with the desired
effect. Indeed, at first glance that seems to be tantamount to finding the ‘inverse’
of the A matrix, but that is impossible because A : Rn → Rm is not a square
matrix. However, there is redundancy in the action of A. Although A maps from
a smaller n−dimensional space to a larger m−dimensional space, the matrix only
has n columns, so the column space reached by A is only an n−dimensional sub-
space of Rm. (Columns ofA are independent because each row contains precisely
one 1.) This makes it possible to choose G> so that we only ‘invert’ on the sub-
space that we need to. A possible choice is the pseudoinverse of A, i.e.
F ≡ (A>A)−1A>.
Note that FA = In is the n × n identity matrix (but FA 6= Im). So F is a left
inverse for A. Instead of F , we could choose another left inverse of A, namely
G>, where G is the matrix described next.
The last step is to now find the matrix G that will ‘undo’ the effect of A>.
Note that in our factorization, the matrix A> acts only on the range of C−1A (and
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not on all of Rm). In other words, in our factorization, it is the column space of
C−1A that is the ‘input space’ to A>. So we only need to invert on that subspace,
by
G ≡ C−1AM.
This choice makes it clear that G has two desirable properties:
• the columns of G are linear combinations of the columns of C−1A, so the
range of G is in the n−dimensional subspace of Rm that is reached by
C−1A, and
• G>CG = G>C(C−1A)M = (G>A)M = (I)M =M .
The second property, that LACG = M , is not unique to our choice of G — it
holds for any matrix LA that is a left inverse of A. (Then we have LACG =
LAC(C
−1A)M = (LAA)M = (I)M = M .) We have already seen that F is
a left inverse of A so F is a possible choice for a factorization to recover the
original matrix, i.e. FCG = M . To see that G> is also a left inverse of A,
recall the definition G ≡ C−1AM . By the rule for a transpose of a product,
G> =M>A>(C−1)>. So
G>A =M>A>(C−1)>A =M>(A>C−1A)> =M>(M−1)> = I,
as required.
These choices also have: A>G = (A>C−1A)M = M−1M = I , and FG =
(A>A)−1. And AF is a projection matrix.
Example
We now exhibit the A>CA factorization for the same 3 × 3 matrix example that
we used earlier in (7) to demonstrate the LDU factorization
M ≡ 1
4
 3 2 12 4 2
1 2 3
 with inverse M−1 =
 2 -1 0-1 2 -1
0 -1 2
 .
The graph of non-zeros is a line of three nodes. The maximal cliques are
C1 ≡ 1
4
(
3 2
2 4
)
and C2 ≡ 1
4
(
4 2
2 3
)
.
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The overlap is
C3 ≡ 1
4
(
4
)
= (1),
so in this example m = 2 + 2 + 1 = 5. The m×m block diagonal matrix C is
C ≡ 1
4

3 2 0 0 0
2 4 0 0 0
0 0 4 2 0
0 0 2 3 0
0 0 0 0 −4
 .
The matrix that sends ‘node space’ (the three columns could correspond to the
three nodes) to ‘clique space’ (rows 1, 2, 3, 4, 5 correspond to nodes 1, 2, 2, 3, 2) is
A ≡

1 0 0
0 1 0
0 1 0
0 0 1
0 1 0
 .
Direct matrix multiplication confirms that A>C−1A does indeed give M−1, as
expected from the local inverse formula. In this example
F ≡ (A>A)−1A> =
 1 0 0 0 00 1
3
1
3
0 1
3
0 0 0 1 0

and
G ≡ C−1AM =

1 0 0
0 1 1
2
1
2
1 0
0 0 1
−1
2
−1 −1
2

and FCG = G>CG = M . Typically and in this example, the local inverse
formula only applies in going from M to M−1, and
M 6= A>C A = 1
4
 3 2 02 4 2
0 2 3
 .
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5 Applications
We now showcase by example some of the especially elegant applications of the
local inverse formula.
Example: A Toeplitz matrix
Complete the missing entries in M0 to arrive at a first example via
M0 =

2 −1 ? ?
−1 2 −1 ?
? −1 2 −1
? ? −1 2
 −→

2 −1 1
2
−1
4−1 2 −1 1
2
1
2
−1 2 −1
−1
4
1
2
−1 2
 =M
so that the completed matrix has an inverse with zeros in the locations where
entries were missing in the original matrix:
M−1 =
1
6

4 2 0 0
2 5 2 0
0 2 5 2
0 0 2 4
 (9)
=
1
6
 4 22 4
+ 1
6
 4 22 4
+ 16
 4 2
2 4

−
 12
 −
 1
2
 .(10)
The local inverse formula assembles M−1 in (10) from the inverses of the three
repeating blocks in M (
2 −1
−1 2
)−1
=
1
6
(
4 2
2 4
)
and subtracting the inverses, (2)−1 = 1/2, of the two overlaps.
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To appreciate the significance of those zeros in M−1 in (9), it helps to re-
call that the derivative of the determinant with respect to the entries of the ma-
trix is given by a cofactor up to scaling by the determinant (this result comes
quickly from the cofactor expansion of the determinant along one row of the ma-
trix, for example). This leads to an especially simple form of derivative of the
log-determinant, which in the symmetric case is simply the corresponding entry
of the inverse matrix:
∂
∂aij
log detM = (M−1)ij.
Hence zeros in the inverse matrix, such as appear in (9), correspond to setting
derivatives to zero, which corresponds to a local optima. The log-determinant is
convex on the cone of symmetric positive definite matrices so a local optima is
also a global maximum in this case.
This first example suggests a second example, by generalizing to a doubly
infinite Toeplitz matrix [5]. A Toeplitz matrix is constant along diagonals: the
(i, j) entry is a function of (i− j), so specifying one row of the matrix completely
specifies all entries of the matrix. In the doubly infinite Toeplitz case, the entries
of a row are the Fourier series of an associated function s known as the symbol of
the matrix. The matrix completion problem becomes a problem of Fourier series
for functions. We must complete the missing Fourier coefficients for a function
s so that the Fourier series of the reciprocal function 1/s has zero coefficients
corresponding to missing entries in the Fourier series of s. For example,
. . .
· · · ? ? −1 2 −1 ? ? · · ·
. . .

−1
=

. . .
· · · 0 0 ? ? ? 0 0 · · ·
. . .

is completed to
. . .
· · · −1
4
1
2
−1 2 −1 1
2
−1
4
· · ·
. . .

−1
=
1
6

. . .
· · · 0 0 2 5 2 0 0 · · ·
. . .
 .
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The general principle is to complete the symbol
s(x) =
∞∑
−∞
ake
ikx with inverse
1
s(x)
=
∞∑
−∞
bke
ikx
so that bk = 0 when ak was not specified. This maximizes the log-determinant∫ 2pi
0
log
∞∑
−∞
ake
ikxdx
amongst symmetric positive definite Toeplitz matrices.
Banded matrices with banded inverse
In very exceptional cases [16] a banded matrix can have a banded inverse. Then
the local inverse formula applies in ‘both directions’ (leading to a class of ‘chordal
matrices with chordal inverse’). This will give a (new?) algorithm for the analysis
and synthesis steps in a discrete wavelet transform (known as a filter bank) [3,
12, 18]. Here is an example of one of the celebrated Daubechies wavelets in this
framework.
Example: a Daubechies wavelet
Set
s =
√
3, B1 =
(
1 + s 3 + s
−1 + s 3− s
)
, and B2 =
(
3− s 1− s
−3− s 1 + s
)
.
Notice B1 and B2 are singular. Set
t′ =
( −(3 + s) 1 + s 0 0 0 0 ) and t = √32 t′||t′||2
and
b′ =
(
0 0 0 0 (1 + s) 3 + s
)
and b =
√
32
b′
||b′||2 .
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With these definitions a matrix corresponding to a Daubechies wavelet is
M =
1√
32

t
B1 B2 0
0 B1 B2
b

=

-0.8660 0.5000 0 0 0 0
0.4830 0.8365 0.2241 -0.1294 0 0
0.1294 0.2241 -0.8365 0.4830 0 0
0 0 0.4830 0.8365 0.2241 -0.1294
0 0 0.1294 0.2241 -0.8365 0.4830
0 0 0 0 0.5000 0.8660
 .
Then, as desired for a wavelet basis, M is orthogonal so M−1 = M> is also
banded. (There are also important non-orthogonal wavelets with banded M and
M−1.)
Early motivation for the local inverse formula came from problems with co-
variance matrices, which are symmetric positive definite. But the local inverse
formula can also apply to matrices that are not symmetric positive definite, as in
this Daubechies wavelet matrix example.
More interestingly in the context of our present article, in this example, the
local inverse formula applies in both directions. We have
A>C−1A =M−1 (11)
(this is the local inverse formula that we have come to expect when M−1 is
chordal) and
M = A>CA
(this is not a local inverse formula, and it happens only in the special case that the
nonzero pattern of M is subordinate to the same chordal graph associated with
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M−1). The matrix A is
A =

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 1 0 0 0 0
0 0 1 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 1 0 0
0 0 0 0 1 0

.
The matrix C is block diagonal with blocks, in this order,
C1 =
 -0.8660 0.5000 00.4830 0.8365 0.2241
0.1294 0.2241 -0.8365
 , C2 =
 0.8365 0.2241 -0.12940.2241 -0.8365 0.4830
0 0.4830 0.8365
 ,
C3 =
 -0.8365 0.4830 00.4830 0.8365 0.2241
0.1294 0.2241 -0.8365
 , C4 =
 0.8365 0.2241 -0.12940.2241 -0.8365 0.4830
0 0.5000 0.8660
 ,
−C5 =
(
-0.8365 -0.2241
-0.2241 0.8365
)
, −C6 =
(
0.8365 -0.4830
-0.4830 -0.8365
)
,
−C7 =
(
-0.8365 -0.2241
-0.2241 0.8365
)
.
For the special class of matrices for which the local inverse formula applies in
both directions, and analogous to the way a block diagonal C is defined from
that part of M corresponding to the chordal graph of M0, we could also define a
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block diagonal matrixD from that part ofM−1 corresponding to the same chordal
graph. Then
A>D−1A =M (12)
(compared to (11), here (12) is the local inverse formula in the opposite direction,
by assembling M from inverses of blocks and overlaps in M−1) and
M−1 = A>DA.
In this example D is the same as C>, but there are other examples for which the
local inverse formula applies in both directions where D 6= C>.
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