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スーパーコンピュータ AOBAでの MATLABの並列処理 
― MATLAB の並列処理を大規模にスケールアウト ― 





テム AOBA-Bにおいて MATLAB®のデスクトップ環境(MATLAB、Parallel Computing Toolbox™など)
やクラスター環境(MATLAB Parallel Server™)が用意されています。MATLABの並列処理を AOBAの
リソースを活用して大規模にスケールアウトすることができます。 
 
2. AOBA-Bでの MATLABの並列処理のワークフロー 
AOBA-Bで MATLABの並列処理を実行するためのワークフローは以下のとおりです。 
 
まず AOBA-Bのログインサーバに SSHでログインし、フロントエンドサーバ(front1 または
front2)に SSHログインします。フロントエンドサーバで MATLABを起動し、並列処理を実行しま
す。並列処理の設定や処理内容に応じて、NEC Networking Queueing System V (NQSV)と連携を行
うスクリプトが qsub などのコマンドを自動生成します。NQSVでジョブの割当がされると計算サ
ーバで MATLAB Parallel Server のワーカーが起動し、MATLABの並列処理を実行します。並列処





図 1 AOBA-Bでの MATLABの並列処理ワークフロー 
［解 説］
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3. MATLAB Parallel Serverと NQSVの連携 
3.1 連携の概要 
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表 2 連携スクリプトの設定ファイル(mdcs.rc) 
































JobStorageLocationOnPC 無し AOBA-B の場合、使用しません。 
 
3.2.3 連携スクリプトの設定 















図 3 クラスタープロファイルの作成と管理をクリック 
 









図 5 必要に応じてクラスタープロファイルの設定を変更 
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クラスタープロファイルの項目と対応する NQSVのオプションについては表 3及び表 4のとお
りです。 
 
表 3 クラスタープロファイルの項目と対応する NQSVのオプション 











NumThreads 1 ワーカーあたりのスレッド数 ― 1 
(推奨は 1 です) 








































追加で渡す qsub の引数 ― ― 
DebugMessagesTurne
dOn 




レス> -m b -m e 
無し 
IdentityFile SSH の鍵ファイルのパス。鍵ファ
イ ル を 使 用 す る 場 合 は
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表 4 クラスタープロファイルの項目と対応する NQSVのオプション (続き) 
プロパティ名 説明 対応する NQSVの
オプション 
デフォルト値 
MaxElapseTime 最大経過時間 -l elapstim_req 24:00:00 
NodeCount ノード数 -b 1 
ProcsPerNode 1 ノードあたりのプロセス数 (-b のノード数
算出に使用) 
128 
QueueName キュー名 -q lx 
RequestName リクエスト名 -N 無し 
RequestRerun リクエストのリランの有無 -r y / -r n false 
UseIdentityFile SSH をパスワードではなく鍵フ
ァイルでログインするオプショ


























また、MATLAB Parallel Serverを AOBA-Bで実行する際の、その他の NQSVオプションは以下の
とおりです。 
 
表 5 その他の NQSVのオプション 




Intel MPI に指定しています。 
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図 7 推奨される並列プールでのワーカー数を変更 
 
















n = 200; 
A = 500; 
a = zeros(n); 
parfor i = 1:n 
    a(i) = max(abs(eig(rand(A)))); 
end 
















>> job1 = batch('parallelServerSample', 'Pool', 3, 
'AutoAddClientPath',false); 







 表 6 用語集 
用語 意味 












 MATLAB および Simulink による並列計算 
https://jp.mathworks.com/solutions/parallel-computing.html 
 
 Parallel Computing Toolbox について 
https://jp.mathworks.com/products/parallel-computing.html 
 
 MATLAB Parallel Serverについて 
https://jp.mathworks.com/products/matlab-parallel-server.html 
 
















 コミュニティ Q&A サイト 
https://jp.mathworks.com/matlabcentral/answers/ 
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