ABSTRACT Semantic segmentation domain adaptation is used to deal with segmentation problems in a new domain even without pixel-level labels. Highly precise boundaries are the major indicator of segmentation performance, but the previous methods mainly have focused on global representation rather than on local representation, leading to an inferior performance of object boundaries in domain adaptation. In this paper, we propose weighted boundary constraint to refine those segmentation predictions and incorporate it into a generative adversarial network (GAN)-based network for domain adaption to achieve further significant improvement. The boundary constraint loss is designed as the cross-entropy between the intermediate result and the refined result. In addition, confidence from discriminator of GAN is used to constrain the boundary constraint loss to reduce the negative impact from inaccurate object boundaries. The entire network can be learned in an end-to-end manner. Both quantitative and qualitative experiments demonstrate the benefits of our approach which shows the competitive performance with the state-of-the-art methods.
I. INTRODUCTION
Semantic segmentation is a common computer vision task that aims to densely assign labels to each pixel in the input image. The development of deep learning in recent years has paved an efficient way for semantic segmentation tasks and led to great advances [2] , [18] , [35] . However, deep learning based methods require large-scale datasets to fit their high-capacity models. A larger annotated image dataset (e.g., ImageNet [28] and COCO [16] ) often gives better performance, but the pixel-level labeling of segmentation is often tedious and painstaking.
To reduce the manual workload, some prior works [25] , [26] rendered synthetic data (e.g., virtual cities and computer games) to generate ground truth automatically. Nevertheless, a model learned from synthetic data
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cannot be well generalized to real-world data due to the large domain shift between synthetic images and real-world images [11] , [33] .
To address this domain shift issue, some domain adaptation techniques have been proposed to reduce the gap between a synthetic dataset (source domain) and a real-world dataset (target domain). These pioneering approaches [7] , [8] , [19] have been introduced to align the feature distribution by closing their feature distances between the two domains. Recently, GAN based adaptation approaches [29] , [30] , [34] have shown promising performance due to the GAN's powerful ability for generating similar image content from the two domains.
Highly precise boundaries are a significant indicator of one good segmentation approach, but existing improvements have mainly concentrated on global representation rather than the object boundary representation. A common idea to improve boundary performance is Conditional Random Fields (CRF) VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ inference, which can serve as a postprocessing step to refine boundaries after deep learning [1] , [2] , [17] . However, this approach does not fully exploit the advantages of the deep model, because once the deep model is trained, it is often too confident even about the misclassified area. Therefore, the postprocessing by CRF only shows limited improvement for the precise boundaries of objects.
In this paper, we propose an embedded solution for the boundary problem in semantic segmentation domain adaptation. We use CRF to force each intermediate result during the training process to match its possible boundaries. Then, a boundary constraint loss is designed as crossentropy between the intermediate result and the refined result. However, some of the loss of image samples may cause harm due to some quite inaccurate intermediate results. Therefore, we need to reduce the negative impact of poor image results. Meanwhile, some local objects with elegant performance should be used to enhance the positive impact of the boundary constraint loss. To this end, we further design adaptive weights to balance the boundary loss. Finally, we combine weighted boundary constraint with the segmentation domain adaptation model to make end-to-end training of the entire deep network possible using the usual back-propagation algorithm.
The major contributions of this work can be summarized as follows:
• We propose carefully designed boundary constraint to enhance the semantic segmentation domain adaptation network to address the boundary problem in semantic segmentation domain adaptation.
• The entire network can be easily optimized in an end-toend manner.
• Our experiments show competitive performance compared to the state-of-the-art methods for synthetic-toreal and real-to-real benchmark datasets.
II. RELATED WORK
Deep semantic segmentation is one of the most challenging tasks in computer vision, in which deep neural networks has achieved great success recently. The pioneering work that introduced the convolutional neural network (CNN) [15] to semantic segmentation is proposed in [1] , [18] . Based on the two models, numerous methods [6] , [9] , [21] , [27] , [32] , [35] have been developed to further improve semantic segmentation performance. To meet the requirements of those high-capacity models, an enormous amount of painstaking pixel-level labeling work is required to manage innumerable images that need to be accurately depicted. According to [25] , it took approximately 90 minutes to manually segment each image in [4] . To reduce the heavy labeling cost of collecting segmentation ground truths, some approaches [5] , [12] , [13] , [22] , [23] explored the potential of weakly or semisupervised information. However, it is still costly to obtain weakly annotations by human labor and their models may not generalize well to new domains. Thus, we mainly study the possibility of using synthetic images, which involve only a few seconds of labeling work per image [25] , to train high-quality segmentation networks on an unlabeled dataset. Deep domain adaptation addresses the domain-shift problem between the source and target domains in a deep learning framework. Numerous methods [7] , [8] , [19] , [20] , [31] were developed to deal with the classification task by aligning the feature distribution between source and target domains. For semantic segmentation, Hoffman et al. [11] proposed the method addressing domain adaptation by regularizing the intermediate layers and constraining the output of the network, and [33] , [36] used the label distributions or constrained pseudo-labels to deal with domain adaptation problem. Recently, [29] , [30] , [34] provided excellent gains based on generative adversarial networks. However, those methods rarely studied the boundary problem in the adaptation processing even though the boundary is of great importance in segmentation performance evaluation. Therefore, following the above inspiring work, we further explore the boundary optimizing strategy to further improve the semantic segmentation model.
III. METHOD
In this section, we provide a formal treatment for the proposed approach and explain our enhanced semantic segmentation domain adaptation procedure in detail.
A. PROPOSED MODEL
Following the algorithm [30] , we design a segmentation domain adaptation network with an additional boundary constraint. Figure 1 briefly shows the overview of the proposed algorithm. It involves two deep models in the entire network, the generator G and the discriminator D. The generator, which adopts the classical segmentation model DeepLab-v2 [2] (Figure 2 ), is used to predict output results. The purpose of our work is to improve the ability of the generator to parse images in the target domain. The discriminator, similar to [24] but utilize all fully-convolutional layers without flattened operation, whose architecture is illustrated in Figure 3 , is used to distinguish whether the input is from the source or target segmentation output and provides weights for the boundary constraint.
There are four losses in our adaptation model. With the segmentation loss L gt from source ground truth, the generator is trained for parsing the road scene image of the source domain. With the adversarial loss L adv , the generator is updated to fool the discriminator by generating similar distributions in the output space between the source and target images. With the boundary loss L b , the generator is updated to fit the object boundaries in the target image. With the two classes crossentropy loss L D , the discriminator is optimized to classify the input as a source or target output of generator.
B. OBJECTIVE FUNCTION
The generator G in the proposal method is optimized in three ways. The first is forwarding the source image I s to the generator for optimizing and propagating gradients through The generator formulation contains four loss terms:
where α is the weight of the adversarial loss and is empirically set as 0.001, β is the weight of the boundary loss and is set as 0.002.
The L gt is using the cross-entropy loss with ground truth annotations in the source domain, defined as follows:
where
s denotes the n-th pixel in the ground truth of the source domain, N denotes the output pixels set, and G(I t ) (n) is the n-th pixel in softmax output of the generator from the source image.
The adversarial loss L adv adapts predicted segmentations of target images to the distribution of source predictions, defined as follows:
where G(I t ) (n) is the n-th pixel in softmax output of the generator from the target image. The boundary loss L b encourages the generator to learn to produce segmentation masks (the intermediate result) that match up with object boundaries, defined as follows:
where w D , W D is the weights to balance the loss of each pixel, and l b represents the losses from pixels in different classes, defined as
in which Q(I t , G(I t )) is a refined result by fully connected CRF, as in [14] , with unary potentials given by the logarithm of the target output from the generator and pairwise potentials that depend only on the image pixels. The discriminator formulation is a cross-entropy loss for the two classes (i.e., source and target). Given the segmentation softmax output P = G(I ), the discriminator loss is defined as follows:
where z = 0 if the sample is drawn from the source dataset (P = G(I s )), and z = 1 if the sample is drawn from the target dataset (P = G(I t )).
Apart from training the GAN, D(G(I t )) is also used to calculate w D and W D to balance the boundary loss l b in this work.
The boundary loss weights w D and W D control the boundary refining training on global and local levels respectively. Note that l b calculation is based on the target intermediate prediction whose quality is not stable. But a better target intermediate prediction denotes more elegant boundary which impels l b to benefit the G network more and vice versa. As D(G(I t )) from D network can evaluate the prediction quality with a confidence map, we naturally employ D(G(I t )) to calculate weights to balance l b .
We first utilize the scalar weight w D to treat all pixel loss in l b equally on the global level. w D is considered as the mean output of discriminator D, defined as follows:
where |N D | is the number of pixels in an output of D and n denotes the n-th pixel in the output of D. Next, to enhance the positive impact from some high quality local predicted object boundaries, we conditionally heighten their corresponding pixel loss in l b . We only consider the pixels with higher confidences in the confidence map as the two-dimensional matrix weight W D (to do the dot product with each channel of the l b ), defined as follows:
where ( 
IV. EXPERIMENTS
In the following section, we describe experiments conducted on several datasets to investigate the performance of our domain adaptation approach for semantic segmentation. More specifically, we show evaluations of the model trained with synthetic datasets (i.e., SYNTHIA [26] and GTA5 [25] ) and we test the adapted model using real-world images from the Cityscapes [4] dataset. We additionally evaluate the realto-real performance, where the model is trained on one city and adapted to another city without using annotations.
A. SYNTHETIC-TO-REAL DATASETS 1) SOURCE DATASETS
We consider the synthetic datasets, SYNTHIA (virtual urban scenes) and GTA5 (game videos) as the source datasets.
The SYNTHIA dataset consists of a collection of photorealistic frames rendered from a virtual city and is labeled with precise pixel-level semantic annotations. We use its SYNTHIA-RAND-CITYSCAPES set as the source domain which contains 9400 images compatible with the cityscapes annotated classes. Similar to [30] , we evaluate images on the Cityscapes validation set using 13 classes. The resolution of each image is 1280×760.
The GTA5 dataset contains 24,966 images from the game Grand Theft Auto V (GTA5) and the pixel-level ground truth for each image is also created. The ground truth annotations are compatible with our target Cityscapes dataset. In the game, the images are captured on the virtual city of Los Santos, which is based on the city of Los Angeles. The resolution of each image is 1914×1052.
2) TARGET DATASET
The Cityscapes dataset, a popular benchmark for semantic understanding of urban street scenes, is employed as the target dataset. It contains high quality pixel-level annotations of 5000 images collected in street scenes from 50 different European cities. Following the standard protocol in the segmentation task, 19 semantic labels (e.g., car, road, person, and building and etc) are used for evaluation. The entire dataset is divided into three parts: 2975 training samples, 500 validation samples and 1525 test samples. The resolution of each image is 2048×1024.
B. REAL-TO-REAL DATASETS
We further conduct experiments on the real-to-real adaptation with a smaller domain gap for evaluating our proposed method. Here the Cityscapes dataset is employed as source dataset and the Cross-City dataset [3] as target dataset. The Cross-City dataset contains four different cities: Rio, Rome, Tokyo and Taipei, in which each city has 3200 images without annotations and 100 images with pixel-level ground truths for 13 classes. The domain gaps between real cities are smaller than synthetic-to-real datasets.
C. QUANTITATIVE EVALUATION
We first examine the effectiveness of our method from SYNTHIA to Cityscapes. We use the mIoU to measure the mean Intersection over Union score of all categories. Table 1 shows the adaptation results with comparisons to the state-ofthe-art domain adaptation methods. Our approach shows superior performance in most categories. In addition, our mIoU result shows a gain that is 2.3% higher than AdaSegNet [30] which utilizes the same segmentation model as ours, and with additional postprocessing by CRF, it achieves the mIoU at 49.4%. We also note that the improvements over the source-only performance mainly happened for large or frequent objects (like road, sidewalk, car, etc.), as they could be easily distinguished by the discriminator and easily refined by CRF. Another widely used factor that evaluates the adaptation performance is to measure how much the gap is narrowed between the adaptation model and the fully supervised model. In Table 2 , we compare the results from the fully supervised trained model for Cityscapes annotated ground truths with the adapted results by applying different methods. Our performance shows the smallest mIoU gap in the comparison. To further obtain a fair idea about performance gain from domain adaptation processing, rather than segmentation models, we investigate the performance gains between the source-only model and the adapted model among those methods, as shown in Table 3 . Compared to the baselines, the proposed approach yields the best improvement of 13.0 points.
We also present the evaluation results of our domain adaptation method from GTA5 to CityScapes compared to the other tested methods. As presented in Table 4 , the resulting mIoU also gives superior performance with a value of 45.4% using our adaptation method. Similar to the previous experiment, our performance gap from the fully supervised model (in Table 5 ) and the performance gain for the source-only model (in Table 6 ) provides superior performance to other algorithms.
In the real-to-real adaptation experiment, similar to [30] , we use the Cityscapes as the source domain and Cross-City as the target domain. To each target city, 3200 images are used for adapting and 100 annotated images are used for evaluation. Table 7 shows the comparisons with the state-ofthe-art methods to different cities. The results show that our method outperforms the previous techniques in each target city dataset. Compared with the AdaSegNet, our weighted boundary constrained method achieves improvements range from 0.8 to 1.6 points, demonstrating the effectiveness of boundary constraint even in the small domain gap adaptation tasks. Noting the bus label, even usually large, in the city of Tokyo performs quite poor, as the most images in Tokyo dataset are captured in narrow-lane without a bus. As a result, the few bus objects in the test set will lead to an unstable performance in test phase. Besides, the scarcity of bus objects in the train set will mislead the adaptation model and obtain worse performance after adaptation. 
D. QUALITATIVE EVALUATION
In this section, the qualitative results are presented from synthetic to real benchmark datasets (SYNTHIA/GTA5 to Cityscapes and Cityscapes to Cross-City). Figure 5 shows the example results of the adapted segmentation for the SYNTHIA-to-Cityscapes and the GTA5-to-Cityscapes. Compared to source-only results, our results show a structure that is more similar to ground truth. Postprocessing by CRF also provides more precise boundaries. Figure 6 illustrates the results in Cross-City adapting from Cityscapes. The sourceonly results show better performance than synthetic-to-real results because of the smaller domain gap between two realworld environments. Then the results after adaptation achieve better performance in both semantic labels and boundaries.
E. ABLATIONS
To analyze the effectiveness of our weighted boundary constraint domain adaptation framework, we conduct ablation study with different designs. Table 8 details the mIoU improvement by considering three factors for domain adaptation in our method. GAN is a classic way to alleviate domain shift in recent domain adaptation studies which shows its elegant performance. ''BC'' means boundary constraint without weights and ''WBC'' means the weighted boundary constraint in the domain adaptation network. They further contribute mIoU improvement in domain adaptation to make up the deficiency of boundary in GAN. Postprocessing with CRF leads to a slight increase in each step. As the boundary information will be inevitably degenerated in the convolutional network due to the convolutional layers and pooling layers in test phase, the CRF processing is still slightly effective to the network even with boundary constraint. The final mIoU performance verifies our idea of boundary constraint strategy and the segmentation results are becoming increasingly accurate as more designs are included.
F. EXPERIMENTAL SETUP
We implement our network using the PyTorch toolbox on a single Titan XP GPU with 12 GB memory. We use the Stochastic Gradient Descent (SGD) optimizer to train the segmentation network and use the Adam optimizer to train the discriminator. It costs about 142 hours to train the model through 40,000 iterations.
V. CONCLUSION
The proposed method makes it possible to implement segmentation in a target dataset lacking pixel-level labels. The core idea of our method is to combine the weighted boundary constraint with a GAN based semantic segmentation domain adaptation. Experiments for synthetic-to-real benchmark datasets (SYNTHIA/GTA5 to Cityscapes) and real-to-real benchmark datasets (Cityscapes to Cross-City) demonstrate the effectiveness of the proposed method. In the future, we will extend this idea to semantic segmentation adaptation for different videos to capture the boundaries from dynamic features.
