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U´VOD
Adaptivn´ı filtrace prˇedstavuje efektivn´ı zp˚usob potlacˇen´ı parazitn´ıho signa´lu v uzˇitecˇne´m
signa´lu (naprˇ. elektrokardiograficky´ signa´l EKG, apod.),Adaptivn´ı filtry lze s u´speˇchem
pouzˇ´ıt tam kde rusˇen´ı s cˇasem meˇn´ı svoje parametry nebo jeho parametry prˇedem
nezna´me. V takove´m prˇ´ıpadeˇ pak nelze navrhnout potrˇebny´ cˇi optima´ln´ı filtr, ktery´
je obycˇejneˇ linea´rn´ı.
Metody adaptivn´ı filtrace se vyuzˇ´ıvaj´ı v le´karˇstv´ı d´ıky rozvoji digitalizace.
Prostrˇednictv´ım analy´zy EKG signa´lu lze diagnostikovat rˇadu nemoc´ı. Data z´ıskana´
z Holterovske´ho vysˇetrˇen´ı, z klidove´ho EKG a za´teˇzˇove´ho vysˇetrˇen´ı slouzˇ´ı ke zjiˇsteˇn´ı
srdecˇn´ıch arytmi´ı, srdecˇn´ı ischemie, infarktu, atd.
Data zaznamenana´ z povrchu teˇla pacienta jsou vsˇak cˇasto kontaminova´na sˇumem.
Mezi za´kladn´ı typy sˇumu patrˇ´ı na´sleduj´ıc´ı.
• Kol´ısa´n´ı nulove´ linie (drift) – je zp˚usobeno elektrochemicky´mi deˇji na roz-
hran´ı elektroda – k˚uzˇe. Jedna´ se o na´hodne´ rusˇen´ı, dechove´ a obecneˇ pohyby
pacienta.
• S´ıt’ove´ rusˇen´ı (brum) – je zaprˇ´ıcˇineˇno indukc´ı harmonicke´ho signa´lu z elektro-
vodne´ s´ıteˇ. V Cˇeske´ republice se jedna´ o kmitocˇet 50 Hz, v neˇktery´ch jiny´ch
zemı´ch jde o kmitocˇet 60 Hz. C´ılem te´to pra´ce je odstraneˇn´ı tohoto typu sˇumu.
• Myopotencia´ly – je napeˇt´ı vznikaj´ıc´ı prˇi cˇinnosti sval˚u. Projevuje se ve vsˇech
cˇa´stech uzˇitecˇne´ho spektra EKG signa´lu. Rusˇen´ı myopotencia´ly je typicke´ pro
za´teˇzˇove´ EKG.
Existuj´ı syste´my, ktere´ se snazˇ´ı s´ıt’ove´ rusˇen´ı u´cˇinneˇ potlacˇit. Veˇtsˇina z nich jsou
linea´rn´ı filtry kv˚uli jejich relativneˇ snadne´mu na´vrhu a zejme´na jednoduche´ imple-
mentaci. Soucˇasne´ syste´my take´ vyuzˇ´ıvaj´ı nelinea´rn´ı syste´my, adaptivn´ı syste´my a v
posledn´ı dobeˇ umeˇle´ neuronove´ s´ıteˇ. V te´to pra´ci se budeme zaby´vat metodou adap-
tivn´ı filtrace s pouzˇ´ıd´ım obecne´ho a brumove´ho sche´matu s r˚uzny´mi variantami
algoritmu˚. Jedna´ se o sestaven´ı rychle´ho algoritmu, ktery´ potlacˇ´ı rusˇen´ı v EKG
signa´lu. V te´to pra´ci je pouzˇit vy´hradneˇ algoritmus LMS, ktery´ je me´neˇ vy´pocˇetneˇ
na´rocˇny´. Snahou bude naj´ıt filtry s optima´ln´ı kvalitou filtrace.
Jako adaptivn´ı filtr se cˇasto vyuzˇ´ıva´ linea´rn´ı filtr s konecˇnou impulsovou odezvou
(FIR), jehozˇ koeficienty jsou pr˚ubeˇzˇneˇ meˇneˇny adaptivn´ım algoritmem. Ten moni-
toruje vlastnosti vstupn´ıho a vy´stupn´ıho signa´lu z filtru a z vypocˇtene´ho chybove´ho
signa´lu se snazˇ´ı optima´lneˇ nastavit koeficienty filtru tak, aby chybovy´ signa´l byl co
nejmensˇ´ı.
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Vzledem k efektiviteˇ vyhleda´va´n´ı optima´ln´ıch parametr˚u filtru nelze pouzˇ´ıt me-
todu vyzkousˇen´ı vsˇech filtr˚u z urcˇite´ho rozsahu, at’ uzˇ rychlosti ucˇen´ı tak de´lky
impulzn´ı charakteristiky. Proto jsou pro nalezen´ı vhodne´ho filtru pouzˇity geneticke´
algoritmy.
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1 TEORETICKY´ U´VOD
1.1 STRUCˇNY´ POPIS SIGNA´LU EKG
Elektrokardiogram (EKG) je graficky´ za´znam srdecˇn´ıch potencia´l˚u sn´ımany´ch z po-
vrchu teˇla nebo ze srdecˇn´ıch dutin. Stah svalovy´ch buneˇk pocˇ´ına´ elektrickou zmeˇnou
zvanou depolarizace. EKG sn´ımane´ z povrchu teˇla zaznamena´va´ depolarizaci vsˇech
jednotlivy´ch buneˇk srdecˇn´ıho svalu. Tvar EKG vln za´vis´ı na sekvenci iontovy´ch
zmeˇn, ktere´ depolarizaci p˚usob´ı a na zp˚usobu jak se tyto sˇ´ıˇr´ı srdcem. Je-li jednotliva´
svalova´ bunˇka v klidu, jej´ı povrch je nabit pozitivneˇ a vnitrˇek negativneˇ. Rozd´ıl
potencia´l˚u na membra´neˇ je okolo -90mV. Elektricky´ podneˇt zp˚usob´ı rychly´ tok Na+
z extracelula´rn´ı tekutiny do bunˇky, cˇ´ımzˇ se vnitrˇek bunˇky sta´va´ oproti okol´ı pozi-
tivn´ım. Membra´novy´ potencia´l rychle dosa´hne +30mV. Pocˇa´tecˇn´ı proud sod´ıkovy´ch
iont˚u rychle usta´va´ a je na´sledova´n pomaly´m vstupem dalˇs´ıch Na+ iont˚u. V tomto
stadiu se take´ pohybuj´ı relativneˇ pomalu do svalove´ bunˇky kalciove´ ionty. Spolecˇny´
vstup teˇchto dvou iont˚u smeˇrˇuje k tomu, aby se membra´novy´ potencia´l stal jesˇteˇ
v´ıce pozitivn´ı. Avsˇak toto je vyva´zˇeno u´nikem kalciove´ho iontu z bunˇky ven.
Elektricky´m vy´sledkem teˇchto pozdeˇjˇs´ıch tok˚u iont˚u je, zˇe membra´novy´ potencia´l
svalove´ bunˇky se udrzˇuje okolo nuly asi po 200ms a potom nastane repolarizacˇn´ı fa´ze,
prˇi n´ızˇ klesa´ membra´novy´ potencia´l na klidovy´ch -90mV.
Kdyzˇ povrch jedne´ srdecˇn´ı bunˇky zmeˇn´ı polaritu z pozitivn´ı na negativn´ı, vznikne
proud pozitivn´ıch iont˚u z extracelula´rn´ı tekutiny z prˇilehly´ch buneˇk k depolarizo-
vane´. Tento iontovy´ pohyb spust´ı depolarizaci v klidovy´ch bunˇka´ch. Depolarizace se
tedy sˇ´ıˇr´ı jako postupuj´ıc´ı vlna z bunˇky, ktera´ byla jako prvn´ı depolarizova´na. Povr-
chovy´ elektrokardiogram zaznamena´ tuto vlnu depolarizace; jelikozˇ bunˇky myokardu
jsou depolarizovane´, EKG zaznamena´ zmeˇnu elektricke´ aktivity na povrchu teˇla, ale
kdyzˇ srdecˇn´ı bunˇky jsou u´plneˇ depolarizovane´ se sta´ly´m membra´novy´m potencia´lem
rovny´m nule, EKG se vra´t´ı k za´kladn´ı nulove´ linii.
Beˇhem repolarizace vznika´ druha´ elektricka´ vlna na teˇlesne´m povrchu a EKG
zaznamena´ dalˇs´ı odklon, ktery´m je vlna T. Charakteristicky´ pr˚ubeˇh signa´lu EKG.
viz obr 1.1
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Obr. 1.1: Charakteristicky´ pr˚ubeˇh signa´lu EKG s popisem jednotlivy´ch segment˚u.
• Vlna P - zobrazuje postup aktivace s´ın´ı
• interval PQ (PRinterval) - doba prˇevodu aktivace ze s´ın´ı na komory
• komplex QRSD - projev aktivace komor, tvar da´n postupem aktivace v srdci
(depolarizace)
• segment STD - doba, kdy jsou komory aktivova´ny (plato´ akcˇn´ıho potencia´lu)
• vlna T - repolarizace zacˇ´ınaj´ıc´ı u buneˇk, ktere´ byly aktivova´ny jako posledn´ı
(nejveˇtsˇ´ı akcˇn´ı potencia´l), a proto ma´ vlna T stejnou polaritu jako nejveˇtsˇ´ı
vy´chylka komplexu QRS
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1.2 ZA´KLADNI´ ZNALOSTI O ADAPTIVNI´CH
FILTRECH
Adaptivn´ı filtry svou podstatou vyplnˇuj´ı mı´sto. Klasicky´ prˇ´ıstup k filtraci vyzˇaduje
velke´ znalosti o chova´n´ı syste´mu, jakozˇ i jeho charakteru, a to jak z pohledu uzˇitecˇne´ho
signa´lu tak i nechteˇne´ slozˇky. Tyto znalosti je mozˇne´ zjistit u staciona´rn´ıch proces˚u.
V prˇ´ıpadeˇ aplikace filtru v nezna´me´m nebo v cˇase se meˇn´ıc´ım prostrˇed´ı je
prˇedbeˇzˇna´ identifikace nemozˇna´. C´ılem je vytvorˇit filtr adaptivn´ı, ktery´ je scho-
pen se v dane´ aplikaci sa´m modifikovat, a to tak aby odhady velicˇin se co nejv´ıce
bl´ızˇili skutecˇne´ hodnoteˇ. [1]
”
V principu je pak mozˇne´ take´ ocˇeka´vat, zˇe filtr bude s
urcˇitou rychlost´ı schopen reagovat i na zmeˇny tohoto prostrˇed´ı a tedy zpracova´vat
i signa´ly, generovane´ nestaciona´rn´ımi procesy, anizˇ by cˇasoveˇ promeˇnne´ parametry
teˇchto proces˚u byly prˇedem zna´my.“ Dan´ı za schopnost adaptace na cˇasoveˇ vari-
antn´ı druh signa´lu je nutnost prˇiva´deˇt filtru dodatecˇnou informaci v podobeˇ tzv
”
tre´novac´ıho signa´lu“ jako druhy´ vstup filtru. Tento tre´novac´ı signa´l mus´ı u´zce sou-
viset s pozˇadovany´m signa´lem, v nejjednodusˇsˇ´ım prˇ´ıpadeˇ prˇ´ımo pozˇadovany´ vy´stup,
nebo tato souvislost mus´ı nasta´vat mezi tre´novac´ım signa´lem a signa´lem parazitn´ım,
ktery´ chceme filtrem odfiltrovat.
Na prvn´ı pohled mu˚zˇe by´t zara´zˇej´ıc´ı potrˇeba filtrovat signa´l jehozˇ pozˇadovany´
vy´stup zna´me s dostatecˇnou prˇesnost´ı. Toto vsˇak mu˚zˇeme pouzˇ´ıvat periodicky k
naucˇen´ı adaptivn´ıho filtru k odstraneˇn´ı zkreslen´ı prˇenosovou cestou, typicky mo-
biln´ı s´ıteˇ.
Adaptivn´ı filtry deˇl´ıme podle impulsn´ı charakteristiky na filtry s nekonecˇnou
charakteristikou(IIR) a s konecˇnou charakteristikou(FIR)
Obr. 1.2: Autoregresn´ı model klouzavy´ch soucˇt˚u.
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Obecneˇjˇs´ı jsou typu ARMA 1.2 (Autoregresive mooving average process), IIR
filtry, jejichzˇ nevy´hodou je nutnost kontrolovat stabilitu filtru v kazˇde´m kroku adap-
tace, a v prˇ´ıpadeˇ nestability ucˇinit kroky potrˇebne´ ke stabilizaci.
Obr. 1.3: Model klouzavy´ch soucˇt˚u.
V te´to pra´ci se bude da´le zaby´vat filtry typu MA 1.2 , FIR, ktere´ jsou z podstaty
veˇci vzˇdy stabiln´ı. Filtry typu MA se deˇl´ı v za´kladu na filtry RLS a LMS, Filtry
typu RLS se v te´to pra´ci take´ nebudeme zaby´vat.
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1.3 TEORETICKE´ ODVOZENI´ ADAPTACˇNI´HO
MECHANIZMU
Least-mean-squares algoritmus publikovali v roce 1959 pa´nove´ Widroww a Hoff.
Jedna´ se o algoritmus minimalizuj´ıc´ı kvadratickou odchylku funkce.
Algoritmus LMS je jedn´ım z nejpouzˇ´ıvaneˇjˇs´ıch algoritmu˚ v adaptivn´ı filtraci a
to z neˇkolika d˚uvod˚u. Mezi hlavn´ı prˇ´ıcˇinu tohoto patrˇ´ı n´ızka´ vy´pocˇetn´ı na´rocˇnost,
jednoznacˇna´ konvergence ve staciona´rn´ım prostrˇed´ı a stabiln´ı chova´n´ı prˇi vy´pocˇtu s
konecˇnou prˇesnost´ı.
Strˇedn´ı kvadraticka´ odchylka ε2n je definova´na jako
ε2n = ∃
{
(xn − x̂n)2
}
(1.1)
V prˇ´ıpadeˇ FIR filtru s konecˇny´m pocˇtem koeficient˚u n = 0,1,2,...,N
ε2n = ∃

(
xn −
N∑
i=0
hix(n−i)
)2 (1.2)
Koeficienty h(i) hleda´me jako minimum ε2n metodou nejveˇtsˇ´ıho spa´du. Pro jed-
noduchost pouzˇijeme filtr o jednom koeficientu, oznacˇ´ıme ho jako t = h(0). Strˇedn´ı
kvadraticka´ odchylka je funkc´ı f(t) promeˇnne´ t s minimem s tmin viz obr 1.3
Obr. 1.4: Metoda nejstrmeˇjˇs´ıho spa´du.
K minimu tmin se bl´ızˇ´ıme iteracˇn´ım vztahem
tn+1 = tn − µf ′ (tn) (1.3)
tn+1 = tn − (1− 2µ) (tn − tmin) (1.4)
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Kde tn je pocˇa´tecˇn´ı hodnota, f ‘ je derivace funkce v bodeˇ a konvergencˇn´ım µ
urcˇujeme rychlost konvergence. Jako takovy´ mus´ı by´t tento parametr nenulovy´ a
kladny´. Pokud jej zvol´ıme prˇ´ıliˇs maly´, rˇesˇen´ı konverguje pomalu, pokud jej zvol´ıme
prˇesprˇ´ıliˇs velky´ rˇesˇen´ı diverguje.
V prˇ´ıpadeˇ nahrazen´ı t vektorem W dosta´va´me vztah
Wn+1 = Wn − µ5
(
ε2n
)
(1.5)
Symbol 5 oznacˇuje opera´tor gradientu. Ten mu˚zˇeme psa´t jako
5 (ε2n) = [ ∂e2 (n)∂Wk (0) ∂e
2 (n)
∂Wk (1)
....
∂e2 (n)
∂Wk (M − 1)
]T
=
= −2e (k)
[
∂e (n)
∂Wk (0)
∂e (n)
∂Wk (1)
....
∂e (n)
∂Wk (M − 1)
]T
= −2e (k)x (n− k) (1.6)
Cˇ´ımzˇ dosta´va´me fina´ln´ı podobu adaptacˇn´ıho algoritmu
Wk+1 = Wk + 2µe (k) xk (1.7)
1.4 MODIFIKACE ADAPTACˇNI´CH ALGORITMU˚
Mezi za´kladn´ı modifikace patrˇ´ı pouzˇit´ı funkce signum, jej´ızˇ vy´hodou je zrychlen´ı
strojove´ho vy´pocˇtu. Docha´z´ı sice k sn´ızˇeni rychlosti konvergence ovsˇem toto nemus´ı
by´t proble´m prˇi filtraci v rea´lne´m cˇase. [2]
1.4.1 Sign-Error Algoritmus
Tato modifikace obecne´ho adaptivn´ıho algoritmu vycha´z´ı z mysˇlenky kvantifikovat
chybu. Nejjednodusˇ´ı kvantifikac´ı je
sign(e) =

1, x > 0
0, e = 0
−1, e < 0
Wk+1 = Wk + 2µsign [e (k)] xk (1.8)
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1.4.2 Sign-Data Algoritmus
Modifikace prˇedchoz´ıho. Funkce signum nen´ı pouzˇita na chybu, ale na prvek vstupn´ıho
vektoru.
sign(x) =

1, x > 0
0, x = 0
−1, x < 0
Wk+1 = Wk + 2µe (k) sign [xk] (1.9)
1.4.3 Sign-Sign Algoritmus
Jedna´ se o kombinaci prˇedchoz´ıch algoritmu˚. Vy´pocˇetneˇ nejme´neˇ na´rocˇny´, ovsˇem
ma´ take´ malou rychlost konvergence. [6]
Wk+1 = Wk + 2µ sign [e (k)] sign [xk] (1.10)
1.4.4 LMS-Newton Algoritmus
Uvedeny´ algoritmus si klade za c´ıl odstraneˇn´ı pomale´ konvergence LMS algoritmu˚
v prˇ´ıpadeˇ korelace vstupn´ıch signa´l˚u. Dan´ı za to je veˇtsˇ´ı vy´pocˇetn´ı na´rocˇnost.
Wk+1 = Wk + 2µekR̂
−1
k xk (1.11)
kde R̂−1k je v nulte´m kroku R̂
−1
0 = aI, kde konstanta a je male´, kladne´ cˇ´ıslo.
R̂−1k =
1
1− α
[
R̂−1k−1 −
R̂−1k−1xkx
T
k R̂
−1
k−1
1−α
α
xTk R̂
−1
k−1xk
]
(1.12)
Newton˚uv algoritmus je matematicaky identicky´ k RLS algoritmu pokud je
2µ = α. Acˇkoliv se zminˇuji, zˇe RLS nebude v te´to pra´ci zminˇova´no, je trˇeba uve´st
alesponˇ za´klady.
RLS je za´kladn´ım prˇedstavitelem druhe´ trˇ´ıdy adaptivn´ıch algoritmu˚. Za´kladn´ım
rozd´ılem proti rodineˇ LMS algoritmu˚ je vlastn´ı statisticke´ pojet´ı. Zde se pracuje s
pr˚umeˇrny´mi hodnotami velicˇin pocˇ´ıtany´mi z cˇasovy´ch vy´voj˚u namı´sto vzorkovy´ch
pr˚umeˇr˚u pocˇ´ıtany´ch z neˇkolika realizac´ı stejne´ho na´hodne´ho procesu. Struktura fil-
tru z˚usta´va´ stejna´ jako u LMS algoritmu˚, jen adaptivn´ı proces je odliˇsny´, vzhledem
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k pouzˇit´ı pr˚umeˇr˚u. Z toho rovneˇzˇ plyne veˇtsˇ´ı vy´pocˇetn´ı na´rocˇnost nezˇ u LMS algo-
ritmu˚.
1.5 ZA´KLADNI´ ADAPTACˇNI´ SCHE´MATA
Obr. 1.5: Za´kladn´ı sche´ma adaptace.
Kde y je vstupn´ı signa´l zkresleny´ pr˚uchodem nezna´my´m prostrˇed´ım, x je tre´novac´ı
signa´l, e odchylka odhadovane´ho signa´lu a vstupn´ıho signa´lu a nakonec xˆ jenzˇ
prˇedstavuje odhad signa´lu.
1.6 MODIFIKA PRO POTLACˇENI´ DETERMI-
NISTICKE´HO BRUMU
Obr. 1.6: Modifikovane´ sche´ma adaptace.
Vy´znam znak˚u odpov´ıda´ drˇ´ıve uvedene´mu. Tato metoda je rozd´ılna´ v tom zˇe
jako tre´novac´ı signa´l pouzˇ´ıva´ dva harmonicke´ signa´ly s fa´zovy´m posunut´ım 90◦
(typicky sin a cos). Vy´sledny´ pr˚ubeˇh z´ıska´me jako
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Xk = W1 cos(ωkT − ϕ) +W1 cos(ωkT − ϕ− pi
2
)
Xk =
1
2
√
W 21 +W
2
2 cos(ω − ϕ− arctan
W1(k)
W2(k)
) (1.13)
Jak je patrno lze vhodny´m slozˇen´ım obou pr˚ubeˇh˚u dostat vy´sledny´ pr˚ubeˇh o
libovolne´ amplitudeˇ a fa´zi.
1.7 GENETICKY´ ALGORITMUS
Geneticke´ algoritmy (GA) se inspirovaly mysˇlenkou Darwinovy teorie prˇirozene´ho
vy´beˇru a genetikou – deˇdicˇnost, mutace, prˇirozeny´ vy´beˇr a krˇ´ızˇen´ı.
Nejd˚ulezˇiteˇjˇs´ı osobnost´ı se stal John Holland, ktery´ obor zalozˇil. Ktery´ vydal
v roce 1975 za´sadn´ı knihu Adaptace v prˇirozene´m a umeˇle´m prostrˇed´ı (v origina´le
Adaptation in Natural and Artificial Systems). V roce 1992 byly geneticke´ algoritmy
(GA) pouzˇity na vy´voj samostatny´ch programu˚ rˇesˇ´ıc´ı s veˇtsˇ´ım stupneˇm volnosti za-
dany´ proble´m, kde kromeˇ rˇesˇen´ı byl zna´m i jeho postup. Tato metoda se nazy´va´
”geneticke´ programova´n´ı”.
Geneticky´ algoritmus je heuristicky´ postup, ktery´ se snazˇ´ı aplikovat principy
evoluce a s jejich pomoc´ı nale´zt rˇesˇen´ı slozˇity´ch proble´mu˚, pro ktere´ neexistuje
pouzˇitelny´ exaktn´ı algoritmus.
Princip pra´ce geneticke´ho algoritmu je postupna´ tvorba generac´ı r˚uzny´ch rˇesˇen´ı
dane´ho proble´mu. Prˇi rˇesˇen´ı se uchova´va´ tzv. populace, jej´ızˇ kazˇdy´ jedinec prˇedstavuje
jedno rˇesˇen´ı dane´ho proble´mu. Jak populace prob´ıha´ evoluc´ı, rˇesˇen´ı se zlepsˇuj´ı.
Tradicˇneˇ je rˇesˇen´ı reprezentova´no bina´rn´ımi cˇ´ısly, rˇeteˇzci nul a jednicˇek, nicme´neˇ
pouzˇ´ıvaj´ı se i jine´ reprezentace (jako v nasˇem prˇ´ıpadeˇ pouzˇit´ı pole o trˇech prvc´ıch).
Typicky je na zacˇa´tku simulace (v prvn´ı generaci) populace slozˇena z naprosto
na´hodny´ch cˇlen˚u. V prˇechodu do nove´ generace je pro kazˇde´ho jedince spocˇtena
tzv. fitness funkce, ktera´ vyjadrˇuje kvalitu rˇesˇen´ı reprezentovane´ho t´ımto jedincem.
Podle te´to kvality jsou stochasticky vybra´ni jedinci, kterˇ´ı jsou modifikova´ni (po-
moc´ı mutac´ı a krˇ´ızˇen´ı), cˇ´ımzˇ vznikne nova´ populace. Tento postup se opakuje, cˇ´ımzˇ
se kvalita rˇesˇen´ı v populaci postupneˇ vylepsˇuje. Algoritmus se obvykle zastav´ı prˇi
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dosazˇen´ı postacˇuj´ıc´ı kvality rˇesˇen´ı, prˇ´ıpadneˇ po prˇedem dane´ dobeˇ.
1.7.1 Obecne´ sche´ma geneticke´ho algoritmu
Cyklus geneticke´ho algoritmu se skla´da´ z na´sleduj´ıc´ıh krok˚u.
• (Inicializace) Vytvorˇ nultou populaci (obvykle slozˇenou z na´hodneˇ vygenero-
vany´ch jedinc˚u).
• Vy´pocˇti zdatnost teˇchto novy´ch jedinc˚u(fitness funkce).
• (Zacˇa´tek cyklu) Pomoc´ı urcˇite´ vy´beˇrove´ metody (zpravidla zcˇa´st´ı na´hodne´)
vyber z populace neˇkolik jedinc˚u s vysokou zdatnost´ı.
• Z vybrany´ch jedinc˚u vygeneruj nove´ pouzˇ´ıt´ım na´sleduj´ıc´ıch metod (opera´tor˚u),
cˇ´ımzˇ vznikne dalˇs´ı generace:
– krˇ´ızˇen´ı -
”
prohod’“ cˇa´sti neˇkolika jedinc˚u mezi sebou,
– mutace - na´hodneˇ zmeˇnˇ cˇa´st jedince,
– reprodukce - kop´ıruj jedince beze zmeˇny,
• Vy´pocˇti zdatnost teˇchto novy´ch jedinc˚u.
• (Konec cyklu) Pokud nen´ı splneˇna zastavovac´ı podmı´nka, tak pokracˇuj od
bodu 3.
• (Konec algoritmu) Jedinec s nejvysˇsˇ´ı zdatnost´ı je hlavn´ım vy´stupem algoritmu
a reprezentuje nejlepsˇ´ı nalezene´ rˇesˇen´ı.
Metody reprodukce
Metody reprodukce jsou trˇi Turnaj, Va´zˇena´ Ruleta a specia´ln´ı pozici ma´ Elita´rˇstv´ı.
Turnaj
Turnaj je v posledn´ı dobeˇ nejv´ıce pouzˇ´ıvanou technikou v aplikac´ıch GA. Hlavn´ım
d˚uvodem je jednoduchost implementace prˇi zachova´n´ı kvality selekcˇn´ıho tlaku.
Z populace jsou vyb´ıra´n´ı jednotlivci a ti se podrobuj´ı
”
souboji o prˇezˇit´ı“, ktery´
spocˇ´ıva´ v tom, zˇe jedinec z nejveˇtsˇ´ı fitness funkc´ı prˇezˇ´ıva´ a postupuje do dalˇs´ıho
kola. T´ım se splnˇuje na´sˇ za´kladn´ı prˇedpoklad, aby prˇezˇ´ıvali jedinci z vysˇsˇ´ı kvalitou,
ale jedinci vstupuj´ıc´ı do souboje jsou vyb´ıra´ni na´hodneˇ, cozˇ zarucˇuje r˚uznost popu-
lace.
Vy´hoda je prˇi te´to metodeˇ zrˇejma´. Do na´sleduj´ıc´ı generace s velkou pravdeˇpodobnost´ı
postupuj´ı jen siln´ı jedinci.
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Va´zˇena´ Ruleta
Kazˇdy´ jedinec zab´ıra´ na pomyslne´ kruzˇnici procentua´lneˇ takovou plochu jakou prˇedstavuje
jeho kvalita, cˇ´ım kvalitneˇjˇs´ı t´ım veˇtsˇ´ı plocha. Pak docha´z´ı na´hodneˇ k vy´beˇru jedinc˚u,
cˇ´ım veˇtsˇ´ı plocha t´ım veˇtsˇ´ı pravdeˇpodobnost vy´beˇru.
Nevy´hodou je, zˇe prˇi jednom silne´m jedinci a zbytku populace slabe´ docha´z´ı s
velkou pravdeˇpodobnost´ı k vy´beˇru pouze silne´ho jedince a hroz´ı uva´znut´ı v loka´ln´ım
maximu.
Elita´rˇstv´ı
Prˇedesˇle´ techniky obecneˇ nezarucˇuj´ı postup nejlepsˇ´ıho jedince do nove´ generace.
Zvla´sˇteˇ v maly´ch populac´ıch je tato ztra´ta vn´ıma´na velmi negativneˇ. Experimenty
proka´zaly, zˇe ztra´ta nejlepsˇ´ıch jedinc˚u mu˚zˇe by´t opakova´na a znovuvytvorˇen´ı jedince
nen´ı automaticke´.
Elita´rˇstv´ı je jednoducha´ technika, kterou vyb´ıra´me urcˇity´ (velmi maly´, veˇtsˇinou
pouze jeden) pocˇet nejlepsˇ´ıch jedinc˚u a ti se nepodrobuj´ı selekcˇn´ımu tlaku, ale po-
stupuj´ı do nove´ generace prˇ´ımo.
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2 MODELACE
2.1 DEFINICE VSTUPU˚
Modelova´n´ı bylo prova´deˇno v programu Matlab, jako signa´ly byly pouzˇity za´znamy
EKG z databa´ze CSE [8] cse28v3 a cse28ii, jedna´ se o signa´ly ze dvou r˚uzny´ch svod˚u.
Viz 2.1
Obr. 2.1: Vstupn´ı signa´ly.
Zarusˇen´ı 50 Hz brumem bylo zajiˇsteˇno numericky´m prˇida´n´ım funkce sinus viz
obr 2.1 a 2.1. Jeho u´rovenˇ budeme porovna´vat prˇes SNR dle vzorce 2.1
SNR = 10 log
∑
s2n∑
(yn − sn)2
(2.1)
Samotne´ vyhleda´va´n´ı vhodne´ho filtru je rˇesˇeno geneticky´mi algoritmy. Metodika
je takova´, zˇe kazˇdy´ jedinec v genereci je jednou realizac´ı filtru. V jeho jednotlivy´ch
genomech jsou zako´dova´ny vlastnosti filtru a to rychlost ucˇen´ı a de´lka impulzn´ı
charakterisky filtru. Po prvotn´ı generaci na´hodne´ generace dojde k vycˇ´ıslen´ı plo-
chy mezi obdrzˇeny´m pr˚ubeˇhem a pr˚ubeˇhem signa´lu ktery´ prˇedem zna´me. Tato plo-
cha slouzˇ´ı jako hodnot´ıc´ı krite´rium kvality jedince potazˇmo filtru. Do dalˇs´ı gene-
race pak postupuj´ı dva r˚uzn´ı jedinci s nejlepsˇ´ı kvalitou rekonstrukce, na´sleduj´ıc´ıch
30% na´sleduj´ıc´ıho pokolen´ı je vybra´no soubojem. Zby´vaj´ıc´ı jedinci jsou nakrˇ´ızˇeni z
prˇedchoz´ı populace. V na´sleduj´ıc´ım kroku je proveden mutace. Z mutace je vynecha´n
nejlepsˇ´ı jedinec.
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Obr. 2.2: Zasˇumneˇny´ signa´l.
Obr. 2.3: Zasˇumneˇny´ signa´l sˇumem s amplitudovou modulac´ı.
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Hodnoty filtr˚u jsou generova´ny na´hodneˇ z na´sleduj´ıc´ıch interval˚u.
• Za´klad rychlosti ucˇen´ı je v intervalu < 0, 100 >
• Exponent rychlosti ucˇen´ı lezˇ´ı v intervalu < −1, 1 >
• De´lka impulzn´ı charakteristiky lezˇ´ı v intervalu < 1, 1800 >
2.1.1 Obecne´ adaptacˇn´ı sche´ma a obecny´ algoritmus
Vstupn´ı u´rovenˇ SNR je 1, 1302 dB. Po spusˇteˇn´ı vyhleda´va´n´ı vhodne´ho filtru jsme
obdrzˇely na´sleduj´ıc´ı vhodne´ filtry.
Rychlost ucˇen´ı De´lka filtru SNR1 [dB] SNR2 [dB]
179E-06 30 47,5949 48,7164
175E-06 30 47,5832 48,4426
155E-06 39 47,2316 48,9831
155E-06 41 47,0598 49,0019
303E-06 18 47,0485 47,5543
469E-06 12 46,9723 47,8411
469E-06 18 45,1610 46,7034
Tab. 2.1: U´speˇsˇnost vyfiltrova´n´ı signa´lu prˇi pouzˇit´ı obecne´ho sche´matu a obecne´ho
adaptacˇn´ıho algoritmu
Vy´stupn´ı pomeˇt SNR byl pocˇ´ıta´m azˇ po uplynut´ı prˇechodny´ch deˇj˚u, cˇili azˇ od
dvoutis´ıc´ıho vzorku.
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Obr. 2.4: Vyfiltrovany´ signa´l prˇi pouzˇit´ı obecne´ho sche´matu a obecne´ho adaptacˇn´ıho
algoritmu - prvn´ı signa´l. Tab 2.1
Obr. 2.5: Vyfiltrovany´ signa´l prˇi pouzˇit´ı obecne´ho sche´matu a obecne´ho adaptacˇn´ıho
algoritmu - druhy´ signa´l. Tab 2.1
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2.1.2 Obecne´ adaptacˇn´ı sche´ma a algoritmus signum data
Vstupn´ı u´rovenˇ SNR je 1, 1302 dB. Po spusˇteˇn´ı vyhleda´va´n´ı vhodne´ho filtru jsme
obdrzˇely na´sleduj´ıc´ı vhodne´ filtry.
Rychlost ucˇen´ı De´lka filtru SNR1 [dB] SNR2 [dB]
295,845E-06 15 47,9525 50,5298
221,546E-06 21 47,8351 51,0126
360,974E-06 10 47,7990 45,9554
221,546E-06 15 46,4482 42,7993
295,845E-06 21 45,9925 49,2588
Tab. 2.2: U´speˇsˇnost vyfiltrova´n´ı signa´lu prˇi pouzˇit´ı obecne´ho sche´matu a algoritmu
signum data
Vy´stupn´ı pomeˇt SNR byl pocˇ´ıta´m azˇ po uplynut´ı prˇechodny´ch deˇj˚u, cˇili azˇ od
dvoutis´ıc´ıho vzorku.
Obr. 2.6: Vyfiltrovany´ signa´l prˇi pouzˇit´ı obecne´ho sche´matu a algoritmu signum data
- prvn´ı signa´l. Tab 2.1
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Obr. 2.7: Vyfiltrovany´ signa´l prˇi pouzˇit´ı obecne´ho sche´matu a algoritmu signum data
- druhy´ signa´l. Tab 2.2
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2.1.3 Obecne´ adaptacˇn´ı sche´ma a algoritmus signum error
Vstupn´ı u´rovenˇ SNR je 1, 1302 dB. Po spusˇteˇn´ı vyhleda´va´n´ı vhodne´ho filtru jsme
obdrzˇely na´sleduj´ıc´ı vhodne´ filtry.
Rychlost ucˇen´ı De´lka filtru SNR1 [dB] SNR2 [dB]
1,4020 6 33,3071 26,7464
256,292E-03 37 33,0377 27,0814
258,838E-03 37 33,0254 26,5613
427,358E-03 21 33,0023 29,0348
397,812E-03 21 32,9340 28,9979
513,853E-03 19 32,8976 27,6308
390,425E-03 21 32,8174 27,3105
475,834E-03 19 32,7689 28,2504
98,134E-03 113 32,6298 26,9752
540,264E-03 17 32,6207 29,1327
416,655E-03 21 32,5751 28,0427
282,795E-03 37 32,4924 27,4055
2,0210 5 32,4288 26,0560
Tab. 2.3: U´speˇsˇnost vyfiltrova´n´ı signa´lu prˇi pouzˇit´ı obecne´ho sche´matu a algoritmu
signum error
Vy´stupn´ı pomeˇt SNR byl pocˇ´ıta´m azˇ po uplynut´ı prˇechodny´ch deˇj˚u, cˇili azˇ od
dvoutis´ıc´ıho vzorku.
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Obr. 2.8: Vyfiltrovany´ signa´l prˇi pouzˇit´ı obecne´ho sche´matu a algoritmu signum
error - prvn´ı signa´l. Tab 2.3
Obr. 2.9: Vyfiltrovany´ signa´l prˇi pouzˇit´ı obecne´ho sche´matu a algoritmu signum
error - druhy´ signa´l. Tab 2.3
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2.1.4 Obecne´ adaptacˇn´ı sche´ma a algoritmus signum signum
Vstupn´ı u´rovenˇ SNR je 1, 1302 dB. Po spusˇteˇn´ı vyhleda´va´n´ı vhodne´ho filtru jsme
obdrzˇely na´sleduj´ıc´ı vhodne´ filtry.
Rychlost ucˇen´ı De´lka filtru SNR1 [dB] SNR2 [dB]
140,322E-03 50 33,5588 29,2465
206,490E-03 32 33,6379 28,6253
669,419E-03 10 33,4480 27,7710
1,467E+00 5 33,3439 27,3201
Tab. 2.4: U´speˇsˇnost vyfiltrova´n´ı signa´lu prˇi pouzˇit´ı obecne´ho sche´matu a algoritmu
signum signum
Vy´stupn´ı pomeˇt SNR byl pocˇ´ıta´m azˇ po uplynut´ı prˇechodny´ch deˇj˚u, cˇili azˇ od
dvoutis´ıc´ıho vzorku.
Obr. 2.10: Vyfiltrovany´ signa´l prˇi pouzˇit´ı obecne´ho sche´matu a algoritmu signum
signum - prvn´ı signa´l. Tab 2.4
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Obr. 2.11: Vyfiltrovany´ signa´l prˇi pouzˇit´ı obecne´ho sche´matu a algoritmu signum
signum - druhy´ signa´l. Tab 2.4
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2.1.5 Obecne´ adaptacˇn´ı sche´ma a Newton˚uv algoritmus
Vstupn´ı u´rovenˇ SNR je 1, 1302 dB. Po spusˇteˇn´ı vyhleda´va´n´ı vhodne´ho filtru jsme
obdrzˇely na´sleduj´ıc´ı vhodne´ filtry.
Rychlost ucˇen´ı De´lka filtru SNR1 [dB] SNR2 [dB]
1,562E-03 2 47,4905 49,4289
1,217E-03 2 46,1842 44,2738
3,177E-03 2 43,0741 44,5510
3,386E-03 2 42,6088 44,0170
4,393E-03 2 40,6710 41,8227
Tab. 2.5: U´speˇsˇnost vyfiltrova´n´ı signa´lu prˇi pouzˇit´ı obecne´ho sche´matu a Newtonova
algoritmu
Vy´stupn´ı pomeˇt SNR byl pocˇ´ıta´m azˇ po uplynut´ı prˇechodny´ch deˇj˚u, cˇili azˇ od
dvoutis´ıc´ıho vzorku.
Obr. 2.12: Vyfiltrovany´ signa´l prˇi pouzˇit´ı obecne´ho sche´matu a Newtonova algoritmu
- prvn´ı signa´l. Tab 2.5
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Obr. 2.13: Vyfiltrovany´ signa´l prˇi pouzˇit´ı obecne´ho sche´matu a Newtonova algoritmu
- druhy´ signa´l. Tab 2.5
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2.1.6 Brumove´ adaptacˇn´ı sche´ma a obecny´ algoritmus
Vstupn´ı u´rovenˇ SNR je 1, 1302 dB. Po spusˇteˇn´ı vyhleda´va´n´ı vhodne´ho filtru jsme
obdrzˇely na´sleduj´ıc´ı vhodne´ filtry.
Rychlost ucˇen´ı De´lka filtru SNR1 [dB] SNR2 [dB]
1,313E-03 2 47,6658 48,6625
120,652E-06 22 47,6148 48,6315
405,413E-06 7 47,5557 49,2351
67,450E-06 39 47,5496 48,3736
62,499E-06 45 47,5098 49,0131
2,900E-03 1 47,4952 49,2930
242,836E-06 10 47,3819 47,0556
159,383E-06 15 47,2417 46,5696
52,781E-06 45 46,9998 45,9518
159,383E-06 22 46,4787 48,3527
2,196E-03 1 46,3424 44,1023
129,952E-06 29 46,0057 47,7952
Tab. 2.6: U´speˇsˇnost vyfiltrova´n´ı signa´lu prˇi pouzˇit´ı brumove´ho sche´matu a obecne´ho
algoritmu
Vy´stupn´ı pomeˇt SNR byl pocˇ´ıta´m azˇ po uplynut´ı prˇechodny´ch deˇj˚u, cˇili azˇ od
dvoutis´ıc´ıho vzorku.
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Obr. 2.14: Vyfiltrovany´ signa´l prˇi pouzˇit´ı brumove´ho sche´matu a obecne´ho
adaptacˇn´ıho algoritmu - prvn´ı signa´l. Tab 2.6
Obr. 2.15: Vyfiltrovany´ signa´l prˇi pouzˇit´ı brumove´ho sche´matu a obecne´ho
adaptacˇn´ıho algoritmu - druhy´ signa´l. Tab 2.6
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2.1.7 Brumove´ adaptacˇn´ı sche´ma a algoritmus signum data
Vstupn´ı u´rovenˇ SNR je 1, 1302 dB. Po spusˇteˇn´ı vyhleda´va´n´ı vhodne´ho filtru jsme
obdrzˇely na´sleduj´ıc´ı vhodne´ filtry.
Rychlost ucˇen´ı De´lka filtru SNR[dB]
4,16724E-13 168 1,3432
1,81907E-07 47 1,3432
2,528 35 1,3432
3,30242E-10 21 1,3432
0,035933 209 1,3432
0,015275 665 1,3432
0,012353 209 1,3432
40,329 45 1,3432
0,015275 665 1,3432
0,101601 1773 1,3432
0,012353 209 1,3432
0,101601 1773 1,3432
0,079933 45 1,3432
9,328 48 1,3432
0,168611 98 1,3432
0,399997 844 1,3432
1,253 1714 1,3432
1,253 2 1,3432
0,015275 665 1,3432
4,799 21 1,3432
0,012353 209 1,3432
0,241338 1773 1,3432
Tab. 2.7: U´speˇsˇnost vyfiltrova´n´ı signa´lu prˇi pouzˇit´ı brumove´ho sche´matu algoritmu
signum data
Vy´stupn´ı pomeˇt SNR byl pocˇ´ıta´m azˇ po uplynut´ı prˇechodny´ch deˇj˚u, cˇili azˇ od
dvoutis´ıc´ıho vzorku.
Jak je patrne´ filtrova´n´ı brumovy´m adaptacˇn´ım sche´matem s vyuzˇit´ım algoritmu
signum data nen´ı moc vhodne´, docha´z´ı sice k potlacˇen´ı brumu, ale ne na pouzˇitelnou
u´rovenˇ. Z tohoto d˚uvodu nebyly nalezene´ filtry pouzˇity na druhy´ signa´l.
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Obr. 2.16: Vyfiltrovany´ signa´l prˇi pouzˇit´ı brumove´ho sche´matu a algoritmu signum
data prˇi pouzˇ´ıt´ı nejlepsˇ´ıho filtru z tabulky. Tab 2.7
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2.1.8 Brumove´ adaptacˇn´ı sche´ma a algoritmus signum error
Vstupn´ı u´rovenˇ SNR je 1, 1302 dB. Po spusˇteˇn´ı vyhleda´va´n´ı vhodne´ho filtru jsme
obdrzˇely na´sleduj´ıc´ı vhodne´ filtry.
Rychlost ucˇen´ı De´lka filtru SNR1 [dB] SNR2 [dB]
406,699E-03 21 30,8888 26,1236
85,706E-03 96 30,8274 27,9194
389,000E-03 21 30,8140 25,5175
932,892E-03 8 30,7234 24,1185
203,013E-03 42 30,6289 26,2334
311,653E-03 29 30,5918 26,8725
233,508E-03 37 30,4684 25,2140
538,406E-03 15 30,3945 26,2700
Tab. 2.8: U´speˇsˇnost vyfiltrova´n´ı signa´lu prˇi pouzˇit´ı brumove´ho sche´matu algoritmu
signum error
Vy´stupn´ı pomeˇt SNR byl pocˇ´ıta´m azˇ po uplynut´ı prˇechodny´ch deˇj˚u, cˇili azˇ od
dvoutis´ıc´ıho vzorku.
40
Obr. 2.17: Vyfiltrovany´ signa´l prˇi pouzˇit´ı brumove´ho sche´matu a algoritmu signum
error - prvn´ı signa´l. Tab 2.8
Obr. 2.18: Vyfiltrovany´ signa´l prˇi pouzˇit´ı brumove´ho sche´matu a algoritmu signum
error - druhy´ signa´l. Tab 2.8
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2.1.9 Brumove´ adaptacˇn´ı sche´ma a algoritmus signum sig-
num
Vstupn´ı u´rovenˇ SNR je 1, 1302 dB. Po spusˇteˇn´ı vyhleda´va´n´ı vhodne´ho filtru jsme
obdrzˇely na´sleduj´ıc´ı vhodne´ filtry.
Rychlost ucˇen´ı De´lka filtru SNR1 [dB] SNR2 [dB]
1,283 4 32,2456 27,6850
573,432E-03 9 31,8424 26,9798
1,302 4 31,8369 24,1037
544,939E-03 9 31,7034 27,2713
570,389E-03 9 31,6995 25,7786
194,087E-03 32 31,5725 28,0527
593,254E-03 9 31,5053 26,5119
197,151E-03 32 31,4319 24,7727
785,828E-03 8 31,2538 27,4824
778,894E-03 8 30,8191 28,2235
194,865E-03 28 30,7201 27,2078
Tab. 2.9: U´speˇsˇnost vyfiltrova´n´ı signa´lu prˇi pouzˇit´ı brumove´ho sche´matu algoritmu
signum signum
Vy´stupn´ı pomeˇt SNR byl pocˇ´ıta´m azˇ po uplynut´ı prˇechodny´ch deˇj˚u, cˇili azˇ od
dvoutis´ıc´ıho vzorku.
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Obr. 2.19: Vyfiltrovany´ signa´l prˇi pouzˇit´ı brumove´ho sche´matu a algoritmu signum
signum - prvn´ı signa´l. Tab 2.9
Obr. 2.20: Vyfiltrovany´ signa´l prˇi pouzˇit´ı brumove´ho sche´matu a algoritmu signum
signum - druhy´ signa´l. Tab 2.9
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3 ZA´VEˇR
Pro srovna´n´ı byla filtrace realizova´na´ take´ pa´smovou za´rdzˇ´ı 48 Hz azˇ 52 Hz, pro
kterou vycha´z´ı vhodne´ filtry s de´lkou impulsn´ı charakteristiky v rozmez´ı 376 azˇ
800 vzork˚u. Prˇicˇemzˇ nejlepsˇ´ıho pomeˇru signa´l/sˇum dosahuje filtr s de´lkou impulsn´ı
charakteristiky 434 prˇi pomeˇru SNR 44, 4450 dB. Zat´ımco prˇi za´drzˇi 45-55 Hz je
maxima´ln´ı SNR ”jen”40, 5426 prˇ´ı de´lce impulsn´ı charakteristiky 174 vzork˚u.
Z tohoto d˚uvodu jsou povazˇova´ny za vhodne´ filtry jen filtry se SNR veˇtsˇ´ım
nezˇ 45 dB. Toto krite´rium splnˇuj´ı prˇi pouzˇit´ı obecne´ho adaptacˇn´ıho sche´matu tyto
algoritmy:
• Obecny´ algoritmus,
• Algoritmus signum data,
• Newton˚uv algoritmus,
a pro brumove´ sche´ma pouze obecny´ adaptacˇn´ı algoritmus.
V na´sleduj´ıc´ı tabulce je porovna´n´ı kvality filtrace prˇi pouzˇit´ı amplitudoveˇ mo-
dulovane´ho sˇumu viz obr 2.1 a prˇi odchylce frekvence na 45 Hz.
1. Vstupn´ı SNR prˇi amplitudove´ modulaci je 10 dB.
2. Vstupn´ı SNR prˇi sˇumu na jine´ frekvenci je 1.1302 dB.
Metodika Rychlost ucˇen´ı De´lka filtru SNRAM [dB] SNRMimof [dB]
Obecny´-Obecny´ 179E-06 30 15,7832 45,7435
Obecny´-Obecny´ 175E-06 30 15,7325 45,6216
Obecny´-signData 295,845E-06 15 14,3170 46,8009
Obecny´-signData 221,546E-06 21 14,3170 46,6900
Obecny´-Newton 1,562E-03 2 13,4827 16,0913
Obecny´-Newton 1,217E-03 2 13,1578 13,7797
Brum-Obecny´ 1,313E-03 2 14,1661 47,0315
Brum-Obecny´ 120,652E-06 22 14,1209 47,6805
Tab. 3.1: U´speˇsˇnost vyfiltrova´n´ı signa´lu prˇi zmeˇneˇ vlastnost´ı sˇumu
Za´veˇrem lze rˇ´ıct, zˇe nalezene´ filtry lze s u´speˇchem pouzˇ´ıt pro odfiltrova´n´ı sˇumu
z EKG signa´lu a to i v prˇ´ıpadeˇ rozd´ılny´ch frekvenc´ı v ra´mci tolerance 10% cozˇ
je dalece za uda´vany´m rozptylem sit’ovy´ch 50 Hz +4/ − 6 %.[9] V prˇ´ıpadeˇ, zˇe se
amplituda sˇumu meˇn´ı pomalu a pozvolneˇ lze rˇ´ıct, zˇe je filtrace u´speˇsˇna´. Toto jizˇ
ovsˇem neplat´ı pro vy´razneˇ se meˇn´ıc´ı amplitudu s´ıt’ove´ho rusˇen´ı kdy filtry nevykazuj´ı
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schopnost potlacˇit sˇum v rozumne´ a pouzˇitelne´ mı´ˇre. Take´ se da´ rˇ´ıci, zˇe kvantifikacˇn´ı
modifikace adaptivn´ıho filtru jsou pro filtraci EKG signa´lu obecneˇ nevhodne´.
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SEZNAM SYMBOLU˚, VELICˇIN A ZKRATEK
FIR Finite impulse response - Filtr s konecˇnou impulsn´ı charakteristikou
IIR Infinite impulse response - Filtr s nekonecˇnou impulsn´ı charakteristikou
LMS Least mean squares - Algoritmus minimalizace
RLS Recursive least squares - Algoritmus minimalizace
EKG Electrocardiogram - Elektrokardiogram
QRS Komplex QRS neboli komorovy´ komplex
εn2 Strˇedn´ı kvadraticka´ odchylka
x Vstup
x̂ Optima´ln´ı odhad vstupu
e Chyba
µ Rychlost ucˇen´ı
fvz vzorkovac´ı kmitocˇet
SNR1 Pomeˇr SNR prˇi filtraci signa´lu cse28ii
SNR2 Pomeˇr SNR prˇi filtraci signa´lu cse28v3
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A OVLA´DA´NI´ M-FILE SOUBORU˚ V PROSTRˇEDI´
MATLAB
Za´kladem je Gen_alg.m.V tomto scriptu jsou definova´ny vstupn´ı parametry a na
jeho konci je zakomentovana´ cˇa´st pro vykreslen´ı pr˚ubeˇhu prˇi filtraci nejvhodneˇjˇs´ım
nalezeny´m filtrem.
Vy´beˇr adaptacˇn´ıho sche´matu se prova´d´ı prosty´m odkomentova´n´ı vhodne´ho rˇa´dku
ve scriptu gen_kvalita.m.
Da´le je trˇeba ve scriptech ada_brum.m a ada_fil.m nastavit odkomentova´n´ım
pozˇadovany´ adaptacˇn´ı algoritmus.
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