Alternating direction method of multipliers (ADMM) is a powerful first order methods for various applications in inverse problems and imaging. However, there is no clear result on the weak convergence of ADMM in infinite dimensional Hilbert spaces with relaxation studied by Eckstein and Bertsakas [23] . In this paper, by employing a kind of "partial" gap analysis, we prove the weak convergence of general preconditioned and relaxed ADMM in infinite dimensional Hilbert spaces, with preconditioning for solving all the involved implicit equations under mild conditions. We also give the corresponding ergodic convergence rates respecting to the "partial" gap function. Furthermore, the connections between certain preconditioned and relaxed ADMM and the corresponding Douglas-Rachford splitting methods are also discussed, following the idea of Gabay in [19] . Numerical tests also show the efficiency of the proposed overrelaxation variants of preconditioned ADMM.
Introduction
ADMM (alternating direction method of multipliers) is one of the most popular first order methods for non-smooth optimization and regularization problems widely used in inverse problems [3, 12] . ADMM was first introduced in [20, 21] , and extensive studies can be found in [3, 12, 15, 16, 23, 17, 22, 24, 27, 28, 38] and so on. It aims at the following general constrained optimization problem, min u∈X,p∈Y F (u) + G(p), subject to Au + Bp = c, (1.1) where F ∈ Γ 0 (X), G ∈ Γ 0 (Y ), c ∈ Z and X, Y, Z are real Hilbert spaces with Γ 0 (·) denoting the corresponding proper, convex and lower semi-continuous function spaces [2] . In the sequel, we assume A ∈ L(X, Z), B ∈ L(Y, Z), where L(X 1 , X 2 ) denotes the spaces of linear and continuous operators mapping from Hilbert spaces X 1 to X 2 . With appropriate conditions [6, 26] , this problem is equivalent to the following saddle-point problem, and we assume there exists a bounded saddle-point, where L(u, p,λ) is the Lagrangian function andλ is the Lagrangian multiplier. The associated Fenchel-Rockafellar dual problem of (1.1) reads as follows [16] , (ADMM)
Henceforth, we assume rA * A + ∂F, rB * B + ∂G are strongly maximal monotone, (1.5) such that (rA * A + ∂F ) −1 and (rB * B + ∂G) −1 exist and are Lipschitz continuous. The convergence of (ADMM) method in finite dimensional spaces is clear; see [16, 24, 27, 28] and [23, 34] . However, the weak convergence is not quite clear in infinite dimensional Hilbert space except [6] . It is also well known that one can get ADMM through applying DouglasRachford splitting method to the dual problems (1.3) while B = −I, c = 0 [19] , and there are some weak convergence results of Douglas-Rachford splitting method in infinite dimensional Hilbert spaces; see [14, 23] and the recent paper [32] . However, one can check that the weak convergence of Douglas-Rachford splitting method in [32] could not lead to weak convergence of the corresponding ADMM directly. The weak convergence of preconditioned ADMM is analysed in [6] in infinite dimensional Hilbert spaces, under the framework of general proximal point iterations with moderate conditions. Here we extend the results to overrelaxed variants through a different approach.
Actually, ADMM can be seen as a special case of the following "fully" relaxed and preconditioned version of (ADMM),
with assumptions on relaxation parameters ρ k throughout this paper, ρ k ∈ (0, 2), non-decreasing, and lim 6) together with N ∈ L(X), M ∈ L(Y ) are both self-adjoint and positive definite operators, i.e., N − rA * A ≥ 0, M − rB * B ≥ 0.
(1.7)
We would like to point out that preconditioning for the dual variable p is also necessary in some cases; see the multiplier-based max-flow algorithm [37] . Considering the most simple example, while ∂G and ∂F are linear operators, the updates of u k+1 and p k+1 in (rpFADMM) could be reformulated as follows,
where (N + ∂F ) and (M + ∂G) can be seen as generalized "preconditioners" for the operator equations when calculating u k+1 and p k+1 in classical (ADMM) with relaxation. It is shown in [6] that one could benefit from efficient preconditioners for solving the implicit problems approximately with only one, two, or three cheap preconditioned iterations without controlling the errors, to guarantee the (weak) convergence of the (ADMM) iterations. It is not surprising that while F (or G) is a quadratical form [6] , the update of u k (or p k ) above is just the classical preconditioned iteration in numerical linear algebra in finite dimensional spaces, where various efficient preconditioning techniques are widely used. Even for nonlinear F or G, there are still some preconditioning techniques available, see [10] for diagonal preconditioning, and [13] for nonlinear symmetric Gauss-Seidel preconditioning.
By direct calculation, it can be shown that (rpFADMM) is equivalent to the following iterations involving the augmented Lagrangian (1.4),
(1.8) N −rA * A = u − u k , (N − rA * A)(u − u k ) , and they are called as proximal terms as in [1, 16, 27] . (ADMM) could also be recovered from (1.8) by setting ρ k ≡ 1, N − rA * A = 0 and M − rB * B = 0. Let us define the "partial" primal-dual gap respecting to a point x first, with notation x = (u, p,λ) and
(1.9)
In the sequel, we always assume that (u,
. This assumption can guarantee that the boundedness of
Similar but different gap function could be found in [30] . Our "partial" gap function has more complicate structure than that used in [8, 11] .
The main contributions belong to the following parts. First, motivated by the "partial" primal-dual gap analysis in [8] and [11] , we prove weak convergence of relaxed (ADMM) in [23] in infinite dimensional Hilbert space with conditions (1.5), (1.6) and (1.7), by employing the detailed analysis of "partial" primal-dual gap (1.9) . No additional condition is needed as in [1] where N − rA * A = I, M − rB * B = I and ρ k ≡ 1. This kind of relaxation is different from [16, 18, 27] that are focused on relaxation for the updates of Lagrangian multipliers. Second, when M = rB * B in (rpFADMM), while A, B and G have similar separable structures, we proposed the scheme that distributing different relaxation parameters for updating different components of p andλ, which is quite necessary for compact, relaxed and preconditioned ADMM. We also studied the relationship between the relaxed ADMM with preconditioning and the corresponding Douglas-Rachford splitting method which is an extension of [19] . It could help study the properties of the Lagrangian multipliers from the dual formulation. The case that N − rA * A > 0 and M = rB * B in (1.8), is discussed in [17] in finite dimensional spaces. However the positive definiteness of N − rA * A could prevent lots of interesting applications including the efficient symmetric (block) Red-Black Gauss-Seidel preconditioner for TV (or TGV) denosing problems, where N − rA * A is not positive definite, see [5, 6, 7] . Similar linearized ADMM with overrelaxation is also considered in [29] while M = rB * B, where estimating the largest eigenvalue of A * A or B * B is necessary. Third, we prove the weak convergence of "fully" preconditioned ADMM with relaxation (rpFADMM) and give the corresponding ergodic convergence rate. To the best knowledge of the author, the weak convergence and ergodic convergence rate of (rpFADMM) seem to be figured clear for the first time in infinite dimensional Hilbert spaces.
The paper is organized as follows, we first consider the weak convergence and ergodic convergence rate of the relaxation variant of (ADMM) in Section 2 by employing the "partial" gap analysis. In Section 3, by applying the results for relaxed ADMM in Section 2 to a modified constrained problem, we get a kind of preconditioned ADMM and its relaxation formally, with only preconditioning for the update of u k+1 . Furthermore, we present the relation to DouglasRachford splitting method, and it turns out that the primal-dual gap function [9] is useful for ADMM while applying to ROF denoising model. In Section 4, we discuss the weak convergence and the corresponding ergodic convergence rate of (rpFADMM), with adjusted "partial" gap analysis and the analysis in the previous sections. In the last section, some numerical tests are conducted to demonstrate efficiency of the proposed schemes in this paper.
Relaxation variants of ADMM
Here, we will consider the following relaxed ADMM method, with assumptions on ρ k as (1.6),
(rADMM)
We will estimate the "partial" primal-dual gap, and give a derivation from the iteration (rADMM) directly. We denoteλ
By direct calculation, the last update of (rADMM) can be reformulated as follows,
We introduce the following adjacent variables for convenience throughout the paper, for k ∈ N,
, v := −rBp +λ,
Theorem 2.1. With v, w defined in (2.3), and assuming Au + Bp = c, for the primal-dual gap of the relaxed ADMM (rADMM), we have, for k ≥ 0, while 0 < ρ k < 1,
4)
and while 1 ≤ ρ k < 2, we have
Proof. By the update of u k+1 in (rADMM), we see
Furthermore, by the update ofλ k+1 in (rADMM), we see
and what follows is
Thus we have
By the update of p k+1 in (rADMM), we see
Again by the update ofλ k+1 of (rADMM), we have
By the definition of subgradient, we have
With (2.6), (2.8), (2.9), (2.10) and the assumption Au + Bp = c, for the right hand side of (1.9), we see G x (x k+1 ) ≤ I + II.
Here I and II are as follows,
By (2.2), we see,
and together with the assumption Au + Bp − c = 0, we have
Substituting these two equalities into I, we have
By (2.1), we see
Substituting (2.13) into II, we see
Combining (2.11), (2.12) and (2.14), we have
For last two mixed terms in (2.15), we notice that Remark 2.1. If ρ k ≡ 1 without relaxation, we have the simpler estimte. Assuming Au + Bp = c, considering iteration (ADMM), regarding to (u, p,λ), we have the following partial primal dual gap estimate for k ≥ 0,
By Theorem 2.1 and (2.1), we have the following gap estimate.
Corollary 2.1. For iteration (rADMM), with v, w defined in (2.3), and assuming Au + Bp = c, for the primal-dual gap of (rADMM), we have, for k ≥ 0, while 0 < ρ k < 1,
Proof. We just need to show the following three inner products, since others are similar. By (2.1) and polarization identity, we arrive at
Similarly, we have
Consequently, we get
− w are similar. Substituting these formulas to Theorem 2.1, we get this corollary. 
If w-lim
) converges weakly to a fixed point, where w-lim is denoted as the weak convergence in Hilbert spaces hereafter.
Proof. Regarding to the first point, (u * , p * ,λ * ) is a saddle point for (1.2) is equivalent to
is a fixed point of iteration (rADMM), by (1.6), if and only if
Since ρ * ∈ (0, 2) and r > 0, thus (2.21a)-(2.21c) are equivalent to
which means that (u * , p * ,λ * ) is a saddle-point of (1.2). Next, by the updates of u k+1 and p k+1 in (rADMM), we see that
and by the update ofλ ki+1 in (rADMM) and the second assumption, we have
What follows is
Combining the weak convergence of (u ki , p ki ,λ ki ) as in the assumption, and the maximally monotone of
which is also weak-strong closed (see Proposition 20.33 of
is a saddle-point of (1.1).
Theorem 2.2. With the assumptions (1.5) and (1.6) on the relaxation parameters ρ k , if (1.1) possesses a solution, then the iteration sequences (u
Proof. Here we mainly prove the boundedness of the iteration sequence (u k , p k ,λ k ) of (rADMM), and the uniqueness of the weak limit for all weakly convergent subsequences of (u k , p k ,λ k ). These lead to the weak convergence of (u
Let us consider the case ρ k ∈ (0, 1) first. Summing up the inequality (2.18) from k 0 to k, k > k 0 ≥ 1, with (2.26), non-increasing of 1−ρ k 2ρ k r by (1.6), and notation,
we have
(2.27) (2.27) implies that {d k,ρ k } is a non-increasing sequence with limit d in (rADMM), we can get the uniform boundedness of (u
. By the Banach-Alaoglu Theorem, there exists a weakly convergent subsequence of (u k , p k ,λ k ) and we denote the weak limit of the subsequence as (u * , p * ,λ * ). By virtue of Lemma 2.1, (u * , p * ,λ * ) is a fixed-point of the iteration (rADMM). Let us prove the uniqueness of the weak limit. Supposing that (u * * , p * * ,λ * * ) is another weak limit of another subsequence, then we have,
Let us take the subsequences (p ki ,λ ki ) and (p kj ,λ kj ) in the above equation, which have weak limits (p * ,λ * ) and (p * * ,λ * * ) correspondingly. We have,
and what follows are Bp * = Bp * * andλ * =λ * * . Now we prove there is only one weak limit for all weakly convergent subsequences of (u k , p k ,λ k ). By Lemma 2.1, (u * , p * ,λ * ) and (u * * , p * * ,λ * * ) are both fixed points of the iteration (rADMM). Thus, they both satisfy
By the Lipschitz continuity of (rA * A + ∂F ) −1 and the first equation of (2.28), we have
which leads to u * = u * * . Similarly, by the Lipschitz continuity of (rB * B + ∂G) −1 and second equation of (2.28), we have p * = p * * , which is based on
which leads to the uniqueness of the weak limits of all weakly convergent subsequences of (u k , p k ,λ k ). Thus we prove the iteration sequence (u
) being a constant, the arguments are completely similar to ρ k ∈ (0, 1) case with (2.19). However, for varying ρ k , we need more analysis since
, with x = (u, p,λ) being a solution of (1.2), we have
(2.29)
Substituting (2.29) into (2.19), we have for 1 ≤ ρ k < 2,
By the assumption that x = (u, p,λ) being a solution of (1.2), we have −B * λ ∈ ∂G(p), and similar to the inequality (2.26), we get
Summing up the inequality (2.30) from k 0 to k, k > k 0 ≥ 1, with (2.26), (2.31), (2.32), the non-decreasing of ρ k and the cancellation of the terms
is a decreasing sequence by (2.33) . Similarly, the uniform boundedness of (Bp k ,λ k ) could be obtained by (2.33) and (2.31). Then we get the uniform boundedness of the iteration sequence 
(2.34) In order to avoiding the subtle issue of the convergence properties of the inner product of two weakly convergent sequences, we need to rewrite the inner product terms,
Substituting (2.35) into (2.34), taking x ki and x kj instead of x k separately in the left hand side of (2.34), and remembering the right hand side of (2.34) only has a unique limit according to (2.33) , together with notation
, what follows are Bp * = Bp * * andλ * =λ * * . The remaining proof is similar to the case for ρ k ∈ (0, 1). Thus we get the uniqueness of the weak limits of all weakly convergent subsequences, which leads to the weak convergence of the iteration sequence x k produced by (rADMM) while ρ k ∈ [1, 2).
With these preparations, we could give the following ergodic convergence rate.
is a saddle-point of (1.2), with assumption (1.5), then the following ergodic sequences with (u k , p k ,λ k ) produced by iterations (rADMM),
converge weakly to u * , p * andλ * , respectively. Besides, the "partial" primal-dual gap obeys
where v * = −rBp * +λ * , and for ρ k ∈ [1, 2), we have
(2.37)
Proof. 
The property w-limλ 
For ρ k ∈ (0, 1), by (2.18) and (2.26), we also get the corresponding estimate.
Actually, if linear operators A, B and the function G have similar multiple separable structures, we can assign each separable component with different relaxation parameter as stated in the following corollary, which is more flexible in applications.
Corollary 2.2. From Theorem 2.1 and 2.2, noticing that if both A and B have multiple components and G has multiple separable components, i.e., 
39)
and while 1 ≤ ρ l k < 2, we have
With these estimats, it could be checked that the results of Theorem 2.2 and 2.3 remain valid with minor adjustments.
3 Relaxed ADMM and Douglas-Rachford splitting method where u is a block and p is another block. We first write the augmented Lagrangian,
Preconditioned ADMM with relaxation
Actually, by the definition of the Fenchel conjugate [2, 26] , (3.1) is equivalent to the following saddle-point problem and the dual problem,
) is a saddle-point solution of the original saddle-point problem (1.2), through checking the optimality conditions and constraint of both two problems in (3.3).
Proposition 3.1. In the case of M = rB * B, (rpFADMM) could be recovered by applying Corollary 2.2 to the modified constrained problem (3.1).
Proof. Applying Corollary (2.2) to the modified constrained problem (3.1), we have
(3.4)
By the Moreau identity [9] , for the update of p k+1 2 in (3.4), we have
Together with the update ofλ , we have
What follows is p
Substituting (3.7) into the update of u k+1 in (3.4), we get the relaxed and preconditioned ADMM as follows, with notation N = rA * A + rS * S:
By choosing ρ 1 k ≡ 1, we get the preconditioned ADMM,
Here, we discuss some connections to the existing works.
Remark 3.1. It is not new to obtain the preconditioned ADMM or other proximal ADMM with or without relaxation by applying the classical ADMM or relaxed ADMM in [23] to the modified constrained problems including (3.1). For example, similar idea could be found in [8] for designing preconditioned version of accelerated Douglas-Rachford splitting method. In finite dimensional spaces, a similar modified constraint problem is also considered in [29] for linearization of proximal ADMM, which is actuallyG(p) = G(p 1 ) without the constraint I * {0} (p 2 ) in (3.1). However, [29] direct applied relaxed ADMM in [23] with only one relaxation parameter, i.e., ρ
. Thus the update of p k+1 2 in (3.5) could not be dropped and cooperated into the updates of u k+1 in [29] , and there are 4 updates for the linearized ADMM in [29] instead of 3 updates as in (rpADMM). Hence, Corollary 2.2 could bring out compact and probably more efficient iterations.
The corresponding Douglas-Rachford splitting
An interesting relation between the Douglas-Rachford splitting method and ADMM was first pointed out by Gabay [19] , which was also further studied in [33, 35] . Here we extend it to relaxation variants with additional discussion. The optimality condition for the dual problem (3.3) is 0 ∈ r∂(F * (−Ã * λ)) + r∂(G * (−B * λ)) + rc, for any r > 0. (3.8)
Then we can apply Douglas-Rachford splitting method to the operator splitting by r∂(F * (−Ã * ·)) and r∂G * (−B * ·) + rc. As suggested in [5] , we can write the Douglas-Rachford as
where
Writting (3.9) component wisely, we have
where J R = (I + R) −1 is the resolvent of the maximal monotone operator R and rAB = r∂(G * (−B * ·)) + rc, AÃ = ∂(F * (−Ã * ·)). Denoting v k = λ k −ṽ k and using the Moreau's identity, we have
Furthermore, adding relaxation to (DR), we have
, with ρ i k satisfying (1.6), i = 1, 2. Originated from Gabay [19] , we can get the following theorem. Theorem 3.1. With the assumption (1.5), preconditioned ADMM (pADMM) and its relaxation (rpADMM) could be recovered from (DR) and (rDR) separately.
Proof. For J rAÃ and J rAB , it could be checked that by Proposition 4.1 of [19] (or similar arguments as in Proposition 23.23 of [2] ), while (rÃ * Ã + ∂F ) −1 and (rB * B + ∂G) −1 exist and are Lipschitz continuous which could be guaranteed by (1.5), they have the following forms
11)
where the second component of J rAB can be simplified with the Moreau identity [9] ,
Together with (∂F * ) −1 = ∂F and denotingλ k := λ k+1 , let us introduce some variables
14)
Substituting the above relations to (rDR), we have
we have −2λ
By the second equation of (3.16), we havē
If we set ρ Substituting it in to (3.18), we have the final form for updating u k+1 ,
If we set N = rA * A + rS * S, (3.18) becomes
This is exactly our preconditioned ADMM with only preconditioning for updating u k+1 . We have figured clear the updates of u k+1 ,λ
. Let us consider the updates ofλ , we havē 
What follows are the update of p
and the update of v
Collecting the updates of u k+1 , p , we get the relaxed and preconditioned ADMM from relaxed Douglas-Rachford splitting, i.e., (rpADMM), with N = rA * A + rS * S. Thus we get relaxed and preconditioned ADMM (rpADMM) from the corresponding Douglas-Rachford methods (rDR). By setting ρ 1 k ≡ 1, we also recover (pADMM) from (DR).
Fully preconditioned Douglas-Rachford splitting method and its relaxation
In this section, we will first give the "partial" gap estimates. .3) and the assumption Au + Bp = c, for the "partial" primal-dual gap for the fully relaxed ADMM, denoting G x (x k+1 ) := G (u,p,λ) (u k+1 , p k+1 ,λ k+1 ) with x = (u, p,λ) and x k+1 = (u k+1 , p k+1 ,λ k+1 ), we have, for k ≥ 0, while 0 < ρ k < 1,
and while 1 ≤ ρ k < 2,
Proof. The proof is quite similar to Theorem 2.1. By direct calculation, the updates of u k+1 and p k+1 in (rpFADMM) could be reformulated as follows
With the update ofλ k+1 in (rpFADMM), the second equation of above equations could be written as .1), it could be seen the update ofλ k+1 in (rpFADMM) becomes
Thus the update of u k+1 could be written as
With (4.1) and (4.2), by similar proof as in Theorem 2.1 with additional terms involving N −rA * A and M − rB * B, we see
which is completely similar to (2.12), (2.14) with the last two additional inner products involving (N − rA * A) and (M − rB * B). Thus, with (2.15), (2.16) and (2.17), one gets this theorem with similar arguments.
Corollary 4.1. For iteration (rpFADMM), with v, w in (2.3) and assumption Au + Bp = c, N − rA * A = rS * S and M − rB * B = rH * H, for the primal-dual gap for the relaxed ADMM, we have, for k ≥ 1, while 0 < ρ k < 1,
Proof. The proof is similar to Corollary 2.1. Taking 0 < ρ k < 1 for example, after substituting p .1), we have the detailed "partial" gap estimate,
3) It could be verified that
By (4.1) and monotone property of subgradient ∂G, we see for k ≥ 1,
and with the assumption M − rB * B ≥ 0, we get
Since (N − rA * A)/r and (M − rB * B)/r are both self-adjoint and positive semi-definite operator, there exist square roots operator S ∈ L(X, Z) and H ∈ L(Y, Z), which are positive semi-definite, self-adjoint, bounded and linear (see Theorem VI.9 of [31] ), such that N − rA * A = rS * S and M − rB * B = rH * H. Thus, by polarization identity, for the last term in (4.4), we have
With (4.4) and (4.5), we have
(4.6) Substituting (4.6) into (4.3), we get Corollary 4.1 for ρ k ∈ (0, 1) case.
For ρ k ∈ [1, 2), with Theorem 4.1, the expansion (2.29), (4.6) and with similar arguments as in Theorem 2.2, one gets this corollary.
Still similar to Lemma 2.1, we also have the following lemma. 
) converges weakly to a saddle point for (1.2).
For the weak convergence of iteration (rpFADMM) and the ergodic convergence rate, we have similar theorem as Theorem 2.2 and 2.3 as follows, whose proof is omitted. Theorem 4.2. With assumptions (1.5) and the assumptions on ρ k for (rpFADMM), if (1.1) possesses a solution, then for (rpFADMM), the iteration sequences (u k , p k ,λ k ) converges weakly to a saddle-point x * = (u * , p * ,λ * ) of (1.2) and (u * , p * ) is a solution of (1.1). Then the ergodic sequences
converge weakly to u * , p * andλ * respectively. We have
, and the ergodic convergence rate of the "partial" primal-dual gap is as follows, for 0 < ρ k < 1,
Here for simplicity and clarity, we use different ergodic sequence x k erg (4.7) compared to ergodic sequences in previous sections, and (u 1 , p 1 ,λ 1 ) is used in above theorem followed by the estimates involving p 0 with Corollary (4.1).
Numerical Part
TV denosing. Let us apply the discrete framework for the total-variation regularized L 2 -and L 1 -type denoising problems (the L 2 -case is usually called the ROF model )
where f : Ω → R is a given noisy image and α > 0 is a regularization parameter. For detailed discrete setting, see [7] . The case q = 2. We see that for q = 2, (5.1) could be reformulated as (1.1) with introducing adjacent variable p = ∇u and the data
Furthermore, observe that (∂F + rA * A)u := (I − r∆)u − f is monotone for any r > 0. Hence, a preconditioner for T = I − r∆ has to be chosen here. In order to implement the algorithm, noting that for (rI + ∂G) −1 , we have
and since G = α · 1 , the latter resolvent is given by the soft-shrinkage operator S α/r ( · /r), see [2, 6, 7] . This can in turn be expressed, for p ∈ Y , by
where |p| = (p 1 ) 2 + (p 2 ) 2 . Thus, preconditioned and relaxed ADMM algorithms can be written as in Table 1 . We use the primal-dual gap
as the basis for comparison as well as a stopping criterion by plugging the gap G L 2 -TV (u k+1 ,λ k+1 ) in each iteration step. Furthermore the boundedness of G * (λ k ) = I { λ ∞≤α} (λ k ) and the boundedness of the gap (5.5) could be guaranteed by the following remark, i.e., Remark 5.1.
is a constraint on the Lagrangian multipliersλ, then the Lagrangian multipliers λ k 1 always satisfy the constraint, i.e., G * (λ k 1 ) is finite. This means the primal-dual gap function as in (5.5) originally suggested in [9] for primal-dual algorithms is also bounded for (pADMM) or (rpADMM).
rpADMM Objective: L 2 -TV denoising min u∈X Proof. Actually, by the analysis in section 3.2, we see the update ofλ k 1 as in (pADMM) or (rpADMM) can also be equivalently written as the update of λ k+1 1 in (DR) or (rDR) by applying to the dual problem (3.8) . With the data (5.2), it can be checked that
Thus, by the update formula of λ k+1 1 in (DR) or (rDR), we havē
, and what follows is that λ 
which is also (5.5) for ROF model, we see the primal dual gap is bounded for (pADMM) or (rpADMM) iterations. Thus this gap can be used as a stopping criterion for ROF model as introduced in [9] .
The case q = 1. In this case, the discrepancy · −f 1 is not linear-quadratic and we have to reformulate (5.1) to min u,v∈X, w∈Y
This leads to F = 0 as in (1.1). In total, the problem (5.1) could be reformulated to (1.1) by introducing p = (v, w) T and the following data
Again, rA * A = r(I − ∆) > 0 for each r > 0, so preconditioned ADMM is applicable. The resolvent (rI + G) −1 then decouples into
where the soft-shrinkage operator on X is involved which also reads as (5.4) with | · | denoting the usual (pointwise) absolute value. Here, a preconditioner for T = r(I − ∆) has to be chosen. We use the normalized primal energy R k to realize a stopping criterion,
where E * represents the primal energy that was obtained by PADMM after roughly 5 × 10 5 iterations and represents the minimal value among all tested algorithms. The preconditioners. Actually, for ROF model, efficient preconditioner is needed for the operator T = I − r∆, and for L 1 -TV denoising model, efficient preconditioner is needed for the operator T = r(I − ∆). Both cases could be seen as the following general perturbed Laplace equation,
The efficient symmetric Red-Black Gauss-Seidel method (SRBGS) is used without solving (5.8) exactly or approximately. For more details, see [7] .
The following four classes of algorithms are tested for the ROF model, and two symmetric Red-Black Gauss-Seidel iterations are employed as a preconditioner for pDRQ and pADMM/rpADMM for the corresponding subproblems (5.8),
2 ) accelerated primal-dual algorithm introduced in [9] with adaptive step sizes
Here we use the same notations for the parameters τ , σ together with θ as in [9] throughout this section.
• pDRQ: Preconditioned Douglas-Rachford method for pure quadratic-linear primal (or dual) functionals in [5] with step size σ = 9.
• ADMM/rADMM: Alternating direction method of multipliers (ADMM) and its overrelaxed version (rADMM) both with step size r = 9, and relaxation parameter ρ k ≡ 1.9 for (rADMM). In each iteration step, the linear subproblem (5.8) is solved by diagonalization techniques via the discrete cosine transform (DCT).
• pADMM/rpADMM: Preconditioned alternating direction method of multipliers according to Table 1 with step size r = 9 and relaxation parameter ρ k ≡ 1.9.
For the L 1 -TV denoising problem (5.1), i.e., q = 1, four classes of algorithms are also tested.
• ALG1: O(1/k) primal-dual algorithm introduced in [9] with constant step sizes, the dual step size τ = 0.02, τ σL 2 = 1, θ = 1 with L = √ 8 as proposed in [9] .
• ADMM/rADMM: Alternating direction method of multipliers (ADMM) or its overrelaxed version as in (rADMM), both with step size r = 20, and the relaxation parameter ρ k ≡ 1.9 for (rADMM). Again, DCT is employed for linear subproblem (5.8) instead of preconditioners.
• pADMM/rpADMM: Preconditioned alternating direction method of multipliers as in Table  2 with or without overrelaxation, both with step size r = 20, and the relaxation parameter ρ k ≡ 1.9 for rpADMM. Two symmetric Red-Black Gauss-Seidel iterations are employed as preconditioners for the linear subproblem (5.8).
• fADMM/fpADMM: Here fADMM represents the overrelaxed ADMM of the type in [18, 16, 27] with relaxation parameter τ = 1.618, which was developed by Fortin and Glowinski [18] . DCT is employed for the linear subproblem (5.8), and the step size r = 20. fpADMM represents the overrelaxed ADMM of the same type in [18] , [16, 27] with the same step size and relaxation parameter τ , along with preconditioning. Again, two symmetric Red-Black Gauss-Seidel iterations are employed as preconditioner for the corresponding subproblems rpADMM Objective: (5.8). In detail, for fpADMM, one just need to set all ρ k as 1.0, and replace the update of λ k+1 in Table 2 as follows
TGV denosing. The TGV regularized L 2 deniosing model reads as follows [4] , 9) where the TGV regularization could be written as follows,
where BD(Ω) denotes the space of vector fields of Bounded Deformation, and the weak symmetrized derivative Ew := (∇w + ∇w T )/2 being a matrix-valued Radon measure. Moreover, · M denotes the Radon norm for the corresponding vector-valued and matrix-valued Radon measures. Denoting u = (x, w)
T , p = (v, q) T , as in (1.1), we have the data The results are shown in the format {k(t)} where k and t denote iteration number and CPU time, respectively. The iteration is performed until the normalized primal energy R k is below ε. Figure 1 with α = 0.3. The notations ADMM(r), rADMM(r), pADMM(r, n), rpADMM(r, n) and pDRQ(r, n) are used to indicate the step-size r and n inner iterations. Note the double-logarithmic and semi-logarithmic scale, respectively, which is used in the plots. The following four classes algorithms are used for L 2 -TGV tests. We use one time symmetric Red-Black block Gauss-Seidel iteration [7] for the corresponding linear subproblems with (x, w)
T . We choose the step size r = 3 uniformly for pADMM, fpADMM, rpADMM and the relaxation parameter settings of fpADMM and rpADMM are the same as in TV case. For more details for implementations and the preconditioners, see [7] . The stopping criterion is the normalized primal energy of (5.9) where minimal energy was obtained after roughly 2 × 10 4 iterations and represents the minimal value among all tested algorithms. The parameter settings of ALG1 are as follows:
• ALG1: O(1/k) primal-dual algorithm introduced in [10] with constant step sizes, dual step size τ = 0.05, τ σL 2 = 1, L = √ 12.
From Table 3, Table 4, Table 5 , Figure 2 , Figure 4 and Figure 6 , for both ROF, L 1 -TV The normalized error of primal energy is compared in terms of iteration number and computation time for Figure 5 with α = 1.0. The notations ADMM(r), rADMM(r), pADMM(r, n), rpADMM(r, n), fADMM(r), and fpADMM(r, n) are used to indicate the step-size r and n inner iterations. Note the double-logarithmic and semi-logarithmic scale, respectively, which is used in the plots. model and L 2 -TGV model, it could be seen that overrelaxation with relaxation parameters setting ρ k ≡ 1.9 could bring out certain acceleration, at least 30% faster than ρ k ≡ 1.0. Efficient preconditioner could bring out more efficiency, which is also observed in [6] through a proximal point approach. Generally, the preconditioned ADMM with overrelaxation could bring out 3-5 times faster than the original ADMM without any preconditioning and relaxations. For L 1 -TV, it could be seen that, there is no big difference between rADMM and fADMM, or between rpADMM and fpADMM, which employ different relaxation strategies. Besides, rADMM or rpADMM could be slightly faster with fewer number of iterations in some cases. Table 5 : Numerical results for L 2 -TGV image denoising problem (5.11) with noise level 5%, regularization parameters α0 = 0.1, α1 = 0.05, and noise level 10%, regularization parameters α0 = 0.2, α1 = 0.1. For all algorithms, the pair {k(t)} is used to represent the iteration number k and time cost t. The iteration is performed until the normalized primal energy is below ε. The normalized error of primal energy is compared in terms of iteration number and computation time α0 = 0.2, α1 = 0.1. The notations pADMM(r, n), fpADMM(r, n) and rpADMM(r) are used to indicate the step-size r and n inner iterations. Note the double-logarithmic and semi-logarithmic scale, respectively, which is used in the plots.
Conclusions
We mainly studied the weak convergence and ergodic convergence rate respecting to the partial prinal-dual gap of an overrelaxed and fully preconditioned ADMM method for general nonsmooth regularized problems. Besides, we could get certain accelerations by overrelaxation strategy together with preconditioning. We also discussed relationships between a kind of relaxed ADMM with preconditioning and the corresponding Douglas-Rachford splitting methods. Applications for image denoising are also presented. The numerical tests showed that overrelaxed and preconditioned ADMM has the potential to bring out appealing benefits and fast algorithms, especially where the data fitting terms are not strongly convex. Nevertheless, there is still some interesting questions for further investigations, for example, the accelerations as proposed in [36] , the convergence properties in functional spaces, especially the Banach spaces [25] .
