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Chapter 1
INTRODUCTION
"Best Estimate" computer codes have been developed to predict important physical quantities or
responses for nuclear plants such as Peak Clad Temperature during hypothetical accidents. Even
though these codes are realistic, an uncertainty exists on their responses. This uncertainty stems
from the various types of intrinsic uncertainties on the correlations used, on the scaling effects, on
the geometric representations of the plant and the nodelization schemes used, on the initial and
boundary conditions, and on the Separate Effect Test (SET) and Integral Effect Test (IET) the
code was benchmarked with.
Nuclear reactor accident analyses have traditionally been performed with many input param-
eters set equal to extreme or hot channel values to account for these uncertainties. With this
approach, it is likely for calculated results to give conservative representations of reactor safety.
However, the approach has deficiencies:
" First, the accumulation of conservatisms may give an unrealistic pessimistic final result.
The unrealism may cause designers or operators to make decisions that are inappropriate or
overreactions.
" Second, by entering conservatisms at many locations in the input, the conservatism of the
output information cannot be easily evaluated.
More recent approaches (ref to CSAU blue book) to nuclear reactor thermal-hydraulic analyses
have incorporated statistical evaluations of uncertainty for a variety of input parameters (cor-
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relations, properties, dimensions, operating ranges, etc.). The approaches have included "best
estimate plus uncertainty" calculations. The input uncertainty information may be combined to
provide estimates of output uncertainties by means of mathematical and statistical methodologies
[3, 4, 5, 6, 7, 14]. The deficiencies of the traditional approach are, in principle, removed by these
recent changes. The efforts and information required to execute the changes are, however, far from
trivial.
The thermal-hydraulic-safety design of the existing MIT Research Reactor (MITR-2) has also
been performed by setting inputs equal to extreme or hot channel values. The present study is
aimed at quantifying the uncertainties in some key input parameters. The results of the study
are intended for use in ongoing design studies for which updated techniques may prove to be of
value.
Chapter 2
UNCERTAINTY
CONSIDERATIONS
2.1 Definition
A usual statistical model for the uncertainty of a computer code is
Y= f(X) +
where:
* f is the multivariate function that represents the code. f is typically expensive to evaluate.
" X is the explanatory vector of random variables. Each variable represents a code parameter
for the initial conditions (e.g., initial pressure, flow or temperature) or a code parameter for
a correlation (e.g., Critical Heat Flux heat transfer coefficient) during the transient. The
important part of the uncertainty evaluation is to evaluate the distribution of these code
parameters or variables. The independence of the variables is often assumed because no
information is available.
* Y is the response variable of interest (e.g., Peak Clad Temperature or Water Level). The
distribution of Y must be estimated to obtain a conservative value of the response. This
value is then compared to the safety limits.
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5E e is an additional uncertainty that can stem from scaling or some phenomena that can not be
represented by a random variable Xi. This uncertainty can be in the form of a bias and/or
a variance.
The level of conservatism is defined in a probabilistic sense. A conservative estimate 1 _, (for
a case in which a higher number implies a more severe condition) of the true value of the response
Y' at a level 1 - a (e.g., a = .05) is such that
P(Yi_ > Y t ) = 1 - a
The strict equality is in practice impossible to achieve because the uncertainty of some phe-
nomena are difficult to quantify. But one wants to achieve an estimate of Y' at a level of at least
1 - a, i.e.,
P(Y_ > Y') =1 -- a +6
with 6 > 0 as small as possible. The inequalities are reversed if a lower number is more severe.
Because it is expensive to calculate a response y for a given vector x, mathematical and sta-
tistical methodologies [1, 2, 14] have been developed to achieve a good estimation of the 1 - a
percentile without excessive computer work.
2.2 Application to MITR III
The transient we are investigating is a two pump coastdown. For this transient, a Phenomena
Identification and Ranking Table (PIRT) [1, 2] has been developed to reduce the uncertainty
study to the most important phenomena. A group of three experts Prof. Meyer, Prof. Henry and
Prof. Lanning have developed a table of phenomena and have ranked it on a scale from 1 (least
important) to 5 (most important). The following table is a preliminary table and should be revised
for further uncertainty study. It was however sufficient to select three important phenomena to
study. The 4 th column is the maximum of the three individual rankings. With a more consistent
PIRT, a median is more appropriate for the final ranks.
6Loop flow After first circulation
Coastdown valve opens
H L[ M Rank H L M Rank
Control rods
-Level of insertion 5 5 1 5 5 1 5
-Time to Scram 5 5 5 5 5 1 5
Core
-Initial power level 3 3 3 3
-Nucleate boiling 5 5 3 5 5 3 1 5
-Flow instability 1 5 5 5 1 5
-Single channel recirculation 1 1 5 5 5
-Critical heat flux 5 5 4 5 5 5 3 5
-Natural circulation 1 1 1 1 5 5 5 5
-3D heat transfer
coefficient distribution
in entrance region 5 3 5 3 1 3
Experiments going on
-Type and number 1 2 2 2 3 4 2 4
Fuel plates
-Clad conductance 5 1 1 5 5 1 1 5
-Decay heat 3 1 1 3 5 5 3 5
-Fins effectiveness 5 1 3 5 5 5 2 5
-3D power distribution:
- fuel burnup 5 3 5 5 3 5
- Xenon 1 1 1 1
Human response to establish
heat removal
- Speed and correctness 1 1 1 1 3 3 3 3
Natural circulation valves
- Opened/Closed 1 1 3 3 3 3 3
Outside cooling tower
- Temperature 1 1 1 1 3 2 1 3
Vessel
- Mixing 1 1 1 1 3 2 1 3
- Heat removal through walls 1 1 1 1 1 3 2 3
2.3 Conclusion
Based on this table, three important phenomena have been selected for a preliminary study:
1. the time to scram for the scram signal.
2. the time to scram for the control blade insertion.
3. the flow instability prediction.
The uncertainty of each phenomenon will be evaluated in the following chapters.
Chapter 3
TIME TO SCRAM (SCRAM
SIGNAL)
3.1 Background
During a pump coastdown transient, the coolant flow suddenly decreases from the constant initial
flow to a nearly zero flow. As stated in the PIR Table, the function that represents flow versus
time is of prime interest for the study of a pump coastdown transient uncertainty.
A set of four experiments has been performed to measure the flow as a function of time [8].
The noisy voltage data (V(ti), j = 1, 2000, i = 1, 4) have been directly recorded and must be
regressed on to a parametric function. The function is initial flow dependent; the initial flow was
constant over the four experiments and is the one of normal operation. The parametric voltage
function will then be converted into a flow function using the conversion proposed in [8].
3.2 Statistical model
3.2.1 Origin of uncertainty
The main uncertainty in the data available comes from the measurement device that causes a noise
to be added to the measurement of the voltage.
There is also a small uncertainty in the linear conversion from voltage to flow and in the setting
of the initial flow.
7
8The parametric shape of the flow coastdown curve is not known. The following statistical model
log(Vi(t 3 )) = f (t) + Ej
where the parametric function f(t) = a + btj + cexp(-tj) + dexp(-t') has been selected for
its nearly unbiased nature and constant variance after 5 seconds; it is however biased for times
between 0 and 5 seconds. A better parametric function should be proposed to achieve the unbiased
property.
3.2.2 Estimation of uncertainty
The best estimate function f(t) can be estimated by least squared regression on the average of the
four experiments. The uncertainty could then be estimated by doing individual regressions f(t) for
each experiment and by estimating the variance oa2 (t) has a function of time. The distribution of
f(t) could then be assumed to be approximately Student with 3 degrees of freedom, with mean the
best estimate function f(t) and variance &2 (t). However an unbiased parametric function should
first be developed.
3.3 Experimental results
The flow coastdown rate was recorded four times [8]. The average of the four data sets (see
figure 3.1 page 10) are noisy due to the measurement devices and has been regressed on to the
parametric function.
The best estimate function is f(t) = exp(-1.87 + .41t + 2.95 exp(-t) - .68 exp(-t 2 ).
Because the function is biased (see figure 3.2 page 11), a bias correction should be applied
before estimating the variance. Hence a better parametric model should be developed to achieve
the unbiasedness property. An uncertainty estimation (in term of a variance only) will then be
possible.
93.4 Conclusion
A physically based parametric shape should be investigated for the flow decrease function. It will
allow a better fit of the data (unbiased) and a better uncertainty estimation.
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Figure 3.2: Residula plot: biased regression
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Chapter 4
TIME TO SCRAM (CONTROL
BLADE INSERTION)
4.1 Background
To control the core reactivity, MITR-2 has six control rods or shim blades and a single circular
regulative rod that is not of concern here. During normal operation, the amount inserted is about
the same for all control rods (they must be kept no more than one inch apart) and is adjusted
over long intervals to account for burnup and Xenon). The core and all control devices are totally
immersed in cooling water at all times. Each rod is maintained to a withdrawn position by a
magnetic field that collapses after a transient is detected; for a flow coastdown transient, the signal
to scram is sent by the fastest of three independent detectors. Each rod falls independently of one
another in its individual channel; the reactivity is mainly controlled by the fastest rod.
4.2 Statistical model
They are three importance phases to be considered:
1. Before the time t = 0 when the transient starts.
2. Until the time Tf when the magnetic field receives the signal.
3. After Tf.
12
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* Let the {Li(t)}i=1,..., be the random functions that represent the insertion length of the ith
blade at time t:
Li (t) = Ljo t < T5Ljo + Di(t - T5) t > Tf
where:
* The random variables {Ljo},=1,..., 6 -- LO represents the initial level of insertion of the ith
blade during normal operation; they are assumed to be the same.
" The random variable Tf represents the time for the first of the three detectors to detect the
flow coastdown and send the signal for the magnetic field to collapse.
* The random functions Di(t-Tf) represents the amount dropped as a function of time starting
at time Tf.
Because the rod of interest is the fastest to fall, the variable of interest is
L(t) = max Li(t)
i=1, ---,6
It is however neither clear how to estimate the distribution of this variable nor how to carry it out
in the sensitivity study at a certain level of probability.
By looking at the Time to Scram records of the six blades, an "average" blade has been selected
to represent the conservative behavior of L(t). The data available indicate the time to reach 80%
insertion. By calculating the averages {T 1};= 1 ,.,and ordering them, blade 3 has been selected
as being the "average" blade because T3 was the lower median of the six averages. The choice is
conservative in the sense that there will always be some rods that will have a bigger Time to Scram
statistical mean; this statement stays true as long as the maintenance of the blades is unchanged.
Therefore we will evaluate the uncertainty of the function
L (t) = Lo t < T5
SLo + D(t - T5 ) t > T5
based on the measurements made on blade 3.
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4.2.1 Initial level Lo
Lo is the random variable that represents the initial level of insertion before a transient. Data
are available at every hour of the day over a year. One can use these data to determine a density
function that fits the empirical density best. A wide variety of density functions and procedures to
estimate their parameters are available. We will however use the judgment of a reactor operator.
4.2.2 Detector response time Tf
T1 , T2 and T3 are the random variables that represent the time for the three flow detectors
A1 , A2 , A 3 to detect the flow coastdown. The scram signal is sent when the fastest of the three de-
tectors measures that the flow drops below 1800gpm. Hence the Tis depend on the initial flow rate
and on how fast the flow decreases. The detectors are either in an operating state (operating='1')
or in a non-operating state (non-operating='O'). They are pairwise independent. The states of the
detectors can therefore be seen as 3 independent Bernoulli random variables {A 1 , A2 , A 3 }, with
probability of "success" (pi = P(Ai = 1)) {pi, P2, p 3 } and probability of "failure" {qi, q2, q3}. The
triplets (A1 , A 2 , A 3) outcome space is therefore
A = {ai} = 1,8 = {(1, 1, 1), (1, 1, 0),..., (0, 0, 0)}.
Hence the cdf of Tf = min(T 1, T2 , T3) is
8
P(Tf < t) = P(T < t/(A1, A 2 , A3 ) = ai)P((A1, A2 , A 3 ) = a1 )
since the ai's are pairwise disjoint events. And
P(Tf < t) = 1- =1(1 - FT, (t))p 1 p 2p 3
] HU1 (1 - FT, (t))qip2p 3
-qlq2q 3
since the T's are independent.
The pis can be estimated as 1 with a very good approximation since the detectors have never
failed according to the inspection logs. Hence
P(Tf < t) 1 - ]rJ (1 - Fi=t))
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Moreover one can assume that each detector's time T is independently identically distributed with
cumulative density function FT. Hence
P(Tf < t) ~ 1 - (1 - FT (t)) 3  (4.1)
4.2.3 Amount dropped D
Assuming that the friction and drag forces are negligible compared to the gravity and the buoyancy,
the physical parametric model is
d , =1 - s) 2 I[S,0) (t) (4.2)
with # 'meta Pwater ggravity, or equivalently
t = a + bx (4.3)
where x =V /2d, a = s and b= /aIi.
The data available are (Tii, - --, Tis,)i=1,6 of ni time records for the rod to fall a distance di;
there are a total of 6 different distances. Based on the physical model, the statistical model for
these data is
Tij = V(Xi, i) + 6(Xi, W) + Eij (4.4)
where )(xi, p,) = a(p,) + b(p)x.
It is assumed that the stochastic uncertainty is unbiased (E[Eij] = 0) and homoschedastic
(Var[eij] = o.2 ). The deterministic error however is believed to be unbiased (E[6(zi, W)] = 0) but
heteroschedastic (Var[6(xi, w)] = Aj). Also the fractions pi can be approximated by 0 since the
timer has a very small uncertainty. Hence a (1 - a) confidence interval at x = u is given by
['(u, p1w) - za/ 2 V(u), /(u, Pw) + za,/ 2 V(u) (4.5)
where V2 U=A2(U) + +nThe weights wi are iteratively estimated
by wi = ( j (Yig - /)i)2)/(ni - 2).
16
The quantity of interest however is the level of insertion D as a function of time. By inverting 4.5
using equation 4.2 and by using the approximation A2 (x)+ I + " -)2 A 2 ,
an approximate (1 - a) confidence interval for D at any time t = v is
0 V < 6 ± Za/ 2 aD(t) = { 2(zz3) 2 (v - (± za/ 2 6)) 2 otherwise (4.6)
4.3 Experimental results
4.3.1 Initial level LO
Although data are available to estimate accurately the distribution of the initial level of insertion
of the blades Lo, a rough estimation given by a reactor operator will be used. The density function
is approximately:
Level of insertion Percentage of the time
0-8" 0%
8-12" 30%
12-15" 35%
15-17" 30%
17-18" 5%
18-21" 0%
For instance a small conservative estimate of the level of insertion at a 1 - a = .95 level is
L095 = 8.67".
4.3.2 Detector response time Tf
The three detectors MF1, MP-6, MP-6A were recorded five times for detecting the flow coastdown
with nominal initial flow (i.e., 2150 gpm).
Detector Time (s) average
MF1 .66 .64 .63 .63 .64 .64
MP-6 .28 .28 .27 .28 .26 .27
MP-6A .33 .34 .33 .33 .32 .33
These data were recorded within few minute intervals and the standard deviation accounts only
for measurement errors. However the detectors are readjusted every year so that the uncertainty
is larger from year to year. As an example, the following table contains "detection time plus 80%
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drop" data since 1986 . They exhibit a bigger uncertainty due to the yearly readjustment (and
also due to the uncertainty due to 80% drop).
Detector I Time (s)
MF1 .933 .912 .885 .611 .927 .839 .846
MP-6 .824 .808 .579 .620 .761 .763 .878
MP-6A .815 .862 .568 .627 .884 .783 .889
These data agree reasonably well with a Normal distribution Ti ~ N(.79, (.12)2), i = 1, 2, 3. (see
figure 4.1 page 17).
qq plot for the normal distribution
1.0
0.9
0.8
0.7
0.6
0.6 0.7 0.8 0.9
Figure 4.1: Normal qq plot for detector time data (second table)
The uncertainty in the second table is bigger than that in the first because additional phe-
nomena occur during the 80% drop. Nevertheless the second table has some information about
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the year to year uncertainty and it is conservative to use for the variance of Tf at 0% inser-
tion. Hence one can say that Tf is Student distributed with 2 degrees of freedom with mean
= (.640 + .274 + .330)/3 = .41) and standard deviation .12.
Hence one can get a a-level conservative estimate T7*) of Tf by solving equation 4.1 and get
T * = F2(1 - a)f
4.3.3 Amount dropped D
The parameters a and b of O(x, p,) = &(p,) + b(p,)x can be estimated by weighted least square
regression. Based on the set of data from [8] listed in Appendix A, the Best Estimate fit is
O(x, yt,) = (104 + 625x)/1000
Also A(x) can be estimated by weighted least square regression on the
= -=with weight wi = i, i = 1,6.
ni
This gives the following estimates:
i 1 2 3 4 5 6
zi= /2di 0.6532 0.5164 0.4000 0.3266 0.2309 0.1007
Aj 0.01060 0.00967 0.00970 0.00848 0.00586 0.00562
ni 47 5 5 30 5 5
Using these values, the weighted least square fit gives (see figure 4.2 page 20)
A(x) = (5.04 + 8.94x)/1000.
-The Best Estimate fit and a 95% confidence interval (eq. 4.5) for the time to scram as a function
of V/'2 for six different drop levels d is shown on figure 4.3 page 21.
The function of interest however is the level of the blades as a function of time. Putting the
estimated values of a, b, a and # in 4.6, a a-level confidence interval for this function is
D(t) ( 0 v < 104 ± za/ 2 5.04
2(625±z,/ 2 8.94) 2 (1000v - (104 Z,/ 25.04))
2  otherwise
which is plotted on figure 4.4 page 22 for a = .05.
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4.4 Conclusion
An uncertainty estimation of the Time to scram (Control blade insertion) has been developed.
Three parameters were identified: Lo, Tf and D(t).
Standard deviation linear fit
0.010 -
0.009 -
0.
0.006-
0.1 0.2 0.3 0.4 0.5 O
Figure 4.2: Standard deviation linear fit
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Figure 4.3: Time to scram fit
Uncertainty of rode insertion as a function of time
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Figure 4.4: Uncertainty of rod insertion as a. function of time
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Chapter 5
FLOW INSTABILITY
PREDICTION
5.1 Background
It has been shown by Whittle and Forgan [9] that the Onset of Flow Instability (OFI) can be well
characterized by the ratio Q of the channel power over the power to saturation
4q/1 L
GcD(T, - Ti.)
The flow rate is stable if the ratio Q is less than a critical ratio Qc calculated from experimental
data at the OFI, i.e., the flow rate is stable if
SOFI,FW > 1.Q
The ratio Q has been selected as the quantity used to detect OFI after Whittle and Forgan [9]
noticed the quasi-constant property of Qc over a wide range of conditions such as power shape,
pressure, or temperature. They have however found that Qc varies with the L/D ratio where L is
the length of the channel and D is its hydraulic diameter,
1i.e., QC =
1 + r/D/L
Based on a set of experiments, they estimated rj = 25.
Saha and Zuber [10] worked on the Onset of Significant Void (OSV). This phenomenon appears
23
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before OFI. Their OSV correlation is based on a relation between Peclet number
Pe(z) = Gc( (5.1)ki (z)
and Stanton number
St(z) = W(5.2q"(z))
Gc,(z)(T,(z) - T(z))
Stanton number, St, plotted versus Peclet number, Pe, on a log-log scale at OSV over a large range
of conditions reveals two regions of the X-Y plane; the lower region characterizes the state before
OSV while the upper region that of post OSV conditions.
Based on the data in [9], [11] and [12], we are going to determine the OFI phenomenon based
on the approach of Saha and Zuber. The important aspect of the study will be to identify and
quantify the uncertainty of the Stanton-Peclet OFI correlation so that the unstable region can be
predicted with a certain level of conservatism.
5.2 Statistical model
5.2.1 Origin of uncertainty
There are two different types of uncertainties: the uncertainty in the determination of the values
we are trying to correlate and the uncertainty in the correlation itself. Hence even if the stochastic
uncertainty (noise) was removed from the correlated values, the correlation would still predict
OFI with a deterministic error function. This error function is a related to parameters not taken
into consideration in the development of the correlation. The amplitude of this error function
is believed to be small when compared to the amplitude of the correlation; this means that the
simplified correlation is believed to capture most of the phenomenon. An important issue for the
determination of a confidence interval for the correlation is to determine the proportion taken in
the total uncertainty by the random noise and by the error function.
The origin of the random noise lays in the experiment setup. The most important test apparatus
related uncertainties [9], [11] and [12] are in:
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" the location of the minimum of the S-curve, i.e., of the OFI. Hence GOF1 and APOFI are
determined with uncertainty.
" the calibration.
" the heat losses from test section.
" the amount of gas dissolved in the coolant.
" the measurement devices.
* the round-off of the results.
" the Onset of Flow Instability has been determined as being the conditions when the slope of
the S or demand (d) curve equals that of the external supply (s) system, i.e., when d(Pd)dV-
d(APs) Experimentalwise, however, the OFI conditions are defined when d (A Pd) = 0. ThisdV dV
approximation in the characterization of OFI will bring a bias to the estimation of the physical
parameters (e.g., the flow rate will be over-estimated at OFI).
The deterministic error function may be a function of:
* the up- or down-flow state.
* the channel shape (e.g., rectangular or tubular).
" the existence of disregarded physical variables (e.g., the surface roughness of the channel
walls).
5.2.2 Estimation of uncertainty
Based the establishment of a random uncertainty, E, and a deterministic error function, 6, the sta-
tistical model that relates the response value, Y, to the prediction variable, X, and the disregarded
variables w is
Y = O(X, yL) + 6(X, W) + E (5.3)
26
where 3 is the orthogonal projection of the residual between (X, w, (X, W)) and (X, pL, @(X, p,))
into the (X, Y) plan. Here Y = log(St) and X = log(Pe). This transformation might removed the
heteroschedasticity in the data. The reason why St is plotted versus Pe stems from the measure-
ment uncertainty analysis in [11]. Indeed, most of the uncertainty belongs to the measurement of
the pressure drop, thus bringing a major uncertainty to the determination of the G value corre-
sponding to the minimum Ap. Both Pe and St have a G term in there respective equations 5.2
and 5.1, but St has is twice in the sense that Tbe is a function of G too. As a consequence the
Stanton number is estimated with the most uncertainty at OFI.
The assumptions made on the uncertainty part are:
" the random noises are unbiased, independent and with constant variance o.2 . The last as-
sumption will be checked with a residuals plot.
* the deterministic error function can be seen as a function of X and a random vector W
that represent the random disregarded conditions at which the experiments were conducted.
Hence one can assume that the now stochastic error function is unbiased
E,[J(X,w)]= j (X,w)f,(w)dw = 0
and its variance is
A2  62(XW)fw(w)dW
which is assumed to be constant for every X (homoschedasticity). The variance and expected
value are taken with respect to the joint density function of w, fe.
5.2.3 Confidence interval
Let
Y i(u,) =(u, P") + e(u,W)
be the true St value at Pe = u with 6(u, w) ~ N(0, A2) . And let
Y(u, p ) = @(u, p.).
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Then Y - ~ N(0, T2(+ (' _ + A where T2 = 2 + or . T2 is the total
variance that we observe on the plot (see figure 5.1 page 30); it can be estimated by
SZz(Yi - )2
n - 2
If we call p the fraction of variance from -2 in T 2 (i.e., a2 = pT 2), then a confidence interval
for Yt(u, w) at a 1 - a level is
[i(u, Pu") - Za/ 2 V, /(u, Pw ) + za./2 V]
where V = T (1 -p+ + 0 ).
5.3 Experimental results
5.3.1 Data acquisition
The quantities to calculate are the local Stanton number (eq. 5.2) and the Peclet number (eq.
5.1). However cp,, T, and k, can be determined only at the exit of the channel, so that the following
approximation will be made
St(z) = q1(Z) (54)
Gcpe(Tse - T(z))
and
- GDc e
e - kie (5.5)
where e stands for exit.
The bulk temperature Tb(z) is given by:
Tb(z) = Ti"n + A q1 (Z)dzGc D Jo qag1
The saturation temperature at the exit Tse and the conductivity of the water at the exit kie
are estimated from tables by knowing the exit pressure Pe.
For the data recorded by Whittle and Forgan [9], 77e = 4/(Te - Tbe) is given, so that
avg
Tse -Te fzq"%z)
Tb(z)=Tin + le - Tb vz dz
77eD oqag
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Hence for uniform flux distribution
Tb(z) Tin +
be ~
And the Peclet number is
Pe = 4iqeD q"
kle Tse - Tbe
For the data in [11] , the same calculation can be derived knowing that Qratio =1/(1 - IjD/L).
Finally the Peclet and Stanton numbers can be estimated from the data in [12] by approximating
the flow G = p(z) * v(z) that is constant along the channel by G = pin * vm.
5.3.2 Correlation estimation
By assuming that the 4'(X,w) = a (p,)X+bj(p,), (i = 1 for rectangular channel, i = 2 for tubular
channel), the coefficient 3 = (a, b) can be estimated by the least square method, that gives the
following correlation
i =-1.86 - .029Xi
for a rectangular channel (i.e., St = .0137/Pe02 4 ). Or
# = -. 97 - .22Xi
for a tubular channel (i.e., St = .1076/Pe.2 19)_
The correlation compares very well with the OSV correlation St = .0446/Pe18 in [13] and the
one of Saha and Zuber [10] (see figure 5.1 page 30).
5.3.3 Comments
It is worth noticing that the least square estimator of the parameter #3 is biased due to the uncer-
tainty (of variance oi) in the determination of the Peclet number. If o were known, then the
bias could be estimated by
bias = -1(x 2/n - 22
We see that the Y-intercept will be over-estimated while the slope will be under-estimated since
b < 0 for the two channel geometries.
A test for coincidence
H : ai = a 2 and b1 = b2
was rejected at a a = .05 level by calculating
F - (RSSH - RSS)/2
RSS/(n - 4)
where n is the total number of points. When H is true, the F-statistic is distributed as F2,,-4.
Here the calculated F-statistic is F = 25 and F 2,n- 4(.05) = 3.
The residual plot agrees with the homoschedasticity assumption (see figure 5.2 page 31). We
notice however a bigger uncertainty in the tubular channel data.
5.4 Conclusion
A rigorous statistical model has been presented that accounts for two types of uncertainties: an
experimental related uncertainty and a correlation related uncertainty. None of them is estimable
but only the sum of both. The bigger the first one, the smaller the confidence interval. The
uncertainty due to the measurement devices could be estimated so that only a lower bound for p
can be estimated.
A different correlation should be used depending on the geometry of the channel.
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Chapter 6
CONCLUSION
Thermal-hydraulic design analyses for nuclear reactors must incorporate allowances for uncertain-
ties in power distributions, dimensions, properties, correlations, and operating conditions. These
allowances traditionally are incorporated, in a valid but perhaps overconservative manner, by
setting many input parameters equal to extreme or hot channel values. In the present study, infor-
mation is gathered in preparation for using "best estimate" plus "statistically based uncertainty"
in design analyses for the MIT Research Reactor.
The use of a statistically based uncertainty is aimed at permitting a controlled and mathemat-
ically sound treatment of some design decisions. In the present study, statistical work concerns
three important inputs to the analysis of a loss-of-coolant-flow accident for the MIT Research
Reactor. Those inputs are: 1) the time elapsed between the initiation of the loss of flow and a
scram signal; 2) the time for control blade insertion after the scram signal is processed; and 3) the
thermal-hydraulic conditions that lead to flow instability.
Much information has been gathered that relates to each of the three inputs. the information
is in form suitable for use in the next design steps.
In addition, the present work has permitted much thought and decision-making on the statisti-
cal viewpoint that should be adopted when performing such input preparation. Two distinct types
of uncertainty can be identified, stochastic and deterministic:
. stochastic - A viewpoint is adopted that each of many experimental data points provides
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a measurement of the same quantity (for example, the temperature of a stagnant pool).
Therefore, techniques of confidence interval determination are sufficient to obtain uncertainty
information. Increasing the number of data points leads to smaller uncertainty.
deterministic - A viewpoint is adopted that each of many experimental data points provides
output that is related to many input variables (for example, the pressure drop for a channel
relates to the mass flow rate, the inlet temperature, and the heat input). But the output
also relates to other quantities that are not a part of the equations being used in the model
for the pressure drop process (for example, surface roughness and chemical impurities in the
coolant may not be modeled or measured). For the deterministic case, increasing the number
of data points without changing the model may not reduce the uncertainty below some fairly
large value. This value must therefore enter into the subsequent analysis steps.
Therefore the present study has given data directly applicable to MITR design and has provided
statistical ideas on which to base future uncertainty studies.
APPENDICES
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ATime to scram data
_ _1 2 053 4 5 6
X = -,2di 0.6532 0.5164 0.4000 0.3266 0.2309 0.1007
' T'
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
.316
.313
.329
.298
.315
.317
.303
.309
.308
.319
.324
.309
.318
.309
.314
.304
.311
.301
.297
.316
.300
.292
.307
.295
.299
.302
.312
.302
.309
.304
.508
.506
.521
.513
.507
.515
.494
.499
.484
.519
.516
.522
.517
.515
.500
.536
.513
.518
.519
.523
.516
.505
.520
.516
.492
.526
.532
.519
.514
.522
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.424
.436
.408
.416
.407
.365
.365
.357
.345
.378
.261
.251
.260
.246
.246
.159
.166
.164
.149
.165
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1 2 3 4 5 6
= 2d 0.6532 0.5164 0.4000 0.3266 0.2309 0.1007
31 .505
32 .523
33 .503
34 .519
35 .524
36 .493
37 .507
38 .502
39 .520
40 .493
41 .517
42 .510
43 .512
44 .505
45 .508
46 .512
47 .503
Appendix B
OFI data
B.1 Whittle and Forgan's data
(Ref. [9])
D L q" Tin Tse 7e kie Fe St
(M) (M) (W/m 2 ) (C) (C) (W/(mK))
0.00645 0.6096 1040000 55 104.1 22.1 0.680 93718 0.0113
1450000 55 25.2 134139 0.0099
1840000 55 20.8 163961 0.0120
2500000 55 25.2 231275 0.0099
820000 55 23.6 74844 0.0106
1360000 55 23.6 124132 0.0106
1600000 55 26.7 149871 0.0094
2000000 55 25.2 185020 0.0099
1600000 45 23.6 121327 0.0106
1800000 45 23.6 136493 0.0106
2040000 45 22.1 152727 0.0113
1100000 60 23.6 111784 0.0106
1600000 60 23.6 162595 0.0106
1800000 60 25.2 185397 0.0099
2000000 60 19.3 195843 0.0130
1360000 35 23.6 88204 0.0106
No. 1 (Upward flow)
D L q" Tin Tse 7e kie Pe St
(n) (m) (W/n 2 ) (C) (C) (W/(mK))
0.00645 0.6096 780000 45 104.1 25.2 0.680 59948 0.0099
1160000 45 25.2 89154 0.0099
1480000 45 23.6 112227 0.0106
1150000 55 25.2 106386 0.0099
750000 55 25.2 69382 0.0099
1460000 55 23.1 132695 0.0108
420000 45 26.7 32684 0.0094
No. 1 (Downward flow)
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D L q Ti. Te ie kie Pe St
(M) (M) (W/n 2 ) (C) (C) (W/(mK)) 
_
0.00490 0.4064 1470000 55 104.1 23.4 0.680 91750 0.0107
1700000 55 23.4 106105 0.0107
1800000 55 23.4 112346 0.0107
2150000 55 22.1 132552 0.0113
1960000 45 23.4 410163 0.0107
2500000 45 23.4 129635 0.0107
1800000 45 23.4 93337 0.0107
1770000 65 22.1 137033 0.0113
2030000 65 22.1 157162 0.0113
2180000 65 22.1 168775 0.0113
1230000 65 23.4 96404 0.0107
2500000 45 115.6 20.8 0.682 105556 0.0120
2420000 65 23.4 146136 0.0107
1340000 65 19.4 77876 0.0129
2000000 55 22.1 99612 0.0113
1800000 55 23.4 90760 0.0107
No.2
D L q Tin Tse 7e kie Pe St
(M) (M) (W/m 2) (C) (C) (W/(mK))
0.00406 0.4064 1770000 55 104.1 26.6 0.680 109101 0.0094
2180000 55 26.6 134373 0.0094
2760000 55 26.6 170124 0.0094
1410000 65 25.0 107760 0.0100
2180000 65 25.0 166607 0.0100
3000000 65 25.0 229276 0.0100
1100000 65 25.0 84068 0.0100
2210000 45 26.6 113173 0.0094
2890000 45 23.4 144255 0.0107
2830000 35 28.2 125517 0.0089
2190000 35 26.6 95919 0.0094
1830000 35 26.6 80151 0.0094
980000 55 25.0 59643 0.0100
2230000 75 25.0 228995 0.0100
660000 55 28.2 41196 0.0089
No. 3
39
D L q'' T Tse Ie kie Pe St
(in) (in) (W/m 2 ) (C) (C) (W/(mK))
0.00279 0.5334 1700000 55 104.1 31.1 0.680 126324 0.0080
930000 55 31.1 69107 0.0080
1300000 55 31.1 96601 0.0080
1270000 45 36.3 80239 0.0069
1760000 45 31.1 108654 0.0080
670000 45 31.1 41362 0.0080
2260000 45 33.8 141217 0.0074
1220000 35 33.8 65200 0.0074
1190000 65 28.5 109743 0.0088
980000 65 26.0 89347 0.0096
830000 65 31.1 77450 0.0080
1870000 35 31.1 98738 0.0080
No. 4
D L q'' Tin Tse 're kie Pe St
(n) (m) (W/m 2 ) (C) (C) (W/(mK))
0.00645 0.6096 1860000 55 104.1 33.3 0.680 183713 0.0075
2620000 55 33.3 258779 0.0075
1400000 55 29.9 134600 0.0084
1480000 45 29.9 118215 0.0084
2700000 45 33.3 221557 0.0075
3480000 45 36.9 293607 0.0068
860000 65 29.9 103829 0.0084
1780000 65 33.3 220776 0.0075
3400000 65 40.6 445798 0.0062
No.5
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B.2 Westinghouse Savannah River's data
(Ref. [11])
D L q" Ti Tse Qratio kie Pe St
(m) (M) (W/n 2 ) (C) (C) (W/(mK))
0.02845 2.44 1262000 25 147.6 0.729 0.682 202072 0.0078
1893000 25 0.717 308181 0.0074
2524000 25 0.687 428852 0.0064
3155000 25 0.678 543181 0.0061
1262000 25 125.9 0.716 0.683 249623 0.0074
1893000 25 0.694 386304 0.0066
2524000 25 0.654 546575 0.0055
3155000 25 0.639 699256 0.0052
1262000 50 147.6 0.679 0.682 272524 0.0062
1893000 50 0.676 410601 0.0061
2524000 50 0.664 557361 0.0058
3155000 50 0.653 708438 0.0055
1262000 50 125.9 0.692 0.683 343353 0.0066
1893000 50 0.659 540820 0.0056
2524000 50 0.621 765218 0.0048
D=28.45mm
D L q" Tin Tse Qratio kle Pe St
(M) (M) (W/n 2 ) (C) (C) (W/(mK))
0.02527 2.44 1262000 25 147.6 0.675 0.682 218238 0.0054
1893000 25 0.677 326390 0.0054
2524000 25 0.726 405815 0.0069
3155000 25 0.700 526110 0.0060
1262000 25 125.9 0.772 0.683 231515 0.0088
1893000 25 0.695 385748 0.0059
2524000 25 0.695 514331 0.0059
3155000 25 0.678 659034 0.0054
1262000 50 147.6 0.623 0.682 297021 0.0043
1893000 50 0.681 407586 0.0055
2524000 50 0.736 502837 0.0072
3155000 50 0.672 688408 0.0053
1262000 50 125.9 0.649 0.683 366102 0.0048
1893000 50 0.687 518778 0.0057
2524000 50 0.665 714587 0.0051
3155000 50 0.651 912443 0.0048
D=25.27mm
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D L q' Tin Tse Qratio kie Pe St
(m) (in) (W/m 2 ) (C) (C) (W/(mK))
0.01892 2.44 1262000 25 147.6 0.678 0.682 217272 0.0041
1893000 25 0.779 283653 0.0068
2524000 25 0.752 391784 0.0059
3155000 25 0.741 497000 0.0055
1262000 25 125.9 0.764 0.683 233940 0.0063
1893000 25 0.714 375483 0.0048
2524000 25 0.756 472830 0.0060
3155000 25 0.751 594973 0.0058
1262000 50 147.6 0.753 0.682 245742 0.0059
1893000 50 0.753 368613 0.0059
2524000 50 0.755 490183 0.0060
3155000 50 0.738 626843 0.0055
1262000 50 125.9 0.782 0.683 303836 0.0069
1893000 50 0.724 492265 0.0051
2524000 50 0.740 642162 0.0055
3155000 50 0.720 825000 0.0050
D=18.92mm
D L q'' Tin Tse Qratio kie Pe St
(n) (in) (W/m 2 ) (C) (C) (W/(mK))
0.01582 2.44 1262000 25 147.6 0.727 0.682 202628 0.0043
1893000 25 0.841 262742 0.0086
3155000 25 0.848 434289 0.0090
1893000 50 0.810 342674 0.0069
3155000 50 0.824 561420 0.0076
1262000 25 125.9 0.874 0.683 204496 0.0112
1893000 25 0.806 332624 0.0067
2524000 25 0.805 444049 0.0067
3155000 25 0.799 559230 0.0064
1893000 50 0.818 435697 0.0073
3155000 50 0.822 722628 0.0075
D=15.82mm
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D L q' Tin Tse Qratio kie Pe St
(m) (m) (W/m 2 ) (C) (C) (W/(mK))
0.01562 2.44 1262000 25 147.6 0.796 0.682 185064 0.0062
1893000 25 0.831 265904 0.0079
2524000 25 0.781 377236 0.0057
3155000 25 0.801 459771 0.0064
1262000 25 125.9 0.825 0.683 216642 0.0075
1893000 25 0.801 334700 0.0064
2524000 25 0.811 440764 0.0069
3155000 25 0.795 562044 0.0062
1262000 50 147.6 0.835 0.682 221610 0.0081
1893000 50 0.819 338908 0.0072
2524000 50 0.804 460308 0.0066
3155000 50 0.809 571829 0.0068
1262000 50 125.9 0.809 0.683 293696 0.0068
1893000 50 0.814 437838 0.0070
2524000 50 0.788 603046 0.0060
3155000 50 0.791 750949 0.0060
D=15.62mm
D L q" Tin Tse Qratio kie Pe St
(n) (M) (W/n 2 ) (C) (C) (W/(mK))
0.01524 2.44 1262000 25 147.6 0.792 0.682 185998 0.0059
2524000 25 0.771 382129 0.0052
1262000 50 0.808 229015 0.0066
2524000 50 0.778 475691 0.0055
D=15.24mm
D L q" Tin Tse Qratio kie Pe St
(M) (M) (W/m 2 ) (C) (C) (W/(mK))
0.00914 2.44 1262000 25 147.6 0.922 0.682 159773 0.0111
1893000 25 0.901 245245 0.0085
2524000 25 0.869 339035 0.0062
3155000 25 0.910 404700 0.0095
1262000 50 0.930 198972 0.0124
2524000 50 0.924 400528 0.0114
2524000 25 125.9 0.902 0.683 396297 0.0086
1262000 25 0.924 193431 0.0114
1262000 50 0.862 275638 0.0058
2524000 50 0.890 533933 0.0076
D=9.14mm
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B.3 Oak Ridge National Laboratory's data
(Ref. [12])
D L q" Te Tse ki Pe St
(in) (in) (W/m 2 ) (C) (C) (W/(mK))
0.00254 0.507 6350000 182.5 202.9 0.661 123574 0.0097
6650000 190.1 203.4 0.661 123573 0.0155
10050000 188.0 201.9 0.662 192216 0.0144
8900000 182.5 205.1 0.660 192331 0.0079
12600000 178.3 200.5 0.663 254142 0.0085
14300000 182.3 199.2 0.664 269221 0.0120
12400000 178.1 204.4 0.660 268681 0.0067
13350000 181.9 204.8 0.660 262405 0.0085
14350000 178.6 205.4 0.660 292531 0.0070
14800000 181.3 205.2 0.660 286895 0.0083
16350000 180.0 205.1 0.660 314588 0.0080
16200000 180.7 205.1 0.660 314588 0.0081
16200000 176.8 204.1 0.660 316447 0.0072
15500000 181.1 205.4 0.660 307456 0.0079
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