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Matter is made of pointlike spin 1/2 particles grouped into three families of quarks and leptons. 
The first family of these fermions contains the u and d quarks which form hadronic bound states 
like the proton and neutron. The lepton sector of this family comprises the electron and the 
electron-neutrino. The second and third family have the same structure as the first and contain 
fermions that are heavier and have shorter lifetimes than their counterparts in the first family. 
Forces between the elementary fermions are mediated by bosons; the electroweak force by 
the photon, the Ζ and the W* , the strong force by the gluons and the gravitational force by the 
postulated graviten. 
The Standard Model [ 1 ] enables us to calculate precisely measurable quantities of elemen­
tary processes dominated by the electroweak force. The computational framework of the model 
is given by the Feynman diagram formalism in which the fermions couple to the intermediate 
vector bosons with a well defined coupling strength. 
One of the beauties of the Standard Model is the reduction of the number of coupling 
constants. The aim of this thesis is to investigate the validity of this reduction in the lepton 
sector by studying the couplings of the electron and τ lepton, a member of the third family 






The e+e~—> τ*τ~ cross section σ
τ
, the τ forward-backward charge asymmetry А
 л
 and the 
τ polarization asymmetry Ρ are the experimental ingredients to test the universality of the neutral 
current coupling constants of x's and electrons. This thesis describes the measurements obtained 
with the L3 detector in the Large Electron Positron (LEP) collider at CERN, Geneva, over the 
years 1991 and 1992. The LEP collider is the only place in the world where the Ζ bosons are 
produced abundantly. 
As the L3 detector registers all possible e+e~ interactions special event criteria have to 
be developed in order to select pure samples of τ pairs and to determine cross sections and 
asymmetries. Efficiencies and backgrounds are estimated from Monte Carlo simulations or 
directly from the data. 
The final result is obtained from a fit to cross sections and asymmetries. Additional L3 
measurements are used to derive values for the electron and τ neutral current coupling constants 
¿ve. 8Ae- £v, and gM respectively. 
Chapter 1 and 2 summarize the theory necessary to describe the measurement of τ produc­
tion in Ζ decay and chapter 3 presents the L3 detector. The analysis described in chapters 4 to 7 
is represented by the flow-chart below. Vertical arrows indicate input from this analysis or from 
L3 publications. 
2 Introduction 
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(chapter 7) 
The quantities found in this thesis are expressed in natural units: ñ - с = 1. 
1 Tau Pair Production 
f A summary of the elementary fermions and bosons and their interac­
tions according to the Standard Model is presented and the universality of 
the couplings is introduced. The Feynman diagrams relevant for this the­
sis are discussed and the e+e~ —> τ+τ~ cross section, forward-backward 
charge asymmetry and polarization are defined. 
1.1 Elementary particles and their interactions 
The Standard Model gives a comprehensive description of the interactions of fermions and 
bosons. It classifies the fermions into families each containing an up-type quark, a down-type 
quark, a charged lepton and a neutrino which have an electric charge of 2/3, —1/3, —1 and 0 
respectively. 
Within a family the neutrino and the left-handed charged lepton form a weak isospin 
doublet. Neutrinos are thought to be massless and thus their helicity is a Lorentz invariant. 
All experiments to date indicate that neutrinos have helicity —1, or phrased differently, are 
left-handed. The right-handed charged lepton therefore forms a weak isospin singlet. 
The number of families, which is not predicted by the Standard Model, is found to be three 
and the fermions of these families have all, except for the τ-neutrino, been observed directly. 




















































Table 1.1. Charge Qf and third component of the weak isospin /3f of left-handed 
fermions in the Standard Model, /if equals zero for right-handed fermions. 
Forces between the fermions are mediated by bosons: a photon is exchanged in the 
electromagnetic interaction and a Ζ or W* in the weak interaction. Within the model the mass 
of the fermions and bosons is a consequence of spontaneous symmetry breaking and the Higgs 
mechanism. This mechanism introduces the as yet undiscovered Higgs boson. The bosons and 
the corresponding forces are listed in table 1.2 [3]. 
In the Feynman diagram formalism fermions and bosons are connected by interaction 
vertices. The electromagnetic interaction couples the photon to quarks and charged leptons via 
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all fermions and 
all bosons 
Table 1.2. The bosons of the various interactions. 
a vector (V) coupling. The vertex factor is given by [6]; 
-ig
e
Qa" (i. i) 
where Qf is the electric charge in units of the charge of the electron and ge- \/4πα with α the 
fine structure constant. 
The weak-interaction couples the Ζ and W bosons to the fermions via a vector (V) and 
an axial vector (A) coupling. The coupling of the W+ and W - to the fermions is a pure V— A 
interaction and the corresponding vertex factor is given by; 
2v/2 á?w7
M0-Y5)í/ (1.2) 
where gw is the weak coupling constant for the charged current and U the CKM [7] matrix for 
quark decays of the W. 
The vertex factor of the coupling of the Ζ to the fermions is given by; 
- j f e V f e v f - Í A f Y ) (1.3) 
where gz is the weak coupling constant for the neutral current and gvf and gAf are the vector 
and axial vector neutral current coupling constants: 
gvr - /3 f -2ôfs in 2 e w , (1.4) 
gM - h- (1.5) 
The weak mixing angle 9W is given by the ratio of the weak couplings, 
(1.6) cos9w = — 
gz 
and relates the electromagnetic and weak coupling constants via [6] 
£e - 8v/sin ew-
The vertex factors of the electroweak interaction are listed in table 1.3. 
(1.7) 
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Table 13. Vertex factors of the electromagnetic and weak interactions. 
In summary, the Standard Model has the following 18 parameters: 
• the masses of the 6 quarks and 3 leptons, 
• the mass of the Higgs boson and its vacuum expectation value v, 
• the three quark mixing angles and the phase belonging to the CKM matrix, 
• the coupling constants a, as and gw. 
Of these parameters the experimentally better known Fermi constant G„ and sin2 9W usually 
replace υ and g
w
. 
The Standard Model being a gauge theory, predicts g
v f and gM to be the same for corre­
sponding fermions of the three families. The aim of this thesis is to determine the values of 
g
v f and gAf for electrons and taus, to compare them and thus test their universality using the 
process e+e~-> Ζ -> τ+τ~. 
A deviation from universality could indicate Ζ decaying into new particles, loops in the Ζ 
propagator with new particles, anomalous couplings at the Ζ vertex like tensor couplings or the 
gauge invariant nature of the theory to be broken and hence falsifying the Standard Model. 
1.2 Production of τ pairs 
1.2.1 Relevant Feynman diagrams 
At the lowest level, the Bom level, τ pairs are produced in e+e~ collisions through γ and Ζ 
exchange. The corresponding Feynman diagrams are shown in figure 1.1. 
The processes leading to vertex and propagator corrections and box-diagrams containing 
Y's, Z'S and W's [8] are shown in figure 1.2. They are incorporated in the so-called improved 
Bom level (see section 1.2.2). The top quark and the Higgs boson are present among the 
virtual particles in the propagator corrections which introduces a dependence of the rate of τ pair 
6 1. Tau Pair Production 
Figure 1.1. Lowest level Feynman diagrams for the production of τ pairs through 
γ (¡eft) and Ζ exchange (right). 
-.z.w 
r + l-ZAV 
« fVWWW-
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Figure 1.2. Main vertex corrections (left), propagator corrections (middle) and 
box-diagrams (right). 
production on the masses of the top and the Higgs. The contribution of the box diagrams is 
below 0.02% at center-of-mass energies of </s = 91 GeV and thus negligible. 
The number of particles in the final state is greater than two if τ pair production processes 
with real photons are considered (see figure 1.3). The large radiative corrections due to these 
Figure 13. τ pair production with an additional initial (left) or fìnal (right) state photon. 
processes are discussed in section 1.2.6. 
Other processes producing τ pairs [9] are two-photon and Bremsstrahlung processes in 
which a pair of fermions is produced in addition to the τ pair. Figure 1.4 shows two examples. 
1.2 Production of τ pairs 7 
Figure 1.4. Production of τ pairs with an additional pair of charged fermions. On the 
left-hand side the two-photon process e+e~-> е+е~т+т_ and on the right-hand side 
one of the Bremsstrahlung processes. 
1.2.2 The e+e~-> τ+τ~ differential cross section 
The helicity dependent e+e --» τ+τ~ differential cross section at Born level * can be expressed 
as [10] 




A(s)(\ + cos2 θ_) + 2B(s) cos9_ -
A,- ( C(s)( 1 + cos2 θ_ ) + 2D(s) cos θ_ ) (1.8) 
where θ_ is the angle between the direction of the incoming e~ and outgoing τ - in the laboratory 
frame, s is the square of the center-of-mass energy of the colliding e+ and e~ particles and 
A,- equals ± 1, depending on the helicity of the τ - . 
A(s) is the sum of three terms A(s) - Α
Ί
 + AyZ(s) + Az(s) where the subscripts γ, γΖ and Ζ 
indicate the contribution from γ exchange, γ-Ζ interference and Ζ exchange respectively. B(s), 
C(s) and D(s) have contributions from γ-Ζ interference and Ζ exchange only. The individual 































Table 1.4. A(s), B(s), C(s) andD(s). For the defìnitions ofAp andx(s) see text. 







 " 2ν/2πα 
(1.9) 
'Mass terms of order m\lm\ are omitted to simplify the formulae. They are included in the calculations for the 
curves of figures 1.12 and 1.13 and are taken into account when the coupling constants are extracted from the data 
in chapter 7. 
8 1. Tau Pair Production 
and its numerical value is approximately 1.5. The propagator x(s) in the lowest order Breit-
Wigner approximation, is 
χω Л. „ . (ΐ·ΐθ) 
s — /nl + iwizTz' 
with mz the mass and Γ ζ the total width of the Ζ at Born level. Γ ζ is given by 
• ΣΧσμ. M 
3 8vf + gM 
6π\/2 ' 
(1.11) 
where the color factor Л^ equals three for quarks and one for leptons. The partial width in case 
of f - τ can now be written as 
Γχ = ζ—7= C?v, + 8 At)· (1.12) 
6ЯУД 
In figure 1.5 Rex and | χ | 2 are shown as function of </s. Rex shows the typical functional 
behavior of the interference part in the region of the Ζ pole. 
30 
88 90 92 94 96 
Vs [GeV] 
88 90 92 94 96 
Vs [GeV] 
Figure 1.5. Rex and |χ | 2 in the region of the Ζ pole. The values mz - 91.2 GeV and 
Γ
ζ
 - 2.5 GeV are used. 
The functional form of the differential cross section including the higher order diagrams 
of figure 1.2 is the same as the one of equation 1.8. The transition from Bom level to improved 
Bom level can be obtained by the following replacements of variables in this equation [8, 11 ]: 
«K5). α 









( s ) 2"Γ
Ζ 
fflz 
mi cos2 6w 
p = z , w ( - l i n S M ) -» ρ = ρ + Δρ 
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1.2 Production of τ pairs 9 
where Δκι is a small correction from the vertex diagrams and Δρ depends on m} and ln(mH) 
[8]. The neutral current coupling constants g
v l and gM and the weak mixing angle 9W must 
now be interpreted as effective parameters indicated by gVi and gM and θ\ν· The running of the 
electromagnetic coupling constant is caused by the corrections to the photon propagator. The 
width of the Ζ has changed into an effective width Γ
ζ
 due to the corrections to the Ζ propagator. 
The contributions from γ exchange, γ-Ζ interference and Ζ exchange to the improved Bom 
differential cross section are plotted f in figure 1.6. From top to bottom in this figure one 
observes the following features : 
• The γ exchange contribution is symmetric around cos θ_ = 0. The contributions from 
A,- - — 1 and A,- - +1 are equal. The size of the γ exchange contribution decreases as 
1/5 with increasing center-of-mass energy \/s. 
• The γ-Ζ interference contribution is highly asymmetric around cos θ_ - 0 and different 
for A,- - -1 and A,- - +1. It changes sign at the Ζ pole due to the term (s-m|) in the 
numerator of Re%. 
• The Ζ exchange contribution is asymmetric around cos θ_ = 0. The difference between 
the contribution from AT- - — 1 and A,- - +1 grows with increasing cos θ_. The resonance 
behavior of the Ζ exchange contribution is apparent by comparing its size at different 
y/s values. 
• The sum of the three contributions is clearly asymmetric around cos θ_ = 0 above and 
below the Ζ pole mainly due to the asymmetry of the γ-Ζ interference contribution. The 
contribution from γ exchange is about two orders in magnitude smaller than the sum of 
all three contributions. The γ-Ζ interference contribution is at most 20% of the total. 
1.2.3 Total cross section 
Α τ pair is called forward if the angle between the direction of the τ - and that of the incoming 
e~ is smaller than 90° and backward otherwise. In figure 1.7 the various combinations are 
shown. An integral over the helicity dependent differential cross at the improved Bom level 





 1), ab"(s) = ƒ dof(s,cos9_,AT 1), 
oJ"(j)a Γ dof(j,cos6_,AT- -+1), a*w(s) = j dof(5,cosθ_,*,--+!)• (1.19) 
The most general observable is obtained by summation of the τ spin state contributions and 
integration over the production angle, which yields the total cross section formula; 
of (i) - oLwW + <£(s) + ob_w(5) + o*"(s) = ^ A ( 5 ) . ( 1.20) 
The total cross section of (s) is plotted in figure 1.8 showing the three contributions separately. 
'In figure 1.6 and subsequent figures in this chapter m, - 180 GeV, mH - 300 GeV, a(mz) - 1/128.8, a,(mz) 
- 0.123 and mz - 91.1881 GeV. G„ and the masses of other quarks and of the leptons arc taken from [3]. These 
values give Γ
ζ
 - 2.4978 GeV, | |
v
, | - 0.0364 and |fA,| - 0.5015. 
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γ exchange + 
γ-Ζ interference + 
Ζ exchange 
1.0 0.0 1.0 
cos θ 
Figure 1.6. The e+e~-> τ+τ~ differential cross section da^i,cos&-,h^-) /dcos9_ at 
improved Bom level. From top to bottom the three contributions and their sum 
are shown at three different y/s values. Dashed, dotted and solid lines indicate the 
contributions forhj- - -1, Λ,- = +) and their sum respectively. 
At s = m\ equation 1.20 can be written for Ζ exchange as 





showing that the total cross section depends mostly on the axial neutral current coupling constants 
since gA » g v . 
1.2 Production of τ pairs 11 
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Figure 1.7. Possible combinations of the direction of the τ and its helicity A,-. The 

























Figure 1.8. Contributions to the cross section of from γ exchange (dashed), γ-Ζ 
interference (dashed-dotted) and Ζ exchange (dotted) as function of y/s. 
1.2.4 Forward-backward charge asymmetry 
The forward-backward charge asymmetry An,(s), which is the normalized difference between 
the number of τ~ 's going forward and backward, is derived from the differential cross section 
formula through 




 ~ 4A(s) AtbÁs) = (1.22) 
which is rewritten as 
3 ByZ(s) 3 Bz(s) 
AfbÁs) = Afb.v(i) + ¿n>.Tz(s) + Afc.zW = 0 + т -гт + 7 -ттт • 
4 A(j) 4 A(j) 
(1.23) 
12 1. Tau Pair Production 












'" 1 1 
Afb,Z 
1 1 
Afb / _ 
' 1 1 
""è 
< 
7 91 93 87 91 93 87 91 93 87 91 93 96 
Vs [GeV] 
Figure 1.9. An,,T(s) of they exchange (dashed), y-Z interference (dashed-dotted) and 
Ζ exchange (dotted) contribution and of the sum of three contributions as function of 
γ/ϊ. The figure shows that γ-Ζ interference dominates the asymmetry. Near the Ζ pole equation 
1.23 can be approximated by 
3ByZ(s) 3Bz(s) 
4 Az(s) 4ΑΖ(Λ) 
and, using gд » f
 v
, one obtains 
4£?w 
A fb ,T 
3B T Z ( J ) 
4 Az(i) 
3BzW 
#Ae á?Ai m; 
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Thus away from the Ζ pole (where γ-Ζ interference dominates An,) An, depends on the product 
ІАеІА,
 a n d a t t h e Z
 P ° l e 0 n t h e Product (Sve^AeXWSA,)· 
1.2.5 Polarization asymmetry 
So far the contributions of the different spin states were summed. The τ leptons have, in contrast 
to the electrons and muons, a short lifetime of 296 ± 3 f s [3]. The parity violating weak decay 
of the τ leptons can therefore be observed and analyzed with the same detector and correlations 
with the τ production vertex can be measured. Thus the predictions for the different spin state 
contributions can be tested through the measurement of the τ polarization. 
The τ polarization asymmetry * Ρ is defined as the normalized difference between the 
number of τ - 's produced with positive and negative helicity, 
fw 
P(S) 
(σ™ + о™) - (σ™ + σ™) C(s) 
'AW (1.27) 
*When no confusion can occur the τ polarization asymmetry Ρ is referred to as "'polarization". 
1.2 Production oft pairs 13 
The forward-backward polarization asymmetry Р is defined similarly as 
(oj* - o^w) - (о? - o^w) 3 D(s) 
Рф) -
Equation 1.27 can be rewritten as 
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Vs [GeV] 
Figure 1.10. P(s) of the y exchange (dashed) y-Z interference (dashed-dotted) and 
Ζ exchange (dotted) contribution and of the sum of three contributions (solid) as 
function of s/s. 
The figure shows that the Ζ exchange dominates the polarization. /\(s,cos Θ) is zero because 
the interaction at a photon vertex is purely electromagnetic and thus left-right symmetric. The 
previous equation can be approximated by 
Pis) - - Cyz(s) Cz(s) 
Azis) Azis) 










(i - w- z) 
s 
P° = - Cz(-v) 
Azis) = -Ατ~-
2
І А х І т 








At the Ζ pole the polarization only depends on gV t / gAv Away from the Ζ pole this term still 
dominates and the total polarization does not change much. By the same token one has 
P° =-1A --- 2¿Aelve .1 hi 
2
 g Ac' 
(1.34) 
14 1. Tau Pair Production 
The polarization as function of the polar angle is defined in the same way as the polarization 
asymmetry of equation 1.27, 
P(Î ,COS0_) = 
which is rewritten as 
P(s,cos0_) = 
do"(s,cos8_,/iT- =+l) -dof(s ,cos9_,A t 1) 
dof(i,cos0_,A t- =+ l ) + do^O,cos0_,A,- = - 1 ) 
Py(s, cos θ_) + PyZ(s, cos θ_) + Pz(s, cos θ_), 
- 0 -



























Figure 1.11. P(s,cosQ-) (solid Ime) as function of cos9_ at and 2 GeV above and 
below the Ζ pole. PyZ(s,cos θ_) and Pz(s,cos θ_) are indicated by dashed and dotted 
lines respectively. PyZ(s,cos Q_) is zero at y/s = mz. 
of cos θ_ at three ccnter-of-mass energies. Figure 1.11, like figure 1.10, shows that Ζ exchange 
dominates the polarization. If the Ζ exchange would be the only contribution then equation 1.36 
would reduce to 
P°(cos0_) = -
Cz(s) + Dz(s)j COS6-i+cos;e_) 
cose 
A, + 2AC (i+cos2e_) 
iz(*) + *zWn£fe l + 2 A A ( r â f e 
(1.37) 
From an experimental point of view relation 1.37 is convenient because it relates P°(cos9_) 






From the measurement of P(cos θ_), the ratios gVe / gAe and gV l / gAt can be determined (see 
equations 1.33, 1.34 and 1.37). From the measurements of o t and Α^τ unfortunately only 
combinations of | A t , gVz, gAe and gVe are obtained (see equations 1.21,1.25 and 1.26). Combining 
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, separate values for | A x , 
8xv ІАеän<^ Ive c a n be determined up to their absolute sign (oe and А
№е
 are defined in the same 
manner as σ
τ
 and An,,,). 
1.2.6 Radiative corrections 
Final state radiation enhances the differential cross section [12]: 
dof (s, cos θ_, A,- ) dof (5, cos θ_, /tT- ) 
dcosB. d cos θ_ -(1 +5qed), (1.38) 
where δς«ι - 3a / 4π for the symmetric part of the differential cross section and δ4«ι = 0 for the 
asymmetric part. The change is very small because 3α / 4π = 0.0017. 
Initial state radiation can be included in the differential cross section by multiplying equation 
1.38 by the radiator function G(s') and integrating this product over all possible values of J , 
doT(s,cos0_,li,-) 
d cos θ_ = / dsG(s) (1+Sqed), d cos θ_ (1.39) 
where G(s') is the probability to change the center-of-mass energy from 5 to s' due to initial state 
radiation. The resulting differential cross section is called "QED convoluted". 
The reduced center-of-mass frame does not coincide with the laboratory frame and the 
distribution doT(s,cose_,At-)/dcos9_ is smeared with respect to the distribution of equation 
1.38. A Bom-like distribution is re-obtained by replacing θ_ by the scattering angle ^ in the 
reduced center-of-mass frame [13], 
СОв а 
sin(9+ + e_) (1.40) 
sin6+ + sin0_ 
The QED convoluted differential cross section at different ¡/s is shown in figure 1.12 and the 
mz-2 GeV mz+2 GeV 
0.0 1.0 
cos θ_ 
Figure 1.12. Improved Bom (dashed ¡ine) and QED convoluted (solid line) differen-
tial cross section using ZFITTER as function of cos θ_ at three different y/s values. 
resulting cross section and asymmetries as function of ¡/s are shown in figure 1.13. In the 
vicinity of the Ζ pole σ
τ
 is considerably less than in the improved Bom approximation. Figure 







(с) andP(s) in the improved Bom approximation (dashed line) 
and after the inclusion of radiation (solid line) using ZFITTER as function of y/s. 
1.13 also shows that A^,, is sensitive to the inclusion of radiation while Ρ is not. Since QED 
corrections are accurately calculable the size of the corrections is known precisely. 
Expression 1.39 is valid in the case that all produced τ pairs are observed. However hard 
photon radiation may produce τ pairs which are no longer recognized as such resulting in a 
reduced event sample. The presence of radiation is therefore taken into account by comparing 
data with Monte Carlo simulations of τ pair production including initial and final state radiation. 
1.3 Standard Model calculations and simulations 
The program ZFITTER [14] provides accurate calculations of Standard Model differential cross 
sections of fermion pair production in e+e~ scattering and annihilation. The calculations include 
O(a) radiative corrections and a common exponentiation of initial and final state Bremsstrahlung. 
The corrections to 0(a 2 ) are taken into account in the leading-log approximation. The predictions 
of the ZFITTER program have been compared to those of other programs and differences in cross 
sections are within 0.2% and in asymmetries within 0.1 % in the vicinity of the Ζ pole. 
ZFITTER has different modes of operation. The "Standard Model" mode calculates cross 
sections and asymmetries from the main input parameters m
z
, m,, mH and as. The "Model-





the neutral current coupling constants. ZFITTER is used in the latter mode to fit the values of 
the neutral current coupling constants from the measured cross sections and asymmetries. 
The event generator Koralz-3.8 [15] is used to generate τ pairs and their decay products taking 
the electroweak corrections, first and second order initial state radiation and first order final 
state radiation into account. The generated particles are passed to the program Jetset-7.3 [16] to 
produce the complete final state kinematics. 
The event generators used in the analysis of background processes from the final states 
e
+
e~-> qq, μ+μ~ and e+e~ff are Jetset-7.3, Koralz-3.8 and DIAG36 [17] respectively. Babamc 
[18] and Bhagene [19] are used for background from e+e~-> e+e~. 
The generated events are passed through the L3 detector simulation program and are 
reconstructed in the same way as the data. Samples of generated, simulated and reconstructed 





























2 Tau Decay 
f The dependence of the τ decay distribution on the charged current 
parameters of the W vertex and the polarization are presented. 
2.1 Introduction 
In the Standard Model τ decay proceeds through the intermediate charged vector boson W as 
shown by the Feynman diagrams of figure 2.1. In order to test the model predictions at the Ζ 
~,f) ,Ά[ . К " 
7Г7Г°7Г . 
Figure 2.1. Diagrams for leptonic (left) and semi-leptonic (right) τ decay. 
vertex for τ production, the standard V— A structure at the virtual W vertex is assumed. The 
pure V-Α nature of the charged current is supported by a wealth of experimental evidence from 
leptonic and semi-leptonic decays, particularly from muon decay where it has been tested at the 
per mill level [20]. 
The branching ratios used in the Koralz and Jetset programs to generate the Monte Carlo 
samples are listed in table 2.1. This table also lists the experimentally determined τ branching 
ratios compiled by the Particle Data Group (PDG) [3]. 
2.2 Angular distributions 
The angular distribution of τ decay products depends on the helicity of the τ - . The decay 
τ~ -» π~ν
Τ
 is chosen to illustrate this dependence. In figure 2.2 the decays of a left-handed 
i f and a right-handed TR in their rest frames are sketched together with the corresponding 
angular distribution of the π - [21]. Two observations can be made: 
• If equal amounts of \ and TR are produced the total angular decay distribution of the 
π
-
 will be flat. 
• Since CP is conserved in τ decays the left-handed \ changes under the CP operation into 
its right-handed antiparticle, the t R , and consequently their angular decay distributions 
are the same. 
Fermions produced in Ζ decay have opposite helicities, 
Z^xiX, (2.1) 
Ζ - * TRT£. (2.2) 
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3 h > 1 neutral 
all 
5h 
5 h 1 neutral 
PDG 
Br (%) 




0.67 ± 0.23 
0.48 ± 0.06 
25.2 ±0.4 










0.06 ± 0.02 
0.05 ± 0.02 
Table 2.1. Branching ratios (Br) used to generate fìnaì states from τ decay in the 
Koralz and Jetset event generators (Koralz-Jetset column) and the corresponding 
measured branching ratios as compiled by the PDG. 
If process 2.1 occurs more often than process 2.2 the slope of the total angular distribution 
in x~ -» π~ν, decay will be modified. By experimentally determining this slope the mixture 
of processes 2.1 and 2.2 can thus be determined. * This mixture equals the polarization by 
definition. 
2.2.1 Leptonic and semi-leptonic τ decay 
The expression of the leptonic angular distribution in the τ rest frame is given by [3] 
dr(r 
àx d cos Θ* 
1 V|VT) if,*,, ч ,32 „ч пл m\(\-x) oc x2 ( 12(1 -x) + p(—*-8) + 24η— -
m, 
-Pecóse* 32 4{1-χ) + δ(—χ 
-«])• 1" (2.3) 
where Ρ is the polarization, cos Θ* is the angle between the direction of the charged lepton 1 
and the original τ~ direction, χ is equal to E\IEZ and ρ, η, ξ and δ are the Michel parameters. The 
*In the following charge conjugate decays are implicitly included. When the distinction between left- and 
right-handed τ - 's is important this will be indicated. 
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favored r R - * π i/T 
Figure 2.2. Decay of a ¡eft- and right-handed x~ into π~ ν, in the τ rest frame and the 
corresponding angular decay distributions of the κ~. The dashed arrows indicate the 
direction of the τ in the laboratory frame and the short arrows the spin projections of 
the χ and thev^. 
experimental [20] and Standard Model values for the Michel parameters which follow from the 
pure V-Α structure, are listed in table 2.2. 
μ decay 
ρ-0.7518 ±0.0026 
η - - 0 . 0 0 7 ± 0 . 0 1 3 
ξ =1.003 ±0.008 
δ = 0.749 ± 0.004 
τ decay 
ρ - 0.750 ± 0.026 
η - 0 . 0 2 ±0.12 
І- 1.04±0.10 
ξδ - 0.75 ± 0.08 








Table 2.2. Experimental values and Standard Model expectations (SM) of the Michel 
parameters in μ and τ decay and the average neutrino helicity A
v
,. 
The semi-leptonic angular distribution in the τ rest frame for three of its semi-leptonic channels 
is given by [21] 
W,(cos Θ*) = - — α 1 - (XhP/iv, cos Θ*, h - π , ρ , a, , 
d cos Θ* 
with cos Θ* as shown in figure 2.2 and 
Oh - 1, for h~ = π~, 
(2.4) 
20 2. Tau Decay 
а ь - , - 2' for h = ρ ,а, . 
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Figure 2.3. Semi-leptonic angular decay distributions from τ~-> π~ν, (left) and 
τ
-
—>p~vT (right) decay for Ρ = —0.15 and Л т =— 1. The contributions from ¡eft-and 
right-handed τ 's are indicated by dashed and dotted lines respectively. 





 which is due to the "dilution" factor Op - 0.46. The sensitivity of a polariza­
tion measurement, a quantity derived from the average helicity information per decay, is 0.58 
in x~ —» π~ν
τ
 and 0.26 in τ - -» ρ~ν
τ
 decay (see appendix A). However the sensitivity in the 
latter decay channel is enhanced to 0.49 if information on the spin state of the ρ is incorporated. 
The angle Θ* in the leptonic and semi-leptonic angular distributions is not directly observ­
able. In case of semi-leptonic τ decay, cos Θ* is related to the laboratory frame energies of the 
hadron (£h) and the τ (£τ) in the collinear limit £T / mx » 1, by [21, 22] 
2 ( £ h / £ t - l ) + l -m\lm\ 
cos Θ* • 
1 -ml I ml 
The £h/£, scale is indicated on top of figure 2.3 
h - π, p. (2.5) 
2.2.2 The τ-ρ decay distribution 
The ρ is a spin-one particle and is either longitudinally (L) or transversely (T) polarized giving 
four different angular distributions in the decay τ" -> p~vT which are shown in figure 2.4 [21 ]. 
The distribution of the p~ decay angle φ*, the angle between the direction of the π - in the 
p~ rest frame and the direction of the p~ in the laboratory frame, depends on the p~ polarization 
[21]. Expressed in observable quantities, cos φ* is given by 
Εκ- — £it" 
cos φ = 
Ρργ/l - 2 ( т „ - +m¿>)2lml' 
(2.6) 
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•1 -0.5 0 
cos θ 
Figure 2.4. Angular distributions from τ~ —» p~v, decay differentiating between 
longitudinally (dashed) and transversely (dotted) polarized ρ 's. The distributions are 
made with P= -0 ¡5 and Av, = - 1 . 
where Ε
π
-, E¿> and pp are the π - and π° energies and the absolute value of the momentum 
of the p~ in the laboratory frame respectively The cos φ* distributions for longitudinally and 
transversely polarized p's are shown m figure 2.5 with the Ε
π
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1 -0.5 0 0.5 
cos φ 
"^0.8 
Figure 2.5. Angular distributions from ρ -» π π° decay for longitudinally (¡eft) and 
transversely polarized (right) p~ 's. 
The full helicity information is contained in the double decay angular distributions shown 
in figure 2.6. The sum of the two rightmost distributions is measured in the experiment. From 
22 2. Tau Decay 
Figure 2.6. The τ-ρ decay distributions from x^-> p~vt (top) and TR -» p~vx (bottom) 
decay. The four distributions on the ¡eft differentiate between longitudinally and 
transversely polarized ρ 's. 77)e distributions are made with P= —0.15 and A
v
, - - L 
Monte Carlo simulations the two distributions are obtained separately. By comparing them to 
the one from the data the polarization is obtained. 
3 L3 Detector 
5f The L3 detector is described using the response of the detector elements 
to an e+e~-> τ+τ~γ event as an example. The energy resolutions and the 
signal reconstruction are discussed. 
3.1 L3 detector 
The L3 detector is situated in a cave 50 meters below ground at interaction point 2 of LEP [23]. 
Figure 3.1 shows its configuration as used for the collection of data during the years 1989 -1993, 
the period relevant for this thesis. The figure also shows the definition of the global coordinate 
system. 
Figure 3.1. The L3 detector in the years 1989- 1993 
The detector has been optimized for high precision measurements of electrons, photons, muons 
and jets. It consists of the following subdetectors, surrounded by a large magnet producing a 
0.5 Τ field along the beam axis: 
• A central tracking detector consisting of a time expansion chamber (TEC) surrounded by 
Z-chambers, 
• an electromagnetic calorimeter, the BGO, 
• an array of scintillator counters located just outside the BGO (not shown in figure 3.1), 
• a hadron calorimeter, the HCAL and the muon filter, the MFLT, 
23 
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• a muon spectrometer, the MUCH, and 
• a luminosity monitor. 
A description of the L3 detector, its construction and its trigger system is found in [24]. 
3.2 Subdetectors 
To facilitate the introduction of the subdetectors and to illustrate their characteristic response to 
electrons, photons, pions and muons an e+e~—> τ+τ~γ event is used. This event is visualized in 
figure 3.2 with the help of the L3 scanning program [25]. One of the x's decays leptonically 
Figure 3.2. L3 event display showing the response in all detector elements. The 
insert shows a side view. 
and the other semi-leptonically. The semi-leptonic decay has most likely proceeded through an 




 or τ~—> afv,—» π~π°π°ν,. The charged pion 
is stopped in the HCAL and the Y'S from the neutral pion(s) are stopped in the BGO, as is the 
prompt photon. The muon from the leptonic decay has been registered by all subdetectors. 
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Central tracking detector 
The TEC is divided into 12 inner and 24 outer sectors. In the middle of the sectors anode wires 
run parallel to the z-axis (see figure 3.3). Standard anode wires measure the particle trajectory 













Figure 33. Layout of one inner and two outer TEC sectors (¡eft) and a detail of figure 
3.2 (right). 
in the xy-plane and charge division (CD) wires measure in addition the z-coordinate. Left-right 
(LR) wires form part of the grid on each side of the wire plane. The Z-chambers have two 
cathode layers with strips perpendicular to the z-axis to measure the z-coordinate and two layers 
with strips forming helixes around the z-axis to measure the azimuthal angle. 
The positions of the black circles in figure 3.3 (right) correspond to the drift times measured 
on the anode wires. The almost straight line through the hits is a reconstructed TEC track. The 
four Z-chamber hits are not shown. 
Electromagnetic calorimeter 
The BGO calorimeter is made of about 12000 trapezoidal bismuth-germanate crystals with a 2 
χ 2 cm2 front face and a 3 χ 3 cm2 back face each, pointing towards the interaction region. The 
characteristic responses for a photon or an electron and for a charged pion are shown by the 
spatial energy distributions of figure 3.4 (left). 
The BGO showers of the photon and charged pion are shown in an enlarged view in figure 
3.4 (right). Most of the photon energy is deposited m one crystal. The BGO shower from 
the charged pion, pointed to by the TEC track, is wider than the one from the photon although 
this is obscured in this example by the electromagnetic showers from the photons of the π° decay. 
Scintillator counters 
The scintillator counters record the time of passage of a charged particle relative to the time 
26 3. L3 Detector 
Figure 3.4. Electromagnetic (top) and hadronic (bottom) shower shape in the 
BGO (left) and a detail of figure 3.2 (right). The height of the rectangles is pro­
portional to the energy deposits in the BGO crystals. 
of the beam crossing. The purpose of the counters is to identify cosmic ray events which 





—> τ+τ~γ event are indicated in figure 3.5. 
Hadron calorimeter 
The HCAL is made of uranium plates interleaved by proportional wire chambers. A muon 
leaves a minimum ionizing signal in the HCAL and deposits about 3 GeV while a charged pion 
produces a wide shower and deposits all its energy (see figure 3.5). 
The muon filter (MFLT), positioned between the HCAL and the MUCH, provides an addi­
tional amount of material to prevent particles other than muons from entering the muon chamber 
system. It consists of brass plates interleaved by wire planes. A typical signal from a muon 
traversing the muon filter can be seen in figure 3.5 (left). 
The detector thickness for charged pions between the interaction region and the muon 
spectrometer is between 6 and 7 nuclear absorption lengths [24]. 
Muon spectrometer 
The MUCH is divided in sixteen octants, eight on each side of the detector and each containing 
five p- and six z-chambers. The wires of the p-chambers run in the z-direction while the wires 
of the z-chambers are at right angles with the z-direction. 
The trajectory of a muon in the MUCH can be seen figure 3.2. The reconstruction of the 
track is explained in section 3.4. 
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Figure 3.5. Signals in the HCAL region from the muon (¡eft) and the charged pion 
(right) of the e+e~—» τ+τ~γ event. The scintillator counts (thin black lines) are 
indicated as well. 
3.3 Momentum and energy resolutions 
Momentum resolution of charged particles 
The resolution of the transverse momentum pJEC measured by the TEC in the years 1991 and 
1992, is given by [26] 




Pl^ 11 pi 
Equation 3.1 is shown in figure 3.6. 
Energy resolution of electrons and photons 
(3.1) 
The energy resolution of electrons has been determined using test beam data and L3 data from 
the reaction e+e~-» e+e_ [27]. A parametrization of the latter results is shown in figure 3.6. The 
BGO energy resolution is 5% at 0.1 GeV and 1.4% at energies above 10 GeV. 
The energy resolution for charged pions 
The calorimetrie energy resolution relevant in the analysis of this thesis, is the one obtained 
from the test beam study of pions [26]. This study relates the BGO and HCAL energy scales of 
the test beam to the ones of the L3 experiment. The combined BGO-HCAL resolution of the 
charged pion energy £C_AL f
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Figure 3.6. Transverse momentum resolution for charged particles (TEC), energy res­
olution for electrons, photons and charged pions (BGO and BGO-HCAL respectively) 
and momentum resolution for muons which are seen in three p-chambers (MUCH). 
The momentum resolution of muons 
The momentum resolution of muons with three p-segments, the so-called triplets, is almost 
constant for muon momenta ρ μ between 15 and 45 GeV [26, 28] (see figure 3.6). Below ρμ = 
15 GeV the effects of multiple scattering and energy loss in the calorimeters become more 
important and the resolution increases. 
The momentum resolution of muons with only two p-segments, the so-called doublets, is 
the same as the one for triplets ϊοτρμ < 5 GeV. At ρμ - 5 GeV the resolution starts to rise linearly 
with increasing muon momenta and reaches 16% at/^ - 45 GeV [26, 28]. 
3.4 Signal reconstruction 
Fitting of TEC tracks 
A pattern recognition procedure is applied to combine TEC hits into tracks [29, 30]. The left-
right ambiguity is solved with the help of the left-right wires and by matching the segments of 
the inner and outer TEC chambers (see figure 3.3). The hits on the charge division wires and the 
hits of the Z-chambers are used to obtain the polar angle of the particle trajectory. 
Figure 3.3 shows an example of a reconstructed TEC track. Its curvature in the xy-plane 
defines the transverse momentum. The momentum of the track is determined to be 30.2 GeV. 
Construction of clusters and bumps 
Neighboring BGO crystals with an energy deposit above 10 MeV each are grouped into clusters 
if their total energy deposit exceeds 40 MeV [29]. The local maxima of these clusters are 
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identified as "bumps". Bumps are classified as electromagnetic or hadronic according to their 
shape. Thus a single particle is represented by a bump and a group of particles by a cluster. 
Hits in the HCAL and the MFLT grouped within certain limits in the radial and angular 
direction are taken together to form HCAL and MFLT clusters. 
The BGO energy deposit of the photon of figure 3.4 has been reconstructed as an electro­
magnetic bump with an energy of 10.4 GeV. Figure 3.5 shows a typical HCAL and MFLT cluster 
from a muon and a charged pion. The signal from the charged pion in the HCAL is rather wide 
and consists of three different HCAL clusters. 
Fitting of muon tracks 
The hits in the p- and z-chambers of the muon spectrometer are used to create p- and z-
segments. From these segments a "muon track" (MUTK) is constructed consisting of two or 
three p-segments and zero, one or two z-segments. Subsequently the muon track is traced back 
to obtain the momentum and direction of the muon at the vertex using the algorithm described 
in reference [28]. This algorithm includes the effects from multiple scattering and energy loss. 
Figure 3.2 shows an example of a reconstructed muon track that has three p-segments and two 
z-segments. 
Combining tracks, bumps and clusters 
The objects at subdetector level are combined into objects that contain information from the 
entire trajectory of a single particle or of a jet of particles. In this way "A Track" (ATRK) and "A 
Smallest Resolvable Cluster" (ASRC) [31 ] can be made from TEC tracks, bumps and clusters. 
"A Muon Identified" (AMUI) is created if muon tracks are available. 
The ASRC's and if available, AMUI's are combined into "A Single Jet" (ASJT) if their 
combined energy is larger than 2 GeV. An ASJT is classified according to its contents and its 
energy is obtained from a re-evaluation of the subdetector information. 
The event of figure 3.2 has 3 ATRK's, 12ASRC's, 1 MFLT and 1 AMUI. They are combined 
into 2 ASJT's, one with a "single muon" and the other one with an "electron in jet". This latter 
classification is due to the prompt photon. Table 3.1 lists the possible reconstructed objects at 
subdetector and detector level. 
3.5 Detector simulation 
The Monte Carlo programs mentioned in section 1.3 generate particle final states of interest. 
These particles are passed to the L3 simulation program which tracks them through the detector 
and simulates the response of the subdetectors. This program is build around the Geant package, 
version 3.14 [32]. The Gheisha program [33] is used to simulate hadronic interactions. After 
simulation the detector signals are reconstructed in the same way as those of the data. 
The Monte Carlo events must compare well with the data to reliably estimate the efficiency 
of selecting τ pairs, τ decays and background. To increase the reliability of these estimates 
the standard L3 Monte Carlo is changed into a "real detector" Monte Carlo. The following 
discusses per subdetector these changes if any. 
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ASJT jet types: 
- single muon 
- muon in jet 
- single electron 
- electron in jet 
- low energy jet 
- hadronic jet 
Table 3.1. Objects created in the reconstruction of the signals of the L3 subdetectors. 
TEC The standard Monte Carlo is not adjusted for TEC malfunctioning. Instead runs with 
known TEC problems are removed from the data. The agreement between data and simulated 
events will be tested to justify this decision in section 4.4. 
BGO The information on dead and hot crystals recorded in the database is used in the BGO en­
ergy calculation of the real detector simulation. 
HCAL Uranium noise is added to the Monte Carlo events in the simulation. Temporarily dead 
regions in the HCAL are not incorporated into the real detector simulation because their effect 
is expected to be very small (sec section 4.2.1). 
MUCH Due to high voltage problems, dead cells and reconstruction inefficiencies, p-segments 
can be missing and AMUI's which should be triplets are reconstructed as doublets. If only one 
p-segment is available instead of two or three, a muon track is not reconstructed. This may 
cause insufficient energy to create an ASJT jet. The event may then be lost because a τ pair is 
not selected with less than two ASJT's. 
In the real detector simulation p-segments are removed to obtain the same doublet/triplet 
ratio in Monte Carlo and data, and the muon momenta are smeared to obtain the same momentum 
resolution [34, 35]. 
The probability to lose a p-segment Р ^ . for dimuon events and the momentum resolution 
of doublets and triplets are determined from a sample of dimuon events. Pps
eg for τ pairs 
is determined from the sample with selected τ pairs. Table 3.2 lists P^g and other relevant 
numbers belonging to the samples with selected dimuon events and τ pairs. 
The numbers of table 3.2 show that the doublet ratio (which is the number of doublets 
divided by the number of doublets and triplets) agrees between data and real detector simulation. 






standard dimuon MC 
real det dimuon MC 
data 
standard τ MC 
real det. τ MC 
doublet ratio 
20.4% ± 0.3% 
2.2% ± 0 . 1 % 
20.1% ± 0 . 1 % 
25 3% ± 0.7% 
9 4% ± 0.2% 























22.8% ± 0 4% 
23.9% ± 0 1% 
23 3 % ± 0 1% 
Table 3.2. T7ie doublet ratio, P^g and other relevant quantities of the muon analysis 
for data and the standard and adjusted Monte Carlo samples. 
Also the percentage of τ -> μν
τ
νμ decays, expressed by the isolated muon ratio * agrees within 
errors between data and the real detector simulation. 
Figure 3 7 shows the Ε^^ΙΡμ distribution of dimuon events. The standard dimuon Monte 
Carlo clearly overestimates the resolution of the data. Satisfactory adjustments are made in the 
real detector simulation as can be concluded from the good agreement between data and MC in 
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Figure 3.7. Ε^3ΠΙ/Ρμ of data (dots) and dimuon Monte Carlo (solid and dotted lines) 
events that pass the dimuon event selection. Solid lines show the adjusted MC and 
dotted ¡mes the standard MC. The MC samples are scaled to the data samples. 
'A hemisphere contains an isolated muon if the momentum as measured in the muon spectrometer and corrected 
for energy loss, exceeds 80% of all visible energy in that hemisphere 
32 3. L3 Detector 
3.6 LEP beam energy 
Precise knowledge of the energy of the e+e~ LEP beams is important because the energy 
uncertainty translates into an additional uncertainty on rtiz and Γ
ζ
. 
The working group on the LEP energy uses the method of resonant spin depolarization 
[36] to calibrate the beam energy. The uncertainties on the LEP energy and the corresponding 
uncertainties on the mass and width of the Ζ are listed in table 3.3 [37, 38, 39, 40]. The 
uncertainty has shrunk considerably over time because of the better understanding and the 
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1993 scan, off-peak 


























Table 3.3. Uncertainty in the LEP energy and the resulting uncertainties in the deter­
mination ofmz and Γζ. 
The energy spread of the particles in the beam must also be taken into account in the 
analysis. Calculations show that for a Gaussian energy distribution with an estimated width 
of 50 MeV [43] the measured cross section at the Ζ pole in the years 1991 and 1992 must be 
increased by 0.14%. Away from the Ζ pole the corrections are smaller. 
4 Cross-Section Measurement 
f The τ pair selection criteria are described in conjunction with the 
characteristics of possible background events. Using the selected data 
samples and the background and efficiency estimates the τ pair cross sec­
tion is determined. The chapter ends with a discussion of the systematic 
uncertainties. 
4.1 Event selection 
Fermion pairs from Ζ decays at LEP 1 are produced back-to-back, each with an energy close to 
the beam energy. Since x's have a short decay length of 2 mm on average, they decay inside the 
beampipe, and therefore have to be recognized from their decay products. As the mass of a τ is 
much smaller than the beam energy the decay products are emitted in a relatively narrow cone 
around the original τ direction and the back-to-back nature of a τ pair is preserved. The mass 
of the τ also restricts the number of secondaries that can be produced in hadronic τ decays, and 
consequently τ pairs have an average particle multiplicity which is much smaller than that of 
hadron events (i.e. e+e-—> qq events) produced at LEP. As at least one neutrino is produced in 
each τ decay, the visible energy for the τ decay products will be less than the beam energy. This 
is especially true for leptonic τ decay where two neutrinos are produced. These characteristics 
lead to the general τ pair selection criteria of demanding two back-to-back "jets" with low 
multiplicity and, for T'S decaying into electrons or muons, reduced visible energy. 
The selection of τ pairs is restricted to the region of the L3 detector which is completely 
covered by the main subdetectors to ensure that energies, momenta and positions of τ decay 
products can be determined with sufficient precision. Since the BGO barrel begins at a polar 
angle of 42° selected events must satisfy IcosOl < 0.70 where θ is the polar angle of the event 
thrust axis. This axis is given by the unit vector nT for which 
Σ Ι Α · * Γ | (4-1) 
is maximized, where p, is the momentum of the i'th ASRC or MUTK. The thrust axis is chosen 
to point in the direction of jet one, the jet with the highest energy. The angle θ approximates 
0SC which was introduced in section 1.2.6 to re-obtain a Bom-like expression for the QED 
convoluted differential cross section. The minimum requirements on selected events are: 
• IcosGl <0.70. 
• Two reconstructed ASJT's. 
• The presence of at least one good scintillator hit or one good TEC track. A scintillator 
hit must be within 6 ns of the beam crossing after correction for time of flight. A good 
TEC track has at least 30 of the 63 possible hits on the anode wires, a span > 40 wires, 
a distance of closest approach in xy-plane DCA
xy< 5 mm and a transverse momentum 
p™c>0A GeV. 
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Events are selected from a pre-selected data sample which mainly contains the hadron events 
with low multiplicity and the leptonic Ζ decays. The backgrounds from which the τ signal must 
be distinguished, are from e+e~-> e+e~ (Bhabha events), μ+μ_ (dimuon events) and qq (hadrons 
events) and from the two-photon reactions e + e - -* e+e~ff (f = q, e~, μ - , τ - ) , cosmic rays and 
beam-gas interactions. 
The criteria to suppress each type of background are described separately. The accompa­
nying figures show data and τ Monte Carlo distributions of variables used in the discrimination 
of τ pairs from a particular background. In the data distributions the signal and background 
contributions can be clearly recognized because the cuts suppressing that type of background are 
not used while all other cuts are. The Monte Carlo is normalized using the integrated luminosity. 
Hadron events 
The largest background signal is from hadronic Ζ decay with a branching ratio of more than 
twenty times larger than Ζ—» τ+τ~. Typical hadron events have between 10 and 22 tracks 
reconstructed in the TEC and between 25 and 50 clusters (ASRC's) in the calorimeters. Figure 
4.1 (left) shows a hadron event with 11 good TEC tracks and 14 ASRC's. This event is chosen 
Figure 4.1. A hadron event (left) and the distribution of the multiplicity (right). 
Hadron suppression cuts Ql and Q2 are not used. 
because its signature is close to that of a τ pair where both x's decay hadronically. 
The multiplicity N
m
, defined as the sum of the number of good TEC tracks and ASRC's, is 
used to separate τ pairs and hadron events. As can be seen in figure 4.1 (right) where N
m
 is plotted 
for the data and the τ Monte Carlo sample, this gives a good separating power. An additional 
cut to suppress hadron background takes into account that τ decay products are collimated. The 




Q2 In the xy-plane the angle between a TEC track and the jet axis (фтнс) should not exceed 15 
degrees for events with N
m
 > 17. 
4.1 Event selection 35 
Bhabha events 
A typical Bhabha event has two 45 GeV electrons that deposit all their energy in the electro­
magnetic calorimeter (BGO) as can be seen from the event shown in figure 4.2 (left). 
Figure 4.2. A Bhabha event (left) and the distribution ofE^,f° for electromagnetic 
jets (right). Bhabha suppression cuts В1 and B2 are not used. 
The total BGO energy £,„^° and the BGO energy of electromagnetic jets E£p° are used to separate 
τ pairs from Bhabha events. The corresponding cuts are: 
Bl E%°° < 70-Êbeam GeV where E^im is the reduced beam energy Êbeam= £beam/(45.6 GeV). 
B2 £?f ° < 40-Êbeam GeV if the shower profile of the corresponding jet is consistent with an 
electron or a photon. The distribution of E^f° is shown in figure 4.2 (right). 
Cut B2 removes Bhabha events which pass cut В1 due to an undetected radiative photon or a 
poorly measured electron or positron in one hemisphere. 
Dimuon events 
A typical dimuon event has two high energetic muons (see figure 4.3 (left)) and a BGO energy 
deposit of 0.6 GeV. The momentum of a muon ρμ and the total BGO energy are useful quantities 




M2 The momentum, ρμ, of an isolated muon must be less than 40-£beam GeV. Τ1ιερμ distribution 
is shown in figure 4.3 (right). 
M3 An event must not have more than one isolated muon. 
Cut Ml rejects dimuon events without reconstructed muons. 
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Figure 4.3. A dimuon event (¡eft) and the distribution οίρμ for isolated muons (right). 
Dimuon suppression cuts Ml, M2 and M3 are not used. 
Two-photon events 
The outgoing e+ and e~ of two-photon events that are likely to be selected, escape into the 
beampipe while the particles from their ff-system hit the barrel region of the detector. Figure 
4.4 (left) shows a possible example of a two-photon event from the reaction e+e~ -* e+e-f+x~ (the 
event can also be explained by the reaction Z-» τ+τ~γ where the γ escapes in the beampipe). 
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Figure 4.4. Possible two-photon event (left) and the distribution of the acollinearity 
angle (right). The two-photon background suppression cuts Tl and T2 are not used. 
Characteristic for background from two-photon events is their low visible energy and since 
the ff-system is not at rest in the laboratory frame, their rather flat distribution of the acollinearity 
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angle ζ * as can be seen from figure 4.4 (right). The cuts to suppress selection of two-photon 
events are: 
TP1 The acollinearity angle of the two jets, ζ, must be less than 14 degrees. 
TP2 The energy of jet one E& \ must exceed 6 GeV and that of jet two E^2 3 GeV. 
Selection of hadronic two-photon events is also constrained by hadron suppression criterion Q2. 
Cosmics 
Cosmic triggers are caused by muons entering the detector from outside. An example of such an 
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Figure 4.5. A cosmic (¡eft) and the distribution of the azimuthai angle (right). The 
events classified as cosmics by one of the criteria CI to C5 are not removed. 
the detector far away from the interaction region and thus their scintillator hits are out of time 
and their tracks have large DCA's usually. Most of the criteria to recognize cosmics are listed 
below [35]. 
An event with less than 15 GeV calorimetrie energy and two reconstructed muons (AMUI's) 
of which at least one is not isolated, is classified as a cosmic if: 
CI The DCA's of both muon tracks exceed 100 mm in the xy-plane or z-direction, or 
C2 The time difference between the two scintillator hits associated with the two muons is 
between 3 and 10 ns and both scintillator hits are 5 ns after the beam crossing. 
An event with one isolated muon is classified as a cosmic if: 
C3 The DCA of the isolated muon exceeds 500 mm in the xy-plane and 1000 mm in the 
z-direction and no good TEC track is associated with the muon. 
"The acollinearity angle is defined as 180 degrees minus the angle between the two most energetic ASJT's. 
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An event without a good scintillator hit is classified as a cosmic if: 
C4 More than one reconstructed muon (AMUI) is present, or 
C5 The DCA of the TEC track with the highest momentum is larger than 1 mm. 
Figure 4.5 (right) shows the distribution of the azimuthal angle of τ pairs and cosmics. The 
maxima at 90 and 270 degrees contain cosmics. 
Beam-gas interactions 
Beam-gas interactions usually result in energy being deposited at only one side of the detector. 
The rejection cuts for two-photon events (TP1 and TP2) prevent selection of these events, unless 
some simultaneous background activity at the other side fakes a low energy jet. Since most 
beam-gas events also result in a spray of TEC tracks with l o w p ^ 0 , the following additional cut 
is applied: 
J l The number of TEC tracks with low transverse momentum (pJEC< 0.3 GeV) in jet 1 is 
required to be less than 4 if £^,
 2 < 15 GeV. 
4.2 Selected events 
4.2.1 Quality 
The L3-detector is monitored during data taking by automated systems and by people on shift 
who enter their observations into log-books. The events themselves are also used as a source 
of information on the functioning of the detector. If the information available indicates that the 
quality of the data is not sufficiently high, periods of data taking are removed. These periods 
have at least the length of a run because the integrated luminosity is determined per run. For this 
analysis the quality control of the data for the various subdetectors and the trigger is as follows: 
TEC The suppression of hadronic background is inefficient when a large number of TEC sectors 
is not functioning. A run is discarded if one-sixth or more of the TEC outer sectors did not work. 
Information on the functioning of the outer sectors is obtained from the analysis of beamgate 
and hadron events. From these events the status of the high voltage in each TEC outer sector is 
determined [44]. 
BGO Hot and dead crystals are recorded on-line and registered in the database. This information 
is used when reconstructing the Monte Carlo events. 
Scintillator counters Apart from the regular lists with good and bad runs no other recordings 
have been used. 
HCAL Occasionally a few z- or φ-measuring layers of the hadron calorimeter do not function. 
The average amount of non-functioning area is estimated at 0.5% [45]. Because τ decay prod­
ucts often have only part of their energy deposited in the hadron calorimeter, the effect of the 
dead regions is expected to be negligibly small and no special action is taken. 
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MUCH P-segments of muon tracks are missing due to high voltage problems, dead cells and 
reconstruction inefficiencies. The probability for this is estimated from the data and is subse­
quently used to adjust the Monte Carlo events as described in section 3.5. 
Level-one and level-two trigger The overall level-one τ pair trigger efficiency is determined 
from the selected events which are usually triggered by more than one type of trigger. The 
procedure to obtain the overall level-one trigger efficiency, assuming that the energy and track 
trigger work independently for τ pairs is: 
• The number of events with both the energy and the track trigger І Е Т , the number of 
events with the energy trigger І Е and the number of events with the track trigger Ντ are 
evaluated. 
• The efficiencies of the triggers are eE = ΝΕτ/Ντ and f J = Л^/Л^. 
• The overall efficiency follows from ε™ = l-(l-eE)(l-eJ). 
The procedure is extended to include the muon trigger efficiency, e™, for the subsample con­
taining events with isolated muons. 
The individual and combined trigger efficiencies obtained from the selected data events 
are listed in table 4.1. The overall level-one trigger efficiency is very close to 100%. 
with isolated μ 
without isolated μ 
with isolated μ 




94.09 ± 0.42 










99.98 ± 0.01 
99.98 ±0.01 
99.97 ±0.01 





Table 4.1. LeveJ-one τ pair trigger efficiency of the various triggers and the overall 
τ pair trigger efficiency in % for 1991 and 1992. 
The level-two trigger efficiency is determined by flagging one out of every 10 rejected 
events and writing this event to tape. As none of the selected events has this rejection flag set 
the level-two trigger is considered to be fully efficient for the τ pair selection. 
4.2.2 Data 
The number of events passing all selection criteria is listed in table 4.2. The integrated luminos­
ity L of the recorded runs in 1991 and 1992 adds to a total of 13.2 and 22.8 pb _ 1 respectively 
(the determination of the luminosity is described in [46]). The loss of integrated luminosity due 
to discarding runs is 2.8 pb _ 1 in 1991 and 4.3 p b - 1 in 1992. 
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y/s [GeV] 
88.479 1991 II 
89.470 1991 II 
90.227 1991 II 
91.222 1991 II 
91.253 1991 I 
91.294 1992 
91.966 1991 II 
92.966 1991 II 
























0.239 ± 0.027 






0.659 ± 0.042 
0.554 ±0.039 
Table 4.2. Integrated luminosity, number of selected events and measured τ cross 
section with its statistical uncertainty at different center-of-mass energies. 
4.2.3 Acceptance and background 
Acceptance estimation from τ Monte Carlo samples 























































Table 43. Number of generated and selected τ Monte Carlo events at different cen­
ter-of-mass energies. 
events have been generated using the event generators mentioned in section 1.3 and detector 
effects have been incorporated as described in section 3.5. 
sel The τ pair selection efficiency or acceptances, equals 
(4.2) 
where Л^С І т с and iVfn are the number of selected and generated τ pairs respectively. The ac­
ceptance has been parametrized as function of the center-of-mass energy by fitting a parabola 
through the acceptances listed in table 4.3 as shown in figure 4.6 (left). The variation of the 
acceptance is explained by differences in the amount of initial state radiation at the Ζ pole and 
away from it. More radiation results in a wider acollinearity distribution and thus in a reduced 














Figure 4.6. On the left the acceptances for the ¡991 τ Monte Carlo samples from 
table 4.3. On the right acceptances obtained by using the acollinearity cut only. 
acceptance. If only the acollinearity cut is applied the relative reduction of the acceptance is the 
same as can be seen in figure 4.6 (right). 
Backgrounds 
Hadron, Bhabha, dimuon and two-photon events 
The number of ηοη-τ Monte Carlo events that pass all selection criteria is listed in table 4.4. 
The events have been generated at y/s - 91.2 GeV and detector effects have been incorporated. 
The efficiency of selecting events from the background processes, ff', has the same def­
inition as the acceptance ef1 (equation 4.2). These background efficiencies must be used in 
combination with the cross section of the generated events o™c. 
The estimate of the background contribution from Ζ decay Np' in the data sample is 
N?(s) = tfa?cL{s) QÁs) 
oT(m|)' е е ч ff, f = q, e , μ (4.3) 
Since the cross sections of the processes Ζ —> f f scale in the same way with the center-of-mass 
energy the common scale factor σ,(ί) / oT(w|) can be applied. 
The Bhabha Monte Carlo event sample includes s- and t-channel contributions. At the 
Ζ pole these contributions can be used together. Away from the Ζ pole the two contributions 
should be scaled differently in principle but since the s-channel strongly dominates between 
cos θ = -0.7 and cos θ = +0.7, the Bhabha Monte Carlo is scaled as if it contains a contribution 
from the s-channel process alone. 
The number of selected background events from two-photon processes is 
fCfis) = (?o™L(s), e+e- -* e+
e
-ff , f = q, e", μ", T (4.4) 
Here there is no need to scale for different center-of-mass energies because the cross sections 
of two-photon processes scale with (log s)2 in the vicinity of the Ζ pole. 














































































0.37 ± 0.03 
0.79 ± 0.06 
0.95 ± 0.04 
NfXml)IN*Xml) in % 
0.13±0.13 















Table 4.4. Number of generated and selected Monte Carlo events and the corre­
sponding cross sections. Nfi(s)/Nse,(s) gives the background fraction in the whole 
sample. 
The background fractions for the selected data sample are listed in table 4.4. The un­
certainty in the hadronic two-photon background is not only due to the limited Monte Carlo 
statistics, as is the case for the other backgrounds, but also reflects the large uncertainty in the 
cross section of the process e+e~-> e+e~qq. 
Cosmics. 
Although application of the criteria CI to C5 (section 4.1) results in a flat distribution of the 
azimuthal angle shown in figure 4.7, not all cosmics are rejected. For example the cosmic of 
figure 4.5 is not recognized. Since no Monte Carlo simulations of cosmics are available, this 
background is estimated from the data itself using the following method: 
• The events in the tails of a distribution likely to contain cosmics are visually inspected 
using the L3 scanning program. 
• The number of cosmics found in the scan is extrapolated to the full distribution, assuming 
the particular distribution to be flat for cosmics. 
By scanning the events in the tail of the scintillator timing distribution 6 and 8 cosmics were 
found at the Ζ pole for 1991 and 1992 respectively (see table 4.5). Extrapolating to the full 
distribution results in an estimate of 7 cosmics for the 1991 data sample at the Ζ pole and 9 
cosmics for the 1992 data sample. The flatness of the distribution for cosmics was checked 
using the event sample containing the recognized cosmics. 
Estimates of the number of cosmics in the 1992 data sample have also been obtained from 
the tail of the acollinearity distribution and of the DCA distribution of tracks of isolated muons 
[35]. They are 11 and 7 cosmics respectively and agree well with the above estimate of 9. The 
uncertainty in the estimates is of the same order as the estimates themselves. 
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Figure 4.7. Distribution of the azimuthal angle when all selection criteria are used. 






























Table 4.5. Number of cosmics in the tail of the scintillator timing distribution found 
by scanning events. 
The estimated number of cosmics among all selected events of 1991 is N%¡¡s = 12. This estimate 
follows from the 7 cosmics found at the Ζ pole. Using A^'
s
 the number of cosmics scales 
according to 
CsW = 4s) 
Σ, L(s,) Ν*\ (4.5) 
The percentage of cosmics at the Ζ pole in 1991 and 1992 is 0.15% ± 0.10% and 0.07% ± 0.06% 
respectively. The lower value for 1992 is not surprising since a higher instantaneous luminosity 
was achieved in that year. 
Beam-gas events 
The event distribution of the number of TEC tracks with l o w p ^ 0 falls rapidly when all selection 
criteria, except the requirement on this number (criterion Jl in section 4.1), are applied as can 
be seen from figure 4.8 (right). Only 1 event is left in the sample of selected data events which 
shows that the other cuts are already quite powerful in suppressing beam-gas events. 
The events of figure 4.8 (right) with 2 or 3 low р^с TEC tracks have been scanned. None 
of these originates from beam-gas interactions. The low momentum tracks are mainly caused 
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Figure 4.8. Tau pair with BGO backscatter (left) and the distribution of the number 
of low ρ™0 TEC tracks in jet one (right). All selection criteria are applied except Ji. 
by backscatters from the BGO of which figure 4.8 (left) shows an example and by photon 
conversions and Κ$ decays. 
From these observations it is concluded that background from beam-gas interactions is 
absent. 
4.3 Results 
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are listed in table 4.2 and plotted in figure 4.9 together with their statistical uncertainties. The 
cross sections are corrected for the effect of the spread in the beam energies. The 1991 data 
sample has been split in two parts (1991 I and 1991 II) to be able to benefit from the improved 
LEP energy calibration after the 14th of August 1991 [37]. 
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Figure 4.9. Measured σ
τ
 va/ues for fhe years 1991 (dots) and i 992 (triangle). The 
solid line is the QED convoluted cross section ofñgure 1.13. 
4.4 Systematic uncertainty 
4.4.1 Comparison data and Monte Carlo 
The systematic uncertainty from the selection criteria themselves is estimated from the change 
in cross section by varying the cuts around their nominal values. To visualize these changes 





. In the following figures the Monte Carlo distributions are scaled to the 
measured τ pair cross section. 
The changes in the cross section due to statistical fluctuations are investigated by a substi­
tution of the data sample by an equally sized Monte Carlo sample and a re-determination of the 
changes in the cross section due to cut variations. No trend in the re-determined cross sections 
can be observed. 
Cut on ]cos θ| 
The uncertainty on the measured cross section from the cut on Icos І is estimated at 0.2% based 
on the variations shown in figure 4.10. The bars on the relative variations indicate the statistical 
uncertainty when varying the nominal cut value. 
Hadron events 
The distributions of the multiplicity, N
m
, and the largest angle in the xy-plane between a 
TEC track and the jet axis, ФТЕС. appear in figure 4.11. The figure shows that at high values 
of N
m
 the agreement between data and Monte Carlo distributions is poor which results in large 
changes in the measured cross section in the vicinity of the cut. The decision to cut at N
m
 < 28 
is based on the following: 
1. The multiplicity distribution of the data is shifted to higher values of N
m
 with respect to 
the one of the Monte Carlo because the average number of clusters is higher for the data 
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Figure 4.10. Distribution of |cos9| and the relative change in the cross section re-
suiting from varying the cut on |cos0|. All cuts are applied except for the cut on 
COS0. 
than for Monte Carlo events [35]. The excess of ASRC's has been found to be mostly due 
to ASRC's in the BGO with an energy of less than 1.0 GeV as can be seen in figure 4.12 
(left), which compares an equally sized subsample of selected data and τ Monte Carlo 
events. 
2. The number of τ pairs in the tail of the multiplicity distribution is higher than predicted by 
the Monte Carlo. This is concluded from scanning the events in the regions 21 < N
m
 < 
23 and 28 < N
m
 < 30. Monte Carlo predicts for these two regions 74 and 7 τ pairs while 
227 and 50 τ pairs were found respectively. 
3. The good agreement between the distributions of the number of TEC tracks of data and 
Monte Carlo events with high number of TEC tracks (> 6) indicates that the number of 
hadron events is well estimated (see figure 4.12 (right)). 
4. Removing runs with known TEC malfunctioning has been adequate because only 40 
selected data events do not have TEC tracks. Of these 40 events only 9 have N
m
> 10. 
Thus the disagreement between data and Monte Carlo in the N
m
 distribution is due to 
the fact that data contains more clusters per event than Monte Carlo and is not due to missing 
TEC tracks. The cut on N
w
 is sufficiently high to avoid rejection of a large number of real τ pairs. 
Because the region 28 < N
m
 < 30 contains more τ pairs than predicted by the Monte Carlo, the 
cross section is scaled up by 0.4%. 
The distribution of ФТЕС appearing in figure 4.11 (right), shows a large excess of events 
between 0 and 7 degrees. This can be understood from the multiplicity distribution of figure 
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Figure 4.11. Distributions of the multiplicity (¡eft) and the opening angle фтнс (right). 
All cuts are applied except for the cut on N
m
 (left) or tyj^c (right). Legend as in figure 
4.10. 







Figure 4.12. Number of clusters in the BGO A^GO as function of the their BGO energy 
£fiG0 (¡eft). Distribution of the number of TEC tracks (right). All cuts are applied. 
Legend as in figure 4.10. 
4.11 (left) which shows an excess of data over Monte Carlo in the multiplicity region 17 <Nm < 
28. The decision to use the cut on фте
С
 only for events with N
m
 > 17 and to put this cut at 15 
degrees is based on the following: 
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1. The selected events with N
m
 < 17 and ФТЕС > 15 degrees are τ pairs with a hard gamma 
or a photon conversion. Their number is correctly predicted by the Monte Carlo and for 
this reason these events are kept. 
2. For the sample with N
m
 > \7 the Monte Carlo correctly predicts the number of events 
with <(VTEC > 15 degrees, while a lower cut value leads to a greater loss of τ pairs than 
predicted by the Monte Carlo. 
The uncertainty on the measured cross section from the hadron suppression cuts is esti­
mated at 0.5% based on the variations shown in figure 4.11. 
Bhabha events 
The distribution of the total BGO energy, E?£°, is shown in figure 4.13 (left). The cut on E,B0?° is 
positioned as far as possible in the tail of the distribution thus minimizing the uncertainty from 
the slight disagreement between data and Monte Carlo. 
E*?° [GeV] E*?°[GeV] 
Figure 4.13. Distribution of the total BGO energy (¡eft) and the BGO energy of 
electromagnetic jets (right). All cuts are applied except for the cut on £B°° (¡eft) or 
E*?° ("ght). Legend as in fìgure 4.10. 
The misidentified Bhabha events are mainly rejected by the cut on £Bf° as can be seen 
from figure 4.13 (right). The agreement between data and Monte Carlo distributions of events 
with an electromagnetic shower in the BGO is satisfactory in the region of the cut. 
The uncertainty on the measured cross section from the cuts that suppress Bhabha events 
is estimated at 0.1 % based on the variations shown in figure 4.13. 
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Dimiion events 
The distribution of the total BGO energy at low Ej^°and the distribution of ρ μ for isolated 
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Figure 4.14. Distribution of the total BGO energy (¡eft) and the momentum of isolated 
muons (right). AH cuts are applied except for the cut on the E^° (¡eft) οΓρμ (right). 
Legend as in figure 4. ¡ 0. 
agreement between data and Monte Carlo is good. The width of the peak in the data and Monte 
Carlo muon momentum distributions is the same which is a result of the muon momentum 
smearing described in section 3.5. 
The uncertainty on the measured cross section from the dimuon event suppression cuts is 
estimated at 0.1 % based on the variations shown in figure 4.14. 
Two-photon events 
The distributions of the acollinearity and the energy of jet one are shown in figure 4.15. The 
two-photon background causes a flat tail in the acollinearity distribution and a peak at low jet 
energies. 
The rise of the cross section with increasing ζ shows that the amount of two-photon 
background could be underestimated. This was taken into account in the two-photon background 
subtraction (section 4.2.3). Agreement between data and Monte Carlo is good for the distribution 
of Ε,,., ι (see figure 4.15 (right)) and Ε^2 (not shown). 
The uncertainty on the measured cross section from the two-photon event suppression cuts 
is estimated at 0.2% based on the variations shown in figure 4.15. 
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Figure 4.15. Distribution of the acollinearity (left) and the energy of jet one (right). 
Ail cuts are applied except for the cut on ζ (¡eft) огЕ^ \ (right). Legend as in figure 
4.10. 
4.4.2 Summary 
The contributions to the systematic uncertainty on the cross-section measurement, listed in table 
4.6, are 
• Limited Monte Carlo statistics. The systematic uncertainty on the selection efficiency 
is of a statistical nature, and is taken from tables 4.3 and 4.4. 
• Background estimation from the data . The systematic uncertainty due to background 
from cosmics is taken from section 4.2.3. 
• Koralz branching ratios. The systematic uncertainty due to the difference between in the 
Koralz branching ratios and РЕЮ averages is estimated by varying the branching ratios 
in the τ Monte Carlo [47]. The estimate for 1991 is the same as for 1992. 
• Selection criteria. The uncertainties connected with the selection criteria themselves are 
estimated from the changes in cross section when cuts are varied (see previous section). 
These variations were studied for the 1992 data alone but are taken to be valid for 1991 
data as well because data and Monte Carlo distributions of 1991 do not significantly differ 
from those of 1992. 
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systematic uncertainty due to 
limited Monte Carlo statistics 
ef 
6fel, background from Ζ decay 
e*
1
, background from two-photon processes 
background estimation from the data 
suppression of cosmics 
suppression of beam-gas interactions 
Koralz branching ratios 
selection criteria 
fiducial volume cut 
Bhabha event suppression 
dimuon event suppression 
hadron event suppression 



















































Table 4.6. Systematic uncertainty on the measurement of the τ pair cross section in 
%. Numbers on the right-hand side of a column are individual contributions. 
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5 Forward-Backward Charge Asymmetry 
Measurement 
f First the event samples are defined followed by an analysis of the charge 
confusion and the background. Secondly the measured asymmetries and 
an estimation of the systematic uncertainty are presented. 
5.1 Event selection 
The forward-backward charge asymmetry Α^
τ
 is determined from the differential cross-section 
distribution which can be rewritten as 
do,(s, cos Θ) , , 3 , „ .
 ч 
— - ^ <x l+cos 2 e+-An, t (5) cose. (5.1) d cos θ 8 
This distribution is expressed as function of the thrust angle θ instead of the scattering angle ^. 
The charge of at least one of the T'S from a τ pair must be known to label an event as forward or 
backward. The charge of a τ, β
τ
, is defined as the sum of the charges of the τ decay products 
determined by their curvature in the TEC and is denoted by Q^c. 
If an event contains an isolated muon the curvature of the muon track provides another 
determination of Q%. The resulting value, Q>¡, is more reliable than Q^-c because the resolution 
of the muon spectrometer is much better than the resolution of the TEC. 
The events selected for the measurement of the cross section are candidates for the sample 
from which Ац,,, is determined. Candidates containing an isolated muon are accepted if the 
DCA in the xy-plane is less than 20 mm and in this case Q* is used. The remaining candidates 
are accepted if 
Al Q^CÇ[^C < 0 where 1 and 2 indicate jet 1 and jet 2 respectively, or 
A2 Q™ у 0 and Q™c - 0 or Q™c - 0 and Q™c У 0. 
The number of selected events, Л^', is listed in table 5.1. The corresponding differential cross 
sections are shown in figure 5.1 for three center-of-mass energies. 
A second sample of events is defined using tighter restrictions. To be selected to this "more 
restricted" sample an event must have an isolated muon with a DCA in the xy-plane of less than 
20 mm or have 
С e^cOÎ|c--l,and 
D an opening angle between the TEC track(s) and the TEC anode wire planes which is larger 
than 0.6 degrees to avoid the regions of TEC with reduced sensitivity. 
The asymmetry obtained from this sample is used to check the one obtained from the larger 
sample. 
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v/5 [GeV] 
88.479 (1991 II) 
89.470 (1991 II) 
90.227 (1991 II) 
91.222 (1991 II) 
91.253 (1991 I) 
91.294 (1992) 
91.966 (1991 II) 
92.966 (1991 II) 
















0.03 ± 0.02 
0.01 ±0.01 
0.06 ± 0.06 
0.18 ±0.08 
0.05 ± 0.08 
Table 5.1. Number of selected events and the corresponding Ац,
л
. Corrections for 
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Figure 5.1. Measured (acceptance corrected) and fìtted differential cross section 
below, at and above the Ζ pole. The error bars refíect the statistical uncertainty. 
5.2 Charge confusion and background 
Charge confusion 
Events with both signs of ß^fc and ß ^ c wrongly determined are called "charge confused". 
Events with only one non-zero β ^ Έ 0 are charge confused if QPEC is wrong. An event containing 
an isolated muon is charge confused if Q* has the wrong sign. 
The probability that the sign of Q^c is wrong, рЩ-, is a function of the number of like-
signed ( ß ^ c ß ™ c > 0) and unlike-signed ( ß ^ c - ß ^ f c < 0) events found in the cross-section 
sample. The probability for an event to have the signs of ß ^ c and ß^fc both wrong, pj^c, can 
be directly calculated from the value of / ? ^ c [34]. This method of estimating which is called 
the "like-sign" method, yields pjfpc - 0.078 and p™c = 0.007. 
The probability that the sign of Q\ is wrongly determined / ^ O N is negligibly small. The 
1992 dimuon data sample contains out of 11456 events 16 events with like-signed muons which 
gives p ^ O N = 0.001. 
The effective charge confusion pcJ!, i.e. the fraction of charge confused events in the whole 
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sample, is found to be p'f = 0.013 + 0.001. This number is higher than pjfc because events 
with only one non-zero 0^с are included in the sample. 
By taking the sign of Q* to be correctly determined рщ- can also be estimated using the 
subsample containing events with an isolated muon. This method of estimating pj^c is called 
the "muon" method and gives /?JFC » 0.007 ± 0.001 in perfect agreement with the above estimate 
from the like-sign method. 
Background 
The percentages of background events in the sample δ, are determined from the Monte Carlo 
samples of table 4.4 or in the case of cosmics from the data sample. 
The percentages for the 1992 data are 1.6%, 0.3%, 0.8%, 0.2% for the hadron, Bhabha, 
dimuon and two-photon backgrounds respectively. The number of cosmics is negligibly small 
because the requirement on the DCA of isolated muons removes a large part of the cosmics. The 
percentages for the 1991 data are similar at the Ζ pole and in case of the Bhabha background 
slightly higher away from the Ζ pole. 
5.3 Results 
The asymmetry An,,,(j) is obtained from a maximum likelihood fit of the theoretical differential 
cross-section distribution to the measured distribution. Input to the fit is the probability for an 
event to be found in a forward cos θ bin with boundaries cos 0L and cos OR: 
Jgff<ta,facos9) 
S-£b d o ^ > c o s Θ ) + J £ £ d°.('.cosΘ) 
where do
x
 is given by equation 5.1. The binned likelihood function L is defined as 
L
 = - Π ( ] - ^ c o s 6 ) ) ^ w ( c o s e ) p(cosθ)^™«™« (5.3) 
forward cos θ regions 
where A^XcosG) and A^¿w(cose) are the number of selected events in the forward and 
corresponding backward cos θ region respectively. 
The asymmetry from the fit А^
л
 must be corrected for charge confusion. The correction is 
given by 
"*-o^b>· < 5 · 4 ) 
This correction does not change the values of >4{jJT by much because pec^ is small. The uncertainty 
in the correction is estimated at 0.001. 
The value of А
 л
 corrected for background is given by 
where Λ
№λ/ is the forward-backward charge asymmetry of background j . The asymmetry of the 
dimuon, hadron and two-photon background is taken to be 0.01. The asymmetry of the Bhabha 
Χ™
θ)
 - г-со^ ' n a r c o s e , , (5.2) 
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background is determined at 0.40 ± 0.25 from the selected Bhabha Monte Carlo events. Using 
these numbers the correction for background changes Λ^
τ
 for 1992 by -0.001 ± 0.001. Away 
from the Ζ pole the correction is found to be at most 0.008 ± 0.004 which is small compared to 
the statistical uncertainties. 
The values of A n,,t corrected for charge confusion and background are listed in table 5.1 and 
shown in figure 5.2. The data of 1991 is again divided in a part taken before (19911) and a part 
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Figure 5.2. Measured An,,, for the years 1991 (dots) and 1992 (triangle). The solid 
line is the QED convoluted asymmetry of figure 1.13. 
The charge confusion, the background correction and the asymmetry have also been deter-
mined from the events selected for the more restricted sample. The results for the asymmetry 
are in complete agreement with the results of table 5.1. 
The asymmetry has also been determined from simply counting the number of forward 
and backward events. This method needs an additional acceptance correction for the limited 
fiducial volume. The asymmetries from the fit and from counting are in perfect agreement 
within statistics [35]. 
5.4 Systematic uncertainty 
Approximation of 9SC by θ 
The validity of the approximation of 0SC by θ is checked using selected τ Monte Carlo events. 
For these events 0SC is calculated from Θ+ and θ_ using equation 1.40 and compared to Θ. The 
differences between ^ and θ are very small over the whole θ range and thus the use of θ does 
not change the generated Bom-like differential cross-section distribution. The theoretical un­
certainty on An,,, connected to replacing θ_ by Q
x
 is estimated at 0.001 [13]. 
Selection criteria and fitting method 
The cut on the acollinearity biases the measurement of An,,, by 0.001 at the Ζ pole and by 0.001 
II 
i Jtr I I 
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to 0.003 away from the Ζ pole as estimated using the ZFITTER program. This effect is accounted 
for in the fit of the neutral current coupling constants of chapter 7. 
The other cuts are unlikely to bias the measurement of An,,, because none of them works 
specifically on forward or backward events. This has been checked for the cut on the boundary 
of the fiducial volume (|cos6|)< 0.70) because the Bhabha background which has a high 
asymmetry, increases at higher |cos8| values (see figure 4.10). The values of An,,, determined 
at different values of the cut on |cos θ| are within the expected statistical fluctuations. 
Aft,,t is also obtained from generator level information for the full MC samples and for the 
selected MC events. If the selection would bias the asymmetry measurement these values for 
.An,,, would differ. Figure 5.3 shows no differences and any bias from the event selection other 
92 94 
Vs [GeV] 
Figure 5.3. Generafed Afbt for the whole Monte Carlo sample (circles) and generated 
and measured An,,
x
 for selected events (triangles and squares respectively). The 
triangles are shifted by 0.2 GeV and the squares by 0.4 GeV to avoid overlap. 
than that from the acollinearity cut is expected to be negligibly small. 
The reconstructed differential cross-section distributions of selected MC events is used in 
the same way as the measured ones. The resulting values for A¡£T are also shown in figure 5.3. 
No differences are seen and any bias from the reconstruction or fitting method is considered to 
be negligibly small. 
Summary 
Adding the uncertainties of the charge confusion and background corrections, each 0.001 in size, 
and the theoretical uncertainty on replacing 9SC by θ gives a systematic uncertainty of 0.002 on 
the measured А
 T. At the Ζ pole this systematic uncertainty is a factor 5 less than the statistical 
uncertainty. 
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6 Polarization Measurement 
f The τ -> pv, decay mode is used to measure the polarization. Recog­
nition and reconstruction of the neutral and charged pions from ρ decay 
are discussed first, then the selection of the ρ data is presented. Secondly 
the selected decays are analyzed and P, A, and A
e
 are determined from 
the τ-ρ decay distribution. The chapter ends with a discussion of the 
systematic uncertainty. 
6.1 Introduction 
As discussed in chapter 2 the difference in the number of left- and right-handed τ - 's in Ζ decay, 
the polarization, is manifest in the angular decay distributions of the τ decay products. The 
theoretical decay distributions cannot be directly compared with the data since the measured 
distributions are distorted due to finite detector resolutions and efficiencies. To account for 
these effects the detector simulation is embedded in the Monte Carlo program with the help of 
the Geant package as described in section 3.5 and applied in chapter 4. L3 data and test beam 
data have been used to determine the energy scales in order to ensure that the Monte Carlo 
simulations reproduce the measured energy distributions. This calibration is independent of the 
τ analysis of this thesis. 
Polarization measurements are mainly performed with t's decaying into one charged par­
ticle plus neutrals (Br - 85.5 %, see table 2.1). The arguments for selecting the ρ channel for a 
detailed description are the following: 
• The decay 
τ~ -» p~vt 
has a 25.2% branching ratio and is by far the largest decay channel. Almost all charged 
p's decay according to 
ρ
-
 -> π~π° 
with the subsequent decay 
π° ->γγ. 
Good detection of the number of Jt°'s is sufficient to obtain a pure ρ sample as 98% of 
the one-prong τ decays with one π° are from the ρ channel. The approximately 12000 
BGO crystals of L3 ensure that events with only one charged track and a dominating neutral 
energy cluster in one hemisphere can be detected with high efficiency and reconstructed 
with appropriate precision for this analysis. 
• The weight of the polarization measurement with the ρ channel is comparable to the sum 
of the weights of all the other one-prong decay channels (e, μ, π, ai) (see appendix A). 
The challenge of this analysis is the determination of the four-vectors of the π° and π~ and the 
subsequent reconstruction and selection of τ -> ρν
τ
 decays. The main experimental difficulty 
in recognizing these decays is the small opening angle α between the charged and neutral pion 
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Figure 6.1. Opening angle between the π~ and closest π° (¡eft) and between the 
photons of the most energetic π° (right) for one-prong τ decays. The distributions are 
obtained from a Monte Carlo sample containing ¡0000 τ pairs. 
which is only 3 degrees on average as can be seen in figure 6.1 (left). Since the solid angle of a 
BGO crystal ranges from 1.5 and 2.2 degrees, the charged pion and the photons from the neutral 
pion often hit the BGO in adjacent crystals or - even worse - in the same crystal. To disentangle 
their energy deposits, a special algorithm is used to find "charged" and "neutral" BGO bumps. 
In the algorithm the position of the charged bump is obtained from the TEC track of the charged 
pion. 
The photons of the π° can give separate bumps in the BGO but mostly they are lumped 
together into a single bump because their opening angle β is rather small as can be seen in figure 
6.1 (right). Fortunately the recognition of the individual photons of a π° is not crucial in the 
polarization measurement as long as the energy and direction of the π° can be reconstructed 
with sufficient precision. 
The data and Monte Carlo samples used in the analysis of τ -» ρν
τ
 are the same as the ones 
of chapter 4. The data sample contains all e+e~ -» lT events, hadron events with low multiplicity, 
cosmics and events from two-photon processes. Events must be in the barrel (0.0 < |cos8| < 
0.72) or the endcap (0.72 < |cos0| < 0.92) region. 
The selection of τ -» pvT decays is different from the one of τ pairs presented in chapter 4. 
When selecting τ pairs information from both hemispheres and global event characteristics are 
used. When selecting τ -» ρν
τ
 decays each hemisphere of an event is considered separately and 
mainly information from that hemisphere is used. Moreover, of a single τ pair both hemispheres 
can be selected as τ -» ρν
τ
 decay. 
The following sections contain a discussion of the reconstruction of the π° and the deter­
mination of the energy and momentum of the n~. A sample of 10000 Monte Carlo generated 
and reconstructed τ pairs is used to illustrate points of interest and to make this discussion more 
transparent. These τ pairs appear in the distributions of figures 6.3 to 6.11. 
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6.2 Pattern recognition and reconstruction 
6.2.1 Neutral pion 
To construct charged and neutral bumps the BGO energies in a cone with a half opening angle 
of 30 degrees around a TEC track are investigated in detail. This track must have one or more 
associated hits in the Ζ chamber and a segment in an inner and in an outer TEC sector. Only 
hemispheres with a single track are considered. To find the charged and neutral bumps the 
following steps are repeated until the reconstructed energies are stable to 1%, which typically 
occurs after 3 to 4 iterations [22,26]: 
1. The TEC track is extrapolated to the BGO and the energy deposit of the crystal directly hit 
by the track is assigned to the π - . 
2. By using the π - shower profiles as measured in a test beam, the energy deposits due to 
the π - in the crystals neighboring the impacted crystal are calculated and a charged bump 
is constructed. 
3. The energy deposits of the charged bump arc subtracted from the energy deposits in 
the cone around the TEC track. The remaining local maxima in energy are candidates 
for neutral bumps. The energy and position of each candidate are obtained by fitting 
its energy profile to the one of an electromagnetic shower. A candidate is split into 
two neutral bumps if its energy profile is better described by the energy profiles of two 
electromagnetic showers. 
4. The energy deposits of the neutral bump(s) calculated under step 3, are subtracted from 
the energy deposits in the cone around the TEC track. The remaining energy is assigned 
to the charged bump. 
These steps are illustrated in figure 6.2 which is taken from reference [26]. The neutral bumps 
found by the algorithm are ordered according to their energy content, the first bump having 
the largest energy deposit E\, the second bump the next-to-largest energy deposit, etc. The 
neutral bump distribution obtained after subtraction of the energy deposits of the charged track, 
is shown in figure 6.3 for x's decaying into all possible one-prongs. Most of the p's (88%) give 
one or more neutral bumps. Some of the τ decays without a π° nevertheless have a neutral bump 
which is due to radiation or to fluctuations in the shower of the charged pion. 
The next step is to reconstruct 7t°'s from the neutral energy bumps. Combinations of bumps 
are searched for pairs originating from a π°. In figure 6.4 (left) the energy of the reconstructed 
77 system E
v
 versus its effective mass m.„ is shown for the first and second bump. The allowed 
region for π° identification is also indicated. For the identified 7t°'s the energy E¿> and the angles 
„п and «(y» can be determined. 
In figure 6.4 (right) the number of recognized K°'S is shown, clearly indicating that many 
of the JI°'S from ρ decay (72%) are not reconstructed as they appear as only one neutral bump. 
In order to select τ -> pv, decays, hemispheres with one and zero recognized jt°'s are 
classified as class I and II respectively if they pass certain requirements. They must have a 
single TEC track and at least one neutral bump. 
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Figure 6.2. Steps 1 to 4 of the algorithm for finding charged and neutral bumps in 








Ш 2 2 
MC 
τ - > ρ ν
τ 
58S τ -h ρν
τ
, > 1 π° 
Π τ -h ρν




0 1 2 3 4 5 
Ν 
Figure 6-3. Number of neutral bumps for one-prong τ decays. 
62 Pattern recognition and reconstruction 63 
•..MC 
» " U i l 
ìfi % oo 








τ - > ρ ν
τ 
38S τ -h ρν
τ
, > 1 π° 
• τ -h ρν
τ
, no π° 
J. j . 
0 1 2 3 4 5 
N.. 
Figure 6.4. On the left m^ versus E
v
 for the first and second bump. Circles show 
τ —> ρν
τ
 decays, " + " τ /» ρν
τ
 decays with no π° and "χ"τ -/* ρν
τ
 decays with two or 
more π° 's. On the right the number of recognized π° 's per decay. One-prong decays 
with at least one neutral bump are used. 
A hemisphere is assigned to class I if the following additional criteria are met: 
• £, > 0.5 GeV; Е
ъ
 < 0.5 GeV 
• the recognized π° is constructed from the first and second neutral bump. 
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Figure 6.5. Energy of the first (left) and third (right) bump for τ Monte Cario decays 
with one recognized π°. Rightmost bins are overflow bins. Legend as in figure 6.13. 
that the first removes only a few of the genuine ρ candidates and the second removes mainly 
background decays. 
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Class II decays are defined using the decays without any recognized π° and it is assumed 
in this case that the first bump contains the two photons of the π° decay. To enhance the fraction 
of τ -» pv, decays the following additional requirements are introduced: 
• E\ > 1.0 GeV; E2 < 0.5 GeV (figure 6.6 shows the distributions of £, and E2 with these 
cuts indicated, again showing that most of the p's remain in the sample). 
• The position of the first bump must be sufficiently far away from the gap between the 
barrel and endcap BGO to ensure that all neutral energy is detected. 
• The first bump is divided into two parts and the invariant mass of the two parts is calculated. 
This invariant mass, the shape of the first bump and the angle between this bump and the 
TEC track must agree with the expectation for a π°. 







Figure 6.6. Energy of the fìrst (left) and second (right) bump for τ Monte Carlo decays 
with no recognized π°. Rightmost bins are overflow bins. Legend as in figure 6.13. 
Classes I and II contain 60% of the τ —> pv, decays in the fiducial volume. The purity of 
the decays in class I and class II is listed in table 6.1. 
# recognized K°'S 
τ -/> ρν
τ
















Table 6.1. Percentages of signal and background τ decays in class I and II in the 
τ Monte Carlo. 
To have an estimate of the expected resolution of the data the difference between the 






<> for the decays of class I and II is shown in figure 
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6.7. The distributions of this figure have a Gaussian width of approximately 0.5 GeV for £„<> and 
0.8 and 0.2 degree for θ
π
ο and φ„ο respectively. 
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<> for τ Monte 
Cario decays selected to class I and 11. Legend as in figure 6.13. 
Figure 6.8 (left) shows the distribution of the generated E^ for all τ -> ρν
τ
 decays and for 
those in class I and II. The generated and reconstructed £„<> for the τ —> pv
x
 decays in class I and 
II is shown in figure 6.8 (right). The agreement between the two distributions is good which 
indicates that the reconstruction of £J> is successful and undistorted. 
о reconstructed MC 
— generated MC 
π 








Figure 6.8. On the left generated E^ for all τ -> pv, decays (full histogram) and for 
those in class I and II (gray). Dotted and dashed lines indicate the contribution from 
¡eft- and right-handed τ" 's respectively. On the right generated and reconstructed 
E# for τ -» pvT decays in class I and II. 
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6.2.2 Charged pion 
The single charged track in one hemisphere is associated with the charged pion from ρ decay. 
The values of θ
π
- and φ„- follow from this track. The π - energy distribution has its average 
around 10 GeV. In this range the TEC transverse momentum resolution is about equal to the 
energy resolution for a single charged particle measured with the calorimeters (see figure 3.6). 
The two measurements are combined to obtain the best possible resolution. The product of the 
probabilities to find l/p^ and £„C-AL given £
π












where ^C-AL is the weighted combination of the energy deposits of the ic~ in the BGO (taken 
from the charged bump) and the HCAL. The weights are taken from a test beam study [26]. The 
values of aUpm- and аЕсм. are given by equations 3.1 and 3.2 respectively. 
The difference between the generated and reconstructed £„-, θ„- and φ„- are shown in 
figure 6.9. The distribution for £„- has two components, one is narrow (σ = 0.5 GeV) and the 
other wide (σ = 2.0 GeV). The distribution of θ„- has the same σ as the distribution of θ„ο, about 
0.8 degree. The σ for φ„- is small, about 0.05 degrees, since the azimuthal angle of the π~ is 
well measured by the TEC. 
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- for τ Monte 
Carlo decays selected to class I and II. Legend as in figure 6.3. 
Figure 6.10 (left) shows the distribution of the generated £„- for all τ -» ρν
τ
 decays and 
for those in class I and II. The generated and reconstructed £
π
- for the τ -» pv, decays in class 
I and II are shown in figure 6.10 (right). The tail of the reconstructed £„- distribution extends 
beyond 46 GeV due to detector resolutions. 
A by-product of estimating £
π
- is a value for the probability of equation 6.1. This value 
is transformed into the so-called energy-momentum compatibility Çemc which expresses the 
agreement between £„C-AL and p^?c. A high value of |emc indicates good agreement. 
The distribution of the difference E^L-p^c is shown for |emc < 0.003 and ^ m c > 0.003 
in figure 6.11. It is found that decays with ζ,
η κ
 < 0.003 and £^_AL > p^c usually have a too high 
value for £ £ A L which is most likely caused by overlapping charged and neutral bumps. This 
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Figure 6.10. On the left generated E„- for all τ -» pv
x
 decays (full histogram) and for 
those in class I and II (gray). Dotted and dashed line indicate the contribution from 
¡eft- and right-handed τ' 's respectively. On the right generated and reconstructed 
E„- for τ —> pv, decays in class I and II. 
explains the large number of τ •/> ρν
τ
 decays with more than one π° at low ^
m c
. Decays with 
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Figure 6.11. Difference between EJ^L andp^c for decays of class land II. Outermost 
bins are overflow bins. Legend as in figure 6.13. 
At this point the four-vectors of the π° and the π - are in principle determined and the final 
ρ selection can take place. 
Figure 6.12 shows that the selection efficiency (N
x
\ lNge„) is nearly independent of E¿> and 
£„-. The distributions of £„o and £
π
- as shown in figures 6.8 (left) and 6.10 (left), are different 
for left- and right-handed t - ' s . If now these individual distributions agree for data and Monte 
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Figure 6.12. Selection efficiency for τ -» pv, decays as function of their energy for 
π° (¡eft) and π~ (right). 
6.3 Rho selection 
With the pattern recognition routines and the cuts outlined in the previous sections, the data 
belonging to class I and II can be identified and the p's from τ decay selected. The various 
criteria to select τ —> pv
x
 decays will be discussed in increasing order of importance followed 
by the criteria to suppress ηοη-τ background. The cuts are such that as many hemispheres as 
possible are kept. The distributions shown in the following are made applying all cuts unless 
otherwise stated. The Monte Carlo distributions are normalized using the number of selected 
data decays. The polarization that has been used in the generation, P
m c
 = —0.134, is not changed 
except in figure 6.21 where the measured polarization is used. 
The criteria for the selection of τ -> ρν
τ
 are as follows: 
1) Acollinearity cut. 
The acollinearity angle ζ is defined as 180 degrees minus the angle between the charged track 
of the selected decay and the charged track with highest momentum found in the opposite 
hemisphere. If there is no TEC track in the opposite hemisphere the direction of the jet is used. 
Figure 6.13 (left) shows the ζ distribution. To ensure that genuine x's from Ζ decay are selected 
without hard initial or final state radiation only events with ζ < 37° are accepted. 
2) Quality requirements on the charged track. 
• Decays having a TEC track with a distance of closest approach to the interaction region 
of DCA < 2 mm are accepted. 
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Figure 6.13. Distributions of ζ (¡eft) and |emc (right). Ail cuts are applied except for 
the cut on ζ (left) or ξ ^ (right). 
• Decays for which the TEC track passes through TEC regions with reduced sensitivity are 
removed. The azimuthal angle between the track and the closest TEC anode wire plane 
must be larger than 0.5 degrees. 
• Decays with an energy-momentum compatibility, |emc < 0.003 are rejected. Figure 6.13 
(right) shows the distribution of ^
m c
 for data and Monte Carlo. 
3) Cuts on the p. 
• Cut on the effective mass of the π~π° system. 
The invariant mass of the π~πϋ system /и„-„о is calculated from the energies of the neutral 




- and their opening angle a. The distributions of E„u, E
n
- and 
α are shown in figures 6.14 and 6.15. 
The agreement between the Monte Carlo distribution and data for £"„» is excellent, in­
dicating that the showering in the BGO crystals due to photons is very well described 
by the simulation. Although a clear π° signal is only seen for the class I decays in the 
nun distribution (see figure 6.16 (left)) the decays with only one dominating neutral bump 
in the BGO (class II) are well simulated by the MC (see figure 6.16 (right)). 
The reconstruction of the energy spectrum of the π~ is well reproduced by the Monte 
Carlo above Ε
π
- > 6 GeV. The discrepancy at low π - energy between Monte Carlo and 
data will be one of the main sources of the systematic uncertainty. The angle between the 
neutral and charged pions is well represented. 
As consequence of these agreements a well reproduced effective π~π° mass distribu­
tion can be expected and is indeed realized as shown in figure 6.17 (left). The cuts for 
ρ selection, 0.45 GeV < m
n
-^ < 1.20 GeV, are indicated in this figure. 
• Cut on the ρ energy. 
Also the distribution of the ρ energy Ep is well described by the simulations as can be 
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Figure 6.14. Distributions of Erfi (left) and Ε
π
- (right). ΑΠ cuts are applied. Legend 
as in figure 6.13. 
10 15 
α[degrees] 
Figure 6.15. Distribution of a. All cuts are applied. Legend as in ñgure 6.13. 
seen in figure 6.17 (right). The cut on this energy, Ep = £„- + E¿> > 5 GeV, removes only 
a few hemispheres. 
4) Cuts to suppress the ηοη-τ background. 
The non τ background consist mainly of Bhabha and dimuon events. Backgrounds from hadron 
events, two-photon processes, cosmic rays and beam-gas interactions are negligibly small. 
One side of a Bhabha or dimuon event can be - improperly - recognized as a τ -» pvT decay. 
This is possible when the measurement of the BGO energies is distorted due to a dead crystal 
and a neutral bump is reconstructed in addition to the charged bump. The presence of a radiative 
photon in the cone around the TEC track can also lead to a wrongly identified τ —> pvT decay. 
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Figure 6.16. Distributions ofm^ for class I (left) and class II (right). All cuts have 












































Figure 6.17. Distributions ofmn-¿> (left) and Ep (right). AU cuts are applied except 
for the cut on mn-¿> (¡eft) orEp (right). Legend as in fìgure 6.13. 
When suppressing the Bhabha and dimuon background one must be careful not to bias 
the polarization measurement by removing the high end of the ρ spectrum. Therefore the most 
important cuts to remove these backgrounds work on the recoil side, i.e. the hemisphere opposite 
to the one that contains the τ -» ρν
τ
 decay (the signal side). The cuts to suppress the Bhabha 
background are: 
• The BGO energy belonging to the track on the recoil side, E^Q, must be less than 43 GeV 
for hemispheres with one track. The distribution of £BGO' ' S shown in figure 6.18 (left). 
The agreement between data and Monte Carlo is striking, apart from the clear Bhabha 
signal around 46 GeV which is removed by the cut. 
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• The signal side must not a have an identified electron * with more than 40 GeV (35 GeV 
in the endcap region) if the corresponding TEC track has a momentum larger than 12 GeV. 
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Figure 6.18. Charged BGO energy (teff) and muon momentum (right) of data (dots) 
and τ Monte Carlo (histogram) on the recoil side if this side has one single TEC trade 
and the signal side has a recognized p. All selection criteria are applied except for 
the cut on Egsg1 (left) огЕ™оЛ (right). 
The cuts to suppress the dimuon background are: 
• The momentum of a muon track on the recoil side, £¿cco'', must be less than 43 GeV for 
hemispheres with one track. The distribution of E^001' is shown in figure 6.18 (right). 
Also here the agreement between data and Monte Carlo is striking, except for the clear 
dimuon signal around 46 GeV which is removed by the cut. 
• The signal side must not a have an identified muon if the recoil side has a minimum 
ionizing track in the calorimeters and a TEC track with a momentum of more than 30 GeV. 
• If the signal and the recoil side of an event both have a single TEC track, a minimum 
ionizing track in the calorimeters and no visible track in the muon spectrometer then the 
total calorimetrie energy must be larger than 40% of the sum of the absolute momenta of 
the TEC tracks. 
The above cuts do not remove all Bhabha and dimuon backgrounds. For example a poor energy 
or momentum determination on the recoil side can lead to selection of these backgrounds. The 
amount and position of the remaining background on the signal side is estimated from the events 
in the peaks at 46 GeV in the distributions of ££GO' anc* Е
м
гес0
''. The advantage of estimating the 
background from the data itself is that detector inefficiencies are automatically included. 
'A special routine is used to identify electrons and muons [26]. 
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Using these peaks the fraction of Bhabha background in the barrel and endcap regions is 
estimated at 0.2% and 1.5% respectively. This fraction is 0.3% for the dimuon background in 
the barrel region. 
The above method of estimating the background from the data does not work for Bhabha 
background between the barrel and endcap BGO (0.72 < |cos9| < 0.82) and for dimuon back­
ground in the endcap region. Instead Monte Carlo event samples are used which in these regions 
give an additional Bhabha background of 3.2% and a dimuon background of 1.6%. 
The situation for the other ηοη-τ backgrounds is as follows: 
• Hadron events 
Background from hadron events can be neglected since only hemispheres with one single 
TEC track are selected and such events are exceedingly rare in hadron events. 
• Two-photon events 
To check if background from two-photon events is present the difference distribution of 
the transverse energies in the two hemispheres is investigated. This distribution does not 
show any enhancement around zero for acollinearity angles below 37 degrees indicating 
that the number of selected decays from two-photon processes is very small (<0.1%). 
• Cosmics and beam-gas interactions 
The method of chapter 4 is used to estimate the number of selected cosmics. A scan of the 
decays with an absolute scintillator timing larger than 5 ns resulted in the identification of 
one cosmic in the barrel region. A scan of the decays having a track with a I DCA I > 1.5 
mm did not reveal any cosmic. One beam-gas interaction was found in the barrel region. 
From extrapolating the above numbers the number of decays from cosmics is expected 
to be less than 3 in the barrel and to be zero in the endcap region. The number of decays 
from beam-gas interactions is expected to be low (<5) as well. Both backgrounds are 
small enough to be ignored. 
The Monte Carlo distributions shown do not have background from processes other than τ pro­
duction since these backgrounds are so small that they would be almost indiscernible. 
With these selection criteria τ -» pv
x
 decays are selected from the 1991 and 1992 data 
samples and from the τ Monte Carlo samples. The corresponding numbers are listed in table 6.2 
together with the estimate for the ηοη-τ background and the percentage of events that have two 
selected hemispheres. These percentages agree between data and Monte Carlo within errors. 
data 
data, ηοη-τ background 








# events with two 
selected hemispheres 
798 (8.1% ±0.3%) 
5273 (7.8% ±0.1%) 
Table 6.2. Number of selected hemispheres and events in the τ -> ρν
τ
 selection. 
The acceptance for the τ -> pvT signal is 68% in the barrel and 43% in the endcap region. The 
percentages of τ -> pv
x
 and τ -fi ρν
τ
 decays and the polarizations of the corresponding Monte 
Carlo subsamples are listed in table 6.3. 
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Table 6 3 . Percentage of selected decays in the τ Monte Carlo per τ decay mode 
and the polarization of the selected subsamples. The K* channel is listed in the row 
"τ/>ρν
τ > > 1π°". 
6.4 Results 
6.4.1 Decay distribution 
The polarization in the τ -» pv, channel is extracted from the two-dimensional distribution of 
cose* versus cos<|>*. These two quantities are calculated for each data and Monte Carlo decay 
using Е
т
 - £beam and the reconstructed values of Ε
π
-, E^ and m„-¿>. The relation for cos0* is 
given by: 
cose* 
2 ( £ p / £ x - 1)+1 -m\.^tm\ 
and for cos φ* by: 
\-m\_jlm\ 
E,- — £> 
cos φ - p„ γ/ΐ - 2(w„- + /?v)2 / т\_^ 
(6.2) 
(6.3) 
The resulting distributions are shown in figure 6.19. They differ from the theoretical ones 
discussed in chapter 2 since detector resolution and event selection effects are now included. 
The projections are shown in figure 6.20 with the contributions of left- and right-handed T~'S. 
If the energy of the p, Ep, reconstructed from the π° and π~ energies is higher than half 
the center-of-mass energy, values for cos Θ* > 1 can be obtained. The large tail above 40 GeV 
in the E„- distribution (see figure 6.14 (right)) is mainly responsible for this effect. Values for 




 is small and simultaneously т„-„о is large. 
The presence of decays at cos φ* > 1 is explained by decays which have a value of 
Ε,-IEf, close to one and a low value of mn-¿< as can be understood from equation 6.3. 
The good agreement between data and Monte Carlo at all values including the unphysi-
cal regions shows that detector resolutions and limitations in the reconstruction are correctly 
estimated and reproduced by the Monte Carlo. 
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data ïL Monte Carlo xj, Monte Carlo 
Figure 6.19. The τ-ρ decay distributions for selected data (left) and Monte Carlo 
(middle and right). The middle figure shows the distribution of left-handed τ~ 's, the 


















Figure 6.20. Distributions of cose* ("/eft) and cos φ* (right). AU cuts are applied. 
Dashed and dotted lines show the contributions from ¡eft- and right-handed τ~ 's 
respectively. Legend as in figure 6.13. 
6.4.2 P° 
The polarization P(s) is obtained from a maximum likelihood fit of the expected τ-ρ decay 
distribution to the measured distribution. The expected distribution is the weighted sum of the 
Monte Carlo distributions shown in figure 6.19. The weights depend on P(s) which is, like 
the overall normalization, a free parameter in the minimization procedure. The Monte Carlo 
distributions are adjusted for the difference between the τ Koralz and PDG branching ratios 
listed in table 2.1. The estimated Bhabha and dimuon backgrounds are included in the expected 
distribution. The expression for the likelihood function is derived in appendix B. 
The result of the minimization procedure is 
P(sM) - -0.148 ± 0.027 (stat.) (6.4) 
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where s
a
n indicates that data sets obtained at various center-of-mass energies are used. The un­
certainty has been multiplied by 1.04 to account for the fact that 15% of the selected hemispheres 
have the opposite hemisphere selected as well (see table 6.2). ' 
P(s
a
ii) is translated to P° by correcting for the difference in center-of-mass energy between 
s " s
a
ii and s - m\ and for the effects of initial and final state radiation, γ exchange and γ-Ζ 
interference. Appendix С describes the method to evaluate both corrections. They are very 
small and amount to -0.0001 and —0.005 respectively. The uncertainties on these corrections 
are at least one order smaller. The resulting value of P° is 
p° _ -Α
τ
 - -0.153 ± 0.027 (stat.). (6.5) 
The cose* (cos φ*) distribution is shown in figure 6.21 for different ranges of cos φ* (cos θ*). 
The measured polarization, P(m\) - -0.148, is used to scale the MC contributions from left-
and right-handed τ - 's. Also, the Bhabha and dimuon backgrounds are included in the expected 
distribution. Figure 6.21 shows that these backgrounds are very small and that the agreement 
between the measured and expected distributions is excellent for all ranges of cos Θ* and cos φ*. 




The event sample is sufficiently large to determine the polarization as function of the polar angle 





be extracted as can be understood from equation 1.37. 
To obtain a signed cos θ distribution containing the selected decays, the correspond­
ing events must be tagged "forward" or "backward". For data and Monte Carlo the for­
ward/backward determination is inferred from the sign of the curvature of the reconstructed 
TEC track, Q^EC, on the signal side. Figure 6.22 shows the resulting differential cross-section 
distribution. In case both hemispheres of a single event are selected, both of them are in this 
distribution. 
The amount of charge confusion in the data is estimated from the selected τ Monte Carlo 
decays and equals the probability of an incorrect reconstruction of Q^c, Рщ', in the Monte 
Carlo. This probability is determined as function of cos Θ* and cos φ*. 
The results of the maximum likelihood fit per region in cos9, P(sM, cos6), and the 
corresponding values of P°(cos6) are listed in table 6.4. The statistical uncertainty has been 
multiplied by 1.04. The charge confusion is taken into account by adjusting the number of 
expected decays in opposite cos θ regions (see also appendix B). The distribution of P°(cos Θ) is 
shown in figure 6.23. Values for/1, and A
e
 are obtained from a least squares fit to this distribution 
using equation 1.37. The fit yields 
A, - 0.139 ±0.030 (stat.) (6.6) 
A
e
 - 0.171 ±0.042 (stat.) (6.7) 
'The correction on the uncertainty is necessary because decay correlations between the τ+ and τ - of the same 
event are ignored. Appendix A gives an upper bound for the multiplicative correction factor of 1.12. Since only 
15% of the selected hemispheres have the opposite hemisphere selected the uncertainty is underestimated by at 
most 4%. 
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Figure 6.21. Measured (dots) and expected (solid Ime) cos Θ* and cos φ* distributions 
for regions m cos φ* and cos9*. The τ Monte Carlo is scaled using the measured 
polarization, P(m^) - -0 148 Contributions from ¡eft- and right-handed τ~ 's are 
shown by dashed and dotted lines respectively. The Bhabha and dimuon background 
is shown m gray. Outermost bins include the overflow. 
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Figure 6.22. Signed differential cross-section distribution of selected decays. All 
cuts are applied. The boundaries of the endcap regions are indicated by dashed lines. 















































-0.07 ± 0.09 
-0.15 ±0.08 
-0.27 ± 0.08 
-0.23 ± 0.08 





-0.05 ± 0.08 
-0.07 ± 0.09 
-0.16 ±0.08 
-0.28 ± 0.08 
-0.24 ±0.08 
-0.23 ± 0.09 
-0.33 ±0.12 
Table 6.4. Number of τ -> pvt decays and the polarization results per cos θ region. 
with a correlation coefficient between the two values of 8%. The value of A, agrees with the 
one of the previous section. Its uncertainty is slightly higher because of the correlation with 
A
e




 is due the factor 4/3 in the 
expression for A
e
 which is absent in the one for A¡. 
6.5 Systematic uncertainty 
In this section the systematic uncertainties in A, and Ae are estimated. These estimates will be 
translated into an uncertainty in P(cos Θ) in chapter 7 since f(cos Θ) will be used to determine 
¿Ac IAI- Ive a n d 8\τ w ' t n m e ' r uncertainties. 
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Figure 6.23. P°(cos θ) as function of-ß^cos θ. The error bars are statistical. The 
solid line is the result of the least-squares fit. 
Selection criteria 




 the systematic 
uncertainty is estimated. 
Cut on lemc- When the cut on ξ ^ (default at 0.003) is varied from 0.0 to 0.020 the values of 
A, very between 0.128 and 0.153 and those of A
e
 between 0.168 and 0.178 as shown in figure 
6.24 (left). The individual values of P°(cos Θ) obtained when the cut on É^mc is positioned at 0.0 
and 0.010 are shown in figure 6.24 (right). Most of the values of P°(cos Θ) for the cut at ξ ^ = 
0.0 are higher than for the cut at |emc = 0.010 indicating that a systematic effect is present. 
This is further investigated by considering the decays at ξ,-™ < 0.003 of figure 6.13 (right). 
Their distribution of the difference f£-AL — p^c is shown in figure 6.25. The incongruency 
between £^-AL andp^?c is large as is expected for decays with ξ ^ < 0.003 from the Monte Carlo 
study of section 6.2.2. Data and Monte Carlo agree in so far as the shape of the distribution in 
figure 6.25 is considered but do not agree over the number of decays. This excess of data events 
is 100 on the negative and 140 on the positive side of the difference distribution. The Bhabha 
background is estimated at 40 decays which is too low to account for the excess of 240. 
The differences between data and Monte Carlo introduce a sizable uncertainty which is 
estimated from figure 6.24 (left) at 0.008 for A
x
 and 0.004 for A
e
. 
Cuts опт,-,». Two additional intervals are defined for the allowed values of т„-„о. The 
boundaries of the smallest are 0.55 and 1.05 GeV and are chosen such that compared to the 
nominal interval on both sides 5% of the sample is excluded. The largest interval corresponds 
to omitting the cut on mn-¿>. 




 belonging to the two new intervals are compared to the nominal 
results as can be seen in figure 6.26 (left). The nominal values of P°(cos Θ) and the values on 
the smallest interval are shown in figure 6.26 (right). The sets of values of P°(cos Θ) do not hint 
ι ι 
I \ 
4 . 1 ι I 
ι 
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- <£ E C cos θ 
Figure 6.24. On the left A, (dots) and A
e
 (squares) for different values of the cut on 
"Bene- The bars reflect the expected statistical fluctuations. On the right P°(cos Θ) for 
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 - p$Bc for decays with ξ ,^ < 0.003. 
Outermost bins are overflow bins. Legend as in figure 6.13. 
at a large systematic effect. The contribution to the systematic uncertainty is estimated to be 
zero for Α
τ
 and to be 0.004 for A
e
. 
Cuts on Egeo a n (* E™0,\ The variations in A, and A
e
 from changing the cuts are small for cut 
values below 43 GeV as shown in figure 6.27. Varying the amount of background by 25% 
changes A, and A
e
 by only 0.002. The contribution to the systematic uncertainty is estimated to 
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Figure 6.26. On the ¡eft AT (dots) and Ae (squares) for the two different and the 
nominal mn-¿> intervals. On the right P°(cosQ) for the nommai (solid) and the 
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Figure 6.27. Λ, (dots) and A
e
 (squares) at the nominal value of the cuts on ££G£J' and 
jrrecoii
 a n c
(
 a i neigh\x)Tmg values. 
Energy and momentum scales 
The relative uncertainty in the BGO energy scale for data and MC is estimated at 1 % for low and 
0.1 % for high BGO energies from the m^ distribution of selected decays and the BGO energy 
distribution of Bhabha events respectively From the mn-¿> distribution the relative uncertainty 
in the combined BGO-HCAL energy scale is estimated at 1.5% in the barrel region and 3 0% in 
the endcap region. The TEC scale is accurate within 1.0% [22]. 
To translate these relative uncertainties into a systematic uncertainty on P°(cos9) the 
82 6. Polarization Measurement 
following procedure is used: 
• Two τ-ρ decay distributions are generated which represent the data and Monte Carlo 
distributions of selected τ -» pvT decays. 
• The momenta and energies of the charged and neutral pions are smeared using the observed 
resolutions and the selection criteria are applied. 
• The momenta or the energies of the pions in the "data" sample are shifted, corresponding 
to the difference with the Monte Carlo scale, and the polarization is re-determined. The 
resulting shift in the polarization is shown in figure 6.28. 
Cu 
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Figure 6.28. Polarization from generated data and Monte Cario τ-ρ decay distribu­
tions when the scale of the data is shifted with respect to the scale of the Monte 
Carlo. 
The systematic uncertainty in P°(cos Θ) due to the uncertainties in the energy/momentum scales 
follows directly from figure 6.28. In the barrel region the individual contributions are estimated 
at 0.005,0.002 and 0.008 for the TEC, BGO and the BGO-HCAL energy scales respectively. In 
the endcap region these numbers are 0.005, 0.002 and 0.018. The total systematic uncertainty 
in P°(cose) follows from adding the three contributions in quadrature which yields 0.010 for 
the barrel region and 0.019 for the endcap region. 
The uncertainties of 0.010 and 0.019 on P°(cos0) are translated into an uncertainty on 
A, and A
e
. Taking the uncertainties on /"(cose) to be uncorrected for adjacent cos θ regions 
would yield a systematic uncertainty in A, of 0.006. If they are taken to be fully correlated this 
number would be 0.012. Since adjacent cos θ regions partly contain the same detector parts a 
correlation is likely to be present and therefore the systematic uncertainty in A, is estimated at 
0.009. 
The uncertainties on P°(cos9) are fully correlated for cos θ regions which are opposite 
because they contain the same detector parts. Consequently an offset in the energy scale does 
not effect the measurement of A
e
. 
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Charge confusion 
The charge confusion, p ^ c , has been estimated from the τ Monte Carlo sample. The uncertainty 
опрд^- '
s
 estimated using the muon and like-sign methods as described in section 5.2. This has 
the advantage that the charge confusion can be obtained for Monte Carlo and data. In the endcap 
region p^ is found to be 5% to 25% higher in the data. In the barrel region smaller differences 
are found. To account for the observed differences the uncertainty on pjj^c is conservatively put 
at 30% in the endcap and 20% in the barrel region. Varying pj^ c by these uncertainties shows 
no variation in A„ as expected, and variations of at most 0.004 in A
e
. 
Tau branching ratios 
The branching ratios used in the fit are the PDG ones listed in table 2.1. Their uncertainties range 
from 0.2 to 0.4% and are thus small for the main one-prong τ decay modes. They contribute at 




The τ -fi> pvT background description may be affected by the uncertainties in the matrix el­
ement of the decay τ~-> aj~vT [48] and the final state radiation [49], which is largest in the 
τ
-
 —» π~ν, channel. Since the size of the uncertainties is small [22], their contribution to the 
systematic error is expected to be negligible. 
Total systematic uncertainty 
The contributions to the systematic uncertainty are summarized in table 6.5. The overall 
selection criteria 
lemc > 0.003 
0.45 GeV < m,-„. < 1.20 GeV 
Евао'ЕЦ*
0
'* < 43 GeV 
momentum/energy scales 
charge confusion 































systematic uncertainties in At and Ae are smaller than their statistical ones by a factor of 2 and 
5 respectively. The final results for A, and A
e
 are: 
A t - 0.139 ± 0.030 (stat.) ± 0.013 (sys.), I 
A
e
 - 0.171 ± 0.042 (stat.) ± 0.008(sys.). ( ' 
84 
7 Neutral Current Coupling Constants 
f Results for the neutral current coupling constants are obtained from 
the measurements of σ
τ
, A^,, and P°(cos9) described in the previous 




. Their values 
are interpreted in the framework of the Standard Model and compared 
with the combined results of the LEP experiments. Finally the expected 
measurement precision at the end of the LEP I running period is discussed. 
7.1 Minimizat ion procedure 
7.1.1 Likelihood function 
The most likely values of the neutral current coupling constants are determined in a minimization 
procedure using the measured cross sections and asymmetries and their £ A and g v dependence 
according to the Standard Model. Two methods to extract these values are commonly used [50]. 
The method employed here incorporates the systematic uncertainty by introducing scale factors. 
The other method uses an error correlation matrix containing the statistical and systematic 
uncertainties and is favored when a large number of data sets is used [27]. 
Each term in the likelihood function L in case of N measured cross sections o(s,) with 
statistical uncertainty Δσ(ΐ,) and common systematic uncertainty Aosys, is equal to the probability 
to find o(s,) times the probability to have a systematic shift Aosys (the normalization is not 
important and is therefore omitted): 





-((М-М)іу/2Л&>У) ,-j j ^ 
ι- I 
where M is a scale factor with expectation value M and о^м the Standard Model value for the 
cross section. In the vicinity of the Ζ pole this Standard Model value depends strongly on mz, 
Γ
ζ
, gA and g v and weakly on mt,mH, cts and α through the radiative corrections. The most likely 
values of the parameters mz, Γζ, gA and g v are obtained by minimizing χ
2
 = - 2 log L while 
keeping m,, mH, ct¡ and α fixed. 
Cross-section and asymmetry measurements will be used in three different combinations. 
The first combination includes o
e
, σ„ А .
е
, An,., and P°(cosQ) with the aim to arrive at values 
for mz, Γ
ζ
, gA e, gA l, gVe and | v , using a minimum of input measurements. The corresponding 
X2 , XA. i s g ' v e n ЬУ 
XA =
 , ^ Λ , - Λ ***(*,) ) ,fA ΔΑη,,,ω J ) 
Л ^ ( с о 8 ,) + Мя.-Р° 5 М (со5 , ) \ 2
 | ~ /Λ/,-МЛ
2 
Д-Д A^(cos θ,)) ;
 k.L^t^,^A ^ / 
where Δθ], ΔΑπ,,ι and ΔΡ° are the statistical and AAsys the systematic uncertainties in σι, А
 І
 and 
P°. The expected values of the scale factors Mk are ML - M0l - 1 and MAfh> - Mp° - 0. 
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The second set of measurements is the same as the first extended by the measurements 
of the hadronic cross section Ohad· Including o>,ad will reduce the uncertainty in gAe and gAz as 
Ohad will determine mz and Γζ almost completely. The hadronic width rh a ti becomes an additional 





 S [ Χσ^ω j + { ΔσΚ ) (73) 
where Aohad and &°ш are the statistical and systematic uncertainties in Chad-
The third set of measurements is the same as the first. In the minimization procedure the 
mass and the width of the Ζ are constrained to achieve a reduced uncertainty on gM. %\ changes 
to: 
where m£ ± Am
z
 and Γ£ ± Δ Γ | are the constrained values of mz and Γζ and their uncertainties. 
7.1.2 Input data 




 and P°(cosQ) as listed in tables 4.2, 5.1 and 6.4 are used in the 
calculation of χ\
 B c . The measurements of o e, An,,e and ohad are taken from the L3 analysis of 















































Table 7.1. Systematic uncertainties A^ y s in xABC. Relative values are given for 
cross-section and luminosity measurements, absolute values for asymmetry measure­
ments. 
Regarding these systematic uncertainties the following remarks apply: 
• The systematic uncertainties in the cross-section measurements of the years 1991 and 
1992 are not fully correlated. The correlated and uncorrelated uncertainties can be used 
separately in χ\
 BC by including a scale factor for each of them. In this analysis they are 
added since the uncorrelated uncertainties are small. The resulting overestimation of the 
uncertainty in the fitted parameters is expected to be small. 
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• The systematic uncertainty of the luminosity measurement is common for σ
ε
, σ, and Ohad-
• The systematic uncertainty on At is translated into a correlated uncertainty in P°(cos Θ) 
because A
x
 is the average of the nine values of P°(cos Θ). The systematic uncertainty on 
A
e
 is translated into an uncorrected uncertainty in P°(cos Θ) because A
e
 is obtained from 
the variation of P°(cos Θ) on cos Θ. This uncorrected uncertainty is added to the statistical 
uncertainty in P°(cos Θ). 
This treatment disregards the systematic uncertainty in A
e
 which in the end will lead to 
an underestimation of the uncertainty in gVe. However since the statistical uncertainty in 
A
e
 is much larger than its systematic uncertainty, the underestimation will be small. 
The Standard Model expectations ofM, of£j, A^J and P°S M(cos Θ) are calculated by ZFITTER us­




, (ГьаД Ім> Ivi 0 ™ e> τ)» a n d 
the fixed parameters which are the quark and lepton masses, ϋμ> mH, a s and α. The values used 
for щ, WIH, a
s
 and α are 
m, - 180±12GeV [5], (7.5) 
mH - 3001^2, GeV, (7.6) 
Ostwz) - 0.123 ±0.006 [51] and (7.7) 
1 / a(m
z
) = 128.894 ± 0.090 [42] (7.8) 
where the value of the upper bound on mH is set at 500 GeV because recent measurements favor 
a light Higgs boson [42] and the lower bound is obtained from direct searches [3]. The values 
of the other parameters are taken from the PDG. 




 used in x
c
 are taken from the combined LEP measurements 
of the years 1990 to 1993 [51], 
mz - (91.1888 ±0.0018 ±0.0040 (LEP)) GeV = (91.1888 ±0.0044) GeV, (7.9) 
Π - ( 2.4974 ±0.0027 ±0.0027 (LEP)) GeV = ( 2.4974 ± 0.0038 ) GeV (7.10) 
where "LEP" indicates that the uncertainty is due to the uncertainty in the LEP beam energy 
(see table 3.3). 
7.1.3 Results 
The minimization procedures using the first, second and third combination of measurements, 
fits А, В and С respectively, result in the values for gM and g v l listed in table 7.2. The sign 
of gM is taken from neutrino scattering experiments [52]. The values for χ Α B C per degree of 
freedom (dof) are close to one. The scale factors Mk do not differ by more than 0.1 % from their 




 of fit A and В have two components, the 
first results from the minimization and the second is due to the uncertainty in the LEP energy 
(see table 3.3). The results on gA of fit В and С show that including Chad or constraining mz and 
Γ
ζ
 yields a much smaller uncertainty in gA1. 
The measured cross sections and asymmetries are compared to the Standard Model (SM) 
expectations obtained with the results of fit B. Figures 7.1, 7.2 and 7.3 show that expected 
SM values follow the measurements closely. The bars correspond to the statistical uncertainties. 
On the same scale the systematic uncertainties are smaller than the size of the symbols. 



















91.206 ±0.030 ±0.007 
2.502 ± 0.055 ± 0.005 
-
-0.5000 ± 0.0055 
-0.5020 ± 0.0058 






, O,, Afb.e, А
 л
, 
/"(cos ) and Ohad 
91.197 ±0.008 ±0.007 




-0.0370 ± 0.0063 





, σ„ Afb,e, A(b,x and 






-0.0365 ± 0.0063 
-0.0347 ±0.0077 
31.8/33 
Table 7.2. Results of fits А, В and C. The second error in ntz is due to the uncertainty 





















Figure 7.1. Measured а
е
 [40]andoz (table 4.2) for the years 1991 (circles) and 1992 
(triangles). The SM expectation (solid line) is calculated from the results offìt В. 
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Figure 7.2. Measured Л(ь,с f407 and Λη>.
τ
 ftabVe 5.0 for die years 1991 (circles) and 
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Figure 7.3. Measured P°(cos Q) in the τ -> ρν
τ
 channel for the years 1991 and 1992 
(table 6.4). The SM expectation (solid line) is calculated from the results of ñt В. 
7.2 Discussion 
The results from fits А, В and С are in very good agreement. In the following discussion 
the results of fit В will be used to test whether gA e and | Α τ (and likewise gVe and gVx) are the 
same. They will also be compared with Standard Model expectations and results from other 
experiments. 
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The Standard Model expectations * are calculated with the input values for the parameters 
mt, /ин, a s, a and ntz as given in (7.5) to (7.9). The values of the other parameters are taken 
from the РЕЮ. The expectations are: 
-0.5015 ±0.0003 -exp SAI 
¿v7 - -0.0364 ±0.0010 
HZ] (Higgs) = 
: ° o ï ï (Higgs) -
- 0 s o i · ; +00004 




where "Higgs" indicates the uncertainty due to the uncertainty in the Higgs mass. 
The results from the analysis combining the cross-section and asymmetry measurements 
of the four LEP experiments for the years 1990 to 1993 will be used for comparison [51]. A 
small part of the data appears in both the combined LEP analysis and the analysis of this thesis 




 for 1991 and 1992). The combined LEP data are listed 














, σ μ , O t , Ohad. -Afb.e. ^Λ.μ 
LEP data 1990-1993 
91.1888 ± 0.0018 ± 0.0040 (LEP) 
2.4973 ± 0.0027 ± 0.0027 (LEP) 
1.7482 ±0.0041 
















Table 73. Results from the four LEP experiments [51]. The column on the right lists 
the anticipated uncertainties at the end of LEPJ. 
The results of fit В and of the combined LEP analysis on gM and | v l and the SM expectations 
are shown in figure 7.4. As can be seen the values of gAe and gM and of gVe and gV l from fit 
В clearly overlap and agree with SM expectations. The overlap is quantified by the following 
ratios: 
¿Ат^Ае 
І т I І е 
1.004±0.006 
0.94 ±0.27 (fitB) (7.12) 
where the (small) correlation between the parameters has been propagated in the uncertainty. 
The ratios confirm the prediction that the neutral current coupling constants gM and gV) are the 
same for electrons and taus. This test is at a level of 1 % for gM and at a level of 25% for gWi. 
The combined LEP results and those of fit В fully overlap (see figure 7.4). The ratios 
¿Αμ,χ / ІАе an<^ £ ц.т ' 8 е obtained from the combined LEP results are equal to one within their 
"Standard Model expectations on gA| andg v ! can be calculated when the (18) SM parameters are known. Here 
the set parameters of section 1.1 is chosen where ΰμ and mz are replacing υ and gw . 
7 3 Past and Future 91 
• l = e 
• ! = μ_ 



















Figure 7.4. On top £ A and | v from fit В (table 7.2) and at the bottom gA and g v from 
the combined LEP data (table 7.3). The solid and dashed vertical lines show Standard 
Model expectations and their uncertainties (equation 7.11). 
uncertainties-
ІАц/ІАе 
f AT / ІАе 
8\μ I gVe 
І т / ¿Ve 
1.001 ±0.002 
1.003 ± 0 002 
0 83 ±0.15 
1.04 ± 0 09 
- (LEP 1990-1993) (7.13) 
which thus tests the universality of | A , and gV[ at a level of 0.2% and 10% respectively. 
Comparing the value of At from fit B, Ac = 0.147 ± 0.026, and the combined LEP value, Ae -
0.147 ± 0.008, with the result of the SLD experiment [53], Ac = 0.166 ± 0 008, shows that the 
values agree within their uncertainties. 
7.3 Past and Future 
7.3.1 Pre-LEP values 
Before the LEP experiments started, neutrino scattering experiments [52] had determined the 
values for gAe and gVe to be 
gAe - -0.513 ± 0 025, 
gVe _ -0.045 ±0.022. (7.14) 
Another solution, one where gAe and gVe are interchanged, was equally possible but here the 
Standard Model solution is chosen. ' At the same time data on dimuon and τ pair cross sections 
and asymmetries from e + e - colliders operating at center-of-mass energies ranging from 10 to 
50 GeV yielded values for the products gAegA|1, g^egA,, £ (:£ ц and gV egV l [54]. Combining the 
'Before 1989 the results on Лгь from the reactions e+e" 
universality convincingly indicated that |gA | » ] g v | [20] 
• μ+μ and e+e —> τ+τ" at low </s and assuming 
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values of the first two products with the value for gAe of (7.14) gives 
*
Α μ 0.530 ±0.039, 
g - -0.452 ±0.055. (7.15) 
The uncertainties in the pre-LEP values of # е£
 й
 and gVegvi are large and meaningful results 
for #νμ ä
11
^ 8\t could not be obtained. The universality of the axial vector neutral coupling 
constant was established at a 10% level which is visualized in figure 7.5, together with the 
present SM expectations. 
• l = e 
• ¡ -μ 
Α 1 = τ 
pre-LEP • 
-0.65 -0.50 -0.35 
SAI 
-0.10 -0.05 0.0 
Svi 
Figure 7.5. Pre-LEP values forgM andgvt. The solid and dashed vertical lines show 
the Standard Model expectations and are the same as those offìgure 7.4. 
7.3.2 Prospects 
Using equations 1.21 and 1.26 an estimate of AgM and Agvi can be made 
4 Ae : ІАе
 A
°e 
Л £ А Т = 
S AT Δ ° " Τ 
o
e
 2 σ, 
and, since gAe and gM are determined by oe and στ, 
Ι Α , , Ι Α Τ 





It is assumed that, like in fit B, the hadron cross-section measurements are included to achieve a 
reduced uncertainty on gM. The polarization measurement gives, using equation 1.33 and 1.34, 
Δ | vi ІАІ ΔΛ|, 1 = e, τ. (7.18) 
The predictive power of relations 7.16-7.18 is rather good as shown by the following calculation: 
1. In the combined LEP analysis for the years 1990-1993 [51 ] the number of lepton pairs per 
lepton channel taken at the Ζ pole is approximately 230K leading to 
Δσ, /σι = 0.2% (stat.), 
Mn,,, = 0.0022 (stat.). 
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The combined LEP polarization results are obtained from 187K τ pairs. The quoted 




0.0107 (stat.). (7.19) 
The same value for ΔΑ, is obtained from equation A.6 for a realistic average sensitivity 
of S - 0.25. ΔΑ
ε
 is higher by a factor 4/3 as expected. 
2. The uncorrelated systematic uncertainties of the cross-section measurements of each 
LEP experiment give a combined value of 0.15%. The systematic uncertainty on the lumi­
nosity determination is correlated between the experiments due to the 0.25% uncertainty in 
the calculation of small angle Bhabha scattering. The uncorrelated part is 0.05%. Adding 
the three percentages in quadrature yields 0.30%. The combined systematic uncertainties 
on An,, A
e
 and A, are < 0.0010,0.0025 and 0.0058 respectively. 
3. The statistical and systematic uncertainties are combined (see table 7.4) and inserted into 






























Table 7.4. Statistical and systematic uncertainties of the combined LEP analysis [51]. 





















(anticipated, LEP 1990 - 1993), (7.20) 
and the corresponding uncertainties in the ratios |
А | 1 Д / gA e and £ м / gVe: 
. (anticipated, LEP 1990-1993), (7.21) 
in agreement with the realized values listed in table 7.3 and the ratios of (7.13). 





) - 0.002 
A(j?vM/|ve) = 0.15 
Δ(Ινχ/ί>*) » 0.07 
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Using relations 7.16-7.18 and assuming that 
• the data sample at the Ζ pole over the years 1990-1995 will be three times larger than the 
one over the years 1990-1993, 
• the common theoretical luminosity uncertainty will go from 0.25% to 0.10% (a decrease 
to 0.16% has already been achieved [42]) and 
• the systematic uncertainty on Α
τ
 will be reduced to 0.0040, 
the AgM and Agw listed in table 7.3 are obtained. The corresponding uncertainties in the ratios 
A<SA„>*A.> - 0.001 
Δ(ίΑχ/*Α.) - 0 0 0 1 
А(| ц/І? е) - 0.09 
Advx'Ivt) - о · 0 4 
. (anticipated, LEP 1990-1995), (7.22) 
indicating that the test of universality of gM and | V ) can reach a precision of a per mill level for 
gM and a level of 5 to 10% for | V ] at the end of the LEP I running period. 
7.4 Conclusion 
The results on gM and ¿V1 of this thesis test the universality of £Ae and gAl and of | V e and gVl at 
a level of 1 % and 25% respectively. Compared to the pre-LEP results this confirms universality 
of gAe and | A t and establishes that of | V e and | V t . All results are in perfect agreement with 
Standard Model expectations. This picture is confirmed by combining the data from the four 
LEP experiments. The anticipated uncertainties at the end of the LEP 1 running period will allow 
tests of the universality of the neutral current coupling constants with a precision of a per mill 
for£A| and 5 to 10% for |v l . 
A Sensitivity and Weights 
To combine polarization measurements in different τ decay channels, a weighted average is used 
with the weight of a measurement given by the inverse of its variance, i.e. by 1/(ΔΡ)2. Here 
the relative weights are derived from the theoretical τ decay distributions. They show a priori 
which channel will contribute most to the significance of a polarization measurement. 
The relative weight is given by the product of the branching ratio and the average helicity 
information per decay I. The latter is a function of the sensitivity of a particular τ decay 
distribution to the polarization and of the method used to extract the polarization from the data. 
If the polarization is obtained from a maximum likelihood fit the statistical uncertainty on the 
polarization ΔΡ is given by [55] 
1
 -N,.m (АЛ) (ΔΡ)2 \ d P 2 / 
where N is the number of selected data decays and L the negative log-likelihood function. For 
a binned maximum likelihood fit L is given by 
where Nbms is the number of bins, n, is the number of measured decays and μ, is the number of 
expected decays in bin i. The probability ρ(η,\μ,) follows a Poisson distribution. 
The expectation μ, is obtained from the decay distribution W(C) 
μ,(Ρ) = NW(Ì)A, (A.3) 
where f is the vector of m observables used in the polarization measurement and Δ, is the width 
of the m-dimensional bin i. Any τ decay distribution can be written as [56] 
W ® - ƒ © + /»*©, (A.4) 
and after insertion of W(f) into equation A.3, equation A. 1 changes to 
ι / ^ g(C)2 \ , . , , 
(A/>)2"\VV(£)+^£))2/' ( } 
Taking the expectation, i.e. substituting n, by μ„ yields 
- Ц - А Г Г Д , J&)2 _ (A.6) 
(ΔΡ)2 ¿ - ' ƒ £ ) + PgQi,) 
and thus the average helicity information / is given by 
/-¿A, J^} ^. (A.7) 
The summation for I changes to an integral for the limit Nbins -» °°: 
/ - [—JÊL—ài (A.8) 
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Table А.1. Sensitivities and relative weights of the main one-prong τ decay channeJs 
if Ρ - -0.15. Scaling of the weights is such that the sum of bold printed weights 
equals one. 
The square root of ƒ is called the sensitivity S. The sensitivities and weights of the main one-prong 
τ decay channels are calculated using equation A.8 and are listed in table А.1. The calculation 
of the sensitivity does not take into account the channel dependent selection efficiencies and the 
finite resolution of the measured variables. 
The lower limit on ΔΡ set by equation A.6, is not reached if τ decays from the same τ pair 
are used in the measurement of the polarization. In this case the double decay distribution 
mí I) - ƒ ®M)+gd>g'&+p(fég(i)+s(i)/(í)) (A.9> 
must be used. Equation A.6 then changes to 
1 
(ΔΡ)2 ' 'pa ir 'pair (A. 10) 
where N^ is the number of τ pairs and /ρ,,, the average helicity information per pair given by 
(fég(i)+géf(i))2 - -I, pair 
-IS' -d|d£. (A.11) 
In the following the double τ decay τ+τ~ -» π+ν,π~ν
τ
 is used to discuss the effect of 
decay correlations on the statistical uncertainty ΔΡ. Equation A.6 gives, using the τ~ -> 
π~ν, decay distribution of equation 2.4 for W(f) (equation A.4) with Ρ - -0.15 and ignoring 
decay correlations, 
1
 ' ' (АЛ2) ΔΡ= . - _ - _ , 
y/TJ} SnVÑ 0.58У5 
while taking the correlations into account (equations A. 10,2.4 and A.9) one expects 
1 1 1 1 Δ Ρ -
v ^ N pair ' 'pair Sn.p.ny/Ñ^ 0 . 7 4 ^ ? ν 0.52vft' 
(A. 13) 
The above two numbers show that using the decay distribution W(f) instead of the double 
decay distribution W(f, f ) in this example would result in an underestimation of the statistical 
uncertainty of 12%. This percentage is an upper limit for any polarization measurement because 
the t~ —> π~ν
χ
 channel is the most sensitive channel. 
В Log-likelihood function 
Log-likelihood function to obtain Ρ 
The expression for a binned log-likelihood function using Poisson statistics has been given in 
equation A.2. Input to this function is the number of expected decays, μ„ which has a component 
from τ decays μ™ and a component from ηοη-τ decays μ^ , 
μ,-μΓ + μ?8· (B.l) 
The superscript "mc" indicates that τ Monte Carlo samples are used. 
An estimator for μ™ is ri^/r™0 which is the expected, polarization dependent, number of 
selected τ decays. The value of л,"10 is given by 
( 1 — Ρ 1+ Ρ \ 
_mc.L , * „mc.R \ /r. .-)•. 
Г ^ Г '
 +
Т77 И' ) ( Β · 2 ) 
where η™1- and n™K are the number of selected left- and nght-handed τ Monte Carlo decays 
and Pmc is the input polarization to the Koralz program, P^ - -0.134. The factor r"10 is needed 
to scale the τ Monte Carlo sample. 
An estimator for μ^8 is n^/fö where л ^ is the number of selected events in the background 
study of Bhabha and dimuon events and № is a scaling factor. 
The values of n™Q and л^8 are estimates as well. This is accounted for by writing the 
probability to find the number of measured data decays, n„ given ri^li** and n¡'g/rbg as an 
integral over the product of the probability to find n, given μ, and the probability to find μ„ ρ(μ,) 
[57], 
/ η"* n b g \ г 
Ρ [η· -^ + ^ ) - У 1**№Μμ-)αμ,. (Β.3) 
The probability ρ(μ,) is also Poisson distributed, 
ρ(μ,) - ρ{η™Ι^μΓΜ^Ι^μ,'*) - ^ μ ' ^ , ^ μ ' L, · (Β.4) 
η, · nr\ 
Inserting the last expression into equation B.3 and solving the integral yields 
/ л™ л * \ 
л,! л™! „^! 
(В.5) 
( 1 ( г т с ц т с ) а ( г Ь 8 | і Ь 8 ) _ 
^ г ^ + І/ VH>8 + l J Vr™+lJ V /*« + ! ) к\(п, - ky.n™\n?l ' 
The log-likelihood function of equation A.2 can now be written as 
L — g l o g p ^ ^ + ^ J . (B.6) 
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Log-likelihood function to obtain P(cos Θ) 
The method to obtain the polarization in a single cos θ region is in principle the same as 
described above. However charged confused decays have migrated from backward to forward 
cos θ regions and vice versa which alters the polarization in these regions. This effect is adjusted 
for by rewriting the number of selected Monte Carlo decays, n™, defined in equation B.2, as 
[57] 




• Ο - Ι Ο + Τ Τ Ρ 
1


















where [n™]^ w is the number of selected Monte Carlo events in backward cos θ region ./'BW. 
P(cos Θ) is not a priori known which means that the values of />(cos Θ) in the forward 
and corresponding backward cos θ region must be simultaneously determined. Therefore the 
log-likelihood function of equation B.6 is changed to 





С Transformation of P(s
all) to P° 
The value of P(s
a
n) is translated into a value of P° using the following two additions to P(s
a
ii): 
• The polarization measurement gives one polarization value at an "average" center-of-mass 
energy y/jüb To obtain the polarization at л- = m\, the correction ЬР must be added: 
P(mi)-P(5
a
„) + 5P', (C.l) 
with 
δΡ' - Psm(ml) - £ ^P s m (s,) . (C.2) 
where L, is the integrated luminosity at s, and £ = Σ A· Variables with the superscript 
"sm" are calculated by the ZFITTER program *. 
• The second correction changes P(w|) to P°. The measured polarization is corrected for 
effects of initial and final state radiation, γ exchange and γ-Ζ interference, to obtain the 
value from the Ζ -» τ+τ~ channel only (see equations 1.36 and 1.37): 
P° -Р{,т\) + ЬР", (C.3) 
with 
SP" „ƒ*>.*" -р™(т1)7 (CA) 
where P° s m follows directly from equation 1.33 for given |
v
 and | A . The value of ЬР' is 
small because the exclusion of radiation does not change the polarization much (see figure 
1.13) and the polarization from γ-Ζ interference is zero at s - m\. 
Additions to P(5
a
ii,cos9) for 1991 and 1992 
Figure С1 shows ЬР and ЪР for the years 1991 and 1992 per cos θ region. The corrections on 
P(îaii) are those at cos θ - 0. 
The values of ЬР are small because Pfocos Θ) is almost constant with y/s (see figure 1.11) 
and the luminosity for the data below and above the Ζ pole is about the same. The uncertainties 
in ÒP and ЬР can be safely ignored since ЬР and ЬР are small and their dependence on m„ 
mH and dj is very weak. 
'Input to the ZFITTER calculations and the calculation of /*>-sm are m, - 180 GeV, mH - 300 GeV, оц(т7.) -




 - 91.1888 GeV [51 ] (see equations 7.5 to 7.8 
for the other references). These values give | |A, | - 0.5015 and | § ν ! | - 0.0364. 
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Figure C I . Vaiues ofòP'(cosQ) (left) andòP'(cosQ) (right) for the 1991 and 1992 
data sample. 
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Summary 
This thesis investigates the couplings of the Ζ boson to the electron and the tau lepton. The cross 
section σ
τ
, the forward-backward charge asymmetry Aft,.t and the polarization asymmetry Ρ of 
the reaction e+e~-> Ζ -» χ+τ~ are determined. These quantities can be precisely calculated in 
the Standard Model which describes the interactions between elementary particles. This theory 
predicts the electron and tau couplings to be same. The facilities used to experimentally test 
this prediction are the L3 detector and the Large Electron Positron collider at CERN. 
The constants describing the couplings of the Ζ boson to the electron and the tau are the 
axial and vector-axial neutral current coupling constants gAe, gVe, gM and gVx respectively. The 
first part of chapter 1 shows how they are embedded in the theory. The dependence of σ
Τ( 
An,,, and Ρ on these constants is discussed in the second part of chapter 1. 
In the L3 experiment x's decay close to the interaction region and only their decay products 
can be measured. Tau decay proceeds through the intermediate charged vector boson W and is 
parity violating. Consequently the angular decay distributions of τ decay products depend on 
the helicity of the τ and from these distributions the polarization is obtained. Chapter 2 discusses 
this dependence and the connection with the charged current parameters of the W vertex. 
The L3 detector registers the decay products from the Ζ bosons with drift chambers and 
calorimeters. The signals are reconstructed and trajectories of particles and their momenta or 
energies are determined. Chapter 3 describes the response of the detector elements to electrons, 
photons, pions and muons and the signal reconstruction. 
The measurements of o t, An,,, and Ρ are presented in chapters 4 to 6. The selection of 
τ pairs is based on their low multiplicity and their decay into at least one neutrino which carries 
away part of the τ energy. The cross section, σ
χ
, is calculated from the number of selected τ pairs 
and the integrated luminosity using estimates of the selection efficiencies. The latter are derived 
from Monte Carlo simulations or directly from data. The selection efficiency of τ pairs in the 
full solid angle is close to 50% and the background is 4%. The most precise result is: 
σ, - 1.474±0.012 (stat.) ±0.010(sys.) nb at y/s - 91.29 GeV. 
The measurement of An,,, uses a subsample of the cross-section sample. The direction of a τ -
either forward or backward with respect to the incoming electron - is determined and the full 
differential cross-section distribution is derived. А
 л
 follows from a fit to this distribution. The 
corrections to account for background and charge confusion are very small. The most precisely 
determined asymmetry is: 





 decay channel is used to measure the polarization since this decay 
can be reliably selected and reconstructed and allows the best polarization measurement of all 
channels. Hemispheres with one charged track are considered and the calorimetrie response in 
a cone around this track is analyzed to determine the number of n°'s. A ρ is reconstructed if a 
π° and a π~ can be identified, and final selection criteria are applied. The purity of the sample is 
86% and the ηοη-τ background 1.5%. The two-dimensional decay distribution is derived from 
the energies of the ρ and the energy differences of the π - and the π°. Comparison with helicity 
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dependent Monte Carlo distributions yields the polarization results: 
Α
τ
~ -P° - 0.139 ± 0.030 (stat.) ± 0.013(sys.), 
A
e
- -fPS, - 0.171 ± 0.042 (stat.) ± 0.008(sys.). 
In chapter 7 the neutral current coupling constants are obtained from a fit to the measure­
ments of σ
τ
, А(ъ,, and P°(cosG) and the L3 measurements of Chad, ot and А е. The Standard 
Model prediction that gM and gVJ are the same for I - e , τ is confirmed at the level of 1% and 
25% respectively: 
ÍAX'ÍA« - 1.00410.006 ì
 ( t h i s t h e s i |VT/ |ve - 0.94 ±0.27 ƒ ^ l s t t l e s i s >· 
The combined data from all LEP experiments and data from the SLD experiment corroborate 
this conclusion. At the end of the LEP I running period the precision on the above ratios is 
expected to reach 0.1 % and 4% respectively, thus providing a stringent test of the universality 
of the neutral current coupling constants. 
Samenvatting 
Deze samenvatting is vooral een leeswijzer voor de geïnteresseerde leek en beoogt hem of haar 
aan de hand van enige tabellen en figuren de opzet van het onderzoek te verduidelijken. Het is 
geen vertaling van de "Summary" die voor ingewijden geschreven is. 
"Onderzoek aan de koppelingsconstanten van de neutrale stroom met tau-paren" zou dit 
proefschrift in het Nederlands kunnen luiden. Tau-paren (τ+τ~ ) worden gevormd door electronen 
(e - ) en positronen (e+) met hoge snelheid op elkaar te laten botsen. De Large Electron Positron 
(LEP) versneller van het CERN te Genève is ontworpen om miljoenen Z-bosonen te produceren. 
Deze Z-bosonen vervallen na zeer korte tijd met een zekere waarschijnlijkheid naar tau-paren: 
e+e~-> Ζ -* τ+τ~. 
Het electron en het tau-lepton zijn in de huidige theorie, het Standaard Model, identiek 
op hun massa en levensduur na. Dit kan getoetst worden door de koppeling van het Z-boson 
aan het electron en het tau-lepton te bestuderen. Indien de waarden van de bijbehorende kop­
pelingsconstanten gelijk zijn voor het electron en het tau-lepton dan is de theorie bevestigd en 
zoniet dan wordt deze weerlegd. 
Standaard Model 
Het Z-boson, het electron en het tau-lepton zijn elementaire deeltjes hetgeen betekent dat ze 
niet bestaan uit nog kleinere onderdelen. Atomen zijn opgebouwd uit elementaire deeltjes, nl. 
electronen, up-quarks en down-quarks. Zij vormen samen met het electron-neutrino (v
e
) de 
eerste familie. Ze hebben verwanten in de tweede en derde familie aan welke zij volgens het 
Standaard Model gelijk zijn op massa en levensduur na. De indeling van quarks en leptonen in 
families is te vinden in tabel 1.1. 
Elementaire deeltjes die de onderlinge interacties van de familieleden van tabel 1.1 mogelijk 
maken, worden de dragers van de krachten genoemd. Hun eigenschappen zijn vermeld in tabel 
1.2. Voor dit proefschrift zijn het foton (γ) en het Z-boson van belang. Deze twee deeltjes zijn 
aanwezig in het stadium tussen het botsen van het e+ en e - en het ontstaan van een tau-paar. Dit 
wordt geschetst in de zogenaamde Feynman-diagrammen van figuur 1.1. 
Het diagram van het proces e+e~—> Ζ —> τ+τ~ is opgebouwd uit een e+-Z-e_ en een τ+-
Ζ-τ~ deel. Deze vertices met hun constanten bepalen de sterkte van de koppeling tussen het 
Z-boson en respectivelijk het electron en het tau-lepton. Deze koppelingsconstanten worden 
aangegeven met gAe en gVe voor de e
+
-Z-e~ vertex en met gA l en gV l voor de τ
+
-Ζ-τ~ vertex (zie 
tabel 1.3 voor een schematisch overzicht). 
Het Standaard Model voorspelt dat gA e gelijk is aan gA t en gVe aan gV l. De vele voorspel­
lingen van dit model zijn in zeer goede overeenstemming met de metingen. Voordat het L3 ex­
periment in 1989 van start ging was bekend dat gA e en gA l hetzelfde zijn met een nauwkeurigheid 
van 10%. VoorgVe en gVT was een zinvolle vergelijking niet mogelijk. 
De relatie tussen de koppelingsconstanten en de in het experiment gemeten grootheden 
is eenvoudig uit te leggen aan de hand van figuur 1.12. De getrokken lijnen in deze figuur 
geven het aantal geproduceerde tau-paren weer als functie van de hoek θ_, de hoek tussen de 
bewegingsrichting van het electron en die van het τ - (zie figuur 1.7 voor een schets). De lijnen 
zijn uitgerekend met behulp van het Standaard Model en hangen onder andere af van de waarden 
van gA e, gM> gVe en gV l (de streep geeft aan dat de variabelen staan voor de variabelen zoals 
deze in het experiment gemeten worden). Van links naar rechts gaand in figuur 1.12 neemt de 
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botsingsenergie toe. Wanneer deze gelijk is aan de massa van het Z-boson (m
z
) dan is het aantal 
gevormde Z-bosonen en dus het aantal tau-paren maximaal. 
Het gebied onder de getrokken lijnen in figuur 1.12 geeft het totale aantal geproduceerde 
tau-paren weer en wordt de werkzame doorsnede σ
τ
 genoemd. Formule 1.21 laat zien dat 




. Als het bovengenoemde gebied in een linker en een rechter deel 
gescheiden wordt door een verticale lijn op cos θ_ - 0 dan ontstaan twee gebieden die verschil­
len in grootte hetgeen wordt uitgedrukt in de voorwaarts-achterwaartse ladingsasymmetrieAn,,,. 
Formule 1.26 laat zien dat А
 х





Het intrinsieke impulsmoment (spin) van quarks en leptonen leidt tot het onderscheid tussen 
een links- en een rechtshändige toestand. Indien de spin tegen de bewegingsrichting in staat dan 
is er sprake van een linkshandige toestand en zoniet van een rechtshändige (zie figuur 1.7). 
Meer links- dan rechtshändige τ" 's worden in het verval van Z-bosonen geproduceerd 
hetgeen te zien is in figuur 1.6 waarde onderbroken lijn het aantal linkshandige en de gestippelde 
lijn het aantal rechtshändige τ - ' s weergeeft. Het verschil in aantal links- en rechtshändige τ - ' s 




. Formules 1.33 en 1.34 laten zien dat A, en 
A
e
 evenredig zijn met respectievelijk gyjg^ en gVe/g^e-
Tau-leptonen vervallen kort na hun ontstaan via een W-boson zoals geschetst is in figuur 
2.1. Hun verval schendt pariteit en daarom zijn de waargenomen energieverdelingen van de 
vervalproducten van linkshandige τ - 's anders dan die van rechtshändige hetgeen te zien is in 
figuren 2.2, 2.3, 2.4 en 2.6. Deze energieverdelingen worden in het experiment gemeten en 
daaruit wordt de polarisatie bepaald. Hierbij wordt voor het verval van het W-boson uitgegaan 
van het Standaard Model. Experimenten wijzen met hoge nauwkeurigheid uit dat dit een geldig 
aanname is. Muonen (μ'β) vervallen niet binnen de L3-detector en electronen zijn stabiel en 
daarom kunnen de reacties Z—> μ+μ~ en Z—> e+e _ niet gebruikt worden om de polarisatie te 
bepalen. 
L3-detector 








 zijn gedaan met de L3 detector die in figuur 3.1 weergegeven 
is. Deze detector kan met hoge precisie impulsen en energieën meten van deeltjes die in 
het verval van Z-bosonen ontstaan. De werking van de dradenkamers en de calorimeters 
wordt uitgelegd aan de hand van een door de detector geregistreerd tau-paar. In het voor-





 ,-> π_π0ν,-> π~γγν,. Het muon verlaat de detector door de buitenste dradenkamers 
(zie figuur 3.2). Het geladen pion (π - ) en de fotonen van het neutrale pion (π°) verliezen hun 
energie in de calorimeters (zie figuren 3.4 en 3.5). De neutrino's en anti-neutrino's (νμ, vT, 
vT) hebben geen interactie met het materiaal van de detector en worden dus niet gedetecteerd. 
Met behulp van de geregistreerde signalen worden deeltjes geïdentificeerd en hun energieën en 
richtingen bepaald. 




De meting van σ, wordt beschreven in hoofdstuk 4. Tau-paren worden herkend met behulp van 
het geringe aantal deeltjes dat in tau-verval gevormd wordt (zie figuur 4.1 ) en het feit dat een 
deel van de energie van het tau-lepton ongeregistreerd de detector verlaat doordat neutrino's 
niet gedetecteerd worden (zie figuren 4.2 en 4.3). De linkerzijden van figuren 4.1 - 4.3 tonen 




e~ of een ц+ц~-рааг. De rechterzijden beschrijven de snedes in de distributies waarmee 
de mogelijke achtergronden verwijderd worden. 
Beperkingen in het meten maken dat een deel van de geproduceerde tau-paren niet gede­
tecteerd wordt. Hiervoor wordt gecorrigeerd door het proces e+e~-> Ζ -» τ+τ~, tau-verval en 
de werking van de L3 detector na te bootsen in Monte Carlo simulaties. Dit resulteert in een 
getal voor de efficiëntie van de selectie van tau-paren welke bijna 50% is. Andere mogelijke 
processen bij e+e_ botsingen worden eveneens gesimuleerd. Dit geeft een schatting van 4% 
voor de hoeveelheid niet-tau-paren als achtergrond. 
Waarden voor σ, zijn bepaald uit het aantal geselecteerde tau-paren, de geschatte efficiëntie 
en achtergrond en de opbrengst van een goed bekend, simultaan gemeten, referentieproces bij 
verschillende botsingsenergieën y/s (zie figuur 4.9). De meest nauwkeurige bepaling is: 
σ
τ
 - 1.474 ± 0.012 (statistisch) ±0.010 (systematisch) nanobam bij \/s - 91.29 GeV 
waarbij het tweede getal staat voor de toevallige en het derde voor de systematische onzekerheid. 
De meting van Αη,,χ wordt beschreven in hoofdstuk 5. Figuur 5.1 toont enkele gemeten 
hoekverdelingen voor tau-paren waaruit waarden van А
 л
 zijn bepaald. De resultaten bij 
verschillende botsingsenergieën zijn te zien in figuur 5.2. De meest nauwkeurige bepaling is: 
А
 л
 - 0.01 ± 0.01 (statistisch) ± 0.002 (systematisch) bij s/s - 91.29 GeV. 





—» π~γγν, is gekozen om At en Ae te meten omdat dit verval goed te selecteren en te reconstrueren 
is en omdat het van alle kanalen de meest nauwkeurige meting oplevert. De verdelingen waaruit 
At en Ac bepaald worden staan in figuur 6.19. De linker verdeling is voor de data, de middelste 
en de rechter zijn voor de Monte Carlo simulaties. Door een combinatie van de laatste twee 
verdelingen op de eerste te passen is bepaald hoeveel meer linkshandige dan rechtshändige τ - 's 
geproduceerd worden in Z-verval. Figuur 6.23 laat het resultaat zien als functie van de hoek θ_. 
Voor A, en A
e
 wordt gevonden: 
A , - -P° - 0.139 ± 0.030 (statistisch) ± 0.013 (systematisch), 
A
e
- -jPfb - 0.171 ± 0.042 (statistisch) ± 0.008 (systematisch). 
Koppelingsconstanten van de neutrale stroom 
In hoofdstuk 7 worden de metingen van σ
τ
, An,,, At en Ae samen met enkele L3 metingen van 




) gebruikt om f
 A e , gA l, gVe en | V x te bepalen. De overeenkomst 
tussen deze metingen en de Standaard Model verwachtingen is goed zoals te zien is in figuren 
7.1 - 7.3. De voorspelling van het Standaard Model dat f
 A e gelijk is aan gM en | V e aan | v , wordt 
bevestigd met een nauwkeurigheid van 1 % voor gA en 25% voor g v : 
ІАт/^Ае - 1.00410.006 1 ... . , .-. 
t ' U - 0.94 ±0.27 J (¿ηproefschnft). 
Deze conclusie wordt ondersteund door de gecombineerde data van alle experimenten bij 
LEP (zie figuur 7.4). Wanneer alle gegevens van de LEP experimenten over de jaren 1990 -1995 
geanalyseerd zijn, bereiken de bovenstaande verhoudingen naar verwachting een nauwkeurigheid 
van 0.1 % en 4% hetgeen een zeer nauwkeurige test van de koppelingsconstanten van de neutrale 
stroom mogelijk maakt. 



