Navigation planning can be considered as a combination of searching and executing the most convenient flight path from an initial waypoint to a destination waypoint. Generally the aim is to follow the flight path, which provides minimum fuel consumption for the air vehicle. For dynamic environments, constraints change dynamically during flight. This is a special case of dynamic path planning. As the main concern of this paper is flight planning, the conditions and objectives that are most probable to be used in navigation problem are considered. In this paper, the genetic algorithm solution of the dynamic flight planning problem is explained. The evolutionary dynamic navigation planning algorithm is developed for compensating the existing deficiencies of the other approaches. The existing fully dynamic algorithms process unit changes to topology one modification at a time, but when there are several such operations occurring in the environment simultaneously, the algorithms are quite inefficient. The proposed algorithm may respond to the concurrent constraint updates in a shorter time for dynamic environment. The most secure navigation of the air vehicle is planned and executed so that the fuel consumption is minimum.
Introduction
Navigation planning requires producing a flight plan to describe a proposed aircraft flight. It involves two safetycritical aspects: minimum fuel consumption and compliance with air traffic control requirements. Navigation planning involves creating a flight plan to guide a point-like object from its initial position to a destination waypoint [1] . Along the way, there may be a set of regions to visit and a set of regions to avoid. Planners wish to reach the destination economically and by minimum risk of mid-air collision. Fuel consumption involves fuel flow rate estimations, so that the relation of fuel flow with air temperature, flight altitude, true airspeed, and gross weight can be defined with an accurate formula [2] . Safety regulations require aircraft to carry fuel beyond the minimum needed to fly from origin to destination, allowing for unforeseen circumstances or for diversion to another airport if the planned destination becomes unavailable. Furthermore, under the supervision of air traffic control, aircraft flying in controlled airspace must follow predetermined routes known as airways, even if such routes are not as economical as a more direct flight [3, 4] . The basis of the flight profile is the route that the aircraft is to fly from the departure airport to the destination airport. Flight planning function provides for the assembly, modification, and activation of this route data known as a flight plan. Flight plans are normally constructed by linking data stored in the navigation database.
In this paper, by using the flight map and waypoint information, the aim is to calculate the most secure, shortest flight path and the guidance information in order to execute the flight plan by using flight data. For the real-time navigation planning problem, the change in the cost criteria like distance and security is related with the flight level. Flight level is a standard nominal altitude of the air vehicle [4] . This altitude is calculated from the international standard pressure datum, the average sea-level pressure, and therefore is not necessarily the same as the aircraft's true altitude either above mean sea level or above ground level.
Traditional methods used for the standard route planning problem are Dijkstra, Floyd Warshall, A-Star, and 2 Applied Computational Intelligence and Soft Computing Bellman Ford's algorithm [5] . When the constraints of the problem are dynamic and the environment is not stable, these methods are not valid. The effect of the constraints like security and distance may be modeled with the classical optimization techniques, but in a dynamic environment, restarting to find the solution at each graph update increases the operation complexity. Moreover, when new waypoints or routes are inserted or some of the existing routes are deleted, the classical algorithms cannot compensate this situation without starting the solution from the beginning. The proposed evolutionary method considers multiobjectives and compensate dynamic conditions due to the evolutionary operators and the problem-specific fitness function. The proposed evolutionary navigation planning approach reduces the number of operations in dynamic environments; because it does not restart the solution at each update, it trends to extend best-fit individuals into the new generations.
Evolutionary Methods Used for Path Planning in Literature
In recent years, evolutionary algorithms have been successfully applied to real-time task and path planning problems.
The evolutionary based techniques are attractive for solving large-scale complex path planning problems because gradient information about objective functions and constraints are not needed during search for optimal solutions. Gradients usually do not exist for all feasible solutions in the search space. Another crucial advantage of evolutionary techniques is that they can eventually give the global optimal solutions for large-scale path planning problems. Nikolos et al. made a research for 3D path planning of unmanned air vehicles [6] . In their study they used evolutionary algorithms for calculating the path curve according to the earth's surface in a 3-D environment. They realized that, in order to obtain better results, the route must be curved instead of the combination of the straight lines. This may be a good idea, but in some cases especially if you provide guidance, the route must be divided into parts of segments.
Hui et al. studied the importance of artificial intelligence in game playing [7] . In their paper, they investigated the use of artificial intelligence in game development. Research is done on how artificial intelligence can be applied in games and the advantages it brings along. As the fields of artificial intelligence in game development are too wide to be covered, the focus of their project is placed on certain areas. Two programs are implemented through this project: an intelligent camera system and path finding in a 3D application. The path-finding problem in game theory is very different from the path-planning problem in the avionics, because security concept is essential in the dynamic navigation problem.
Misra and Oommen presented the first learning-automaton based solution to the dynamic single-source shortestpath problem [8] . It involves finding the shortest path in a single-source stochastic graph topology where there are continuous probabilistic updates in the edge-weights. The important contribution of their algorithm was that all the edges in a stochastic graph are not probed, and even if they are, they were not all probed equally often.
Li et al. developed an improved genetic algorithm of optimum path planning for mobile robots [9] . They introduced an obstacle avoidance algorithm to generate the initial population in order to improve the path planning efficiency. Domain heuristic knowledge-based crossover, mutation, refinement, and deletion operators are specifically designed to fit path planning for mobile robots.
Tu and Yang proposed a novel genetic algorithm-based approach to path planning of a mobile robot [10] . The major characteristic of the proposed algorithm was that the chromosome has a variable length. The locations of target and obstacles were included to find a path for a mobile robot in an environment that was a 2D workplace discredited into a grid net.
Wei et al. proposed a gene-constrained genetic algorithm to solve shortest-path problem [11] . In this genetic algorithm, gene was constrained to ensure that each chromosome represents a feasible path without loop during the whole process of search. Contrasting with other genetic algorithm for shortest-path problem, their algorithm improved the searching capacity with a more accurate solution and more rapid speed of convergence.
Mahjoubi et al. proposed a path planning-method which uses genetic algorithm to find the feasible and suitable paths in an environment with static and dynamic obstacles [12] . To increase the speed of calculations, dimension of the search space was reduced by developing a new method to represent the environment. Their representation method was based on detecting the corners of circumferential polygons of all obstacles as representatives of the environment.
Inagaki et al. proposed an algorithm that employs fixed-length chromosomes [13] . The chromosomes in the algorithm are sequences of integers, and each gene represents a node identifier that is selected randomly from the set of nodes connected with the node corresponding to its locus number.
The most familiar dynamic path-planning solution techniques are Ramalingam Reps [14] , Franciosa et al. [15] , and Frigioni et al. [16] . The solution by Franciosa et al. can be used only for semidynamic case. The Ramalingam Reps solution was found successful concerning run-time; Frigioni's is better when the number of segments to be updated had to be minimized. The existing fully dynamic algorithms process unit changes to topology one modification at a time, but when there are several such operations occurring in the environment simultaneously, the algorithms are quite inefficient. The problems are worse in large topologies which have a large number of nodes and edges, where a large number of topology modifications occur continuously at all times. In such cases, the existing algorithms may fail to determine the shortest path information in a time critical manner. The proposed algorithm may respond to the concurrent weight updates in a shorter time especially for dynamic environments [17] .
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There are four possible edge operations (insertion/deletion and increase/decrease); it has been shown that edgeinsertion is equivalent to edge-weight decrease and edgedeletion is equivalent to edge-weight increase. If all edge operations are allowed, the problem is referred to as the fully dynamic problem. If only edge insertion/weight decrease or edge deletion/weight increase is allowed, the problem is referred to as the semi-dynamic problem. The solution by Franciosa et al. can be used only for semi-dynamic case. The Ramalingam-Reps algorithm processes only one change at a time. But in the dynamic navigation problem, a large number of topology modifications occur continuously and this case is not handled by Ramalingam Reps algorithm. Frigioni algorithm cannot be used for the environments where the edge-weights change stochastically. The proposed algorithm should work with uncertain graphs by means of multi objective fitness function. All these three algorithms (Franciosa, Ramalingam Reps and Frigioni) solve dynamic, single-source shortest path problem. They do not consider path security or fuel consumption parameters, since none of these algorithms solve the dynamic flight navigation problem.
In order to model and solve the path planning problem for different environments, many researches have been done recently [18] . If the domain is air vehicle routing and navigation planning-usually 3D graph-based methods are used. Genetic and evolutionary computation algorithms can be used to solve dynamic navigation planning problem [19, 20] . Particle swarm optimization algorithm also can be used to find optimal path planning in 3D [21, 22] . All of these algorithms could not solve uncertain and stochastically changing graph problem in navigation. This is due to problem-specific multiobjective constraints for navigation planning. Minimum fuel consumption is the main aim in order to achieve this, the flight route for the air vehicle must be short and secure. The flight route segments are defined with flight altitude levels the vertical navigation should also be considered for the minimum fuel consumption. Dubins, Pythagorean hodograph, and Cornu-spiral are all algorithms which are based on curve to solve path planning problem [23] [24] [25] [26] . The most advantage of those algorithms is non-discontinuous path planning because of curve path construction [24] . But all these algorithms fail to solve edge insertion and deletion issues for stochastically changing topologies and they do not propose solution for minimum fuel consumption calculation under distance, security, and altitude constraints.
The path-planning strategy could be either static or dynamic depending on whether the path-planning problem is to create a path in static or in dynamic environment [27] . Navigation planning solutions will attempt to for flight routes that are minimum in length, maximum in security and fully consistent with the physical constraints of the aircraft. Navigation planning can be divided in two forms. Former is pregenerated to show the flight route between source and destination waypoints that will be taken by the aircraft while it navigates between two waypoints and the latter is the controller that guides the aircraft between two waypoints while tracking a route that was pregenerated.
In [28] a concurrent constraint programming was used as the main tool for the design and the implementation of a navigation planner. It is a very high level and complex heuristic path planner that takes into account the obstacle avoidance, shortest and best flight path, and weighed regions. But it fails to solve fully dynamic navigation problem. Most path planning follows an approach where the path planning, trajectory smoothing, and flight stability are separated into separate layers [29] [30] [31] . However, most of these do not deal with three-dimensional path planning. It is not an easy task to control the aircraft in a three-dimensional environment while at the same time executing the path algorithm. Our proposed method solves three-dimensional fully dynamic navigation planning problem, and our flight execution subsystem provides guidance in following the desired flight path under changing wind and speed conditions and platform dynamics.
Lin et al. designed a route guidance system for finding the shortest driving time which is their application on virtual maps of square matrix with appropriate to be used on handheld devices [32] . But their proposed solution fails to solve multiobjective navigation problem of air vehicles. Hasan et al. produced a different solution for the shortest-path problem using genetic algorithm [33] . They employed a chromosome-coding scheme using node indices and distance weights. Our proposed study presents a route guidance system and an evolutionary approach applied on this routing system to find the most secure flight path with minimum fuel consumption and shortest arrival time to the destination waypoint. The proposed guidance system provides the driving advice for the drivers considering not only the distances, but also the altitude and security values of the roads. Thus, it computes the optimum flight path instead of the shortest path.
Several approaches have been developed for evolutionary algorithms to address dynamic environments such as maintaining diversity during the run, increasing diversity after a change, using memory schemes to reuse stored useful information, and applying multipopulation and speciation schemes to search in different regions of the search space applying multipopulation and speciation schemes to search in different regions of the search space [34, 35] . The proposed evolutionary method considers multiobjectives like distance, security, and traffic, due to the objective function. The method responds to the dynamic environment situations and may offer an appropriate solution approach. It reduces the number of operations in dynamic environments; because it does not restart the solution at each update, it trends to protect and extend best-fit individuals according to the changed conditions.
System Definition
The evolutionary navigation planning system consists of two subsystems: mission planning subsystem and mission execution subsystem. In the mission planning subsystem, the flight transition of the air vehicle from a departure waypoint to a descent waypoint is planned by the dynamic evolutionary algorithm. The constraints of the mission planning subsystem are distance, security, and altitude. The mission execution subsystem provides lateral and vertical guidance algorithms and fuel flow rate calculations so that the air vehicle passes through the flight legs and desired route in a real-time environment. Real-time flight data is taken from the Aerosim flight simulator. Mission execution subsystem uses these real-time data in order to calculate pitch and bank angle commands that feed the pilot. Mission execution subsystem executes the planned flight path from the desired departure waypoint to the each arrival waypoint owing to the lateral and vertical navigation guidance functions. The constraints of the fuel flow-rate calculation problem are gross weight, air temperature, flight altitude, and true airspeed. The two subsystems developed use 3-D graphs for the solution. The block diagram of the system and the data flow is shown in Figure 1 .
Navigation System
Flight management system (FMS) is a computer system which handles all the navigation and flight functions of the air vehicle. FMS gathers all of the information generated by electronic equipments and sensors on a screen. So the workload of the pilot decreases. FMS provides autonomous guidance by means of inertial navigation unit and global positioning system [36] . The navigation functions of the FMS may be used to fly published airways, to route directly to a waypoint, to follow a flight plan, or to execute a mission pattern. FMS permits loading of flight plan database and it also permits the pilot to generate a new flight plan by using the waypoint database or modifying the existing plan due to the dynamic environment.
The navigation planning system takes the position coordinates of the waypoints as an input. Coordinate values are given as longitude and latitude. Latitude is the angle from a point on the earth's surface to the equatorial plane, measured from the center of the sphere. Longitude is the angle between the two geographical poles to another meridian that passes through an arbitrary point. The longitude and latitude components specify the position of any location on the planet but do not consider altitude or depth. The altitude constraint is considered for the legs of the flight plan. A flight leg is a route between two combined waypoints. The constraints of the flight leg are defined as a vector consists of the distance, the security value, and the altitude of the flight leg.
A primary flight display provides flight and navigation information. The primary flight display contains an attitude indicator, which gives the pilot information about the aircraft's attitude information, pitch and roll angles, and the orientation of the aircraft with respect to the horizon. The mechanical gyroscope is a separate device whose information is simply displayed on the primary flight display. Unlike mechanical instruments, this information can be dynamically updated as required; the stall angle, for example, can be adjusted in real time to reflect the calculated critical angle of attack of the aircraft in its current configuration. The primary flight display may also show an indicator of the aircraft's future path, as calculated by the proposed dynamic navigation planning algorithm, making it easier for pilots to anticipate aircraft movements and reactions. There are airspeed and altitude indicators next to the pitch and roll indicators. The airspeed indicator displays the speed of the aircraft in knots, while the altitude indicator displays the aircraft's altitude above sea level. These measurements are conducted through the aircraft's pitot system, which tracks air pressure measurements. The vertical speed indicator, next to the altitude indicator, indicates to the pilot how fast the aircraft is ascending or descending or the rate at which the altitude changes. This is usually represented with numbers in "thousands of feet per minute." At the bottom of the primary flight display is the heading display, which shows the pilot the magnetic heading of the aircraft. This functions much like a standard magnetic heading indicator, turning as required.
The most critic parameters of a primary flight display are pitch, roll, heading indicators, speed, and altitude indicators. The proposed algorithm and control system uses these data in order to find the best route for the air vehicle. The primary flight display consists of a vertical situation display with flight instruments, a flight director, and essential engine instruments and mode-selectable horizontal situation displays. The flight director commands calculated by the proposed control system show steering commands to capture desired aircraft roll and pitch. Flight director commands are satisfied by flying the aircraft into the intersection formed by the command bars.
For the execution test of the developed algorithm, air navigation process of the air vehicles from a departure waypoint to a descent waypoint is simulated. The simulation environment used to verify the navigation algorithms is shown in Figure 2 .
The simulator represents a simulation of the aircraft in open-loop flight [37] . That is, all aircraft control inputs are set to fixed values, independent of the aircraft states. The lateral dynamics of the aircraft is stabilized by adding a wing leveler. This is implemented using proportional and integral feedback from bank angle to ailerons. The flight path guidance law is tested with an accurate nonlinear dynamic model of the Aerosonde [37, 38] . In the assessment of this work, both vehicle guidance and camera pointing algorithms are based on GPS data; the camera-pointing algorithm relies on aircraft attitude information. Some navigation algorithms are used for the guidance of air vehicles. These algorithms include the distance between two waypoints, the course angle between two waypoints, the intersection point of two radials, the cross-track error, and along-track distance calculations. The air vehicle is supposed to approach the desired flight path on a smoothly bank to capture the desired path without overshoot and exceeding the maximum bank angle. This may be achieved by modelling of the Helmsman behavior [39, 40] .
The parameters like initial position, wind speed, initial velocity, initial altitude, initial engine speed, and sample time can be modified before the navigation simulation. The algorithm developed here can save the flight state information and current position and can continue to the flight to a different waypoint. The AeroSim blockset provides a complete set of tools for developing nonlinear 6-degree-of-freedom aircraft dynamic models. The Simulink blocks include the nonlinear equations of motion, linear aerodynamics based on component buildup, piston-engine propulsion, aircraft inertia model including weight variation due to fuel consumption, atmosphere models including standard atmosphere, wind gusts and von Karman turbulence, and Earth models which provide Earth radius, gravity, and magnetic field components at current aircraft location. In addition the AeroSim blockset provides basic analog sensor and nonlinear actuator models and unit conversion blocks for translation between metric and English units, as well as transformations between various reference frames (wind, body, navigation, Applied Computational Intelligence and Soft Computing and Earth-centered frame). In addition to the individual blocks, several prebuilt aircraft models are available, which can be customized through parameter files.
Lateral and Vertical Guidance
The general functions used in lateral and vertical navigation are geometric distance, bearing, and coordinate calculation functions. The first basic function calculates the distance between two waypoints and bearing angle of the flight route formed by the combination of two waypoints.
The inputs of the basic function of navigation are the longitude and latitude values of the source and destination waypoints. The outputs of the function are the distance of the flight leg and bearing angle of the flight route. The function calculates the distance value in radians. In order to convert the distance to units of length, the distance value is multiplied by the radius of the Earth. According to the WGS-84 ellipsoid model, the radius of the earth is 6378.137 kilometers. The function initially calculates the unit position vectors of two waypoints in Earth-centered Earth-fixed coordinate system. Then the cross-multiplication of two vectors is taken. So the angle and distance between two position vectors can be calculated.
The navigation planning system takes the position coordinates of the waypoints as an input. Coordinate values are given as longitude and latitude. Latitude is the angle from a point on the earth's surface to the equatorial plane, measured from the center of the sphere. Longitude is the angle between the two geographical poles to another meridian that passes through an arbitrary point. The longitude and latitude components specify the position of any location on the planet but do not consider altitude or depth. The altitude constraint is considered for the legs of the flight plan. A flight leg is a route between two combined waypoints. The constraints of the flight leg are defined as a vector consists of the distance, the security value, and the altitude of the flight leg:
By using the two equations above, the distance between source and target waypoints is calculated as shown below:
The bearing angle between the source and destination waypoints is calculated by using the formula below:
The distance and bearing angle of a flight leg are shown in Figure 3 .
Another function used for lateral guidance is the position calculation function. This function calculates the longitude and latitude of the waypoint from a given position vector, distance, and bearing values. In order to find the second waypoint's position, firstly tangent unit vector in the bearing angle direction to great circle is calculated. L 1 is the latitude; λ 1 is the longitude of the first waypoint. ψ 12 is the input bearing angle. The coordinates of the new waypoint are calculated by the rotation of the first waypoint and the unit vector:
Third basic function for lateral navigation is the calculation of the coordinates of the intersection of two flight legs. For lateral navigation, when the air vehicle is routed by parallel deviation from a flight plan, the intersection point of two segments is calculated for navigation planning. An intersection point of two flight segments is shown in Figure 4 . P 0 is the intersection of the P 1 -P 2 route and P 3 -P 4 route. L 1 , λ 1 are the coordinates of P 1 , similarly L 2 , λ 2 are the coordinates of P 2 , L 3 , λ 3 are the coordinates of P 3 , and L 4 , λ 4 are the coordinates of P 4 . The longitude and latitude values of the intersection point P 0 are L 0 , λ 0 . η P1P2 = P 1 × P 2 , η P3P4 = P 3 × P 4 ,
In order to calculate the coordinates of the intersection point, firstly the normal vectors of the two surfaces are found. These two surfaces intersect at two points. These two points are found by the formula shown above. By using Pnk(i), Applied Computational Intelligence and Soft Computing 
When a deviation from the flight plan occurs, the pitch and bank angle commands are calculated in order to fit the desired flight leg. Beside this, when the route switching points are reached, these angles are again calculated in order to put the air vehicle in the next flight route. For the calculation of the lateral guidance command, firstly the projection of the air vehicle on the desired route is found. KTCP distance shown in Figure 5 is the distance between the projection of the air vehicle and the point that the air vehicle will pass on the route. The coordinates of the point that the air vehicle will pass on the flight leg are found by (7) . The bearing angle between the current position of the air vehicle and the point RP is calculated by (3). This angle is called desired track angle. ATD is the along-track distance, the distance between the vertical projection of the air vehicle and the waypoint to be reached. Xtd is the vertical distance to the flight leg:
Then the track angle is found by calculating the angle between the ground speed components, east and north. The track angle error is found by subtracting track angle from the desired track:
By using the track angle error found by (8) , lateralrotation speed command is found. The fd lat parameter is chosen according to the simulations. And finally by using (10), the lateral navigation bank-angle command is calculated. This command provides holding the air vehicle in the desired route:ψ
(10)
Mission Planning Subsystem
Route planning and navigation control based on evolutionary programming concepts can be designed as a general, flexible and adaptive technique. By integrating the planning process in evolutionary algorithms, definition of the different optimization criteria, dynamic update of the constraints, domain specific evolutionary operators, and control of the dynamic obstacles may be handled. Evolutionary algorithms, in comparison to the classical optimization methods, are more effective for discontinuous and noisy objective functions [41] . Genetic algorithms imitate the evolutionary process in order to solve the optimization problems. Instead of developing one solution candidate, genetic algorithms form a set of individuals. The set, which contains probable solution candidates, is defined as population in genetic algorithm terminology. Population occurs from arrays called vector, chromosome, or individual. Each element of an individual is called gene. In evolutionary programming method, individuals in the population are determined by the operators of the evolutionary algorithm. In the problems like path planning, the permutation representation is used and the operators differ from the operators of the basic genetic algorithm. The most important parameters of the genetic algorithm are cross-over rate, mutation rate, and the number of individuals in a population. In order to declare cross-over and mutation rates, different values are tested, and by this way the most 8 Applied Computational Intelligence and Soft Computing appropriate values are found for these parameters. Chromosome number in the population is determined according to the nodes of the graph topology.
In the proposed heuristic approach, variable-length chromosomes are used for representing the routes. Variablelength chromosomes are used in dynamic path-planning systems in order to cover the whole search space [42] . Chromosomes are encoded by permutation-encoding method. Each gene of a chromosome represents a node in the graph. Evolutionary parameters of the mission planning system are listed in Table 1 .
In a genetic algorithm, crossover takes two parents and replaces a randomly chosen part of one parent with another, randomly chosen part of the other. This is often very destructive to the structure and functionality of the child program. It is, however, the means by which valuable code can be transferred between programs and is also the theoretical reason why genetic programming is an efficient and successful search strategy. Even though it often produces unfit children, it does produce parent-superior fitness occasionally and those individuals often possess the critical improvements that allow evolution to progress to the next round of fitness improving generations. Mutation takes one parent and replaces a randomly selected chunk of that parent with a randomly generated sequence of code. One of the advantages of this operator is that it maintains diversity in the population, since any of the function/terminal set can be inserted into the program, whereas crossover can only insert code present in the current generation's population. Through the repeated application of these operators to the selected parents of the old generation, a new generation is formed, some of the members of which will hopefully be more fit than the best of the last generation. At this point a new population is available to be evaluated for fitness. The cycle will continue, until either a single member of the population is found which satisfies the problem within the level of error designated as acceptable by the success criteria or the number of generations exceeds the limit specified.
Cross-over operator developed for navigation planning problem exchanges pieces of routes. An identical intermediate node is chosen. The first part of the route connects the initial node to the intermediate node. The second part of the route connects the intermediate node to the target node. Crossover may generate infeasible chromosomes that violate the loop constraint. Repair operator makes a postprocessing operation and removes the cycles from the infeasible individuals [43] .
Mutation operator increases the variation in the population. Mutation avoids local optima by changing the genes of the potential chromosome. Two-point mutation is applied. The genes in the region between the mutation points are modified with a different route. Finally two new individuals with different genotype are formed. The fitness of the individual chromosome is calculated by using the distance, height difference, and security values of the segments in the path. Height difference is the difference of altitudes of a segment and the altitude of the previous segment. The height difference is not considered for the first segment of the route. The sample crossover and repair operations are shown in Figure 8 . At the first step the initial individuals are generated randomly and represented by chromosomes. In order to evaluate the initial population, the multi-objective fitness function is used. The individuals are divided into pairs in the parent selection phase. Cross-over operator is applied to the pairs. After crossover if necessary the repair operator is applied in order to remove the cycles in the flight path. Mutation operator is applied to some of the individuals for diversity. After recombination phase, the fitness function is used again to evaluate the parents and individuals. The individuals which have higher fitness values are kept alive. This procedure is continued again till the stopping criterion is satisfied.
Experimental Results
Three most important parameters of the proposed evolutionary method are cross-over rate, mutation rate, and number of generations. For each parameter different flight simulations are planned and executed, and the following graphs are formed by the average values of the experimental results. The experiments are done with 50 waypoints city map. We produced a connected graph and selected a source waypoint for the start of the flight and a destination waypoint for arrival. The experiments are repeated with updated constraints and edges. At each measurement, different edges are added to the graph or some edges are removed from the graph. The experiments are repeated for 100 different maps in the same topology.
A first set of experiments is done for determining the appropriate cross-over rate. The mutation rate, number of individuals, and the stop criteria are fixed in this set. The mutation rate in this set is 10%. The stopping criterion is individual similarity. The result of the first experiment set is shown in Figure 9 . As cross-over rate increases up to 80%, the error percentage decreases. Error percentage is calculated by finding the ratio of the fitness of the proposed solution and the real most secure, shortest path solution. Experimental results show that for this kind of navigation planning problem, the most suitable cross-over rate is 70%.
A second set of experiments is done for determining the appropriate mutation rate. The cross-over rate, number of individuals, and the stop criteria are fixed in this set. The cross-over rate in this set is 70%. The stopping criterion is 
Figure 6: Crossover and repair operators.
individual similarity. The result of the second experiment set is shown in Figure 10 . As mutation rate increases up to 10%, the error percentage decreases. Experimental results show that for this kind of navigation planning problem, the most suitable mutation rate is 10%. If mutation rate is chosen at higher values, it may lead to loss of good solutions. If mutation rate is too small, then it is more difficult to reach different points of the search space, and usually the algorithm may converge to local optima in these cases. In order to show the best candidate of each generation, a third set of experiments is done. The cross-over rate is fixed to 70%; the mutation rate is fixed to 10%. For each population number of individuals is 100 in this set. The result of the third experiment set is shown in Figure 11 . In each generation the individual, who has highest fitness value, becomes nearer to the real solution, but when the global optimum is reached, further generations do not produce better individuals, and by means of the stopping criteria, genetic algorithm reproduction loop is terminated.
The run-time performance and the complexity of the proposed algorithm are compared with deterministic methods. When segment insertion/deletion/cost update operations occur, the proposed algorithm does not start calculations from scratch, and it converges to the solution in a shorter time than Dijkstra. Figure 12 shows the performance of the proposed algorithm at each dynamic change. Figure 12 also shows the higher performance of the proposed algorithm especially for strongly connected graphs. When the number of nodes increases, the computation time difference between the Dijkstra algorithm and the proposed algorithm in dynamic scheme also increases.
Navigation Simulations
In the simulations a part of USA waypoint database, including the longitude and latitude coordinates of the south region states, is used. Transition of the air vehicles between waypoints is planned. For the visual simplicity, the numbers are used instead of the names of the states, and only 15 states are chosen. Finding the most secure, smoothest and the fastest transition of the air vehicles from an initial waypoint to a target waypoint is aimed. In the city map shown in Figure 13 , the links between the cities are represented by vectors of distance, security, and altitude. As the flight plan is generated, the altitudes of the waypoints are also considered and 3-D graph solution is planned. The proposed evolutionary method aims to find the shortest, most secure and the smoothest route for the initial constraints. As the problem considers distance, height, and security conditions, the problem is multi-objective optimization problem. The initial solution of the dynamic system for the initial conditions is shown in Figure 14 . When the links between City 8-City 9 and City 8-City 11 are disabled dynamically, the new transition flight plan for the air vehicle is shown in Figure 15 .
When the link between City 1-City 3 is disabled dynamically, the proposed route computed by the algorithm is shown in Figure 16 . The algorithm proposes that a flight plan passes through City 8 considering smoothness and security. The link between the cities, City 4-City 8, is suitable for security and distance metrics.
The system converges to the solution in the dynamic environments without processing from scratch. Analytical approaches repeat the calculations from scratch because an update in the constraints change the matrix used to find the solution [44, 45] . This property is an important characteristic of the proposed algorithm. Evolutionary methods may succeed this by problem specific fitness function and selection operators [46] . The fitness function used in the proposed algorithm is
The fitness of the individual chromosome is calculated by using the distance, height difference, and security values of the segments in the path. Height difference is the difference of altitudes of a segment and the altitude of the previous segment. The height difference is not considered for the first segment of the route. The problem is multi-objective in our case, because security objective may subject to distance constraints, and distance constraint depends on a statistical distribution function. The effects of metrics like security and distance to the solution may be modeled with the classical optimization techniques, but in the dynamic environments like battle scenarios, at each condition change, the algorithm starts the solution from the scratch and increase the operation complexity and calculation time, so they are infeasible [47] . Furthermore, the insertion/deletion of the nodes or segments from the graph changes the matrix of the topology, so they have to start the solution from scratch. The proposed algorithm responds to the concurrent modifications and the best-fit individuals according to the modified conditions are spread over the population. Military transition is a mission critic problem, and in dynamic environments the aim is to reach the best solution in an acceptable time. This time changes according to the graph density and the number of nodes. The coefficients A, B, and C may be modified according to which objective will have more effect on the calculation of the flight path. These coefficients may be given as an input to the algorithm. By the execution of the flight plan formed by the mission planning subsystem, the most secure, shortest navigation path is processed by mission execution subsystem. The simulation results of the flight plan with six waypoints are shown in the Figures 17 and 18 . The graph related with the execution of the flight plan is shown in Figure 17 ; the commanded bank angle for the execution of this flight path is shown in Figure 18 . In this example, the air vehicle follows the desired flight path under (north 10 meters/second, east 10 meters/second) wind. The wind speed is 14.14 meters/second. The initial position is 45
• 04 47 latitude 
and 19
• 84 06 longitude. The initial ground speed is 70 meters/second, and the initial altitude is 1985 meters.
Another flight plan execution simulation is shown in the Figures 19 and 20 . For the second example simulation, the flight plan for nine waypoints is found by evolutionary mission planning subsystem (see Table 2 ). In this example, the air vehicle follows the desired flight path under (north 10 meters/second, east 10 meters/second) wind. The wind speed is 14.14 meters/second. The initial position is 40
• 06 47 latitude and 33
• 02 06 longitude. The initial ground speed is 70 meters/second, and the initial altitude is 1985 meters.
In Figure 19 , the flight path of the air vehicle is shown by the 2-D graph. 3-D graph structure of this simulation is shown in Figure 20 .
Conclusion
Navigation planning is an optimization problem that requires finding and executing the most feasible flight path between source and destination waypoints. Deterministic algorithms like Floyd, Dijkstra, or heuristic methods like neural network and A-Star may be used for the solution of navigation planning problem in static schemes. Dynamic path planning algorithms like Frigioni, Franciosa, and Ramalingam Reps may be used in dynamic environments, but they are constrained by some limitations. When several concurrent changes occur in the environment simultaneously, these algorithms are quite inefficient. When the segment costs and conditions change stochastically and continuously, these algorithms fail to reach the actual underlying average solution. And these algorithms run when the costs of the links in the graph are clear. But in a flight plan scenario, the altitude of the paths and the security of the links may be approximately known. So the algorithm should work with uncertain graphs.
The flight and mission planning is a fault-tolerant realtime system, so the algorithm should attach more importance to a constraint, like distance, time, security, or altitude. In the algorithms like Floyd and Dijkstra, the graph is represented by a matrix. But the proposed solution is not matrix-based. Owing to the reproduction loop, selection mechanism and the fitness function, the algorithm finds better results in a shorter computation time compared with the analytical algorithms. The proposed algorithm provides advanced search speed, quality, and flexibility in dynamic schemes. In addition to the flight planning algorithm, a flight execution algorithm is developed to guide the pilot follow the mission plan. The execution algorithm provides flight commands like pitch, bearing, track and bank angles, and desired ground speed to arrive the next waypoint on time and fuel flow rate.
The results support the view that evolutionary algorithms are an effective, robust search procedure for NP complete problems in the sense that, although they may not outperform highly tuned, problem-specific algorithms. Evolutionary algorithms can be easily applied to a broad range of NP-complete problems with performance characteristics no worse than the theoretical lower bound of an N 3 speedup.
