Methods are given for computing the LDV factorization of a matrix B and modifying the factorization when columns of B are added or deleted. The methods may be viewed as a means for updating the orthogonal (LQ) factorization of B without the use of square roots. It is also shown how these techniques lead to two numerically stable methods for updating the Cholesky factorization of a matrix following the addition or subtraction,respectively, of a matrix of rank one. The first method turns out to be one given recently by Fletcher and Powell; the second method has not appeared before.
Henceforth we shall use the notation L for both L and L above, since it will always be clear from the context whether or not L has a unit diagonal.
In this paper we derive methods for computing the LDV factorization of a matrix and methods for modifying the factorization when columns are added and deleted. The resulting methods are described in Sections 3 and 4 and may be applied immediately to the Simplex method for linear programming. The motive for working with LDV factors rather than LQ factors is that square roots are eliminated and the amount of computation and storage is reduced. In Section 5 we show how these results lead naturally to two methods for computing the Cholesky factors L and D of the matrix LDLT = LDLT + ozzT for some vector z and scalar o. The method for the case o > 0 turns out to be one given by Fletcher and Powell (1973) , while the method for the case a < 0 has not appeared before.
The keynote to this work is the construction of LQ factors for two elementary matrices of the form M and / -qqT for given vectors p and q, where ||<7||2 = 1. The special structure of these factors is given in the Appendix. Although the derivation of the recurrence relations involved is relatively complicated, we emphasize that the recurrence relations themselves are very simple.
1.1. Notation. We shall use the notation M = M(p, ß, y) to denote a special lower-triangular matrix constructed from the vectors p, ß and y according to The notation ||u|| will always mean the 2-norm ||u||2 = (vTv)ll2 of a vector v, and a diagonal matrix D with diagonals d¡ (i = 1, 2, . . . , n) will be written D = diâg(dx,d2, ... ,d"). We shall be particularly interested in the case where some of the columns of B are null. Matrices B of this kind will always arise in such a context that they are expressible in a form LDV such that, corresponding to each Be, which is null, Le-= e-, Ve-= e,, eJVj = ej and De, = 0, where e-is the /th column of the identity matrix. If D+ = diag(dx, d2 , ... , d") is defined by then the relations VVT = (D+)~1 and VTD+ V = I hold in place of (1) . It should be emphasized that when several columns of B are null, the LDV factorization is far from unique; the particular form of the factorization LDV described above will arise in a natural way in the algorithms we describe. In general, the purpose of preassigned pivot procedures is to rearrange the rows and columns of an arbitrarily sparse matrix before the factorization commences in order to reduce the subsequent storage requirements. In mathematical terms we seek permutation matrices Px and P2 such that the fill-in during the solution of the equations PxBP2y = Pxb, is less than that during the solution of Bx = b. The solution x can be obtained from y using x -P2y. One useful rearrangement of B, in view of the factorization being considered, is to choose Px and P2 such that PXBP2 is of the form 
with x denoting the nonzero elements. Our example has spikes in the fourth and last columns.
If we apply the LDV factorization to a matrix which has been obtained by applying the Hellerman and Rarick scheme to B, then significant savings in fill-in are achieved. In this case, corresponding to a nonspike column, the L> is an elementary matrix and the Vj is an identity matrix with its /th diagonal element replaced by 1/0-. The number of nontrivial F;'s is equal to the number of spike columns.
Rather than computing the LDV factors of B directly, there is an alternative strategy which maintains numerical stability and at the same time improves the sparsity of the factors. It is:
(1) compute a triangular factorization B = LU, using Gaussian elimination with column interchanges to preserve stability; (2) use the above algorithm to compute an LDV factorization of U. In this case it is natural to add the columns of U in order from left to right.
The final result is a factorization of B in the form
Note that since U is upper triangular the elements ps+ x, ... , pm are zero for each factor Ls.
This strategy has been implemented and tested on some medium-scale linear programs. The procedure P3 (Hellerman and Rarick (1971)) was used to specify an initial row and column ordering for B. (In practice only a few additional column interchanges are then required to ensure stability in the LU factorization.) The recurrence relations defining the LU factorization of PXBP2 imply that fill-in occurs only in the spike columns. For example, the LU factorization of (9) is of the form
The important facts are that (a) the bulk of the LU factorization is in L, and (b) U is almost strictly diagonal (except for the spikes).
In practice we find that there is virtually no further fill-in in the spike columns during the LDV factorization of U To summarize, this means that for a general sparse matrix B (of the type encountered in LP) it is possible to compute an orthogonal factorization B = LDV in product form, whose density is only slightly greater than that of the triangular factorization B = LU. This is a surprising result. 
Using the notation of Theorem A4, we have Algorithms are given in Saunders (1972) which show that y can be computed using two multiplication operations for each nonzero element in p. Similarly the matrices V in Theorems 1 and 2 will be used to compute products of the form y -Vz or y = VTz, and it is easy to show that y can again be computed using only two multiplies per nonzero element in p. Rounding-error analysis of the recurrence relations (19) and (20) and of (19) and Lemma Al. Let z be an n-vector and P an orthogonal matrix such that 0) Pz = \\z\\en.
In particular, let P be the product of plane rotations [Note: We require zn J= 0, but in general there may be z, = 0 for / < n. For such / we define P-= /, a-= 0, y--1, so the /th row and column of P will be unit vectors. and since Qt is orthogonal (7) z = Qfvt.
Substituting (5) and (6) into (7), we have and suppose that in place of (9) and (10) e, = y2= pf.Jpf = (pf -Pf/dflpj = i -pfKpfdf) = i -pfi,.
From 8(iii) we also have a2 = \jp2_x. Since all these expressions require p2 rather than p-, we can define t--p2 and avoid the computation of all square roots.
If In particular, let P be the product of plane rotations P = PXP2 ' ' ' P"_x, where each P-is the form given in Lemma Al. Equation (17) 
