Abstract-Feature selection (FS) methods play two important roles in the context of neuroimaging based classification: potentially increase classification accuracy by eliminating irrelevant features from the model and facilitate interpretation by identifying sets of meaningful features that best discriminate the classes. Although the development of FS techniques specifically tuned for neuroimaging data is an active area of research, up to date most of the studies have focused on finding a subset of features that maximizes accuracy. However, maximizing accuracy does not guarantee reliable interpretation as similar accuracies can be obtained from distinct sets of features. In the current paper we propose a new approach for selecting features: SCoRS (survival count on T. 
I. INTRODUCTION

I
N THE LAST few years there has been an increasing interest of the neuroimaging community in pattern recognition as an exploratory approach with potential for clinical applications. In the clinical context, classification methods can be useful for aiding diagnosis and prognosis. Although recent studies have shown very promising results in this area [1] , there are still challenges ahead. Increasingly, neuroimaging-based classification and regression models aim not only to predict well, but also to obtain insight into the anatomical or functional features that drive the predictions [2] . In neuroimaging-based classification, applications involving a small number of training examples compared to a much larger number of features are very common, so the resulting classifier is likely to capture irrelevant patterns and present limited generalization performance. According to [3] , one of the major challenges of multivariate pattern analysis based on functional magnetic resonance images (fMRI) lies in the fact that the data usually contain a large number of uninformative, noisy voxels that do not carry useful information about the category label.
Feature selection (FS) are techniques developed for choosing a subset of relevant features with the aim of building robust learning models. In general these techniques are used as a previous step to classification algorithms in an attempt to improve prediction accuracy. Moreover, they can also identify sets of meaningful features that best discriminate the classes. Therefore, they bring two potential benefits: defy the curse of dimensionality in order to improve prediction performance and facilitate interpretation.
A number of FS methods have been developed in the bioinformatic domain, particularly using multivariate approaches to account for interactions among genes, such as CFS (correlation-based FS) [4] , MRMR (minimum redundancy-maximum relevance) [5] , and USC (uncorrelated shrunken centroid) [6] .
This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/ Interesting reviews addressing aspects of FS and its applications can be found in [7] and [8] . They present examples that illustrate the usefulness of selecting subsets of variables that jointly have good predictive power, as opposed to ranking variables according to their individual performance. In addition, they categorize existing techniques as wrappers, filters, and embedded methods. Briefly, wrappers use a learning machine as a black box to score subsets of variables according to their predictive power. Filters select subsets of variables as a preprocessing step, ranking features independently of the chosen classifier. Embedded methods perform variable selection during the training process and are usually specific to a particular learning machine.
In neuroimaging-based classification, a variety of these FS techniques have been proposed. However, it is important to emphasize that in the context of neuroimaging data, the problem of having much more features than examples is usually more severe than in other domains, especially in exploratory applications using the whole brain. These applications often involve hundreds of thousands of voxels for typically tens or few hundreds of scans, turning them into very challenging problems.
Some approaches classically used for FS in neuroimaging include univariate methods (e.g., -test, Anova, Wilcoxon) as filters to select features for classification ( [9] , [10] ), as well as multivariate approaches, e.g., recursive feature elimination ( [7] , [11] ), hybrid FS and nonlinear SVM classification [12] , reverse feature elimination methods [13] , sparse logistic regression [14] , and perturbation method [15] . Additionally, alternative feature extraction approaches based on neuroanatomical landmarks have also been applied to neuroimaging (e.g., using summarizations from regions of interest, as in [16] ). The later approach can produce interesting results when there is prior knowledge about anatomical regions or brain tissues (i.e., gray or white matter) involved in the specific disorder studied. On the other hand, it might not be suitable for more exploratory approaches.
Some authors have also referred to the searchlight technique as a FS method ( [11] , [17] , [18] ). Searchlight [19] is a technique proposed for multivariate mapping based on local neighborhood. In this approach the analysis is performed for each voxel (as in univariate analysis), however voxels within a neighborhood are included in the feature set for joined multivariate analysis. The result of the local multivariate analysis (e.g., accuracy) is then stored for each voxel. By visiting all voxels and analyzing their respective (partially overlapping) neighborhoods, one obtains a whole-brain map of accuracies. Since the performed multivariate analysis operates within each voxels' neighborhood, this approach is also called "local pattern effects" mapping. While the searchlight mapping approach is very attractive, it only explores local relationships and does not account for long distance spatially distributed patterns.
A more recent method that has some similarities with searchlight is the optimally-discriminative voxel-based analysis (ODVBA) [20] . ODVBA is a framework proposed to determine the optimal spatially adaptive smoothing. In a voxel-based group analysis, the authors showed that the approach was able to describe the shape and localization of structural abnormalities using both simulated and real data. The approach can also be considered a FS method, as the regional clusters associated to the highest group differences can be used as input features to a classifier.
In the present work we introduce a new multivariate method to select relevant features in neuroimaging. The proposed method (SCoRS-survival count on random subsamples) is based on iterative random sub-sampling of both features (subspaces) and examples. Repetitive application of a L1-norm regression to these sub-samples enables the selection of features that survive after many iterations (expected to be stable under perturbation). It is a novel application of a theory described as stability selection [21] with adaptations designed for the particular characteristics of neuroimaging data. Its rationale is based on the "survival" frequency after many iterations instead of relying on the coefficient values resulting from the L1-norm regression.
SCoRS is a global approach since no spatial constraints are applied. Thus it differs from other recent proposed approaches that include spatial adaptation, as in [22] and [2] . The latter rely on priors to express that not all image locations may be equally relevant for making predictions about a specific experimental or clinical condition and that areas biologically connected may be more similar in prediction relevance than unrelated ones.
We applied the proposed method to a classification problem with the aim of discriminating depressed patients versus healthy individuals based on fMRI data acquired during visualization of happy faces. In addition we compared the SCoRS with three other FS approaches previously applied to neuroimaging data: recursive feature elimination (RFE-SVM), Gini Contrast, and -test. The results are compared in terms of classification accuracy, overlap of selected feature across cross-validation folds, false selection estimation, and spatial location of the selected features.
II. MATERIAL AND METHODS
We start this section defining the basic terminology that will be used through the text (Section II-A). Then we review some FS approaches previously applied to neuroimaging data (Section II-B). In Section II-C we describe the proposed method in details as well as its underlying theory. Next we explain the cross-validation (CV) framework used in the current work (Section II-D), the measure implemented for evaluating overlap of selected features across cross-validation folds (Section II-E) and the procedure used for estimating the rate of false selection (Section II-F). Finally, we describe the dataset used for illustrating results for all methods discussed (Section II-G).
Notation
Feature: In the present work, each feature corresponds to a single voxel within the brain containing BOLD signal from fMR.
Example: vector , where each element corresponds to a particular feature and represents the number of features.
DataMatrix: matrix where represents the number of examples and corresponds to the value of the th feature in the th example.
LabelsVector: vector where each element corresponds to a label associated to a particular example. Labels can be categorical (for classification applications) or continuous (for regression applications). In the present work we illustrate the proposed FS method using a binary classification problem (depressed patients versus healthy controls) using labels 1 and , respectively.
A. Related Work
In this section, we review three previously proposed approaches for FS in neuroimaging, whose properties and results will be compared to SCoRS: recursive feature elimination (RFE-SVM), Gini Contrast, and -test.
1) Recursive Feature Elimination: This method was first proposed by [23] for selecting genes from micro-array data. In [11] , the authors described it in the context of an fMRI application to discriminate cognitive tasks. RFE-SVM consists of recursively applying a classification method and at each iteration discarding the feature that least contributes to the classification according to the model's coefficients (e.g., SVM weights). This process is repeated until the accuracy drops or until all features are discarded and the optimal number of features corresponds to the one that resulted in the higher classification accuracy. However, in high dimensional problems, it is usually impracticable to discard only one single feature in each iteration, therefore a step-size (number of features eliminated in each iteration) is commonly used.
In this work we implemented RFE-SVM with a fixed stepsize of 10 000 voxels, but when the number of features drops to less than 10 000, the step size is decreased to 20% of the number of remaining voxels, which ultimately results in more sparse voxel sets. As we used a nested cross-validation procedure (described in Section II-D), the average optimal number of remaining features across the internal loop is used in the external loop for the generalization test.
RFE-SVM has become a benchmark as a multivariate FS approach for classification in neuroimaging. It has been used in several applications, most of them embedding SVM ( [24] - [26] ). However, there has been some criticism to this method. According to [3] it is not clear whether the ranking provided by the initially trained classifier is a reliable measure for the elimination of voxels.
2) Gini Contrast: The application of this approach to detect stable distributed patterns of brain activation was proposed by [3] for discriminating complex visual stimuli based on fMRI data. In this study the authors discussed the benefits of using Random Forest classifiers and the associate Gini importance as a framework for classification. They also demonstrated that the spatial patterns detected with Gini Contrast provided higher classification accuracy and higher reproducibility across runs when compared with patterns obtained using RFE-SVM in conjunction with SVM. An important and distinctive characteristic of classification using Random Forest based on Gini Contrast is its inherent potential for multiclass discrimination.
In a Random Forest, each decision tree is trained with a random subset of examples from the training set. In order to build each node of a tree, the algorithm searches over a random subset of features to maximize the separation among the different classes. The features are tested for their ability to separate classes, conditioned on the decisions at the higher levels of the tree.
In the present study we applied Gini Contrast (GC) using the same implementation described in [3] available in MATLAB (http://code.google.com/p/randomforest-matlabb/). There are two basic parameters to be set: number of trees and subspace size . According to [3] , the results appear quite robust to the changes in the values of the parameters. We set the subspace size to its default value (square root of the total number of features). In [3] , is equal to the total number of features. However, considering both the high dimensionality of our problem (we are using all voxels within the brain) and our framework (nested cross-validation for optimizing the number of features), we set to 1/5 of the number of features, otherwise the computational cost would be unfeasible. Additionally, the parameter (the number of features in the terminal nodes of the trees) was set to 100 voxels, as only a few levels are necessary in order to get multivariate relationships.
For choosing the optimal number of features in the nested cross-validation framework, we considered a range of features sets sizes obtained dividing iteratively the number of features by 2 (as performed in [3] ).
The selection of features proposed by [3] is closely related to the approach we are proposing in the sense that both work on random sub-samplings of features and examples, although the ranking is obtained through very different procedures. Particular differences among all the methods considered in the present work are discussed in the end of this section.
3) -test: For completeness we also included a univariate approach in our comparison of FS methods. In this approach, a paired -test for finding statistical differences between the classes was performed for each feature (voxel). Therefore, each feature is tested in relation to the alternative hypothesis (i.e., that there is no difference between the means of each class).
The degrees-of-freedom of the paired -test are given according to the number of training examples in order to determine whether the -statistic reaches the threshold of significance. In the same way as for the other methods we implemented a nested cross-validation in order to choose the optimal significance level. For -test we used a range of significance levels varying from 0.01 to 0.1.
B. Proposed Approach: Detecting Distributed Patterns With SCoRS 1) Sparse Models:
Sparse methods are able to estimate solutions for which only a few features are considered relevant therefore producing more easily interpretable solutions. One example of sparse model is the least absolute shrinkage and selector operator (LASSO) [27] , a regression approach similar to ordinary least squares regression (OLS) in the sense that it aims to minimize the residual squared error. However, the LASSO formulation includes an additional penalty bounding the absolute sum of all coefficients, forcing some of them to be shrunken and others to be set to zero thus producing sparse models according to (1) , where is the LASSO estimate, is the number of features and is a regularization parameter that determines the model sparseness (1) Although the parameter controls the amount of shrinkage applied to the estimates, the total number of nonzero coefficients is bounded by the number of examples. This property produces results extremely sparse for highly ill-posed problems (such as in neuroimaging, where the number of features largely exceeds the number of examples). Additionally, in datasets containing many correlated relevant variables LASSO will tend to include only one representative variable in the model from each cluster of correlated variables [28] .
2) Stability Selection and the Randomized LASSO: The Stability Selection theory, recently proposed by [21] is a general approach to address problems related to variable selection or discrete structure estimation (as graphs or clusters). The properties of this approach are particularly beneficial for applications involving high dimensional data, specially in cases where the number of variables or covariates largely exceeds the number of examples (i.e., the case). In the stability selection framework, data are perturbed several times (for example by iterative sub-sampling the examples). For each perturbation, a method that produces sparse coefficients is applied to a sub-sample of the data. After a large number of iterations, all features that were selected in a large fraction of the perturbations are chosen. Finally a cutoff threshold ( ) is applied in order to select the most stable features.
According to the stability selection theory, for every set , the probability of being in the selected set is defined as (2) where is a random subsample of of size drawn without replacement. According to [21] , the probability in the definition 2 regards both the random sub-sampling and other sources of randomness.
It is important to emphasize that according to stability selection theory, any regression method which produces sparse results can be used to select the features, as one is interested in the frequency of selections and not in the sparsity inherent to specific methods.
In [21] , the authors used the LASSO to demonstrate the properties of the stability selection framework in an application to select relevant features in a vitamin gene expression data set. The data set consisted of 115 examples and 4088 features. The authors permuted 4082 features and applied stability selection to find the remaining six relevant features.
The original formulation of the stability selection theory is based on sub-sampling of examples (as in bootstrapping procedures). However, the authors also proposed a modified version of the original framework, which they called Randomized LASSO. In this approach, instead of penalizing the absolute value of every component with a penalty term proportional to [as in (1) ], the Randomized LASSO changes the penalty to a randomly chosen value in a predefined range, according to the following equation:
The reweighting is not based on any previous estimate, but is simply chosen randomly. According to [21] , applying this random reweighting several times and looking for variables that are chosen often will turn out to be a very powerful procedure. They showed the superiority of Randomized LASSO in relation to the original stability selection formulation in the vitamin data set. Using the Randomized LASSO the six nonpermuted features were selected and much less permuted features were included in the selected set (i.e., the number of false positive selections was lower than in the original formulation).
In our dataset the number of examples is 240 and the number of features is around 220 000. The attempt of applying the original framework to our problem resulted in selections too sparse, not accounting completely for the problem of correlated variables. Therefore, we have adapted the framework as described in the following section.
3) SCoRS Algorithm: The proposed method consists of successive applications of a sparse regression method to sub-samplings of both examples and features obtained randomly from the data. We use the LASSO to select a subset of relevant features in each sub-sampling (i.e., at each iteration only a few features will have regression coefficients different from zero). After many iterations we can select the features that presented nonzero coefficients more often, i.e., the features that survive after several iterations.
In the algorithm 1, is the total number of features, is the number of training examples, is the coefficient of the feature and is the total number of repetitions. Vectors and are respectively counters for the number of times each feature was randomly chosen ( ) and the number of times each feature was selected by LASSO ( ). The size of subspaces is set with respect to the total number of features and examples of the data set. In a previous work [29] we performed experiments with different combinations of numbers of repetitions and sizes of subspaces through a grid search using three real datasets with diverse characteristics. Our experiments suggested that smaller subspaces result in better classification accuracies. Based on our investigation of these parameters we set and of the number of features, respectively.
Regarding the sub-sampling of examples, since there were only 30 subjects in our data set, at each iteration we left one third of the subjects out, instead of half as described in the original stability selection framework.
In the present work, we used LASSO implementation as described in [30] . Fig. 1 shows a flowchart representing SCoRS in a classification framework. After the threshold step, surviving features are used define the selected set for classification or regression (if labels are categorical or continuous, respectively). In the present work we used the SVM classifier (support vector machine) ( [31] , [32] ) based on a linear kernel. It was implemented using LIBSVM ( [33] ) and the parameter was fixed to 1. The set of selected voxels along with their selection frequency can be visualized as a map displaying regions that together are relevant for the classification (we called it Relevance map, as represented in Fig. 1) .
In order to optimize the frequency threshold value, we set a range of 9 values from 0.1 to 0.9 and used a nested crossvalidation as described in Section II-D for the optimization. For example, for a given fold if the threshold that produced the best accuracy was 0.6 only features that were selected at least 60% of the times will survive.
An important aspect to be emphasized is that at each iteration the subset of features is randomly selected from the complete set of features (i.e., the whole brain) without spatial constraints.
SCoRS is expected to perform well in practice due to simultaneous sub-sampling of examples and features. Data perturbation through random sub-sampling of examples followed by a threshold of the survival frequency enables selection of stable features ( [21] ). However, in neuroimaging the features (or voxels) are expected to be highly correlated, therefore the additional random sub-sampling of features is advantageous to decrease the amount of correlation among them, this procedure approximates the Randomized LASSO approach ( [21] , [34] ). The recombination of features in different random subsets will favor the most relevant to survive.
The Table I summarizes the main differences among the methods that are being compared in the present work.
C. Nested Cross-Validation
We used a nested cross-validation loop for parameter optimization (i.e., in order to avoid using test data in any parameter tuning). In this framework, a pair of subjects is left out in the outer loop for test while the inner loop is used to find the parameter value that results in the highest classification accuracy. Fig. 2 illustrates the nested cross-validation procedure. The different FS approaches, described in Sections II-B1-II-B3 and Section II-C3) are placed in the gray shaded rectangles represented in the figure. For each method we optimized a specific parameter, varying it within an appropriate range of values, as follows.
SCoRS: Threshold levels (from 0.1 to 0.9 in steps of 0.1); RFE-SVM: A range of iterations, where the number of features is given by eliminating recursively. GC: A range of features sets sizes ( , iteratively) obtained from features ranked according to their associated Gini Contrast.
-test: Significance levels (from 0.01 to 0.1 in steps of 0.01).
In some folds the maximum classification accuracy was obtained for different parameter values. As a tiebreaker criterion we calculated the median among the parameter values that produced the highest accuracy.
D. Overlap of Selected Features Across Cross-Validation Folds
In order to evaluate the variability across CV folds we computed a measure of overlap across the sets of features selected in each CV fold and applied this measure to each FS method. Our implementation was based on an overlap measure proposed by [35] . As we have a leave-one-out cross-validation with folds, we averaged the pairwise overlaps among the folds, according to (4) , where is the subset of features selected in the fold , is the number of folds, is the number of nonzero features in the subset and is a factor that aims to correct for the fact that for a given model the expected overlap of nonzero features will increase with the sparsity reduction. The heuristic given by (5) (also based on [35] ) was used to calculate this correction, where is the total number of features (4) (5) 
E. False Selection Estimation
An important issue related to the interpretation of the selected features is how to control the number of features falsely selected. In the current work we proposed an empirical test to estimate the rate of false positive selection according to the following procedure.
1) Obtain the set of features composed of the union of the features selected in at least half of the CV folds. 2) Obtain , the complementary set of . 3) Permute the examples for all features (as illustrated in Fig. 3 . 4) Using the data matrix updated with features permuted across the examples, run SCoRS again (using the same nested-CV framework). 5) Compute how many features in are selected (this number corresponds to the estimation of how many features were falsely selected). The reasoning behind this evaluation is to assess what proportion of the features whose correlation with the label has been destroyed through permutation of the examples are still selected by chance. It is important to emphasize that all examples belonging to the same subject (four examples in this dataset, as explained in Section II-G) are kept together, i.e., not permuted among themselves, as represented in Fig. 3 .
F. Data Description
We used a dataset from a previous study, which we briefly describe below. A more detailed description of the data and the context of the study can be found in [36] .
1) Participants:
A total of 30 psychiatric in-patients from the University Hospital of Psychiatry, Psychosomatics and Psychotherapy (Wuerzburg, Germany) diagnosed with recurrent depressive disorder, depressive episodes, or bipolar affective disorder based on the consensus of two trained psychiatrists according to ICD-10 criteria (DSM-IV codes 296.xx) participated in this study. Accordingly, self report scores in the German version of the Beck Depression Inventory (second edition) ranged from 2 to 42 (mean [SD] score, 19.0 [9.4] ).
Exclusion criteria were age below 18 or above 60 years, co-morbidity with other currently present Axis I disorders, mental retardation or mood disorder secondary to substance abuse, medical conditions as well as severe somatic or neurological diseases. Patients suffering from bipolar affective disorder were in a depressed phase or recovering from a recent one with none showing manic symptoms. All patients were taking standard antidepressant medications, consisting of selective serotonin reuptake inhibitors , tricyclic antidepressants , tetracyclic antidepressants , or serotonin and noradrenalin selective reuptake inhibitors . Thirty comparison subjects from a pool of 94 participants previously recruited by advertisement from the local community were selected to match the patient group in regard to gender, age, smoking, and handedness using the optimal matching algorithm implemented in the (http://www.r-project.org/). In order to exclude potential Axis I disorders, the German version of the Structured Clinical Interview for DSM-IV (SCID; 35) Screening Questionnaire was conducted. Additionally, none of the control subjects showed pathological Beck Depression Inventory (BDI II) scores (mean = 4.3, SD = 4.6).
From all 60 participants, written informed consent was obtained after complete description of the study to the subjects. The study was approved by the Ethics Committee of the University of Wuerzburg, and all procedures involved were in accordance with the latest version (fifth revision) of the Declaration of Helsinki.
2) Tasks and Procedures:
The paradigm consisted of passively viewing emotional faces. A blocked design was used, with each block containing faces from eight individuals (four female, four male) that were taken from the Karolinska Directed Emotional Faces database. Every block was repeated four times in a random mode. Each face was shown against a black background for 2 s and was directly followed by the next face. Thus, each block had a duration of 16 s. Face blocks were alternated with blocks of the same length showing a white fixation cross on which the participant had to focus. Subjects were instructed to attend to the faces and empathize with the emotional expression.
3) fMRI Acquisition: Imaging was performed using a 1.5T Siemens Magnetom Avanto TIM-system MRI scanner (Siemens, Erlangen, Germany) equipped with a standard 12 channel head coil. In a single session, 24 4-mm-thick, interleaved axial slices (in-plane resolution: mm) oriented at the AC-PC transverse plane were acquired with 1 mm inter-slice gap, using a T2*-sensitive single-shot EPI sequence with following parameters: repetition time (TR; 2000 ms), echo time (TE; 40 ms), flip angle (90 ), matrix ( ), and field-of-view (FOV;
). The first six volumes were discarded to account for magnetization saturation effects. Stimuli were presented via MRI-compatible goggles (VisuaStim; Magnetic Resonance Technologies, Northridge, CA, USA).
4) Preprocessing:
Data were preprocessed using the Statistical Parametric Mapping software (SPM5, Wellcome Department of Cognitive Neurology, U.K.). Slice-timing correction was applied, images were realigned, spatially normalized and smoothed using an 8 mm FWHM Gaussian isotropic kernel. Before running the FS methods, specific additional preprocessing was performed using custom-built MATLAB routines: A mask was applied to each volume or scan in order to select voxels that contain brain tissue in all subjects; then, for each subject, all the voxels inside the mask were linearly detrended. Before selecting the examples (i.e., the BOLD signal images corresponding to the times in which the stimuli were presented), the scans were shifted to accommodate the delay due to hemodynamic response, according to the following expression, where TR represents the amount of time between consecutive excitation pulses (in milliseconds):
. In addition, we used the MATLAB operator to round the value to the nearest smaller integer. Within each block, individual scans were averaged to increase the signal-to-noise ratio, i.e., a temporal compression as proposed by [37] was applied. Therefore, the resulting data-matrix was composed of 219 727 features (voxels) and 240 examples (two groups, 30 subjects in each group, four blocks per subject).
In our regression model the predictors (independent variables) are the fMRI values from the subset of features randomly selected in each example (note that the examples are also randomly selected from the training set of examples). The response (dependent variable) is the categorical label associated with the example (i.e., 1 for patients and for healthy controls). Importantly, in this study patients who were on a variety of medications and who, at the time of the measurements, presented varying degrees of depressive symptoms from severe to currently almost symptom-free were explicitly recruited. We used data from a well-diagnosed, but heterogeneous group of patients with varying degrees of depressive symptoms (including medicated patients) in order to obtain a more realistic estimate of the algorithms potential utility in real clinical applications.
III. RESULTS
In this section, we compare the results of proposed approach (SCoRS) with previously proposed FS approaches for neuroimaging applications (RFE-SVM, Gini Contrast, and -test). The methods were applied to the same data set (described in Section II-G) and evaluated with respect to classification accuracy, overlap of the selected features across CV folds, false selection estimation, and spatial mapping. 
A. Impact of the Threshold Level on the Accuracy
In Table II we present results from SVM classification based on features selected by SCoRS without threshold optimization (i.e., with only the outer loop in the cross-validation). These values are presented in order to demonstrate the impact of the threshold level on the accuracy.
The first row in Table II presents results of classification without FS (using all voxels within the brain). The accuracy is the average between sensitivity (proportion of patients correctly classified) and specificity (proportion individuals in the healthy control group correctly classified). The second row shows results obtained using SCoRS without applying threshold (i.e., considering all voxels selected at least once by the LASSO). The remaining rows show results obtained after applying different threshold levels. However, a nested cross-validation is necessary in order to optimize the threshold, as described in Section II-D. From Fig. 4 it is possible to notice that in some folds the highest accuracy was obtained for more than one parameter value. In these cases we used the median among these values as the optimal parameter (as described in Section II-D). The optimal values chosen (i.e., used in the outer loop) are marked in the figures with crosses. Table III summarizes the performances obtained by the different FS methods. All values (specificity, sensitivity, and accuracy) correspond to average across folds.
B. Parameter Optimization
C. Overlap of Selected Features Across CV Folds
Results presented in Figs. 4 and 5 show that there was a high variability in the number of features selected across cross-val- idation folds even though there was a high similarity between the training examples from different folds (i.e., only a different pair of subjects was left out for test).
We applied the procedure described in Section II-E to compute an overlap score for each method. For SCoRS, RFE-SVM, Gini Contrast, and -test, results were, respectively, 0.64, 0.70, 0.37, and 0.71.
D. False Selection Estimation
We applied the procedure described in Section II-F to estimate the rate of false selections. For SCoRS, RFE-SVM, and -test, the results were, respectively, 0.06, 0.14, and 0.03. We did not compute this measure for features selected using Gini Contrast due to the high computational cost associated with running the Random Forests approach in this framework.
Table IV summarizes all quantitative results (averaged across folds). NF is the number of features selected, Acc is the classification accuracy, O is the overlap of features selected across folds, and FSR is the false selection rate. In order to quantify the similarities among the features selected by different FS method in terms of spatial localization we created an overlapping map with the features selected by SCoRS, RFE-SVM, and -test (Fig. 7) . The Gini Constrast was not included in the overlapping map because the extracted features contained a lot of noise and did not consist of well defined clusters [ Fig. 6(c) ]. Actually, most of the selected voxels were included in a single cluster (99% of the voxels).
E. Spatial Mapping
In Fig. 7 the color scale varies from 1 to 3 (i.e., three means that the feature was selected by all three FS methods considered, two means that it was selected by two of them, and one means that it was selected only by one FS method). From Fig. 7 it is possible to see that there is a high overlap among the features selected by the three different approaches. Interestingly, the complete overlap (voxels selected by all methods, displayed in white color) consists of large clusters concentrated in specific regions.
In Tables V-VII , we present the 25 most important brain regions that discriminate the groups, using SCoRS, RFE-SVM, and -test approaches, respectively. The regions were ranked and listed according to the extension of the clusters. In each table we present the following information: names of the anatomical regions where the clusters' peaks are located, Talairach coordinates of the clusters' peaks (x, y, and z), and the corresponding Brodmann area (BA).
Table VIII displays the clusters extracted from the overlapping map (Fig. 7) including common features selected by -test, RFE-SVM, and SCoRS. For the reasons previously explained we did not include a table describing the most important regions according to the Gini Contrast. However, in order to evaluate the overlap of peaks across the four methods we extracted voxels selected by the Gini Contrast in all leave-one-out cross-validations folds [i.e., the peaks in Fig. 6(c)] . A careful inspection of these voxels and the clusters' peaks described in the Tables V-VII reveals a coincidence of the peaks across the four methods in important regions. Particularly the peaks in inferior/middle temporal gyrus (BA 20), cerebellum, and orbitofrontal cortex (BA 11) were common for all four methods (SCoRS, RFE-SVM, -test, and Gini Contrast).
IV. DISCUSSION
In the present paper, we proposed SCoRS as a new FS method and demonstrated its potential through a challenging application to classify depressed patients and healthy controls based on fMRI data. Classification based on the set of features selected by SCoRS presented higher accuracy, both with respect to whole-brain and to the other FS methods compared. The improvement in accuracy was obtained with a significant reduction in the number of features, producing maps more easily interpretable.
Feature selection and mapping in neuroimaging-based multivariate analysis is a challenging problem, specially in exploratory applications involving the whole brain without any kind of prior hypothesis regarding brain regions potentially involved in the problem.
Classification based on fMRI can be applied to two different problems: discriminating tasks and discriminating groups. In task classification, scans from different cognitive states are extracted from the time-series and the objective is to predict which task the subject was performing (also known as mind-reading) and although it is possible to use data from one single subject or from a group of subjects, classification is performed with respect to the tasks. For group discrimination in fMRI, a single task is usually considered and examples are related to different subjects. The objective is to classify subjects between groups according to their patterns (e.g., patients versus healthy controls, responders versus nonresponders to a specific treatment or subgroups of patients). Classifying groups is usually much more challenging than classifying tasks, as it is based on the assumption that a particular stimulus or task will evoke a different activity pattern in each of the groups. In other words, it usually relies on a more subtle distinction than discriminating different tasks. Consequently, these difficulties influence the complexity associated to features selection as well.
In addition, when working with multiple subjects it is necessary to normalize the images into a common space, what can increase the number of features due to oversampling in the prepro- cessing steps thus contributing for the course of dimensionality problem. Moreover, another issue that makes the classification task more challenging in the current application is the heterogeneity of the data. The study covers patients with Recurrent depressive disorder, Depressive episodes, and Bipolar affective disorder. An heterogeneous group of patients had been explicitly recruited in a previous study [36] in order to evaluate the ability of classification methods to deal with such diversity. This might contribute to the high variability across cross-validation folds observed for all methods compared.
Although various feature selection methods have been proposed and applied to neuroimaging data, the stability of the selected features has not usually been properly addressed. One of the pioneer studies addressing the importance of reproducibility and preservation of local correlation in feature selection methods was [3] . In this study the authors proposed a method based on Gini importance and Random Forest classifiers to distinguish complex visual tasks. They presented interesting results in terms of accuracy improvement and reproducibility in relation to RFE-SVM and raised a very interesting discussion regarding these issues. One limitation of this study was that the analysis was restricted to a specific brain area.
Another study that addressed the issue of reproducibility was [35] . In this study the authors focused on the relative influence of model regularization parameter choices on both the model generalization and the reliability of the patterns identified by the models.
The method we proposed is based on Stability Selection theory [21] . The framework is general and can be applied to dif- ferent modalities and experimental designs. Although SCoRS selects subsets of voxels in each iteration, the high number of repetitions with different randomizations make it globally multivariate. The random sub-sampling gives to each feature the opportunity to be selected in different configurations. Consequently SCoRS tends to select features that have the highest predictive power given that they survive after taking part in different combinations of random sub-spaces and sub-sampling of examples. It is interesting to observe that even though there is no spatial constraint in SCoRS, the voxels selected are grouped in clusters. This fact can be due to physiological properties of the data (i.e., the brain is organized in regions) and due to preprocessing steps (i.e., spatial smoothing). In any case, the fact that SCoRS finds clusters of voxels is good evidence that the method is finding features that are truly relevant for the prediction. Since we know that neighbor voxels in the brain are correlated we expect them to share predictive information. In the present study the selection of features using SCoRS resulted in an improvement in the accuracy up to 6% in relation to the whole-brain (from 67% to 72%) while using around 4% of the total number of features in average across cross-validation folds. The improvement was consistent for both specificity (rate of controls correctly classified) and sensitivity (rate of patients correctly classified), increasing from 63% to 67% and from 70% to 77%, respectively. SCoRS has also presented higher accuracy than the other FS methods compared, despite their differences in sparsity. Although FS is commonly applied with the aim of increasing accuracy, interpretability has become increasingly an important matter both for classification and for regression models in neuroimaging, as introduced in Section I. In clinical research as well as in neuroscience is very important to be able to localize anatomicaly the most relevant features. Therefore, the development of methods that provide solutions that are easier to interpret in terms of anatomical locations and at the same time stable is of major importance.
In the present paper, besides the comparison in terms of accuracies, we have also evaluated the results of the FS methods using additional measures characterizing overlap across folds and estimation of false selections. With respect to the overlap of selected features across cross-validation folds, SCoRS presented less variability then Gini Contrast, but more variability than RFE-SVM and -test. However, it should be noticed that less sparse methods tend to have higher overlap across folds. Even though we have used an approach to compensate to the fact that the expected overlap of nonzero features increases with   TABLE VII  BRAIN REGIONS IMPORTANT TO DISCRIMINATE THE  GROUPS FOUND BY -TEST the sparsity reduction, this correction still relies on heuristic assumptions. In applications using highly heterogeneous data (as the one in the current paper), some of the features considered relevant in a specific fold might not be relevant in another fold, therefore a low overlap of selected features across folds might happen. In this cases, an estimation of false selection rate (FSR) might provide additional information related to the level of confidence of the selected features. The smaller overlap of selected features across folds obtained with SCoRS when compared to RFE-SVM and -test suggests that this approach might be more sensitive to the heterogeneity of the data. Interestingly, when comparing the estimation of FSR for the different feature selection approaches, SCoRS presented a lower estimate than RFE-SVM, what suggests that there might be an overlap of features selected by chance by RFE-SVM across folds. Comparing SCoRS and -test, the latter presented lower estimate of FSR, what would be expected since the -test is a statistical test developed to find relevant features at a specific significance level or -value. However, as the -test is a univariate approach it does not take into account spatial correlations among the voxels, therefore it might not detect features that are relevant when operating together. The lower accuracy of the classification based on -test selection (in relation to all FS approaches considered) supports this hypothesis. Based on visual inspection of the maps produced for all FS methods (Fig. 6 ) it is possible to see that SCoRS selected features contained in small and well-defined clusters. The RFE-SVM results were slightly less sparse than SCoRS and the -test selected features contained in larger clusters. In spite of the fact that the features selected by the Gini Contrast did not consist of well defined clusters (i.e., corresponding to noisier maps) it is possible to observe similar peaks with respect to the other FS approaches. It is important to notice that Gini Contrast could potentially produce better results if a higher number of trees was used. However, given the dimensionality of the problem addressed in the present work (i.e., whole brain analysis), increasing the number of trees was not computationally feasible. The computational cost for Gini Contrast with parameters used in the present study was around 30 times higher than SCoRS's cost. Hence, our results suggest that the Gini Contrast might be more appropriate for feature selection and mapping in combination with prior heuristics to limit the number of input features (as implemented in [3] ). The anatomical location of the selected features are described in Tables V-VII for the SCoRS, RFE-SVM, and -test approaches, respectively. The tables include, for each approach, the 25 most important brain regions according to the extension of the cluster. We did not generate a list of important regions for the Gini Contrast because most of the selected voxels were included in a single cluster.
Additionally, in Table VIII , we present the overlap of twenty two brain regions selected according to SCoRS, RFE-SVM, and -test approaches. These results are interesting because several brain regions described in Table VIII are consistently implicated in major depression and bipolar disorders. Specifically, we found Orbitofrontal cortex (BA 11), Middle Frontal Gyrus (BA 10), Visual Cortex (BA 19), Posterior Cingulate, and Cerebellum, which are brain regions associated with these psychiatry diseases (see [38] - [45] ). However, it is interesting to note that we found more overlapping brain regions between SCORS and RFE-SVM. In fact, discriminative voxels in Anterior Cingulate Cortex (BA 24 and 32) were found only using SCoRS or RFE, but not using -test. This region is considered a key node of a brain network linked to depression states (e.g., [43] , [44] ). Furthermore, only using SCoRS approach, we found Basal Ganglia listed as one of the 25 most import regions that discriminate the groups. The Basal Ganglia, specially the Striatum, has been considered as part of several neuroanatomic circuits that are involved in mood regulation in depression and bipolar disorders ( [39] , [40] ). In summary, the inspection of the frequency maps indicated that all the methodologies used were able to identify the main regions involved in major depression and bipolar disorders. Furthermore, SCoRS seems to be more efficient to identify core brain regions associated with these psychiatry diseases, such as Anterior Cingulate and Basal Ganglia.
As future work, we intend to explore SCoRS more thoroughly as a mapping approach enabling inferences from the selected features. In addition, we intend to apply the proposed framework to decode continuous variables (regression analysis) as well as to different imaging modalities and/or data sources.
