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1. Introduction
In this paper we consider the following system of equations describing phase transition, which was proposed by Eguchi,
Oki and Matsumura in 1984 [6]:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂u
∂t
= (−u + 2u + uv2), (x, t) ∈ Q T ≡ Ω × (0, T ),
∂v
∂t
= βv + αv(a2 − u2 − b2v2), (x, t) ∈ Q T ,
∂u
∂n
= ∂u
∂n
= 0, ∂v
∂n
= 0, (x, t) ∈ ΓT ≡ Γ × (0, T ),
u(x,0) = u0(x), v(x,0) = v0(x), x ∈ Ω,
(1.1)
where Ω is a bounded domain in R3 with a smooth boundary ∂Ω ≡ Γ and T > 0. Equations in (1.1) are model of simulta-
neous order–disorder and phase separation in binary alloys. Here u(x, t) is the local concentration of the solute atoms and
v(x, t) is the local degree of order. The physical constants α, β , a and b are positive, and ∂
∂n is an exterior normal derivative
to Γ . It is well known that phase separation is described by so-called Cahn–Hilliard equation [5], while the order–disorder
transition is described by Allen–Cahn equation [1]. Problem (1.1) includes both effects simultaneously. Eguchi, Oki and Mat-
sumura formulated system (1.1) assuming that the order–disorder transformation is second order and that phase separation
can take place in the ordered state, but not in the disordered state.
Based upon the previous work [10] where the existence of a unique global solution to problem (1.1) was proved, in this
paper we study the dynamical property of the problem, namely the existence of a maximal attractor and an inertial set to
problem (1.1). The main theorems in this paper are as follows (as for notation, see Sections 3, 4):
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Theorem 1.2. Let Xδ be deﬁned in Section 4. Then there exists an inertial set for (S(t)t0, Xδ) which has a ﬁnite fractal dimension.
Hanada, Ishimura and Nakamura studied the one-dimensional stationary problem for (1.1) in [8] and [9]. In [3] Brochete,
Hilhorst and Novick–Cohen showed the existence of a maximal attractor and an inertial set for the system similar to (1.1).
In [7], Gokieli and Ito proved the existence of a global attractor for the Cahn–Hilliard/Allen–Cahn system. Besides, for
phase ﬁeld equations the existence of a maximal attractor and an inertial set was studied in [2] and a ﬁnite-dimensional
exponential attractor in [4]. In [11], it was shown that the maximal attractor exists for the coupled Cahn–Hilliard equations
with temperature effect.
The organization of this paper is as follows: In Section 2 we describe the results obtained in [10]. Based upon this result
the existence of a maximal attractor is discussed in Section 3 and an inertial set in Section 4.
2. Preliminaries
We summarize the results in [10].
Theorem 2.1. For any (u0, v0) ∈ H2(Ω) satisfying the compatibility conditions ∂u0∂n |Γ = ∂v0∂n |Γ = 0, the problem (1.1) admits a unique
global solution (u, v) deﬁned on Q T for any T > 0 such that
u ∈ H4,1(Q T ) ∩ C
(
0, T ; H2(Ω)),
v ∈ L2(0, T ; H3(Ω))∩ H1(0, T ; L2(Ω))∩ C(0, T ; H2(Ω)).
Here H4,1(Q T ) = H1(0, T ; L2(Ω)) ∩ L2(0, T ; H4(Ω)).
It is easy to see the problem (1.1) is a gradient system and has the Lyapunov functional
J (u, v) =
∫
Ω
(
1
2
|∇u|2 + β
2α
|∇v|2 − a
2
2
v2 + b
2
4
v4 + u2 + 1
2
u2v2
)
dx,
which satisﬁes
d
dt
J (u, v) +
∫
Ω
(∣∣∇K (u, v)∣∣2 + 1
α
∣∣vt∣∣2
)
dx = 0 (2.1)
with K (u, v) ≡ −u + 2u + uv2. From (2.1), it follows that:
Lemma 2.2. If (u, v) is a solution to problem (1.1), then
1
2
‖∇u‖2 + ‖u‖2 + β
2α
‖∇v‖2 + b
2
8
‖v‖4L4 + ‖uv‖2 +
t∫
0
ds
∫
Ω
(∣∣∇K (u, v)(s)∣∣2 + 1
α
∣∣vt(s)∣∣2
)
dx
 J (u0, v0) + a
4
2b2
|Ω|.
Moreover we can obtain the boundedness of the norm ‖v(t)‖L∞ .
Lemma 2.3. The estimate
sup
t>0
∥∥v(t)∥∥L∞  C max{‖v0‖L∞ , sup
t>0
∥∥v(t)∥∥} (2.2)
holds for the solution (u, v) to problem (1.1).
3. Maximal attractor
Let H = (H1(Ω))′ × L2(Ω). We deﬁne a semigroup S(t) associated to problem (1.1) by (u(t), v(t)) = S(t)(u0, v0). Theo-
rem 2.1 implies that (u, v) = S(·)(u0, v0) ∈ C(0,∞; H) and S(t) is a continuous mapping from H to H . We also deﬁne the
space
Hδ =
⋃
|u¯|δ
Hu¯, where Hu¯ =
{
(u, v) ∈ H; 1|Ω|
∫
u(x)dx = u¯
}
.Ω
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⎪⎪⎪⎪⎪⎩
−ψ = u − u¯, x ∈ Ω,
∂ψ
∂n
= 0, x ∈ Γ,∫
Ω
ψ(x)dx = 0
(3.1)
and put
‖u‖2−1 =
∫
Ω
|∇Nu|2 dx+ |Ω|u¯2.
To apply Theorem I.1.1 in [12], it is necessary to show:
Theorem 3.1. Let δ be any non-negative number. Then there exists absorbing sets inHδ and in (H2(Ω))2 ∩Hδ for a semigroup S(t)
associated to problem (1.1).
Proof. We shall ﬁrstly prove the existence of an absorbing set in Hδ . Multiplying the ﬁrst equation in (1.1) by Nu and
integrating over Ω , we get
1
2
d
dt
‖u‖2−1 + ‖∇u‖2 +
∫
Ω
(
2u2 + u2v2)dx = 2u¯2|Ω| + u¯
∫
Ω
uv2 dx. (3.2)
Next we multiply the second equation in (1.1) by v and integrate over Ω , we obtain
1
2
d
dt
‖v‖2 + β‖∇v‖2 + α
∫
Ω
v2
(
u2 + b2v2)dx = αa2‖v‖2. (3.3)
Adding (3.2) to (3.3) multiplied by c gives
1
2
d
dt
(‖u‖2−1 + c‖v‖2)+ ‖∇u‖2 + cβ‖∇v‖2 + 2‖u‖2 + (1+ αc)
∫
Ω
u2v2 dx+ αb2c‖v‖4L4
= 2u¯2|Ω| + u¯
∫
Ω
uv2 dx+ cαa2‖v‖2
 2u¯2|Ω| + ‖u‖2 + u¯
2
4
‖v‖4L4 +
αb2c
2
‖v‖4L4 +
αa4c|Ω|
2b2
.
Hence we obtain
1
2
d
dt
(‖u‖2−1 + c‖v‖2)+ ‖∇u‖2 + cβ‖∇v‖2 + ‖u‖2 + (1+ αc)
∫
Ω
u2v2 dx+ 1
2
(
αb2c − u¯
2
2
)
‖v‖4L4

(
2u¯2 + αa
4c
2b2
)
|Ω|.
Choosing c = 2u¯2
αb2
, we get
1
2
d
dt
(
‖u‖2−1 +
2u¯2
αb2
‖v‖2
)
+ ‖∇u‖2 + 2βu¯
2
αb2
‖∇v‖2 + ‖u‖2 +
(
1+ 2u¯
2
b2
)∫
Ω
u2v2 dx+ 3
4
u¯2‖v‖4L4

(
2+ a
4
b4
)
u¯2|Ω|.
By virtue of the inequalities
λ2
2
‖u‖2−1 
1
2
‖u‖2 + λ2
2
u¯2|Ω|, λ2
2
2u¯2
αb2
‖v‖2  u¯
2
4
‖v‖4L4 +
(
λ2
αb2
)2
u¯2|Ω|,
where λ2 being the least positive eigenvalue of − with homogeneous Neumann boundary condition one can obtain
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2
d
dt
(
‖u‖2−1 +
2u¯2
αb2
‖v‖2
)
+ λ2
2
(
‖u‖2−1 +
2u¯2
αb2
‖v‖2
)
+ ‖∇u‖2 + 2βu¯
2
αb2
‖∇v‖2
+ 1
2
‖u‖2 +
(
1+ 2u¯
2
b2
)∫
Ω
u2v2 dx+ 1
2
u¯2‖v‖4L4

(
2+ a
4
b4
+ λ2
2
+
(
λ2
αb2
)2)
u¯2|Ω| ≡ C1
2
.
From this it follows
d
dt
(
‖u‖2−1 +
2u¯2
αb2
‖v‖2
)
+ λ2
(
‖u‖2−1 +
2u¯2
αb2
‖v‖2
)
 C1. (3.4)
Applying Gronwall’s lemma to (3.4), we deduce for all t > 0,
∥∥u(t)∥∥2−1 + 2u¯
2
αb2
∥∥v(t)∥∥2 
(∥∥u(0)∥∥2−1 + 2u¯
2
αb2
∥∥v(0)∥∥2
)
e−λ2t + C1
λ2
(
1− e−λ2t).
If we set t0 ≡ 1λ2 {ln(‖u0‖2−1 + 2u¯
2
αb2
‖v0‖2) − ln (R2 − C1λ2 )}, where R2 
C1
λ2
, then we get
∥∥u(t)∥∥2−1 + 2u¯
2
αb2
∥∥v(t)∥∥2  R2
for t  t0. Thus we obtain an absorbing set in Hδ .
Next we shall show the existence of an absorbing set in (H2(Ω))2 ∩Hδ . Firstly multiplying the second equation in (1.1)
by 2u and integrating over Ω , we have
1
2
d
dt
‖u‖2 + 1
2
∥∥2u∥∥2 + 2‖∇u‖2  1
2
∥∥(uv2)∥∥2. (3.5)
Secondly multiplying the equation by 2v and integrating over Ω , we have
1
2
d
dt
‖v‖2 + β‖∇v‖2 = −α
∫
Ω
∇[v(a2 − u2 − b2v2)] · ∇v dx
 β
2
‖∇v‖2 + 3α
2
2β
(
a4‖∇v‖2 + ∥∥∇(vu2)∥∥2 + 9b4∥∥v2∇v∥∥2). (3.6)
Here we used ∂v
∂n |Γ = 0 derived from (1.1) and ∂v∂n |Γ = 0. Using Lemmas 2.2 and 2.3, the right-hand sides of (3.5) and (3.6)
lead to, for example,
∥∥(uv2)∥∥2 = ∥∥v2u + 2uvv + 4v∇u · ∇v + 2u|∇v|2∥∥2
 C
(‖v‖4L∞‖u‖2 + ‖u‖2L∞‖v‖2L∞‖v‖2 + ‖v‖2L∞‖∇u‖2L4‖∇v‖2L4 + ‖u‖2L∞‖∇v‖4L4
)
 C
(‖u‖2 + ‖u‖2L∞‖v‖2 + ‖∇u‖2L4‖∇v‖2L4 + ‖u‖2L∞‖∇v‖4L4
)
, (3.7)
∥∥∇(vu2)∥∥2 = ∥∥u2∇v + 2uv∇u∥∥2  C(‖∇v‖2‖u‖4L∞ + ‖v‖2L∞‖u‖2L∞‖∇u‖2) C(‖u‖4L∞ + ‖u‖2L∞). (3.8)
From the inequalities (see [12, pp. 161 and 52])
‖∇v‖L4  C‖∇v‖H 34  C‖∇v‖
1
4
∥∥∇2v∥∥ 34 , ‖u‖L∞  C‖u‖ 12H1‖u‖
1
2
H2
with some positive constant C we ﬁnd, for example,
‖u‖2L∞‖∇v‖4L4  C
(‖u‖ 12
H1
‖u‖
1
2
H2
)2(‖∇v‖ 14 ∥∥∇2v∥∥ 34 )4  C‖u‖‖v‖3 + C ′  C(‖u‖4 + ‖v‖4)+ C ′
for some positive constant C and C ′ . Estimating the other terms in the same way, we obtain from (3.5)–(3.8) the estimate
d
dt
(‖u‖2 + β‖v‖2) C2(‖u‖2 + β‖v‖2)(‖u‖2 + β‖v‖2)+ C3. (3.9)
We shall now check the conditions of the uniform Gronwall lemma [12, p. 91]. Multiplying the ﬁrst equations by u and
the second equations by v and integrating, we have
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(‖u‖2 + ‖∇v‖2)+ ‖u‖2 + β‖v‖2  C4 (3.10)
for some positive constant C4. Here we again used Lemmas 2.2 and 2.3. For a ﬁxed r > 0, we integrate (3.10) over the
interval [t, t + r] to obtain
∥∥u(t + r)∥∥2 + ∥∥∇v(t + r)∥∥2 +
t+r∫
t
(‖u‖2 + β‖v‖2)ds ∥∥u(t)∥∥2 + ∥∥∇v(t)∥∥2 + C4r  C5 + C4r. (3.11)
Therefore taking r = 1, we have from (3.10) and (3.11)
∥∥u(t)∥∥2 + β∥∥v(t)∥∥2  (C5 + C4 + C3)eC2(C5+C4) (3.12)
for t  t0 + 1. From (3.12) we conclude the existence of an absorbing set in (H2(Ω))2 ∩Hδ . 
Theorem 3.1 the existence of a maximal attractor stated in Theorem 1.1 according to [12, Theorem I.1.1].
4. Inertial set
Let Bδ be the absorbing set in (H2(Ω))2 ∩Hδ from Theorem 3.1 and put Xδ =⋃tt0+1 S(t)Bδ . It is to be noted that Xδ
is bounded in (C(Ω¯))2. Furthermore, one can get the following results.
Lemma 4.1. The semigroup S(t) : Xδ → Xδ is Lipschitz continuous, i.e.,
∥∥(u1 − u2, v1 − v2)∥∥2H 
∥∥(u01 − u02, v01 − v02)∥∥2He2dt, (4.1)
where (ui, vi) is the solution of (1.1) with the initial condition (u0i, v0i) (i = 1,2), ‖(u, v)‖2H = ‖u‖2−1 +‖v‖2 and d is some positive
constant.
Proof. The difference of solutions (u1 − u2, v1 − v2) satisﬁes⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂(u1 − u2)
∂t
= (−(u1 − u2) + 2(u1 − u2) + u1v21 − u2v22), (x, t) ∈ Q T ,
∂(v1 − v2)
∂t
= β(v1 − v2) + α(v1 − v2)
(
a2 − u21 − b2v21
)
− αv2
{(
u21 − u22
)+ b2(v21 − v22)}, (x, t) ∈ Q T ,
∂(u1 − u2)
∂n
= ∂(u1 − u2)
∂n
= 0, ∂(v1 − v2)
∂n
= 0, (x, t) ∈ ΓT ,
u1(x,0) − u2(x,0) = (u01 − u02)(x), x ∈ Ω,
v1(x,0) − v2(x,0) = (v01 − v02)(x), x ∈ Ω.
(4.2)
Multiplying the ﬁrst equation of (4.2) by N(u1 − u2) and integrating over Ω , we have for any ε > 0,
1
2
d
dt
‖u1 − u2‖2−1 +
∥∥∇(u1 − u2)∥∥2 + 2‖u1 − u2‖2 +
∫
Ω
v21(u1 − u2)2 dx
 ε
2
∫
Ω
u22(u1 − u2)2 dx+
1
2ε
∫
Ω
(v1 − v2)2(v1 + v2)2 dx. (4.3)
And multiplying the second equation of (4.2) by v1 − v2 and integrating over Ω , we have for any ε > 0,
1
2
d
dt
‖v1 − v2‖2 + β
∥∥∇(v1 − v2)∥∥2 + α
∫
Ω
(v1 − v2)2
(
u21 + b2v21
)
dx
 αa2‖v1 − v2‖2 + α
2ε
∫
Ω
v22(v1 − v2)2 dx+
αε
2
∫
Ω
(u1 − u2)2(u1 + u2)2 dx
+ αb2
∫
v2(v1 − v2)2(v1 + v2)dx. (4.4)
Ω
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∥∥(ui, vi)∥∥C(Ω¯×[0,∞))  M, i = 1,2, (4.5)
one can derive from (4.3) and (4.4)
1
2
d
dt
∥∥(u1 − u2, v1 − v2)∥∥H +
∥∥∇(u1 − u2)∥∥2 + 2‖u1 − u2‖2
+ β∥∥∇(v1 − v2)∥∥2 +
∫
Ω
v21(u1 − u2)2 dx+ α
∫
Ω
(v1 − v2)2
(
u21 + b2v21
)
dx
 ε
2
M2(1+ 4α)‖u1 − u2‖2 +
(
αa2 + 2αb2M2 + M
2
2ε
(α + 4)
)
‖v1 − v2‖2. (4.6)
Putting ε = 2
M2(1+4α) in (4.6), we get
1
2
d
dt
∥∥(u1 − u2, v1 − v2)∥∥2H +
∥∥∇(u1 − u2)∥∥2 + ‖u1 − u2‖2 + β∥∥∇(v1 − v2)∥∥2
+
∫
Ω
v21(u1 − u2)2 dx+ α
∫
Ω
(v1 − v2)2
(
u21 + b2v21
)
dx d‖v1 − v2‖2, (4.7)
where d = αa2 + 2αb2M2 + 14M2(α + 4)(1+ 4α). Applying Gronwall’s inequality lemma to (4.7) leads to (4.1). 
The following corollary results from (4.7).
Corollary 4.2.
t∫
0
‖u1 − u2‖2H1eDs ds
1
2
(
1+ e(D+2d)t)∥∥(u10 − u20, v10 − v20)∥∥2H , (4.8)
where D is some positive constant.
Proof. From (4.7), it follows that
1
2
d
dt
∥∥(u1 − u2, v1 − v2)∥∥2H + ‖u1 − u2‖2H1  d‖v1 − v2‖. (4.9)
Multiplying (4.9) by eDs and integrating, we have
1
2
∥∥(u1 − u2, v1 − v2)∥∥2HeDt +
t∫
0
‖u1 − u2‖2H1eDs ds
 1
2
∥∥(u10 − u20, v10 − v20)∥∥2H + 12 D
t∫
0
∥∥(u1 − u2, v1 − v2)∥∥2HeDs ds + d
t∫
0
‖v1 − v2‖eDs ds. (4.10)
Omitting the ﬁrst term of left-hand side of (4.10), we get
t∫
0
‖u1 − u2‖2H1eDs ds
1
2
∥∥(u10 − u20, v10 − v20)∥∥2H +
(
1
2
D + d
) t∫
0
∥∥(u1 − u2, v1 − v2)∥∥2HeDs ds. (4.11)
By virtue of (4.1), (4.11) implies
t∫
0
‖u1 − u2‖2H1eDs ds
1
2
∥∥(u10 − u20, v10 − v20)∥∥2H +
(
1
2
D + d
)∥∥(u10 − u20, v10 − v20)∥∥2H
t∫
0
e(D+2d)s ds
 1
(
1+ e(D+2d)t)∥∥(u10 − u20, v10 − v20)∥∥2H .  (4.12)2
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the eigenvalues of the operator − with homogeneous Neumann boundary condition and by wi the corresponding eigen-
functions such that ‖wi‖L2 = 1 (i = 1,2,3, . . .). It is well known that {wi}∞i=1 is a complete orthogonal basis in L2(Ω).
Let Hn = span{w1, . . . ,wn} and the operator pn : (H1(Ω))′ → Hn be an orthogonal projection and qn = I − pn , where I is
identity on (H1(Ω))′ . Then it holds that
‖ϕ‖2−1 
1
λn+1
‖ϕ‖2  1
λ2n+1
‖∇ϕ‖2 (4.13)
for any ϕ ∈ qn((H1(Ω))′). Furthermore, we deﬁne the corresponding product projection Pn(u, v) and Qn(u, v) on H such
that Pn(u, v) = (pnu, pnv), Qn = I − Pn . Then we obtain the following theorem.
Theorem 4.3. Semigroup S(t) for problem (1.1) possesses the squeezing property, i.e., for any t∗ > 0 there exists a number n0 = n0(t∗)
such that for any Ψ1 = (u1, v1), Ψ2 = (u2, v2) ∈ Xδ the inequality
∥∥S(t∗)Ψ1 − S(t∗)Ψ2∥∥H  18
∥∥Ψ1 − Ψ2∥∥H (4.14)
holds if
∥∥Pn0(S(t∗)Ψ1 − S(t∗)Ψ2)∥∥H 
∥∥(I − Pn0)(S(t∗)Ψ1 − S(t∗)Ψ2)∥∥H . (4.15)
Proof. We set (U , V ) ≡ Qn(u1 − u2, v1 − v2). Operating Qn to system (4.2), we have⎧⎪⎪⎨
⎪⎪⎩
∂U
∂t
= (−U + 2U + qn(u1v21 − u2v22)), (x, t) ∈ Q T ,
∂V
∂t
∣∣∣∣
Γ
= βV + αa2V − αqn
(
v1
(
u21 + b2v21
)− v2(u22 + b2v22)).
(4.16)
Multiplying the ﬁrst equation of (4.16) by NU ∈ qn(H2(Ω)) and the second equation of (4.16) by V and integrating, we
have
1
2
d
dt
∥∥(U , V )∥∥H + ‖∇U‖2 + 2‖U‖2 + β‖∇V ‖2
 ‖U‖2 + α(a2 + 1)‖V ‖2 + 1
4
∫
Ω
(
u1v
2
1 − u2v22
)2
dx+ α
4
∫
Ω
(
v1
(
u21 + b2v21
)− v2(u22 + b2v22))2 dx. (4.17)
By using the inequalities
(
λ2n+1 + λn+1
)‖U‖2−1  ‖∇U‖2 + ‖U‖2, βλn+1‖V ‖2  β‖∇V ‖2
together with (4.5), (4.17) yields that
1
2
d
dt
∥∥(U , V )∥∥2H + (λ2n+1 + λn+1)‖U‖2−1 + (βλn+1 − α(a2 + 1))‖V ‖2  C(‖u1 − u2‖2 + ‖v1 − v2‖2) (4.18)
for some positive constant C . Putting D1 = 2min{1, β} and D2 = 2α(a2 + 1) in (4.18) we have
d
dt
∥∥(U , V )∥∥2H + (D1λn+1 − D2)
∥∥(U , V )∥∥2H  C(‖u1 − u2‖2 + ‖v1 − v2‖2). (4.19)
Applying Gronwall’s inequality to (4.19) leads to
∥∥(U , V )∥∥2H 
∥∥(U , V )(0)∥∥2He−Dt + Ce−Dt
t∫
0
(‖u1 − u2‖2 + ‖v1 − v2‖2)eDs ds ∥∥(U , V )(0)∥∥2He−Dt
+ εe−Dt
t∫
0
‖u1 − u2‖2H1eDs ds + Cεe−Dt
t∫
0
(‖u1 − u2‖2−1 + ‖v1 − v2‖2)eDs ds, (4.20)
where D = D1λn+1 − D2 and ε is an arbitrary positive number. Here we use the inequality ‖u1 −u2‖2  C‖u1 −u2‖−1‖u1 −
u2‖H1 . In virtue of Lemma 4.1 and Corollary 4.2, (4.20) implies that
∥∥(U , V )(t)∥∥2H 
∥∥(u10 − u20, v10 − v20)∥∥2H
{
e−Dt + ε (e−Dt + e2dt)+ Cε e
2dt }
. (4.21)2 D + 2d
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∥∥Pn0(u1 − u2, v1 − v2)(t∗)∥∥H 
∥∥Qn0(u1 − u2, v1 − v2)(t∗)∥∥H (4.22)
for t∗ > 0. Then by (4.21), we get
∥∥(u1 − u2, v1 − v2)(t∗)∥∥2H  2
∥∥Qn0(u1 − u2, v1 − v2)(t∗)∥∥2H

∥∥(u10 − u20, v10 − v20)∥∥2H
{
e−D0t∗ + ε
2
(
e−D0t∗ + e2dt∗)+ Cε e
2dt∗
D0 + 2d
}
, (4.23)
where D0 = D1λn0+1 − D2. Take ε > 0 so small that
ε
(
e−D0t∗ + e2dt∗) 1
128
, (4.24)
and secondly a number n0 large enough to hold
2
(
e−D0t∗ + Cεe
2dt∗
D0 + 2d
)
 1
128
. (4.25)
Then we conclude
∥∥(u1 − u2, v1 − v2)(t∗)∥∥2H 
(
1
8
)2∥∥(u10 − u20, v10 − v20)∥∥2H , (4.26)
and hence (4.14). 
It is early seen that the assertion of Theorem 1.2 holds according to Theorem 4.3.
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