Abstract-
I. INTRODUCTION
T HE synchronous DRAM (SDRAM) has been widely accepted as a DRAM which enhances speed without introducing revolutionary changes into the conventional DRAM architecture [1] - [8] . Owing to the synchronization of internal timing signals with the external clock which is shared with the CPU, it is easy to incorporate many high-speed functions into the SDRAM. Contrary to the asynchronous DRAM, in the SDRAM the consideration about set-up and hold times is relatively simple because the internal circuits have enough timing margin through the latches inserted for the synchronization. The burst read operation is a typical high-speed operation in the SDRAM. In this mode, once a word line is selected by a row address and a column address is accepted, the consecutive data on the same word line can be read by the internal column address counter synchronized with the external clock.
Different pipeline architectures have been widely employed in the SDRAM for high-speed operation [1] , [3] - [8] . However, little discussion on their performances or comparison with each other has been reported. In this paper, the cache refill time of the different SDRAM architectures is examined analytically as the measure of the efficiency of the SDRAM's. And the pipeline architectures for high-speed SDRAM's are analyzed by the formula developed in the present study, and the design guidelines for fast pipeline architecture are discussed.
II. ON-CHIP CACHE REFILL TIME
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meet the needs of not only CPU but also cache and memory. The program execution time is given as
where , and are number of read references reaching a cache, number of stores in the program, cache miss rate, average number of cycles to complete a write operation, cycle time, and cache refill time, respectively [9] . Among them, or the total time required to replace the cache with new data from the SDRAM can be used to evaluate the performance of the SDRAM in the computer system without L2 cache. The relationship between system clock cycle time and the worst case access time of the SDRAM determines the . Here, only the internal sense amplifier cache hit is considered for simplicity. That is, the delay time from row activation to read-command input is excluded, and only the burst read operation is considered. This can be justified by the fact that most DRAM architectures have almost the same row path delay. If is the memory access time under the worst conditions, such as high temperature, low
, and large process fluctuation, the smallest integer which satisfies (2) can be found, where is the CAS latency of the SDRAM. If clock cycles are necessary for the data refill and , the total time for the data refill is given as
In case of the SDRAM, is equivalent to the burst length. From (2), it is clear that the shortest cache refill time is obtained when , or when the number of the pipeline stage is equal to .
Pentium chip incorporates Harvard organization, such as an 8-Kbyte code cache and an 8-Kbyte data on-chip cache [10] . The line size is 32 bytes or 256 b and the data bus width is 64 b. If cache miss occurs, four cycle times are necessary to replace the data in the on-chip cache, that is . When the secondary cache is omitted and only SDRAM main memory is used, its speedup factor referenced to the conventional asynchronous DRAM and the total cache refill time can be written as [11] Speedup (4)
From the analysis, it is found that with a fixed value of , the bigger is, the larger the speedup or the shorter the total refill time can be. However, as increases, the number of 0018-9200/97$10.00 © 1997 IEEE latches inserted into the path to synchronize their operations increases, causing more delays to the access path. This imposes a limitation on the maximum value of and it is optimized as (6) where , , and are the delay time through a latch, the cost factor of the access path, and the cost factor of a latch, respectively [12] . The cost factor can be interpreted as the silicon area. As can be seen from (6), with the increase of the delay time of a latch and area of a latch , the optimum decreases.
III. COMPARISONS OF DIFFERENT PIPELINE ARCHITECTURES Fig. 1(a) shows the three-stage pipeline architecture of the column address path [1] , [5] . The first stage is the address buffer stage. The second stage is composed of a column decoder and an I/O sense amp. The third stage is the data output buffer stage. Although the three stages are intended to be divided equally with respect to the propagation delay, the second stage, an analog amplification stage, has the longest delay because its further subdivision by latches may cause the signal loss. As investigated in Section II, for this architecture the total time has the smallest value when the cycle time . However, the delay time of the second stage is larger than , or , which means that the three-stage pipeline architecture is not an optimum one.
In order to overcome the delay inconsistency, the second stage is split further and an additional latch is inserted into the read data (RD) line as shown in Fig. 1(b) [3] . This results in the reduction of the delay time in the second stage with a loss of signal's S/N ratio and increase of , the CAS latency, from three to four. If this approach is to be more effective than the three-stage pipeline, of the four-stage pipeline, 7 , should be less than that of three-stage pipeline, 6 , where and are the proportional coefficients of the cycle time to the access time in three-stage and four-stage pipelines, respectively. If is assumed to be 1/3 and both architectures have the same , the cycle time of the four-stage pipeline should be less than , or the propagation delay time of the each stage in the four-stage pipeline should be less than . This requirement is too stringent to be fulfilled due to S/N ratio degradation and the additional latch leads to the increase of the data access time to make this approach ineffective.
Another approach is to add a parallel path to the longest delay stage of the pipeline as shown in Fig. 1(c) [4] . This is known as the prefetch architecture. Once a read operation starts, a column select line and its consecutive one are activated simultaneously. From the second data, the cycle time of the second stage becomes only half of that in the three-stage pipeline architecture with no change in the number of the pipeline stages. In this architecture, the cycle time can be chosen to meet the condition for the shortest total time, . However, Y-addresses are not free to be input randomly.
The approaches mentioned above have one common basic idea; in order to decrease the clock cycle time, they insert more latches into the column address access path for synchronization of signal flow. On the contrary, no latches are inserted in the wave pipeline architecture as shown in Fig. 2(a) . Since no clocked storage elements are present in the data path, overheads such as clocking overhead and partitioning overhead in (6) do not exist. As a result, the wave pipeline can increase the clock rate by increasing while the access time remains practically unchanged [13] .
In a wave pipeline architecture shown in Fig. 2(a) , a column address is sampled by a short pulse generated from the clock buffer circuit. The pulsed signal that comes from the Y-address decoder selects the column switch which then makes the bit line sense amp launch a data pulse into the I/O line, without waiting for the previous pulse to be latched by the output buffer register. The number of pipeline stages is determined by the number of waves transferring the access path at one time. If the worst case delay time from the Y-address input to the data output is and the number of pipeline stages is , the data pulse width should satisfy the condition of . Because of the variations of the rising/falling times and the effects of capacitive loads at each node in the wave pipeline path, the pulse width of the wave gets broader with the propagation through the path as depicted in Fig. 3(a) . Although the relationship is satisfied at the address buffer, it is not the case at the end of the pipeline stage. Unless the pulse width is less than , the waves can overlap with each other along the pipeline path. In order to keep the pulse width narrow, the wave pipeline requires pulsed data and pulsed control signals. The post charge logic or selfresetting logic is a good candidate for the generation of the pulsed signals [6] , [14] . In an example given in [6] , the pulse width is kept as four-inverter delay, which is less than 2 ns.
IV. PARALLEL REGISTERED WAVE PIPELINE ARCHITECTURE
For the high-speed reliable operation, the wave pipeline architecture should remove not only the overlap of waves in a path due to the pulse width broadening but also the collision of waves from different paths at the end terminal of the pipeline path. When cell 1 and cell 2 of Fig. 3(a) are the farthest and the nearest cells from the data output buffer, respectively, and if data from cell 2 follows the data from the cell 1 which needs to leave the pipeline path at the end of the path, the second data must be launched into the pipeline path after from the first wave launching, where and are the delay of cell 1 and cell 2, respectively. Unless this condition is satisfied, the data waves collide at the output buffer. Fig. 3(b) shows variation of the with the propagation of the data pulse through the column address access path when the external clock cycle time is . In addition to the access time difference caused by the path length difference as shown in Fig. 3(a) , there exists fluctuation in the access time due to the internal noise and variations in temperature, process, and supply voltage in the SDRAM chip. If under the worst conditions and under best conditions are and , respectively, the minimum cycle time for the wave pipeline architecture of Fig. 3(b) is restricted to be (7) where margin is the time window during which the external device can capture the data [15] .
If the wave pipeline architecture is to be more effective than the conventional pipeline architecture, obtained from (7) must be less than or (8) In the simple CMOS gate, is near to . As and increase, (8) is more difficult to be satisfied in the SDRAM where the difference between and is large. The valid time window can be controlled by attaching a parallel register stack to the end of the wave pipeline path as shown in Fig. 4(a) . In this architecture, with registers stacked parallel at the end of the pipeline, a control circuit directs the data waves from the I/O sense amp to registers one by one, for example, the first data from the I/O sense amp to the first register and the second data to the second register, and so on. Each register holds the data for cycle time or till the next data replace the previous ones. Therefore, the valid time increases up to . The minimum cycle time is given as (9) By a proper choice of the value of , can be reduced to be less than that of the conventional wave pipeline. Especially, when is chosen to be , the number of the pipeline stages, and , the is equal to . This means that if is larger than , there is no wave overlap problem at the output stage caused by the path delay variations. Therefore, the cycle time can be optimized only by narrowing the pulse width by using the self-resetting logic even in the presence of large fluctuations in access time. Fig. 4(b) shows the timing diagrams of the parallel registered pipeline architectures. The data outputs under the best and worst conditions are shown. In the conventional wave pipeline, the first data under the worst conditions outputs at the same time as the second data does under the best conditions as shown in Fig. 2(b) . To avoid the data collision, the on-chip cache has to change the data acquisition timing according to the environmental and process variations, which is not realistic. The parallel registered wave pipeline architecture resolves the acquisition timing variation by holding the data for a longer period of time than one cycle. In the example of Fig. 4 , a three-register stack is attached at the output terminal of the three-stage wave pipeline path. The first data is latched by the register 0 and second data by register 1, third data by register 2, and fourth data by register 0 again. The latching timings under the best and worst conditions differ from each other as for the conventional wave pipeline architecture. However, the data D0 can be acquired at under both the best and worst conditions since the register holds the data for three cycle times. D1, D2, and D3 can be acquired at , , and , respectively, without any valid time window restriction. Another advantage of this architecture is that latency programming and control can be easily implemented as explained in [6] . shorter than those of the conventional pipeline architectures because they do not experience the latch delay , and in the conventional pipeline architectures, the cycle time is limited by the number of latches in the pipeline path. In the wave pipeline architecture the limitation on the cycle time results from the intrinsic pulse width broadening and access time fluctuations caused by the environmental variations. On the contrary, the cycle time of the parallel registered wave pipeline architecture with self-resetting CMOS logic is restricted by only the data pulse width . If is chosen to be less than 2 ns, the system clock frequency of 500 MHz can be obtained.
V. DISCUSSIONS AND CONCLUSIONS
The lower bounds of of the three-stage and fourstage pipeline architectures are and , respectively. The prefetch architecture has of . The wave pipeline architecture may have a shorter if is satisfied, which is, however, unpredictable. In the parallel registered wave pipeline architecture, can be made to converge to by choosing to be far smaller than . Therefore, parallel registered wave pipeline architecture can have the smallest and among the considered pipeline architectures.
The speedup of SDRAM's has a value of two to four. The three-stage pipeline architecture has a smallest speedup, two, and the parallel registered wave pipeline architecture has the maximum value, nearly four, by choosing . If the chip area of the three-stage pipeline architecture is chosen as a unit reference, the four-stage pipeline architecture shows 9% increase and prefetch architecture has a 7% increase because they have complicated clock control circuits and clock distribution lines in the DRAM core area. On the contrary, the wave pipeline architectures do not have layout burden for clock distribution circuits and latches. Although the parallel registered wave pipeline architecture has register stacks at each data output buffer, its layout burden is relatively small because the periphery area near the data output buffer has enough room for extra layout.
In conclusion, this paper shows that the parallel registered wave pipeline architecture has the best performance among different pipeline structures even in the presence of the access time fluctuation. In addition, the parallel registered wave pipeline architecture is shown to be the best candidate for the high-speed SDRAM where analog operation such as sensing and amplification of cell signal and digital data transfer along I/O lines are mixed together. If the pulse width is chosen to be less than 2 ns, even 500-MHz system clock frequency can be obtained.
