Abstract. We introduce a new notion of the determinant, called symmetrized determinant, for a square matrix with the entries in an associative algebra A. The monomial expansion of the symmetrized determinant is obtained from the standard expansion of the commutative determinant by averaging the products of entries of the matrix in all possible orders. We show that for any xed nite-dimensional associative algebra A, the symmetrized determinant of an n n matrix with the entries in A can be computed in polynomial in n time (the degree of the polynomial is linear in the dimension of A). Then, for every associative algebra A endowed with a scalar product and unbiased probability measure, we construct a randomized polynomial time algorithm to estimate the permanent of non-negative matrices. We conjecture that if A = Mat(d; R) is the algebra of d d real matrices endowed with the standard scalar product and Gaussian measure, the algorithm approximates the permanent of a non-negative n n matrix within O( n d ) factor, where lim d?!+1 d = 1. Finally, we provide some informal arguments why the conjecture might be true.
Introduction
(1.1) Permanent and determinant. Let A = (a ij ) be an n n real matrix and let S n denote the symmetric group of all permutations of the set f1; : : : ; ng. The
is called the permanent of A. We will be interested in the case when A is nonnegative: a ij 0 for i; j = 1; : : : ; n.
To compute or to approximate the permanent e ciently is one of the most intriguing problems, see, for example, Jerrum and a i (i) can be computed using O(n 3 ) arithmetic operations (even when A is a matrix over a commutative ring), see, for example, Sections 11.1 and 15.1 of Papadimitriou 94].
Hence it seems natural to try to use determinants to approximate the permanent.
(1.2) Permanent estimators. The following approach is due to Godsil and Gutman and independently to Girko (see, for example, Chapter 8 of Lov asz and Plummer 86] and Section 3 of Chapter 2 of Girko 90] . Let us choose a probability distribution on R with the properties that Then is a random variable and it turns out that E = per A. Hence, in principle, per A can be approximated by averaging su ciently many determinants. It turns out that by extending the ground eld, one can ensure a better concentration of around its expectation and hence a better computational complexity of the approximation.
In Karmarkar et al. 93] it was shown that if one allows u ij to be complex numbers (we must de ne then = j det Bj 2 ), one can make the variance of smaller. More precisely, the variance of for the distribution that chooses the cubic roots of unity with the probability 1=3 each is exponentially smaller in the worst case than that for that chooses ?1 and 1 with the probability 1=2 each.
In Barvinok 99] , it was shown that if is a Gaussian distribution in R then with high probability a random value of approximates its expectation within a c n factor for c 0:28; similar behavior is observed when is a complex Gaussian distribution, but in the complex case the constant c gets better: c 0:56. Moreover, if is a quaternionic Gaussian distribution (in which case should be the Study determinant of B, that is the determinant of the complexi cation of B, see, for example, Aslaksen 96]), the constant c gets even better: c 0:76. This suggests that it may be of interest to construct more determinant-type estimators, as they could provide still better concentration properties of .
Let us summarize some useful properties of the estimator. The estimator = (u ij ) : i; j = 1; : : : ; n is a function of n 2 independent and identically distributed random variables u ij , such that:
(1.2.1) For each choice of u ij , the value of (u ij ) can be computed using a polynomial in n number of arithmetic operations; (1.2.2) The expected value of is per A; (1.2.3) For any choice of (u ij ), the value of (u ij ) is a non-negative real number; (1.2.4) Let us x all u ij except those in one row i 0 (resp. in one column j 0 ). Then is a quadratic form in fu i 0 j : j = 1; : : : ; ng (resp. in fu ij 0 : i = 1; : : : ; ng). In this paper, for every associative nite-dimensional algebra A we construct an estimator with the properties (1.2.1){(1.2.4).
(1.3) Non-commutative determinants. Exploring analogues of determinants over non-commutative rings and algebras is a very old topic, see, for example, Aslaksen 96] for a survey and Gelfand and Retakh 97] for new developments. Interestingly, most important non-commutative determinants, such as the Dieudonn e determinant, quasideterminants of Gelfand and Retakh and the Moore determinant of a Hermitian quaternionic matrix turn out to be computationally e cient. However, with the notable exception of the Moore determinant, they are not close enough to the monomial expansion of the commutative determinant to produce a permanent estimator. On the other hand, as was noticed by S. Friedland Friedland 00] , the most straightforward version due to Cayley Cdet A = X 2S n (sgn )a 1 (1) a n (n) for an n n matrix A = (a ij ) with the entries a ij in an associative algebra A would have suited our purpose perfectly well had there been any reason to believe that this expression can be e ciently (in polynomial in n time) computed, see also Section 5.2.
The ambiguity that prevents the straightforward extension of the determinant to non-commutative algebras is that there is no natural choice for the order of the factors in the product Q n i=1 a i (i) . We resolve this ambiguity by taking the average of the products in all possible n! orders. Hence for an n n matrix A = (a ij ) with the entries in an associative algebra A over a eld F of characteristic 0, we write sdet A = 1 n! X ( ; )2S n S n (sgn )(sgn )a (1) (1) a (n) (n)
(\sdet" stands for the \symmetrized determinant"). It is easy to see that if A is commutative, we get the standard determinant. We prove that for any xed 3 nite-dimensional algebra A, the value of sdet A for an n n matrix over A can be computed in a polynomial in n time. More precisely, if the dimension of A as an F-vector space is r, sdet A can be computed in O(n r+3 ) time.
The paper is organized as follows. In Section 2, we discuss mixed discriminants, which are crucial for our proof in Section 3 of the polynomial time computability of the symmetrized determinant. In Section 4, for every nite-dimensional associative algebra A over R endowed with a scalar product and an unbiased probability distribution , we construct a permanent estimator which satis es (1.2.1){(1.2.4).
In Section 4, we conjecture that if A = Mat(d; R) is the algebra of d d matrices endowed with the standard scalar product and Gaussian probability measure, then the algorithm approximates the permanent of an n n matrix within a O( n d ) factor, where lim d?!+1 d = 1. We also provide some intuitive argument supporting the conjecture.
Preliminaries: Mixed Discriminants
(2.1) De nition. Let A 1 ; : : : ; A n be n n matrices over a eld F of characteristic 0. We write A k = (a k ij ), where a k ij 2 F for i; j = 1; : : : ; n and k = 1; : : : ; n (k is the index, not the power). Let t 1 ; : : : ; t n 2 F be variables. The expression det ? t 1 A 1 + : : : + t n A n is a homogeneous polynomial in t 1 ; : : : ; t n of degree n and its normalized coe cient D(A 1 ; : : : ; A n ) = 1 n! @ n @t 1 : : : @t n det ? t 1 A 1 + : : : + t n A n is called the mixed discriminant of A 1 ; : : : ; A n . In terms of the entries (a k ij ) of the matrices A 1 ; : : : ; A n , the mixed discriminant can be written as We are particularly interested in the situation when the number of di erent matrices among A 1 ; : : : ; A n is small. The following result is Lemma 9.3 from Barvinok 97] . For the sake of completeness, we present its proof here.
(2.3) Lemma. Let k 1 ; : : : ; k r be non-negative integers such that k 1 + : : : + k r = n and let A 1 ; : : : ; A r be n n matrices. Then D (3.5) Algorithm for computing sdet A for A 2 Mat(n; A) Input: An algebra A given by the structural constants f k ij g in some F-basis e 1 ; : : : ; e r of A and an n n matrix A 2 Mat(n; A) given by n n matrices A 1 ; : : : ; A r 2 Mat(n; F) such that A = A 1 e 1 + : : : + A r e r . Output: The element sdet A 2 A given by its coe cients in the basis e 1 ; : : : ; e r . Algorithm: First, for all r-tuples of non-negative integers k 1 ; : : : ; k r such that k 1 + : : : + k r = n, using the identity of Lemma 2. An important observation is that if dim F A = r is xed, the algorithm has polynomial time complexity.
(3.6) Theorem. For a xed r, given an n n matrix A 2 Mat(A; n), Algorithm 3.5 computes sdet A 2 A using O(n r+3 ) arithmetic operations.
Proof. Theorem 3.2 and Lemma 3.4 imply that the algorithm indeed returns the correct value. The number of all r-tuples of non-negative integers k 1 ; : : : ; k r such that k 1 + : : : + k r n is ? n+r r , which is a polynomial in n of degree r. The complexity bound follows from this and Corollary 2.4. Let us x an R-algebra A. We assume that as a real vector space, A is nitedimensional, so as a vector space A is isomorphic to R m for some m. Suppose that there is a scalar product h ; i : A A ?! R. In other words, for every two elements a; b 2 A, a real number ha; bi is de ned, such that ha; bi = hb; ai; h a + b; ci = ha; ci + hb; ci for a; b; c 2 A and ; 2 R and ha; ai 0 for all a 2 A. For example, if A = Mat(d; R) is a matrix algebra, one may choose ha; bi = Tr(ab t ). Generally, we don't assume any relation between the multiplication in A and the scalar product. We also allow the form h ; i to be degenerate, that is, we allow ha; ai = 0 for some non-zero a. As usual, we de ne kak 2 = ha; ai.
Suppose further, that there is a Borel probability measure on A with the properties: and Y 1 ; : : : ; Y n are sampled independently and at random from A.
For a given real non-negative matrix A = (a ij ), let us de ne a random n n matrix B 2 Mat(n; A), B = (b ij ) as follows: b ij = p a ij X ij ;
where X ij are sampled independently and at random from A. Then E k sdet Bk 2 = c(n; ) per A:
Proof. By De nition 3.1,
Hence k sdet(B)k 2 can be written as the sum of the terms 1 n! 2 (sgn 1 )(sgn 1 )(sgn 2 )(sgn 2 )
for all 4-tuples ( 1 ; 2 ; 1 ; 2 ) 2 S n S n S n S n .
Suppose that the sets of indices X 1 (1) 1 (1) X 1 (n) 1 (n) ; X 1 ( (1)) 1 ( (1)) X 1 ( (n)) 1 ( (n)) :
Let us x 1 ; 1 2 S n and let range over S n . Then the expected value of the corresponding sum of monomials is c(n; ) n! Thus to sample a random matrix a 2 A, we sample each of its d 2 entries independently from the standard normal distribution.
The construction of Section 4 gives us a permanent estimator. Although we don't know the value of c(n; ), we don't really need it, since we can approximate it by applying the same algorithm to the identity matrix.
Hence, for each positive integer d, we obtain a permanent estimator. Note, that the complexity of the d-th algorithm is O(n d 2 +3 ). We discuss some plausible reasons why the conjecture might be true.
(5.2) Why there might be sharp concentration.
From Theorem 4.3 and Chebyshev's inequality, one deduces that the value of c ?1 (n; )k sdet Bk 2 is unlikely to overestimate per A: P c ?1 (n; )k sdet Bk 2 K per A 1=K for every K > 0. Hence the main problem is to prove that c ?1 (n; )k sdet Bk 2 is unlikely to underestimate per A as well.
Suppose that in Algorithm 5.1, instead of the symmetrized determinant of B, we take the Cayley determinant Cdet (see Section 1.3). One can prove that 
