Abstract-In this study, we present a visual sensor for domestic service robots, which can capture both color information and three-dimensional information in real time, by calibrating a time of flight camera and two CCD cameras. The problem of occlusions is solved by the proposed occlusion detection algorithm. Since the proposed sensor uses two CCD cameras, missing color information of occluded pixels is compensated by one another. We conduct several evaluation to validate the proposed sensor, including investigation on object recognition task under occluded scenes using the visual sensor. The results revealed the effectiveness of proposed visual sensor.
I. INTRODUCTION
In recent years, robots have been used in various scenes and applications. Under these circumstances, the appearance of robots coexisting with people is expected. In order to coexist with humans, the robot needs to grasp the actual environment in which humans live. In particular, it is important to recognize objects existing in the real environment. To realize that, an object recognition system that is robust to changes in the environment is required.
In realizing a robust object recognition system, the use of three-dimensional information is crucial because of its robustness to illuminating change. For that purpose, a sensor that can simultaneously acquire color information and the three-dimensional information is necessary. The development of three-dimensional measurement technology in recent years has been remarkable, and various methods have been proposed. These methods can be roughly divided into a method using a passive sensor and a method using an active sensor. In general, active sensors such as laser rangefinder (LRF) are less susceptible to illumination and the like, can measure distance faster, and more accurately than passive sensors such as stereo cameras. However, the three-dimensional LRF is large and very expensive, so it is not suitable for applications such as domestic service robots. Moreover, by driving a two-dimensional LRF by a motor, a method for obtaining highly accurate three-dimensional information is often used for environment mapping of a mobile robot. However, there is a problem that it takes time to scan in order to move the twodimensional LRF with a motor. Time of flight (TOF) cameras are attracting attention as one of active sensors to solve these problems [1] . A TOF camera can acquire three-dimensional M. Attamimi is with the Department of Electrical Engineering, Institut Teknologi Sepuluh Nopember, Surabaya, Indonesia e-mail: attamimi@ee.its.ac.id.
T. Nagai is with Departement of Mechanical Engineering and Intelligent Systems, The University of Electro-Communications, Tokyo, Japan.. information at a speed of about 30 fps. Although its accuracy is inferior to LRF, it is very high compared to baseline stereo. The TOF camera is also a relatively small device, and it is easy to install in a domestic service robot.
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Therefore, in this paper, we construct a visual sensor for a domestic service robot that is able to measure information on the environment at high speed and with high accuracy; by integrating color information that is captured by the CCD camera and highly accurate three-dimensional information that is acquired from a TOF camera. In this case, by calibrating the TOF camera and the CCD camera, it is possible to match the corresponding pixel positions. However, since each camera has a different viewpoint position, occasionally, occlusion occurs when the point observed by the TOF camera is not observed by the CCD camera. At the pixel position where this occlusion occurs, a false correspondence between three-dimensional information and color information occurs, so distortion of an image such as a false contour occurs, which may adversely affect object recognition.
In this paper, we propose a method to detect occlusion at high speed and prevent erroneous response to this problem. Furthermore, with the proposed sensor, by using two CCD cameras, color information missing due to occlusion is compensated by another camera. This makes it possible to simultaneously obtain color information and highly accurate three-dimensional information in real time. Solving the occlusion problem in sensors is important for applications in object recognition. For example, a region hidden by occlusion includes information on colors and textures necessary for specifying the object. Experiments show that these problems can actually occur and that they can be solved by the proposed method.
TOF cameras have been drawing attention for several years and various applications are being studied. In [2] , a TOF camera is used for three-dimensional map generation by the rescue robot. The estimation of 3D pose and camera motion using a TOF camera is proposed in [3] , [4] . Moreover, the effectiveness of the TOF camera has been shown in [5] , [6] by applying the sensor to the tracking of the head and objects and the detection of people. However those studies focused only on three-dimensional information obtained by the TOF camera. The problem of calibration of a TOF camera and a CCD camera is described in [7] , [8] , [9] . However, the main focus of that study is the correction of the distance information of a TOF camera. Moreover, the problem of occlusion of the TOF camera and the CCD camera has been pointed out in [10] , but it does not mention the concrete occlusion detection method, nor does it consider the problem in object recognition.
Recently, inexpensive three-dimensional sensors for games, Kinect [11] , [12] are attracting attention. By using Kinect, it is possible to acquire color and depth information at the same time, but since the depth is measured by irradiating an infrared pattern, its accuracy is not as good as the TOF camera. Moreover, since it is supposed to be used for a game controller, there is a disadvantage that the distance near the sensor can not be measured. In addition, since only one CCD camera is used, it is impossible to compensate for missing information due to occlusion.
II. OVERVIEW OF PROPOSED VISUAL SENSOR
In this study, the proposed visual sensor is illustrated in Fig. 1 . The sensor consists of a TOF camera and two CCD cameras. The visual sensor can acquire color and accurate three-dimensional information in real time by calibrating a TOF camera and two CCD cameras. To calibrate two different types of cameras, the following problems are required to be considered. First, the CCD camera has much higher resolution (1024 × 768) than the TOF camera (176 × 144). Second, each camera has its own parameters such as focal length, lens distortion, relative position, and so forth. The occlusion problem, which caused by relative positions of sensors, has to be resolved as well. These problems are discussed in the following sections.
A. Time of flight camera
In general, the distance measurement capability of TOF camera is based on a TOF principle, i.e., the time taken for light to travel from an active illumination source to the objects in the field of view and return to the sensor is measured. In this paper, an off-the-shelf TOF camera SwissRanger SR4000
[13] is used. It emits a modulated near infrared (NIR) and the CMOS/CCD imaging sensor measures the phase delay of the returned modulated signal at each pixel. These measurements in the sensor results in a 176 × 144 pixel depth map.
B. Camera calibration
In order to calibrate the visual sensor, we need to estimate the camera's parameters. In the geometric camera calibration, the parameters that express camera pose and properties can be classified into extrinsic parameters (i.e. rotation and translation) and intrinsic ones (i.e. focal length, coefficient of lens distortion, optical center and pixel size). The extrinsic parameters represent camera position and pose in three-dimensional space, while the intrinsic parameters are needed to project a threedimensional scene onto the two-dimensional image plane.
We use Zhang's calibration method [14] in our proposed visual sensor, since the technique only requires the camera to observe a checkerboard pattern shown at a few different orientations. For the calibration of the TOF camera, the reflected signal amplitude can be used to observe the checkerboard (a) (c) (b) pattern. Therefore, it is straightforward to apply the same calibration method.
C. Color mapping
Assume that the geometric relationship between the camera coordinate systems is represented as in Fig. 2 . Then, the coordinate of a point P can be written as,
where, (R 1 , t 1 ) and (R 2 , t 2 ) denote extrinsic parameters for TOF and CCD cameras, respectively. The rotation matrix and the translation vector for the CCD camera is represented respectively by R and t.
It should be noted that lens distortions are assumed to be compensated by the estimated intrinsic parameters. Since the TOF camera provides (x 1 , y 1 , z 1 ) directly, we can transform three-dimensional information for all pixels of the TOF camera into the CCD camera coordinate system using Equation (1). Finally, color mapping is carried out by the following perspective projection, where (u 2 , v 2 ) and f 2 represent pixel location on the CCD's image plane and the focal length of the CCD camera, respectively. Figure 3 shows a result of the color mapping process.
III. OCCLUSION
When integrating information of multiple sensors, it is necessary to consider a region in which some sensors can not measure it, i.e., an occlusion region. The following three regions are considered in this paper.
1) The region which is measurable from both of TOF and CCD cameras. 2) The region which is measurable only from the TOF camera.
3) The region which is measurable only from the CCD camera. Since color information, which is captured by the CCD camera, is mapped to a corresponding pixels of the TOF's depth map, we have to take care of the second case. Figure 4 illustrates the situation where occlusion occurs. Figure 4 (b) depicts the situation where a point (marked with × in Fig. 4(b) ) can be measured from the TOF camera but cannot be measured from the CCD camera. This situation leads to a false mapping of color information and a pseudo object appears as shown in Fig. 5 . Therefore, occluded regions have to be detected and removed.
The Z-buffer method, which is widely used in the area of computer graphics, is applicable. However, it requires a threedimensional data with polygon mesh representation. Instead,
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Volume 2, Number 1, April 2018 we propose a fast occlusion detection algorithm that works in the color mapping process. The basic idea is to use the property for alignment sequence of corresponding pixels between TOF camera and CCD cameras. If there is no occlusion, the corresponding pixel location of the CCD camera moves to the same direction as the horizontal scanning direction of the TOF camera's depth map. On the other hand, the corresponding pixel location of the CCD camera moves to the opposite direction when the occluded region starts. This is based on the property known as the order constraint [15] in stereo vision.
In the three-dimensional restoration by stereo vision, the order constraint is used as a constraint in searching for corresponding points. In this study, however, the correspondence points are already known, and the order constraint is used for detecting the occlusion. However, since the depth changes abruptly at the end position of occlusion (such as the boundary of the object), the accuracy of the depth information acquired by the TOF camera decreases. Therefore, if the determination of the end position of occlusion is used as it is, the occlusion region remains unremoved, and the phenomenon like a false contour occurs (see Fig. 6(c) red circle) . This problem can be solved by expanding the regions to be deleted at the time of occlusion detection. The width to be expanded is set to a width proportional to the width of the occlusion region itself. This is because the width to be expanded is considered to depend on the amount of change in the depth. In other words, the larger the change in the depth, the wider the occlusion regions are needed. Since the amount of change in depth is considered to be reflected in the size of the occlusion region, the region is expanded by an amount proportional to the width of the occlusion region itself. The algorithm for detecting occluded regions is described as follows.
1) Find all pixels in the CCD camera that have correspondence with N u × N v pixels of the TOF camera; where, N u and N v denote respectively width and height of image captured by the TOF camera. Now, let (U (u i ), V (v j )) be a coordinate of the CCD camera's image plane that corresponds to (u i , v j ) on the TOF camera. Set i = 0, j = 0, and k = 0. 2) Increase the value of i, and if U (u i ) < U (u i−1 ) for v j −th row go to (3), otherwise go to (2) , and if i = N u go to (5). 3) Increase the value of k, if U (u i−1 ) < U (u i−1+k ) go to (4), otherwise go to (3). If i + k = N u , then u i to u i−1+k becomes the occlusion region; and go to (5). 4) For v j − th row, u i to u i−1+ k(1+α)+0.5 is set as the occlusion region, and set i = i − 1 + k(1 + α) + 0.5 , k = 0, then go to (2) . Here, α represents the rate at which the occlusion region is expanded, and α = [0, 1]. Moreover, a denotes the largest integer that does not exceed a. 5) Set i = 0 and increase the value of j, then go to (2) . If j = N v the process ends.
It should be noted that the algorithm above is for the left-CCD and TOF cameras. For the right-CCD camera, the scanning has to carry out from right to left direction (from i = N u in decreasing direction). Figure 6(a) shows the result of proposed occlusion detection. It can be seen from Fig. 6 that, the results of detection are varied when the value of α is JAREE
Since our proposed system has two CCD cameras, which are mounted on both sides of the TOF camera, color information of occluded pixels are compensated by the other camera as shown in Fig. 4(c) . Figure 6 (b) depicts the occlusion compensation result. When the value of α is small, many occlusion regions are left out (red circles in Fig. 6(c) ). On the other hand, increasing the value of α reduces the omission remaining in the occlusion regions. However, if the value of α is too large, the normal regions will also be removed (orange circle in Fig.  6(c) ). Therefore, we should determine the value of α to balance the omission of the occlusion region with the elimination of the normal region. In this paper, we determine the value of α experimentally (see section IV-A).
IV. EVALUATION OF PROPOSED VISUAL SENSOR A. Accuracy of occlusion detection
In order to measure the accuracy of the proposed occlusion detection, we conducted an experiment. In this experiment, with respect to the image with occlusion (acquired from the left CCD camera), we manually labeled the occlusion pixel as the groundtruth. Then, we changed the value of α and calculated recall, precision, and F-measure of the proposed algorithm. When changing the value of α from 0 to 1, the best result was obtained with α = 0.5. The value of recall, precision, and F-measure were 0.85, 0.72, and 0.72, respectively. Hence, in this paper, we set α = 0.5.
B. The influence of occlusion on object recognition
One of our motivation in this study is to realize a sensor that can facilitate object recognition under occluded scenes. To validate the proposed sensor, we performed object detection in the occluded scenes and investigated the influence of occlusion on such a task. The definition of occlusion here is one occured in the region (2) as mentioned in section III (see Fig. 4(b) ).
The situation of the scene where occlusion occurs is illustrated in Fig. 7 . First, we placed the object (red square of Fig.  7(a) ) behind a certain object as shown in Fig. 7(a) . When the occlusion regions are not considered, color information of some parts of the object (the orange squares of Fig. 7) is mapped falsely as illustrated in Fig. 7(b) . On the other hand, if such regions can be detected and removed, it should be as shown in Fig. 7(c) . Moreover, if we can compensate such regions by the other camera, it should be as illustrated in Fig.  7(d) . Under these circumstances (Fig. 7(b), (c), and (d) ), we performed object recognition.
Experiments were carried out using 10 objects shown in Fig. 8 . These objects consist of five pairs of objects that are exactly identical in shape and differ only in some textures or colors. In other words, when different parts of color and texture are hidden by occlusion, it is difficult to distinguish pairs from each other. Different objects with only a part of these are relatively common in package of goods.
In this study, we adopted the object learning process proposed in [16] . In the learning phase, the user teaches the objects to the robot at various angles, and the robot generates a database which contains feature vectors of 50 frames per object. In the recognition phase, 40 frames of images, where occlusion occurred as shown in Fig. 7 were captured for each object, were recognized. An example of an actual scene is shown in Fig. 9 . We used the method proposed in [17] to perform object recognition. We compared the recognition results of the following three cases.
1) Occlusions are not detected.
2) Occlusions are detected without compensation is not performed by the other CCD camera. 3) Occlusions are detected and compensation is performed by the other CCD camera. The results are shown in Fig. 10 . First for case (1), i.e., when occlusion is not considered (see Fig. 9(b) ), information other than the object is included in the occlusion regions. This 
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The proposed visual sensor fact leads to worse recognition rate (50%). Considering that there are two objects of the same shape, it can be said that this is the chance level of the recognition result. On the other hand, for case (2), i.e., when the occlusion region is detected and color information of the region is removed (see Fig. 9 (c)), the recognition rate has improved to 75%. This is because the colors erroneously mapped in the object regions were removed, which enable to recognize the object when the minimum clues necessary for identification are remained. Furthermore, by using the proposed visual sensor (case (3)) (see Fig. 9 (d)), occlusion by one camera is compensated by another camera. This compensation gained back the missing information due to occlusion, which can improve the recognition rate to 92.5%. This result is a special result using objects that are difficult to recognize due to the lack of some information. However, it is said that we are actually using objects that exist around us and that occlusion in the sensor has a possibility of adversely affecting object recognition. The proposed sensor is possible to avoid such adverse effects.
V. CONCLUSION
In this paper, we have proposed a visual sensor which is based on the calibration of a time of flight camera and two CCD cameras. The proposed sensor is able to provide accurate three-dimensional information with registered color information in real time. We have evaluated the proposed visual sensor, and the results given in this study indicates that the proposed sensor can handle occlusion and contributed to the object recognition task. In addition, our visual sensor is also easy to implement on the domestic service robot.
