ABSTRACT High-resolution (HR) face images are usually preferred in many computer vision tasks. However, low-resolution (LR) face images, which are often obtained in real scenarios, can be converted to a high resolution with the super-resolution techniques. In this paper, we propose the weighted elastic net constrained sparse representation (WENSR) super resolution method for face images. The method considers image gradient and weighted elastic net penalties. Due to the high similarity between human faces, it is not very suitable to only use 1-norm in the sparse representation model. The elastic net has a grouping effect and is more suitable for real-world data. The gradient is very important information in the image, we also use image gradient to enhance the final output. The tests of our method on both synthetic data and real-world data, such as FEI, CAS-PEAL-R1, and CMU+MIT face image dataset suggest a competitive performance gain in terms of peak signal to noise ratio (PSNR) and structural similarity (SSIM).
I. INTRODUCTION
High-resolution face images can provide more information and improve the performance in many vision tasks, such as recognition [1] , tracking [2] . In real cases, however, due to the effects of environmental factor, limitation in image sensors, lossy image compression, the image we get is usually a low-resolution face image. Super-resolution algorithms estimate a high-resolution face image from the corresponding low-resolution face image with pre-learned inter-resolution relation.
In recent years, face image super-resolution task has attracted much attention. Freeman et al. [3] proposed the first learning-based super-resolution approach. There are mainly five approaches for super-resolution, which are functionalinterpolation methods, reconstruction-based methods and learning-based methods, global-based face recovery methods and local patch-based face image recovery methods. We will review these methods below.
Interpolation-based methods is a low-complexity reconstruction method. There are three classic interpolation methods: nearest neighbor interpolation, bilinear interpolation and bicubic interpolation [4] . Many new methods have been
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proposed recently. Zhang and Wu [5] introduced a new approach to the nonlinear interpolation technology by using directional filtering and data fusion, which can preserve edge sharpness. Jiang et al. [6] proposed the SRLSP method and fully considered the statistical characteristics of training set and the local structure information of face. However, interpolation-based methods often fail to achieve satisfactory results. Especially when an LR image is blurry, the recovered image often has watercolor-like artifacts.
Reconstruction-based methods are used to obtain highresolution face images from a down-sampled and blurred low-resolution face images [7] . The iterative back projection (IBP) method proposed by Irani and Peleg [8] is a proposed reconstruction method of spatial SR images. First, one frame of an HR image is estimated and used as an initial solution, and then a corresponding simulated LR image is calculated based on the observation model. Dong et al. [9] added adaptive non-local information to the iterative steps of the IBP to reduce the reconstruction error. The principle of the IBP method is simple, and it can be applied to any smooth motion and non-uniform additive noise. Projection onto convex sets (POCS) based on set theory was first proposed by Stark and Oskoui [10] to define multiple constraints such as positive definiteness, energy boundedness, observational data consistency, local smoothness, etc. as vector spaces in convex sets.
Then the intersection of convex sets is the solution space for SR reconstruction. Tang et al. [11] proposed a POCS algorithm based on wavelet bicubic interpolation and edge constraint, found the cause of edge halo phenomenon in the traditional POCS algorithm, and reduced the impact of motion information error. The POCS method can be flexibly compatible with the complex airspace observation model, and it can maintain the edge and detail information in the HR image well. However, the POCS method is not unique in its solution, and the convergence speed is slow. However, these methods have its inherent limitation that the magnification cannot be too large [12] .
Learning-based methods utilize mapping relations between high-resolution and low-resolution face image pairs to determine a high-resolution face image from a lowresolution counterpart. Ni et al. [13] first proposed a superresolution reconstruction method based on support vector machine (SVM). The method is to solve the kernel learning problem of semi-definite programming by adding some constraints and converting the semi-definite programming problem into a quadratic programming. The disadvantage is that it is difficult to represent high-dimensional spatial features in low-dimensional space. Chang et al. [14] proposed a Neighbor Embedding (NE) algorithm for face super-resolution. The advantage of this method is that it can also reconstruct better results with fewer training samples. However, in the process of matching, undermatching or overmatching may occur easily. In recent years, Yang and Wang [15] and others proposed a super-resolution reconstruction algorithm based on sparse representation. This algorithm introduces the theory of compressed sensing, reduces the dimension of high-and low-resolution images, reduces the reconstruction time while ensuring prior knowledge, and greatly improves the super-resolution reconstruction efficiency of the image.
Global-based face image recovery approaches treat the entire face image as a whole when we restore the high-resolution face image [16] - [24] . In [18] , Wang and Tang applied Principal Component Analysis (PCA) to face super-resolution reconstruction. Specifically, the input image is represented by the low resolution of the training set, and then the high-resolution image is replaced with the same combination coefficient to generate an output high resolution image. Avan Chakrabarti et al. [19] proposed a face super-resolution reconstruction using Kernel Principal Component Analysis (KPCA). This approach considered valuable prior information outside the higherdimensional feature space. However, the reconstruction result is not very good when the number of training face images is small. Zhang et al. [20] utilized a novel manifold learning method called Locality Preserving Projections (LPP). Huang et al. [21] considered the inherent statistical correlation between HR and LR images and proposed a super-resolution method using canonical correlation analysis (CCA). These global-based approaches are good at capturing global face appearance, but not good at detail recovery.
In order to effectively alleviate the problems above, Local patch-based face image recovery approaches have been proposed recently [16] - [17] , [25] - [29] , [31] - [35] . In these approaches, the face is divided into small patches, reconstructed separately, and then stitched into a complete face image. Due to the introduced face local information, the reconstruction performance is usually better than global approach. The face super-resolution based on sparse representation has attracted many people's attention. Ma et al. [25] , [26] proposed a learning-based method using position-patches information, called Least Square Representation (LSR). This approach, unlike PCA, LLP, does not include dimensional reduction operations, and therefore does not require residue compensation. All feature information and non-feature information are included in the reconstruction coefficients. However, when the dimension of training sample is higher than that of patch dimension, the least square estimation of LSR is not unique [27] . Jung et al. [28] proposed a Sparse Representation (SR) approach using a sparsity-constrained optimization instead of least square estimation. The SR approach can find an unbiased solution which solves the above problems effectively. But SR pays too much attention to sparsity and ignores the local correlation of face. Zhu et al. [30] proposed an image fusion solution based on dictionary training method. Zhu et al. [36] proposed a novel image method exploiting dictionary training method to improve sparse-representation effect. However, in the nonlinear manifold structure of human face, locality is more important [29] . Recently Jiang et al. [34] proposed a novel patch-based representation approach for face superresolution, which is referred as Locality-constrained Representation (LcR). The LcR approach adds locality constraint to the least square inversion problem. In this approach, each image patch is projected adaptively into the neighborhood of the training set. Different from the previous LSR [25] , [26] and SR [28] , this approach maintains both sparsity and locality. But, the LcR method does not take into account the inherent structural relationships of the data set. It is worth noting that Li et al. [37] proposed a novel bidirectional filter approach which can enhance the sharpness of edges of the super-resolution images. It shows the important role of image edges in super-resolution.
In our previous work [35] , I-GCSR model is proposed ( Fig. 1) , which exploits the gradient information to improve the face super-resolution result. But in all of the previous works, they only used 1 or 2-norm. In the face feature, it is highly relevant, only using 1-norm makes the coefficient sparse, or 2-norm makes the coefficient smooth. Based on simultaneously considering 1 or 2-norm, Zou and Hastie [38] proposed a novel regularization and variable selection approach, named the elastic net. The elastic net has a grouping effect, where strongly correlated factors tend to be selected or not selected together. Moreover, elastic net is more prominent than lasso and has the similar [39] analyzed the elastic net in detail and proved that the elastic net estimator is not only applicable to the prediction and is also suitable for variable/feature selection. Inspired by elastic net, we construct a weighted elastic net as the penalty term. The main contributions of this paper are listed as follows:
1) We propose a new model, named Weighted Elastic Net Sparse Representation (WENSR) for super-resolution. The main idea is to fully consider image gradient and weighted elastic net penalty in super-resolution.
2) The alternating direction method of multipliers (ADMM) is adopted to optimize the WENSR model.
3) We show that the performance of our algorithm on several face databases and compare the result against other baseline algorithms.
The remainder of the paper is organized as follows. In Section II, we present the weighted elastic net sparse representation method. In Section III, we will make experiments on simulated and real face datasets. Finally, we draw the conclusion for this paper in Section IV.
II. PROPOSED METHOD
In this section, we pithily introduce the sparse representation model for face super-resolution, and then present the main idea of our WENSR model and develop an efficient algorithm based on ADMM for solving the proposed model.
We first introduce some necessary notions and preliminaries as follows. Denote Y n l and Y n h as the training HR and LR face images, n = 1, 2, . . . , N , where N is the number of training samples. Denote X l as the input testing LR face image and X h is the corresponding output super-resolution face image. Based on the patch-based face super-resolution, all HR and LR testing face image is separated into M patches, X l (i.j)|1 ≤ i ≤ P, 1 ≤ j ≤ Q, according to the predefined patch size and overlap pixels, where P represents the patch number in vertical axis and Q represents the patch number in horizontal axis. Similarly, we divided the LR and HR training face images into M patches (Fig. 2.) (Y n h (i, j)) denotes a small patch at the position (i, j) of the n-th training sample in the LR (HR) training set.
A. SPARSE REPRESENTATION
There are some face image super-resolution models based on sparse representation [28] . In our work, for every small subset of patches to represent X l (i, j), it can be represented as following form:
where w (i, j) 0 represents the 0 -norm which represents the number of non-zero element of w (i, j), and ≥ 0 Represents the maximum reconstruction error of input X l and N n=1 Y n l w n . We usually don't directly solve l 0 -norm minimum [40] . Recent studies [41] show that if the solution is sufficiently sparse, then it can be approximated by 1 -norm minimization:
where w (i, j) 1 represents the 1 -norm, which represents the sums of the absolute values of w (i, j).
To transform a constrained problem into an unconstrained problem, we use the Lagrange multiplier method. In equation (2), its Lagrangian function becomes
where , j) ) denotes the penalty regulation function of w(i, j). In equation (2), P(w (i, j)) represents 1 -norm. But in this article, we don't just use 1 -norm. We will describe in detail in section B. 
B. WEIGHTED ELASTIC NETWORK SPARSE REPRESENTATION MODEL
Before introducing our approach, let's briefly review the work of our last article [35] ,
where G x (i, j) is the gradient of input LR face image, and G y (i, j) is the gradient of training face images. And
where Cosine is the cosine similarity between the input image gradient G X (i, j) and training image gradient G n
represents the sum of the absolute values of all the elements in G n Y (i, j). In previous literatures, such as [32] and [34] , they only use weighted 1 -norm or weighted 2 -norm. 1 -norm is the convex approximation of 0 -norm, meaning sparse regularization of w(i, j). It usually selects a salient feature from a group of highly relevant feature, and the local structural features between features are not fully represented. The purpose of 2 -norm is make the elements in w(i, j) very small and close to zero. This means that the reconstructed images are smooth. Therefore, to balance 1 -norm and 2 -norm, we adopt a weighted elastic network [38] as follows,
where 0 ≤ λ ≤ 1 is the trade-off parameter, when λ = 0 equation (4) is reduced to weighted 2 -norm, when λ = 1 equation (4) is reduced to weighted 1 -norm, that is the same as our last work [35] .
Above all, our final model is as follows,
C. OPTIMIZATIONS
To solve optimization problem (7), we transform the formula into the following form,
where
We optimize WENSR model (8) using the alternating direction method of multipliers (ADMM) [42] - [45] . We introduce the auxiliary variable
Then, the WENSR model in equation (8) can be rewritten as the following equivalent form:
where γ = βλ. This constrained optimization problem can be solved by its Lagrangian dual form. The augmented Lagrangian function of equation (9) can be transformed into,
where z is the Lagrange multiplier vector, and ρ > 0 is the penalty parameter. Since it's hard to optimize all the variables at the same time. Therefore, we solve this optimization problem by alternately minimizing one variable and fixing another variable. These steps are also called alternating direction method of multiplies (ADMM) algorithm. Under the framework of multi-block ADMM, the optimization problem of L ρ with respect to each variable can be solved by the following sub-problem:
where u = z /ρ is the scaled dual variable. More details derived from equation (10) to equation (11) are shown in the Appendix. We then alternate optimization of each variable until the stop condition is satisfied. The stop condition is that the primal and dual residuals must be small e.g.
. p and n are the size of Y ∈ R p×n . abs > 0 is an absolute tolerance and rel > 0 is a relative tolerance. In this paper we set abs = 10 −3 and rel = 10 −2 . After we have get the optimal weight vector w(i, j), the corresponding reconstruction face image patch is obtained by: we first enlarge the image to the desired size with the bicubic interpolation, and then calculate the gradient images. We adopt the strategy of patch super-resolution reconstruction [34] , [35] . Due to the manifold consistency between LR and HR, we can use the weighted linear combination of HR face image patches in the training set to obtain the reconstructed HR output face image patch [34] - [35] . To improve the gradient information, we adopted the strategy of iterating and updating the input gradient image with the same idea as in [35] . In summary, the procedure of face super-resolution via WENSR is described as the following algorithm 1. 
III. EXPERIMENT RESULTS
In this section, in order to validate our proposed WENSR method for face super-resolution, we carry out both simulated and real face data experiments and compare to other super-resolution methods in quantitatively and visually terms. All the experiments are performed using MATLAB (R2016a) on Windows 10 OS. We tune parameters by grid search of the proposed method and compared methods in order to achieve the optimum value of PSNR and SSIM.
We use the peak signal to noise ratio (PSNR) and the structural similarity (SSIM) index to evaluate reconstruction accuracies. PSNR and SSIM generally measure the similarity of two images in pixel values and structure respectively. MSE , where
, H , W are the height and width of images, and I ij ,Î ij are respectively the pixel values of the original and reconstruction images at the pixel (i, j). SSIM is also a measure of similarity between two images, which measures image similarity in terms of brightness, contrast and structure; see [46] for details. The higher PSNR and SSIM values indicate that the reconstruction results are better.
A. DATASETS AND BASELINE ALGORITHMS DESCRIPTION 1) DATABASE DESCRIPTION
In this paper, we make simulated experiments on FEI face database and CAS-PEAL-R1 database, and the actual effect of the algorithm is seen in CMU+MIT face database. We briefly describe these data sets and some preprocessing in the following. Fig. 3) . The FEI face database has 200 individuals (100 women and 100 men). Each individual consists of two pictures. We randomly select 180 individuals (360 face images) as the training set and the remaining 20 individuals (40 face images) as the test set. We generate the input LR face images by an average filtering operation and down-sampling. In this paper, the filtering size used in the experiment is 2 or 4. The down-sampling scale is 2 or 4. There are some training faces of the FEI database shown in figure 3 .
b: CAS-PEAL-R1 DATABASE [47]
The CAS-PEAL-R1 database is a large-scale Chinese face database. It contains 30871 images of 1040 individuals (595 man and 445 women). For each individual, we only choose natural facial expression images. All the images have been aligned by the two eyes center and cropped and resized to 128 × 112 pixels from HR original images. We randomly select 1000 individuals as the training set and the remaining 40 individuals as the test set. LR images are obtained using the same operations as FEI data sets (average smoothing and down-sampling). There are some training faces of the FEI database shown in figure 4. c: CMU+MIT FACE DATABASE [48] The CMU+MIT dataset is a face images data from Carnegie Mellon university and the Massachusetts institute of technology. It contains 511 face images, of which 130 are frontal face images. We select one of the database images, which contains multiple face images, to separate the face parts. The image will be shown in section D.
2) BASELINE ALGORITHMS
To illustrate the effectiveness of our proposed method, we chose several state-of-the-art algorithms. They are Bicubic interpolation [4] , Neighbor Embedding (NE) [14] , Sparse Representation (SR) [28] , Locality-constrained Representation (LcR) [34] , Smooth Regression with Local Structure Prior (SRLSP) [6] , Iterative-Gradient Constrained Sparse Representation (I-GCSR) [35] . In order to ensure the best performance of the comparison algorithm, we optimize the parameters for all comparative algorithms to get the best results. In particular, for NE algorithm, we set the number of neighbors = 75. For SR algorithm, we set the unique coefficient λ = 0.05. For LcR algorithm, we set λ = 0.001. For SRLSP algorithm, we set the α = 1.5. For I-GCSR, we set α = 0.02, β = 0.0001, in which the parameter L = 50 solved by the SPArse Modeling Software (SPAMS) are used [http://spamsdevel.gforge.inria.fr/].
In section B, we can check the performance of reconstruction between the proposed method and the comparison method in detail. In section C, we analyzed the performance of different parameters on face reconstruction in the model. Finally, in section D, we performed high resolution reconstruction of real-world face images. 
B. BASELINE EXPERIMENTS
To show the superiority of our algorithm, we test our proposed method on FEI face database and CAS-PEAL-R1 face database. We set the magnification scale to 2, and the gaussian average blur window size to 4 × 4. And We set the number of patch pixel is 16×16, the number of overlapping pixels is 12. Table 1 and Table 2 are PSNR and SSIM values of different algorithms in FEI datasets and CAS datasets, respectively.
In the Table 1 and Table 2 , we find that our proposed algorithm has a 0.92 and 0.9 improvement in PSNR over other algorithms, respectively. However, on the SSIM value, our algorithm is not even better than the SRLSP in the FEI database, but 0.002 improvement on the CAS-PEAL-R1 database. However, we can see that the WENSR algorithm proposed by us is also improved on the SSIM compared with the previous proposed I-GCSR algorithm. The reason that SRLSP is prominent in SSIM may be due the fact that the algorithm is based on interpolation, and the results of reconstruction are more similar in structure.
C. PARAMETER ANALYSIS
In this subsection, we analyze the effect of the different parameter settings. 
1) THE PERFORMANCE OF DIFFERENT α AND β
Frist, we analyze two most important parameter α and β for the effect of reconstruction results. The α and β are the coefficients for gradient and regular items, respectively. We set upscale is 2, blur window is 4, patch size is 16, overlap is 12, and λ is 0.85. We make experiments on FEI database. We fix β = 10 −4 and α range in [10 −2 , 10 −3 , 10 −4 , 10 −5 , 10 −6 ], the PSNR and SSIM of reconstruction results is shown in Fig. 5(a) . Correspondingly, we fix α = 10 −4 and β range in [10 −2 , 10 −3 , 10 −4 , 10 −5 , 10 −6 ], The PSNR and SSIM of reconstruction results is shown in Fig. 5(b) . Notice when α = 10 −4 and β = 10 −4 , the reconstruction results have the best performance. So, in the discussion later in this article, we set α = 10 −4 , β = 10 −4 . And the value of λ will be discussed later in detail. From the Fig. 5 (a) we find when the coefficient of gradient reconstruction is less then 10 −4 , the reconstruction result tends to be stable. This shows that the gradient of the image has a certain influence on the image reconstruction, but not too much. From the Fig. 5 (b) we find the value of the coefficient of regular items β can't be too big or too small. If the value of beta is too large, it will be overcorrected. If it is too small, it will not be regularized.
2) WEIGHTED ELASTIC NET
In this subsection, we analyze the weighted elastic net parameter λ. From the formula (6), we can see that the elastic net is a balance between weighted 1 -norm and 2 -norm. In the Fig. 6 , We find when λ = 0, the face reconstruction effect is better at PSNR and SSIM than λ = 1. It means that 2 -norm is better than 1 -norm in face reconstruction. Because the human face is a picture with a highly structured similarity, it is more likely that the reconstructive weight w tends to be 0, rather than sparse. We can see the value of λ with the best performance of the PSNR and the SSIM is between 0.8 and 0.9 but is not at the same value. So, we choice a compromise value, which is 0.85. It's because the training dataset has repetitive people with different emoticons and information redundancy.
3) THE PERFORMANCE OF DIFFERENT PATCH SIZE AND OVERLAP PIXELS
Our proposed algorithm is patch-based method, the size of patch and overlap pixels is also an important factor that has an impact on the reconstruction results. We set the upscale is 2, the blur window is 4, αis 1e-4, β is 1e-4, λ is 0.85. Table 3 shows the performance of our algorithm in FEI database concentration under different size of patch and overlap. We find that when patch size is 16 and overlap is 12, our algorithm performs best on PSNR and SSIM. If patch size pixel is too small, it provides too little information to capture the structure of face, and the result of reconstruction contains many noises. If patch size pixel is to large, the result of reconstruction would lose some details, especially when the data set is not large enough.
4) THE PERFORMANCE OF NUMBER OF ITERATIONS
In this subsection, we analyzed the impact of the number of iterations for the reconstruction results shown in figure 7 . We chose I-GCSR, which is also an iterative algorithm, for comparison. We can find that when the upscale = 2, the effect of I-GCSR iteration algorithm is not much improved after 2 iterations, but the WENSR algorithm has a larger increase. When upscale =4, the PSNR and SSIM of the I-GCSR do not increase steadily with the number of iterations. And our WENSR algorithm is more smooth and stable. It shows that the weighted elastic network is more stable than the weighted 1 -norm and can fully utilize the gradient information.
D. EXPERIMENTS ON REAL-WORLD IMAGES
To illustrate the effectiveness of our algorithm in the real world, we chose a picture of the CMU+MIT dataset, as shown in figure 8 (a) . There are eight faces in the picture, and we cut them out of the picture. The size of the split faces is not the same. For the convenience of the input model, we reset the split images to a size of 60 × 50 with a bicubic interpolation. Since these are European and American faces, we use the FEI database as a training set. And we set the magnification scale to 2, and the gaussian average blur window size to 4 × 4 to generate LR training set. Then we do super-resolution reconstruction using Bicubic interpolation, NE, SR, LcR, SRLSP, I-GCSR, and our proposed WENSR method. In figure 8 (b) , the eight split faces are divided from top to bottom, and from left to right are the reconstruction results of the above seven different algorithms.
We can find that when the face picture is frontal, our algorithm's reconstruction results are more reasonable, but not good for noise treatment. In particular, when the face image is not standard, or the expression is ambiguous, the reconstruction effect is not very satisfactory. This shows that our algorithm is not robust enough. This is because the pictures in the training set only have frontal and smiling faces. The method based on NE and LcR is good at dealing with noise and getting more comfortable visual effect. As far as the VOLUME 7, 2019 SRLSP algorithm is concerned, as an interpolation algorithm, noise has a great influence on the output.
IV. CONCLUSION
In this paper, we focus on the face super-resolution method. A weighted elastic net sparse representation model is proposed for face super-resolution. The alternating direction method of multipliers (ADMM) method is used to solve the proposed model. In combination with our previous work, it shows excellent reconstruction performance with the weighted elastic net regularization. The weighted elastic net penalty takes into account the structure similarity of face image and sparsity of the database. The experiment results on face databases show the effectiveness of our proposed method.
However, there are still several issues that deserve attention in the future. 1) Although experiments show that the weighted elastic net sparse representation has better performance, we are still focusing on frontal face images, which may be ideal in real case. Many of the facial images observed are occluded, shaded, expressive, etc., and the performance of our proposed algorithm for these cases needs a further investigation. 2) Another problem is that in large data sets, ADMM algorithm is very time consuming. How to accelerate the computing is still an open question.
