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ABSTRACT 
Let A be a n × n symmetric matrix and in the closure of inverse M-matrices. 
Then A can be factored as A = BB r for some nonnegative lower triangular n × n 
matrix B, and cp-rank A ~< n. If A is a positive semidefinite (0, 1) matrix, then A is 
completely positive and cp-rank A = rank A; if A is a nonnegative symmetric H-ma- 
trix, then A is completely positive and cp-rank A < n(n + 1)//2 - N - (n - /z), 
where /z is the number of connected components of the graph G(A). © 1998 
Elsevier Science Inc. 
1. INTRODUCTION 
Let A = (ai, j) be and n x n positive semidefinite matrix which is also 
nonnegative: i.e., a i j >/0. A is called completely positive if it can be 
decomposed as A " BB r, where B is an n X m nonnegative matrix. A 
number of  authors have discussed the problem of conditions for a given 
matrix to be complete positive [6, 7, 10]. 
Results of Diananda [3] and Hall and Newman [6] on quadratic forms 
show that a nonnegative factorization of a nonnegative positive semidefinite 
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n X n matrix is possible when n ~< 4. Furthermore, for any completely 
positive matrix, a nonnegative factorization with m ~< 2 n was constructed by 
Hall and Newman [6]. Hannah and Laffey [7] have founded a better bound 
for m. They have shown that there exists a factorization with m <<. ~k(k + 1) 
- N, where k = rank A and 2 N is the maximal number of off-diagonal 
entries which equal zero in a nonsingular principal submatrix of A. 
Kaykobad [9] proved that if a symmetric nonnegative matrix is diagonally 
dominant hen it is completely positive, and gave an algorithm for construct- 
ing the factorization by graph theory. At the end of [9], he got the result by a 
numerical example that if A is diagonally dominant and symmetric nonnega- 
five, then A can be factored as BB T, where B is an n X m matrix with m 
1 <~ ~n(n + 1) - N - (n - /z), 2N is the number of zeros in off-diagonal 
positions of A, and /x is the number of connected components of the graph 
G( A). 
If A is completely positive, then the smallest number of columns in a 
nonnegative matrix B such that A = BB T is denoted as cp-rank A. For every 
(possibly rectangular) nonnegative matrix A, the smallest number of columns 
of a matrix B such that A = BC where B and C are nonnegative is called 
the nonnegative rank of A, and for every completely positive matrix A, 
cp-rank A >/nonnegative rank A >~ rank A 
(see Berman and Plammons [2]). 
Let A be the set of n-by-n nonsingular M-matrices, ~'0 the set of 
singular M-matrices, .~,-1 the set of inverse M-matrices, and .,tr-1 the 
closure of the inverse M-matrices. A nonnegafive matrix A belongs to the 
closure if A is a limit of a convergent sequence of inverse M-matrices. 
Our principal observation is that if A ~ ~ i is symmetric, then A is 
completely positive and cp-rank A ~< n; if A is a positive semidefinite (0, 1) 
matrix, then A is completely positive and cp-rank A = rank A; if A is a 
nonnegative symmetric irreducible H-matrix, then A is completely positive 
and cp-rank A <~ ½n(n + 1) - 2N - (n - 1), where 2N is the number of 
zeros in off-diagonal positions of A; if A is a reducible H-matrix, then 
cp-rank A <~ n(n + 1)/2 - N - (n - /z), where /z is the number of con- 
nected components of the graph G(A). A proof of the last statement is given 
in 9, Theorem 3]. 
2. MATRICES AND COMPLETELY POSITIVE MATRICES 
In this section, we confine ourselves to (0, 1) matrices, whose elements 
are O's and l's. In general, (0, 1) matrices are of great combinatorial interest. 
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Let A be a symmetric (0, 1) matrix of order n. We get that 
PROPERTY 2.1. If  A is a positive definite (0, 1) matrix, then A must be 
the identity matrix I. 
THEOREM 2.1. If A is a positive semidefinite (0, 1) matrix, then A is 
completely positive and cp-rank A = rank A. 
Proof. Since A is a symmetric (0, 1) matrix, by permutating the rows and 
columns of A, we can get that the rank of the leading principal submatrix 
formed by rows and columns numbers 1, 2 . . . . .  rank A is rank A. 
Let 
An A~I/, 
where A u is of order rank A and is a full-rank matrix. Since A is positive 
semidefinite, All, A~ must be also positive semidefinite. By Property 2.1, 
A n is the identity matrix I of order rank A. So 
( i  0 (, 0 ) 
-A21 I A = . I 0 B - Azl A~I 
By rank A = rank All , we get 
rank(B - A21A~1 ) = O. 
So B = A21A~l and 
(1 )( ) I 0 I _A~I -1 
A = _A~I 0 0 0 I 
Denote 
D = 
( ,0 )1  ( ) DT = I _AT1 -1 
-A21 I ' 0 I 
Then, D, D r are inverse M-matrices and 
rank A ~ rank A 
A =D E e,e/r] Dr = g 
i=1 / i=1 
( De,)( De,) T, 
e~ = (0 . . . . .  O, 1,0 . . . . .  0). 
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So A is completely positive and cp-rank A ~< rank A. But by [2], cp-rank A 
>t rank A; then cp-rank A must be rank A • 
3. INVERSE M-MATRICES AND THE CP RANK 
Recall that an n-by-n matrix B is called an M-matrix if 
B =/3 I -P ,  
in which P is an n-by-n componentwise nonnegative matrix and /3 ~> p(P), 
the spectral radius of P. I f /3  > p(P), A is called a nonsingular M-matrix. 
We call an n-by-n nonsingular matrix A an inverse M-matrix if A -1 is a 
nonsingular M-matrix. It is well known that an inverse M-matrix is compo- 
nentwise nonnegative, and that a nonsingular matrix with nonpositive off-di- 
agonal entries is a nonsingular M-matrix if and only if its inverse is nonnega- 
tire. 
THEOREM 3.1 (Johnson [8]). I f  A ~t  "-1, then A may be written 
A = LU, 
where L is lower and U is upper triangular and L, U ~At "-l. Furthermore, 
the factorization is unique up to scaling of the diagonal entries of L and U. 
Let A ~.,g-1 and be symmetric. It is easy to get that A is completely 
positive and cp-rank A = n. By taking limits, we get that 
THEOREM 3.2. I f  A ~ .dr'-1 and is symmetric, then A can be factored as 
A = LoLTo 
where L o is lower triangular, L o ~ .¢t'-1, and cp-rank A ~< n. 
Before proving the theorem, we introduce the results of Fiedler, Johnson, 
and Markham [5] about the closure of inverse M-matrices. 
THEOREM 3.3. Suppose A is a nonnegative n X n matrix. Then the 
following statements are equivalent: 
(1) A ~.K  -1, 
(2) (A  + D)-1 <<. D-1 for each positive diagonal matrix D, 
(3) (A + D)-1 belongs to Jr" for each positive diagonal matrix D, 
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(4) ( A + a I ) -  1 belongs to ~ for all a > O, 
(5) (A  + D)-1 A >1 0 for each positive diagonal matrix D, 
(6) ( I  + cA)-1 <~ I for all c > O, and 
(7) cAZ(I + cA) -1 <~ A for all c > O. 
Proof of Theorem 3.2. Suppose that A ~ .,~'- a. By Theorem 3.3 and 
Theorem 3.1, for n = 1, 2 . . . . .  
1 
- - I  + A = L.L~, Ln ~_¢,[[-i, 
n 
and L ,  is a lower triangular nonnegative matrix. Let or/~n) denote the row 
vector of the ith row of L, ;  then 
1 
II a}")ll~ = a , , ,  + - <~ ai, i + 1 ,  i =- 1 ,2  . . . . .  n ,  n = 1 ,  2 . . . . .  
n 
and each entry of L n is bounded. So for L n (n = 1, 2 . . . . .  ), there exists a 
subsequence L,~ (k = 1, 2 . . . . .  ) such that 
l imLnk =L  0, A =L0 LT 
k--*~ 
where L 0 is nonnegative lower triangular and L 0 ~ .~t'- 1. So A is completely 
positive and cp-rank A ~< n. • 
4. A ESTIMATION OF THE CP RANK FOR H-MATRICES 
In this section, we discuss the cp rank for H-matrices. 
DEFINITION 4.1 [4]. A matrix A is called an H-matrix if its comparison 
matrix m(A)  is an M-matrix, where 
/la@ i =j, 
m(A) , , j  = / - la, j l ,  i 4=j. 
A is called a nonsingular H-matrix if m(A)  is nonsingular, and a singular 
H-matrix if m(A)  is singular. 
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LEMMA 4.1. I f  A is a irreducible M-matrix, then there exists a positive 
diagonal matrix D such that 
(1) AD is a diagonally dominant matrix; 
(2) i f  A is a nonsingular H-matrix then ADe = (1, 0 . . . . .  O) T, where 
e = (1, 1 . . . . .  1)r; i fA  is a singular H-matrix then ADe = (0, 0 . . . . .  0)T; and 
(3) DAD is also a diagonally dominant matrix. 
Proof. Consider the linear system 
A(d  1,d 2 . . . . .  dn) T = (1 ,0  . . . . .  O) r. 
let 
(1) I f  A is a nonsingular irreducible M-matrix, then A-1 is positive. So 
(d  1, d 2 . . . . .  dn) r = A-1(1 ,  0 . . . . .  O) T, 
and let 
d 1 
D= 
d~ 
dn I . 
Then D is a positive diagonal matrix, AD is a diagonally dominant matrix, 
and ADe = (1, 0 . . . . .  0) r. 
(2) I f  A is a singular irreducible M-matrix, then A can be written 
A = /31 - B0, /3 = p(B0) ,  
where B 0 is a nonnegative irreducible matrix. Since B o is irreducible, by the 
Perron-Frobenius theorem there exists a positive vector x o = (dl, d 2 . . . . .  
dn) T such that 
Box o = p( Bo)x o. 
So Ax o = fix o - p (Bo)x  o = O. Let 
d2 
D= ; 
• . 
d.  
Then AD is diagonally dominant and ADe = O. 
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Obviously, in each case, DAD is also a diagonally dominant matrix. • 
THEOREM 4.1. I f  A is a nonnegative symmetric irreducible H-matrix, 
then A is completely positive. In that case, if A is a nonsingular H-matrix, 
then cp-rank A <.< ½n(n + 1) - N - (n - 1); if A is a singular H-matrix, 
then cp-rank A <~ ½n(n + 1) - N - n, where 2N is the number of zeros in 
off-diagonal positions of A. 
Proof. By Definition 4.1, the comparison matrix m(A) is an M-matrix. 
According to Lemma 4.1, there exists a positive diagonal matrix D such that 
Drn(A)D is diagonally dominant and satisfies Lemma 4.1. So DAD is also a 
diagonally dominant nonnegative symmetric matrix. Denote C = DAD = 
(c,,j). 
If A is a nonsingular H-matrix, then the first row of DAD is strictly 
diagonally dominant (that is to say, Cl, 1 > ~ j ,  iCl,j) and the other rows are 
equally diagonally dominant (c c i = E j ,  ici,j). So 
C = OtoOt T + ~.~c,,k(e i +e j ) (e ,  + ej) T, 
i <j 
where a 0 
get 
A = D-laoaToD-1 + ~,c i , jD - ' (e  i + e j ) (e i + e j ) rD - '  
= (Cl,  1 --  ~jcalCl,j)l/2,0 . . . . .  0 )  T, and  by (D- l )  T = D -1 ,  we  can  
i <j  
=(D- lao) (D- lao)T+ ~_,c, . j [D- l (e,  +e j ) ] [D- l (e ,  +ej ) ]  T 
i <j 
n(n - 1) n(n + 1) 
cp-rankA~< 2 + l -N= 2 N-  (n -  1), 
where 2 N is the number of zeros in off-diagonal positions of A. 
If A is a singular H-matrix, then C = DAD is equally diagonally domi- 
nant. So 
C = ~_, cc j (e  i + ej)(e, + ej) T. 
i<k 
In the same way, we can get that A is completely positive and 
n(n - 1) n(n + I) 
ep-rank A -<< 2 N = 2 N - n. It 
Hence, A is completely positive and 
280 SHUHUANG XIANG AND SHUWEN XIANG 
I f  A is a nonnegative symmetric reducible H-matrix, then there exists a 
permutation matrix P such that 
pAp r = { All A~ 2 
Akk 
(1.1) 
where Aii (i = 1, 2 . . . . .  k) is an ni × n i nonnegative symmetric irreducible 
H-matrix. By Theorem 4.1, we get 
THEOREM 4.2. If A is a reducible nonnegative symmetric H-matrix with 
form (1.1), then A is completely positive and 
k (n,(n,-1) ) 
cp-rankA~< ~ N~ = 
i=1  2 
n(n + 1) 
N-(n -k ) ,  
where 2N~ is the number of zeros in off-diagonal positions of A,, and k is the 
number of connected components ofthe graph G(A). 
Proof. We have to prove 
k (n i (n i -1 )  ) n(n+l )  
Yl 2 + I -N~ : 2 N+ (n -k ) .  
i=1  
Since N = E~I  Ni + hi(n2 + n3 + "'" +nk) + n2(n3 + "'" +nk) 
+ ... +nk_ln k, and n = (n 1 + n 2 + .." +nk), then 
1 1 k k 
-n  ~= ~+N-  ~2N, 2 7 En '  
i=1  i=1 
: 1, ) 
i=i 2" + I -N ,  - 
n 
k+- -+N.  
2 
So 
n(n + 1) 
N - (n  - k) : E 
t=1 
+ l -N~) .  
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NOTE. If A is a diagonally dominant nonnegative symmetric reducible 
matrix, then Theorem 4.2 is just Theorem 3 in [9]. But in [9], that theorem 
was illustrated only by a numerical example. 
EXAMPLE 4.1 (Ando [1]). 
A = 
0 2 0 1 
0 0 2 1 . 
1 1 1 3 
1 1 1 0 
A is a singular H-matrix. By Theorem 4.1, A is completely positive and 
cp-rank A ~ 1/2(5 >< 6) - 4 - 5 = 6. 
EXAMPLE 4.2 (Kaykobad [7]). 
A = 
1 3  1 3 18 7 0 2
2 7 20 6 • 
1 0 6 9 
0 2 1 2 
A is a nonsingular H-matrix. By Theorem 4.1, A is completely positive and 
cp-rankA ~< ~(5 X6) -2 -4=9.  
EXAMPLE 4.3. Let 
A = 
i 0 1 1 0 2 1 1 0 
1 4 1 0 
1 1 5 0 
0 0 0 3 
A is a reducible nonnegative symmetric H-matrix, and k = 2. By Theorem 
4.2, A is completely positive and cp-rank A = ½(5 X 6) - 5 - 3 = 7. 
We are grateful to the referee for many useful suggestions and to Professor 
Zhao-yong You for his helpful comments. 
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