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Abstract
Numerical simulations of evolving atmospheric phenomena are considered. The height of the vor-
tices is small with respect to their width and depending on the atmospheric phenomenon being
considered can have a diameter of hundreds if not thousands of kilometres. They can therefore be
thought of as large flat structures in a shallow atmosphere. A weakly compressible atmosphere is
assumed for both Earth-bound and Saturn simulations. The atmospheric fluid motion is subject
to the Coriolis pseudo-force, due to atmospheres being in a non-inertial rotating reference frame.
The simulations involve reducing the fully spherical nature of the atmosphere to a localised region,
so that the commonly used ‘tangent plane’ approximations apply. The advantage of using ‘tangent
plane’ approximations is that necessary spheroidal effects can be studied using Cartesian based
equations. Three types of ‘tangent plane’ approximations are used, (i) the f -plane, where the
Coriolis parameter is assumed constant over the entire region; (ii) the β-plane, where the Coriolis
parameter varies linearly with latitude and (iii) the δ-plane, which is a high latitude approximation
where quadratic effects of the Coriolis term are accounted for.
Large-scale low-pressure systems in the atmosphere are occasionally observed to possess
Kelvin-Helmholtz fingers spiralling outwards, and an example is shown in this thesis. However,
these structures are hundreds of kilometres long, so that they are necessarily affected strongly
by non-linearity. They are evidently unstable and are commonly observed to dissipate after a few
hours, and in rare cases may last for days. A model for this phenomenon is presented in this thesis,
based on the usual f -plane equations of meteorology, assuming an atmosphere governed by the
ideal gas law. Large-amplitude perturbations are accounted for, by retaining the equations in their
non-linear forms, and these are then solved numerically using a spectral method. Finger formation
is modelled as an initial perturbation to the nth Fourier mode, and the numerical results show that
the fingers grow in time, developing structures that depend on the particular mode. Results are
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compared with predictions of the β-plane theory and there is close alignment with f -plane results
at mid-latitudes. An idealized vortex in the northern hemisphere is considered, but the results are
at least in qualitative agreement with an observation of a system in the southern hemisphere.
Vortices in the atmosphere are rarely observed to be singular entities. Thus the non-linear be-
haviour of interacting mid-latitude vortices is also investigated. The vortices studied are coupled
binary systems and the high- or low-pressure in each vortex is modelled initially using an expo-
nential function. Non-linear results in the f -plane approximation are discussed at mid-latitudes.
It is found that the vortices do or do not interact, depending on their initial radii and the location
of their centres. A scaling law is found numerically for the ratio of these two quantities, which
determines whether interaction does occur at the approximate mid-latitude 43◦N. An approximate
rule has been developed, to generalize the scaling law to other latitudes.
Atmospheric vortices are rarely circular structures and have been observed to have a definite
polygonal form. Saturn’s North Polar Hexagon is an example of such a vortex, and was discov-
ered by Godfrey [31] who pieced together map projections of images captured by the Voyager
mission to unveil a hexagonal structure over the north pole of Saturn. This thesis attempts to an-
swer whether or not a hexagonal structure can be formed through anti-cyclones impinging on the
dominant eastward circumpolar flow and is in part based upon the proposed theory by Allison et
al. [1] that the Hexagon may be the result of at least one impinging anti-cyclone perturbing a
circumpolar jet centrally located around the 76◦N latitude. A high-latitude δ-plane approximation
is used to simulate the interaction between an initially circular circumpolar jet and at least one per-
turbing anti-cyclone. The simulations with one perturbing anti-cyclone failed to form a hexagonal
structure; yet by including an additional anti-cyclone it was found that depending on the strength,
location and radius of the perturbing anti-cyclones a hexagonal feature could develop. However,
the longevity and drift rate of the actual Hexagon must be attributed to other factors not considered
in this thesis.
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Chapter 1
Introduction
The study of vortices in fluids has a rich history of research that continues to this day. This includes
an array of applications from oceanographic, atmospheric and industrial problems. Vortices in flu-
ids can be defined as strongly swirling coherent structures [67] or coherent regions of anomalous
potential vorticity [51]. They form as a result of fluid rotation, shear and stratification.
The focus of this thesis is on the evolving behaviour of atmospheric vortices. Fluid motion in
the atmosphere is subject to the Coriolis pseudo-force, due to the Earth’s (or any other celestial
body’s) atmosphere being in a non-inertial reference frame. In such instances, the fluid motion is
partially driven by the Coriolis pseudo-force. The continual rotation of the Earth (celestial body)
plays a significant role in atmospheric dynamics, although the spherical nature of the Earth or any
other rotating celestial body is often less important over scales smaller than global. In such cases,
‘tangent plane’ approximations are commonly used to simulate atmospheric phenomena as they
simplify the full spheroidal equations without losing the general behaviour of the fluid system.
The f -plane is the simplest and true ‘tangent plane’ approximation and is used when the effects
of the Earth’s rotation attributed to latitudinal change can be neglected; it assumes the Coriolis
parameter is constant over the entire planar region and takes the value determined by the tangent
point latitude. The influence of Earth’s rotation varies with latitude and is approximated using the
β-plane that includes an additional component that gives a measure of the rate of change in the
Coriolis parameter f , denoted the β term. This approximation has the advantage of allowing for
latitudinal variability of the Coriolis pseudo-force, whilst incorporating spherical effects that the
f -plane ignores [70]. Rossby et al. [61] first developed the concept of the β-plane approximation
in 1939. Surprisingly, it was not until the early 1960’s when meteorological researchers such as
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Phillips [58] and Lipps [48] began to legitimize the use of the β-plane approximation. Lipps [48]
built on the work by Phillips [58] and outlined two specific conditions for which the β-plane ap-
proximation is valid for and emphasized that the conditions only hold in the mid-latitude regions.
Both the f -plane and β-plane approximations are used extensively in atmospheric fluid dy-
namics, but their validity is restricted to mid-latitude regions. Atmospheric vortices are not just
confined to mid-latitude regions. Polar regions of celestial bodies also experience large-scale vor-
tex behaviour. However, the commonly used f -plane and β-plane approximations are not valid to
use in simulating atmospheric vortex behaviour in polar regions. In order to study high-latitude
atmospheric Rossby waves Yang [78] proposed a δ-plane approximation. Similarly to the devel-
opment of the β-plane, where the β term represents the rate of change in the Coriolis parameter f ,
the δ-plane (denoted γ-plane by Nof [57]) includes the latitudinal variation of β and thus allows
for the quadratic variation in the Coriolis parameter around the polar regions, which was noted by
LeBlond [46] in what is considered to be the first valid polar plane approximation technique. Nof
[57] gives two sets of equations dependent on the tangent point latitude. The first set considers
the tangent point to be located at the pole so that the linear variation term β = 0 and disappears
entirely, resulting in the Coriolis parameter having solely quadratic variability. The second set of
equations given by Nof [57] takes into account that not all polar approximations have the need for
the pole to be the tangent point; in this case a simple coordinate transformation enables the now
non-zero β term to be recovered so that the Coriolis parameter also has linear variation in latitude.
A similar approach was used by Harlander et al. [34] to investigate flows near the poles with a
poleward rigid boundary, thereby only having linear and quadratic change along the north-south
y-axis. Unlike the β-plane approximation, higher-order approximations such as the δ-plane theo-
ries outlined by Yang [78], Nof [57] and Harlander et al. [34] can not be derived from spherical
geographic coordinates. However, using a rotated geographic coordinate system Harlander [33]
was able to derive a δ-plane model from spherical geometry.
Kelvin-Helmholtz flow is a classical problem in fluid mechanics, and it refers to the situation
in which two horizontal fluid layers, acted on by gravity and separated by a narrow interface, move
with different mean speeds. As a result, a shearing instability is present at the interface. Small
disturbances therefore grow in time, and may eventually develop into “cat’s eye” billows, which
are large complicated overturning structures. The problem has been the subject of intense study,
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and is described in the texts by Chandrasekhar [13] and Drazin and Reid [23].
Since Kelvin-Helmholtz flow is unstable, it is inevitable that non-linear effects become im-
portant within finite time, because the growing disturbance at the interface eventually becomes of
sufficiently large amplitude that linearized descriptions of it no longer apply. Moore [54] showed
that a curvature singularity is formed at the interface within finite time, in the classical Kelvin-
Helmholtz flow in which viscosity is ignored, and Cowley et al. [19] gave an ingenious asymp-
totic argument to confirm this prediction. Numerical solutions of this problem are found to fail at
about the critical time at which the curvature singularity is formed, but Krasny [41] overcame this
difficulty using a ”vortex blob” method, in which the interface was effectively replaced by a vortex
sheet of finite width. His calculations could then proceed beyond the time of singularity formation
at the interface, and at later times he obtained the rolled-up surfaces typical of Kelvin-Helmholtz
instability. Nevertheless, the problem remains ill-conditioned, and Baker and Pham [5] demon-
strated that different formulations of the ”vortex blob” approach could lead to different solutions
at later times.
The curvature singularity at the interface is a consequence of ignoring viscosity. When vis-
cous effects are re-introduced into mathematical models of such unstable flows, the singularity is
replaced with a small region of intense vorticity, and this is responsible for the interface rolling up
to form over-hanging structures. This was demonstrated by Forbes [26] in the related Rayleigh-
Taylor instability in which a heavy fluid overlies a lighter one. Chen and Forbes [15] included
viscous effects in the classical Kelvin-Helmholtz flow and carried out a careful study of the be-
haviour of the curvature in the inviscid case, and likewise showed that, when viscosity is included,
the singularity in curvature is replaced with a patch of interfacial vorticity that is ultimately re-
sponsible for the formation of over-turning “cat’s eye” spirals.
Instabilities in cylindrical flow geometries have also been the subject of considerable recent
interest. Matsuoka and Nishihara [50] considered an initially cylindrical patch of fluid that is dis-
turbed by a shock, and they showed that several over-turning plumes can form in a ring around the
originally circular interface. Similar unstable outflows were studied by Forbes [27] in a cylindrical
Rayleigh-Taylor flow, in which a light fluid is ejected from a line source into a surrounding heavy
fluid.
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Figure 1.0.1: Satellite image originally processed by the Bureau of Meteorology from the geostationary meteorological
satellite MTSAT-2 operated by the Japan Meteorological Agency, July 2, 2011 0323 GMT.
Instabilities can also occur at the cylindrical interface between two liquids, when either or both
fluids undergo rotation. Crapper et al. [20] considered the stability of a cylindrical jet undergoing
swirling motion with an additional velocity component directed along the axis of the cylinder.
This was a linearized analysis in which disturbances to the interface were assumed small. How-
ever, Caflisch et al. [9] undertook a non-linear study of a rotating axi-symmetric jet with a line
vortex present along its axis. Since the two fluids either side of the interface are moving with
different mean angular speeds, a kind of rotational Kelvin-Helmholtz flow instability exists, and
Caflisch et al. [9] found over-hanging plumes could develop along the jet. More recently, Forbes
and Cosgrove [28] considered planar flow in which a line vortex is present up the z-axis of a carte-
sian coordinate system, but an initially cylindrical interface centred on the z-axis separated two
fluids of possibly differing densities and angular speeds either side. They carried out a linearized
inviscid analysis and demonstrated that Kelvin-Helmholtz type instabilities could occur in this
cylindrical geometry, in a very similar manner to the classical planar situation discussed by Chan-
drasekhar [13, page 485]. Their large-amplitude inviscid results were also subject to the formation
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of a curvature singularity at the interface within finite time, similar to the result of Moore [54]
for planar flow. When viscous effects are included in the model, Forbes and Cosgrove [28] could
obtain large-amplitude Kelvin-Helmholtz type fingers and billows arranged around the originally
circular interface; however, strong mixing occurred, and as time progressed, some of the finger
structures evidently even detached from the inner vortex.
Figure 1.0.2: Mean sea-level pressure maps. Top: 0000 UTC 2 July 2011 and Bottom: 0600 UTC 2 July 2011. Printed
with permission of the Australian Bureau of Meteorology.
It turns out that somewhat similar behaviour is occasionally encountered in meteorological
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flows. One such example is presented in Figure 1.0.1. This flow occurred during July 2011, as
a large low pressure system in the Great Australian Bight moved across the south-west corner of
Western Australia; the outline of the coast of the continent is marked as a white line toward the
top of this figure. This system rotated clockwise when viewed above from a satellite, and as it
rotated, smaller curved fingers formed at the edge and moved around the system, starting at the
south-east and moving up and around to the north-west (since this low pressure was situated in the
southern hemisphere). The curved fingers are visible toward the upper left corner of this diagram,
and although small relative to the overall atmospheric vortex, they nevertheless extend some hun-
dreds of kilometres, so representing reasonably large-amplitude disturbances. These fingers were
only present for about four hours and then disappeared. Figure 1.0.2 shows the mean sea-level
pressure contours over continental Australia on July 2, 2011 at 0000 and 0600 UTC, spanning the
time at which the finger formation had developed then dissipated. The low pressure system asso-
ciated with the spiral finger structures can be seen to the south-east of the southern tip of Western
Australia. These contour maps give an indication that the finger structures may be the result of
the greater magnitude fluid velocity on the western side of the system, as indicated by the dense
pressure contours to the west of the low pressure system associated with the finger structures.
Atmospheric vortices are not isolated singular entities. It is not unusual to see multiple vortices
form within the same region. When two vortices form in close proximity they are referred to as
binary systems and if they begin to interact this process is termed ‘binary interaction’ or ‘the Fuji-
whara effect’, named after Fujiwhara because of his ground breaking work on interacting vortices
in tank experiments [29, 30]. The North West Pacific is one such region where multiple tropical
low pressures are often observed simultaneously [11]. In early October 2009 two typhoons formed
in the Pacific Ocean to the south-east of Taiwan. An image of that binary system is provided in
Figure 1.0.3 and shows the interaction between both Typhoons. Typhoon Parma is in the south-
west quadrant and in the Typhoon Melor is in the eastern sector.
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Figure 1.0.3: NASA image courtesy the MODIS Rapid Response Team at NASA GSFC, October 7, 2009. This image
shows Typhoon Parma interacting with Typhoon Melor.
Due to Fujiwhara’s insight binary interaction has been a major area of research over the last
century. As well as tank experiments, binary interaction has been chronicled through observations
and numerical modelling. The majority of such studies have involved tropical cyclones, as in the
work of [11, 14, 44, 74, 76]. Brand [8] and Lander and Holland [45] used observational data of
typhoons in the western North Pacific Ocean to analyse the interactive behaviour of binary tropi-
cal cyclones. Brand [8] took fifteen years (1953 − 1967) of data and under certain criteria found
that there were 22 instances of binary tropical cyclone systems over this period. Brand concluded
that the cyclones began to rotate about each other if the separation distance was less than 750 nm
(nautical miles) and attraction occurred when within 400 nm.
A more comprehensive analysis of the interactive behaviour between binary tropical cyclones
was presented by Lander and Holland [45] who used 44 years of data. In contrast to the Fujiwhara
model where there is continual cyclonic rotation and mutual attraction, they found that a combi-
nation of interactions takes place. The cyclones approach in an anti-cyclonic orbit until they are
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captured, followed by a period of cyclonic orbiting; then either they escape and move away or else
they merge to become one. Dritschel and Waugh [24] categorised the interaction between binary
vortices with uniform vorticity by considering the ratio of radii and separation distance. Their
analysis of the interaction can be classified into (i) elastic interaction, (ii) partial straining-out, (iii)
complete straining-out, (iv) partial merger and (v) complete merger.
The merger of binary systems has been extensively studied. Melander et al. [52] were the first
to give insight as to the causes and conditions of merging vortices through the use of two comple-
mentary models. They considered a binary vortex system with like-signed vorticity regions and
the results from both models were coupled to give a merger condition. A thorough examination
of vortices in rotating fluids was carried out by Hopfinger and van Heijst [37]. They give a sum-
mary of the key findings of merging vortices, in particular a way of predicting when the merger of
equally intense vortices will occur. In the past it was quite rare to observe a binary cyclonic system
actually merge. The merger of Typhoon Pat and Ruth during September 1994 is believed to be
the first documented case of such an event [44]. However, with more chaotic weather phenomena
occurring with every passing year and the increased satellite coverage of the Earth over the past
two decades the observed merger of cyclonic systems has increased. The merger of cyclone Zeb
and Alex in late 1998 by way of Alex being completely strained out into a spiral band of Zeb
[42] is another example. The eastern Pacific staged the merger of two tropical depressions, for-
merly tropical storm Henriette and Hurricane Gil. After three days of interaction they merged on
9 September 2001 [59]. The interaction of Typhoon No. 17 (T0917) and Typhoon No. 18 (T0918)
occurred over the Philippines in late September 2009. The interaction evolved from elastic (where
they rotate in a cyclonic orbit about each other) to partial merger, followed by partial straining out,
and final separation to exhibit elastic interaction again [65]. The interactions observed in the work
done by [42, 59, 65] displayed the five categories of binary interaction as defined by Dritschel and
Waugh [24].
Ritchie and Holland [60] and Holland and Dietachmayer [35] proposed models that attempt to
give insight into the observational findings of Lander and Holland [45]. Ritchie and Holland [60]
used discrete vortex patches that were initially circular Rankine combined vortices to get a first-
order approximation to observed atmospheric vortices. Their results indicated that if the vortices
are comparable in strength and size, then either rapid merger ensues when the separation is less
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than some critical distance, or else the vortices orbit about each other without merging when sepa-
ration distances are larger. A derivation of the approximate critical distance for merger was given
in terms of the ratio of strain and restoration processes [60, section 4(b)]. Holland and Dietach-
mayer [35] confirmed the findings of Ritchie and Holland [60] by considering a shallow-water
model in spherical geometry. They studied not only the interaction between binary systems but
also multiple vortex interaction, and in particular the interaction between two cyclones and one
anti-cyclone with significantly reduced intensity (10% of the cyclones). Their simulations indicate
that the anti-cyclone is sheared apart to the point of non-existence by the interaction processes of
the binary cyclones and has virtually no effect on the merger of the cyclones.
The movement of the binary vortex systems induced by their interaction is also of considerable
interest. Chan and Law [11] explored the interactive processes using a nondivergent barotropic
model developed by Chan and Williams [12] which is governed by the conservation of absolute
vorticity and includes the Coriolis parameter. The vortices are modelled in terms of a tangential
wind profile in the form of an exponential function. The motion of the vortices is studied in two
ways (i) with no background flow and (ii) in sheared flow and the f -plane and β-plane approxi-
mations are used for both. A comparison of the f -plane and β-plane solutions is given and their
results show that mutual interaction between the vortices is virtually identical for both approxi-
mations. However, the β term moves the binary system to the north-west due to the well known
β-drift. This in part confirmed the earlier work by Chang [14], who found that the β-drift also
causes a more rapid merger of equally intense binary systems. However, for binary systems with
a more intense system in the west, the β-drift induces separation of the systems. Although the
f -plane approximation has certain limitations with respect to real world atmospheric simulations,
Chan and Law [11] have shown that, when using the more atmospherically relevant β-plane ap-
proximation, the interactive processes are largely independent of β and thus the solutions obtained
using the f -plane and β-plane are basically identical.
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Figure 1.0.4: Left: The Great Red Spot (GRS) on Jupiter and Right: The Great Dark Spot (GDS) on Neptune.
Ziv and Alpert [79] considered binary interaction of extra-tropical cyclones at mid-latitude and
subtropical areas in contrast to the works discussed above. Their study included analysing 17, 313
cyclone pairs over the domain 0◦ − 60◦N. An essential component to quantify their findings is
what they define as the rotation factor (rotations per day of the binary system). For binary systems
with separation distance less than 750 km they showed that for approximate latitudes 0◦ − 30◦N
where anti-cyclones dominate, the rotation factor was negative, indicating anti-cyclonic relative
rotation. Conversely, the rotation factor was positive, producing cyclonic relative rotation for lati-
tudes greater than 30◦N.
Vortices in atmospheric fluids occur not only on Earth, but are also vivid features of other plan-
etary environments. The Great Red Spot (GRS) on Jupiter shown in the left panel of Figure 1.0.4
is possibly the most famous and the lesser known Great Dark Spot (GDS) on Neptune illustrated
in the right panel of Figure 1.0.4 and the North Polar Hexagon (NPH) on Saturn are just three
examples within our Solar system. The North Polar Hexagon is of particular interest in this thesis
due to its unconventional polygonal structure.
The Voyager space probes that were launched in 1977 heralded vast scientific insight into the
study of the outer Solar system. Originally the objective was to obtain data on the atmospheric
conditions of Jupiter and Saturn, their satellites and the rings of Saturn [66]. It was envisaged
that the Voyager flight paths would enable observations of the north and south poles of Saturn’s
atmosphere. However, due to the south pole being in total darkness at the time, images of the
south pole could not be captured [31]. The north polar images on the other hand revealed a hexag-
onal structure centred at the north pole. Godfrey [31] pieced together map-projections taken as
Saturn rotated and thus was the first to identify Saturn’s North Polar Hexagon. Figure 1.0.5 is the
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sixth and final mosaic published in Godfrey’s paper. Godfrey [31] also produced streamline maps
that showed that there existed a hexagonal flow pattern about the pole, with a substantial counter-
rotating vortex along one edge. It is also clear from these streamline plots that there are other
counter-rotating vortices which were not visible, aligned along the other edges of the Hexagon.
Figure 1.0.5: Composite map-projected images of Saturn’s North Polar Hexagon as published by Godfrey [31] and
reprinted with permission from Elsevier.
The Hexagon appears almost stationary with respect to the internal rotation of Saturn [32] and
is ingrained in an eastward circumpolar jet of width 4◦ latitude. However, the cloud formations
within the hexagonal structure were observed by the Voyager space craft to move with a velocity
of approximately 100 ms−1 at the mid-point latitude of 76◦N.
There has been some considerable work on interpreting the origin of the North Polar Hexagon
on Saturn; Allison et al. [1] proposed that the Hexagon is the result of the eastward jet, in the form
of a planetary Rossby wave being continually perturbed by at least one anti-cyclonic elliptical vor-
tex to the south of the structure. This proposition is in part based on the fact that an anti-cyclone
with approximate radius 3000 km is observed impinging on one edge of the Hexagon in the mosaic
published by Godfrey [31] and thus has been of considerable interest and widely cited. Godfrey
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[32] estimated that the visible vortex has a rotation rate of −8.13±0.6×10−9 rads s−1 with respect
to a fixed meridian, in later publications the rotation rate of the once visible vortex is referred to
as the drift rate. The drift rate calculated by Godfrey [32] corresponds to roughly −0.040◦ per day
using data captured over a 9 month period during 1980 and 1981.
Until the early 1990’s it was not established whether the rotation rate estimated by Godfrey
[32] was in fact representative of the actual movement of the vortex or just error that could be
associated with the internal rotation rate of Saturn [10]. The Hubble Space Telescope (HST) ob-
servations in 1990 and 1991 confirmed that there is movement of the visible vortex relative to the
rotation of Saturn. Caldwell et al. [10] coupled the data interpreted from the original Voyager
images and the HST observations to form an 11-year baseline. It was found that over this longer
period the vortex moved −0.0569◦ per day.
The Hexagon and visible vortex were also observed over the period July 1990 to October 1991
using ground-based instruments [62]. Over this sixteen month period the vortex drifted longitudi-
nally at a mean rate of −0.0353◦ per day. This data was collated with the observational data used
by Godfrey [32] to give another perspective into the long term motion of the vortex. The long
term drift rate in this case was calculated to be −0.0577◦ per day [62], nearly identical to that of
the HST value calculated by Caldwell et al. [10]. Although the average drift rates of the visible
vortex given by Godfrey [32], Caldwell et al. [10] and Sanchez-Lavega et al. [62] are relatively
small with respect to Saturn’s internal rotation, the short-term fluctuation is considerable, drifting
upwards of 14◦ longitudinally at rates of approximately 1◦ per day, as well as latitudinal move-
ment but on a much smaller scale [62].
Interestingly, Sanchez-Lavega et al. [62] raise the possibility that the vortex observed using
ground-based technology in 1990 may be a different vortex than that captured by the Voyager
spacecraft. This conclusion is based on knowing the longitude of the vortex at the time when
the Voyager and 1990 images were captured and projecting forward in time using the respective
short-term drift rates of −0.040◦ [31] and −0.0353◦ [62] per day. It was shown that the vortex
would be in two distinct locations separated by approximately 60◦ in longitude, the angle spanned
by a hexagon side. This therefore led Sanchez-Lavega et al. [62] to suggest that there might be at
least two vortices centrally located along the edge of the Hexagon that may or may not be visible
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at different times. This theory would coincide with the streamline maps produced by [31] and that
of [1] who proposed possible multiple perturbing anti-cyclones.
Images captured by the visual-infrared mapping spectrometer (VIMS) on board the Cassini-
Huygens Orbiter in 2006 [4], and more recently the first visible light images captured by the Imag-
ing Science Subsystem (ISS) in 2009 [64] indicate that the Hexagon is a long-lived atmospheric
vortex. However, these images indicate that the previously observed impinging anti-cyclone(s) in
1980 and 1990 have dissipated to non-existence, casting doubt over the Allison et al. [1] proposi-
tion. Although there is currently no visible anti-cyclonic vortex to the south of the Hexagon, there
is a visible anti-cyclonic spot located in the interior of the Hexagon [56, 2], indicating anti-cyclonic
phenomena occur on a regular basis to the north and south of the Hexagon. The hexagonal struc-
ture bounds a pole centred cyclonic vortex with speed upwards of 135 ms−1 [4, 2].
The VIMS imagery indicates that the clouds within the easterly flow have speeds in excess of
125 ms−1, an increase of 25% from the observations of Voyager. These observed changes could
be due to temporal variability and/or vertical shear [4]. The most recent observations suggest that
the peak velocity within the Hexagon is around 119 ms−1 [2].
Rotating tank experiments have been used for simulating atmospheric jets that meander about
a given latitude. An interesting and not uncommon result of such experiments is that various
polygonal flow features form, depending on the type of forcing [68, 71, 72, 49, 38]. This type
of experiment has given rise to alternative explanations of the origin of the North Polar Hexagon.
In particular, laboratory experiments with fluids in rotating tanks in conjunction with a barotropic
linear instability analysis of Saturn’s zonal wind profile were used to infer that Saturn’s Hexagon
is the result of equilibrated wavemodes of the barotropic instability, with mode six being the
preferred state on Saturn due to the location and strength of the eastward circumpolar jet [6]. Nu-
merical simulations using the Explicit Planetary Isentropic-Coordinate (EPIC) model found that a
stable hexagonal structure can result without forcing [55]. The EPIC simulations are in agreement
with the experimental findings of Barbosa-Aguiar et al. [6] and the resulting hexagonal structure
arises due to the formation of what is termed a ‘vortex street’, where there is an alignment of
opposing vortices such that there exist a meandering jet separating them. In the case of the Saturn
hexagon simulations there are six anti-cyclones slightly south of the six cyclones.
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Figure 1.0.6: NASA/JPL-Caltech/Space Science Institute image captured by the Cassini spacecraft, November 27,
2012. This image shows Saturn’s North Polar Hexagon along with its rings.
Although the experimental [6] and numerical [55] results produce hexagonal features as a bi-
product of a ‘vortex street’, there remains doubt over the legitimacy of such a model producing
the actual North Polar Hexagon on Saturn, due to the debate over the existence of large vortices
being observed in the vicinity of the Hexagon region of Saturn [55, 63]. A visible ‘vortex street’
may not be apparent in the Cassini images [63], but it has been shown previously by analysing
the original Voyager images that there was a visible anti-cyclone and several other non-visible
anti-cyclonic regions aligned centrally along the southern side of the Hexagon edges [31], but the
lack of cyclonic regions to the north exclude it from being the result of a ‘vortex street’. The speed
needed to propagate the ‘vortex street’ hexagon in the numerical simulations by Morales-Juberias
et al. [55] would exceed the statistical bounds of measurements by Godfrey [31]. However, by
considering small perturbations to an eastward Gaussian jet similar to that used Morales-Juberias
et al. [55] a hexagon can result in the form of a shallow meandering jet which has comparable
phase speed to the actual North Polar Hexagon [56].
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The current non-existence of a perturbing anti-cyclone has for at least a decade now cast doubt
over the original proposal of Allison et al. [1]. However, this does not necessarily mean that the
former, highly visible spots impinging on the hexagonal edges did not influence its development
initially, conversely the visible spots may have been the result of the Hexagon itself. It can not
be denied that at the time of its discovery, the Hexagon had a significant counter-rotating vortex
pushing on one edge. Without data prior to 1980 it is hard to say how long the spot was in ex-
istence. Maybe these vortices were enough to give the circumpolar jet the required perturbation
similar to those given in the model used by Morales-Juberias et al. [56] so that the circumpolar
current could evolve to form a hexagonal structure.
This thesis will consider numerical simulations on the evolution of atmospheric vortices using
‘tangent plane’ approximations. As remarked above, atmospheric vortices are not simply circular
features. In particular this thesis will look at the formation of finger structures on the extrem-
ities of atmospheric vortices, similar in nature to those on the outer edges of the vortex shown
in Figure 1.0.1; the interaction between two atmospheric vortices, comparable to the interacting
typhoons in Figure 1.0.3; and a possible trigger mechanism for the development of the hexagonal
structure over the north pole of Saturn, shown in Figure 1.0.6. The derivation of the governing
equations and the justification of the mathematical formulation of the atmospheric flow problems
considered in this thesis are detailed in Chapters 2 and 3 respectively. Chapter 4 is an expanded
version of the article published in the ANZIAM Journal [16] ‘The formation of large-amplitude
fingers in atmospheric vortices’ and seeks to undertake an analysis similar in some respects to
that of Forbes and Cosgrove [28], in that moderately large-amplitude instabilities at the edge of
a vortex system are of interest. However, the circulation does not arise from a line vortex at the
centre of the system, but rather comes about through the Coriolis pseudo-acceleration due to the
rotation of the Earth. Chapter 5 considers the interaction between binary mid-latitude atmospheric
vortices with a particular focus on whether or not elastic interaction takes place. Unlike the major-
ity of binary interaction studies, the elastic interaction of extra-tropical cyclones and anti-cyclones
will be considered. This chapter is an extension of the paper ‘Nonlinear behaviour of interact-
ing mid-latitude atmospheric vortices’ published in the Journal of Engineering Mathematics [17];
however, there is more evidence presented in this chapter to further enhance the results published
in the associated article [17]. Although not correct, the theory of Allison et al. [1] and the mul-
tiple vortex conjecture discussed by Sanchez-Lavega et al. [62] raises some interesting questions
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that seem to be ignored based solely on the fact that there is currently no impinging anti-cyclonic
vortex to the south of the Hexagon. Chapter 6 seeks to determine whether or not a hexagonal
feature can be formed by anti-cyclones perturbing an initially circular circumpolar jet. The vast
literature discussing the North Polar Hexagon has not attempted to substantiate this component of
the Allison et al. proposition through numerical or experimental reproduction and thus is a focus
area of the thesis. This chapter is the foundation upon which the research article titled ‘A δ-plane
simulation of anti-cyclones perturbing circumpolar flows to form a transient north polar hexagon’
published by Monthly Notices of the Royal Astronomical Society [18], is based.
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Chapter 2
Equations of Atmospheric Flow
This chapter will outline the equations governing compressible, rotational, inviscid fluid flow for
an inertial Cartesian coordinate based geometry. These equations will then be modified to al-
low for the fact that the Earth (and Saturn) and thus its atmosphere is continually rotating. The
equations are then converted to spherical polar coordinates so that the spherical geometry of the
atmosphere is taken into account. This thesis is focussed on using ‘tangent plane’ approximations
to simulate atmospheric flow behaviours and therefore, the complicated spherical equations are
simplified by projecting them onto a ‘tangent plane’.
Fluid flow can be described in two different ways: (i) the Lagrangian approach and (ii) the
Eulerian approach. The Lagrangian description considers the motion of a single fluid particle as it
moves through space and time. The Eulerian description is a way of looking at fluid flow in terms
of the patterns it creates, and so does not focus explicitly on particle motion. It is generally more
useful in fluid mechanics. In this thesis, the fluid motion will be studied using the Eulerian equa-
tions, as the behaviour of the individual fluid particles in the atmosphere is of less interest than the
volume of fluid as a whole. The equations of interest are the mass continuity equation, momentum
equations for the respective velocity components, an energy equation in terms of temperature and
the equation of state.
To relate the Lagrangian and Eulerian approaches of fluid motion, suppose that F is some
property of the fluid; that is F depends on fluid particles as they move through space and time
(Lagrangian). Then the particles’ path in three dimensions is given by the position vector r(t),
where r(t) = x(t)i + y(t) j + z(t)k. Thus from a Lagrangian perspective, a fluid property F depends
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on particle location according to the relation F = F(x(t), y(t), z(t), t). So the total rate of change of
property F with respect to time is
dF
dt
=
∂F
∂x
dx
dt
+
∂F
∂y
dy
dt
+
∂F
∂z
dz
dt
+
∂F
∂t
. (2.0.1)
From an Eulerian perspective equation (2.0.1) is called the material derivative, describing the
change in the fluid property F following the motion, and is written
DF
Dt
=
∂F
∂t
+ q · (∇F) , (2.0.2)
where
q =
dr
dt
=
dx
dt
i +
dy
dt
j +
dz
dt
k = ui + vj + wk (2.0.3)
is the velocity vector, ∇ is the standard differential operator and the operator
D
Dt
≡ ∂
∂t
+ q · ∇ (2.0.4)
is the derivative following the motion.
Reynolds’ Transport Theorem is a fundamental theorem used in formulating the basic laws
of fluid dynamics and describes the rate of change of a scalar field through some moving volume
V(t). If φ is a scalar fluid property, then the rate of change of its volume integral can be shown to
be
D
Dt
$
V(t)
φ dV =
$
V(t)
[Dφ
Dt
+ φ(∇ · q)
]
dV. (2.0.5)
An in depth justification of equation (2.0.5) and its various forms are given in the text by Aris [3,
pages 84–85]. Reynolds’ Transport Theorem (2.0.5) is used to derive conservation laws for mass,
momentum and energy. Expanding out the material derivative term in (2.0.5) and using the vector
identity
∇ · (φq) = q · ∇φ + φ (∇ · q), (2.0.6)
then Reynolds’ Transport Theorem (2.0.5) can also be written
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D
Dt
$
V(t)
φ dV =
$
V(t)
[
∂φ
∂t
+ ∇ · (φq)
]
dV. (2.0.7)
Investigations into electrostatics in the late 1700’s and early 1800’s gave rise to Gauss’ Di-
vergence Theorem. This theorem is a particularly important result used in fluid mechanics and
enables a link between the flux through a surface and the divergence within a volume encased by
the same surface [3, page 58]. Mathematically it is written as
	
S(t)
F · n dS =
$
V(t)
∇ · F dV, (2.0.8)
where F is a vector field and n is the outward normal unit vector of S(t). Consider F = ψG, where
G is any constant vector and ψ is a scalar property; then the Divergence Theorem (2.0.8) can be
transformed to
	
S(t)
ψG · n dS =
$
V(t)
∇ · (ψG) dV
=
$
V(t)
(G · ∇ψ + ψ (∇ ·G)) dV (by identity (2.0.6)),
=
$
V(t)
G · ∇ψ dV, (as G is a constant vector). (2.0.9)
Writing G = g1i + g2j + g3k and n = n1i + n2j + n3k, then the left hand side of equation (2.0.9)
becomes
	
S(t)
ψG · n dS =
	
S(t)
ψ(g1 n1 + g2 n2 + g3 n3) dS
= g1
	
S(t)
ψ n1 dS + g2
	
S(t)
ψ n2 dS + g3
	
S(t)
ψ n3 dS . (2.0.10)
The right hand side of equation (2.0.9) is similarly transformed to give
$
V(t)
G · ∇ψ dV =
$
V(t)
(
g1
∂ψ
∂x
+ g2
∂ψ
∂y
+ g3
∂ψ
∂z
)
dV
= g1
$
V(t)
∂ψ
∂x
dV + g2
$
V(t)
∂ψ
∂y
dV + g3
$
V(t)
∂ψ
∂y
dV. (2.0.11)
Equating the expansions from (2.0.10) and (2.0.11) gives
19
	
S(t)
ψ n1 dS =
$
V(t)
∂ψ
∂x
dV, (2.0.12)
	
S(t)
ψ n2 dS =
$
V(t)
∂ψ
∂y
dV, (2.0.13)
	
S(t)
ψ n3 dS =
$
V(t)
∂ψ
∂z
dV. (2.0.14)
Then it follows that the Divergence Theorem (2.0.8) can be written in the following alternate form
	
S(t)
ψn dS =
(	
S(t)
ψ n1 dS
)
i +
(	
S(t)
ψ n2 dS
)
j +
(	
S(t)
ψ n3 dS
)
k
=
($
V(t)
∂ψ
∂x
dV
)
i +
($
V(t)
∂ψ
∂y
dV
)
j +
($
V(t)
∂ψ
∂z
dV
)
k
=
$
V(t)
(
∂ψ
∂x
i +
∂ψ
∂y
j +
∂ψ
∂z
k
)
dV
=
$
V(t)
∇ψ dV. (2.0.15)
2.1 Mass Equation
Since the fluid flow is being considered from an Eulerian perspective, it is essential that the mass
of the fluid is conserved. To do this, consider an arbitrary volume V(t) of moving fluid, so the
mass M of the fluid volume remains constant. The arbitrary volume can then be expressed as a
volume integral with density, ρ in the form
M =
$
V(t)
ρ dV = constant. (2.1.1)
Since the mass M is constant in the moving volumeV(t), its derivative following the motion must
be zero. Therefore
DM
Dt
=
D
Dt
$
V(t)
ρ dV = 0. (2.1.2)
Applying Reynolds’ Transport Theorem (2.0.5), equation (2.1.2) is equivalent to
$
V(t)
[Dρ
Dt
+ ρ(∇ · q)
]
dV = 0. (2.1.3)
This equation holds for every arbitrary volumeV(t), and thus gives
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Dρ
Dt
+ ρ(∇ · q) = 0 (2.1.4)
at every point in the fluid. Equation (2.1.4) is known as the mass continuity equation and is
satisfied everywhere in the fluid. Alternatively, using (2.0.4) and (2.0.6), (2.1.4) becomes
∂ρ
∂t
+ ∇ · (ρq) = 0. (2.1.5)
2.2 Momentum Equation
Newton’s second Law states that F = ma, where F is the force, m is the mass and a is acceleration.
Alternatively, the total force on a body is equal to the time derivative of linear momentum of the
body. There are two types of forces that act on a fluid: (i) body forces, which act on every particle
of fluid throughout the arbitrary volume V(t); and (ii) traction forces, which act on the surface
S(t) of the volume V(t). Let the body force per unit mass be f and then the total body force on
V(t) can be expressed as
Total body force =
$
V(t)
ρ f dV. (2.2.1)
Viscous fluids support shear forces on the surface of a volume of fluid and thus are ignored when
considering inviscid fluid flow. The traction forces acting on the surface ofV(t) are pressure forces
normal to surface S(t) and are represented as a closed surface integral of the form
Total traction force =
	
S(t)
−p n dS , (2.2.2)
where p is the pressure and n is the normal vector to the surface S(t). The momentum P of the
volumeV(t) is the product of its mass, as defined by (2.1.1) and its velocity q to give
P =
$
V(t)
ρq dV. (2.2.3)
The conservation of momentum in an arbitrary moving volumeV(t) can be related in terms of the
time derivative of equation (2.2.3) being equal to the sum of the total body force (2.2.1) and the
total traction force (2.2.2). This results in the vector equation
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D
Dt
$
V(t)
ρq dV =
$
V(t)
ρ f dV +
	
S(t)
−p n dS . (2.2.4)
Gauss’ Divergence Theorem in its alternate form given by equation (2.0.15) can be used to trans-
form closed surface integrals into volume integrals, so that equation (2.2.2) equates to
	
S(t)
−p n dS =
$
V(t)
−∇p dV, (2.2.5)
and (2.2.5) can be used to write the vector equation (2.2.4) in the more convenient form
D
Dt
$
V(t)
ρq dV =
$
V(t)
[
ρ f − ∇p] dV. (2.2.6)
Now consider the ith component of the vector equation (2.2.6). The ith component is
D
Dt
$
V(t)
ρ qi dV =
$
V(t)
[
ρ fi − ∂p
∂xi
]
dV. (2.2.7)
Equation (2.2.7) is transformed using Reynolds’ Transport Theorem (2.0.5) to give
$
V(t)
[
∂
∂t
(ρ qi) + ∇ · (ρ qi q)
]
dV =
$
V(t)
[
ρ fi − ∂p
∂xi
]
dV. (2.2.8)
It follows then that
∂
∂t
(ρ qi) + ∇ · (ρ qi q) = ρ fi − ∂p
∂xi
(2.2.9)
at each point, as the volume V(t) is arbitrary. A more favourable representation of (2.2.9) is
achieved by expanding the left hand side to get
∂ρ
∂t
qi + ρ
∂qi
∂t
+ qi∇ · (ρq) + ρq · ∇qi = ρ fi − ∂p
∂xi
. (2.2.10)
The mass conservation condition (2.1.5) simplifies (2.2.10) to
ρ
[
∂qi
∂t
+ q · ∇qi
]
+
∂p
∂xi
= ρ fi. (2.2.11)
Dividing through by ρ, the vectorised form of equation (2.2.11) becomes
∂q
∂t
+ (q · ∇) q + 1
ρ
∇p = f. (2.2.12)
Alternatively (2.2.12) can be written in terms of the derivative following the motion as
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Dq
Dt
+
1
ρ
∇p = f. (2.2.13)
The equations (2.2.12) and (2.2.13) are Euler’s equation of motion for a compressible gas.
2.3 Energy Equation
One of the fundamental laws of physics is that energy must be conserved. For an arbitrary volume
of fluid V(t), the energy principle states that the rate of increases of energy in volume V(t) must
equal the sum of: (i) rate of addition of external heat and (ii) the rate of work done on volume
V(t). Let the rate of heat addition, per unit mass, be qh and therefore the total rate of heat addition
onV(t) can be defined as
Total rate of heat addition =
$
V(t)
ρ qh dV. (2.3.1)
Suppose that the thermodynamic heat energy per unit mass in the fluid is e (latent heat per
mass), where
e = cvT, (2.3.2)
cv is the specific heat at a constant volume and T is the temperature in degrees Kelvin (◦K). The
kinetic energy per unit mass is
1
2
|q|2 = 1
2
(q ·q). Thus the energy per unit mass is e + 1
2
|q|2. Then,
Total energy inV(t) =
$
V(t)
ρ
(
e +
1
2
|q|2
)
dV. (2.3.3)
The rate of work done on V(t) is due to both the body force per unit mass f on V(t) and
surface force per unit mass on S(t). It follows then from (2.2.1) and (2.2.2) respectively, that the
total rate of work done by body forces onV(t) is
$
V(t)
ρ f · q dV, (2.3.4)
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and the total rate of work done by surface forces is
	
S(t)
−p n · q dS . (2.3.5)
Applying Gauss’ Divergence Theorem (2.0.8) to (2.3.5) gives
	
S(t)
−p n · q dS =
$
V(t)
−∇ · (p q) dV, (2.3.6)
thus, mathematically the energy principle becomes
D
Dt
$
V(t)
ρ
(
e +
1
2
|q|2
)
dV =
$
V(t)
[
ρ qh + ρ f · q − ∇ · (p q)] dV. (2.3.7)
Applying Reynolds’ Transport Theorem (2.0.5), equation (2.3.7) is transformed to
$
V(t)
[
∂
∂t
{
ρ
(
e +
1
2
|q|2
)}
+ ∇ ·
{
ρ
(
e +
1
2
|q|2
)
q
}]
dV
=
$
V(t)
[
ρ qh + ρ f · q − ∇ · (p q)] dV. (2.3.8)
The volumeV(t) is arbitrary, giving
∂
∂t
{
ρ
(
e +
1
2
|q|2
)}
+ ∇ ·
{
ρ
(
e +
1
2
|q|2 + p
ρ
)
q
}
= ρ (qh + f · q) (2.3.9)
at each point in the fluid. Equation (2.3.9) can be expressed in many forms. A convenient form
arises by using the mass equation (2.1.4) and the momentum equation (2.2.12) to ‘split off’ the
purely mechanical part of the energy to give
ρ
De
Dt
− p
ρ
Dρ
Dt
= ρqh. (2.3.10)
Combining equations (2.3.2) and (2.3.10) and simplifying with the use of equation (2.1.4) results
in a single equation for the temperature T in the form
ρcv
DT
Dt
+ p(∇ · q) = ρqh. (2.3.11)
The form (2.3.10) is essentially the first law of thermodynamics for a system in equilibrium (see
Liepmann & Roshko [47, page 189]).
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2.4 Equation of State
This study will look at atmospheric fluids that are governed by the ideal gas law, and thus the
equation of state is a important governing equation. It has been shown experimentally for a dry
gas at constant pressure, the temperature T (◦K) and the volume are proportional [69, page 217].
That is
V ∝ T, (Charles’ Law). (2.4.1)
Also, it has been observed that, at constant temperature T , the pressure is inversely proportional
to the volume it occupies [69, page 217]. Therefore, per unit mass, the pressure is proportional to
the density . That is
p ∝ ρ, (Boyle’s Law). (2.4.2)
It follows from (2.4.1) and (2.4.2) that
p V = n R T, (2.4.3)
where V is the volume of gas, n is the number of moles of gas present and R is the universal gas
constant and has the value of R = 8.314 J/mol.K for all gases. Equation (2.4.3) is known as the
ideal gas law [73, page 508]. The total number of moles n, of gas present is equal to the mass of
the gas, m, divided by the molar mass, M, such that
n =
m
M
. (2.4.4)
The density of the gas can be expressed as
ρ =
m
V
, (2.4.5)
and thus by equations (2.4.4) and (2.4.5), the ideal gas law equation (2.4.3) is transformed such
that
p =
ρR T
M
= ρRs T (2.4.6)
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The term Rs in equation (2.4.6) is the specific gas constant and is the ratio RM . Depending on the
context, the specific gas constant is often denoted R. This notation will be used throughout this
thesis and therefore the equation of state is
p = ρR T. (2.4.7)
2.5 Rotating Coordinate System Equations
Sections (2.1) – (2.4) have outlined the derivation of the basic equations of motion for a compress-
ible gas. This thesis investigates the evolution of atmospheric vortices, and thus the equations
need to allow for the fact that the Earth (or any other celestial body) is rotating. Suppose (xˆ, yˆ, zˆ)
are fixed inertial cartesian coordinates and (x, y, z) rotate with the Earth. The angular velocity
is Ω = Ω kˆ, where Ω is a constant. Figure 2.5.1 shows the layout of the inertial and rotating
coordinate systems.
Figure 2.5.1: Definition sketch of the fixed inertial (xˆ, yˆ, zˆ) and rotating (x, y, z) coordinate systems.
The two coordinate systems are related by:

x = xˆ cos Ωt + yˆ sin Ωt
y = −xˆ sin Ωt + yˆ cos Ωt
z = zˆ
(2.5.1)
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Similarly, the unit vectors in the two coordinate systems are related by:

i = iˆ cos Ωt + jˆ sin Ωt
j = −iˆ sin Ωt + jˆ cos Ωt
k = kˆ
(2.5.2)
The Lagrangian perspective gives the position vector of a particle in the atmosphere in the form
r = xˆ iˆ + yˆ jˆ + zˆ kˆ (inertial frame) (2.5.3)
= x i + y j + z k (rotating frame). (2.5.4)
Deriving equations governing the flow within a rotating system requires two different coordinates:
(i) absolute and (ii) relative. Absolute coordinates are with respect to the inertial coordinates and
will be shown with subscript ’a‘. Relative coordinates are with respect to rotating coordinates and
have no subscripts. Given that the relative coordinate system is rotating, the time derivative of the
position vector r will be different if viewed from the two coordinate systems. Mathematically, this
is represented as
(
dr
dt
)
a
=
dxˆ
dt
iˆ +
dyˆ
dt
jˆ +
dzˆ
dt
kˆ
=
dx
dt
i +
dy
dt
j +
dz
dt
j + x
di
dt
+ y
dj
dt
+ z
dk
dt
. (2.5.5)
From (2.5.2) it follows that
dk
dt
=
dkˆ
dt
= 0 and
x
di
dt
+ y
dj
dt
= xΩ j − yΩ i
= Ω k × (x i + y j + z k) (2.5.6)
= Ω × r.
The time derivative of the position vector in relative coordinates is
dr
dt
=
dx
dt
i +
dy
dt
j +
dz
dt
k. (2.5.7)
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Thus (2.5.5) becomes
(
dr
dt
)
a
=
dr
dt
+Ω × r (2.5.8)
and
qa = q +Ω × r. (2.5.9)
In order to write down the equations of motion as seen by an Earth-bound observer, the mass (2.1.4),
momentum (2.2.12) and energy (2.3.11) equations must be converted from absolute coordinates
to coordinates that are rotating with the Earth. This requires the following three theorems:
Theorem 2.5.1. The gradient of a scalar function, F, is equal in both coordinate systems. Then
∇ˆF = ∇F.
Theorem 2.5.2. The derivative (following the motion) of a scalar function, F, has the same form
in both coordinate systems, that is (DF
Dt
)
a
=
DF
Dt
,
and
Theorem 2.5.3. If A is a vector function. Then(
DA
Dt
)
a
=
DA
Dt
+Ω × A.
Further discussion of these results may be found in the text by Vallis [70, Chapter 2].
The acceleration of a body is not measured to be the same in the rotating and fixed inertial
frames, and thus we need a formula for the acceleration in the rotating frame. This is
(Dqa
Dt
)
a
=
Dqa
Dt
+Ω × qa
=
D
Dt
(q +Ω × r) +Ω × (q +Ω × r) (by Theorem (2.5.3))
=
Dq
Dt
+
D
Dt
(Ω × r) +Ω × q +Ω × (Ω × r)
=
Dq
Dt
+
DΩ
Dt
× r +Ω × Dr
Dt
+Ω × q +Ω × (Ω × r). (2.5.10)
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Given that
Dr
Dt
≡ dr
dt
≡ q
and that the relative coordinate system rotates at a constant rate, then (2.5.10) simplifies further to
(Dqa
Dt
)
a
=
Dq
Dt
+ 2Ω × q +Ω × (Ω × r). (2.5.11)
Now that there is a way of relating vector quantities in the two different coordinate systems, con-
sider the momentum equation (2.2.13). In absolute coordinates equation (2.2.13) is expressed
as
(Dqa
Dt
)
a
+
1
ρ
∇ˆp = f. (2.5.12)
In relative coordinates, the equation (2.5.12) becomes
Dq
Dt
+
1
ρ
∇p = f − 2Ω × q −Ω × (Ω × r). (2.5.13)
The respective pseudo-forces, 2Ω × q and Ω × (Ω × r), are known as the Coriolis force and cen-
trifugal force. It is common to absorb the centrifugal force term into the body force term f. In fact,
for meteorology, gravity is the body force term f which is directed towards the centre of the Earth.
Conversely, the centrifugal force is directed outward from the centre of the Earth. Therefore the
centrifugal force modifies the gravity force to reflect its true influence.
In summary, the equations of motion for the rotating Earth (celestial body) are the mass equa-
tion
Dρ
Dt
+ ρ(∇ · q) = 0, (2.5.14)
the momentum equation
Dq
Dt
+ 2Ω × q + 1
ρ
∇p = f, (2.5.15)
the energy equation
ρcv
DT
Dt
+ p(∇ · q) = ρqh. (2.5.16)
and the equation of state
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p = ρRT. (2.5.17)
2.6 Spherical Coordinate System Equations
The surface of most celestial bodies are oblate spheroids due to the rotation causing an expansion
around the equator. It is then appropriate to approximate the surface as a sphere, and thus it is
convenient to write the equations (2.5.14) – (2.5.17) in spherical polar coordinates, with longitude
λ, latitude φ and distance from the centre of the celestial body r. However, the usual mathematical
definition of spherical polar coordinates, where the polar angle is measured from a fixed zenith di-
rection, so that the polar angles are in the interval 0◦ < φ < 180◦ will not be used. The latitudinal
extent on Earth is measured such that the range is from φ = −90◦ at the south pole to φ = 90◦ at the
north pole. This choice of latitudinal range makes the Coriolis force work out more conveniently.
Figure 2.6.1 is a definition sketch of the spherical polar geometry used throughout this thesis.
Figure 2.6.1: Definition sketch of the spherical polar geometry used throughout this thesis, with non-standard φ ∈
[−90◦, 90◦].
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Cartesian and spherical polar coordinates are related by:

x = r cos φ cos λ
y = r cos φ sin λ
z = r sin φ
(2.6.1)
So the position vector of a particle in the atmosphere (2.5.4) is
r = r cos φ cos λ i + r cos φ sin λ j + r sin φk. (2.6.2)
To calculate the unit vectors er, eλ, eφ in the spherical coordinate directions (r, λ, φ), scale
factors hr, hλ, hφ are needed for the three coordinate directions, such that
∂r
∂r
= hr er,
∂r
∂λ
= hλ eλ,
∂r
∂φ
= hφ eφ. (2.6.3)
By comparing the appropriate partial derivative of (2.6.2) to the corresponding equations in (2.6.3)
it follows that

hr =
∣∣∣∣∣∂r∂r
∣∣∣∣∣ = 1
er = cos φ cos λ i + cos φ sin λ j + sin φk,
(2.6.4)

hλ =
∣∣∣∣∣∂r∂λ
∣∣∣∣∣ = r cos φ
eλ = − sin λ i + cos λ j,
(2.6.5)
and

hφ =
∣∣∣∣∣ ∂r∂φ
∣∣∣∣∣ = r
eφ = − sin φ cos λ i − sin φ sin λ j + cos φk.
(2.6.6)
Inverting the spherical unit vectors, the Cartesian unit vectors in terms of the spherical unit vectors
are
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
i = cos λ cos φ er − sin λ eλ − cos λ sin φ eφ
j = sin λ cos φ er + cos λ eλ − sin λ sin φ eφ
k = sin φ er + cos φ eφ
(2.6.7)
The spherical polar velocity vector is defined as
q = urer + uλeλ + uφeφ. (2.6.8)
The Coriolis force component of equation (2.5.15) is converted using (2.6.7) and (2.6.8) so that
2Ω × q = 2Ωk × q
= 2Ω
[
−uλ cos φ er + (ur cos φ − uφ sin φ) eλ + uλ sin φ eφ
]
. (2.6.9)
The gradient of a scalar function F, such as density ρ or temperature T in this non-standard spher-
ical system is
∇F = ∂F
∂r
er +
1
r cos φ
∂F
∂λ
eλ +
1
r
∂F
∂φ
eφ (2.6.10)
and
q · ∇F = ur ∂F
∂r
+
uλ
r cos φ
∂F
∂λ
+
uφ
r
∂F
∂φ
. (2.6.11)
The material derivative of a scalar function in spherical polar coordinates has the same form as
equation (2.0.2). However, the material derivative of a vector function is much more complicated
in spherical coordinates, and it is best to split it up in the form
Dq
Dt
=
∂q
∂t
+ (q · ∇) q
=
∂q
∂t
+
1
2
∇(q · q) − q × (∇ × q). (2.6.12)
After a considerable amount of algebra, it follows then from (2.6.12) that
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Dq
Dt
=
DurDt − u
2
φ + u
2
λ
r
 er
+
(
Duλ
Dt
+
uruλ − uφuλ tan φ
r
)
eλ
+
DuφDt + uruφ − u2λ tan φr
 eφ. (2.6.13)
Lastly, the divergence of the velocity vector is given by
∇ · q = 1
r2
∂(r2ur)
∂r
+
1
r cos φ
∂uλ
∂λ
+
1
r cos φ
uφ cos φ
∂φ
. (2.6.14)
The governing equations in spherical polar coordinates are just an extension of those shown in the
previous section 2.5. The form of the mass equation (2.5.14), energy equation (2.5.16) and equa-
tion of state (2.5.17) are unchanged apart from coordinate system itself. However, the momentum
equation (2.5.15) is now split into three components, one each for the spherical components. It
is important to recognise that the body force f is gravity and is directed towards the centre of the
Earth, thus f = −g er. The r-component of the momentum equation is
Dur
Dt
−
u2φ + u
2
λ
r
− 2Ωuλ cos φ + 1
ρ
∂p
∂r
= −g. (2.6.15)
The λ- and φ- components are
Duλ
Dt
+
uruλ − uφuλ tan φ
r
+ 2Ω(ur cos φ − uφ sin φ) + 1
ρ
1
r cos φ
∂p
∂λ
= 0 (2.6.16)
and
Duφ
Dt
+
uruφ + u2λ tan φ
r
+ 2Ωuλ sin φ +
1
ρ
1
r
∂p
∂φ
= 0 (2.6.17)
respectively. These extend the results in the text by Batchelor [7, page 601] to include Coriolis
effects.
2.7 Tangent Plane Equations
The equations (2.5.14), (2.5.16), (2.5.17) and (2.6.15) – (2.6.17) are an arduous system of equa-
tions to solve, in particular with regards to the momentum equations. A common technique is
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to simplify the equations by projecting from the surface of the spherical Earth, onto a ‘tangent
plane’. The tangent plane is commonly defined in terms of Cartesian coordinates so that the y-
axis is pointing North, x- axis is pointing East and the z-axis is pointing outward from the centre
of the spherical body through the tangent point which doubles as the origin of the ‘tangent plane’.
The geometry of a ’tangent plane’ is illustrated in Figure 2.7.1.
Figure 2.7.1: Definition sketch of the tangent plane geometry with x-,y- and z- axis defined to be pointing East, North
and outwards respectively.
In this Cartesian system the velocity vector q = ui + vj + wk. This simplification assumes
eλ ≡ i eφ ≡ j er ≡ k
u ≡ uλ v ≡ uφ w ≡ ur (2.7.1)
The spherical coordinate, r, is a good approximation for the radius of the Earth, re, thus r ≈ re.
Simple circular geometry gives
∆y ≈ re ∆φ
∴
∆p
∆y
≈ 1
re
∆p
∆φ
(2.7.2)
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and
∆x ≈ (re cos φ) ∆λ
∴
∆p
∆x
≈ 1
re cos φ
∆p
∆λ
. (2.7.3)
Using the approximations given by (2.7.1) – (2.7.3), together with r ≈ re, the momentum equa-
tions (2.6.15) – (2.6.17) become
Du
Dt
+
uw − uv tan φ
re
+ 2Ω(w cos φ − v sin φ) + 1
ρ
∂p
∂x
= 0, (2.7.4)
Dv
Dt
+
vw + u2 tan φ
re
+ 2Ωu sin φ +
1
ρ
∂p
∂y
= 0 (2.7.5)
and
Dw
Dt
− u
2 + v2
re
− 2Ωu cos φ + 1
ρ
∂p
∂z
= −g. (2.7.6)
For example, this system may be found in the text by Vallis [70, page 61].
The simplified momentum component equations (2.7.4) – (2.7.6) are further streamlined by
the assumption that the vertical wind-speed component w is small compared to the horizontal
components u and v. Furthermore, since the radius of the Earth re is large, terms involving the
inverse
1
re
will be small. Also, it is known that gravity g and
1
ρ
∂p
∂z
are large. Then the momentum
equations become approximately
Du
Dt
− f v + 1
ρ
∂p
∂x
≈ 0, (2.7.7)
Dv
Dt
+ f u +
1
ρ
∂p
∂y
≈ 0, (2.7.8)
and
1
ρ
∂p
∂z
≈ −g, (2.7.9)
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where f = 2Ω sin φ and is known as the Coriolis parameter. These equations are derived in the text
by Vallis [70, pages 66–67]. The governing equations for atmospheric fluid flow on a projected
tangential Cartesian coordinate system are (2.5.14), (2.5.16), (2.5.17) and (2.7.7) – (2.7.9).
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Chapter 3
Mathematical Formulation
This chapter will outline the mathematical formulation of the problems to be solved. Numerical
simulations on the evolution of atmospheric vortices using ‘tangent plane’ approximations are of
interest. In particular, three topics will be simulated in depth. They are (i) Finger structures on
the boundary of an atmospheric vortex; (ii) Interaction of mid-latitude atmospheric vortices; and
(iii) Anti-cyclones perturbing circumpolar flows to form a transient north polar hexagon. Cap-
tured images of the three vortex phenomena occurring in nature can be seen in Figures 1.0.1, 1.0.3
and 1.0.6 respectively. These images are the motivation for the work in this thesis. Depending on
the actual phenomenon being simulated, different ‘tangent plane’ approximations are required to
achieve reliable numerical solutions to the actual atmospheric behaviour.
3.1 Dimensional Equations
Large-scale atmospheric vortices typically have diameters of hundreds if not thousands of kilo-
metres, but are relatively shallow in depth and so they can be thought of a large flat structures.
Therefore the vertical structure and the effects of gravity will not be considered. The governing
equations for the numerical simulations carried out in this thesis are firstly the mass conservation
equation (2.5.14) in the expanded form
∂ρ
∂t
+ u
∂ρ
∂x
+ v
∂ρ
∂y
+ ρ
(
∂u
∂x
+
∂v
∂y
)
= 0. (3.1.1)
Next, the momentum equations (2.7.7) and (2.7.8) for the u and v velocity components, respec-
tively, are expanded to give
37
∂u
∂t
+ u
∂u
∂x
+ v
∂u
∂y
− f v + 1
ρ
∂p
∂x
= 0, (3.1.2)
∂v
∂t
+ u
∂v
∂x
+ v
∂v
∂y
+ f u +
1
ρ
∂p
∂y
= 0. (3.1.3)
Finally, it will be assumed that there will be no addition of heat per unit mass by external heat
sources, that is qh = 0. This leads to the energy equation (2.5.16) becoming
∂T
∂t
+ u
∂T
∂x
+ v
∂T
∂y
+
p
ρcv
(
∂u
∂x
+
∂v
∂y
)
= 0. (3.1.4)
The mass (3.1.1), momentum (3.1.2), (3.1.3) and energy (3.1.4) equations are time derivative
equations. For consistency, the equation of state (2.5.17) will now be expressed in the form
∂p
∂t
=
∂ (ρR T )
∂t
= R
[
T
∂ρ
∂t
+ ρ
∂T
∂t
]
. (3.1.5)
Alternatively, using equations (3.1.1) and (3.1.4), the time derivative equation of state (3.1.5) for
pressure is
∂p
∂t
= −RT
[
u
∂ρ
∂x
+ v
∂ρ
∂y
+ ρ
(
∂u
∂x
+
∂v
∂y
)]
− Rρ
[
u
∂T
∂x
+ v
∂T
∂y
+
p
ρcv
(
∂u
∂x
+
∂v
∂y
)]
. (3.1.6)
3.2 ‘Tangent Plane’ Approximations
It is common when studying fluid flow in the atmosphere and/or ocean to use a ‘tangent plane’
approximation, particularly when the flow of interest is smaller than global, in which case the
complicated spherical effects can be ignored. Fluid motion in the atmosphere is subject to the
Coriolis pseudo-force, due to the Earth (or any other celestial body with an atmosphere) being in
a non-inertial rotating reference frame. The Coriolis parameter at latitude φ is given by
f = 2Ω sin φ rad s−1, (3.2.1)
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where Ω is the angular velocity of the celestial body. The celestial bodies of interest in this thesis
are Earth and Saturn. The sidereal rotation period of the Earth is 23.9345 hours [75] and so the
Earth’s angular velocity takes the value
Ωe =
2pi
23.9345 × 3600 = 7.292 × 10
−5 rad s−1. (3.2.2)
Using the Saturnian system III coordinates [75], the sidereal rotation period of Saturn is taken to
be 10.656 hours and therefore Saturn’s angular velocity is
Ωs =
2pi
10.656 × 3600 = 1.638 × 10
−4 rad s−1. (3.2.3)
Atmospheric fluid behaviour varies considerably over the latitudinal domain and to account for
such change there are three common ‘tangent plane’ approximations that are used in atmospheric
fluid dynamics. These are the f -plane, β-plane and δ-plane approximations. The f -plane and β-
plane approximations are often used for mid latitude studies [11, 16, 48, 70] whereas the δ-plane
approximation by definition is more appropriate for polar region behaviour [34, 33, 46, 57, 78].
3.2.1 f -Plane Approximation
The f -plane approximation is the most simple approximation used in atmospheric fluid dynamics,
and it assumes that the Coriolis parameter f is constant over a ‘tangent plane’ of interest. The
spherical nature of a celestial body can be somewhat complicated when considering fluid flow
over a localised region of a celestial body and thus using the simpler Cartesian representation is
the most convenient approach. Thus the f -plane is a Cartesian based coordinate system with the x-
axis defined to be pointing east and the y-axis points north (see Figure 2.7.1) and is a true ‘tangent
plane’. The origin is located at the tangent point at a given latitude φ0. The value of the Coriolis
parameter for the f -plane is determined using the latitude of the tangent point in equation (3.2.1),
so that
f = 2Ω sin φ0 rad s−1. (3.2.4)
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Latitudes on a celestial body increase in magnitude away from the equator to their maximum abso-
lute values at the poles. The latitudinal domain for the Northern Hemisphere is 0◦ at the equator to
90◦ north and 0◦ to 90◦ south for the Southern Hemisphere. However, computationally the North-
ern Hemisphere has latitudes ranging from 0◦ to 90◦ and −90◦ to 0◦ in the Southern Hemisphere.
It follows then that the Coriolis parameter is positive ( f > 0) and negative ( f < 0) in the Northern
and Southern Hemispheres respectively.
3.2.2 β-Plane Approximation
In reality there is considerable latitudinal variation of the Coriolis parameter and thus depending
on the requirements of the simulation, this latitudinal variation may need to be taken into account.
The β-plane approximation makes the assumption that the Coriolis parameter f varies linearly with
latitude and enables the study of important dynamical interactions of the spheroidal atmosphere,
without the complex spherical geometry. To derive the Coriolis parameter for the β-plane, consider
equation (3.2.1) in the form
f = 2Ω sin (φ0 + φ − φ0). (3.2.5)
Representing f as a truncated Taylor series yields the following
f = 2Ω sin φ0 + 2Ω(φ − φ0) cos φ0 + O(φ − φ0)2. (3.2.6)
In Cartesian coordinates y ≈ r(φ−φ0) = r∆φ, where r is the radius of the celestial body. Therefore
the Coriolis parameter for the β-plane takes the form
f = f0 + βy, (3.2.7)
where f0 is defined by the constant Coriolis parameter for the f -plane (3.2.1) and β is the rate of
change of f and is given by
β =
2Ω
r
cos φ0 rad s−1m−1. (3.2.8)
The influence of the β term is more pronounced closer to the equator and is termed the β-effect.
The β-plane has the x- and y-axes oriented east and north respectively in the same manner as the
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f -plane approximation.
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Figure 3.2.1: Variation of the Coriolis parameter as a function of latitude on the β-plane with (a) φ0 = 27.2◦ and (b)
φ0 = 43.3◦. Red dashed line is the ‘true’ Coriolis variation and the solid black line represents the Coriolis parameter
values for the β-plane approximation.
To give an indication of the variation in the Coriolis parameter f with latitude compared to the
value assigned using the β-plane approximation, Figure 3.2.1 shows plots of the Coriolis parameter
value against latitude (in the form of the y-coordinate). The variability between the ‘true’ Coriolis
parameter value given by equation (3.2.1) and the β-plane approximation value defined by (3.2.7)
with tangent point latitudes of φ0 = 27.2◦N and φ0 = 43.3◦N are shown respectively in Fig-
ures 3.2.1(a) and 3.2.1(b). These figures have used the β-plane representations (3.2.7) and (3.2.8)
in their dimensionless form (refer to Section 3.3). The tangent point latitude corresponds to y = 0,
the solid black line represents the β-plane values and the dashed red line is the ‘true’ Coriolis vari-
ation. Although not perfect, there is close agreement between the ‘true’ and approximate Coriolis
parameter values over this domain.
3.2.3 δ-Plane Approximation
The δ-plane approximation is an approximation where the Coriolis parameter varies quadratically
in space and is used to approximate fluid flow over the polar regions of a celestial body. The
tangent point is φ0 = ±90◦ depending on the pole of interest. The derivation is similar to that of
the β-plane approximation and uses (3.2.5), but now f is truncated to fourth order, in the form
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f = 2Ω sin φ0 + 2Ω∆φ cos φ0 − 2Ω(∆φ)
2 sin φ0
2
− 2Ω(∆φ)
3 cos φ0
3!
+ O(∆φ)4. (3.2.9)
At the North pole φ0 = 90◦, sin φ0 = 1 and cos φ0 = 0 simplifying (3.2.9) to
f = 2Ω −Ω(∆φ)2 + O(∆φ)4, (3.2.10)
In Cartesian coordinates
√
x2 + y2 ≈ r∆φ giving the Coriolis parameter for the δ-plane in the
Northern hemisphere as
f = 2Ω − δ(x2 + y2) (3.2.11)
where
δ =
Ω
r2
rad s−1m−2. (3.2.12)
The Coriolis parameter for the δ-plane in the Southern hemisphere is the negative of (3.2.11) and
is given by
f = −2Ω + δ(x2 + y2). (3.2.13)
However, this representation of the Coriolis parameter is never used in this thesis and its formula-
tion is stated here only in the interest of completeness.
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Figure 3.2.2: Geometric sketch of dimensionless δ-plane with north and east directional arrows.
The δ-plane with tangent point φ0 = 90◦N has the unique characteristic that the magnitude of
Coriolis parameter decreases away from the pole, which is the origin of the ‘tangent plane’. Un-
like the f -plane and β-plane, the x- and y-axes are not oriented to the east and north respectively.
The easterly direction is defined to be pointing anti-clockwise around circles of equal latitude with
centres located at the origin, and the northerly direction is the ray from any (x, y) coordinate termi-
nating at the pole. A geometric sketch of the dimensionless δ-plane is given in Figure 3.2.2, with
boundary −4 < x < 4, −4 < y < 4. The arrows along the rays going through the origin show the
northerly direction and the arrows on the circles show the easterly direction. It is important to note
that the β-plane and δ-plane approximations don’t describe dynamics on a hypothetical ‘tangent
plane’ and only take the name from the analogous f -plane approximation. From equation (3.2.11),
the δ-theory clearly represents the Coriolis term near the pole as an approximate paraboloid.
Throughout this thesis the celestial bodies of interest are the Earth and Saturn depending on
what phenomenon is being simulated. The radius of the Earth is taken to be r = 6.371 × 106 m
and the radius of Saturn is taken to be r = 5.8232 × 107 m. These radii values are the volumetric
mean radius of the celestial body of interest [75].
The f -plane and β-plane approximations have been used extensively over the last century and
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thus need little justification of their use in this thesis. However, the δ-plane approximation is not
as well known and seems to be rather flexible in its definition; the only consistency is that the
Coriolis parameter varies quadratically in space. The δ-plane approximation used in this thesis
and outlined above is conveniently setup to be used over quite a large area of a celestial body. This
is enabled due to the tangent point of the δ-plane being the pole itself. Using a tangent point that is
not the pole limits the computational domain of the δ-plane as the pole would create an inflexible
boundary of the δ-plane [34].
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Figure 3.2.3: Pressure contour plots of the Coriolis parameter values over the north pole of Saturn using (a) δ-plane f
values and (b) ‘true’ f values.
The f -plane and β-plane approximate the ‘true’ value of the Coriolis parameter (3.2.1) with a
zeroth and first order Taylor series representation respectively. The validity of the results obtained
by using the f -plane and β-plane approximations depend on factors such as the tangent point
latitude, extent of the ‘tangent plane’ and the phenomenon being simulated and are discussed in
depth later in Chapters 4 and 5. The approximate Coriolis parameter f obtained by using the polar
δ-plane approximation as defined by (3.2.11) is virtually identical to that of the ‘true’ Coriolis
parameter f given by (3.2.1), and this is illustrated in Figures 3.2.3(a) and 3.2.3(b) respectively
in the form of contour diagrams. These two figures are essentially identical in appearance with
maximum values of f ≈ 33 at the poles and decreasing radially. These diagrams have used the
angular velocity of Saturn (3.2.3) in its dimensionless form (refer to Section 3.3).
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Figure 3.2.4: Contour diagram of the approximation error. The scale gives the percentage relative error (3.2.14) in the
δ-plane assumption.
To determine a quantitative value of the error between the the ‘true’ and approximate values of
the Coriolis parameters given by equations (3.2.1) and (3.2.11), Figure 3.2.4 shows the contours
of the relative error given as a percentage of the ‘true’ Coriolis value in the form
Er(x, y) =
2Ω sin φ − 2Ω + δ(x2 + y2)
2Ω sin φ
× 100. (3.2.14)
It can be seen from Figure 3.2.4 that, over the circular region of radius approximately four, there
is less than one percent difference between the ‘true’ value and that given by the δ-plane value.
3.3 Dimensionless Parameters
The numerical simulations depicted in this thesis use a two-dimensional Cartesian coordinate sys-
tem. For the f -plane and β-plane approximations this is a rectangular xy-plane that is tangent to a
given point on a celestial body, where the x-axis is defined to be pointing east and the y-axis points
north. The origin is located at the tangent point at a given latitude φ0 on the surface of the celestial
body. For the δ-plane approximation the orientation of the orthogonal x- and y-axes is arbitrary
with respect to the origin at the pole, φ0 = 90◦. However, for all three approximations the left and
right sides of the ‘tangent plane’ are situated at x = −L and x = L respectively, and the top and
bottom are located at y = H and y = −H respectively.
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It is convenient to scale the problem so that all quantities, variables and equations are dimen-
sionless. The time scale is τ, the approximate number of seconds in one day (105 s). The lengths
are scaled relative to A. For simulations associated with Earth A = 106 m and for Saturn A = 107
m, the approximate side length of the hexagonal feature over the pole. Therefore the speed scale is
A/τ, 10 ms−1 for Earth and 100 ms−1 for Saturn. The density and temperature scales are chosen to
be the background density ρ0 and background temperature T0, respectively. Pressure is referenced
to the quantity ρ0RT0, in which R is the gas constant and takes the values of R = 287.04 J Kg−1
K−1 on Earth and R = 4016.43 J Kg−1 K−1 on Saturn. The problem then is found to be dependent
on four dimensionless constant parameters,
λ =
L
A
, ω =
H
A
, γ =
cp
cv
, νE =
τ2RT0
A2
, (3.3.1)
Figure 3.3.1: Sketch of dimensionless ‘tangent plane’ with λ = ω = 6. The contours have been taken from an actual
solution of an interacting binary low pressure system with initial eyes located at (x, y) = (±1,±1), pressure differential
µ1 = µ2 = 0.1 and σ1 = σ2 =
√
2 at time t = 1.2.
and five further parameters
f˜ = f τ, β˜ = βAτ, δ˜ = δA2τ, Ω˜ = Ωτ, RoT =
1
f τ
(3.3.2)
that describe aspects of the Coriolis force due to the rotation of a celestial body.
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The first two constants λ and ω in the system (3.3.1) represent the dimensionless half-width
and half-length of the ‘tangent plane’, respectively. The constant γ = cp/cv is the ratio of specific
heats, where cp is the specific heat at a constant pressure and cv is the specific heat at a constant
volume (For an ideal gas, cp − cv = R). The constant parameter νE is a type of inverse Eckert
number, which is a ratio of kinetic energy and enthalpy [39, page 255]. A definition sketch of the
dimensionless ‘tangent plane’ is given in Figure 3.3.1.
The constant f˜ in system (3.3.2) is the non-dimensional Coriolis parameter. The second pa-
rameter β˜ is the dimensionless rate of change of f with latitude, and is of interest only in the
β-plane description of the flow. The third parameter δ˜ is the dimensionless form of the second
derivative of the Coriolis parameter with respect to latitude, and is only used in the δ-plane ap-
proach. The fourth parameter Ω˜ is the dimensionless angular velocity and takes the values of
7.292 and 16.38 for Earth and Saturn simulations respectively. The last parameter RoT is the
Rossby number defined in terms of time scales, as defined by Vallis [70, page 85]. It describes the
ratio of inertial to Coriolis force and is the inverse of the dimensionless Coriolis parameter f˜ .
3.4 Dimensionless Equations
As the ‘tangent plane’ is non-dimensionalized, the governing equations of fluid flow in the at-
mosphere derived in Chapter 2 must also be non-dimensionalized. The governing equations are
non-dimensionalized using the following quantities
x˜ =
x
A
, y˜ =
y
A
, u˜ =
uτ
A
, v˜ =
vτ
A
t˜ =
t
τ
, ρ˜ =
ρ
ρ0
, T˜ =
T
T0
, p˜ =
p
ρ0RT0
(3.4.1)
Recall the mass continuity equation (3.1.1)
∂ρ
∂t
+ u
∂ρ
∂x
+ v
∂ρ
∂y
+ ρ
(
∂u
∂x
+
∂v
∂y
)
= 0.
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The following is an example of how to non-dimensionalize terms of the governing equations out-
lined in Section 3.1. Using the dimensionless quantities (3.4.1), the first term of equation (3.1.1)
∂ρ
∂t
=
∂(ρ0 ρ˜)
∂t
= ρ0
∂ρ˜
∂t
= ρ0
(
∂ρ˜
∂t˜
∂t˜
∂t
)
=
ρ0
τ
∂ρ˜
∂t˜
. (3.4.2)
Following a similar approach to how the time derivative of density (3.4.2) was obtained, the fully
non-dimensional form of the mass continuity equation (3.1.1) is
∂ρ˜
∂t˜
+ u˜
∂ρ˜
∂x˜
+ v˜
∂ρ˜
∂y˜
+ ρ˜
(
∂u˜
∂x˜
+
∂v˜
∂y˜
)
= 0. (3.4.3)
The dimensionless momentum equations are
∂u˜
∂t˜
+ u˜
∂u˜
∂x˜
+ v˜
∂u˜
∂y˜
− f˜ v˜ + νE
ρ˜
∂ p˜
∂x˜
= 0, (3.4.4)
∂v˜
∂t˜
+ u˜
∂v˜
∂x˜
+ v˜
∂v˜
∂y˜
+ f˜ u˜ +
νE
ρ˜
∂ p˜
∂y˜
= 0, (3.4.5)
A complete derivation of the non-dimensionalization of the momentum equation (3.1.2) that re-
sults in equation (3.4.4) is outlined in Appendix A. The non-dimensionalization of the momentum
equations is the most complicated; however, they are simplified through the use of the inverse
Eckert number νE . The dimensionless representation of the energy equation is of the form
∂T˜
∂t˜
+ u˜
∂T˜
∂x˜
+ v˜
∂T˜
∂y˜
+ (γ − 1) p˜
ρ˜
(
∂u˜
∂x˜
+
∂v˜
∂y˜
)
= 0, (3.4.6)
and
∂ p˜
∂t˜
= −T˜
[
u˜
∂ρ˜
∂x˜
+ v˜
∂ρ˜
∂y˜
+ ρ˜
(
∂u˜
∂x˜
+
∂v˜
∂y˜
)]
− ρ˜
[
u˜
∂T˜
∂x˜
+ v˜
∂T˜
∂y˜
+ (γ − 1) p˜
ρ˜
(
∂u˜
∂x˜
+
∂v˜
∂y˜
)]
. (3.4.7)
is the dimensionless time derivative equation of state, as the dimensionless form of (2.5.17) col-
lapses to
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p˜ = ρ˜ T˜ . (3.4.8)
For convenience, from here onwards the tildes on the non-dimensionalized equations (3.4.3) –
(3.4.7) will be omitted, except for the constants that describe aspects of the Coriolis force given
by (3.3.2). The two-dimensional compressible fluid equations (3.4.3) – (3.4.7) are used on the
‘tangent plane’, to reflect the fact that the horizontal length scales are far greater than the vertical
heights. This is not a shallow-water approximation since the “top” of the atmosphere is not mod-
elled explicitly. Instead, the variables used here are are essentially depth-averaged quantities, with
weak tangential compressibility included to account for these effects. This extends the approach
of Meunier et al. [53] who also used planar equations, but assumed an incompressible fluid. Al-
lowing the fluid to have compressibility in the lateral coordinate gives the same physical degree
of freedom as classical shallow-water theories. This is similar to the analogy that exists between
flow of an incompressible fluid in an elastic-walled pipe, and that of a compressible fluid in a rigid
pipe [43, 25].
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Chapter 4
Large-amplitude finger structures in
atmospheric vortices
Large-scale low pressure systems in the atmosphere are occasionally observed to posses Kelvin-
Helmholtz fingers, and an example is shown in Figure 1.0.1. However, these structures are hun-
dreds of kilometres long, so they are necessarily affected strongly by non-linearity. They are ev-
idently unstable and are observed to dissipate after a few hours, and rare cases may last a few days.
This chapter will discuss and undertake an analysis similar in some respects to that of Forbes
and Cosgrove [28], in that moderately large-amplitude instabilities at the edge of a vortex system
are of interest. In the present problem, however, the circulation does not arise from a line vortex
at the centre of the system, but rather comes about through the Coriolis pseudo-acceleration due
to the rotation of the Earth. A real life example of a similar phenomenon is shown in Figure 1.0.1.
A model for this phenomenon is presented here, based on the usual f -plane equations of mete-
orology, assuming an atmosphere governed by the ideal gas law. Large-amplitude perturbations
are accounted for, by retaining the equations in their non-linear forms, and these are then solved
numerically using a spectral method. Finger formation is modelled as an initial perturbation to
the n-th Fourier mode, and the numerical results show that the fingers grow in time, developing
structures that depend on the particular mode. Results are presented and discussed, and are also
compared with the predictions of the β-plane theory, in which changes of the Coriolis acceleration
with latitude are included. An idealized vortex in the northern hemisphere is considered, but the
results are at least in qualitative agreement with an observation of such systems in the southern
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hemisphere.
The mathematical conditions imposed and the numerical method used to simulate the forma-
tion of large-amplitude finger structures on the edges of atmospheric vortices are discussed. The
mathematical conditions of interest are (i) boundary conditions, (ii) initial conditions and (iii) as-
sumed atmospheric conditions.
The motivation for this analysis is the image of the low pressure system shown in Figure 1.0.1.
The vortex was approximately located at 36◦S latitude and the unusual fingers on the outer edges
only lasted for a short while, less than four hours. The advantage of considering such a phe-
nomenon located at this approximate latitude is that both the f -plane and β-plane approximations
are valid choices [48]. Thus in simulating the formation of finger structures on the outer edges of
such an atmospheric vortex, both the f -plane and β-plane approximations will be used and a de-
tailed comparison of the results will be discussed. It will be shown that at mid-latitudes the f -plane
and β-plane theories are in close agreement, but for mid-low latitudes the β-effect is noticeable.
This is predominantly due to the increased difference between the fluid velocity approximated by
the f -plane and β-plane at the same latitude for the lower tangent point latitude φ0 = 27.2◦. For
mid-latitude regions the f -plane and β-plane velocities at a given latitude are of the same order of
magnitude for the selected geometric domain of the chosen tangent planes. In contrast, the f -plane
and β-plane speeds in the mid-low latitude case are an order of magnitude larger in the β theory at
the Southern boundary region (refer to Table 4.1 in the results section of this chapter).
4.1 Boundary Conditions
The atmospheric boundary conditions for the problems are determined by considering time inde-
pendent, steady state behaviour. It can be shown that apart from the tropical regions the flow of
atmospheric fluid is essentially geostrophic [36, page 30]. It follows then that it is reasonable to
assume that the atmospheric flow is initially geostrophic and this assumption is made here. Thus
the material derivative terms in the governing momentum equations (3.4.4) and (3.4.5) can be
ignored so that these two equations simplify, approximately, to
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us(x, y) = − νEfρs
∂ps
∂y
= −νERoT
ρs
∂ps
∂y
, (4.1.1)
vs(x, y) =
νE
fρs
∂ps
∂x
=
νERoT
ρs
∂ps
∂x
, (4.1.2)
for the respective zonal and meridional velocity components and the subscript s just indicates the
steady component of the variable in question. The observed finger structure phenomenon was
a large low-pressure system in the Great Australian Bight (see Figure 1.0.2) and so this will be
modelled using an exponential function of the form
ps(x, y) = 1 − µ exp[−(x2 + y2)], (4.1.3)
where µ is a constant that gives the maximum pressure change over the flow region. The at-
mosphere will be assumed to be initially isothermal and so the initial constant temperature in
dimensionless form is simply
Ts(x, y) = 1. (4.1.4)
The steady pressure (4.1.3) and constant temperature (4.1.4) must satisfy the equation of state (3.4.8)
and thus the steady density ρs must have the same form as the steady pressure
ρs(x, y) = 1 − µ exp[−(x2 + y2)] = ps(x, y) = G(x, y). (4.1.5)
The tangent plane dimensions are set up so that the flow on the outer edges of the tangent plane
has minimal influence on the flow in the centre of the tangent plane where the finger structure
phenomenon is located. The steady equations (4.1.1) – (4.1.5) must hold on the edges at x = ±λ
and y = ±ω of the tangent plane and these equations will double as the boundary conditions to the
fully non-linear flow problem.
4.2 Spectral Solution Method
A spectral solution is sought for the five variables that are needed in order to solve the problem.
The variables for pressure p, density ρ, temperature T , zonal velocity u and meridional velocity
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v are expressed as the sum of a steady time-independent background flow component and a fully
unsteady time dependent component in the form
p(x, y, t) = ps(x, y) + pu(x, y, t), (4.2.1)
ρ(x, y, t) = ρs(x, y) + ρu(x, y, t), (4.2.2)
T (x, y, t) = Ts(x, y) + Tu(x, y, t), (4.2.3)
u(x, y, t) = us(x, y) + uu(x, y, t), (4.2.4)
v(x, y, t) = vs(x, y) + vu(x, y, t). (4.2.5)
The steady background components denoted with the subscript s, are given by equations (4.1.1)
– (4.1.5). As the steady background components double as the boundary conditions for the prob-
lem, the unsteady time dependent components must equal zero on the boundaries x = ±λ and
y = ±ω. Thus the fully non-linear representation of the variables is
u(x, y, t) = − νERoT
G(x, y)
∂G
∂y
+
∞∑
m=1
∞∑
n=1
Amn(t) sin
(
mpi(x + λ)
2λ
)
sin
(
npi(y + ω)
2ω
)
, (4.2.6)
v(x, y, t) =
νERoT
G(x, y)
∂G
∂x
+
∞∑
m=1
∞∑
n=1
Bmn(t) sin
(
mpi(x + λ)
2λ
)
sin
(
npi(y + ω)
2ω
)
, (4.2.7)
p(x, y, t) = G(x, y) +
∞∑
m=1
∞∑
n=1
Pmn(t) sin
(
mpi(x + λ)
2λ
)
sin
(
npi(y + ω)
2ω
)
, (4.2.8)
ρ(x, y, t) = G(x, y) +
∞∑
m=1
∞∑
n=1
Rmn(t) sin
(
mpi(x + λ)
2λ
)
sin
(
npi(y + ω)
2ω
)
, (4.2.9)
T (x, y, t) = 1 +
∞∑
m=1
∞∑
n=1
Tmn(t) sin
(
mpi(x + λ)
2λ
)
sin
(
npi(y + ω)
2ω
)
. (4.2.10)
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In the equations (4.2.8) and (4.2.9) the function G(x, y) is given by (4.1.5) and its partial derivatives
with respect to x and y are used in equations (4.2.7) and (4.2.6), respectively. The time dependent
Fourier coefficients Amn(t), Bmn(t), Pmn(t), Rmn(t) and Tmn(t) are to be determined.
Using the representation (4.2.9), the mass equation (3.4.3) can be rearranged so that
∂ρ
∂t
=
∞∑
m=1
∞∑
n=1
R′mn(t) sin
(
mpi(x + λ)
2λ
)
sin
(
npi(y + ω)
2ω
)
= −F1(x, y, t), (4.2.11)
where
F1(x, y, t) = u
∂ρ
∂x
+ v
∂ρ
∂y
+ ρ
(
∂u
∂x
+
∂v
∂y
)
. (4.2.12)
The function F1(x, y, t) is simply the non-linear terms in the mass equation (3.4.3). Following a
similar approach to that used by Forbes [26], a system of ordinary differential equations is derived
for the Fourier coefficients, Rmn(t). The equation (4.2.11) is decomposed spectrally by multiplying
by basis functions and integrating over the region of the tangent plane −λ < x < λ, −ω < y < ω.
Then
∫ λ
−λ
∫ ω
−ω
∞∑
m=1
∞∑
n=1
R′mn(t) sin
(
mpi(x + λ)
2λ
)
sin
(
kpi(x + λ)
2λ
)
sin
(
npi(y + ω)
2ω
)
sin
(
lpi(y + ω)
2ω
)
dydx
= −
∫ λ
−λ
∫ ω
−ω
F1(x, y, t) sin
(
kpi(x + λ)
2λ
)
sin
(
lpi(y + ω)
2ω
)
dydx (4.2.13)
but the orthogonality relations for trigonometric functions result in
∫ λ
−λ
sin
(
mpi(x + λ)
2λ
)
sin
(
kpi(x + λ)
2λ
)
dx =

λ, if m = k;
0, if m , k.
(4.2.14)
and
∫ ω
−ω
sin
(
npi(y + ω)
2ω
)
sin
(
lpi(y + ω)
2ω
)
dy =

ω, if n = l;
0, if n , l.
(4.2.15)
Therefore equation (4.2.13) is simplified using the results given by (4.2.14) and (4.2.15) to give
the system of ordinary differential equations
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R′kl(t) =
−1
λω
∫ λ
−λ
∫ ω
−ω
F1(x, y, t) sin
(
kpi(x + λ)
2λ
)
sin
(
lpi(y + ω)
2ω
)
dydx
for k = 1, 2, ....,M, and l = 1, 2, ....,N. (4.2.16)
This procedure is replicated to derive systems of ordinary differential equations for the remaining
Fourier coefficients, Amn(t), Bmn(t), Pmn(t), and Tmn(t). In the interests of brevity they will only
be stated here. The momentum equations (3.4.4), (3.4.5) give rise to the system of differential
equations
A′kl(t) =
νE
λω
∫ λ
−λ
∫ ω
−ω
1
G(x, y)
∂G
∂x
sin
(
kpi(x + λ)
2λ
)
sin
(
lpi(y + ω)
2ω
)
dydx
−1
λω
∫ λ
−λ
∫ ω
−ω
F2(x, y, t) sin
(
kpi(x + λ)
2λ
)
sin
(
lpi(y + ω)
2ω
)
dydx
+ f˜ Bkl(t) for k = 1, 2, ....,M, and l = 1, 2, ....,N, (4.2.17)
B′kl(t) =
νE
λω
∫ λ
−λ
∫ ω
−ω
1
G(x, y)
∂G
∂y
sin
(
kpi(x + λ)
2λ
)
sin
(
lpi(y + ω)
2ω
)
dydx
−1
λω
∫ λ
−λ
∫ ω
−ω
F3(x, y, t) sin
(
kpi(x + λ)
2λ
)
sin
(
lpi(y + ω)
2ω
)
dydx
− f˜ Akl(t) for k = 1, 2, ....,M, and l = 1, 2, ....,N, (4.2.18)
where f˜ is the non-dimensional constant Coriolis parameter as defined in system (3.3.2) for the
f -plane approximation. The differentiated equation of state (3.4.7) yields
P′kl(t) =
−1
λω
∫ λ
−λ
∫ ω
−ω
F4(x, y, t) sin
(
kpi(x + λ)
2λ
)
sin
(
lpi(y + ω)
2ω
)
dydx
for k = 1, 2, ....,M, and l = 1, 2, ....,N. (4.2.19)
Finally, the energy equation (3.4.6) results in the system
T ′kl(t) =
−1
λω
∫ λ
−λ
∫ ω
−ω
F5(x, y, t) sin
(
kpi(x + λ)
2λ
)
sin
(
lpi(y + ω)
2ω
)
dydx
for k = 1, 2, ....,M, and l = 1, 2, ....,N. (4.2.20)
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In these expressions, the non-linear terms
F2(x, y, t) = u
∂u
∂x
+ v
∂u
∂y
+
νE
ρ
∂p
∂x
, (4.2.21)
F3(x, y, t) = u
∂v
∂x
+ v
∂v
∂y
+
νE
ρ
∂p
∂y
, (4.2.22)
F5(x, y, t) = u
∂T
∂x
+ v
∂T
∂y
+ (γ − 1) p
ρ
(
∂u
∂x
+
∂v
∂y
)
, (4.2.23)
F4(x, y, t) = T F1(x, y, t) + ρ F5(x, y, t) (4.2.24)
have been defined for convenience, where F1(x, y, t) is given in equation (4.2.12). The equa-
tions (4.2.16) – (4.2.20) constitute a system of 5MN ordinary differential equations for the f -
plane Fourier coefficients in the representations for the zonal velocity (4.2.6), the meridional ve-
locity (4.2.7), the pressure (4.2.8), the density (4.2.9) and the temperature (4.2.10). A fourth-order
Runge-Kutta method based on the Dormand-Prince (4, 5) pair [22] is used to solve the large sys-
tem of differential equations by integrating the coefficients forward in time.
The variables for the zonal velocity u, meridional velocity v, pressure p, density ρ and temper-
ature T for the β-plane approximation have the same form as for the f -plane and are represented
by equations (4.2.6) – (4.2.10). However, the Fourier coefficients Amn(t), Bmn(t), Pmn(t), Rmn(t),
and Tmn(t) will change. For the β-plane, the ordinary differential equations used to determine the
Fourier coefficients Pmn(t) (4.2.18), Rmn(t) (4.2.19), and Tmn(t) (4.2.20) are the same as for the
f -plane. The equations for the coefficients Amn(t) and Bmn(t) are the same as (4.2.17), (4.2.18),
except that now the appropriate intermediate functions F2(x, y, t) and F3(x, y, t) are replaced by
F6(x, y, t) = u
∂u
∂x
+ v
∂u
∂y
− β˜yv + νE
ρ
∂p
∂x
,
F7(x, y, t) = u
∂v
∂x
+ v
∂v
∂y
+ β˜yu +
νE
ρ
∂p
∂y
,
respectively, to account for the additional term introduced by the dimensionless rate of change of
the Coriolis parameter, β˜, defined in (3.3.2).
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4.3 Initial Conditions
The initial conditions for the non-linear fluid flow in the f -plane and β-plane approximations were
determined by assuming that the fluid flow was initially geostrophic and therefore its velocity
was just the steady background velocity given by (4.1.1) and (4.1.2). This is achieved by setting
Amn(0) = Bmn(0) = 0 in equations (4.2.6) and (4.2.7). Similarly, initially the atmosphere is
assumed to be isothermal so that the temperature is again just the steady background temperature
T = 1 and thus Tmn(0) = 0 in equation (4.2.10). It then follows from equation (3.4.8) that the
pressure p and density ρ are equal at t = 0. It has been shown in many studies of the classical
instability problems such as Kelvin-Helmholtz flow [13, 15, 23] and Rayleigh-Taylor flow [26,
27] that disturbances in the interfacial region between two distinct fluids can grow in time. In
this atmospheric vortex problem the initial pressure and density are disturbed by a sinusoidal
or triangular wave perturbation to the interface between two distinctive regions of fluid. The
sinusoidal perturbation is assumed to have the form
p(x, y, 0) = ρ(x, y, 0) =

1, if r > 1 + a sin(nθ);
1 − µ, if r < 1 + a sin(nθ).
(4.3.1)
In equation (4.3.1) the variable µ is the maximum pressure drop, n is the perturbation mode, a is
the perturbation amplitude and
r =
√
x2 + y2. (4.3.2)
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Figure 4.3.1: Sketch of 3-dimensional initial pressure and density profile with a = 0.25 for a mode 6 perturbation type
(a) sinusoidal and (b) triangular.
Figure 4.3.1(a) shows a three-dimensional plot of the initial pressure and density profile us-
ing (4.3.1) for a mode six sinusoidal perturbation with amplitude a = 0.25 and pressure drop
µ = 0.1. The initial condition (4.3.1) is for a single mode perturbation. However, multi-modal
functions are also considered using an initial pressure and density of the form
p(x, y, 0) = ρ(x, y, 0) =

1, if r > 1 + f (θ);
1 − µ, if r < 1 + f (θ),
(4.3.3)
where f (θ) is a periodic perturbing function that can be expressed in terms of a multi-modal
Fourier series. This has been done specifically to investigate the effects of a more complex, multi-
mode initial condition. A multi-modal triangular wave perturbation will be of interest here. The
triangular wave perturbation is given by
f (θ) =
8a
pi2
∞∑
k=1
(−1)k+1 sin[(2k − 1)nθ]
(2k − 1)2 , (4.3.4)
again n is the mode of the triangle wave and a is the amplitude.
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(a) (b)
Figure 4.3.2: Mode 2 triangular wave plots of amplitude a = 0.5 using (a) a Fourier series and (b) an analytic repre-
sentation.
The triangle wave representation (4.3.4) needs to be truncated beyond k = 8 Fourier modes for
the series to converge to what could be interpreted as a sharp triangular wave. An example of a
mode two representation truncated at k = 9 is shown in Figure 4.3.2(a). However, the Fourier
representation of f (θ) can be expressed in the more convenient analytic form given by
f (θ) =
2a
pi
[arcsin(sin(nθ))] , (4.3.5)
and is used to produce a comparative mode two representation that is illustrated in Figure 4.3.2(b).
The analytic function (4.3.5) produces an exact triangular wave and is used in the simulations.
Figure 4.3.1(b) shows a 3-dimensional plot of the initial pressure and density profile using (4.3.3)
for a mode six triangular perturbation with amplitude a = 0.25 and pressure drop µ = 0.1.
The Fourier coefficients for the initial pressure Pmn(0) are determined by considering the
Fourier series for the pressure (4.2.8) at time t = 0 so that
p(x, y, 0) = G(x, y) +
∞∑
m=1
∞∑
n=1
Pmn(0) sin
(
mpi(x + λ)
2λ
)
sin
(
npi(y + ω)
2ω
)
, (4.3.6)
and therefore
∞∑
m=1
∞∑
n=1
Pmn(0) sin
(
mpi(x + λ)
2λ
)
sin
(
npi(y + ω)
2ω
)
= p(x, y, 0) −G(x, y). (4.3.7)
In a similar manner to how the ordinary differential equations for the Fourier coefficients were
derived, spectral decomposition of equation (4.3.7) gives
59
Pmn(0) =
1
λω
∫ λ
−λ
∫ ω
−ω
[
p(x, y, 0) −G(x, y)] sin (mpi(x + λ)
2λ
)
sin
(
npi(y + ω)
2ω
)
dydx. (4.3.8)
The form of the Fourier coefficients Rmn(0) for the density is identical, except that p(x, y, 0) is
replaced with ρ(x, y, 0) in the integrand of equation (4.3.8). The quadratures are performed using
the Gaussian integration routine provided by von Winckel [77].
4.4 Presentation of Results
The impetus for studying and simulating the formation of large-amplitude fingers in atmospheric
vortices is shown in Figure 1.0.1. This formation occurred during July 2011, when a large (≈ 1500
km in diameter) low-pressure system formed in the Great Australian Bight at an approximate lat-
itude of 36◦S. At this latitude it is suitable to use the f -plane and β-plane approximations, and
a comparison of the results will be studied, in order to observe qualitative differences between
both approximations. The Rossby numbers considered in this section will either be RoT = 0.1
or RoT = 0.15 and are either constant throughout the entire region of the f -plane approximation,
or else take this value at y = 0 (corresponding to the tangent point latitude φ0) for the β-plane
approximation. These two Rossby numbers are chosen so that comparisons between mid-latitudes
and mid-low latitude regions can be made. Also, at latitude φ = 36◦N where the phenomenon of
interest was observed, the Rossby number takes the approximate value 0.12 which lies between
the two Rossby numbers of choice. The Rossby number RoT = 0.15 corresponds to a tangent point
at the mid-low latitude φ ≈ 27.2◦N, and thus shows flow behaviour for mid-low latitude regions.
The nature of mid-latitude fluid flow can be studied by considering Rossby number RoT = 0.1
which corresponds to a tangent point at the mid-latitude φ ≈ 43.3◦N. As RoT > 0 we are looking
at f -plane and β-plane approximations in the northern hemisphere. As the motivating vortex was
the result of a low pressure region, the majority of results will be presented by means of pressure
contour maps, as is common practice in meteorological charts.
Lipps [48] states that, for the β-plane approximation to be valid, then
RoT =
1
f τ
=
1
f˜
 1, β˜ = βAτ ∼ 1. (4.4.1)
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Clearly the first condition in (4.4.1) is met through the choice of Rossby numbers used in this
study. For RoT = 0.1 and RoT = 0.15 the respective β˜ values are 1.667 and 2.036 and these are
consistent with the second condition in (4.4.1).
The dimensionless half plane width and length will be λ = 3 and ω = 3 respectively. The
density scale was taken to be ρ0 = 1.213 kg m−3, the temperature scale was T0 = 290◦ K and
therefore the pressure scale ρ0RT0 = 1 atm = 1.01 × 105 Pa. The ratio of specific heats is taken to
be γ = 1.4 and the maximum dimensionless pressure drop is µ = 0.1.
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Figure 4.4.1: Steady pressure contour plots and quiver plots of steady velocity on the f -plane with Rossby numbers
(a) RoT = 0.1 (b) RoT = 0.15.
Contour plots of the steady pressure ps as defined by equation (4.1.3) together with quiver
plots of the steady velocity components as defined by equations (4.1.1) and (4.1.2) for an f -plane
approximation are shown in Figure 4.4.1. This figure depicts geostrophic balance, where the Cori-
olis effect and the pressure gradient force are equal. Figures 4.4.1(a) and 4.4.1(b) were produced
using Rossby numbers RoT = 0.1 and RoT = 0.15 respectively. In the pressure contour plots,
the blank outer region has pressure ranging from 0.99 to 1.00, the blank inner region has pressure
in the range 0.90 to 0.91 and the visible contours have values that increase in increments of 0.01
from 0.91 to 0.99. In all subsequent contour plots in this section of the chapter, these contour
values are used. The velocity for the f -plane approximation with RoT = 0.15 is exactly 50%
larger than with RoT = 0.1, and this is illustrated in Figure 4.4.1, with the longer arrows in Fig-
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ure 4.4.1(b) compared with Figure 4.4.1(a). In the Northern hemisphere, low pressure systems
rotate in an anticlockwise direction, which has been confirmed by the quiver plot in these figures.
A consequence of geostrophic flow is that the geostrophic velocity vector is parallel to lines where
pressure is constant. This is also confirmed in both Figures 4.4.1(a) and 4.4.1(b) as the quivers are
aligned tangentially to the contours of the steady pressure.
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Figure 4.4.2: Steady velocity quiver plots on the β-plane with Rossby numbers (a) RoT = 0.1 (b) RoT = 0.15 on y = 0.
For the f -plane approximation the quivers are anti-symmetric about y = 0. However, this is not
the case for the β-plane as the Rossby number varies as a function of latitude. The β-plane equiv-
alent velocity plots for Figure 4.4.1 are shown in Figure 4.4.2. In this figure, the pressure contours
have been omitted so the β-effect can be easily seen. In the case of the β-plane approximation,
the Rossby number RoT increases towards the equator and so for the β-plane, the largest Rossby
number occurs at y = −3 and the smallest at y = 3. This increase in Rossby number towards the
equator is best illustrated by Figure 4.4.2(b) where RoT = 0.15 at y = 0. In the southern half
of the figure the quivers are considerably longer than its northern counterpart due to the increased
Rossby number, that is for y ≥ 0, the quiver located at any coordinate (x, y) is smaller in magnitude
than the corresponding quiver located at (x,−y). Figure 4.4.2(a) also has larger velocities in the
southern half compared to the northern half albeit not as identifiable.
When comparing the f -plane and β-plane approximations that have the same Rossby number
at y = 0, the velocities at the same coordinate vary significantly. This is especially the case for the
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Dimensionless fluid speed at x = 0
Latitude f -plane speed β-plane speed f -plane speed β-plane speed
Coordinate RoT = 0.1 RoT = 0.1 RoT = 0.15 RoT = 0.15
y at y = 0 at y = 0
3.0 0.0070 0.0047 0.0105 0.0055
2.5 0.0929 0.0659 0.1394 0.0795
1.4 3.3746 2.7387 5.0619 3.5505
0.5 6.9020 6.3899 10.3530 9.0264
0 0.0000 0.0000 0.0000 0.0000
−0.5 6.9020 7.5034 10.3530 12.1353
−1.4 3.3746 4.3952 5.0619 8.8124
−2.5 0.0929 0.1579 0.1394 0.5661
−3.0 0.0070 0.0139 0.0105 0.1158
Table 4.1: Shows the dimensionless fluid velocity on the β-plane and f -plane for a selected number of latitude coordi-
nates y, with RoT = 0.1 and RoT = 0.15 at y = 0.
larger Rossby number RoT = 0.15. In the southern half of the approximation regions the velocities
for identical points are greater for the β-plane than for the f -plane and vice versa in the northern
half. If RoT = 0.15 on y = 0 the velocities on the β-plane are approximately 11 times faster than
those on the f -plane at the same southern latitude y = −3 and are about half the speed at the same
northern latitude y = 3. Table 4.1 shows the dimensionless fluid speeds
√
u2 + v2 on the f -plane
and β-planes for a selected number of y-coordinates, with RoT = 0.1 and RoT = 0.15 at y = 0.
Here, u and v are the velocity components computed numerically from the representations (4.2.6)
and (4.2.7). These results are the major influence on the differences observed between the f -plane
and β-plane solutions.
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Figure 4.4.3: Pressure contour plots for a mode 5 perturbation and perturbation amplitude a = 0.25 at time t = 0.001
with (a) no interfacial pressure contour and (b) interfacial pressure contour p = 0.95.
In the fully non-linear solution, there are initially two distinct regions of pressure, one of low
pressure (p = 1 − µ) and one of a higher pressure (p = 1). Thus there is an initial discontinuity
in the pressure, but as time progresses, this is gradually smoothed by compressibility. These two
regions are separated by an interface, which is distinguished by a smooth but rapid change in pres-
sure p, so that contours of this function are closely packed together in that zone. As the pressure
difference between both regions is given by the maximum pressure drop µ, it makes sense to distin-
guish the boundary between both regions as the contour value of the average pressure. Therefore,
the effective interface is defined to be the location of the pressure contour p = 1 − µ/2. In our
case where the pressure drop is µ = 0.1, the interfacial pressure is the contour value p = 0.95.
Figure 4.4.3(a) shows the pressure contours of a mode five perturbation with amplitude a = 0.25 at
time t = 0.001. It can be seen that the pressure contours are tight, indicating the smooth but rapid
change in pressure from the lowest value p = 0.9 to the highest p = 1. The interfacial pressure of
this system is highlighted with a bold black line in Figure 4.4.3(b).
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Figure 4.4.4: Interfacial pressure plot on the β-plane for a mode 2 perturbation with Rossby number RoT = 0.15 at
times t = 0.001, 0.009, 0.015, 0.027 and 0.035 with perturbation amplitudes (a) a = 0.5 and (b) a = 0.25.
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Figure 4.4.5: Interfacial pressure plot on the f -plane for a mode 2 perturbation with Rossby number RoT = 0.15 at
times t = 0.001, 0.009, 0.015, 0.027 and 0.035 with perturbation amplitudes (a) a = 0.5 and (b) a = 0.25.
Numerous perturbation modes have been studied in this research together with perturbation
amplitudes a = 0.1, a = 0.25 and a = 0.5. For all perturbation modes and amplitudes considered
in this thesis, as time increases it is found that the pressure interface undergoes oscillations until it
becomes essentially circular, suggesting it is approaching a geostrophic balance. The initial pertur-
bation amplitude impacts on both the oscillation amplitudes and the time it takes for the pressure
to reach its steady state. The larger the initial amplitude the greater the time to reach stability, and
an example of this is illustrated in Figure 4.4.4.
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Figure 4.4.4(a) shows the evolution of the interfacial pressure for a mode two perturbation
with perturbation amplitude a = 0.5 and Rossby number RoT = 0.15 on y = 0 at times t = 0.001,
0.009, 0.015, 0.027 and 0.035 on the β-plane. At t = 0.001, the interface is elliptical in nature with
the major axis oriented in a south-west to north-east direction and the minor axis is oriented in a
south-east to north-west direction. As the time increases to t = 0.035 the interfacial pressure con-
tour is almost circular apart from two dips in the north and south regions. In contrast the smaller
perturbation amplitude a = 0.25 shown in Figure 4.4.4(b) has an essentially circular interfacial
pressure contour at time t = 0.015 and beyond.
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Figure 4.4.6: Pressure contour plots with interfacial pressure in bold for a mode 8 perturbation and perturbation am-
plitude a = 0.5 on the f -plane with RoT = 0.15 at time (a) t = 0.014 and (b) t = 0.015.
The corresponding f -plane interfacial pressure evolution of the parameters used in Figure 4.4.4
is depicted in Figure 4.4.5. The results of the f -plane and β-plane are similar for this mode two
perturbation case; however, there is a much smoother transition to the stable circular shape, partic-
ularly in the south-east quadrant for the β-plane approximation. Once the interfacial pressure has
evolved to the point where the initial perturbation amplitude has decayed to form a quasi-circular
shape, the area encompassed by the interfacial contour increases with time. This is another indi-
cation that the initially smooth but rapid change in pressure is dissipating in time in an attempt
to reach geostrophic balance. The interfacial pressure p = 0.95 is key in defining when finger
formation has occurred. Finger formation is defined to be the greatest time at which the interfacial
66
pressure contour has one closed contour in the approximation region.
An example of when to determine the time to finger formation is given in Figure 4.4.6 which
shows two consecutive time snaps of a mode eight pressure system of initial amplitude a = 0.5. At
time t = 0.014 there is clearly only one closed interfacial pressure contour (Figure 4.4.6(a)) and at
the next time step t = 0.015 (Figure 4.4.6(b)) there are nine closed interfacial contours indicating
the finger formation has fully developed and begun to deteriorate. Thus for this configuration the
time to finger formation is taken to be t = 0.014.
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Figure 4.4.7: Pressure contour plots with interfacial pressure in bold for a mode 6 perturbation and perturbation am-
plitude a = 0.5 at time t = 0.018 for (a) f -plane with RoT = 0.15 and (b) β-plane with RoT = 0.15 on y = 0.
The predictions of the f -plane and β-plane models are contrasted in Figure 4.4.7. As the
f -plane approximation uses a constant Coriolis parameter, the pressure contour plots exhibit rota-
tional symmetry of order n about the origin of the plane, where n is the perturbation mode. This
rotational symmetry is illustrated in Figure 4.4.7(a), which shows the pressure contours of a mode
six perturbation with Rossby number RoT = 0.15 at time t = 0.018, from the f -plane equations.
This is the time at which there is a clear finger structure on the outer rim of the pressure system.
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Figure 4.4.8: Pressure contour plot of a mode 6 finger formation on the β-plane with a = 0.5 and RoT = 0.15 on y = 0
at t = 0.017.
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Figure 4.4.9: Pressure contour plots with interfacial pressure in bold for a mode 8 perturbation and perturbation am-
plitude a = 0.5 on the β-plane with RoT = 0.15 on y = 0 at time (a) t = 0.014 and (b) t = 0.015.
In contrast the β-plane approximation has a Coriolis parameter that varies linearly with lati-
tude and consequently the pressure contour plots don’t exhibit the rotational symmetry observed
in the f -plane pressure plots. This lack of symmetry can be seen in Figure 4.4.7(b), which shows
the pressure contour plots of the β-plane equivalent to Figure 4.4.7(a). The most noticeable dif-
ferences occur in the northern region from 1 < y < 3 and the southern region from −3 < y < −1.
In the northern region the Rossby number RoT < 0.15 and thus the fluid speed is less than the
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corresponding speed in the same region of the f -plane. This enables the pressure regions to main-
tain their profile and not disperse as easily. The opposite is true for the southern region, where the
Rossby number RoT > 0.15 and therefore the speed of the fluid is greater than for the fluid on the
f -plane in the same region. This greater speed enables the pressure to convect more rapidly on
the β-plane and enables finger structures to form and deteriorate quicker. This can be seen in the
southern half of Figure 4.4.7(b) where the finger structure observed for the f -plane is non-existent
for the β-plane in this region. The isolated p = 0.95 contour indicates that the finger has broken
off at this time for the β-plane. In fact, for this configuration, finger formation occurs at the earlier
time t = 0.017, shown in Figure 4.4.8. The time itself is marginally less than for the f -plane but
the finger length is considerably smaller. This result is consistent for all perturbation modes and
amplitudes a = 0.5 and a = 0.25, with RoT = 0.15.
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Figure 4.4.10: Southern hemisphere pressure contour plots with interfacial pressure in bold for a mode 6 perturbation
and perturbation amplitude a = 0.5 at time t = 0.018 for (a) f -plane with constant Rossby number RoT = −0.15 and
(b) β-plane with Rossby number RoT = −0.15 on y = 0.
The earlier formation and shortening of fingers induced by the β-effect is further illustrated in
Figure 4.4.9(a) which is the β-plane match for Figure 4.4.6(a). For these mode eight scenarios the
f -plane (Figure 4.4.6(a)) and β-plane (Figure 4.4.9(a)) fingers form at what seems to be the same
time t = 0.014, contradicting the claim that the fingers form earlier on the β-plane; however, this is
due to the time step interval chosen to produce the contour diagrams. In fact at the next time step
t = 0.015 shown in Figure 4.4.9(b) the southern most finger tip has detached and entirely disap-
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peared in the case of the β-plane simulation, compared to the isolated remnant left over from the
f -plane equivalent shown by Figure 4.4.6(b). In the central region −1 < y < 1 where the Rossby
number RoT ≈ 0.15, the flow behaviour and pressure structure are almost identical as expected.
The observed differences can be attributed to the β-effect, which indicates how fluid motion is
affected by changes of the Coriolis parameter with respect to latitude. When RoT = 0.15 on y = 0,
then the β-plane Rossby numbers increase from RoT = 0.0783 at y = 3 up to RoT = 1.7834 at
y = −3.
The southern hemisphere equivalent to Figure 4.4.7 is presented in Figure 4.4.10. The f -plane
depiction in Figure 4.4.10(a) as expected is rotationally symmetric; however, due to the opposing
rotation of a low pressure system in the southern hemisphere the finger structures are spiralling
out in an anti-clockwise direction as opposed to a clockwise direction shown in Figure 4.4.7(a).
The magnitude of the Rossby number RoT increases as the magnitude of latitude decreases. This
is why the observed finger structures are essentially non existent in the northern half of the β-plane
shown in Figure 4.4.10(b). This is to be expected due to similar observation of the β-plane in the
northern hemisphere in Figure 4.4.7(b) where the fingers were missing in southern region. This
southern hemisphere simulation is shown for completeness only.
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Figure 4.4.11: Pressure contour plots with interfacial pressure in bold for a mode 5 perturbation with perturbation
amplitude a = 0.5 at time t = 0.022 for (a) f -plane with constant Rossby number RoT = 0.1 and (b) β-plane with
Rossby number RoT = 0.1 on y = 0.
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The β-effect is almost indistinguishable in the mid-latitude regions. If RoT = 0.1 on y = 0 then
the β-plane approximation is almost identical to the f -plane approximation. Figures 4.4.11(a)
and 4.4.11(b) are the respective pressure contour plots for an f -plane and β-plane approximation
for a mode five perturbation with perturbation amplitude a = 0.5 at time t = 0.022. The only real
differences between the f -plane and β-plane contour diagrams are the subtle changes in the pres-
sure contour p = 0.99 in the south-east quadrant, the contour p = 0.98 in the south-west quadrant
and the interfacial contour directed to the south and west.
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Figure 4.4.12: Pressure contour plots with interfacial pressure in bold for a mode 6 perturbation with perturbation
amplitude a = 0.5 at time t = 0.020 for (a) f -plane with constant Rossby number RoT = 0.1 and (b) β-plane with
Rossby number RoT = 0.1 on y = 0.
Further confirmation of the lack of influence the β-effect has on the simulations using the mid-
latitude Rossby number RoT = 0.1 is illustrated in Figure 4.4.12. This figure shows the pressure
structure just after the detachment of the primary finger growth for a mode six perturbation with
amplitude a = 0.5. The f -plane and β-plane pressure plots in this figure are almost indistinguish-
able apart from the additional p = 0.98 contour dots and the marginally smaller in area detached
finger tips in the southern region of the β-plane. This similarity of the contour maps depicted in
Figures 4.4.11 and 4.4.12 can be explained by comparing the magnitudes of the change in Rossby
number over the entire planar region. When RoT = 0.1 at y = 0, RoT = 0.0667 and RoT = 0.2001
at y = 3 and y = −3 respectively and therefore, the magnitude of the change in Rossby number
over the region −3 < y < 3 is 0.1334 compared to 1.7051 for RoT = 0.15. This smaller range
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in Rossby numbers for the β-plane approximation with RoT = 0.1 at y = 0 demonstrates that
the velocity at any given point on the β-plane is of the same order as that on the f -plane for that
given location. Therefore, significant differences between the two approximations would not be
anticipated in mid-latitude regions.
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Figure 4.4.13: Pressure contour plots with interfacial contour in bold for a mode 9 perturbation with perturbation
amplitude a = 0.5 and Rossby number RoT = 0.15 on the f -plane at times (a) t = 0.012, (b) t = 0.014 and (c) t = 0.019.
The continual anticlockwise rotation of the pressure system causes the finger structures to de-
tach from the main system, resulting in pockets of low pressure ranging from p = 0.94 to p = 0.97.
As expected, the number of these pressure regions correspond to the perturbation mode n. What
was unexpected is that beyond the time at which the finger structures detached to form these lows,
a new secondary finger structure started to form. This behaviour was observed for all perturbation
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modes and amplitudes looked at in this study, provided that there existed a developed finger struc-
ture. This phenomenon is best illustrated using a mode nine perturbation and amplitude a = 0.5
with RoT = 0.15. For this configuration, fully formed finger structures occurred at t = 0.012
and fully developed secondary fingers were observed at time t = 0.019. The secondary finger
growth is smaller in amplitude and emerges from the troughs between the initial finger growth.
The initial and secondary finger formation is shown in Figures 4.4.13(a) and 4.4.13(c) respec-
tively. Figure 4.4.13(b) shows the pressure contours at the intermediate time t = 0.014 between
the formation of the two different finger structures and clearly shows the initial finger detachment.
Once the secondary fingers separate from the main pressure system, there are no tertiary fingers
formed and the fragments of the finger tips equilibrate with the surrounding pressure structure.
This behaviour is replicated on the β-plane and in the interest of completeness the β-plane coun-
terpart of Figure 4.4.13 is given in Figure 4.4.14.
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Figure 4.4.14: Pressure contour plots with interfacial contour in bold for a mode 9 perturbation with perturbation
amplitude a = 0.5 and Rossby number RoT = 0.15 at y = 0 on the β-plane at times (a) t = 0.012, (b) t = 0.014 and (c)
t = 0.019.
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Figure 4.4.15: Pressure contour plots with interfacial contour in bold, perturbation amplitude a = 0.5 and RoT = 0.15
on the f -plane for a (a) mode 7 perturbation at time t = 0.015 and (b) mode 5 perturbation at time t = 0.019.
The resultant features and characteristics observed when RoT = 0.15 are similar for all pertur-
bation modes considered in this thesis, although the times at which fully formed finger structures
occur differ slightly. When the perturbation amplitude is the same, the time to finger formation is
marginally increased as the perturbation mode decreases; this in part is shown in Figure 4.4.15.
Finger structures have completely formed at time t = 0.015 for a mode seven perturbation (Fig-
ure 4.4.15(a)), compared to t = 0.019 for the decreased mode five perturbation (Figure 4.4.15(b)).
Table 4.2 gives a summary of the time to finger primary finger formation for various perturbation
modes with amplitude a = 0.5 using RoT = 0.15. Decreasing the Rossby number to RoT = 0.1
increases the time to develop primary finger structures when compared against the corresponding
flows with RoT = 0.15. This is verified by comparing Figures 4.4.11(a) and 4.4.15(b).
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Figure 4.4.16: Pressure contour plots of a mode 6 perturbation with RoT = 0.15 on the f -plane including interfacial
pressure in bold with (a) a = 0.25 at t = 0.014 and (b) a = 0.10 at t = 0.009
Changing the initial perturbation amplitude a also impacts on the formation of finger struc-
tures. If the initial amplitude of the perturbation was decreased to a = 0.25 then the time to finger
formation also decreased. To illustrate this point Figure 4.4.16(a) shows the fully formed fingers
for a mode six perturbation with reduced amplitude a = 0.25 at time t = 0.014, whereas for a
mode six perturbation with amplitude a = 0.5 the fingers formed at t = 0.018, as presented in
Figure 4.4.7(a). When the perturbation amplitude decreases further to a = 0.1, the well defined
finger structures do not eventuate in this case. However, a formation of a slight ‘knuckle’ feature
is observed and is shown in Figure 4.4.16(b).
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Figure 4.4.17: Pressure contour plots with interfacial pressure in bold for a mode 6 perturbation and perturbation
amplitude a = 0.5 at time t = 0.018 on the f -plane with constant Rossby number RoT = 0.15 with (a) M = N = 31 and
151 × 151 grid and (b) M = N = 41 and 101 × 101 grid.
Solving problems using numerical methods introduces inaccuracies that need to be limited. It
is essential that the numerical solution is accurate enough to produce reliable results. The contour
plots presented above have used M = N = 31 Fourier coefficients and 101 grid points in each
spatial variable. From a numerical viewpoint, the only role these grid points play is to evaluate
the integral involving the non-linear terms F1(x, y, t) (equation (4.2.12)), and so on, and have no
bearing on the numbers M and N of Fourier modes used. To justify using these values, different
grid resolutions and truncations in the Fourier series representations were investigated. Increasing
the grid size to 151 × 151 has no influence on the numerical solution. Figure 4.4.17(a) shows
the contour map for the same parameters as in Figure 4.4.7(a) except that a grid of 151 × 151
points is used. Besides the minor changes in the outermost contour p = 0.99, the contour dia-
gram 4.4.17(a) is almost indistinguishable from that of Figure 4.4.7(a). The numerical solution
for increased Fourier modes of M = N = 41 is shown in Figure 4.4.17(b). By direct comparison
with Figure 4.4.7(a) it can be concluded that introducing higher Fourier modes suggests that our
numerical solution when M = N = 31 with 101 × 101 grid points has converged, as there are only
small scale changes in the tips of the finger structures.
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Figure 4.4.18: Log – log plot of the Fourier coefficients Pmn(t) for the pressure variable with M = N = 41 at time
t = 0.020 for m = 1. Dashed red line is the line of best fit with slope equal to negative 2.16.
Furthermore, an analysis of the Fourier coefficients with increasing mode number n has been
undertaken, by fitting a straight line on a log – log plot. This reveals that the coefficients decay
approximately like n−2. An example log – log plot for |Pmn(t)| is shown in Figure 4.4.18, for the
case m = 1 at time t = 0.020. In this instance, every second coefficient is zero and so has been
omitted; the first few coefficients are also not shown, since it is only the later ones that are of
interest. The coefficients are drawn with (blue) asterisks, and the (red) dashed line is the ’best fit’
line, with slope −2.16.
All the simulations so far have consisted of a single mode perturbation of sinusoidal profile.
However, considering an initial pressure and density of the form given by equation (4.3.3) the
initial perturbation takes the form of a multi-modal Fourier series, in the form of a triangle wave.
The multi-modal nature arises in how the triangular wave is defined in terms of the Fourier sine
series given by equation (4.3.4). A mode two triangular wave (n = 2) with amplitude a = 0.5
transforms (4.3.4) such that
f (θ) =
16
pi2
∞∑
k=1
(−1)k+1 sin[(4k − 2)θ]
(4k − 2)2 . (4.4.2)
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Figure 4.4.19: Pressure contour plots for a mode 7 perturbation with perturbation amplitude a = 0.5 on the f -plane
with RoT = 0.15 at time t = 0.015 using (a) a sinusoidal perturbation and (b) a triangular perturbation truncated at
k = 3.
The equation (4.4.2) was used to produce Figure 4.3.2(a), with k = 9 truncation, and thus is
multi-modal with modes 4k − 2, k ∈ N. It is evident from Figure 4.3.2 that truncating beyond
k = 9, the higher modes have little influence over the general shape of the triangular wave in its
initial state. In fact, although not shown in Figure 4.3.2, the higher order truncation terms only
significantly influence and sharpen the tips of the triangle wave. Figure 4.4.19 shows the pressure
contours of a mode seven triangular perturbation of initial amplitude a = 0.5 at time t = 0.015.
Figures 4.4.19(a) and 4.4.19(b) were respectively generated using the analytic equation (4.3.5) and
the Fourier representation (4.3.4) with truncation k = 3. Interestingly, both triangular wave inter-
pretations essentially produces the same output, suggesting that the higher order modes needed for
the Fourier series interpretation of the triangular wave have marginal impact on the overall flow
characteristics when compared to the analytic function results.
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Figure 4.4.20: Interfacial pressure plot on the β-plane with perturbation amplitude a = 0.5 and Rossby number RoT =
0.15 at times t = 0.001 and 0.035 for a (a) Mode 2 perturbation and (b) Multi-mode perturbation with m = 2.
Finger formation times for perturbation amplitude a = 0.5
Mode number Sinusoidal perturbation Triangle perturbation
5 0.019 0.017
6 0.018 0.017
7 0.015 0.015
8 0.014 0.013
9 0.012 0.012
10 0.011 0.010
Table 4.2: Shows the time to finger formation for selected sinusoidal and triangular perturbation modes with a = 0.5
and RoT = 0.15.
The results from applying a multi-modal perturbation (4.3.3) with (4.3.4) are similar to those
achieved using a sinusoidal perturbation (4.3.1). Figure 4.4.20(a) shows the interfacial pressure
on the β-plane for a mode two perturbation at times t = 0.001 and t = 0.035 and there is close
resemblance to a multi-mode perturbation when n = 2 (mode two triangular wave) at the same
times shown in Figure 4.4.20(b). The higher modes seem to smooth out the interfacial contours
as time increases. When a triangular wave perturbation is used, the time to finger formation either
decreases slightly or remains the same when compared to a sinusoidal perturbation. A summary of
the time to finger formation for sinusoidal and triangular wave perturbation of amplitude a = 0.5
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on the f -plane with RoT = 0.15 is shown in Table 4.2.
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Figure 4.4.21: Pressure contour plots with triangle wave perturbation of amplitude a = 0.5 and RoT = 0.15 on the
f -plane for a (a) mode 6, t = 0.017, (b) Mode 7, t = 0.015 and (c) Mode 8, t = 0.013.
Contour plots of when fingers have formed for triangular modes six, seven and eight of am-
plitude a = 0.5 are given in Figures 4.4.21(a), (b) and (c) respectively. A direct comparison with
their sinusoidal counterparts in Figures 4.4.7(a), 4.4.15(a) and 4.4.6(a) shows that the structures
are virtually identical apart from differing times at which finger structures formed in the case of
the mode six and eight simulations.
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4.5 Discussion
The results of the finger formations predominantly concentrated on the structure of large-scale
vortices in the Earth’s atmosphere that initially have a perturbed sinusoidal structure. However,
simulations were also run with an initial triangle wave perturbation which can be interpreted as a
multi-modal perturbation, contrasting the singular mode of the sinusoidal perturbation. As time
passes, these perturbations grow, die out and even regrow to form wave-like fingers. The aim was
firstly to look at what conditions are most favourable for these perturbations to grow and form
large-scale finger formations on the outer edges of the pressure system. Secondly, the role of the
f -plane and β-plane approximations on finger development has been studied. In the f -plane ap-
proximation, the Coriolis acceleration is assumed to be constant; whereas it varies with latitude in
the β-plane theory. The greatest difference between both approximations is seen at the extremities
of the planes. This is to be expected as the β-effect is more noticeable further away from the f -
plane tangent latitude.
The observation data that initially inspired the work in this thesis shows the fingers spiralling
out and travelling in the same direction as the system’s rotation, owing to the fluid velocity being
greater on the outer edges of the pressure system (see Figure 1.0.1), particularly on the western
side of the pressure system as indicated in Figure 1.0.2 by the dense pressure contours to the west
of the low-pressure system. However, as shown in this thesis, the fingers spiral out in the opposite
direction to the system’s rotation as the fluid velocity is largest in the centre of the simulated pres-
sure systems used here, and thus leaves the finger tips trailing behind.
By considering the Rossby numbers RoT = 0.1 and RoT = 0.15, the focus has been directed
on the accuracy of the approximation models in the mid-latitude and mid-low latitude regions.
If RoT = 0.1, then the origin of the approximation for both the f -plane and β-plane is located
along the latitude φ ≈ 43.3◦N corresponding to a mid-latitude region. The mid-low latitude of
φ ≈ 27.2◦N is the tangent point latitude for simulations involving RoT = 0.15. In the mid-latitude
simulations the results for both the f -plane and β-plane are almost identical. At lower latitudes
the β-effect is more pronounced due to the greater range of the Rossby numbers. Therefore, it
is concluded that in mid-latitude regions the f -plane is sufficiently accurate to be able to ignore
the β-effect, whereas in the mid-low latitude regions the β-effect is significant and thus the β term
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must be included in the Coriolis parameter. At the mid-low latitude considered in this thesis, the
initial finger formation occurred consistently earlier with shorter length for the β-plane simulations
compared to those on the f -plane. This quicker development time can only be attributed to the
increased β-effect.
The time to initial finger formation is taken to be the latest time at which the interfacial pressure
contour p = 0.95 has one closed contour. Beyond this time, the weakly compressible atmosphere
and physical rotation of the system cause the finger tips to detach and form pockets of low pressure
that dissipate in time as secondary finger structures form. The secondary fingers emerge from the
troughs of the primary finger growth. The time at which secondary finger structures occur is taken
to be when there is again one closed contour of the interfacial pressure contour. The amplitude of
the secondary fingers is substantially smaller than the initial finger length and thus no significant
tertiary fingers develop.
The initial condition for pressure has a substantial impact on the subsequent development of
the finger formations on the outer regions of the pressure system. Several perturbation modes
have been investigated throughout this thesis. The higher the perturbation mode, the more pro-
nounced is the finger structure formed. This was especially the case for the largest perturbation
amplitude of a = 0.5. For the lowest perturbation amplitude a = 0.1 the development of fingers
was non-existent. The results of using an initial triangle wave perturbation which happens to be
multi-modal are similar to those achieved using a sinusoidal perturbation. The higher modes in the
triangle wave structure seem to smooth out the interfacial contours as time increases and the time
to finger formation either decreases slightly or remains the same when compared to the purely
sinusoidal perturbations.
The original motivation for this research as seen in Figure 1.0.1 was a low pressure system in
the southern hemisphere. However, the majority of results presented here are of a low pressure
system in the northern hemisphere, apart from Figure 4.4.10 which is the result of a southern hemi-
sphere ( f < 0 and RoT < 0) simulation. The results from the opposite hemispheres are identical,
except for the fact that they are reflected about the centre line y = 0.
The evolution of a perturbed single low-pressure system was of interest in this chapter. This
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raises the question of how such vortices in the mid-latitude regions would interact when in close
proximity to another, and this is the topic of the next chapter.
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Chapter 5
Non-linear behaviour of interacting
mid-latitude atmospheric vortices
Non-linear behaviour of interacting large-scale atmospheric vortices is considered in this chapter.
These vortices are approximately fifteen kilometres high and can have diameters of hundreds if
not thousands of kilometres, and thus can be treated as large flat structures. The vortices stud-
ied are coupled binary systems, in the form of mid-latitude atmospheric vortices. Although not
mid-latitude vortices, a captured satellite image of interacting atmospheric vortices is shown in
Figure 1.0.3. If atmospheric vortices interact, their interactive behaviour at any given time can be
categorised into one of five well defined interactive processes [24]: (i) elastic interaction, (ii) par-
tial straining-out, (iii) complete straining-out, (iv) partial merger and (v) complete merger. Unlike
a majority of binary interaction studies, where the focus is on the inelastic interactions ((ii)–(v)),
the focus of this section is on whether or not elastic interaction takes place. Khain et al. [40] state
that elastic interaction occurs when the vortices interact without any significant change in their in-
tensity and structure. Mid-latitude vortices have been largely overlooked in the binary interaction
field and thus the current problem will examine the elastic interaction of extra-tropical cyclones
and anti-cyclones and give some insight into this somewhat neglected area of binary interaction.
In the current problem, the air is weakly compressible, and the fluid motion is subject to the
Coriolis pseudo-force, due to the Earth being in a non-inertial rotating reference frame. The high
or low pressure in each vortex is modelled initially using an exponential function. The results
from Chapter 4 have shown that, at the mid-latitude tangent point φ = 43.3◦N considered here,
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the f -plane approximation is sufficiently accurate, particularly when the velocity near the tangent
plane boundaries is basically zero in magnitude. Furthermore, the interactive processes between
vortices when using the β-plane are virtually identical to those on the simplified f -plane [11];
however, there is a nett movement of the centre of interaction due to the β-drift. As the overall
movement of the coupled binary system as a sole entity is of little interest in this chapter, the
f -plane approximation will be used to investigate the interaction of extra-tropical cyclones and
anti-cyclones at mid-latitudes. It is found that the vortices do or do not interact, depending on the
initial radii and location of their centres. A scaling law is found numerically for the ratio of these
two quantities, which determines whether interaction does occur.
Similar to the numerical method used for developing large-amplitude finger structures, dis-
cussed in Chapter 4, a spectral method is presented, for obtaining accurate numerical solutions.
However, there are substantial differences to the current spectral technique to that outlined previ-
ously. In Chapter 4, the evolution of the finger structures was partly driven by the initial perturba-
tions that had a smooth but rapid change in pressure. The formations that occurred were the result
of the perturbations equilibrating with the background geostrophic flow. In contrast, the current
chapter has no added perturbing feature influencing the pressure structure and/or resulting flow.
Apart from the initial pressure structure, the resultant pressure variation as time evolves is in most
part due to the ‘Fujiwhara effect’ and interactive processes. As a result, some of the mathematical
conditions differ from those outlined in the previous chapter and thus are detailed accordingly.
5.1 Background Flow
The background flow is determined by ignoring time dependent variations in the five variables.
The geometry of the of the f -plane used in simulating interacting mid-latitude vortices is cho-
sen such that the the important flow induced by the interactive process occurs in the centre of
the ‘tangent plane’, bounded by an approximate region similar to that used for the finger struc-
ture simulations in Chapter 4. This enables the boundary values and near boundary values of
the variables to be independent of time and spatial variation, thus approximated by constants.
Non-dimensionalized variables are again used, as discussed in Chapter 3, and the isothermal at-
mospheric assumption suggests that the background temperature must be
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Tb(x, y) = 1. (5.1.1)
It follows then from (3.4.8) that the background values of pressure and density are
pb(x, y) = 1 ; ρb(x, y) = 1. (5.1.2)
The geostrophic zonal and meridional velocity components are dependent on the spatial derivatives
of pressure. Near the boundaries the pressure is approximately constant and thus the background
velocity components are
ub(x, y) = − νERoT
ρb(x, y)
∂pb(x, y)
∂y
= 0, (5.1.3)
vb(x, y) =
νERoT
ρb(x, y)
∂pb(x, y)
∂x
= 0. (5.1.4)
5.2 Spectral Solution Method
The five dependent variables pressure p, density ρ, temperature T , zonal velocity component u
and the meridional velocity component v are written as the sum of a near boundary background
component and an evolving component dependent on time. Therefore
p(x, y, t) = pb(x, y) + pu(x, y, t) = 1 + pu(x, y, t), (5.2.1)
ρ(x, y, t) = ρb(x, y) + ρu(x, y, t) = 1 + ρu(x, y, t), (5.2.2)
T (x, y, t) = Tb(x, y) + Tu(x, y, t) = 1 + Tu(x, y, t), (5.2.3)
u(x, y, t) = ub(x, y) + uu(x, y, t) = uu(x, y, t), (5.2.4)
v(x, y, t) = vb(x, y) + vu(x, y, t) = vu(x, y, t). (5.2.5)
87
The near-boundary background components as indicated with the subscript b, are given by the
equations (5.1.1), (5.1.2), (5.1.3) and (5.1.4). The fully non-linear time dependent forms of the
variables are expressed as
p(x, y, t) = 1 +
∞∑
m=1
∞∑
n=1
Pmn(t)Fm(x)Gn(y), (5.2.6)
ρ(x, y, t) = 1 +
∞∑
m=1
∞∑
n=1
Rmn(t)Fm(x)Gn(y), (5.2.7)
T (x, y, t) = 1 +
∞∑
m=1
∞∑
n=1
Tmn(t)Fm(x)Gn(y), (5.2.8)
u(x, y, t) =
∞∑
m=1
∞∑
n=1
Amn(t)Fm(x)Gn(y), (5.2.9)
v(x, y, t) =
∞∑
m=1
∞∑
n=1
Bmn(t)Fm(x)Gn(y). (5.2.10)
The aim is to solve for the five sets of time-dependent coefficients Pmn(t), Rmn(t), Tmn(t), Amn(t)
and Bmn(t).
It is first necessary to choose appropriate basis functions Fm(x) and Gn(y) in the representa-
tions (5.2.6) – (5.2.10), given that the governing equations (3.4.3) – (3.4.7) are to be solved over
the rectangular portion of the f -plane −λ < x < λ, −ω < y < ω. An obvious choice is to impose
Dirichlet conditions on the unsteady components of the variables in (5.2.6) – (5.2.10), of the form
p(±λ, y, t) = 0 ; p(x,±ω, t) = 0, (5.2.11)
ρ(±λ, y, t) = 0 ; ρ(x,±ω, t) = 0, (5.2.12)
T (±λ, y, t) = 0 ; T (x,±ω, t) = 0, (5.2.13)
u(±λ, y, t) = 0 ; u(x,±ω, t) = 0, (5.2.14)
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v(±λ, y, t) = 0 ; v(x,±ω, t) = 0. (5.2.15)
Employing such boundary conditions makes the near boundary background components (5.1.1) –
(5.1.4) the exact boundary values for the problem. This leads to the familiar set of basis functions
Fm(x) = sin
(
mpi(x + λ)
2λ
)
; Gn(y) = sin
(
npi(y + ω)
2ω
)
. (5.2.16)
It has been found, however, that a spectral representation based on the functions in equa-
tion (5.2.16) produces waves in the solution that are reflected off the (artificial) boundaries of the
f -plane and cause the pressure systems to pulse in an unrealistic manner and is discussed later in
section 5.4. The oscillations in the pressure systems are reduced by limiting the influence of the
artificial wave reflection. This is achieved by using Robin (absorbing) boundary conditions, which
act as an insulator; they are a linear combination of the values of a variable and the values of its
normal derivative on the tangent plane boundary. For this problem the Robin boundary conditions
are of the general form
S u = −κ∂S u
∂n
on x = ±λ, y = ±ω, (5.2.17)
where S u is the unsteady time-dependent component of the given variable, the normal derivative
is ∂S u/∂n = ∇S u · n and n is the outward unit normal vector at the boundary. The coefficient κ is
an absorption constant. At x = λ the time dependent components can be written
S u(λ, y, t) =
∞∑
m=1
∞∑
n=1
S mn(t)Fm(λ)Gn(y), (5.2.18)
where S mn(t) corresponds to the associated Fourier coefficient. The normal derivative at x = λ is
∂S
∂n
= ∇S · i
=
∞∑
m=1
∞∑
n=1
S mn(t)F′m(λ)Gn(y). (5.2.19)
It follows from the Robin boundary condition (5.2.17) that at x = λ
∞∑
m=1
∞∑
n=1
S mn(t)Fm(λ)Gn(y) = −κ
∞∑
m=1
∞∑
n=1
S mn(t)F′m(λ)Gn(y), (5.2.20)
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thus, from (5.2.20)
Fm(λ) = −κ F′m(λ). (5.2.21)
Similarly at x = −λ
Fm(−λ) = κ F′m(−λ). (5.2.22)
For consistency the basis functions for the Robin boundary value problem must recover the exist-
ing basis functions (5.2.16) for the Dirichlet problem when κ = 0. For this to occur, the x-directed
basis function Fm(x) and its derivative F′m(x) will have the respective forms
Fm(x) = A cos(αm(x + λ)) + sin(αm(x + λ)), (5.2.23)
and
F′m(x) = −αmA sin(αm(x + λ)) + αm cos(αm(x + λ)), (5.2.24)
where A is a constant. It follows from equations (5.2.23) and (5.2.24) that (5.2.21) is expanded to
give
Fm(λ) = A cos(2αmλ) + sin(2αmλ)
= αm κ A sin(2αmλ) − αm κ cos(2αmλ) = −κ F′m(λ). (5.2.25)
and (5.2.22) becomes
Fm(−λ) = A = αm κ = κ F′m(−λ). (5.2.26)
Substituting equation (5.2.26) transforms (5.2.25) so that
αm κ cos(2αmλ) + sin(2αmλ)) = α2m κ
2 sin(2αmλ) − αm κ cos(2αmλ). (5.2.27)
The equations (5.2.23), (5.2.26) and (5.2.27) are used to determine the basis functions that satisfy
the Robin boundary conditions (5.2.17), and although not shown here an identical approach is
used to derive the y-directed forms. Thus the basis functions are taken to be
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Fm(x) = αmκ cos(αm(x + λ)) + sin(αm(x + λ)), (5.2.28)
Gn(y) = βnκ cos(βn(y + ω)) + sin(βn(y + ω)), (5.2.29)
in which the constants αm and βn are the respective solutions to the transcendental equations
sin(2αmλ) = αmκ[−2 cos(2αmλ) + αmκ sin(2αmλ)], (5.2.30)
sin(2βnω) = βnκ[−2 cos(2βnω) + βnκ sin(2βnω)]. (5.2.31)
The derivation of the y-directed basis function equations (5.2.29) and (5.2.31) follow the exact
same process as the x-directed equations (5.2.28) and (5.2.30).
Notice that, if κ = 0 then αm = mpi/2λ in equations (5.2.28) and (5.2.30) and βn = npi/2ω
in (5.2.29) and (5.2.31). So the previous basis functions (5.2.16) for the Dirichlet boundary con-
ditions are recovered in the non-absorbing limit κ → 0. However, when κ , 0 the transcendental
equations (5.2.30), (5.2.31) are solved using Newton’s method to determine the constants αm and
βn. To find appropriate initial guesses for these constants, for use in Newton’s method, perturbation
theory to first order in κ was employed to give the initial estimates
α(0)m =
mpi
2λ
(
1 − κ
λ
)
,
β(0)n =
npi
2ω
(
1 − κ
ω
)
.
The spectral solution is therefore given by the representations (5.2.6) – (5.2.10), with basis func-
tions (5.2.28), (5.2.29) and constants determined from the transcendental equations (5.2.30), (5.2.31).
The time-dependent coefficients Amn(t), Bmn(t), Pmn(t), Rmn(t) and Tmn(t) are now determined
from the governing equations. Using the non-linear representation (5.2.7), the mass equation (3.4.3)
can be expressed
∂ρ
∂t
=
∞∑
m=1
∞∑
n=1
R′mn(t)Fm(x)Gn(y) = −F1(x, y, t), (5.2.32)
where the function F1(x, y, t) represents the non-linear terms in the mass equation (3.4.3) and is
given by (4.2.12). It is necessary to derive a system of ordinary differential equations for the time
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dependent Fourier coefficients, Rmn(t). The equation (5.2.32) is decomposed by multiplying by
the basis functions Fk(x) and Gl(y) in (5.2.28) and (5.2.29), and integrating over the domain of the
tangent plane. This results in
∫ λ
−λ
∫ ω
−ω
∞∑
m=1
∞∑
n=1
R′mn(t)Fk(x)Gl(y)Fm(x)Gn(y) dydx
= −
∫ λ
−λ
∫ ω
−ω
F1(x, y, t)Fk(x)Gl(y) dydx (5.2.33)
However, unlike the Dirichlet boundary value problem basis functions (5.2.16), the basis functions
for the Robin boundary problem (5.2.28), (5.2.29) fail to result in a convenient orthogonality
relationship when multiplied and integrated, and therefore the integrals involving the product of
similar basis functions do not collapse and simplify. Thus (5.2.33) is expressed as
M∑
m=1
N∑
n=1
QklmnR′mn(t) = Rkl for k = 1, 2, ....,M, and l = 1, 2, ....,N, (5.2.34)
where
Qklmn =
∫ λ
−λ
∫ ω
−ω
Fk(x)Gl(y)Fm(x)Gn(y) dydx (5.2.35)
and
Rkl = −
∫ λ
−λ
∫ ω
−ω
F1(x, y, t)Fk(x)Gl(y) dydx. (5.2.36)
To solve (5.2.34), the constants Rkl are stored in an (MN × 1) vector, and the matrix Qklmn is then
represented as an (MN ×MN) matrix, and the linear equations then solved for R′mn(t) at each time
t. The ordinary differential equations for the remaining Fourier coefficients, Amn(t), Bmn(t), Pmn(t),
and Tmn(t) are derived in a similar manner and thus will only be stated here. The momentum
equations (3.4.4) and (3.4.5) result in the respective systems
M∑
m=1
N∑
n=1
Qklmn
[
A′mn(t) − f˜ Bmn(t)
]
= Akl = −
∫ λ
−λ
∫ ω
−ω
F2(x, y, t)Fk(x)Gl(y) dydx, (5.2.37)
M∑
m=1
N∑
n=1
Qklmn
[
B′mn(t) + f˜ Amn(t)
]
= Bkl = −
∫ λ
−λ
∫ ω
−ω
F3(x, y, t)Fk(x)Gl(y) dydx, (5.2.38)
where f˜ is the dimensionless constant Coriolis parameter given in system (3.3.2) for the f -plane
approximation. The energy equation (3.4.6) gives
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M∑
m=1
N∑
n=1
QklmnT ′mn(t) = Tkl = −
∫ λ
−λ
∫ ω
−ω
F5(x, y, t)Fk(x)Gl(y) dydx. (5.2.39)
The final system comes from the differentiated equation of state (3.4.7) and takes the form
M∑
m=1
N∑
n=1
QklmnP′mn(t) = Pkl = −
∫ λ
−λ
∫ ω
−ω
F4(x, y, t)Fk(x)Gl(y) dydx. (5.2.40)
The right hand sides of equations (5.2.37) – (5.2.40) are identical to equation (5.2.36), except
that the non-linear function F1(x, y, t) is replaced with the previously defined non-linear terms
given by equations (4.2.21) – (4.2.24). The equations (5.2.37) – (5.2.40) are solved in a similar
manner to (5.2.34). The constants Rkl, Akl, Bkl, Tkl and Pkl are not to be confused with the Fourier
coefficients Rmn(t), Amn(t), Bmn(t), Tmn(t), and Pmn(t).
5.3 Initial Conditions
The initial conditions are determined in a similar manner to those derived for the finger structures
problem as shown in the previous Chapter 4. The atmosphere is initially isothermal, with constant
dimensionless temperature
T (x, y, 0) = 1, (5.3.1)
and this is achieved by setting Tmn(0) = 0 in equation (5.2.8).
Due to equation (5.3.1) having to satisfy the dimensionless equation of state (3.4.8), the initial
pressure and density have the same form and each will be modelled using an exponential function
of the form
p(x, y, 0) = 1 − E(x, y) = ρ(x, y, 0) (5.3.2)
where
E(x, y) = µ1 exp
−  (x + L)2 + (y + L)2
σ21
 + µ2 exp −  (x − L)2 + (y − L)2
σ22
 (5.3.3)
and µk for k = 1, 2 are constants that give the pressure difference from background pressure
p = 1. If µk < 0 this produces high-pressure systems and low-pressure systems when µk > 0
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and (x, y) = ±(L, L) are the initial eye locations of the pressure systems. The initial radii of the
pressure systems are given by σk for k = 1, 2. The subscripts k = 1 and k = 2 refer to the
pressure systems originally in the south-west and north-east quadrants of the f -plane respectively.
Logically, there are three different scenarios for binary interaction, (i) two low-pressure systems,
(ii) two high-pressure systems or (iii) a combination of both. This leads to four types of binary
interactions that will be considered. A binary system that contains only low-pressure systems will
be called an LL-binary system, whereas an HH-binary system consists of two high-pressure sys-
tems. These may also be referred to as non-mixed binary systems. We will also consider mixed
systems, where there is both a high- and a low-pressure system present. The initial locations for
the two pressure systems will always be in the south-west and north-east quadrants. If we have
a low-pressure system in the south-west quadrant then we call this an LH-binary system and an
HL-binary system if there is a high in the south-west quadrant. A three-dimensional plot of the
initial pressure and density profile for an LL-binary, HH-binary, LH-binary and HL-binary system
is shown in Figure 5.3.1(a), (b), (c) and (d) respectively. In these figures, the eyes of the systems
are located at L =
√
2, and the radius of each system is σ1 = σ2 = 1.
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Figure 5.3.1: Sketch of four 3-dimensional initial binary pressure systems centred at L =
√
2 and σ1 = σ2 = 1.0 for (a)
LL-binary system with µ1 = µ2 = 0.1, (b) HH-binary system with µ1 = µ2 = −0.1, (c) LH-binary system with µ1 = 0.1
and µ2 = −0.1 and (d) HL-binary system with µ1 = −0.1 and µ2 = 0.1.
Spectral decomposition is used to find the initial values for the Fourier coefficients Pmn(0) and
Rmn(0) for the pressure and density components. This leads to the equation
M∑
m=1
N∑
n=1
QklmnPmn(0) = Ikl, (5.3.4)
where Qklmn is defined by (5.2.35) and
Ikl = −
∫ λ
−λ
∫ ω
−ω
E(x, y)Fk(x)Gl(y) dydx, (5.3.5)
in which E(x, y) is defined by (5.3.3). The matrix equation (5.3.4) is solved for the initial co-
efficients Pmn(0). The initial coefficients Rmn(0) are identical in this non-dimensionalization, so
Rmn(0) = Pmn(0).
The material derivative terms in equations (3.4.4) and (3.4.5) are neglected when assuming
geostrophic flow, so that the initial zonal and meridional velocity simplify approximately to
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u(x, y, 0) = − νERoT
ρ(x, y, 0)
∂p(x, y, 0)
∂y
, (5.3.6)
v(x, y, 0) =
νERoT
ρ(x, y, 0)
∂p(x, y, 0)
∂x
. (5.3.7)
The initial Fourier coefficients for the zonal velocity component Amn(0) and meridional velocity
component Bmn(0) are similarly determined by substituting in place of Pmn(0) in equation (5.3.4)
and the exponential term −E(x, y) in equation (5.3.5) is replaced with u(x, y, 0) as defined by (5.3.6)
when solving for Amn(0) and v(x, y, 0) given by (5.3.7) when determining Bmn(0).
5.4 Presentation of Results
In Chapter 4 the behaviour of a single atmospheric vortex was of interest. A further extension to
atmospheric vortex behaviour is to look at how they interact when in close proximity to another
vortex. A particular research focus has been the study of when two atmospheric vortices interact
and merge. However, it is quite uncommon for two atmospheric vortices to merge considering how
many actually interact. In fact, the merger of Typhoons Pat and Ruth is said to be the first doc-
umented case of merging vortices in the atmosphere [44]. The merger condition for atmospheric
vortices has been extensively studied, but little has been done on what Dritschel and Waugh [24]
term elastic interaction. Elastic interaction occurs when coupled vortices interact with minimal
changes to their structure and intensity [40]. The satellite image shown in Figure 1.0.3 shows
Typhoons Parma and Melor interacting elastically. This Chapter investigates binary interaction in
terms of elastic interaction. It is found that the vortices interact or not, dependent on their initial
radii and the location of their centres. A scaling law is found numerically for the ratio of these two
quantities, that determines whether interaction occurs.
More often than not, the major focus of binary interaction research has been focussed on trop-
ical cyclones and typhoons. Very few interaction studies have considered atmospheric vortices in
the mid-latitude regions where the time scale Rossby number RoT = 0.1. The density ρ0, temper-
ature T0 and pressure p0 scales are the same as for the finger structure simulations, as well as the
ratio of specific heats γ. However, the dimensionless half-width and half-length are chosen to be
λ = ω = 6 respectively, unless specified otherwise. This domain was chosen initially to minimise
the effects of the false reflections from the numerical boundaries, and this is discussed in more
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detail later (see Figures 5.4.7 and 5.4.8). In the results that follow, it will be seen that most of
the important features of the flow occur only in the approximate dimensionless zone −3 < x < 3,
−3 < y < 3. It was shown in Chapter 4 and subsequent article by Cosgrove and Forbes [16] that
at the latitude of interest, 43.3◦N (RoT = 0.1), β-plane effects are small over such a region. Fur-
thermore, Chan and Law [11] concluded that the relative movement due to interaction of binary
systems using the f -plane and β-plane approximations are almost identical, even with the in-
creased β term value given by the lower tangent point latitude of 15◦N. The findings of Cosgrove
and Forbes [16] together with those of Chan and Law [11] lead to the f -plane approximation being
used here. It must be said that if the flow of interest extended to the boundaries of the full domain
−6 < x < 6, −6 < y < 6, the spheroidal effects of the Earth would have to be taken into account
and the f -plane approximation would not be a valid choice. However, this is not the case in the
simulations that follow.
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Figure 5.4.1: Initial pressure contour plots and quiver plots of initial velocity with eyes located at L = 1.2 and radii
σ1 = 1.2 and σ2 = 0.7.
Solutions will be given for different eye locations and initial radii of the systems. In all exam-
ples shown in this chapter the eyes are initially symmetrically located at (x, y) = ±(L, L) and for
convenience will simply be denoted L from here on, as the value of L is used in what is defined
as the interaction ratio, Ir, given later by equation (5.4.1). These initial locations are a highly
idealised situation that would rarely be observed in the atmosphere. However, this symmetry can
be achieved by a simple transformation of the coordinate system; this is one advantage of using
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the f -plane approximation. The maximum absolute change in pressure is µk = 0.1 for k = 1, 2.
The initial radii of the pressure systems are given by σk for k = 1, 2. If σ is stated alone without
subscripts, then this is the radius of both systems. The subscript k is the locator of the initial pres-
sure system. If k = 1 then the pressure system is originally located in the south-west quadrant and
when k = 2, this refers to the system in the north-east quadrant. The Rossby number RoT = 0.1
is used throughout and corresponds to a tangent point at the mid-latitude φ ≈ 43.3◦N. The initial
radius of the system gives an indication of its intensity; the smaller the radius, the more-intense
the system. Figure 5.4.1 illustrates this and shows an LL-binary system with unequal radii. The
pressure system in the north-east quadrant has radius σ2 = 0.7 and is the more-intense as indi-
cated by the longer velocity vector arrows than those associated with the pressure system in the
south-west, which has radius σ1 = 1.2.
Figure 5.4.2: Mean sea-level pressure map, 0000 UTC 10 May 2016. Printed with permission of the Australian Bureau
of Meteorology.
In the results that follow the radii of the individual systems will be as large as σ =
√
2 (≈ 1400
km). This might seem extreme, but extra-tropical cyclones and anti-cyclones in the mid-latitude
regions commonly have this magnitude radius. Extra-tropical systems with large-scale radii are
commonly observed in the mid-latitude regions around Australia. In early May 2016 a continental
sized high-pressure system formed over Australia. A mean sea-level pressure map of this event,
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courtesy of the Bureau of Meteorology, is shown in Figure 5.4.2. The highest pressure of 1030
hPa occurred in the south-west region of Western Australia and the 1020 hPa contour spanned
the approximate region 102◦E – 142◦E longitudinally and 25◦S – 41◦S latitudinally. This mean
sea-level pressure map also shows a rather large low-pressure system directly south of Tasmania
with an approximate radius of 7◦ latitude.
Figure 5.4.3: Mean sea-level pressure map, 0000 UTC 21 May 2016. Printed with permission of the Australian Bureau
of Meteorology.
Another example of similar events shown in Figure 5.4.2 is illustrated in Figure 5.4.3. This
mean sea-level pressure map shows the extra-tropical systems 11 days later than those shown in
Figure 5.4.2. There is a dominant high-pressure system with its eye over the central coast of
New South Wales. However, this figure is included because it shows a low-pressure system in the
south-west quadrant with conservative radius of 10◦ latitude (≈ 1100 km). What is evident from
the two Figures 5.4.2 and 5.4.3 is that the contours of the high-pressure systems are sparse and the
contours of the low-pressure systems are densely compacted together. In the simulated results that
follow the contour diagrams exhibit this exact structure.
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Figure 5.4.4: Initial pressure contour plots and quiver plots of initial velocity with eyes located at L = 1 and radius
σ =
√
2 for an (a) LL-binary system, (b) HH-binary system, (c) LH-binary system and (d) HL-binary system.
As an indicator of the initial flow behaviour, contour plots of the initial pressure p(x, y, 0) as
defined by equation (5.3.2) composed with quiver plots of the initial velocity components given
by equations (5.3.6) and (5.3.7) are shown in Figure 5.4.4. This figure illustrates geostrophic bal-
ance, where the pressure gradient force is equal to the Coriolis effect. They also verify that the
geostrophic velocity vector is tangential to lines of constant pressure. Figures 5.4.4(a) and 5.4.4(b)
show the initial flow pattern for the non-mixed LL-binary system and HH-binary system respec-
tively. Conversely, the two mixed binary systems LH and HL are displayed in Figures 5.4.4(c)
and 5.4.4(d). In all these subfigures the blank outer region has dimensionless pressure p = 1. The
respective eye pressures for the low- and high-systems take the values p = 0.9 and p = 1.1. The
visible contours either increase or decrease in increments of 0.01 from the eye out, so that for the
low-pressure systems the contours range from 0.91 – 0.99 and 1.09 – 1.01 for the high-pressure
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systems. High-pressure systems rotate in a clockwise direction in the northern hemisphere and
vice versa for a low-pressure system, which is confirmed by the quiver plots in these figures.
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Figure 5.4.5: Absolute value of the Fourier coefficients at time t = 0.80 for (a) Amn(t) and (b) Pmn(t).
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Figure 5.4.6: Pressure contour plots of an LL-binary system with L = 1 and σ =
√
2 at time t = 0.50 for a spatial grid
of (a) 151 points and (b) 201 points.
To guarantee convergence of the numerical solutions M = N = 31 Fourier coefficients and
151 grid points were used in each spatial variable. Figure 5.4.5(a) shows the decay of the time
dependent Fourier coefficients for the zonal velocity u at time t = 0.80 for a particular simulation
and reveals that beyond M = N = 15 Fourier coefficients, their magnitude is essentially zero, sug-
gesting higher Fourier modes have very little impact on the numerical solutions. Furthermore, the
Fourier coefficients for the pressure p for the same simulation are given in Figure 5.4.5(b) which
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also illustrates that beyond M = N = 13, their magnitude is very close to zero. Although not
shown here the Fourier coefficients for the other variables show similar characteristics. Changing
the grid resolution to greater than 151 × 151 points results in solutions that are indistinguishable
from each other. Thus using an increased spatial sample has no influence on the numerical so-
lutions and an example is shown in Figures 5.4.6(a) and 5.4.6(b) with grid points 151 and 201,
respectively.
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Figure 5.4.7: Pressure contour plots of pulsing behaviour for an LL- binary system with Dirichlet boundary conditions,
initial eyes at L = 1 and radius σ =
√
2 at time (a) t = 0.78, (b) t = 0.79, (c) t = 0.80 and (d) t = 0.81.
Initially the computational boundary was chosen to be −6 < x < 6, −6 < y < 6 with important
flow features constrained to an inner domain of −3 < x < 3, −3 < y < 3 so that the f -plane is still
a valid approximation to use. However, as mentioned previously in Section 5.2, using the Dirich-
let boundary conditions (5.2.11) – (5.2.15) causes the pressure systems to pulse in an unrealistic
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manner, due to reflections off the artificial boundaries. This oscillatory behaviour is demonstrated
in Figure 5.4.7 which shows a sequence of four times for an LL-binary system with L = 1 and
σ =
√
2. At time t = 0.78, Figure 5.4.7(a), there are two distinct tear drop shaped low-pressure
systems pinching in at the origin of the plane. The next two time steps shown in subfigures (b) and
(c) indicate merging of the binary system as there is only one closed contour of pressure p = 0.90.
Figure 5.4.7(d) shows the binary system at time t = 0.81 where separation of the lowest pressure
region has occurred to form two disjoint regions of pressure p = 0.90. This false behaviour in-
creased with time due to waves propagating outward and reflecting back off the artificial tangent
plane boundaries. However, for greater times there was no further merger.
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Figure 5.4.8: Pressure contour plots for an LL-binary system with initial eye locations at L = 1, σ =
√
2 at time
t = 0.80 for (a) Dirichlet BCs, cropped at λ = ω = 6 (b) Robin BCs with κ = 0.75 and (c) Robin BCs with κ = 1.0
To obtain a more realistic flow behaviour the boundaries were extended from λ = ω = 6 out to
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λ = ω = 9 and the Dirichlet boundary conditions were kept so that the artificial reflections would
take longer to affect the flow pattern. The LL-binary system parameters were otherwise kept ex-
actly the same as for Figure 5.4.7. The results of doing this can be seen in Figure 5.4.8(a) which
shows the pressure contours at t = 0.80. Although the computational boundary was extended,
Figure 5.4.8(a) has been cropped at λ = ω = 6 so that a comparison to Figure 5.4.7(c) can be
made. Clearly the oscillatory behaviour at this time is far less than observed previously as there
are now two distinct pressure systems, compared to the merger in Figure 5.4.7(c). However, as
time increases the pulsing of the system is still observed with these extended boundaries, but prior
to this happening it is a reasonable indicator of the true flow pattern at time t = 0.80.
The extended boundaries stopped the merger of the pressure systems, but the pulsing of the
pressure systems continued up to time t = 2.0. A constructed movie created using the contour
diagrams over the time interval 0 ≤ t ≤ 2 shows waves propagating outwards and bouncing back
off the artificial tangent plane boundaries resulting in an unrealistic amplification of the pressure.
The waves moving away from the centre of the pressure systems are inevitable, but the reflections
back can be minimised and absorbed to some extent by using Robin boundary conditions. Fig-
ure 5.4.8(a) was used as a baseline to determine what is the most appropriate absorption constant
κ to use for the Robin boundary conditions (5.2.17). After trying numerous absorption constant
values it was found that κ = 0.75 and κ = 1.0 matched most closely to what was observed for the
extended boundaries. The respective κ = 0.75 and κ = 1.0 results are shown in Figures 5.4.8(b)
and 5.4.8(c). For κ = 0.75 the width and length of the pressure region p = 0.9 is more aligned to
that of the expanded Dirichlet boundary problem shown in Figure 5.4.8(a).
At early times the Dirichlet boundary problem aligns well with the Robin boundary problem
using κ = 0.75. Three-dimensional surface plots of the Dirichlet and Robin boundary value prob-
lem at time t = 0.01 are shown in Figure 5.4.9 for comparison. In this figure the parameters are
the same as those used in Figure 5.4.8. Figures 5.4.9(a) and 5.4.9(b) are the respective Dirichlet
and Robin boundary problems. Apart from the slight interference near the corners of the tangent
plane region for the Dirichlet representation, these figures are basically identical at this early time.
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Figure 5.4.9: 3-dimensional pressure plot of an LL-binary system at the early time t = 0.01 with σ =
√
2, L = 1 and
(a) Dirichlet BCs and (b) Robin BCs with κ = 0.75.
(a)
−6 0
6−6
0
6
0.85
0.95
1.05
x 
y
p
(b)
−6 0
6−6
0
6
0.85
0.95
1.05
x 
y
p
Figure 5.4.10: 3-dimensional pressure plot of an LL-binary system at the early time t = 0.15 with σ =
√
2, L = 1 and
(a) Dirichlet BCs and (b) Robin BCs with κ = 0.75.
The close resemblance of the three-dimensional surface plots for the Dirichlet and Robin
boundary conditions is maintained up to the approximate time of t = 0.15, depending on the
configuration of the initial LL-binary system. At this time the Dirichlet solution shown in Fig-
ure 5.4.9(a) has evolved so that there is considerable rippling caused by the outward propagating
waves being reflected back with a phase shift of 180◦, and this is shown in Figure 5.4.10(a). The
observed ripples coincide with the Fourier modes of the numerical simulation. The Robin bound-
ary equivalent is illustrated in Figure 5.4.10(b) and shows the effect of the absorbing boundary.
The outward travelling waves are still noticeable; however, there is evidence of the artificial bound-
ary absorbing the outward travelling wave by way of smoothing out the contour surface near the
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outer regions of the tangent plane.
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Figure 5.4.11: 3-dimensional pressure plot of an LL-binary system at the later time t = 0.50 with σ =
√
2, L = 1 and
(a) Dirichlet BCs and (b) Robin BCs with κ = 0.75.
As time increases the Dirichlet boundary-induced high-frequency rippling is magnified as
more outward travelling waves and the now reflected inward travelling waves coalesce at later
times. This coalescence is demonstrated in Figure 5.4.11(a) and is a snap shot of the pressure
surface at time t = 0.50. The full effect of the absorbing boundary conditions is best illustrated
at later times where the pulsing caused by the Dirichlet boundary conditions starts to take hold.
There is quite dramatic smoothing of the contour surface at time t = 0.50 when the absorbing con-
ditions are used. This effect is shown in Figure 5.4.11(b). There is clear evidence from the contour
diagram 5.4.8 and the three-dimensional surface plots of pressure 5.4.9, 5.4.10 and 5.4.11 that the
Robin boundary conditions with κ = 0.75 are inhibiting reflections off the artificial boundaries.
For this reason, all subsequent pressure contour diagrams will use Robin boundary conditions with
κ = 0.75 and the region with λ = ω = 6.
It must be stressed here that at no stage do we suggest that the (artificial) boundaries at
λ = ω = 9 used in Figure 5.4.8(a) represent physical reality over that entire domain, not even
λ = ω = 6. As discussed previously, using the tangent point latitude φ0 = 43.3◦N, the f -plane
approximation is only valid over a domain corresponding roughly to −3 < x < 3, −3 < y < 3.
The only reason for considering these extended boundaries in Figure 5.4.8(a) is to eliminate false
reflections off the boundaries over the time interval of interest, and thus to benchmark appropriate
values of the absorption coefficient κ in Figures 5.4.8(b) and 5.4.8(c).
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Figure 5.4.12: Pressure contour plots of an LL-binary system with L = 1 and σ = 1 at time t = 0.45 for (a) λ = ω = 6
and (b) λ = ω = 4. Crosses indicate initial positions of the eyes of the vortices.
(a) (b)
Figure 5.4.13: Pressure contour plots of an LL-binary system with L = 1 and σ =
√
2 at time t = 0.45 for (a) λ = ω = 6
and (b) λ = ω = 4. Crosses indicate initial positions of the eyes of the vortices.
To illustrate further the fact that the constant Coriolis parameter f , coupled with the absorbing
boundary condition is valid to use over the region with λ = ω = 6, Figure 5.4.12 shows pressure
contour plots of an LL-binary system with L = 1 and σ = 1 at time t = 0.45. Figure 5.4.12(a) was
computed with λ = ω = 6 but cropped at λ = ω = 4 so a direct comparison can be made with
Figure 5.4.12(b) which was simulated with λ = ω = 4. It can be seen that there is little difference
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between the flow feature of interest in the two diagrams except that there is some interference
caused by reflections off the boundary in the λ = ω = 4 case. The region around the eye of the
low-pressure system, which is of the most importance in these simulations, has minimal difference
in the overall movement and pressure structure in both cases, suggesting that the interaction pro-
cess are in agreement. There is even closer resemblance in Figures 5.4.13(a) and 5.4.13(b) which
has the increased initial radii of σ =
√
2. The small bold crosses in Figures 5.4.12 and 5.4.13
indicate the locations of the centres of the vortices at the initial time t = 0.
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Figure 5.4.14: Pressure contour plots of a single pressure system located at (x, y) = (1, 1) at time t = 0.45 with σ =
√
2
of type (a) Low and (b) High. Crosses indicate initial positions of the eyes of the vortices.
The results in this section will focus on the interaction or lack thereof between binary pres-
sure systems in the mid-latitude regions. Figures 5.4.14(a) and 5.4.14(b) respectively show the
pressure structure at t = 0.45 (approximately 12.5 hours in dimensional time) for a single low-
pressure system and a single high-pressure system. Both figures had their pressure system eye
located initially at (x, y) = (1, 1) with radius σ =
√
2. As a result of the singular system there is
no mechanism for interaction besides the limited reflections off the artificial boundaries. These
figures are used as the defining structure of what results when negligible or no interaction oc-
curs. The low-pressure system has maintained its pressure differential of p = 0.9 –1.0, whereas
the high-pressure has diffused over time, indicated by the drop in maximum pressure down to
p = 1.05 from the initial maximum of p = 1.1. Moreover, the eyes of the pressure systems
are essentially at their initial locations, indicating that no movement of the system has occurred.
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Regions of high pressure (locally) push toward lower pressure regions. Thus the structure of the
low pressure in Figure 5.4.14(a) is maintained through pressure pushing towards the centre. By
contrast, the high pressure region in Figure 5.4.14(b) pushes outwards towards its lower-pressure
surrounding fluid, and so it dissipates more rapidly. The mean sea-level pressure diagrams shown
in Figures 5.4.2 and 5.4.3 have constant pressure differential (4 hPa) between two adjacent con-
tours. A clear feature of the two mean sea-level pressure figures is that the contours associated
with the high-pressure regions are sparse and spread out. Conversely, the low-pressure zones have
contours that are densely compacted. The contours for the simulated low- and high-pressure sys-
tems in Figure 5.4.14 exhibit identical characteristics to observed atmospheric behaviour, and this
feature is confirmed repeatedly in all the subsequent pressure contour diagrams in this results sec-
tion of the chapter.
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Figure 5.4.15: Pressure contour plots showing the evolution of the interaction of an LL-binary system with L = 1 and
σ =
√
2 at times (a) t = 0.05, (b) t = 0.40, (c) t = 0.80, (d) t = 1.20, (e) t = 1.60, (f) t = 2.00, (g) t = 2.40, (h) t = 2.80
and (i) t = 3.20.
Interaction causes the binary systems to move and/or rotate about each other. If interaction
occurs, an LL-binary system will rotate in an anti-clockwise direction until the vortices become
sufficiently separated and then move away from each other. This anti-clockwise rotation and
subsequent movement away is demonstrated in Figure 5.4.15 which shows the evolution of the
interaction processes of an LL-binary system with each vortex having radius σ =
√
2 and eyes
located at L = 1 initially. Figure 5.4.15(a) is the contour map at the early time t = 0.05 and Fig-
ure 5.4.15(i) is at the latest time t = 3.20 (which corresponds to about 3.5 days). The intermediate
times t = 0.40, 0.80, 1.20, 1.60, 2.00, 2.40 and 2.80 are shown in Figures 5.4.15(b) – 5.4.15(h) re-
spectively. The interaction of an HH-binary system will induce clockwise rotation but the pressure
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systems disperse as time increases. In fact, for all binary systems that contain high-pressure zones
the pressure diffuses as time increases. In contrast, low-pressure systems maintain their pressure
structure over time.
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Figure 5.4.16: Tracking plots of the eyes of two different binary systems initially located at L = 1 with σ =
√
2
for (a) LL-binary system, t ∈ [0, 5] and (b) HL-binary system, t ∈ [0, 3]. Crosses and circles correspond to low and
high-pressures, respectively.
The rotational interaction shown in Figure 5.4.15 is also illustrated in Figure 5.4.16(a) which
shows the movement of the low-pressure systems by tracking the position of the eyes that were
initially at L = 1 over the time t = 0−5. There is clear anti-clockwise rotation of the binary system
for approximately 60◦ and then movement away from each other to the north-west and south-east.
A possible explanation for this behaviour is that the initial influence each system has over the other
has lessened to the point where mutual rotation about one another is overcome by the rotation and
momentum of the individual systems, causing the systems to move apart. A mixed binary system
will move perpendicular to the line joining the initial eye locations. Figure 5.4.16(b) shows the
eye locations over the time interval 0 ≤ t ≤ 3, for an HL-binary system with the eyes initially
located at L = 1 and with σ =
√
2. The crosses and the open circles are the locations of the
low- and high-pressure eyes respectively. There is clear movement to the south-east. However, the
movement of the high-pressure eye is not as smooth as those for the low-pressure system. This is
due to the high-pressure system diffusing over time. The diffusion of high-pressure and movement
towards the south-east is illustrated in Figure 5.4.17 which shows the evolving nature of an inter-
acting HL-binary system with L = 1 and σ =
√
2 over 0 < t ≤ 0.75. At the early time t = 0.01,
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shown in Figure 5.4.17(a), there is a well defined pressure structure with equal magnitude µ = 0.1
change from background pressure in both the low- and high-pressure systems. Figure 5.4.17(b)
is the contour diagram at time t = 0.15. At this time the, high-pressure has diffused down from
p = 1.10 to p = 1.05, and this high-pressure value is maintained over the time steps t = 0.30, 0.45,
0.60 and 0.75; the respective contour plots for these time values are shown in Figures 5.4.17(c)
through (f) respectively.
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Figure 5.4.17: Pressure contour plots showing the evolution of the interaction of an HL-binary system with L = 1 and
σ =
√
2 at times (a) t = 0.01, (b) t = 0.15, (c) t = 0.30, (d) t = 0.45, (e) t = 0.60 and (f) t = 0.75.
To determine a quantitative prediction of when interaction occurs, numerous binary-system
configurations were simulated with equal radii σ1 = σ2 and unequal radii σ1 , σ2. It was found
that interaction is dependent on eye location L and average radius σ =
σ1 + σ2
2
for sensible σ1,
σ2 > 0. Thus the interaction ratio is defined as
Ir =
σ
L
. (5.4.1)
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Figure 5.4.18: Sketch of the interaction regions for binary systems in an (L, σ) parameter plane. The circles indicate
configurations in which interaction occurred and the crosses when interaction did not occur.
Figure 5.4.18 shows a plot of σ versus L for all configurations simulated, in an (L, σ) parameter
plane. The circles indicate when interaction occurred and the crosses when no interaction was
observed. The straight line σ = 0.9L represents the approximate boundary between interacting
and non-interacting systems. The region marked ‘Negligibly weak interaction’, refers to values
of σ and L at which the vortices are too weak to influence each other significantly and their ratio
as defined by (5.4.1) is less than 0.9. Conversely, the region marked ‘Interaction’ is where the
interaction ratio, Ir ≥ 0.9, and the vortices have influence over each other.
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Figure 5.4.19: Pressure contour plots of negligibly weak interacting LL-binary systems at time t = 0.45 with (a)
Ir = 0.7 (σ = 1.4, L = 2) and (b) Ir = 0.75 (σ = 1, L = 4/3). Crosses indicate initial positions of the eyes of the
vortices.
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Figure 5.4.20: Pressure contour plots of interacting LL-binary systems at time t = 0.45 with (a) Ir = 1 (σ = 1, L = 1)
and (b) Ir =
√
2 (σ =
√
2, L = 1). Crosses indicate initial positions of the eyes of the vortices.
Interaction is defined to occur when there is clear movement of one system caused by the
other at time t = 0.45. The interaction of an LL-binary system is negligible if the pressure sys-
tems have their initial eye located centrally at time t = 0.45, as indicated in Figure 5.4.14(a).
Figures 5.4.19(a) with Ir = 0.7 and 5.4.19(b) with Ir = 0.75 are indicative of non-interactive LL-
binary systems. These figures clearly show inconsequential interaction, as the initial eyes of the
pressure system shown with bold crosses are in the centre of the existing low-pressure region at
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this time.
For an LL-binary system, evidence of interaction is when each system is rotating about each
other. Two LL-binary system configurations in which interaction has occurred are shown in Fig-
ure 5.4.20. The interaction ratios are Ir = 1 and Ir =
√
2 for Figures 5.4.20(a) and 5.4.20(b)
respectively. Both clearly show that the initial eye locations are no longer in the centre of the lows
associated with the rotating binary systems.
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Figure 5.4.21: Pressure contour plots of negligibly interacting HL-binary systems at time t = 0.45 with (a) Ir = 1/
√
2
(σ = 1, L =
√
2) and (b) Ir = 0.5 (σ = 1, L = 2). Crosses indicate initial positions of the eyes of the vortices.
As shown in Figure 5.4.14(b), high-pressure systems have the tendency to dissipate as time
increases. Due to this dissipation of high-pressure, interaction of a mixed HL- or an LH-binary
system is determined by the movement of the associated low-pressure system. The dissipation of
high-pressure is clearly evident at time t = 0.45 in Figure 5.4.21, which shows the non-interaction
of an HL-binary system with Ir = 1/
√
2 in Figure 5.4.21(a) and Ir = 0.5 in Figure 5.4.21(b). In
both of these figures the high-pressure systems range from p = 1.00 – 1.04 and p = 1.00 – 1.02
respectively, down from their original pressure range p = 1.00 – 1.10, whereas the low-pressure
systems have maintained their pressure differential of p = 0.90 – 1.00. The low-pressure systems
have not moved laterally as their initial eye locations are still centred, which is suggestive of neg-
ligibly weak or no interaction.
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Figure 5.4.22: Pressure contour plots of interacting HL-binary systems at time t = 0.45 with (a) Ir =
√
2 (σ =
√
2,
L = 1) and (b) Ir = 1 (σ = 1, L = 1). Crosses indicate initial positions of the eyes of the vortices.
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Figure 5.4.23: Pressure contour plots of mixed binary systems at t = 0.45 with σ = 1.2 and L = 1 for (a) LH-binary
system and (b) HL-binary system. Crosses indicate initial positions of the eyes of the vortices.
When interaction of an HL-binary system eventuates, the dissipation of the high pressure is
less dramatic than that observed in an non-interactive system and this is shown in Figure 5.4.22
with Ir =
√
2 and Ir = 1. When Ir =
√
2 in Figure 5.4.22(a) the high-pressure ranges from
p = 1.00 – 1.05. For Ir = 1, high-pressure is in the range 1.00 to 1.04 and is illustrated in 5.4.22(b).
For an interactive HL-binary system, there is overall movement to the south-east with the low-
pressure system retaining its structure. Conversely, an LH-binary system has nett movement to
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the north-west when interaction occurs. The opposing nett movements of an LH-binary system
and an HL-binary system are demonstrated in Figure 5.4.23. In this figure the interaction ratio
is Ir = 1.2 with σ = 1.2 and L = 1. The LH-binary system illustrated in Figure 5.4.23(a) is
migrating north-west and the movement of the equivalent HL-binary system is to the south-east
as shown in Figure 5.4.23(b). As expected due to the f -plane having constant Coriolis parameter
each subfigure is rotationally symmetric of order two when compared.
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Figure 5.4.24: Pressure contour plots of negligibly interacting HH-binary systems at time t = 0.45 with (a) Ir = 1/
√
2
(σ = 1, L =
√
2) and (b) Ir = 0.5 (σ = 1, L = 2). Crosses indicate initial positions of the eyes of the vortices.
The interaction of an HH-binary system is the most difficult to determine, as both systems are
dissipating in time. Interaction of an HH-binary system is defined to occur when the high-pressure
diffuses to form one closed region of intermediate pressure (1.01 ≤ p ≤ 1.09) that rotates in a
clockwise direction. The non-interaction of HH-binary systems is illustrated in Figure 5.4.24.
Here the pressure systems are still located about their initial eye locations, and although the high-
pressure has diffused in a clockwise direction as indicated by the extremely small regions of high-
est pressure to the north-east and south-west of the initial eyes, there isn’t a closed pressure region
of intermediate value. Figure 5.4.24(a) shows the non-interaction when Ir = 1/
√
2 with highest
pressure region p = 1.04 to the north-east and south-west of the initial eye locations and Fig-
ure 5.4.24(b) has highest pressure region p = 1.02 and Ir = 0.5.
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Figure 5.4.25: Pressure contour plots of interacting HH-binary systems at time t = 0.45 with (a) Ir =
√
2 (σ =
√
2,
L = 1) and (b) Ir = 1 (σ = 1, L = 1). Crosses indicate initial positions of the eyes of the vortices.
Examples of interactive HH-binary systems are illustrated in Figures 5.4.25(a) with Ir =
√
2
and 5.4.25(b) with Ir = 1. In these examples, when Ir =
√
2 it can be seen that there is one region
of intermediate pressure p = 1.07 that is rotating in a clockwise direction from the initial eye loca-
tions; similarly, the dispersion of pressure when Ir = 1 has formed a single region of mid-pressure
p = 1.03, with additional pressure p = 1.04 rotating about the initial eyes.
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Figure 5.4.26: Pressure contour plots for an LL-binary system with Ir = σ =
√
2 at time t = 0.50 for the (a) northern
hemisphere with RoT = 0.1 and (b) southern hemisphere with RoT = −0.1. Crosses indicate initial positions of the
eyes of the vortices.
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Figure 5.4.27: Pressure contour plots for an HL-binary system with Ir = σ = 1.2 at time t = 0.50 for the (a) northern
hemisphere with RoT = 0.1 and (b) southern hemisphere with RoT = −0.1. Crosses indicate initial positions of the
eyes of the vortices.
All the contour diagrams above have focussed on flow behaviour in the northern hemisphere. A
thorough examination of this topic must include southern hemisphere simulations, although brief.
The value of the Coriolis parameter f is determined by an odd function centred at the equator (see
equation (3.2.1)). In the northern hemisphere simulations the initial eye locations are given by the
value L so that their location initially is (x, y) = ±(L, L). The same geometric set-up in the south-
ern hemisphere requires the initial location of the eyes to be (x, y) = ±(L,−L) because of the odd
symmetry in the latitudinal y-coordinate. Unsurprisingly, the southern hemisphere simulations of
non-mixed binary systems rotate in the opposite directions to those observed in the northern hemi-
sphere cases. Figure 5.4.26(a) and 5.4.26(b) are the respective northern and southern hemisphere
plots at time t = 0.50 with σ =
√
2 and L = 1, and in particular it can be seen that the LL-binary
system in the southern hemisphere has rotated clockwise as opposed to the anti-clockwise rotation
observed in the northern hemisphere case. Each subfigure of Figure 5.4.26 is the exact reflection
about the x-axis.
Figure 5.4.27 shows the contrasting nett movement of an HL-binary system in the northern
and southern hemispheres. In this figure the interaction ratio is Ir = 1.2 and the radii of the initial
pressure systems is σ = 1.2. In the northern hemisphere, Figure 5.4.27(a), the nett movement
is to the south-east. However, in the southern hemisphere, due to opposing rotation of equiva-
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lent systems and the change in sign of the Coriolis parameter, the southern hemisphere HL-binary
systems move in a north-east direction, as shown in Figure 5.4.27(b). Again, each subfigure of
Figure 5.4.27 is symmetric about the x-axis. Although not shown here, an LH-binary system will
move to the south-west in the southern hemisphere compared to the north-west in the northern
hemisphere.
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Figure 5.4.28: Pressure contour plots of southern hemisphere simulations with initial eyes located at (x, y) = ±(L, L)
at time t = 0.50 for an (a) LL-binary system with Ir =
√
2 (σ =
√
2, L = 1) and (b) HL-binary system with Ir = 1.2
(σ = 1.2, L = 1). Crosses indicate initial positions of the eyes of the vortices.
Having the initial eyes located at (x, y) = ±(L, L) in the southern hemisphere produces contour
maps that are the inverse of the northern hemisphere simulations, in the sense that they are reflected
about the line y = x. Examples of this are shown in Figure 5.4.28. The contour map shown in
Figure 5.4.28(a) was simulated with the same parameters used in Figure 5.4.26(b) apart from the
initial eyes being located at (x, y) = ±(L, L). This subfigure is the exact reflection about y = x of
Figure 5.4.26(a). Similarly, Figure 5.4.28(b) is the perfect image of Figure 5.4.27(a) about y = x.
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Figure 5.4.29: Contour plots of an LL-binary system with interaction ratio Ir =
√
2 at time t = 1.00 with (a) σ = 1 and
L = 1/
√
2, (b) σ =
√
2 and L = 1, (c) σ = 1.2
√
2 and L = 1.2 and (d) σ = 3/
√
2 and L = 3/2.
Keeping the interaction ratio constant and changing the initial radii of the pressure systems
gives an insight into the effect intensity of a single pressure system has on the rotation of binary
systems. The smaller the initial radius of the pressure system the more-intense, as seen by the
magnitude of the quivers in Figure 5.4.1. Decreasing the radii of the systems requires the location
of the binary systems to be closer to each other to keep the interaction ratio constant. Figure 5.4.29
shows four separate LL-binary systems all with interaction ratio Ir =
√
2 at time t = 1. The most
intense binary system shown in Figure 5.4.29(a) has rotated by approximately 58◦ from its initial
position along the line y = x. Similarly, the next most intense system system illustrated in Fig-
ure 5.4.29(b) has rotational displacement of approximately 41◦ followed by a rotation of 27◦ in
Figure 5.4.29(c). The least intense system shown in Figure 5.4.29(d) has rotated 17◦. Therefore
an LL-binary system with the same interaction ratio will have greater rotational displacement than
another if the distance between the initial eye location is less than the other; that is, the further
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apart the initial eyes the less rotation about each other.
Rotational displacement
σ1 σ2 Rotation of intense system
√
2
√
2 30◦
√
2 + 0.1
√
2 − 0.1 33◦
√
2 + 0.2
√
2 − 0.2 37◦
√
2 + 0.3
√
2 − 0.3 38◦
√
2 + 0.4
√
2 − 0.4 43◦
√
2 + 0.5
√
2 − 0.5 44◦
√
2 + 0.6
√
2 − 0.6 46◦
√
2 + 0.7
√
2 − 0.7 49◦
√
2 + 0.8
√
2 − 0.8 54◦
Table 5.1: Rotational displacement of the more-intense system for an LL-binary with Ir =
√
2, L = 1 at time t = 0.80.
Following on from what is shown in Figure 5.4.29 where the radius σ and initial eye locations
L are selectively chosen so that the interaction ratio Ir remains identical. The question then is,
what if the interaction ratio and the initial eye location are kept the same but the radii of the vor-
tices are altered so that the average radius is identical? Table 5.1 shows various LL-binary system
configurations in which the interaction ratio Ir =
√
2 with L = 1 and thus the average radius of the
pressure systems is σ =
√
2. As the radius of the more-intense system decreased, the rotational
displacement of the more-intense system increased, similar to what was shown in Figure 5.4.29.
This in part confirms what Dong and Neumann [21] found when the separation distance was less
than 650 km for binary cyclones. However, for our model the same results are achieved for all
separation distances when interaction takes place. Conversely, the less-intense system rotated less
as the radius is increased.
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Figure 5.4.30: Pressure contour plots of an LL-binary system at time t = 0.80 with Ir =
√
2 and L = 1 for radii (a)
σ1 =
√
2 + 0.1 and σ2 =
√
2 − 0.1 and (b) σ1 =
√
2 + 0.4 and σ2 =
√
2 − 0.4. Crosses indicate initial positions of the
eyes of the vortices.
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Figure 5.4.31: Pressure contour plots of an HH-binary system at time t = 0.80 with Ir =
√
2 and L = 1 for radii (a)
σ1 =
√
2 + 0.1 and σ2 =
√
2 − 0.1 and (b) σ1 =
√
2 + 0.4 and σ2 =
√
2 − 0.4. Crosses indicate initial positions of the
eyes of the vortices.
Examples of LL-binary systems with unequal intensities are shown in Figure 5.4.30. In this
figure the interaction ratio is Ir =
√
2 and L = 1 and in each subfigure the more intense system
is initially in the north-east quadrant. Figure 5.4.30(a) illustrates an LL-binary system with radii
σ1 =
√
2 + 0.1 and σ2 =
√
2 − 0.1 at time t = 0.80. The rotation of the more intense vortex is ap-
proximately 33◦ from its initial location and its core has increased in area. Figure 5.4.30(b) shows
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the effect of decreasing the radius of the intense system and increasing the radius of the other
system to σ2 =
√
2 − 0.4 and σ1 =
√
2 + 0.4 respectively. The more-intense system rotates even
further to approximately 43◦ and the core increases in area. In addition, the core of the less-intense
system has rotated about its axis due to the influence of the intense system. Figure 5.4.31 shows
the evolution of HH-binary systems with interaction ratio Ir =
√
2 and L = 1 with unequal radii
and is the HH-binary system equivalent to Figure 5.4.30. The results of the HH-binary system are
similar to those of the LL-binary system in that the more intense the individual system, the greater
is the rotational displacement from its initial location. This fact is most evident in Figure 5.4.31(b)
where the more-intense system has a radius of σ2 =
√
2 − 0.4 compared to σ2 =
√
2 − 0.1 in
Figure 5.4.31(a).
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Figure 5.4.32: Contour plots of an HL-binary system with interaction ratio Ir =
√
2 and L = 1 at time t = 0.80 with
initial low-pressure radius (a) σ2 =
√
2 + 0.4, (b) σ2 =
√
2 and (c) σ2 =
√
2 − 0.4. Crosses indicate initial positions of
the eyes of the vortices.
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Figure 5.4.32 shows three different configurations of an HL-binary system with interaction
ratio Ir =
√
2, initial eye locations at L = 1 at time t = 0.80. This figure highlights the effect
of changing the intensity of a low-pressure system within a mixed binary system. When the low-
pressure system is less intense with larger radius of σ2 =
√
2 + 0.4, shown in Figure 5.4.32(a)
the movement away from its initial location is less than for the increasing intensity low-pressure
regions shown in Figures 5.4.32(b) with σ =
√
2 and 5.4.32(c) with σ2 =
√
2 − 0.4. As a conse-
quence of the intensity of the low increasing, the intensity of the high must decrease to maintain
the constant interaction ratio. The greater the intensity of the high-pressure zone the more rapid
the loss of pressure structure. This is evident from the reduced density of high-pressure contours in
Figure 5.4.32. Initially the most intense high-pressure region shown in Figure 5.4.32(a) has pres-
sure contours ranging from p = 1.00 – 1.03 and the respective contour ranges for Figures 5.4.32(b)
and 5.4.32(c) are 1.00 – 1.05 and 1.00 – 1.07.
The results above have been obtained using Rossby number RoT = 0.1 which corresponds
to a tangent point latitude φ ≈ 43.3◦N. It has been shown throughout this section that the radius
of the system is the determining factor of its intensity. By considering the geostrophic velocity
representations (5.3.6) and (5.3.7) it is possible to relate the interaction ratio formulation (5.4.1)
for different tangent point latitudes. A way of achieving this is to determine at what initial radius
are the geostrophic speeds when RoT = 0.1 the same as for some pressure system with the same
pressure differential µ = 0.1 at a different latitude. Suppose that at some other latitude the Rossby
number is RoT2 , 0.1 and at that latitude the initial radius of the pressure system is σr. Then
equating the geostrophic speeds gives
RoT2
µ exp[−r2/σ2r ]
1 − µ exp[−r2/σ2r ]
= RoT
µ exp[−r2/σ2]
1 − µ exp[−r2/σ2] , (5.4.2)
where r2 = x2 + y2. Evaluating the expression (5.4.2) at r = σ, it can be shown that the initial
radius σ when RoT = 0.1 can be written in terms of the initial radius σr when RoT , 0.1 in the
form
σ = σr η, (5.4.3)
where η is a function of the ratio of the Rossby numbers in the form
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η =
√
ln
[
exp
(
RoT2
RoT
)
+ µ
(
1 −
(
RoT2
RoT
))]
. (5.4.4)
To validate equation (5.4.3) there is a need to cross reference with known binary system behaviour.
Figure 5.4.18 gives an indication of the boundary between interactive (Ir ≥ 0.9) and negligibly
weak interaction (Ir < 0.9) zones and thus testing equation (5.4.3) against binary systems with
Ir > 1 where there is considerable interaction, Ir = 1 where there is slight interaction and Ir < 0.9
where unobservable interaction occurs are the most appropriate choices. Consider a new tangent
point latitude φ ≈ 27.2◦N which is sufficiently separated from the standard tangent point latitude
φ ≈ 43.3◦N. The mid-low latitude φ ≈ 27.2◦N equates to a Rossby number RoT2 = 0.15. Substi-
tuting RoT = 0.1 and RoT2 = 0.15 into equation (5.4.4) gives η ≈ 1.22.
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Figure 5.4.33: Pressure contour plots of an LL-binary system with L = 1 at time t = 0.45 with (a) RoT = 0.1, σ = 1
and (b) RoT = 0.15, σr ≈ 0.82. Crosses indicate initial positions of the eyes of the vortices.
Recall Figure 5.4.20(a) which showed an interactive LL-binary system with σ = 1, L = 1 and
thus an interaction ratio Ir = 1. This is a prime example of slight interaction and is reproduced in
Figure 5.4.33(a) for ease of comparison. The lower latitude equivalent where RoT2 = 0.15 is given
in Figure 5.4.33(b) and by equation (5.4.3) the initial radius is σr ≈ 0.82. As expected from an
interaction ratio of Ir = 1 there is modest movement of the pressure systems in both these figures.
Apart from the deformation of the low-pressure systems, the moderate movement is similar for the
two different Rossby numbers in Figure 5.4.33.
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Figure 5.4.34: Pressure contour plots of an LL-binary system with L = 1 at time t = 0.45 with (a) RoT = 0.1, σ =
√
2
and (b) RoT = 0.15, σr ≈ 1.16. Crosses indicate initial positions of the eyes of the vortices.
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Figure 5.4.35: Pressure contour plots of an LL-binary system with L ≈ 1.74 at time t = 0.45 with (a) RoT = 0.1,
σ = 1.22 and (b) RoT = 0.15, σr ≈ 1. Crosses indicate initial positions of the eyes of the vortices.
If the interaction ratio is greater than one, for example Ir =
√
2, illustrated in Figure 5.4.20(b)
and again in Figure 5.4.34(a), there is clear movement of the binary system at time t = 0.45. This
figure has initial pressure systems located at L = 1 of radii σ =
√
2 with RoT = 0.1. At the lower
latitude of φ ≈ 27.2◦N where RoT = 0.15 the comparable radius σr is approximately 1.16. The
contour map of this scenario is given in Figure 5.4.34(b), and the rotation of the binary system
induced by the interaction at this lower latitude is comparable to that of the corresponding LL-
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binary system centred about the mid-latitude 43.3◦N shown in Figure 5.4.34(a).
It has been well established that no observable interaction takes place when Ir = 0.7. For ease
of converting between the different Rossby numbers consider an LL-binary system at the mid-
latitude 43.3◦N with σ = 1.22 and L ≈ 1.74 so that the interaction ratio is Ir ≈ 0.7 at time t = 0.45
shown in Figure 5.4.35(a). As expected the low-pressure systems are still centrally located about
the initial eyes (indicated by bold crosses). The convenient choice of σ = 1.22 in this figure makes
the equivalent radius using RoT2 = 0.15 having the value σr ≈ 1. The pressure contours of this
simulation are given in Figure 5.4.34(b). In both these figures there is no indication of significant
movement caused by the influence of the other system. Figures 5.4.33 – 5.4.35 have illustrated
how equation (5.4.3) can be used to approximate within a sensible degree of accuracy, whether or
not pressure systems will interact when located around latitudes where RoT , 0.1.
5.5 Discussion
The interaction of atmospheric vortices has been an intensive area of research, particularly, the
interaction of tropical cyclones, hurricanes and typhoons. However, the interaction of large-scale
binary systems in terms of extra-tropical cyclones and extra-tropical anti-cyclones has had consid-
erably less interest. Such vortices form in the mid-latitude regions of Earth and thus the f -plane
approximation with a tangent point latitude of φ ≈ 43.3◦N giving a time scale Rossby number of
RoT = 0.1 was used. The f -plane approximation is used as the interaction of binary systems along
approximately the same latitude was of interest. However, the coordinate geometry is rotated 45◦
and absorbing boundary conditions are used to help minimise reflections off the artificial tangent
plane boundaries. The binary systems could be in one of four different configurations, an LL-
binary system, HH-binary system, LH-binary system or an HL-binary system. Depending on the
initial locations and radii of the binary systems, interaction takes place or it does not. Interaction
is defined to have occurred when there is clear movement of one system caused by the other at
time t = 0.45 (approximately 12.5 hours in dimensional time). It was found that interaction took
place if the ratio of the average radius σ to initial eye location L was greater than or equal to 0.9
(Ir ≥ 0.9). For this model the low-pressure systems preserved their pressure differential as time
increased. In contrast, the high-pressure systems diffuse over time and lose their pressure charac-
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teristics. The resulting pressure contour diagrams, as time increases, reflect the real world mean
sea-level pressure diagrams, in that low-pressure systems have densely compacted contours and
high-pressure systems have sparse and spread out contours.
If interaction occurs, an LL-binary system will rotate in an anticlockwise direction in the north-
ern hemisphere until such a time at which its vortices begin to move apart. The contour maps are
rotationally symmetric about the origin for equally intense systems. As the vortices studied in this
thesis use the same pressure differential, the intensity is related to the initial radius of the system.
The greater the radius the less intense is the vortex. When the radius of each vortex is different,
the rotation of the binary system is not symmetric about the origin. This is illustrated in Fig-
ure 5.4.30, for a LL system, and similar results have also been obtained for HH binary pairs (see
Figure 5.4.31). Keeping the interaction ratio and initial eye locations constant and changing the
radii of the systems so that the average radius is the same, the more-intense vortex (smaller radius)
rotates faster whilst the less-intense one (larger radius) rotates slower about the origin. For these
non-mixed binary systems the rotation is in the opposite direction in the southern hemisphere.
For mixed binary systems (HL and LH) in the northern hemisphere with equal radius the in-
teraction causes the systems to move perpendicular to the line joining the initial eye locations. For
an HL-binary system the movement is to the south-east, and to the north-west for an LH-binary
system. Changing the intensity of the low-pressure system in these configurations whilst main-
taining a constant interaction ratio and separation distance has basically the same effect as for the
LL-binary system. Increasing the intensity of the low-pressure by decreasing the radius produces
greater movement of the pressure system to the south-east for an HL-binary system and for an
LH-binary system the movement is further in the north-west direction. However, in both cases
the less intense the high-pressure system, the smaller the loss in the pressure differential. In the
southern hemisphere the initial eye location used was (x, y) = ±(L,−L) to reflect the fact that the
Coriolis parameter exhibits odd function characteristics in the latitudinal y-coordinate. With this
geometry the mixed binary systems move north-east and south-west for the respective HL- and
LH-binary systems in the southern hemisphere.
The interaction of an HH-binary system is somewhat different to binary systems involving
a low-pressure system. The interaction produces a region of intermediate pressure in the range
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p = 1.01 – 1.09 depending on the loss of pressure structure associated with high-pressure sys-
tems. The intermediate pressure region will then rotate in a clockwise (anti-clockwise) direction
in the northern (southern) hemisphere. Similarly to the LL-binary systems, the contour maps of
the HH-binary systems are rotationally symmetric about the origin for equally intense systems.
When the intensities of the high-pressure systems are different, the more-intense vortex will have
greater rotational displacement about the origin, together with greater pressure dissipation, than
its binary partner.
An approximate rule has been developed, to generalize the scaling law from Figure 5.4.18 to
other latitudes, by calculating the effective radii at the standard latitude φ = 43.3◦N, for which the
Rossby number is RoT = 0.1. This conversion is given in equations (5.4.2) – (5.4.4). Figure 1.0.3
shows two typhoons at an approximate latitude of φ = 20◦N, for which the Rossby number is
RoT = 0.2. At this latitude σ = 1.41σr by (5.4.3) and (5.4.4). From Figure 1.0.3, it is estimated
very approximately that the interaction ratio Ir in equation (5.4.1) is about 1.17 after allowing for
differences in latitude (20◦N), suggesting that the two vortices would interact, as indeed was the
case.
This chapter has developed a way of determining when mid-latitude vortices located at ap-
proximately 43◦N may or may not interact with each other. The interaction is determined by
considering the value of the interaction ratio given by equation (5.4.1). The interaction ratio can
be modified to give an indication of whether or not binary vortices would interact when located
about other mid-latitude locations. It has been proposed that the interaction between atmospheric
vortices can perturb vortices in close proximity and produce vortices that have clearly defined
straight edges, resulting in polygonal shaped vortices. This is the focus of the next chapter.
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Chapter 6
A δ-plane simulation of anti-cyclones
perturbing circumpolar flows to form a
transient north polar hexagon
Saturn’s North Polar Hexagon was discovered by Godfrey [31] who pieced together map projec-
tions of images captured by the Voyager mission to unveil a hexagonal feature over the geographic
north pole of Saturn. The Hexagon is a long lived structure that continues to this day; its origin
has been the topic of interest for the last few decades and several theories have been suggested
[1, 55, 56]. This chapter attempts to give insight into a possible trigger mechanism for such a
unique structure to arise and answer whether or not a hexagonal feature can result due to the in-
fluence of encroaching anti-cyclones. This research is based upon the proposed theory by Allison
et al. [1] that the Hexagon may be the result of at least one impinging anti-cyclone to the south
perturbing a circumpolar jet centrally located at the approximate latitude of 76◦N. There is also a
smaller retrograde circumpolar flow at 69◦N.
The location of the flow feature of interest prohibits the use of the commonly used f -plane
and β-plane approximations. In contrast a high-latitude δ-plane approximation will be used to
simulate the spheroidal effects of polar flow and the interaction between an initially circular cir-
cumpolar jet and at least one perturbing anti-cyclone. A Gaussian profile function will represent
the predominant eastward circumpolar current and the smaller magnitude westward flow to the
south. The perturbing anti-cyclones are initially expressed as offset high-pressure regions mod-
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elled with an exponential function. It will be shown that depending on strength, location and
radius of the perturbing anti-cyclones a hexagonal feature can develop. However, the longevity
of the actual North Polar Hexagon must be attributed to other factors not considered in this chapter.
6.1 Background Polar Flow
Godfrey [31] was the first to give an indication of the magnitude of the atmospheric fluid velocities
on Saturn. Figure 6.1.1 was first published by Godfrey [31] in 1988 and shows the zonal velocity
variation with latitude. The horizontal axis gives the value of the zonal velocity and the vertical
axis is the northern latitudes in degrees. This figure was derived by careful analysis of the ground
breaking composite map-projected images that were used to reveal the Hexagon for the first time
in its entirety (see Figure 1.0.5). The Hexagon itself is embedded within an eastward polar jet
spanning the latitudes 74◦ – 78◦, with peak velocity of approximately 100 ms−1 at 76◦, whilst
Baines [4] suggests it could be as high as 125 ms−1. This increase has been attributed to temporal
variability and/or vertical shear. The most recent observations captured using the Imaging Science
Subsystem onboard the Cassini spacecraft indicate that the peak velocity within the Hexagon is
around 119 ms−1 [2]. Along the extremities of the Hexagon the velocity drops considerably to
less than 20 ms−1. At the approximate latitude of 69◦ the velocity is about −20 ms−1, indicating
a moderate westward jet to the south. These extremes of the velocity profile are paramount when
deciding the initial velocities of the numerical simulations. The velocity profile given by Godfrey
[31] will be the basis for the time-independent steady background flow component of the non-
linear representations given later. This is in contrast to the techniques used in Chapters 4 and 5
where the velocity components were derived using the initial pressure profile function.
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Figure 6.1.1: Zonal velocity profile determined by tracking clouds as published by Godfrey [31], latitude along the
vertical axis and velocity along the horizontal axis. Reprinted with permission from Elsevier.
Due to the scaling of the problem, 1◦ in latitude is approximately equal to a dimensionless
distance of 0.1. The scale velocity is 100 ms−1 and therefore the dimensionless velocity is peaked
at 1 . To model the eastward travelling polar jet, the velocity components will take the form
ue(x, y) = −C0 y exp
−C1 (√x2 + y2 − 1.4)2 , (6.1.1)
ve(x, y) = C0 x exp
−C1 (√x2 + y2 − 1.4)2 , (6.1.2)
where the constants C0 and C1 are to be determined. The constant 1.4 in the equations (6.1.1)
and (6.1.2) is the approximate dimensionless distance from the origin of the δ-plane to the latitude
76◦N and is an indicator of where the velocity of the eastward jet is at its maximum.
The slower moving westward flow has similar form to that of the eastward flow components,
such that
uw(x, y) = C2 y exp
−C3 (√x2 + y2 − 2.1)2 , (6.1.3)
133
vw(x, y) = −C2 x exp
−C3 (√x2 + y2 − 2.1)2 . (6.1.4)
The westward flow is maximised at latitude 69◦N and thus the constant 2.1 is the approximate
dimensionless distance from the origin of the δ-plane. Like C0 and C1, the value of the constants
C2 and C3 are to determined. The background flow components are simply the sums of the easterly
(subscript e) and westerly (subscript w) jet components, thereby giving the background velocity
components in the form
ub(x, y) = −C0 y exp
−C1 (√x2 + y2 − 1.4)2
+ C2 y exp
−C3 (√x2 + y2 − 2.1)2 , (6.1.5)
vb(x, y) = C0 x exp
−C1 (√x2 + y2 − 1.4)2
−C2 x exp
−C3 (√x2 + y2 − 2.1)2 . (6.1.6)
Approximate zonal velocity at latitudes of interest, interpolated from Figure 6.1.1
Latitude (◦N) Dimensionless radius from pole Dimensionless velocity (ms−1)
78 1.2 0.20
76 1.4 1.00
74 1.6 0.20
73 1.7 0.10
72 1.8 0.00
71 1.9 −0.10
69 2.1 −0.20
67 2.3 −0.10
66 2.4 0.00
Table 6.1: Shows the approximate non-dimensional zonal velocity on Saturn for latitudes of interest in terms of radii
from the north pole.
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Figure 6.1.2: Curve fitted zonal velocity profile. The blue asterisks are the data points given in Table 6.1.
The flow region of interest is bounded within the latitudes 66◦N and 80◦N and encompasses
the North Polar Hexagon. Outside of this region the background velocity will take the dimen-
sionless value of zero. Table 6.1 gives the approximate non-dimensional zonal velocity at various
latitudes of interest. The values in this table were interpolated from Figure 6.1.1 and are used in the
curve fitting procedure to determine the constants C0, C1, C2 and C3 so that the background flow
had similar characteristics to the zonal velocity profile published by Godfrey [31] and reprinted
in Figure 6.1.1. The values of the velocity constants that are used in this chapter are taken to be
C0 ≈ 0.7, C1 = 40, C2 ≈ 0.1 and C3 = 20. The constants C0 and C2 are effective amplitude
values for the exponential terms and thus C0 = 11.4 and C2 =
0.2
2.1 and the constants C1 and C3 are
dilation factors of the peaks in the exponential representations. Figure 6.1.2 shows a plot of the
curve fitted representation of the zonal velocity published by Godfrey [31] in dimensionless form,
with u representing the zonal velocity and r is the radius from the pole. The blue asterisks are the
data values given in Table 6.1.
Pressure and temperature in the atmosphere of Saturn increase towards the centre of the planet.
To accommodate for the variation with depth, the atmosphere will not be assumed to be isothermal,
but isopycnal. This assumption contrasts with the previous finger formation (Chapter 4) and binary
interaction (Chapter 5) mathematical assumptions. The isopycnal assumption leads to the initial
and background density having the constant dimensionless value
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ρb(x, y) = 1 = ρ(x, y, 0). (6.1.7)
The dimensionless equation of state (3.4.8) must be satisfied and therefore it follows from equa-
tion (6.1.7) that the background pressure and temperature are initially equal. Assuming that the
velocity components above are essentially geostrophic then
ub(x, y) = − νEfρb(x, y)
∂pb(x, y)
∂y
= −νE
f
∂pb(x, y)
∂y
, (6.1.8)
vb(x, y) =
νE
fρb(x, y)
∂pb(x, y)
∂x
=
νE
f
∂pb(x, y)
∂x
. (6.1.9)
Alternatively equations (6.1.8) and (6.1.9) can be re-arranged to isolate the partial derivatives of
pressure in the form
∂pb(x, y)
∂y
= −ub(x, y) f
νE
, (6.1.10)
∂pb(x, y)
∂x
=
vb(x, y) f
νE
. (6.1.11)
To get a representation for the background pressure, equation (6.1.10) is integrated with respect
to y to give
pb(x, y) = −
∫
ub(x, y) f
νE
dy + F(x), (6.1.12)
Substituting the background component ub(x, y) given by equation (6.1.5) into (6.1.12) gives
pb(x, y) =
C0
νE
∫
y f exp
−C1 (√x2 + y2 − 1.4)2 dy
− C2
νE
∫
y f exp
−C3 (√x2 + y2 − 2.1)2 dy + F(x). (6.1.13)
Letting ξ =
√
x2 + y2, the background pressure representation given by (6.1.13) becomes
pb(x, y) =
C0
νE
∫
ξ f exp
[
−C1 (ξ − 1.4)2
]
dξ
− C2
νE
∫
ξ f exp
[
−C3 (ξ − 2.1)2
]
dξ + F(x). (6.1.14)
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The background pressure is radially symmetric and thus can be expressed in the alternate form
pb(x, y) =
C0
νE
∫ ξ
0
r f exp
[
−C1 (r − 1.4)2
]
dr
− C2
νE
∫ ξ
0
r f exp
[
−C3 (r − 2.1)2
]
dr + F(x), (6.1.15)
where r is a variable radius from the north pole. The integration of a partial derivative with
respect to y resulted in the integration ‘constant’ being a function F(x) which has to be determined.
Differentiating equation (6.1.15) with respect to x gives
∂pb
∂x
=
C0
νE
x f exp
−C1 (√x2 + y2 − 1.4)2
− C2
νE
x f exp
−C1 (√x2 + y2 − 2.1)2 + dFdx
=
vb(x, y) f
νE
+
dF
dx
. (6.1.16)
A direct comparison of the equations given by (6.1.16) and (6.1.11) results in dFdx = 0, which im-
plies the integration function F(x) is a constant and thus the background pressure and temperature
take the form
pb(x, y) =
C0
νE
∫ ξ
0
r f exp
[
−C1 (r − 1.4)2
]
dr
− C2
νE
∫ ξ
0
r f exp
[
−C3 (r − 2.1)2
]
dr +K
= Tb(x, y). (6.1.17)
The background pressure and temperature representation (6.1.17) is generated using both Gaussian
profile functions for the eastward and westward circumpolar jets. If the westward flow is excluded,
then the background pressure and temperature have the alternate form
pb(x, y) =
C0
νE
∫ ξ
0
r f exp
[
−C1 (r − 1.4)2
]
dr +D = Tb(x, y). (6.1.18)
The constantsK andD are specifically chosen so that the pressure and temperature take the values
pb(x, y) = 1 and Tb(x, y) = 1, respectively, on the boundaries of the δ-plane.
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6.2 Perturbation Flow
Figure 6.2.1: Composite map-projected images of Saturn’s North Polar Hexagon as published by Godfrey [31] and
reprinted with permission from Elsevier. Contains additional highlighting of the prominent anti-cyclone.
It has been suggested by Allison et al. [1] that the Hexagonal structure over the pole of Saturn may
be the result of at least one perturbing anti-cyclone. The aforementioned perturbing anti-cyclone
can be seen in the top left quadrant of Figure 6.2.1. Analysis of the map projections used to gen-
erate Figure 6.2.1 enabled streamline maps to be produced. At the time they showed the presence
of multiple anti-cyclones around the same latitude centred between the vertices of the Hexagon
[31], although not visible. Ground based and Hubble Space Telescope observations gathered over
the period 1990–1991 also showed a large visible anti-cyclone to the south of the Hexagon. How-
ever, a comparison of the visible anti-cyclone measured in the Voyager images (see Figure 6.2.1)
to those of ground based observations over the period 1990–1991 led Sanchez-Lavega to theo-
rise that the visible anti-cyclone observed in 1990 may in fact be different to the one observed
previously [62], and that there might be at least two anti-cyclonic vortices, that may be visible at
different times, located along different edges of the Hexagon.
The claim by Allison et al. [1] appears not to have been investigated thoroughly in the liter-
ature. For this reason, the effects of perturbing anti-cyclone(s) will be simulated to infer whether
or not anti-cyclones could be a possible trigger mechanism for the formation of the North Polar
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Hexagon on Saturn. The perturbing anti-cyclones are modelled using high-pressure systems. A
single perturbing anti-cyclone has the form
pp(x, y) = µ exp
[−((x − M)2 + (y − M)2)
σ2
]
= Tp(x, y), (6.2.1)
where µ is the increase in pressure from background, σ is the radius of the anti-cyclone and
(x, y) = (M,M) is the initial location of the eye of the perturbing system. Binary perturbations will
also be considered and in such a case the perturbing pressure systems are defined by
pp(x, y) = µ1 exp
−((x − M)2 + (y − M)2)
σ21

+ µ2 exp
−((x + M)2 + (y + M)2)
σ22
 = Tp(x, y). (6.2.2)
Similarly, the rise in pressure is given by µ1 and µ2 and the radii of each pressure system are σ1
and σ2. The initial locations of the anti-cyclones are the cartesian coordinates ±(M,M). A direct
result of the equation of state (3.4.8) and the isopycnal assumption is that the perturbing density
must take the form
ρp(x, y) = 1. (6.2.3)
The velocity components of the atmospheric flow induced by the anti-cyclones are geostrophic
representations
up(x, y) = −νEf
∂pp(x, y)
∂y
, (6.2.4)
vp(x, y) =
νE
f
∂pb(x, y)
∂x
. (6.2.5)
6.3 Spectral Solution Method
Similar to the finger structures and interacting vortices simulations in Chapters 4 and 5, a spectral
solution is determined using both Dirichlet and Robin boundary conditions and a comparison
of both approaches is discussed in the results section 6.5. The dependent variables pressure p,
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temperature T , density ρ and the x- and y-directed velocity components u and v are expressed as
the sum of background component, perturbation component and a time-dependent component and
thus written
p(x, y, t) = pb(x, y) + pp(x, y) + pu(x, y, t), (6.3.1)
ρ(x, y, t) = ρb(x, y) + ρp(x, y) + ρu(x, y, t), (6.3.2)
T (x, y, t) = Tb(x, y) + Tp(x, y) + Tu(x, y, t), (6.3.3)
u(x, y, t) = ub(x, y) + up(x, y) + uu(x, y, t), (6.3.4)
v(x, y, t) = vb(x, y) + vp(x, y) + vu(x, y, t). (6.3.5)
The subscripts b indicate the background component in equations (6.1.7) – (6.1.9) and (6.1.17).
The perturbation components identified by the subscripts p are given by equations (6.2.1) or (6.2.2)
for the pressure and temperature depending on whether one or two perturbing anti-cyclones are
in effect, and also (6.2.3), (6.2.4) and (6.2.5). Apart from the constants in background flow com-
ponents of the pressure, temperature and density, the time and spatial dependent components can
be absorbed into one component dependent upon time for each of the variables. Thus the fully
non-linear terms (6.3.1) – (6.3.5) have the same form as those used in the interacting vortices
simulations of Chapter 5, and are respectively written
p(x, y, t) = 1 +
∞∑
m=1
∞∑
n=1
Pmn(t)Fm(x)Gn(y), (6.3.6)
ρ(x, y, t) = 1 +
∞∑
m=1
∞∑
n=1
Rmn(t)Fm(x)Gn(y), (6.3.7)
T (x, y, t) = 1 +
∞∑
m=1
∞∑
n=1
Tmn(t)Fm(x)Gn(y), (6.3.8)
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u(x, y, t) =
∞∑
m=1
∞∑
n=1
Amn(t)Fm(x)Gn(y), (6.3.9)
v(x, y, t) =
∞∑
m=1
∞∑
n=1
Bmn(t)Fm(x)Gn(y). (6.3.10)
The spectral method used in Chapters 4 and 5 involved re-arranging the governing equations
where applicable, so that the time-dependent and linear terms were expressed as the sum of the
non-linear components. However, since carrying out that work, it was subsequently found that
equally reliable results could be obtained simply by isolating only the time-dependent and spatial
components. This makes the analysis and coding simpler to undertake, for both the Dirichlet and
Robin type boundary conditions, and is discussed in the following.
6.3.1 Dirichlet Conditions
The basis functions Fm(x) and Gn(y) are chosen so that the Dirichlet conditions which are imposed
on the unsteady time-dependent components take the form
p(±λ, y, t) = 0 ; p(x,±ω, t) = 0 (6.3.11)
for the pressure and similarly for the remaining series terms. This leads to the familiar sinusoidal
basis functions
Fm(x) = sin
(
mpi(x + λ)
2λ
)
; Gn(y) = sin
(
npi(y + ω)
2ω
)
. (6.3.12)
The Fourier series representation of the pressure (6.3.6) and the governing mass equation (3.4.3)
are coupled such that
∂ρ
∂t
=
∞∑
m=1
∞∑
n=1
R′mn(t) Fm(x) Gn(y) = −F1(x, y, t), (6.3.13)
where
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F1(x, y, t) = u
∂ρ
∂x
+ v
∂ρ
∂y
+ ρ
(
∂u
∂x
+
∂v
∂y
)
. (6.3.14)
The function F1(x, y, t) is also defined by equation (4.2.12) and represents the spatial terms in the
mass equation (3.4.3). The ordinary differential equation for the Fourier coefficients is
R′kl(t) =
−1
λω
∫ λ
−λ
∫ ω
−ω
F1(x, y, t)Fk(x)Gl(y) dydx
for k = 1, 2, ....,M, and l = 1, 2, ....,N, (6.3.15)
and is the result of multiplying by the similar basis functions Fk(x), Gl(y) and integrating over the
region of the δ-plane. The system of ordinary differential equations for the Fourier coefficients
Rkl(t) is identical to that of equation (4.2.16) in the finger structure formulations and the function
F1(x, y, t) is as defined by (4.2.12). Similarly, the Fourier coefficients Pkl(t) and Tkl(t) are deter-
mined by using the equations (4.2.19) and (4.2.20) with respective internal functions F4(x, y, t)
and F5(x, y, t) given by the equations (4.2.24) and (4.2.23).
Previously, the derivation of the ordinary differential equation system for the Fourier coeffi-
cients Amn(t) and Bmn(t) used in the x- and y-directed momentum equations has involved separating
the linear and non-linear terms. However, considering the time-dependent component separately,
the corresponding system of equations for the Fourier coefficients are simplified without loss of
numerical accuracy; in fact, they produced identical results. The expanded forms of the x- and
y-directed momentum equation on the δ-plane are
∂u
∂t
+ u
∂u
∂x
+ v
∂u
∂y
−
(
2Ω˜ + δ˜(x2 + y2)
)
v +
νE
ρ
∂p
∂x
= 0, (6.3.16)
∂v
∂t
+ u
∂v
∂x
+ v
∂v
∂y
+
(
2Ω˜ + δ˜(x2 + y2)
)
u +
νE
ρ
∂p
∂y
= 0. (6.3.17)
Thus using the spectral representations of the velocity components (6.3.9) and (6.3.10) gives
∂u
∂t
=
∞∑
m=1
∞∑
n=1
A′mn(t)Fm(x)Gn(y) = −FA(x, y, t), (6.3.18)
∂v
∂t
=
∞∑
m=1
∞∑
n=1
B′mn(t)Fm(x)Gn(y) = −FB(x, y, t), (6.3.19)
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where
FA(x, y, t) = u
∂u
∂x
+ v
∂u
∂y
−
(
2Ω˜ + δ˜(x2 + y2)
)
v +
νE
ρ
∂p
∂x
, (6.3.20)
FB(x, y, t) = u
∂v
∂x
+ v
∂v
∂y
+
(
2Ω˜ + δ˜(x2 + y2)
)
u +
νE
ρ
∂p
∂y
. (6.3.21)
The functions FA(x, y, t) and FB(x, y, t) represent the spatial terms in the momentum equa-
tions (6.3.16) and (6.3.17) respectively. Decomposing spectrally results in the significantly simpler
forms of the equations
A′kl(t) =
−1
λω
∫ λ
−λ
∫ ω
−ω
FA(x, y, t)Fk(x)Gl(y) dydx
for k = 1, 2, ....,M, and l = 1, 2, ....,N, (6.3.22)
B′kl(t) =
−1
λω
∫ λ
−λ
∫ ω
−ω
FB(x, y, t)Fk(x)Gl(y) dydx
for k = 1, 2, ....,M, and l = 1, 2, ....,N, (6.3.23)
These simpler forms of the momentum equations involve solely the desired differentiated coef-
ficients on their left-hand sides. By contrast, equations (4.2.17) and (4.2.18) used for the finger
structure simulations and equations (5.2.37) and (5.2.38) for the binary interaction problems gave
coupled systems involving both sets of the coefficients Amn(t) (Akl(t)) and Bmn(t) (Bkl(t)) simulta-
neously.
6.3.2 Robin Conditions
Following on from the results in simulating interacting vortices, it was originally thought that the
best approach for simulating the interaction of a large polar vortex in the form of a low-pressure
system with at least one, albeit, considerably smaller radius perturbing anti-cyclone was to use
Robin boundary conditions to absorb the false reflections off the boundary of the δ-plane. The
boundary conditions are given by (5.2.17) and the equations (5.2.28) and (5.2.29) are the required
basis functions Fm(x) and Gn(y) that satisfy the boundary conditions. The evaluations of the
Fourier coefficients Rmn(t), Tmn(t) and Pmn(t) are identical to those outlined in Chapter 5 and are
respectively given by (5.2.34), (5.2.39) and (5.2.40). However, isolating the time-dependent and
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spatially varying terms makes the matrix equations for the Fourier coefficients Amn(t) and Bmn(t)
less complicated than the associated equations (5.2.37) and (5.2.38) for the interacting vortex
problem. The matrix equations are
M∑
m=1
N∑
n=1
QklmnA′mn(t) = −
∫ λ
−λ
∫ ω
−ω
FA(x, y, t)Fk(x)Gl(y) dydx, (6.3.24)
M∑
m=1
N∑
n=1
QklmnB′mn(t) = −
∫ λ
−λ
∫ ω
−ω
FB(x, y, t)Fk(x)Gl(y) dydx, (6.3.25)
where Qklmn, FA(x, y, t) and FB(x, y, t) are defined by (5.2.35), (6.3.20) and (6.3.21), respectively.
The equations (6.3.24) and (6.3.25) are solved in a similar manner to equation (5.2.34).
6.4 Initial Conditions
The Saturn model used here requires the atmosphere to be initially isopycnal with constant dimen-
sionless density represented by equation (6.1.7). This is simply achieved by setting Rmn(0) = 0
in equation (6.3.7). A direct consequence of the initial isopycnal atmosphere is that the initial
pressure and temperature are identical and take the form
p(x, y, 0) = 1 + H(x, y) = T (x, y, 0), (6.4.1)
where H(x, y) is conveniently defined as a slightly modified sum of the background and pertur-
bation components for the pressure and temperature. When both the eastward and westward jets
together with two perturbing anti-cyclones are included in the initial flow the function H(x, y)
takes the form
H(x, y) =
C0
νE
∫ ξ
0
r f exp
[
−C1 (r − 1.4)2
]
dr − C2
νE
∫ ξ
0
r f exp
[
−C3 (r − 2.1)2
]
dr
+ µ1 exp
−((x − M)2 + (y − M)2)
σ21
 + µ2 exp −((x + M)2 + (y + M)2)
σ22
 + S. (6.4.2)
If both jets and only one perturbation is of interest then H(x, y) is given by
H(x, y) =
C0
νE
∫ ξ
0
r f exp
[
−C1 (r − 1.4)2
]
dr − C2
νE
∫ ξ
0
r f exp
[
−C3 (r − 2.1)2
]
dr
+ µ exp
[−((x − M)2 + (y − M)2)
σ2
]
+ C. (6.4.3)
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Without perturbations included the function H(x, y) is simply given by the background components
for the pressure and temperature. For both jets this is
H(x, y) =
C0
νE
∫ ξ
0
r f exp
[
−C1 (r − 1.4)2
]
dr
− C2
νE
∫ ξ
0
r f exp
[
−C3 (r − 2.1)2
]
dr +K , (6.4.4)
and for the single dominant eastward flow
H(x, y) =
C0
νE
∫ ξ
0
r f exp
[
−C1 (r − 1.4)2
]
dr +D. (6.4.5)
In the four definitions of H(x, y) given by equations (6.4.2) – (6.4.5), S, C, K andD are constants
that make H(x, y) = 0 on the boundaries of the δ-plane. The velocity components are essentially
geostrophic initially and therefore
u(x, y, 0) = − νE
fρ(x, y, 0)
∂p(x, y, 0)
∂y
, (6.4.6)
v(x, y, 0) =
νE
fρ(x, y, 0)
∂p(x, y, 0)
∂x
. (6.4.7)
The equations (6.4.6) and (6.4.7) are further simplified by substituting the initial density condi-
tion (6.1.7) and the initial pressure function (6.4.1) resulting in
u(x, y, 0) = −νE
f
∂H(x, y)
∂y
, (6.4.8)
v(x, y, 0) =
νE
f
∂H(x, y)
∂x
. (6.4.9)
The equations for the remaining initial Fourier coefficients Amn(0), Bmn(0), Pmn(0) and Tmn(0)
are determined through spectral decomposition, and their form changes depending on the type of
boundary conditions used.
6.4.1 Initial Conditions for Dirichlet Boundary Problem
The initial Fourier coefficients Pmn(0) and Tmn(0) for the pressure and temperature are determined
by considering the respective equations (6.3.6) and (6.3.8) at time t = 0 in conjunction with (6.4.1)
so that
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p(x, y, 0) = 1 +
∞∑
m=1
∞∑
n=1
Pmn(0) Fm(x) Gn(y) = 1 + H(x, y) = T (x, y, 0), (6.4.10)
in which, for the pressure variable,
H(x, y) =
∞∑
m=1
∞∑
n=1
Pmn(0) Fm(x) Gn(y). (6.4.11)
The basis functions Fm(x), Gn(y) given by equation (6.3.12) are purely sinusoidal in the Dirichlet
problem and thus multiplying equation (6.4.11) by similar basis functions Fk(x),Gl(y) and inte-
grating over the δ-plane region gives
Pkl(0) =
1
λω
∫ λ
−λ
∫ ω
−ω
H(x, y) Fk(x) Gl(y) dydx. (6.4.12)
As a consequence of the initial pressure and temperature having the same form (6.4.1), the initial
Fourier coefficients for the temperature are
Tkl(0) =
1
λω
∫ λ
−λ
∫ ω
−ω
H(x, y) Fk(x) Gl(y) dydx. (6.4.13)
The initial Fourier coefficients for the velocity components Amn(0) and Bmn(0) are similarly found
by replacing the function H(x, y) in the integrand of (6.4.12) with (6.4.8) and (6.4.9) respectively
to give
Akl(0) =
1
λω
∫ λ
−λ
∫ ω
−ω
u(x, y, 0) Fk(x) Gl(y) dydx, (6.4.14)
Bkl(0) =
1
λω
∫ λ
−λ
∫ ω
−ω
v(x, y, 0) Fk(x) Gl(y) dydx. (6.4.15)
6.4.2 Initial Conditions for Robin Boundary Problem
The basis functions used in the Robin boundary value problem are given by equations (5.2.28)
and (5.2.29). In contrast to the Dirichlet problem these basis functions are not orthogonal and
therefore the initial conditions for this specific boundary value problem are determined by solving
a matrix equation of the general form
M∑
m=1
N∑
n=1
QklmnS mn(0) =
∫ λ
−λ
∫ ω
−ω
S (x, y, 0) Fk(x) Gl(y) dydx, (6.4.16)
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where Qklmn is defined by (5.2.35), S mn(0) represents the initial Fourier coefficients to be deter-
mined and the function S (x, y, 0) is a function that defines the initial form of the variable to be
solved. Table 6.2 shows what functions are needed to be substituted into the general form matrix
equation (6.4.16) to determine the specific initial conditions for each of the time dependent vari-
ables pressure p, temperature T and velocity components u and v. There are four choices for the
function H(x, y) which are dependent upon the circumpolar jets and the number of perturbation
anti-cyclones, as indicated in section 6.4.
Matrix equation inputs for initial Fourier coefficients
Variable Fourier coefficient S mn(0) Initial function S (x, y, 0)
Pressure, p Pmn(0) H(x, y)
Temperature, T Tmn(0) H(x, y)
x-Velocity, u Amn(0) u(x, y, 0) given by (6.4.8)
y-Velocity, v Bmn(0) v(x, y, 0) given by (6.4.9)
Table 6.2: Shows the corresponding input functions for determining the initial Fourier coefficients using the general
matrix equation (6.4.16).
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Figure 6.4.1: Sketch of four 3-dimensional initial pressure and temperature profiles for (a) eastward jet, (b) eastward
and westward jets, (c) single perturbation and (d) binary perturbation
Figure 6.4.1 gives an indication of the initial pressure (and temperature) variation in the form
of three-dimensional surface plots with increasing complexity in the pressure distribution. The
pressure surfaces are computed using equation (6.4.1) together with the appropriately defined ver-
sion of the function H(x, y), either (6.4.2), (6.4.3), (6.4.4) or (6.4.5). The least complex pressure
distribution arises when only the predominant eastward jet is part of the initial flow. The pressure
surface in this instance is computed using equation (6.4.5) and is shown in Figure 6.4.1(a). The
pressure ranges from p ≈ 0.84 up to p = 1.00 on the boundaries. In contrast when the westward jet
is also included using equation (6.4.4)), the westerly flow induces regions of high pressure illus-
trated in Figure 6.4.1(b). The actual pressure differential is exactly the same as in Figure 6.4.1(a);
however, the minimum pressure is p ≈ 0.88 and the maximum pressure is p ≈ 1.04 with pressure
p = 1 on the boundaries. Figures 6.4.1(c) and 6.4.1(d) are the respective surface plots when single
and binary perturbing anti-cyclones are introduced to the background flow. In both cases the radii
of the anti-cyclones are σ1 = σ2 = σ = 0.3 and the initial eye locations are (x, y) = (1.4, 1.4)
for the single perturbation and (x, y) = ±(1.4, 1.4) for the binary perturbation. The increase in
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pressure is µ1 = µ2 = µ = 0.1 and thus the pressure range in these two figures is up from p ≈ 0.88
to p ≈ 1.14. This change in pressure range can be directly attributed to the pressure in the anti-
cyclones as the eyes of the perturbations are in close proximity of the centre of the westward flow.
6.5 Presentation of Results
An extension to the interaction behaviour between atmospheric vortices is considered in this sec-
tion. In particular the formation of polygonal structures that arise due to the interaction of at-
mospheric polar vortices. Allison et al. [1] proposed that the Hexagonal feature centred at the
North pole of Saturn is a Rossby wave which may have been caused by at least one perturbing
anti-cyclone to the south. This section will outline whether or not it is possible for such a feature
to be formed by an anti-cyclone impinging on the southern boundary of a larger cyclone. The
majority of the results outlined in this section will be presented in the form of pressure contour
charts. Solutions are given for both single and binary anti-cyclonic perturbations. The variation
in the location, radius and pressure differential of the perturbing anti-cyclones will also be consid-
ered.
The pressure scale is p0 = ρ0RT0 = 1 bar = 105 Pa. At this pressure the Saturnian atmosphere
has a temperature of approximately 134◦ K [75] and so the scale temperature T0 = 134◦ K and
scale density of ρ0 = 0.186 kg m−3 will be assumed. The dimensionless half-plane width and
breadth are λ = ω = 6, so that the δ-plane region is −6 ≤ x ≤ 6, −6 ≤ y ≤ 6. Again these
values are chosen so that there is ample space between the actual flow of interest and the location
of the artificial boundaries. In the results that follow the important flow features are more or less
bounded by the region −52 < x < 52 , −52 < y < 52 where there is much less than 1% difference
between true Coriolis parameter value given by (3.2.1) and the associated δ-plane value (3.2.11)
as the discussion about Figure 3.2.4 can attest.
149
(a)
−2 −1 0 1 2
−2
−1
0
1
2
x 
y
(b)
−2 −1 0 1 2
−2
−1
0
1
2
x 
y
(c)
−2 −1 0 1 2
−2
−1
0
1
2
x 
y
(d)
−2 −1 0 1 2
−2
−1
0
1
2
x 
y
Figure 6.5.1: Quiver plots of the background velocity for the (a) eastward jet, (b) eastward and westward jets, (c) single
perturbation and (d) binary perturbation.
The background flow will be perturbed with either a single anti-cyclone or a binary anti-
cyclone system as given in the respective equations (6.2.1) and (6.2.2). The initial eye locations
of the perturbing system(s) will be (x, y) = (M,M) or (x, y) = ±(M,M), hereafter denoted M. This
geometry is chosen so that the possible interference caused by reflections off the artificial bound-
aries when using spectral methods takes its maximum time to impact on the numerical solution
and thus reliable, informative solutions can be obtained. The figures throughout this section will
be magnified over a region smaller than the computational domain of λ = ω = 6, so that the intri-
cacies of the flow can be more readily shown. This section will attempt to answer the following
questions: (1) Is it possible for perturbing anti-cyclones to produce a hexagonal structure over the
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pole of Saturn? (2) What influence does the westward flow to the south have on the formation of
the hexagon? and (3) What effect does the location, radius and pressure differential have on the
formation of the hexagon?
The types of background flow coupled with the perturbation flow have varying degrees of influ-
ence on the evolving flow pattern. To get an overall feel for what is happening, quiver plots of the
velocity fields induced by the three dimensional pressure surfaces given in Figure 6.4.1 are shown
in Figure 6.5.1. The quiver plots are produced using the initial velocity components defined by
equations (6.4.8) and (6.4.9) with the corresponding function H(x, y) defined in section 6.4. Fig-
ure 6.5.1(a) is confirmation of the velocity components associated with the eastward jet as there is
a thin band of anticlockwise directional quivers indicating an easterly current. The slower moving
westward flow is illustrated in the quiver diagram of Figure 6.5.1(b) which shows the additional
clockwise directional quivers. As expected there is an annulus of stagnation flow between east-
ward and westward polar jets. The perturbing quiver plots in Figures 6.5.1(c) and 6.5.1(d) clearly
show the anti-cyclonic rotation of the high-pressure regions. The perturbing anti-cyclones also
interrupt the stagnation ring observed in Figure 6.5.1(b), particularly in this case when the pertur-
bations are in close proximity of the easterly circumpolar jet and thus impinge on the flow.
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Figure 6.5.2: Quiver plots of the velocity induced by the background flow and a single perturbing anti-cyclone located
at (x, y) = (1.5, 1.5) with pressure differential (a) µ = 0.1 and (b) µ = 0.2.
The first published image of the North Polar Hexagon [31] showed that there was at least one
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anti-cyclone to the south of the hexagonal structure. In particular it was proposed that the Hexagon
may be the result of at least one perturbing anti-cyclone [1]. The key component to this proposal
is the observed anti-cyclone impinging on the circumpolar flow and the resulting streamline maps
produced by Godfrey [31] which indicate the presence of other anti-cyclonic flow regions, aligned
along the edges of the Hexagon, that are not visibly observed. The pressure differential in such
an anti-cyclone has a major impact on the flow strength around the eastward jet. Figures 6.5.2(a)
and 6.5.2(b) show the quivers of the velocity field for the respective anti-cyclonic pressure differ-
ential of µ = 0.1 and µ = 0.2. In these figures the eyes of the anti-cyclones are located at M = 1.5
with radius σ = 0.4, and although generated over the entire computational domain, both figures
are cropped so that the flow pattern and strength are emphasized. The larger the pressure differ-
ential value µ the more intense the perturbing system as indicated by the large-magnitude quivers
in the top right corner of Figure 6.5.2(b). An additional result made clear in these two diagrams is
the pin-wheel effect occurring in the interfacial region between the two opposing flow directions.
This results in fluid being ejected tangentially towards the top left of the δ-plane.
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Figure 6.5.3: Pressure contour plots with single anti-cyclone located originally at M = 1.5 of radius σ = 0.4 at time
t = 1.6 with pressure differential µ = 0.1 plotted over the region (a) −3 ≤ x, y ≤ 3 and (b) −0.5 ≤ x, y ≤ 2.5.
The result of perturbing the underlying circumpolar jets with an anti-cyclone of radius σ = 0.4
located initially at M = 1.5 with µ = 0.1 at time t = 1.6 is shown in Figure 6.5.3. This figure
shows there is no significant change in the initial circular shape of the pressure system created by
the eastward circumpolar current, which can be seen in Figure 6.5.3(a). There is an additional out-
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line over the region bounded by −0.5 ≤ x, y ≤ 2.5 that encompasses the perturbing anti-cyclone.
This highlighted region is shown in Figure 6.5.3(b) and indicates that an anti-cyclone of strength
µ = 0.1 at this location has little influence over the general flow of the circumpolar jet.
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Figure 6.5.4: Pressure contour plots with single anti-cyclone located originally at M = 1.5 of radius σ = 0.4 at time
t = 1.6 with pressure differential µ = 0.2 plotted over the region (a) −3 ≤ x, y ≤ 3 and (b) −0.5 ≤ x, y ≤ 2.5.
Figure 6.5.4 shows the effect a single perturbing anti-cyclone with similar parameters used in
Figure 6.5.3, except now the strength of the anti-cyclone has been increased to µ = 0.2. This fig-
ure shows evidence of the anti-cyclone influencing the flow, in particular, the creation of a straight
edge between the two opposing systems. Furthermore, there are two rounded vertices, one at each
end of the edge, forming what could be interpreted as the beginning of a hexagonal portion of a
trapezoid; this is best depicted in Figure 6.5.4(b) which shows a more detailed view of the high-
lighted box in Figure 6.5.4(a). The rounded vertices that are beginning to form may be the result
of the pin-wheeling effect being overtaken by the effect of the circumpolar jets. The simulations
using one anti-cyclone failed to produce a hexagonal feature, but instead, generated a circular-
shaped region with one flattened side, as shown in Figure 6.5.4(a).
It must be reiterated here that Allison et al. [1] proposed that the Hexagon may be the result
of at least one perturbing anti-cyclone. If one perturbing anti-cyclone could produce a trapezoid
type structure as indicated in Figure 6.5.4, then two symmetrically placed anti-cyclones may just
produce what is proposed.
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Figure 6.5.5: Pressure contour plots with two perturbing anti-cyclones located originally at M = 1.5 of radius σ = 0.4
with pressure differential µ = 0.2 at times (a) t = 1.6, (b) t = 1.8, (c) t = 2.0 and (d) t = 2.2.
Figure 6.5.5 is a time lapse illustration of the influence two perturbing anti-cyclones have on
the pressure structure over the polar region. The pair of anti-cyclones is modelled using equa-
tion (6.2.2). The initial placement of the anti-cyclones is M = 1.5 with σ = 0.4 and µ1 = µ2 = 0.2.
Hereafter, if the pressure change is equal in both anti-cyclones (µ1 = µ2), then the pressure change
will be expressed as µ alone. For the single perturbing anti-cyclone with the same characteristics
as the pair in Figure 6.5.5, the trapezoidal formation was first observed at time t = 1.6. Thus,
Figure 6.5.5(a) shows the contour map of the binary perturbation at the same time t = 1.6. At this
time the hexagonal structure can already be seen. Figures 6.5.5(b) – 6.5.5(d) show the evolution
of the pressure at the times t = 1.8, 2.0 and 2.2, respectively. As the time increases to t = 2.0 the
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hexagon is at its most regular. Although the feature is still prominent at the later time t = 2.2, there
are ripples forming along the edges non-adjacent to the anti-cyclones. At time t = 3.0, the hexag-
onal structure is still evident; however, there are clear indentations along the edges to the west of
the anti-cyclones indicating the structure is beginning to collapse. This is shown in Figure 6.5.6.
Due to the short lifespan of the hexagonal structures, it is hard to determine for how long the
hexagon is approximately stationary. If it is stationary over the approximate dimensionless time
1.6 < t < 4.0, this would correspond to a time interval of approximately 3 days. This is not the
case for the perturbing anti-cyclones; the location of the anti-cyclones is within the westward jet
and thus there is clear movement to their west.
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Figure 6.5.6: Pressure contour plot with two perturbing anti-cyclones located originally at M = 1.5 of radius σ = 0.4
with pressure differential µ = 0.2 at time t = 3.0.
It is interesting to note the closed elliptical contours aligned centrally along the outer edges of
the hexagonal structure. These are isolated regions of higher pressure in the form of smaller, less
intense anti-cyclones, which is consistent with what Godfrey [31] observed through streamline
maps.
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Figure 6.5.7: Pressure contour plots with two perturbing anti-cyclones of radius σ = 0.4 for (a) M = 1.4, t = 1.2 and
(b) M = 1.6, t = 2.4.
It has now been shown that a hexagonal feature, although transient, can be formed through anti-
cyclones impinging on the southern boundary of a circumpolar jet and thus the results shown in
Figure 6.5.5 can be used as a baseline to determine the effects that the southern westward current,
initial location M, radius σ and pressure differential µ have on the development of a hexagonal
structure. The location of the initial anti-cyclones needs to be within a close enough proximity
to influence the flow associated with the eastward jet. Moving the location of the anti-cyclones
closer to the jet so that M = 1.4 and keeping all other baseline parameters identical, inhibits the
formation of the furthest vertex from the anti-cyclones. This is depicted in Figure 6.5.7(a) and
shows the most regular hexagonal type feature that occurred with M = 1.4. As would be expected,
the hexagonal type structure formed at the earlier time of t = 1.2 compared to the baseline time
of t = 2.0. Although there is a hexagonal structure, it is less defined than that of Figure 6.5.5.
Conversely moving the initial eye out to M = 1.6 a hexagonal structure is never formed. However,
there is a slight vertex being formed to the west of each anti-cyclone which may be the result of
the pin-wheel effect; this is shown in Figure 6.5.7(b) at the later time t = 2.4.
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Figure 6.5.8: Pressure contour plots with two perturbing anti-cyclones of radius σ = 0.4, pressure differential µ = 0.1
at time t = 2.0 for location (a) M = 1.5 and (b) M = 1.4.
Decreasing the magnitude of the pressure differential plays a significant role in the formation
of a hexagonal structure. Figure 6.5.8(a) is the contour diagram at time t = 2.0 using the baseline
parameters except that the pressure differential is now µ = 0.1. At this time there is no identifiable
hexagonal formation developing, whereas for the baseline simulation with µ = 0.2 the hexagon
was at its most regular. However, with this decrease in pressure differential a hexagon is produced
at time t = 2.0 when the anti-cyclones are initially closer to the easterly jet. This is illustrated in
Figure 6.5.8(b) which has µ = 0.1 and M = 1.4. The closer location using M = 1.4 has enabled
the less-intense anti-cyclone to influence the flow within the eastward jet.
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Figure 6.5.9: Pressure contour plots with two perturbing anti-cyclones located originally at M = 1.5 with pressure
differential µ = 0.2 at time t = 2.0, for radius (a) σ = 0.3 and (b) σ = 0.5.
It was shown previously in Chapter 5 that if the pressure differential µ is unchanged, the
smaller the radius of the pressure system, the greater the internal flow velocity (refer to Fig-
ure 5.4.1). Figure 6.5.9 shows the effect of changing the radius of the anti-cyclones as compared
to the baseline simulation. The respective pressure contour plots at time t = 2.0 with smaller
radius σ = 0.3 and larger radius σ = 0.5 are shown in Figures 6.5.9(a) and 6.5.9(b). There is no
indication of a hexagon being formed when σ = 0.3. This can be attributed to the fact that the
anti-cyclones are sufficiently separated from the eastward jet, so that the greater internal velocity
has no influence on the overall polar flow. The converse is true when the radius is σ = 0.5. The
internal velocities are smaller in this case compared to when the radius is σ = 0.3, but due to the
initial location being identical, the larger radius anti-cyclones have impact on the polar flow, and
thus on the deformed hexagonal structure. For the larger radius σ = 0.5, the hexagonal feature
was most regular at time t = 1.5.
Morales et al. [55] showed that stable polygons can be formed by ‘vortex streets’ with cyclonic
and anti-cyclonic vortices aligning themselves on the pole and equator sides of the eastward cir-
cumpolar jet, respectively. However, they suggest that the vortex street model and the observed
wind profile are incompatible. The governing equations used throughout these simulations are not
formulated in terms of potential vorticity. However, as a bi-product of calculating the velocity
components forward in time, the vorticity can be determined at any given time. Vorticity is a way
to describe the local rotation of a fluid and is simply given by
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ζ =
∂v
∂x
− ∂u
∂y
. (6.5.1)
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Figure 6.5.10: Vorticity contour plots with two perturbing anti-cyclones located originally at M = 1.5 of radius σ = 0.4
with pressure differential µ = 0.2 at times (a) t = 1.6, (b) t = 1.8, (c) t = 2.0 and (d) t = 2.2.
The contour plots shown in Figure 6.5.10 are of the local vorticity of the baseline perturbing
system in Figure 6.5.5. The vorticity (6.5.1) is computed by direct differentiation of the Fourier
series (6.3.9), (6.3.10) at the desired time. As expected the perturbing anti-cyclones have negative
vorticity, in the interval −9 < ζ < −1, and the inner hexagonal region is the perturbed northern
most section of the eastward jet and has positive vorticity ranging over 1 < ζ < 5. For the outer
regions of the δ-plane, where the quiver plots indicate that there is negligible flow, the vorticity is
similarly zero. There is remarkable agreement in the shape of the vorticity contours to those of the
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pressure contours at the same times.
(a) (b)
Figure 6.5.11: Contour plots with two perturbing anti-cyclones located originally at M = 1.5 of radius σ = 0.4 with
pressure differential µ = 0.2 at time t = 1.9 for (a) Pressure and (b) Vorticity. The thick black lines indicate the
interfacial pressure contour p = 0.96.
(a) (b)
Figure 6.5.12: Eastward circumpolar current contour plots with two perturbing anti-cyclones located originally at
M = 1.5 of radius σ = 0.4 with pressure differential µ = 0.2 at time t = 1.9 for (a) Pressure and (b) Vorticity. The thick
black lines indicate the interfacial pressure contour p = 0.96.
It was shown in Figure 6.4.1(b) that the unforced circumpolar jets have pressure ranging from
p = 0.88 to p = 1.04. The intermediate pressure value p = 0.96 is a good indicator of the
crossover from positive to negative vorticity regions, as well as the defining pressure contour of
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the hexagonal structure. This fact is confirmed in Figure 6.5.11 and shows the pressure and vortic-
ity contours in the respective subfigures (a) and (b) at time t = 0.19 for the baseline configuration
M = 1.5, σ = 0.4 and µ = 0.2, combined with the interfacial pressure contour p = 0.96 in black.
Figure 6.5.11 is an ideal comparative configuration to show the effect the westward current
has not only on the polar flow but on the hexagonal formations. Figures 6.5.12(a) and 6.5.12(b)
show the respective pressure and vorticity contours at time t = 1.9 for the baseline parameters with
no westward background flow. Recall that Figure 6.4.1(a) showed the three-dimensional structure
of the initial pressure induced solely by the eastward circumpolar jet with pressure in the range
0.84 < p < 1.00. Similar to Figure 6.5.11, the thick black line shown in Figure 6.5.12 is the
interfacial pressure contour; however, due to the circumpolar current only flowing in an easterly
direction, the value of the interfacial pressure is now p = 0.92. This interfacial pressure contour is
the defining boundary between positive and negative vorticity regions (Figure 6.4.1(b)) as well as
the hexagonal feature (Figure 6.4.1(a)). A direct comparison of the interfacial contours shown in
Figures 6.5.11 and 6.5.12 suggests that the westward flow has minimal effect over the formation of
a hexagonal structure; nonetheless, it does seem to help develop a more defined edge to the east of
the anti-cyclones and a more pointed vertex to the west of the perturbing anti-cyclones. The better
defined vertex to the west can possibly be attributed to the fact that the westward circumpolar jet
helps push the anti-cyclones further west than the purely easterly flow.
In trying to keep the simulations aligned with what was first observed by Godfrey [31], the
parameter space for the single perturbing anti-cyclone was kept to eye locations M ∈ [1.4, 1.5]
and radii σ = 0.3 and σ = 0.4. It was evident from these simulations that a hexagonal structure
was unlikely to be formed. However, the results obtained from the single anti-cyclone simulations
indicated that it may be possible for a hexagonal feature to be formed by introducing a second
symmetrically place anti-cyclone. Table 6.3 shows a list of all the space parameters investigated
in this thesis for two perturbing anti-cyclones, the asterisk indicates that a single anti-cyclone per-
turbation was also simulated. The fourth column of Table 6.3 gives the lifespan of hexagonal
structures that resulted. The lifespan of a hexagonal feature is the approximate time range from
formation to dissipation.
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Parameter models simulated
Eye location (M) Anti-cyclone radii (σ) Pressure differential (µ) Lifespan
1.3 0.3 0.1 1.6 ≤ t ≤ 1.8
1.3 0.3 0.2
1.3 0.4 0.05 2.0 ≤ t ≤ 2.3
1.3 0.4 0.1
1.3 0.4 0.2
1.4∗ 0.3∗ 0.1∗
1.4∗ 0.3∗ 0.2∗ 1.5 ≤ t ≤ 1.7
1.4∗ 0.3∗ 0.3∗
1.4∗ 0.4∗ 0.1∗ 1.4 ≤ t ≤ 2.2
1.4∗ 0.4∗ 0.15∗ 1.2 ≤ t ≤ 1.7
1.4∗ 0.4∗ 0.2∗ 1.0 ≤ t ≤ 1.4
1.45∗ 0.4∗ 0.1∗ 1.7 ≤ t ≤ 2.2
1.45∗ 0.4∗ 0.2∗ 1.1 ≤ t ≤ 1.8
1.5∗ 0.3∗ 0.1∗
1.5∗ 0.3∗ 0.2∗
1.5∗ 0.4∗ 0.1∗
1.5∗ 0.4∗ 0.2∗ 1.4 ≤ t ≤ 3.0
1.5∗ 0.4∗ 0.3
1.5 0.5 0.2 1.2 ≤ t ≤ 1.8
1.6 0.4 0.1
1.6 0.4 0.2
1.6 0.4 0.3
1.6 0.5 0.1
1.6 0.5 0.2 1.4 ≤ t ≤ 2.3
1.7 0.6 0.1
1.7 0.6 0.2 1.4 ≤ t ≤ 2.1
Table 6.3: Shows all combinations of the simulation parameters considered in this thesis. The asterisks indicate that a
single anti-cyclone perturbation was also simulated.
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Figure 6.5.13: Pressure contour plots with two perturbing anti-cyclones located initially at M = 1.4 of radius σ = 0.4
and pressure differential µ = 0.1 at time t = 1.8 using (a) Dirichlet BCs and (b) Robin BCs.
The results above arise from perturbing an eastward circumpolar jet with anti-cyclones to the
south and thus the problem is essentially an interacting atmospheric vortex problem. It has been
shown previously in Chapter 5 and in the subsequent article by Cosgrove and Forbes [17] that
the results of simulating interacting atmospheric vortices using the f -plane approximation can be
misleading due to false reflections off the artificial boundaries, especially when Dirichlet bound-
ary conditions are involved. To overcome this phenomenon, Cosgrove and Forbes [17] used Robin
boundary conditions to absorb and minimize the influence of such reflections. However, using the
δ-plane approximation, the numerical solutions obtained using Dirichlet and Robin boundary con-
ditions are virtually identical, indicating that the δ-plane approximation with its quadratic varia-
tion is capable of absorbing false reflections. An example of the similarity between the numerical
solutions for the Dirichlet and Robin boundary value problems are shown in Figures 6.5.13(a)
and 6.5.13(b), respectively.
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Figure 6.5.14: Pressure contour plots using baseline parameters with eastward jet having velocity (a) 75% at time
t = 2.2 and (b) 125% at time t = 1.8.
It is clear from the smoothed zonal velocity profiles given by Godfrey [31], Baines et al. [4]
and Antun˜ano et al. [2] that there is considerable change in the magnitude of the observed maxi-
mum velocity within the hexagonal structure. The one constant feature of all three aforementioned
velocity profiles is that the maximum velocity is observed at approximately 76◦N latitude within
the hexagonal region and steadily declines towards the outer boundaries of 74◦N and 78◦N. More-
over, the most recent measurements reported by Antun˜ano et al. [2] have the velocity within the
Hexagon being in the range 104 ± 15 ms−1. To get an idea of the effect of the velocity variation,
Figures 6.5.14(a) and 6.5.14(b) show the respective pressure contour diagrams using the base-
line parameters with a maximum velocity that is 75% and 125% of that used in the simulations
above. The smaller velocity magnitude forms a more regular hexagonal feature but takes longer
to develop; conversely, the hexagonal feature formed using the increased velocity evolves more
quickly but is less regular.
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Figure 6.5.15: Pressure contour plots with two perturbing anti-cyclones located originally at M = 1.5 of radius σ = 0.4
with pressure differential µ = 0.2 at time t = 2.3 with (a) 161 and (b) 201 grid points in each spatial variable.
The convergence of the numerical solution is essential and numerous checks have been done
to ensure that this is in fact the case. The spectral representations of each variable have used
M = N = 41 Fourier coefficients with 161 sample points in each spatial variable. The discussion
that follows justifies the choice of the spectral truncation of 41 coefficients and the grid resolution
of 161 sample points. The wavelength of each Fourier mode is given by
λM =
2λ
M
; λN =
2ω
N
, (6.5.2)
where λM and λN are the wavelengths of the M and N Fourier coefficient respectively and the
constants λ and ω are the dimensionless half-width and half-breadth of the δ-plane defined in
system (3.3.1). For the 41st Fourier mode when M = N = 41 the dimensionless wavelength
is approximately 0.29 using the computational δ-plane region of −6 < λ < 6, −6 < ω < 6
in equation (6.5.2). Having such a large truncation in the spectral representation is meaningless
unless the spatial resolution is able to interpret the wavelengths associated with the higher Fourier
modes and thus the spatial sampling must also be investigated. With a spatial sampling of 161
data points in each spatial variable, every period of the highest Fourier mode is interpreted by
approximately five data points, sufficient to sample the range in the highest Fourier mode. It
was determined that beyond a mesh grid of 161 spatial points in each spatial variable the results
are for all intents and purposes identical. This is confirmed and illustrated in Figures 6.5.15(a)
and 6.5.15(b), which shows the contour diagrams at time t = 2.3 using the baseline parameters
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with 161 and 201 grid points in each spatial variable, respectively.
(a)
x 
y
−3 −1.5 0 1.5 3−3
−1.5
0
1.5
3
(b)
x 
y
−3 −1.5 0 1.5 3−3
−1.5
0
1.5
3 (c)
x 
y
−3 −1.5 0 1.5 3−3
−1.5
0
1.5
3
Figure 6.5.16: Initial pressure contour plots with two perturbing anti-cyclones located originally at M = 1.5 of radius
σ = 0.4 with pressure differential µ = 0.2 for (a) ‘true’ pressure and (b) spectral representation, M = N = 31 and (c)
spectral representation, M = N = 41.
The simulations in this chapter rely on the initial spectral representations being sufficiently
accurate to portray the initial ‘true’ closed form of the variables in question. For example, is the
spectral representation for pressure at t = 0 using (6.3.6) equivalent to the sum of the closed form
components (6.1.17) and (6.2.2)? Figure 6.5.16(a) illustrates the initial ‘true’ closed form of the
pressure given by the sum of the components (6.1.17) and (6.2.2) and when compared to the spec-
tral representation shown in Figure 6.5.16(b) using M = N = 31 Fourier coefficients there are
considerable differences between the figures that indicate the spectral representation is not suffi-
ciently mimicking the ‘true’ initial pressure structure. However, increasing the spectral truncation
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to M = N = 41, there are only minor changes in the westward jet that produce contour slivers at
3, 6, 9 and 12 o’clock, and this is shown in Figure 6.5.16(c).
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Figure 6.5.17: Absolute value of the initial Fourier coefficients for (a) Amn(t) and (b) Pmn(t).
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Figure 6.5.18: Absolute value of the Fourier coefficients at time t = 2.0 for (a) Amn(t) and (b) Pmn(t).
The convergence of the initial Fourier coefficients is illustrated in Figure 6.5.17. The subfig-
ures (a) and (b) show three-dimensional surface plots of the absolute value of the initial Fourier
coefficients Amn(0) for the x-directed velocity and Pmn(0) for the pressure, respectively, for the
baseline simulation parameters. The magnitude of the Fourier coefficients decay steadily towards
zero, indicating convergence. This behaviour is also replicated at the later time of t = 2.0 where
the hexagonal structure is arguably at it most regular for the baseline simulation. The magnitudes
of the Fourier coefficients at this time are shown in Figure 6.5.18.
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Figure 6.5.19: Curve fitted zonal velocity profile with polar cyclone components included. The blue asterisks are the
data points given in Table 6.1.
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Figure 6.5.20: Quiver plots of the velocity induced by the background flow and polar cyclone components with (a) no
perturbing anti-cyclones and (b) anti-cyclones at M = 1.5 of radius σ = 0.4 and strength µ = 0.2.
The contour diagrams above have been generated by considering the impact of two symmet-
rically located anti-cyclones perturbing an eastward circumpolar jet. In reality, there is a polar
cyclone centred at the pole [2, 4] and a visible anti-cyclone located within the interior of the North
Polar Hexagon [2, 56]. The polar cyclone can have velocity in excess of 135 ms−1 [2, 4] and
can be simulated by including an additional component to the background flow equations (6.1.5)
and (6.1.6) of the form
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upolar(x, y) = −C4 y exp
[
−C5
(
x2 + y2
)]
, (6.5.3)
vpolar(x, y) = C4 x exp
[
−C5
(
x2 + y2
)]
, (6.5.4)
respectively, where C4 = 11.5 and C5 = 11. Figure 6.5.19 shows the zonal velocity profile as de-
picted in Figure 6.1.2 with the additional polar cyclone components (6.5.3) and (6.5.4) included.
It shows that the peak dimensionless velocity is approximately 1.4 at a radius of r = 0.2, as indi-
cated by the red asterisk and corresponds to the approximate dimensional velocity of 140 ms−1 at
latitude φ = 88◦N interpolated from Figure 7A of the article by Antun˜ano et al. [2]. The new ve-
locity field induced by the inclusion of the polar cyclone components is shown in the quiver plots
of Figure 6.5.20, which shows the polar cyclone alone encased by the eastward circumpolar jet in
Figure 6.5.20(a) and with the additional baseline perturbation anti-cyclones in Figure 6.5.20(b).
The latitude of the peak velocity, φ = 88◦N, confines the polar cyclone to a very narrow ring
around the north pole of Saturn. This results in quite a large ring between the polar cyclone and
the easterly jet that is relatively stagnant with respect to the velocities of the jet and polar cyclone.
Thus it is to be expected that the polar cyclone flow has little effect on the easterly jet and subse-
quent formation of a hexagonal structure.
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Figure 6.5.21: Pressure contour plots of systems with polar cyclone components included in the background flow at
time t = 2.0 with (a) M = 1.5, σ = 0.4 and µ = 0.2 and (b) M = 1.4, σ = 0.4 and µ = 0.1.
Including the polar cyclone components into the background flow of simulation parameters
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that are known to produce a hexagonal structure seems to have marginal influence over the forma-
tion of a hexagonal structure as indicated in Figure 6.5.21, which illustrates the pressure contour
maps at time t = 2.0 of known hexagonal formation parameters with polar cyclone components
added to the background flow. Figure 6.5.21(a) used the baseline parameters with polar cyclone
components and Figure 6.5.21(b) used M = 1.4, σ = 0.4 and µ = 0.1 along with the polar cyclone.
There are small changes in the hexagonal structure when compared to their non-polar cyclonic flow
equivalents, shown in Figures 6.5.5(c) and 6.5.8(b), respectively. An explanation for this similarity
is that there is still a substantial ring within the hexagonal structure that is approximately stagnant
and thus limits the effect of the polar cyclone’s influence on the hexagon formation. However,
there are still flow-on effects from the polar cyclone components and although slight, these differ-
ences may have been caused by increased internal shearing induced by the polar cyclone.
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Figure 6.5.22: Unperturbed polar cyclone plot of the interfacial pressure contour (thick black line) at time t = 2.0 and
the approximate φ = 76◦N parallel (thick dashed red line) (a) with entire pressure contour profile and (b) alone.
It has been shown in tank experiments that polygonal structures can be formed through forcing
created by high rotation at the centre of a tank [6, 38]. In some respects this could be considered
analogous to unperturbed polar cyclonic flow in the simulation parameters outlined above. How-
ever, considering the polar flow components alone does not produce any special feature and the
associate pressure structure remains essentially circular and is illustrated in Figure 6.5.22(a). In
this figure the thick black contour represents the interfacial pressure contour p = 0.96 and the
thick dashed red line is a circle of dimensionless radius r = 1.4 that equates to the approximate
170
latitude φ = 76◦N. Figure 6.5.22(b) simply shows the interfacial contour with the circle of radius
r = 1.4 to illustrate that the interfacial region is virtually circular in shape.
(a) (b)
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Figure 6.5.23: Pressure contour plots of circumpolar jets with internal spot of pressure differential µ = 0.2 at time
t = 1.5 with (a) M = 0.6, σ = 0.15, (b) M = 0.6, σ = 0.2, (c) M = 0.7, σ = 0.15 and (d) M = 0.7, σ = 0.2.
Incorporating an internal polar spot to the background flow, comprised of circumpolar jets and
polar cyclone components, produces a distortion in the contour structure but never forms what
could be interpreted as a hexagon. In fact, when the introduction of an internal spot influences
the circumpolar jet, similar results are achieved to the single perturbing anti-cyclone simulations
and produces a trapezoidal deformation in the pressure structure. For completeness this is shown
in Figure 6.5.23 for four different parameter sets, with internal spot having pressure differential
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µ = 0.2 at time t = 1.5. The eye of the polar spot is located at the approximate latitude φ = 81◦N
[2] and thus M = 0.6 and M = 0.7 are logical positions to simulate what is observed on Saturn.
The four subfigures of Figure 6.5.23 represent all possible configurations with M = 0.6 or M = 0.7
and radius σ = 0.15 or σ = 0.2. Like the perturbing anti-cyclone simulations, when the pressure
differential is reduced to µ = 0.1 and all other parameters are kept identical, the overall affect on
the pressure structure is less. To illustrate this point, Figures 6.5.24(a) and 6.5.24(b) show the
equivalent plots to Figures 6.5.23(a) and 6.5.23(c), respectively, for µ = 0.1. The reduced pressure
differential has negligible impact and the pressure structure has maintained a circular appearance.
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Figure 6.5.24: Pressure contour plots of circumpolar jets with internal spot of pressure differential µ = 0.1 at time
t = 1.5 with (a) M = 0.6, σ = 0.15 and (b) M = 0.7, σ = 0.15.
6.6 Discussion
This chapter has considered a possible trigger mechanism for the formation of the famed North
Polar Hexagon on Saturn, in the form of perturbing anti-cyclones. The hexagonal feature is a long-
lived atmospheric structure that continues to this day. It was theorised by Allison et al. [1] that the
Hexagon structure was the result of a Rossby wave being perturbed by at least one anti-cyclone to
the south. Although at this point in time there no evidence of a perturbing anti-cyclone, the claim
by Allison et al. [1], in particular the perturbation aspect of the theory, has not been substantiated
in the literature and thus is a focal point of this chapter. A high-latitude δ-plane approximation
is used with tangent point located at the north pole, φ = 90◦N. In the δ-plane approximation, the
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Coriolis acceleration varies quadratically with latitude.
The Hexagon is centrally located about 76◦N latitude within an eastward circumpolar jet with
an approximate maximum zonal velocity of 100 ms−1. There is a smaller magnitude, 20 ms−1,
westward jet to the south at the approximate latitude of 69◦N which seems to be ignored in some
cases when modelling and simulating the formation of the Hexagon in the current literature. These
circumpolar jets are simulated with a Gaussian profile function offset at the appropriate dimension-
less distance from the pole. The perturbing anti-cyclones are modelled using an exponential func-
tion (6.2.1) with variable initial eye location M, radius σ and pressure differential µ. It was found
that the most regular hexagonal structure formed at time t = 2.0 using the parameters M = 1.5,
σ = 0.4 and µ = 0.2. These were then used as the baseline values to determine the effect on
hexagon formation of varying one of the parameters.
The pin-wheeling effect caused by the opposing rotations of the eastward jet and anti-cyclones
being in close proximity is the major contributing factor in the formation of a hexagonal edge in
the simulations. A result of moving the anti-cyclones closer to the jet is that the pin-wheeling
may become non-tangential and a pronounced curve in the pressure contour structure can arise
and block the formation of a hexagonal vertex, and although a hexagonal structure may eventuate,
it will never be regular. Conversely, if the anti-cyclones are moved away such that there is no
pin-wheel effect occurring, then an edge will never eventuate to form a hexagonal feature.
The pressure differential µ changes the internal velocity of the anti-cyclones and thus con-
tributes to the pin-wheeling effect. Decreasing the pressure differential lessens the pin-wheeling
effect between the polar jet and the anti-cyclones. To overcome this lack of influence, the location
of the anti-cyclones must be moved closer to the circumpolar jet. Apart from the baseline param-
eters, it was also shown that a hexagonal structure is formed with decreased pressure differential
µ = 0.1, closer location of M = 1.4 and baseline radius of σ = 0.4 at time t = 2.0.
The radius of the anti-cyclone impacts on the internal velocity; if the pressure differential µ is
identical, the smaller the radius of the anti-cyclone the more intense the internal velocity. How-
ever, the anti-cyclone must be within a close enough proximity to influence the flow of the polar jet.
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The initial unperturbed pressure profile of the circumpolar jet had pressure in the range p =
0.88 to p = 1.04. The intermediate pressure contour p = 0.96 is used to define the hexagonal struc-
ture in the pressure contour maps. Surprisingly, the defining intermediate pressure value aligned
itself extremely closely with the boundary between positive and negative local vorticity. Therefore
it could be concluded that the hexagonal feature may be linked through pressure and local vorticity.
The simulations in this thesis indicate that the westward flow to the south of the predominant
eastward circumpolar jet has little effect on the formation of hexagonal structures; however, it does
seem to contribute to a slightly more defined edge to the east and a more defined vertex to the west
of the perturbing anti-cyclones. These minimal differences could be associated with the increased
movement to the west of the anti-cyclones due to them being located within the westerly jet.
It has been shown that a hexagonal feature can be formed through anti-cyclones impinging
on the boundary of the eastward circumpolar jet, with varying parameters, even with considerable
smaller magnitude velocities than observed in nature. This is not a solution to the famed North
Polar Hexagon on Saturn, but a demonstration of a trigger mechanism in the form of perturbing
anti-cyclones that could help form a hexagonal structure. The simulations produce hexagons that
are transient, lasting approximately t = 1.5 (two days) in duration. The model used here was
unable to replicate the stability that has been observed in reality and thus the longevity of the
structure has to be attributed to other factors not considered in this paper. This merits further re-
search.
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Chapter 7
Conclusion
This thesis has considered numerical simulations of real world atmospheric phenomena, with a
particular focus on the evolving nature of some of such events and the appropriate ‘tangent plane’
approximations to use so that reliable informed solutions are obtained. There were three ‘tan-
gent plane’ approximations used throughout this thesis, the commonly used f -plane and β-plane
approximations and the lesser known δ-plane (or γ-plane) approximation. Each of the ‘tangent
plane’ approximations is valid over different regions of a celestial body.
The advantage of ‘tangent plane’ approximations is that they simplify the spherical nature of an
atmosphere to a two-dimensional plane without losing the ability to model spherical effects. Two-
dimensional compressible fluid equations are used on the ‘tangent plane’, to reflect the fact that the
horizontal length scales are orders of magnitude greater than the vertical height. The “top” of the
atmosphere is not modelled explicitly and thus is not a shallow-water approximation. Instead, the
variables solved are in essence depth-averaged quantities, with weak tangential compressibility
included to account for these effects. This is an extension of the approach of Meunier et al. [53]
who similarly used planar equations, although under the assumption of an incompressible fluid.
Allowing weak fluid-compressibility in the planar coordinates enables the same physical degree of
freedom as classical shallow-water theories. This is analogous to the link between flow of a com-
pressible fluid in a rigid pipe, and that of an incompressible fluid in an elastic-walled pipe [25, 43].
Three atmospheric phenomena were studied in depth using various ‘tangent plane’ approxima-
tions and celestial atmospheres. They are: (i) the formation of finger structures on the extremities
of atmospheric vortices; (ii) the interaction or lack thereof between binary mid-latitude atmo-
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spheric vortices; and (iii) anti-cyclones perturbing circumpolar flows to form a transient north
polar hexagon.
It has been shown in Chapter 4 that at mid-latitudes the f -plane approximation, which as-
sumes a constant Coriolis parameter, is in close agreement with the β-plane approximation, which
enables the Coriolis parameter to vary linearly with latitude. Thus the f -plane is sufficiently accu-
rate to enable the β-effect to be ignored at the mid-latitude 43.3◦. This is particularly the case for
the dimensionless ‘tangent plane’ region considered within Chapter 4 of this thesis. Conversely, at
the mid-low latitude 27.2◦ considered in this thesis, the β-effect is significant and thus the β-term
must be included in the Coriolis parameter.
Both the f -plane and β-plane approximations were used to simulate atmospheric finger struc-
tures on the periphery of an initial low-pressure system. The initial condition for pressure has a
substantial impact on the subsequent development of the finger formations on the outer regions
of the pressure system. A finger is defined to form at the latest time at which there is one closed
interfacial pressure contour p = 0.95. Several perturbation modes, both sinusoidal and triangu-
lar, have been investigated throughout this thesis. The higher the perturbation mode and greater
the amplitude, the more pronounced is the finger structure formed. The multi-modal triangular
wave perturbations give similar results to those of the purely sinusoidal perturbation; however, the
higher modes in the triangular waves smooth out the interfacial contours as time increases. In the
cases where substantial finger structures arise, at later times the finger tips detach and secondary
fingers begin to develop and grow from the troughs between the initial finger structures. These
secondary fingers are smaller in amplitude and thus tertiary fingers never eventuate.
Although the interaction of tropical cyclones, hurricanes and typhoons has been of consider-
able interest, the interaction of large-scale binary systems in terms of extra-tropical cyclones and
extra-tropical anti-cyclones that form in the mid-latitude regions of Earth has been less of a focus
in the current literature. The elastic interaction, where vortices interact without any significant
change in their intensity and structure, was of interest. The similarity in the numerical simulations
using the f -plane and β-plane approximations at mid-latitudes, from Chapter 4, enabled the use
of the simplified f -plane approximation in Chapter 5; however, due to the need of an expanded
‘tangent plane’ boundary, this approximation was used in conjunction with Robin boundary con-
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ditions to absorb false reflections off the ‘tangent plane’ boundaries.
The binary systems were defined such that they could be in one of four possible configurations
involving low-pressure (L) and high-pressure (H) placed initially in the south-west and north-east
quadrants of the ‘tangent plane’, conveniently defined as an LL-binary system, HH-binary system,
LH-binary system or an HL-binary system. By definition, interaction occurred if there was clear
movement of one system caused by the other at time t = 0.45, approximately 12.5 hours. A scal-
ing law was determined in terms of the ratio of the average radius σ and the initial eye location L
and is given by equation (5.4.1) and interpolated from Figure 5.4.18. This law gives an indicator
as to when interaction takes place at mid-latitudes. If the interaction ratio Ir ≥ 0.9 then interaction
occurred, otherwise negligibly weak or no interaction was observed.
The scaling law from Figure 5.4.18 was generalised to other latitudes φ , 43.3◦N where the
time scale Rossby number is denoted RoT2 , 0.1, to give an approximate rule as to when interac-
tion may take place at other latitudes. This was achieved by calculating the effective radii at the
standard latitude φ = 43.3◦N, for which the Rossby number is RoT = 0.1 and gave a conversion
that is dependent on the two different Rossby numbers RoT = 0.1 and RoT2 , 0.1.
The origin of Saturn’s North Polar Hexagon has been a topic of debate since its discovery in
the late 1980’s. An often cited but previously untested theory suggested by Allison et al. [1],
proposed that the Hexagon may be the result of a stationary planetary Rossby wave, centred at
approximately 76◦ N, that is continually perturbed by at least one impinging anti-cyclonic vortex
to the south. The actual Hexagon has its centre at the geographic north pole and thus the fre-
quently used f -plane and β-plane theories are invalid when simulating such a phenomenon. A
high-latitude δ-plane approximation with tangent point located at the north pole, φ = 90◦N, is
used. The δ-plane approximation with polar tangent has solely quadratic variation in the Coriolis
parameter, that decreases in magnitude away from the pole. This thesis has shown that a hexagonal
structure can be formed by two symmetrically placed perturbing anti-cyclones to the south of an
initially circular eastward circumpolar jet.
The eastward circumpolar jet and the perturbing anti-cyclones have opposing rotations, and
when in close enough proximity, the pin-wheel effect caused by these counter rotations is the ma-
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jor contributing factor in forming a hexagonal edge and subsequent hexagon. The pin-wheeling
is highly dependent upon the initial location, radii and pressure differential of the perturbing anti-
cyclones. A combination of the location and strength of the anti-cyclones, as determined by the
pressure differential and radii of the anti-cyclones, has to be close enough to influence to flow
of the circumpolar jet. Without substantial interference, a hexagonal structure will never eventu-
ate. Although often neglected in numerical simulations of the North Polar Hexagon, the smaller
magnitude westward circumpolar current to the south of the Hexagon has little impact on the de-
velopment of known hexagonal structures.
This thesis has resulted in three peer-reviewed journal articles based on the simulations and
results outlined in Chapters 4, 5 and 6, titled:
• ‘The formation of large-amplitude fingers in atmospheric vortices’ [16];
• ‘Nonlinear behaviour of interacting mid-latitude atmospheric vortices’ [17]; and
• ‘A δ-plane simulation of anti-cyclones perturbing circumpolar flows to form a transient north
polar hexagon’ [18].
In relation to the research discussed in this thesis, there is considerable scope for future studies.
In particular, it is likely that there are additional dynamics due to the β-effect that are not captured
by the f -plane approximation when investigating the binary interaction of mid-latitude vortices.
Also, the inability to replicate the longevity and stability that is observed in reality with respect to
the North Polar Hexagon for the model used here requires further research.
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Appendix A
Non-Dimensionalization
The following is an example of how the dimensionless equations are derived. In particular, it shows
how the dimensional momentum equation (3.1.2) is converted to non-dimensional form (3.4.4)
and the need for the dimensionless inverse Eckert number νE . The dimensional momentum equa-
tion (3.1.2) has the form
∂u
∂t
+ u
∂u
∂x
+ v
∂u
∂y
− f v + 1
ρ
∂p
∂x
= 0. (A.0.1)
The non-dimensionalization of (A.0.1) uses the quantities given by (3.3.1), (3.3.2) and (3.4.1).
Thus,
∂u
∂t
⇒ ∂
∂t
(A u˜
τ
)
=
A
τ
∂u˜
∂t
=
A
τ
∂u˜
∂t˜
∂t˜
∂t
=
A
τ2
∂u˜
∂t˜
(A.0.2)
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u
∂u
∂x
⇒ A u˜
τ
∂
∂x
(A u˜
τ
)
=
A2 u˜
τ2
∂u˜
∂x
=
A2 u˜
τ2
∂u˜
∂x˜
∂x˜
∂x
=
A
τ2
u˜
∂u˜
∂x˜
(A.0.3)
v
∂u
∂y
⇒ A v˜
τ
∂
∂y
(A u˜
τ
)
=
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∂u˜
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∂y˜
∂y˜
∂y
=
A
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v˜
∂u˜
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(A.0.4)
f v⇒ f˜
τ
A v˜
τ
=
A
τ2
f˜ v˜ (A.0.5)
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Substituting the results from representations (A.0.2) – (A.0.6) into the dimensional form of the
momentum equation given by (3.1.2) gives
A
τ2
[
∂u˜
∂t˜
+ u˜
∂u˜
∂x˜
+ v˜
∂u˜
∂y˜
− f˜ v˜ + νE
ρ˜
∂ p˜
∂x˜
]
= 0,
which simplifies further to give the non-dimensional representation
∂u˜
∂t˜
+ u˜
∂u˜
∂x˜
+ v˜
∂u˜
∂y˜
− f˜ v˜ + νE
ρ˜
∂ p˜
∂x˜
= 0,
as given by equation (3.4.4).
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