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Abstract
The early development of an animal results from a highly complex
sequence of interactions within and between cells to transform a fer-
tilised egg into a functional embryo. A major challenge in the field
of morphogenesis is explaining how coordinated cell shape change,
growth and movement create the structures that we are familiar with,
and what drives the processes that pattern and control this behaviour.
Embryos are complicated mechanical systems for which we have a
wealth of morphological data about the shapes and movements of
cells but it is difficult to understand how these movements emerge as
a result of force-generating mechanisms within the embryo.
A new, force-based modelling technique designed to test hypotheses
about dynamic processes within an embryo is presented. The model
focusses on how the mechanical properties of a cell and inter-cellular
forces affect the movements we see within a tissue. It is designed to
probe the relationships between cellular and tissue behaviours; such
as how forces propagate through a system or the response of a tissue
to applied forces.
The novel features of the model are discussed along with analysis of
tissue and cellular behaviours for different idealised systems, describ-
ing how the parameters of the model affect experimental observables.
The model is applied to two real world systems. Firstly examining the
role of boundary conditions on the patterning seen in the formation
of the zebrafish forebrain neural plate. Secondly, two proposed hy-
potheses for the formation of the primitive streak in the chick embryo
are investigated and compared. These applications demonstrate how
the model can be used to complement experimental studies and help
to tease out the mechanical processes driving morphogenesis.
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Chapter 1
Introduction
1.1 Background
Morphogenesis
How does a single fertilised egg form a fully developed organism? The events that
a zygote undergoes as it divides and differentiates are subtle and complex, involv-
ing the orchestrated control and action of hundreds and thousands of cells. Each
process within development lays the foundation and patterning for the process
that follows it, requiring both extremely accurate control of cellular behaviour
and robust mechanisms for dealing with the variations that will naturally arise.
Figure 1.1 shows the development of a zebrafish from fertilisation to a de-
veloped organism. The cells in an embryo divide, grow and migrate to form
structures that make up the organism. The formation of these structures is care-
fully both temporally and spatially by cells to ensure the correct development of
the organism.
Morphogenesis is the study of how the embryo takes its physical form and
how the patterning and timing of cellular behaviour generate the orchestrated
cell movements that form structures seen within development. Firstly, it is a de-
scriptive process, reporting how cells within the tissue are moving and changing
shape to form complex structures. Secondly, these movements must be explained,
how are they generated mechanically by cells? How are they controlled by chemi-
cal signals? How robust are they to mechanical and genetic perturbation? These
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different aspects will be examined in turn but first we look at the different pro-
cesses taking place within the cell.
Figure 1.1: Images of a developing zebrafish embryo from 0 hours post fertilisation
(hpf) to a larva. Taken from Lin [2011].
1.2 The Cell
Each eukaryotic cell that makes up a developing embryo is a complex machine
honed by over a billion years of evolution and contains all of the information
required to develop a fully formed organism. Clearly, any study of morphogenesis
requires an understanding of how cells function on at least a basic level. The
2
following discussion is guided by Alberts et al. [2004].
Figure 1.2: An illustration of a typical animal cell with various structures labelled.
Taken from Mediran [2012].
Components of a Cell
Most eukaryotic cells consist of a nucleus surrounded by cytoplasm, which consists
of organelles and cytosol contained within a cell membrane, as illustrated in
Figure 1.2. The cytoplasm typically makes up the majority of the volume of the
cell and is constantly in motion due to the thermal fluctuation of the molecules
and the diffusion of different chemicals from within the cell and from outside.
It consists of an aqueous gel called the cytosol, the location of many chemical
reactions vital for the correct functioning of the cell as well as many organelles
such as the ribosomes, golgi apparatus and the endoplasmic reticulum. The cell
consists of a hierarchy of levels of control, the cell-level mechanics are controlled
by the cytoskeleton, which is controlled by proteins, which are controlled by DNA
contained in the nucleus. In this section, we will work our way up through this
hierarchy describing how the DNA controls proteins and how the cytoskeleton is
controlled by proteins.
3
Nucleus and Cytoplasm
The nucleus is separated from the cytoplasm by two concentric membranes that
form the nuclear envelope. It contains the long chains of DNA that encode all
of the genetic information of the cell that is passed down from generation to
generation; the instructions for the successful development and survival of an
organism.
This DNA contains the instructions for how to create each protein in the cell
by transcribing segments of its nucleotide sequence (known as genes) into RNA
using an enzyme, RNA polymerase. The transcription of DNA into RNA is con-
trolled using transcription factors, proteins that bind to specific DNA sequences.
They can block transcription or promote it by for instance allowing access to the
tightly bound DNA molecule. This creates feedback loops with proteins control-
ling the transcription of other proteins (and even themselves) within the cell.
Proteins are translated from RNA molecules using a large structure called a
ribosome, found in the cytoplasm of a cell. This means that the RNA must be
transported out of the cell nucleus through the nuclear pores into the cytoplasm
before it can create protein structures within the cell such as the cytoskeleton.
The cell produces the fuel it needs to power its activities (ATP) in organelles
contained in the cytoplasm called mitochondria. Mitochondria generate ATP
through cellular respiration, i.e. breaking down the sugars from food through
oxidation and storing the released energy as ATP. ATP is then used by other parts
of the cell to drive reactions that require energy input. For example, it is used
in myosin motors involved in the contraction of muscle fibres. The conversion of
sugars to ATP, carbon dioxide and water by mitochondria is remarkably efficient
storing about 40% of the free energy released. This ATP is used by other proteins
to do work and perform chemical reactions that are not energetically favourable.
Cytoskeleton, Cell Cortex and Plasma Membrane
The mechanical and active movement properties of the cell are largely controlled
by the cytoskeleton, which is responsible for shaping, moving and dividing a cell
as well as its response to mechanical perturbations. It consists of three main kinds
of cytoskeletal protein filaments (in order of decreasing size): microtubules, in-
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termediate filaments and actin filaments. These filaments are constantly growing
and shortening in different parts of the cell and constantly reorganising through-
out its life.
Microtubules are made of repeating subunits of the protein tubulin and grow
out from a structure near the centre of the cell called the centrosome. They are
the largest filaments in the cytoskeleton (∼ 25nm in diameter) and control the
movement of organelles around the cell as well as forming the mitotic spindle
used when a cell divides.
Intermediate filaments are typically about ∼ 10nm in diameter and can be
formed from many different proteins such as keratin (found in hair cells) and
lamin (a protein that strengthens the nuclear envelope). The filaments tend to
be durable and cross-linked by proteins such as plectin and strengthen the cell
against mechanical stress. They also bind to the desmosomes, proteins in the cell
membrane that cross to other cell membranes, helping to strengthen epithelial
sheets of cells by having many attached intermediate filaments running through
the sheet.
Actin filaments are the thinnest (∼ 7nm) and most flexible components of the
cytoskeleton. They form cross-linked bundles that have much greater strength
than the individual fibres and are part of the machinery that allows cells to crawl
along substrates. Combining actin with the protein myosin and energy supplied
in the form of ATP, it forms contractile bundles responsible for moving the cell
in structures such as lamellipodia.
Another feature of the cytoskeleton is the cell cortex, which attaches to the
plasma membrane. The plasma membrane separates the contents of the cell
from the outside world and is made of a lipid bilayer that is generated within
the endoplasmic reticulum. The lipid bilayer contains membrane proteins that
transport nutrients and ions in and out of the cell, as well as anchor proteins that
attach the cell to other proteins on either side (such as the cytoskeleton or an
extra cellular matrix). The membrane also contains receptors that receive signals
from outside and relay them to the cell’s interior. They allow cells to respond
to chemical signals within their environment, an important controlling factor in
morphogenesis. For example, chemotaxis is the movement of a cell in response
to an external chemical stimulus.
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The membrane on its own is very thin and fragile, so in most cells is strength-
ened by a framework of proteins known as the cell cortex. This framework of
proteins is bound to the membrane through transmembrane proteins and plays a
role in the mechanical properties of the cells as well as allowing the cell to change
shape and move.
When considering the behaviour of the cytoskeleton and hence the mechan-
ics at the tissue level, the complex physico-chemical processes occurring within
each cell are folded into key parameters that define the properties of that cell.
These include concepts of cell stiffness, cell-cell adhesion and cell motility. When
referring to these concepts throughout this thesis, it is to be understood that
they are simplifications of complex cell-internal dynamic processes. Moving up
to the tissue level, we now examine the different methods that have been used to
quantify and describe morphogenetic events.
1.3 Describing Morphogenesis
The techniques for characterising and describing morphogenesis have been trans-
formed in recent years from qualitative to more quantitative descriptions by
advances in cell staining, microscopy and automated tracking of cells. These
advances produce large amounts of data about cell movements and shapes to
characterise dynamical developmental processes that can be used to attribute the
generation of forces within the tissue. The availability of this data has in turn led
to new analysis tools to further understand and characterise the process being
investigated.
These techniques in isolation are not sufficient to determine the forces that
drive processes in morphogenesis since there are likely to be different mechanical
processes that could generate similar cellular movements and shape change. How-
ever, these techniques allow us to quantify the observed behaviour to compare
the effects of perturbations such as the use of mutants, perhaps indicating the
forces that may be acting.
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Cell Staining, Microscopy and Tracking
Cells of an embryo can be stained using green fluorescent protein (GFP) to tag
proteins of various structures of a cell (Shimomura et al. [1962], Orm et al. [1996],
Chalfie et al. [1994]), this causes these proteins to fluoresce when exposed to
specific wavelengths of light. This technique can be used to tag the nucleus (e.g.
using chromatin), the cell membrane (e.g. using cadherin) or the actomyosin
network, depending on the exact structure whose role is being examined. This
has revolutionised the study of specific proteins and structures within biology by
allowing them to be very clearly imaged and studied.
Fluorescence microscopy techniques such as confocal microscopy and light
sheet fluorescence microscopy (LSFM) are used to image these GFP tagged pro-
teins, with high spatial and/or temporal accuracy. Fluorescence microscopy in-
volves shining a laser onto the areas of interest of a tissue containing cells with
GFP tagged proteins causing them to fluoresce which is then imaged using a
microscope.
Confocal microscopy involves focussing the laser directly onto the tissue from
the same direction as detector, whereas LSFM (Voie et al. [1993]) involves shining
a sheet of laser light in a plane through the tissue perpendicular to the detector.
Confocal microscopes are cheaper and easier to build and offer good spatial and
temporal resolution if focussing on small patches of tissue. They are, however,
slow for examining large patches and it is difficult to study deep tissues with
this technique due to the laser stimulating adjacent cell layers, causing them
to fluoresce which decreases the resolution of the images. In contrast, LSFM
illuminates a single plane of the embryo at the same time so can be used to
study larger, deeper patches of tissue. However, there are not many commercially
available light sheet flurorescence microscopes so LSFM is not as common as
confocal microscopy.
Automated analysis of the images produced by these microscopy techniques
have been used to track the cell movements of an entire zebrafish embryo over
many hours (Keller et al. [2008a]). Using GFP to tag the membrane of cells
enables the evolution of cell shapes, as well as their positions, to be quantified over
time.This allows large amounts of data to be gathered about the morphology and
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dynamics of cells within a developing embryo. To analyse this data, techniques
have been developed that can be used to further understand and explain the
observed behaviour.
Tectonics
A technique for analysing the morphological data that can be extracted from a
developing embryo was described in Blanchard et al. [2009]. The deformation of
a tissue occurs in a combination of two ways, through cells within that tissue re-
arranging (intercalation) and through cells changing shape. Tissue deformations
corresponding to these different modes of deformation are shown in Figure 1.3.
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Figure 1.3: Illustration of different modes of deformation. Black (d,g,j) and green
(e,h,k) graph lines represent tissue and cell cumulative stretch ratios respectively.
Yellow (f,i,l) graph lines show cell intercalation, i.e. the difference between tissue
strain and cell strain. Dotted and solid lines represent horizontal and vertical
directions respectively. (a,d,e,f) show tissue deformation caused entirely by cell
shape change with no intercalation. (b,g,h,i) show tissue deformation caused by
intercalation. (c,j,k,l) shows no tissue deformation but horizontal elongation of
the cells purely through intercalation. Taken from Blanchard et al. [2009].
The amount of intercalation occurring in a patch of cells can be calculated
using the following procedure. As shown in Figure 1.4f, an ellipse (or equivalently
strain tensor) representing the shape of each cell can be calculated using the
tagged boundary of the cell. Using this fitting procedure, the average cell shape
strain rate for a patch (˙c) can be calculated. The ”tissue” strain rate for the patch
of cells (Figure 1.4b-e) can be calculated from the cell centroid trajectories (˙t).
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Figure 1.4: a A patch of tissue and how it evolves over time. b Cell centroid
trajectories and c shows the average domain translation velocity. d The cell
trajectories with the average velocity of the domain removed. e The tissue strain
and rotation rates. f Fitting the cell to an ellipse. g Average cell strain rate for
the patch. h Cell intercalation strain rate. Taken from Blanchard et al. [2009].
Any strain of the patch that is not reflected in the shape of the cells must then
be accounted for by rearrangements of the cells (intercalation), allowing the cell
intercalation rate tensor (˙i) to be calculated through the following relationship:
˙t = ˙c + ˙i
Local data characterising the intercalation and shape changes of cells can
be extracted by performing this analysis for patches of cells across the tissue of
interest over time. This allows the experimenter to visualise how these signatures
vary across the tissue and vary with time.
1.4 Explaining the Mechanics of Morphogenesis
Having discussed techniques used in characterising and analysing developmental
tissues as well as the properties of single cells, we now examine how to explain
the driving mechanisms underlying development. The technique described above
characterises the motion and may indicate the mechanical basis that is driving
the process, but it cannot discriminate between different hypotheses about what
might be causing the observed motion.
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What do we mean by explaining the mechanics of morphogenesis? Tissues
consist of cells that are mechanically coupled with one another, these cells can
generate forces that cause movements. Furthermore, the tissue that contains
these cells is connected to other tissues that are undergoing their own processes
so apply forces to the tissue. We are interested in how these cellular-generated
forces and the mechanical interaction with surrounding tissues together generate
and control morphogenesis within a developing embryo.
To understand how tissue behaviour can be generated by cells within the
tissue, we will examine the different ways that a cell can influence its local envi-
ronment.
Cellular Properties
The properties of a cell that can be controlled to influence tissue level behaviour,
are divided into five categories, which will be examined in turn:
• Shape and mechanical properties (its cytoskeleton)
• Adhesions with other cells/ an extra cellular matrix
• Polarity
• Protrusive activity
• Cell division and growth
The cellular cytoskeleton composed of actin polymers and microtubules can be
used to control the shape and the mechanical properties of the cell. The structures
that form the cytoskeleton are dynamically growing and shrinking all the time,
but their average presence controls the shape of the cell (morphology), how the
cell responds to external stresses and how it can apply forces to neighbouring
cells.
Cells adhere to things that they are in contact with, whether that is other cells
or a substrate. This property can be used by cells to affect tissue level behaviour
in two ways.
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Firstly, anchoring adhesive junctions can be used to transmit stress from the
cellular cytoskeleton either to other cells or to the substrate.
Secondly, the differential adhesion hypothesis (Steinberg [2007]) states that
starting with a collection of different cell types mixed together, by cells adjusting
their relative adhesive affinities, they can sort themselves into collections of dif-
ferent cell types. The different cellular adhesion affinities mean that the lowest
energy state of a collection of such cells occurs when the cells with the highest
binding affinity are clustered together surrounded by cells of the next highest
affinity and so on. This is thought to play a role in zebrafish epiboly, where
blocking expression of E-cadherin by using mutants can inhibit epiboly (Kane
et al. [2005] and Shimizu et al. [2005]).
Polarity allows cells to orient themselves in a particular direction due to chem-
ical signals or other environmental cues. One mechanism for controlling cell
polarity within development is through the planar cell polarity (PCP) pathway
(Axelrod et al. [1998]). This ability to define a direction allows the cells to bias
their behaviour (e.g. protrusions and cell divisions) towards chemical signals such
as chemoattractants.
Cells can apply stresses to neighbouring cells and/or the substrate by forming
protrusions such as lamellipodia that attach to another cell or the substrate and
allow the cell to apply a force through these connections. This will be discussed
in more detail shortly.
Cells grow and divide throughout development to expand from a single cell to
a multicellular organism. The timings and spatial organisation of these divisions
is vital for the correct development of an organism.
Protrusive Activity
It is worth discussing protrusive behaviour of cells and how it can be used to
control tissue level processes in more detail, as it will arise many times throughout
this thesis.
Protrusive activity will be used to describe forces generated by the extension,
binding and subsequent pull of cellular protrusions. These forces can be applied
to either other cells or the substrate to induce movement within the tissue. These
11
forces are generated by protrusions, which grow, attach and the contract using
myosin motors to apply a force.
The presence of signalling molecules combined with the ability of the cell to
orient itself (polarity), is used by cells to direct protrusive behaviour. Oriented
collective protrusive behaviour and its effects on the tissue level behaviour of
systems during development (such as convergent-extension) have been well doc-
umented (Keller et al. [2008b] and Wallingford et al. [2002]). Migrating single
fibroblast cells also display protrusive behaviour, that moves a cell through the
tissue.
a) b)
Figure 1.5: a) Monopolar convergent-extension driven by directed mediolateral
cellular intercalation in the formation of the notochord in zebrafish. Taken from
Wallingford et al. [2002]. b) Bipolar convergent-extension driven by protrusions
attaching to neighbouring cells in the convergence and extension of the mesoderm
to form the notochord in Xenopus. Black arrows represent active forces and yellow
arrows represent resultant elastic and pressure forces. Taken from Keller et al.
[2008b].
Active protrusive activity can be divided into two classes depending on the
symmetries of the active behaviour that generates it. One class, seen in the
Xenopus mesoderm, involves protrusive behaviour with attachments to other
cells biased in both directions along a mediolateral axis (Figure 1.5b)). This type
of protrusive behaviour will be referred to as bipolar throughout this thesis.
The second class of active protrusive behaviour is that of directed cellular
migration as seen in the formation of the zebrafish notochord (Warga and Kimmel
[1990]) and in the formation of the hindbrain and spinal cord within Xenopus
(Elul and Keller [2000]). Cells protruding in this way also have an axis, but
they only apply forces in one direction along this axis. This class of protrusive
behaviour will be referred to as monopolar.
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The protrusions in these classes of active behaviour can either attach to other
cells or to the substrate to apply the force. These different anchoring points can
have dramatic effects on the observed phenotype, this will be discussed in more
detail later in the thesis.
Determining Cellular Processes Driving Morphogenesis
Having briefly described cellular processes that can drive different aspects of
development, how do we extract the cellular processes controlling the dynamics
of the particular system we are investigating?
The techniques we have detailed for describing morphogenesis are not capa-
ble of determining the underlying forces generated by these cellular processes.
The tissue must be disrupted, isolated or modelled to determine which of these
mechanisms is influencing the behaviour of the tissue.
One approach to probing the driving mechanisms is through the use of inva-
sive techniques such as explant studies. Explant studies (Holtfreter [1943] and
Holtfreter [1944]) involve removing patches of tissue from a developing embryo
and observing the behaviour of this explanted tissue. In some instances, the ex-
planted tissue still exhibits the same behaviour as it would have done in vivo.
This suggests that the process could be actively driven by the tissue itself rather
than as a response to the surrounding tissues with the embryo.
However, explant studies are very disruptive to the tissue. Explanting the
tissue can cause it to behave differently than it would otherwise have done in
vivo meaning that processes that involve sensitive controls and/or interactions
with neighbouring tissues are not amenable to being studied in this way.
Instead of using invasive methods to investigate the developmental process
of interest, we would like to use a mathematical model to simulate the tissue.
Starting from a hypothesis about the behaviour (expressed as a set of clearly
stated assumptions), the model tests whether the observed behaviour can be
captured based on this hypothesis. This process allows different hypotheses about
the behaviour of the system to be tested to assess which ones are sufficient to
explain the observed behaviour.
Modelling in this way, provides a complementary approach of testing hypothe-
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ses and by using a model in tandem with experimental procedures, the elucidation
of the driving mechanisms of a process can occur more quickly, with lower costs
and fewer ethical concerns.
1.5 Modelling
To discover how the dynamics of tissue level processes are created and controlled
by the cells and surrounding tissues, we would like to use a model with the
ability to control the cell level processes and boundary conditions to explore
how varying these properties affects the dynamics at a tissue level. This will
allow the determination of the relative importance of each cellular process and
the behaviour of neighbouring tissues has on the movements of the tissue. By
exploring the controlling processes in this way, we can explore different hypotheses
about which cellular processes are driving the observed behaviour.
For such an approach to be successful, we require a model with each of these
different cellular processes represented in a simple way with intuitive parameters
that allow us to control the different aspects along with the boundary conditions.
Using the list of cellular processes and the analysis tools in Section 1.3, we de-
veloped a list of the important features of a model for probing developmental
systems, these are:
• Cell Morphology The techniques described earlier represent cell mor-
phology as a strain tensor or ellipse. Therefore, the description of cell
morphology within the model must be able to capture at least this level of
detail.
• Dynamics through Cell-Cell Dissipation Cells moving relative to an
object experience a drag force at the point of contact that opposes the move-
ment of the cell due to the binding and unbinding of adhesive molecules.
This effect can be captured by modelling viscous forces that act when a cell
moves relative to other cells or a substrate. Introducing the viscous effects
of other cells as well as the substrate will allow us to investigate systems
which are not thought to interact with a substrate.
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• Passive Cellular Properties A relationship is required to describe how
the forces applied to a cell affect its shape.
• Active Behaviour Cells are able to apply forces and actively change their
shapes. The model must therefore be able to handle these active processes.
• Boundary Conditions The boundary conditions play an integral part in
the behaviour of systems, by defining how the tissue of interest interacts
with neighbouring tissues. A clean framework for modifying these boundary
conditions is necessary for the model to be applicable to a wide range of
developmental systems.
• Dimensionality The model should be able to handle three dimensional as
well as two dimensional systems so as not to limit its scope.
We do not consider cell growth and division in these criteria as it is normally
easy to implement this behaviour on top of a consistent mechanical model by sim-
ply having cells within the model change their size and divide into two daughter
cells. This means that physical models cannot normally be discriminated by this
property.
Throughout this thesis, since we will be dealing with two dimensional systems,
we refer to environmental damping and the presence of a substrate within models
as interchangeable. This is because environmental damping applies a drag force
due to the absolute velocity with respect to some reference frame, exactly as a
substrate would be modelled in a two dimensional system.
We will now briefly describe different classes of computational models of mul-
ticellular systems to see if any that meet the above requirements that can be used
or adapted to explore developmental systems.
1.5.1 Vertex Model
Vertex models were first proposed to study soap films in Weaire and Kermode
[1983]. One of the first applications in biology was to Fundulus development
Weliky and Oster [1990]. These models have since been extended in various
ways: to three dimensions Nagai and Honda [2001], to model active processes
15
such as lamellipodia (Brodland [2006]) and single cell migration (Brodland and
Veldhuis [2012]).
Figure 1.6: Forces acting on a vertex within the vertex model. Red arrows
represent tension (T ) terms along the interface, blue arrows represent pressure
terms from the body of the cell (pα). The length of the edge between vertices i
and j is given by lij. Cells are labelled using Greek letters α, β etc.
Vertex models have typically been used to model epithelial tissues in Drosophila,
where the intercellular junctions strongly bind cells together at their interface.
Under these conditions, there are very few neighbour change events (so little
dynamics) and the strongly bound interfaces mean that cells are modelled as
polygons, consisting of vertices linked by edges. Each of these vertices is subject
to forces due to internal pressure of the cell and tension forces acting along the
edges of the cell, as shown in Figure 1.6. The force associated with vertex i is
given by:
Fi =
∑
cells α
Kα(Aα − A0α)nαi +
∑
edges<i,j>
Λijlij
where Aα and A
0
α are the current and preferred area of the cell respectively,
K is a bulk elasticity parameter, Λij is a line tension, lij = xi − xj is the vector
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representing the edge connecting vertices i and j and nαi is a unit vector in the
direction of the pressure force on vertex i from cell α.
The line tension Λij typically captures the effects of adhesion associated with
the interface between two cells as well as the effects of cortical tension.
To study dynamic processes in this model, the force on the vertex is combined
with a viscous model to give the equation of motion for vertex i as:
x˙i = −1
η
Fi
for some viscosity parameter η.
The model has also been used to examine the equilibrium configurations of
cells by minimising a Hamiltonian as in Farhadifar et al. [2007]. In this paper,
they introduced an extra energy term ((Lα−L0)2, where Lα and L0 are the actual
and preferred total perimeters of cell α) to model the contractile actomyosin ring.
This extended model was used to investigate the packing geometry of cells within
the Drosophila wing epithelium and its response to laser ablation.
Vertex models are not, however, suited to study processes in mesenchymal
cells, which are packed much more loosely so do not always form polygonal struc-
tures as in epithelia. In mesenchymal cells, it is difficult to see how parameters
of the model, such as line tension, translate to properties we can measure.
Vertex models do not naturally handle the dynamics of tissues, which involve
neighbour changes. These neighbour changes modify the connectivity of the ver-
tices, which must be implemented explicitly within the Vertex model through a
set of imposed ad-hoc rules rather than arising naturally.
This class of models is clearly unsuitable for answering questions about the dy-
namics of developmental systems, particularly involving mesenchymal cells, where
the polygon assumption is not appropriate. It does not meet the requirements of
cell morphology and cell-cell dissipative dynamics described above.
1.5.2 Cellular Potts Model
A model that has been used to explore dynamics of multicellular systems is the
Cellular Potts Model (CPM). It was first proposed in Graner and Glazier [1992],
as a method to simulate cell sorting in aggregates of cells and is based on the Ising
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model, which was originally used to investigate phase transitions in ferromagnetic
materials.
The Potts model has since been used to model many different biological sys-
tems from the development of avian limb bud (Izaguirre et al. [2004]) to cancer
invasion (Turner and Sherratt [2002], Hallou et al.). It has also been used to
examine different dynamic cellular behaviour from migration (Kabla [2012]) to
convergent-extension (Zajac et al. [2003]).
Cell 1 Cell 2
Figure 1.7: A collection of N = 10 cells within the Potts model. Each square
represents a lattice point (i, j). The cell types σ are denoted by different colours.
CPM uses a lattice of points in the plane, where each point in the lattice is
associated with a cell, so a cell consists of a collection of points in the lattice.
Each cell then contributes to the overall energy function of the tissue H that is
minimised. This energy consists of cell-cell adhesion terms, bulk terms etc. The
dynamics is driven by the minimisation of the energy by changing the lattice
points associated with each cell using a Monte-Carlo method.
Each point on this lattice (i, j) is associated with one cell σ(i, j) ∈ [1, 2, ...N ],
where N is the number of cells within the system. Different cell types are denoted
by τ(σ), e.g. when considering sorting, two cell populations are used so τ(σ) ∈
[0, 1].
The energy of this system HPotts is given by:
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HPotts =
∑
(i,j),(i′,j′)neighbours
J(τ(σ(i, j)), τ(σ(i′, j′)))[1−δσ(i,j),σ(i′,j′)]+λ
∑
cellsσ
(a(σ)−Aτ(σ))2
(1.1)
This expression is divided into two terms: a surface energy term J and an
elastic volume energy term.
The surface energy term is given by:
∑
(i,j),(i′,j′)neighbours
J(τ(σ(i, j)), τ(σ(i′, j′)))[1− δσ(i,j),σ(i′,j′)]
which states that for neighbouring points in two different cells of type τ(σ(i, j))
and τ(σ(i′, j′), the energy associated with this pairing is given by J . For cell
sorting, J is made lower for cells of the same type than those of a different type
to favour contact between cells of the same type and thus sort the tissue. These
energy terms are then summed over the all lattice points at the interface of two
cells to derive the total surface energy.
The elastic volume energy term is given by:
λ
∑
cellsσ
(a(σ)− Aτ(σ))2
which states that each cell type has a preference area Aτ(σ), there is an associated
energy with cells deviating from this preferred area with some elasticity parameter
λ.
The Hamiltonian represents the total energy of a given configuration of cells.
To find the equilibrium configuration of these cells, a Monte Carlo method is used
to modify the lattice points belong to each cell to minimise the total energy (e.g.
by minimising its surface area), a technique which we will now describe.
At each time step, a random point on the lattice (i, j) is chosen, the cell
number σ of this point is randomly changed to the cell number of one of the
eight neighbouring lattice points σ′ and the change in total energy ∆HPotts is
measured. This change of cell affiliation σ → σ′ for lattice point (i, j) is accepted
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with probability (for temperature T > 0):
Pσ→σ′ = exp(−∆H
T
) ∆H > 0
= 1 ∆H ≤ 0
The temperature parameter T is chosen by the modeller. This process is used to
find the global minimum energy of the system, although this is not guaranteed
to occur.
The technique used to minimise the Hamiltonian is also used to generate
dynamics within the model. This represents a shift from using the model to study
equilibrium properties to studying non-equilibrium dynamics. The behaviour of
these non-equilibrium dynamics have not been fully characterised or studied.
Other terms can be added to this Hamiltonian to model a cortical cytoskeleton
(Kafer et al. [2007]) or active cell migration (Kabla [2012]).
The Potts model has several aspects that make it unsuitable for use in mod-
elling developmental systems. The use of the lattice both adds a small bias to
the movement of cells (which are more likely to travel along the eight compass
points than any other directions) and implies a substrate that the cells interact
with viscously (since a constant force means a constant speed of migration) Both
of these ingredients are things that we would like to be able to explicitly include
or exclude depending on the system being studied.
As explained in Voss-Bohme [2012], the dynamics of the model depend on the
surface fluctuation terms, i.e. J . This surface fluctuation term encapsulates both
intercellular interactions and cellular properties. This means that by changing J ,
it is difficult to say whether this represents changes in intracellular or intercellular
processes. This entanglement will make the interpretation of the results and the
adjustment of parameters to fit the data difficult.
The Ising model, that this model is based on, was used to study the interaction
of many particles at equilibrium. Modifications of the Ising model in which the
dynamics are studied exist (Glauber [1963]) but these forms are not used within
the cellular Potts model. Adapting the standard Ising model to simulate non-
equilibrium dynamics is a different purpose for that which it was designed and
the reliance of the dynamics on the parameters of the model should be fully
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understood before it is applied to developmental systems.
We thus decided that the CPM was not an appropriate model to explore
the kinds of processes that we are interested in due to the lattice dynamics,
entanglement of parameters and inability to handle cell-cell dissipation.
1.5.3 Subcellular Element Model
Figure 1.8: An illustration of the subcellular elements (ScEs) (labelled using
Greek letters α, β...) belonging to cells i and j and the potentials that act
between them. ScEs from the same cell interact through the potential Vintra
and ScEs from different cells interact through Vinter. The typical shape of how
a potential V (r) varies with the distance of separation between ScEs is shown.
Taken from Newman [2005].
The Subcellular Element Model (ScEM) was first described in Newman [2005]
and further developed in Sandersius and Newman [2008] to accurately capture
cell rheology. The model was later extended to model active processes Sandersius
et al. [2011b], which were used to explore the formation of the primitive streak
in the chick embryo Sandersius et al. [2011a].
The model represents a cell as a collection of sub-cellular elements (denoted
by Greek letters α, β etc). These elements interact with one another through
potentials as shown in Figure 1.8. Elements belonging to the same cell (denoted
by i, j...) interact through the potential Vintra and elements from different cells
through Vinter. The form of these potentials, V , is phenomenological and depends
on the distance of separation of two elements (r) by:
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V (r) = U0 exp(−r2/ξ21)− V0 exp(−r2/ξ22)
for parameters U0, V0, ξ1, ξ2, which (usually) differ for interactions between
elements between the cells Vinter and elements within cells Vintra.
Forces are calculated between subcellular elements using these potentials,
which are used to update the positions of the subcellular elements and minimise
the energy of the system.
Active cell migration is incorporated in this model by defining an axis of
polarity, which could be defined by the direction of chemoattractant gradients.
This axis then defines a ”front” and a ”back” for the cell. To induce migration,
elements are removed from the ”back” of the cell and placed at the ”front”.
This model does incorporate many of the features that we would like in a
model, such as a natural separation of inter- and intra-cellular behaviour. We
implemented this model and found, however, that the tissue behaviour was very
sensitive to the modifications of the controlling parameters U0, V0, ξ1, ξ2 making
it difficult to adjust the behaviour of the model.
Dissipation of energy within the model is with respect to the absolute velocity
of each subcellular element rather than the relative motion at cellular interfaces,
one of the key requirements of the model. This could be incorporated but solv-
ing the motions of the subcellular elements would then be computationally very
expensive.
1.5.4 Palsson and Othmer’s Model
The final model that will be examined was designed to explore how the cellular
behaviour during chemotaxis of Dictyostelium discoideum leads to collective mo-
tions of cells observed in the formation of the slug (Palsson and Othmer [2000]).
Within this framework, cells are modelled as viscoelastic ellipsoids, with a non-
linear spring in parallel with a Maxwell element for each axis. Cell i responds to
chemoattractant signal by polarising towards the direction of maximum gradient
and extending a pseudopod. This pseudopod applies a force (Facti(j/s)) either to the
substrate (s) or to a neighbouring cell (j). The magnitude of this force depends
on the chemoattractant levels.
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A contact model is used to calculate a passive force Fpassij based on the proxim-
ity of the cells to one another, which captures both adhesion and volume exclusion
effects. Cell i also experiences viscous forces FDi due to the breaking and reform-
ing of bonds at its interfaces. These forces exist between the cell and the substrate
(related by viscosity µs and area of contact Ais) and between cells (related by
viscosity µc and area of contact Aij), and are given by:
FDi = µs
Ais
A
x˙i + µc
∑
neighbours j
Aij
A
(x˙i − x˙j)
All of these forces are combined with the overdamped assumption to create a
set of equations for the velocity of a cell, given by:
µs
Ais
A
x˙i = F
act
i(j/s) +
∑
neighbours j
Fpassij −
∑
neighbours j
Factji − µc
∑
neighbours j
Aij
A
(x˙i − x˙j)
This model is different from the ones discussed above as it uses the cell as
the building block and uses a force based approach. This allows the concepts
of Section 1.3 to be expressed naturally in terms of these cells: there is a direct
correspondence between the representation of cells within the (model as ellipsoids)
and the strain tensor. This model was designed to investigate the migration
of a population of cells on a substrate, nevertheless, it displays many of the
characteristics that we seek in a model of developmental biology.
The mechanical properties of the cell are modified by adjusting the parameters
of the viscoelastic elements. Cell intercalation is modelled explicitly as cell-cell
and cell-substrate viscous interactions, with viscosity parameters to control each
of these aspects.
However, the method of implementing dynamics relies on the presence of a
substrate and it does not accurately capture cell-cell dissipative forces. As an
example to demonstrate this, consider stretching a patch of cells that are ”glued”
together at their interfaces, all the cells must stretch which involves moving the
centroids of cells within this patch, but due to the ”gluing” there is no slippage
at the interfaces. Within the Palsson and Othmer model, due to the use of the
movement of centroids to capture dissipation, such a mode of deformation creates
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viscous forces between the cells, which would not exist in real systems.
This model has many features that make it appropriate for modelling develop-
mental systems and was designed to handle dynamical cell behaviour. However,
viscous interactions between cells are not dealt with satisfactorily and the con-
tact model is too crude to accurately capture the mechanical properties of cells
within a tissue. We decided that the model was not able to fully capture cell-cell
dissipation so was not sufficient for our purposes.
1.5.5 Schaller and Meyer-Hermann’s model
Another cell-based model we will discuss is that of Schaller and Meyer-Herman
(Schaller and Meyer-Hermann [2005] and Schaller and Meyer-Hermann [2007]). It
was first used to study the growth of multicellular tumor spheroids and the necro-
sis of cells contained within them. It was then used to examine the homeostasis
of skin cells, how the diffusion of nutrients and water affect the proliferation of
keratinocytes, how the steady-state flow of the epidermis responds to perturba-
tions and how the ability of cancerous melanocyte cells to form a melanoma is
highly sensitive to stochastic effects irrespective of the proliferation rate.
Cells in these papers are represented as spheres. These spheres are compress-
ible in the sense that they can overlap one another with a contact force resisting
these overlaps. Contacts between cells are calculated using a weighted Voronoi
tessellation/Delaunay triangulation of these spheres (more on Voronoi tessella-
tions in 2.2.3), this technique clearly defines the neighbours of a given cell, i.e.
which cells it can interact with through forces. These neighbour relations are
used to calculate contact forces and viscous forces acting on each cell.
Like in Palsson and Othmer, contact forces capture the effects of volume
exclusion and adhesion.
Viscous forces (or drag forces) resist the motion of cells relative to their neigh-
bours and the medium they are placed in. These viscous forces are directly related
to the velocity of each cell and using force balance equations, the viscous forces
and hence the motion of the cell can be determined from the contact forces.
The driving forces within this models is cell division and cell necrosis. Cells
grow by increasing their radius until they reach some critical size, at which point
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they divide. Cells die when they cannot get enough access to nutrients, as deter-
mined by the amount of nutrient at each cell determined by the diffusion equation
from some source, i.e. blood vessels.
This model has many of the features that we set out as requirements for a
model, it is cell based with cell-cell dissipation and boundary conditions that
are well handled by the framework. No active protrusive forces exist within the
model but these could be added.
Cell morphology is captured through use of the Voronoi tessellation and hence
the neighbours of each cell. However, since the representations of cells are limited
to spheres, the resulting Voronoi shapes of cells that are compressed in one direc-
tion and stretched perpendicularly cannot become elongated as one would expect.
This simplification greatly speeds up the model but limits its ability to describe
cellular morphology. Consider stretching a tissue of cells, we would expect the
cells to elongate in the direction of stretch, but this is not possible within this
model framework.
Related to this is the fact that passive cellular properties, such as stiffness,
are captured in terms of contact forces, i.e. interfacial properties that are shared
between two cells, rather than as properties of the cells themselves.
1.5.6 Summary
We have examined five different classes of model that might be used to model
developmental systems and found that none are entirely appropriate for our pur-
poses. Their suitability to the criteria set out for a model is shown in Figure
1.9.
The Palsson and Othmer model and the Schaller and Meyer-Hermann model
were closest to capturing the behaviour of developmental tissues based on the re-
quirements we set out. However, Palsson and Othmer could not properly capture
cell-cell dissipation and Schaller and Meyer-Hermann had limited descriptions of
cellular morphology and passive cellular properties.
We would like a combination of the best features of both of these models but
rather than try to adapt them to incorporate the features we are interested in,
we decided to create our own model based on our requirements from the outset.
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Figure 1.9: Comparison of the various models against the requirements of a
model for dynamical developmental systems. Most do not accurately capture
the dissipation due to relative cell motions. Green indicates that the feature is
captured well, yellow that it is captured in some way and red that it is not present
in the model.
The model will be designed to naturally incorporate the cell-centric, strain
tensor paradigm as described in Blanchard et al. [2009], allowing the easy in-
terchange of information between these metrics and the modelling framework
while being as mechanically consistent as possible. The development, testing and
application of this new model is the topic of this thesis.
1.6 Thesis Overview
This thesis is divided into seven chapters. In this chapter, we have discussed the
models available to probe the underlying mechanisms of processes in development
and found that none were suitable for our purposes so decided to create our own.
Chapter 2 and 3 present the computational model that will be the topic of
this thesis. The major assumptions and modelling choices will be described and
discussed.
Chapter 4 applies the model to passive systems (i.e. systems without cell
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generated behaviour) under different boundary conditions. These idealised ap-
plications allow us to explore the fundamental parameters of the model and how
they interact with one another.
Chapter 5 applies the model to idealised active systems, focussing on how
protrusive behaviour and its interaction with the boundary conditions controls
behaviour at a tissue scale.
Chapter 6 describes two applications of the model to in vivo systems (ze-
brafish and chick) to investigate hypotheses about mechanisms that generate the
observed behaviour within these tissues.
The final chapter discusses the results of the model in the wider biological
context and explores possible future applications.
27
Chapter 2
Requirements of the Model
2.1 Introduction
In this chapter, a new modelling approach is presented for probing the dynamics
of multi-cellular, developmental systems. We have outlined five key requirements
of a computational model necessary for it to probe and understand processes in
development. These were:
• Cell Morphology
• Passive Cellular Properties
• Cell-Cell Dissipation
• Active Behaviour
• Boundary Conditions
We will describe how each of these requirements is captured in the modelling
framework that we have developed. We have initially chosen to implement the
model in two dimensions to allow us to get a more intuitive grasp of the concepts
underlying the model and its behaviour in simpler conditions. We note, however,
that all of the concepts and philosophy of the approach that we introduce is
robust enough to map to three dimensions but technically more challenging to
implement, this will be discussed in the final chapter.
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We will discuss each of these requirements in turn in this thesis, however,
we postpone our discussion of active forces until a later chapter when we will
examine active systems in detail. After examining each of these ingredients, we
will describe how they are assembled and the extra procedures that must be
introduced to ensure the physical consistency of the model.
2.2 Cellular Morphology
We model cells within the model as continuous, deformable bodies that are subject
to forces. The major direction and magnitude of the deformation is captured by
using an ellipse to represent the cell. These ellipses are allowed to overlap but
experience contact forces opposing these overlaps.
Representing cells in this way means that the cells pack together with overlap-
ping regions and gaps in other regions. This is not the case in dense tissues where
a Voronoi tessellation (see 2.2.3) has been shown to approximate cell shapes well
(Schaller and Meyer-Hermann [2005], Honda [1978]). Furthermore, the area that
each cell occupies within the tissue relative to some known stress-free area of the
cell relates to the stress the cell must be experiencing, i.e. if a cell has a larger
area than we would expect it might be because it is experiencing forces along its
perimeter that cause it to expand. To capture this aspect of cell shape, we use a
Voronoi tessellation to allocate every point in the tissue to a cell. This allows us
to determine the area that the cell occupies and clearly defines cell neighbours, a
feature that overlapping ellipses do not have.
In this section, we present a summary of the key results in continuum me-
chanics relating to how the kinematics of deformable bodies (strain) can be repre-
sented. These ideas will be discussed in three dimensions as this is a more general
approach and establishes the framework of the model in three dimensions should
it ever be extended in this way.
2.2.1 Strain
A continuous, deformable body subjected to an external load must change shape.
The study of the kinematics of such deformations is called deformation theory.
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Consider an undeformed, continuous body in 3 dimensions defined by a volume
V , with points P0 and P1 joined by a vector r = x− x0, as illustrated in Figure
2.1.
Figure 2.1: Undeformed and deformed states of a continuous body V , with points
P0 and P1 joined by a vector r
The general deformation of a solid can be represented as a displacement field,
u(x) = (u1(x), u2(x), u3(x)), for each point x ∈ V . For small deformation theory,
we consider the Taylor series to first order around point P0 of point P1, represented
by displacements u0 and u respectively:
u = u0 +∇.u[x− x0]
The change in relative position of r is given by ∆r = r′ − r = u− u0, which
is:
∆r = (∇.u)r
Or equivalently in tensor notation:
∆ri = ui,jrj
The tensor ui,j is known as the displacement gradient tensor and in three
dimensions can be written as:
30
∇.u = ui,j =

∂u1
∂x
∂u1
∂y
∂u1
∂z
∂u2
∂x
∂u2
∂y
∂u2
∂z
∂u3
∂x
∂u3
∂y
∂u3
∂z

This tensor can be decomposed into symmetric and antisymmetric tensors ij
and ωij respectively:
ui,j = ij + ωij
where:
ij =
1
2
(ui,j + uj,i) (2.1)
ωij =
1
2
(ui,j − uj,i) (2.2)
The tensors ij and ωij are known as the strain tensor and rotation tensor
respectively. This means that in small deformation theory, the change in relative
position vector of neighbouring points is represented by a rotation and a strain
components, and the order of transformation does not matter.
We can decompose the strain tensor into a spherical component, (1/D)kkδij,
describing the variations in volume from the reference area of the object, and a
traceless, deviatoric component devij , describing the elliptical component of the
deformation:
ij =
1
D
kkδij + 
dev
ij (2.3)
where D is the dimension of system. This form will be used later when discussing
the constitutive model of the cell.
2.2.2 Cell Morphology as an Ellipse
The strain tensor represents an ellipse and an ellipsoid in two and three dimen-
sions respectively. In two dimensions, this ellipse represents the directions and
values of maximum elongation and contraction of the deformable body respec-
tively. By representing the general deformation of a cell by its strain tensor, we
only capture the deformation of the cell projected onto this elliptical shape. This
means that any information about more complex shapes that the cell can take is
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lost by using this representation.The strain tensor is thus the first-order approx-
imation of the shape of the cell, higher order shape terms include contributions
of egg and square shapes.
We use the strain tensor to represent the shape of the cell and by doing so
make the assumption (as in Blanchard et al. [2009]) that these higher order shape
terms do not have a large effect on the tissue level behaviour of large collections of
cells. This assumption means that the model will not be appropriate for exploring
processes where a very accurate representation of cell shapes of higher order is
required. One example of such a system is the formation of rosettes of cells in
Drosophila development (Blankenship et al. [2006]).
Despite these drawbacks, by using the strain tensor we are able to use a large
body of knowledge developed in continuum mechanics to model the system. This
will be particularly clear when we examine passive cellular properties in the next
section.
We use the strain tensor to represent the deformation of cells within the model.
We use a logarithmic strain or true strain model. The strain  (in 1D) is given
by:
 = ln
(
l
L
)
where l and L are the current and rest lengths of the deformed object. This
model of strain was chosen as it allows us to apply the simpler small deformation
theory to large deformations whilst still maintaining consistency.
With the logarithmic strain model, the eigenvectors of the strain tensor repre-
sent the directions of the major and minor axes of the corresponding ellipse and
the exponentials of the eigenvalues represent the magnitudes of these axes. Note
that using this definition, a strain tensor being traceless and the deformation
preserving the volume of the ellipse are equivalent. The shape of the ellipse at
any time is represented by a traceless strain tensor devij as well as a reference area
(stress-free) and current area.
32
2.2.3 Cell Morphology as a Voronoi Polygon
Representing the cells as ellipses means that the packing of the cells affects the
overall density of the tissue, which will vary as the boundaries of the tissue
move. To ensure the density within the model can be controlled and allow us
to accurately define the contacts between cells we use a Voronoi tessellation (as
in Schaller and Meyer-Hermann [2005]).
For a set of points (called generators), Voronoi tessellations divide space into
regions such that each point within a given region is closer to the generator of that
region than any other. As an example, consider a town with say ten water pumps
located throughout from which all of the residents must get their fresh water.
Suppose we want to divide the town into regions based on which water pump is
closest to each house within the town, then these regions can be determined by a
Voronoi tessellation. In this example, the generators are the water pumps since
we want to divide the town based on their locations and moving one will change
the shapes of the different regions. The edges of the regions (for generators that
are points as in this example) are straight lines so the regions of the town are
in fact polygons. Voronoi tessellations arise in many applications from Brillouin
zones in crystallography (Brillouin [1930]) to Cholera outbreaks in epidemiology
(Snow [1855], the motivator for the example).
Within our model (as in Schaller and Meyer-Hermann [2005], we use the
Voronoi tessellation to divide the tissue of ellipses in a plane into polygonal regions
associated with each cell, the edges of each region define the interfaces between
cells, across which forces can act. These polygons are the second part of the dual
representation of cells within the model. This representation is used (as we shall
see later in this chapter) to define the neighbours of a given cell, calculate contact
forces and implement boundary conditions across the tissue.
Calculating the Voronoi tessellation of ellipses within a plane is more chal-
lenging than for points within a plane. The plane must be divided into regions
according to the points in the plane that are closest to the surface of a given
ellipse and the edges of the Voronoi diagram are curves rather than straight
lines (Emiris et al. [2006] and Bock et al. [2009]). As a result, procedures that
implement the calculation tend to be slow. In Appendix A, we describe how
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Figure 2.2: A Voronoi tessellation of points in a plane taken from Aurenhammer
[1991]
we calculate the Voronoi tessellation from the ellipses and how to calculate the
elliptical representation from a given Voronoi tessellation.
The Voronoi tessellation is useful for the model in two ways.
Firstly, the Voronoi tessellation describes the area of the tissue associated
with a particular cell, allowing us to impose area constraints to each cell which
take the packing of the cells into account.
The second useful feature of the Voronoi tessellation is that it clearly defines
the neighbours of a cell, therefore which other cells each cell can interact with.
Within living tissues, the number of cell neighbours was discussed in Gibson et al.
[2006], where it was shown that the average number of neighbours for a cell is
six, representing 46.4% of all cells. Five and seven neighboured cells represent
28.9% and 20.8% respectively. Remarkably, this distribution is largely preserved
across different organisms (Drosophila, Xenopus and even plant epidermis). It is
suggested that it is caused by cell divisions, which generate daughter cells with
five neighbours each and the cells not reorganising quickly enough to return to
the average of six neighbours. Once cell division is implemented in the model, it
will be interesting to examine this feature of tissues but this will not be examined
in this thesis.
Both of these properties of the Voronoi tessellation are used throughout the
model as we shall discuss in the next chapter.
34
2.2.4 Conclusion
In this section, we have described the dual representation of cell morphology
within the model. We use a strain tensor to describe the deformation of the cell
and by calculating the Voronoi tessellation of these ellipses, we get a space-filling
representation. The Voronoi tessellation defines the neighbours of a given cell
(i.e. the ones a cell can interact with through forces) and the current area of each
cell.
We now examine how to meet the second of our requirements that of cell-cell
dissipation.
2.3 Passive Cellular Properties
The second requirement we set out was that of passive cellular properties, these
properties determine how the cell responds to forces applied by other cells or the
boundary conditions. Before we discuss how such a relationship is represented
within the model framework, we describe how forces act on continuous bodies
using stress and how through a constitutive relationship this relates to the strain
of the cell. This constitutive relationship then defines the passive properties of
cells within the model.
2.3.1 Stress
In continuum mechanics, stress is a physical quantity that expresses the internal
forces that neighbouring regions of a continuous material (the cell in this case)
exert on each other. A summary of the major results of stress theory that we will
make use of are presented in Appendix A.
Forces acting on a continuous body can be divided into two major groups,
body forces and surface forces:
• Body Forces are forces that act on the volume of the cell, such as magnetic
fields, gravity or inertia. These are assumed to be zero for the purposes of
the model.
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• Surface Forces These forces result from the physical contact of cells with
other objects, such as other cells or substrates. These forces form the core
of the model.
For a cell within a tissue, body forces are typically negligible: the effects of
gravity, inertia and magnetism are small when considering a small cell in a viscous
tissue.
Cells interact with their neighbours (defined using the Voronoi tessellation)
through surface forces and these surface forces are divided into three categories:
contact forces, viscous forces and active forces.
Contact forces represent normal forces to the interface between two cells such
as pressure terms. They are calculated using a contact force model, which uses
the information about the packing and stresses of neighbouring cells to determine
the contact force between them.
Viscous forces are defined by the viscous model (which we will describe in
the next section when considering cell-cell dissipation) and occur whenever two
neighbouring cells move relative to one another.
Active forces represent active processes that occur between cells within a tissue
such as protrusive activity (lamellipodia etc.). In the framework of the model,
the only restrictions on the active forces are that they are balanced, so a cell
must pull on other cells to move. We refer to modelling systems without and
with active forces as passive and active systems respectively.
These three classes of surface force represent stresses applied between cells,
we expect that these stresses affect the shape (strain) of the cell we are interested
in. To explicitly capture these mechanical properties of the cell we must use a
constitutive relationship that defines how the applied stresses affect the strain.
2.3.2 A Constitutive Equation
The aim of using a model is to provide a method of probing the mechanics under-
lying processes within morphogenesis. This requires a relationship between the
shape of the cell and its stress. Experiments performed on cells using atomic force
microscopy (Alcaraz et al. [2003]), optical tweezers (Wottawah et al. [2005b]) and
other techniques yield many different stress-strain relationships depending on the
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environment, type of cell and the scale of the measurement. A relationship be-
tween stress and strain is known as a constitutive equation and three candidates
are:
• Linear Elasticity The strain of the material depends linearly on the ap-
plied stress. Response times are instantaneous and there is no loss of energy
with repeated loading and unloading.
• Viscoelasticity The strain of the material is related to the current stress
and some information about the history and rate of deformation of the
object. Many different viscoelastic models exist, but all involve a dissipative
term, that means repeated loading and unloading cycles lead to energy being
lost as heat. This is the typical model used for red blood cells (Thurston
[1972]).
• Power Law In many cells, the complex viscoelastic responses cannot be
captured using only a few viscous and elastic elements. There are a dis-
tribution of dissipation times within the cell as seen in other soft glassy
materials (Balland et al. [2006]).
For the purposes of our model, we will use a linear elastic relationship. This
has the advantage of being simple and due to the cell-cell viscous dissipation
model, cells within the model tissue will exhibit viscoelastic behaviour.
This constitutive relationship could be modified to capture either viscoelastic-
ity or power law behaviour, but for the purposes of this thesis we will use linear
elasticity and observe the complexity of the behaviour that this simple assump-
tion can generate, (this will be discussed further at the end of Chapter 4). We
will now discuss linear isotropic elasticity in more detail to derive the results that
we will use in this thesis.
Linear Isotropic Elasticity
Many materials including metals, concrete and plastics exhibit linear elasticity
for small deformations. In the same way that linear transformations between
rank 1 tensors (vectors) can be represented by rank 2 tensors (matrices), linear
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transformations between the stress and strain rank 2 tensors is represented by a
rank 4 tensor known as the fourth-order elasticity tensor, C. Using suffix notation:
σij = Cijklkl (2.4)
Some materials such as wood and crystalline materials exhibit different stress
strain relationships depending on the direction in which they are measured, this
behaviour is known as anisotropy. This model assumes that the mechanical prop-
erties of cells are isotropic, i.e. the same in all directions. This assumption will
clearly break down for cells which are highly anisotropic behaviour, such as my-
ocytes and neurons.
Isotropy further reduces the stress-strain relationship to the following:
σij = λkkδij + 2µij (2.5)
Here, δij is the identity tensor or the Kronecker delta. λ and µ are known as the
Lame´ constants. The above relationship is known as generalised Hooke’s Law.
The three dimensional form constitutive equation that is useful in the model is:
σ = Kvol() + 2Gshear()
which decomposes the stress of the cell into two separate contributions: one
related to the variation in the volume of the cell (vol()) and another related to
the deformation of the cell at a constant volume (shear()).
The two elastic parameters are the bulk (K) and shear (G) moduli and
• Bulk Modulus K describes how difficult it is to change the volume/area
of the object.
• Shear Modulus G describes how difficult it is to change the shape (or
equivalently shear) of the object at constant volume/area.
The other elastic moduli that are typically used are the Young’s Modulus
E and the Poisson Ratio ν, and these are represented in terms of K and G as
E = 9KG
3K+G
and ν = 3K−2G
2(3K+G)
.
Linear, isotropic elasticity and the other results derived in this subsection
provide the basis for defining the constitutive relationship relating the shape of
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the cell to its stress that is used within the model. The model we use is two
dimensional, so in the next section we will discuss how to move from the three
dimensional results derived above to the two dimensional results used within the
model.
Moving to Two Dimensions
As described previously, the modelling approach developed here will initially be
used to probe systems that can be reduced to two dimensions. The results derived
above for three dimensions are typically reduced to two dimensions in two ways:
plane strain and plane stress.
• Plane Stress: The three dimensional object is bounded by two parallel
planes separated by a distance that is small in comparison to the other
dimensions of the problems. These parallel planes are then assumed to be
stress free.
• Plane Strain: The three dimensional object is very large in one dimension
compared to the others, so that the strain in this direction is assumed to
be zero.
The model described in this thesis uses the plane strain assumption (since we
are only interested in strains within the plane) to reduce the problem to two
dimensions. Again we get:
σ = K2Darea() + 2G2Dshear()
It can be shown that the 2D elastic parameters (K2D and G2D) can be ex-
pressed in terms of the 3D elastic parameters:
G2D = G
K2D = λ+G = K + G/3
For the remainder of this thesis, we will drop the 2D subscripts for clarity, but
it should be remembered that the elastic moduli (K and G) relate to the two
dimensional parameters rather than three dimensional ones.
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This concludes our discussion of the passive cellular properties in the model.
In the next chapter, when discussing implementation, we will describe how the
different distributions of forces on a cell lead to different shapes and how these
relationships can be used to generate dynamics within the model framework.
2.4 Cell-Cell Dissipation
Cell-cell dissipation is the requirement that we set out that was least adequately
accounted for in the other models that we examined. In this section, we will
describe two aspects of cell-cell dissipation. The first describes the relationship
between the relative motion of cells at an interface and the force that is induced
by this movement. We call this relationship the viscous force model.
The second aspect relates to how we update the positions and shapes of cells
from a given distribution of viscous forces within a tissue, which we call the
slippage kinematics. This aspect is the area that was not properly accounted
for in the model of Palsson and Othmer (Palsson and Othmer [2000]), which
calculated the viscous forces based on the movements of the cell centres rather
than the slippages at the interfaces (which must involve both the cell centres and
shapes).
In this thesis, we will only consider viscous forces that relate to the sliding
between two cells, rather than between a cell and a substrate. The reason for
developing it in this way was that other models have the substrate interactions
so hard-wired that they are difficult to remove. By developing the model with-
out cell-substrate interactions, we could ensure that there really is no implicit
substrate assumption. Once this framework has been developed, we will see that
including cell-substrate viscous forces within the framework is relatively simple.
2.4.1 Viscous Force Model
Viscous forces within the model occur whenever two cells with a shared interface
move relative to one another. From the distribution of viscous forces at the
interfaces between cells, we can obtain a field of relative cell movements through
the viscous force model. This field is used to update the positions and shapes of
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cells, which we will describe in the next section. In this section, we will describe
the viscous model i.e. how the relative motion of cells at an interface relates to
the viscous forces between them.
A cell in contact with certain substrates or other cells can forms adhesive
junctions that bind the cell to the other object. These adhesive junctions serve
a variety of functions such as anchoring junctions to transmit stress and channel
forming junctions to link the cytoplasms of neighbouring cells. These adhesion
junctions undergo binding and unbinding as a thermodynamic process. To model
this process, we assume that these bonds have two major features:
• Stiffness, describing how difficult it is to stretch the bonds between the
adhesion molecules. This has an associated spring constant k.
• Turnover Rate, a timescale τT associated with the average time between
binding and unbinding of adhesion molecules due to thermodynamic fluc-
tuations.
To examine the effects of a shear force on the interface between 2 cells consider
the situation illustrated in Figure 2.3
a)
b)
Figure 2.3: Description of the viscous model. a) The cell boundaries with ad-
hesion molecules before a shear is applied. b) The cell boundaries and adhesion
molecules after a shear due to a relative velocity v, the net displacement of the
endpoints of an adhesion molecule is given by δx.
A shear, due to a relative movement δx, using Hooke’s Law and a first order
approximation requires an energy Es = k(δx)
2 per adhesion. The turnover rate
means that the average adhesion lasts for τT seconds so the extension of the
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molecule when it unbinds if the two interfaces are moving at relative velocity v
is given by δx ≈ vτT . When a molecule unbinds the energy due to extension is
lost as heat so the energy loss per adhesion is:
E = k(vτT )
2
For an interface of length l with n adhesions per unit length, the resistive force
F v for the entire interface is given by the total energy expended divided by the
distance it has moved through so is given by:
F v =
Enl
vτT
= kvτTnl
Using vector notation and combining the bonding affinity k, the timescale τT
and the number of adhesions per unit length n into a single viscosity parameter
η, we arrive at the viscous model:
Fv = ηlv (2.6)
Using this relation, we can calculate the slippage or relative velocity between
cells due to a given viscous force. Therefore, for a given distribution of viscous
forces across the tissue we can calculate a velocity field of slippages between cells.
This model differs from a finite-range spring model, in that the springs break/
unbind after a characteristic time τT rather than breaking after the spring reaches
a certain length. The consequence of this difference is that there is no elastic ”re-
coil”, i.e. if the membranes are moved less than the range of the finite springs,
once the shear force is removed the membranes will recoil to their original posi-
tions. In the viscous model of this section, even for shear forces lasting less than
the timescale τT , there will be a loss of energy and a net displacement after the
shear force has stopped.
In the next section, we will discuss how to use the velocity field calculated
from the viscous forces to update the positions and shapes of the cells.
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2.4.2 Slippage Kinematics
Having determined the viscous forces, the viscous model defines a slippage rate
vFij between cells in contact i and j. The positions xi and shapes of the cells 
dev
i
must be updated to be consistent with this slippage vector field. In this section,
we will discuss the kinematics of how the slippage between two ellipses relate to
their change in position and shape (taken from Kabla et al. [2010]).
Figure 2.4: Cells with contact point P at position cij. Slippage is calculated by
considering the movement of P from cell i and cell j due to changes in position
dx and shape di.
Consider 2 cells with positions xi and xj with contact point P at cij = cji. If
the positions of the cells change by dxi and dxj, and shape changes by d
i and
dj. We determine how these quantities relate to the slippage amount vFijδt, by
considering the movement of the contact point P from each cell.
Movement of P as viewed from reference frame of cell i or j (respectively) is:
dP = di(cij − xi)
dP = dj(cji − xj)
Moving to the reference frame of j from cell i, is achieved by translation
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dxj − dxi. The movement of P as viewed in this frame is:
dP = dxj − dxi + dj(cji − xj)
The slippage amount is the difference between these terms so:
vFijdt = dxi − dxj + di.(cij − xi)− dj.(cji − xj) (2.7)
This equation provides a relationship between the slippage amount vFijdt and
the shape and position change, δi and δxi for each cell.
2.5 Boundary Conditions
We now examine the final requirement of the model, that boundary conditions
must be easily implemented within the framework to allow us to stretch and
deform the tissue. To see how this is achieved, we first discuss the method used
to ensure that force balance occurs correctly across the tissue.
The equation for force balance within a continuous body subject to an external
force F is given by (from Appendix A):
∇.σ(x) = F
In the model, the continuous body is the two dimensional tissue so x describes
a point in the plane. The stress function σ(x) in this tissue is defined as constant
across each Voronoi polygon by the stress tensor σi of cell i corresponding to that
Voronoi polygon. The finite element method then updates these cellular stresses
and positions to ensure that the above PDE is true for the tissue.
We use a finite element method to solve the partial differential equation (PDE)
above. Finite element methods are used to find numerical solutions to boundary
value problems for PDEs typically in electromagnetism, heat transfer and elas-
ticity. We use it to ensure that forces are correctly balanced over large length
scales across the tissue.
Applying different boundary conditions (such as stretching the tissue), from
a mathematical point of view just involves solving the above PDE with different
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boundary conditions. Therefore, the finite element method used to equilibrate the
stress will also enable us to displace or apply forces to the boundaries, and have
these perturbations accurately reflected in the stress distribution and positions
of cells within the tissue.
In the next chapter, we will discuss in detail how the finite element method is
implemented and how boundary conditions are incorporated within that frame-
work.
This concludes our presentation of how the requirements that we set out are
implemented within the model framework. In the next chapter, we will describe
how these requirements are assembled to create a coherent model framework.
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Chapter 3
Assembling the Model
3.1 Introduction
Having presented how each of the requirements that were set out are captured in
the model, we now discuss how these requirements can be assembled to create a
modelling framework that we can use to probe developmental systems.
To recap the results of the last chapter, cells are represented as ellipses and
Voronoi polygons in the plane. This dual representation is used to capture cellular
morphology within the model. When these cells move relative to one another
they experience viscous forces at their interface. The viscous model provides a
relationship between the viscous force and the speed of the relative motion. The
constitutive relationship, which describes how the shape of the cell responds to
applied forces is captured using linear, isotropic elasticity.
Boundary conditions are controlled using a finite element method, which al-
lows us to move the boundaries of the system whilst maintaining the correct
balance of stresses over the tissue.
We now present an overview of the methods used to combine these different
aspects into a cohesive framework, before describing each method in more detail.
The Algorithm
The algorithm we use to generate the dynamics is outlined in Figure 3.1.
Starting with a configuration of cells, the contact forces and active forces are
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Figure 3.1: A schematic representation of the algorithm used for generating dy-
namics. Blue boxes represent the outputs/inputs of the model, the green text
boxes represent the method (functions) used to calculate each output from the
inputs. Red boxes indicate the requirements we set out and black boxes represent
methods that have been introduced to create the algorithm.
calculated from the shapes and positions of the cells using contact and active force
models. Viscous forces are calculated from the contact forces and active forces
using constraints of mechanical equilibrium such as force balance, torque
balance and that the internal stress of a cell (calculated using the constitutive
relationship) must reflect the distribution of forces acting on it.
Using the viscous forces and the viscous damping model, a velocity field of
slippages at each interface between cells is calculated. The relationships derived
in the previous chapter about slippage kinematics are then used to update the cell
positions and shapes. We then apply the finite element method to ensure that
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the boundary conditions are correctly applied to the cells. The new cell shapes
and positions can then be used to calculate the contact forces and the process
continues.
We will now discuss how forces in general are represented in the model before
examining how contact forces are calculated from the cell positions and shapes.
The form of the constraints of mechanical equilibrium that are used to calculate
the viscous forces from the contact forces are then derived before explaining how
these systems are solved within the model.
3.2 Forces
As mentioned above there are three kinds of forces within the model:
• Viscous Forces that occur when any cell moves relative to another.
• Contact Forces that act normal to the interface between cells and capture
the effects of pressure and other terms.
• Active Forces that occur whenever the cell supplies energy to change the
environment it is in. Simple examples include formation of protrusions such
as lamellipodia and active shape change behaviours.
Viscous and contact forces are sufficient to model passive systems, so for the sake
of simplicity we will focus on the modelling of passive systems before describing
(at the end of the chapter) how to incorporate active forces within the framework.
The viscous and contact forces act between neighbouring cells at their shared
interface. Neighbouring cells are defined as cells that share an edge in the Voronoi
tessellation of the tissue.
For simplicity, we model contact and viscous forces as point forces acting at
the midpoint of each shared interface. This means that each cell experiences an
average of six contact and six viscous forces at six distinct locations around the
surface of the cell. Modelling forces in this way (as opposed to a force at every
point on the surface of the cell) simplifies discussions about stress to discussions
about forces. This allows us to use sums over forces rather than using integrals
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of stresses over lengths (which are more time consuming to calculate). This is a
choice of implementation that could be modified if stresses are required.
Representing the same idea mathematically, interactions between cells are
modelled as point forces using a Dirac delta function δ(θ − θij), where θij is the
angle within the reference frame of cell at which the force with cell j, Fij acts.
For viscous and contact forces between cells i and j, the angle θij is defined as
the angle between the x-axis of the system and the midpoint of the interface of
the cells (Figure 3.2).
Figure 3.2: The angle θij at which the contact and viscous forces act is defined
as the angle between the x-axis and the midpoint of the interface of cell i and
cell j.
With this point force assumption, the general formula of the surface force
density function for cell i, Ti(θ) (from the discussion of stress in the previous
chapter) with neighbours indexed by j is given by:
Ti(θ) =
1
Ri
√
pi
√
3
6
∑
j
Fijδ(θ − θij) (3.1)
Equation 3.1 states that the distribution of forces on the surface of the cell is
given by point forces at six (on average) positions on the surface of the cell, each
one defined by an angle to the point of contact. The constant factor
√
pi
√
3
6
arises
as the result of moving between the elliptical representation (for the cells) and
the polygonal representation within the Voronoi (for the forces), the verification
of this factor will be done in Section 3.3. Ri is the current effective radius of the
cell, i.e. Ri =
√
Ai
pi
, where Ai is the current area of the cell (defined by the area
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of the Voronoi tessellation.
With our general form of forces within the model, we can describe how we
calculate the contact forces from a given configuration of cells.
3.3 Contact Forces
Contact forces within the model capture effects of normal forces across the inter-
face between two cells due to the pressure and shape of cells. They are calculated
using the shapes and positions of cells. They are used to ensure that cells do
not occupy the same area of space and ensure that the elliptical and Voronoi
representations of cells remain coupled.
In broad terms, the amount of overlap between the ellipses (which are of fixed
area) determines the size of the contact force between the cells, since contact
forces must inhibit cells occupying the same area. Contact forces within the
model are denoted by the symbol Fcij and are constrained to only act normal
to an interface. This constraint means that any forces parallel to an interface
(shears) must be accounted for by viscous forces, which induce relative motion of
cells at their boundaries.
As described earlier, the ellipse that represents the cell is has the same area as
the stress free area of the cell. The area of the Voronoi polygon associated with
the cell captures the current area of the cell. The contact force between cells i
and j is then divided into three separate contributions:
• Pressure terms- The first term captures the contact forces that are related
to the area change of the cell, i.e. cells that have a smaller area than they
should must be compressed by contact forces, this term relates to the bulk
moduli Ki and Kj of the cells in contact, (Figure 3.3a)).
• Shear terms- The second term captures the contact forces that a cell must
apply to neighbouring cells due to its elongation, related to the shear moduli
Gi and Gj of the neighbouring cells (Figure 3.3b)).
• Jamming effects related to a third parameter denoted by C. This term
captures contact forces that are not due to either the first (circular) or
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second (elliptical) terms of the contact model but due to deformations with
different symmetries (Figure 3.3c)).
Starting
Conﬁguration BoundaryConditions
Resulting
Conﬁgurationa)
b)
c)
Figure 3.3: Contact forces (green arrows) on the central cell in three different
configurations of cells. a) Contact forces due to effects related to the bulk modulus
and area change of the cell. b) Contact forces due to effects related to the shear
modulus and the shear deformation of the cell. c) The local configuration contact
force due forces not captured by the other contributions.
We will discuss how each of these contributions is calculated within this sec-
tion. First, we must define the zero-stress state of a collection of ellipses. Sim-
ple external force fields are applied to this configuration, of which the resultant
stresses on cells can be calculated analytically. These known stresses can be used
to define the contributions of each of the three kinds of contact forces described
above.
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3.3.1 Defining the Equilibrium Configuration
In this section, we will discuss the zero-stress configuration of cells. This config-
uration will provide a starting point for examining the three contributors to the
contact forces presented above.
We fix the area of the ellipses representing the cells to be the same as their
stress free area and consider the isotropic contraction of a system of such ellipses,
as shown in Figure 3.3a). We see that the contact forces (calculated through
overlaps between cells) must account for the pressure of cells. The pressure due
to isotropic compression is given by:
p = −KA− A0
A0
(3.2)
This relationship provides a natural way to express contact forces due to
overlaps between cells; in terms of the area change. An alternative, and at first
sight simpler, way to define the overlaps would be in terms of distances, however,
capturing the pressure effects of such forces within this framework is cumbersome.
To capture these area effects, we fix the area of the ellipse Aell, to be the same
as its stress free state. The area of the Voronoi polygon associated with each cell
Avor (which varies depending on the packing of neighbouring cells and represents
the current area of the cell) then controls the pressure of the cell:
p = −KAvor − Aell
Aell
(3.3)
This definition relates the pressure of a cell to its deviation from a stress free area
Aell so when the current area is the same as the stress free area (Avor = Aell), the
pressure is zero. We define the stress-free configuration of cells as hexagonally
packed (since this is the most space efficient way to pack circles within a plane),
with overlaps between the ellipses so that Avor = Aell. An illustration of this
packing is given in Figure 3.4.
It is useful for future discussions to here relate the radius of the circle R,
with the length of the side of the hexagon a. The area of a circle of radius R is
Aell = piR
2 and the area of a hexagon of side a is Avor =
3
√
3
2
a2. Setting these
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Figure 3.4: The equilibrium configuration of cells within the model. The area of
the ellipse is the same as the area of the Voronoi hexagon so there is an overlap
at the edge of each ellipse. The radius of the circle is R and the side of a hexagon
has length a ≈ 1.10R.
equal and solving:
a =
√
2pi
3
√
3
R ≈ 1.10R (3.4)
We will use the equilibrium configuration defined in this section to define each
of the different contributions to the contact force in turn.
3.3.2 Bulk Effects
The bulk effects of contact forces can be extracted by considering the equilibrium
configuration (Figure 3.4) under isotropic compression. The stress on the cell due
to contact forces in this case must match the stress on the system. The contact
force Fcij between cells i and j is given by:
Fcij = −plij eˆr(θ)
Where p is the pressure, lij is the length of the edge defining the contact between
cells i and j.
Later we will derive a relationship between the stress of the cell and the
forces acting on it. Here we use that equation (Equation 3.11) and the fact that
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Tr(σ) = 2p in 2D elasticity:
Tr(σ) =
1
pi
∫ 2pi
0
Ti(θ).eˆr(θ)dθ
=
1
piRi
√
pi
√
3
6
∑
j
fij.eˆr(θij)
=
p
pi
√
pi
√
3
6
∑
j
lij
Ri
= 6p
√√
3
6pi
√
2pi
3
√
3
= 2p
Where
∑ lij
Ri
= 6
√
2pi
3
√
3
from Equation 3.4 with the sum being over 6 identical
terms. This verifies that the constant factor in Equation 3.1 is correct.
The pressure pi on cell i is given by pi = −Ki Avor−AellAell and similarly for cell
j. This means that for 2 cells i and j in contact with pressures pi and pj, the
contact force due to pressure is given by:
Fcij = −1/2(pi + pj)lijnij (3.5)
where nij is the normal to the interface of cells i and j pointing away from cell i.
The average is taken since we require that Fcij = −Fcji
3.3.3 Shear Effects
Cells that have been isochorically stretched and packed together exert normal
forces across their interface, this is made clear by considering the traction vector
Tn = σ
inij at a point on the edge of the ellipse with normal nij, which will in
general have some component normal to the interface.
To define this normal force, we consider the equilibrium configuration with
identical ellipses and apply a pure shear as illustrated in Figure 3.3b), which
results in a purely deviatoric stress tensor for each cell i, σi = 2Gi
i.
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Using a pure shear deformation, which preserves volumes, ensures we do not
pick up any terms due to the pressure of the different cells.
The contact forces for this example are derived by considering the traction
vector, Tn = 2Gi
inij, using the normal to the interface between cells i and j,
nij.
The contact forces are constrained to be normal to the interface, so they are
defined as the projection of the traction force onto the normal to the interface:
Fcij = 2Gilij(n
T
ij
inij)nij (3.6)
As in the previous section, we verify the correctness of this contact force and
the form of Ti(θ) by considering the canonical deformation for this contribution
(pure shear). The form:
Fcij = 2Gilij
inij
is used rather than the projection onto the normal for the verification, since the
above form includes components parallel to the interface that should arise as
viscous forces. Considering pure shear deformation by a small amount s.
i =
(
s 0
0 −s
)
The 6 normals and edge lengths under this deformation have the form (to first
order in s):
nij = (±
√
3/2(1− 3/2s),±1/2(1 + 1/2s)), (0,±1)
lij =
√
2pi
3
√
3
Ri
4
(2− s),
√
2pi
3
√
3
Ri(1 + s)
inij = (±
√
3/2s,∓1/2s), (0,±s)
Using σ = 1
pi
∫ 2pi
0
T(θ) ⊗ eˆr(θ)dθ and eˆr(θij) ≈ nij (which we will derive in the
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next section). The predicted stress tensor is given by:
σ = 2G
√√
3
6pi
∑
j
lij
Ri
inij ⊗ nij
Substituting the results derived above and:
inij ⊗ nij =
(
3/4s ∓3/4s
±
√
3/4s −1/4s
)
,
(
s 0
0 0
)
This becomes (to first order):
σ =
(
2Gs 0
0 −2Gs
)
Exactly the stress tensor that would be expected from σi = 2Gi
i.
The form of the contact force used within for this deformation is, as in the
previous section, the average contribution of the two cells in contact to ensure
that forces are balanced i.e. Fcij = −Fcji.
Fcij = 1/2(2Gilij(n
T
ij
inij)nij + 2Gjlji(n
T
ji
jnji)nji)
= Gilij(n
T
ij
inij)nij +Gjlji(n
T
ji
jnji)nji
3.3.4 Local Configuration Effects
The previous two terms are based on the elastic moduli of cells K and G, so
represent the first (circular) and second (elliptical) modes of deformation respec-
tively. The third and final term within the contact model accounts for all other
configurations that cells within a tissue can exhibit. These deformations are not
captured in the strain tensor of the cell, so cannot be derived from the shape of
the cell as the previous two terms have. An illustration of the kind of deformation
that is captured by this is included in Figure 3.3c).
The third contact term is calculated by considering a contact between cells
i and j (Figure 3.5). Joining the ends of the edge defining their contact to the
centres of the two cells defines two triangles with areas Ai4 and A
j
4. The sectors
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Figure 3.5: The contact between cell i and cell j illustrated in green. The areas
of the sectors Asec and the Voronoi triangles associated with the contact A4 are
shown. These terms are used to calculate the contact force associated with local
configuration effects.
of the ellipses within these triangles have areas Aisec and A
j
sec.
The contact force is then given by:
Fcij = CG
i
(
Ai4
AiV or
− A
i
sec
Aiell
)
+ CGj
(
Aj4
AjV or
− A
j
sec
Ajell
)
(3.7)
Here C is the jamming contact parameter. These local configuration effects
can be seen as higher order deformations on the shape of the ellipse, which are
likely to be related to the ability to locally shear the cell, so also scale with the
shear modulus G.
Considering the
(
A4
AV or
− Asec
Aell
)
term; the force depends on the mismatch be-
tween the area of triangle and the area of the sector, but each term is scaled by
the total Voronoi polygon and ellipse areas for the cell respectively. This scaling
is required since differences in the absolute values of the triangle and sector areas
are captured in the bulk modulus term, and thus need to be factored out.
The jamming contact parameter C turns out to be very interesting, it affects
the ability of cells to move past one another by providing forces that resist the
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small movements of the cell which must be overcome to rearrange. This means
that it defines a local energy barrier to cellular rearrangements.
This concludes the discussion about contact forces. We now turn our discus-
sion to how contact forces can be used to determine the viscous forces within the
model using the constraints of mechanical equilibrium.
3.4 Constraints of Mechanical Equilibrium
Each cell within the model is subject to several physical constraints, which re-
strict the allowable distributions of forces based on the stress of the cell. These
constraints arise as a result of applying Newton’s Laws of Motion (laws that all
physical objects obey) to the cells within the model (along with the overdamping
assumption mentioned earlier). They say that the forces on the cell must exactly
cancel one another out. They also require the turning forces on the cell to cancel
out so that there can be no net torque on a cell.
More constraints arise from the fact that the shape of the cell must reflect
the forces on it. For example, if it is elongated, it must be experiencing forces to
hold it in this elongated state. This constraint can be derived and combined with
the force and torque balance constraints to calculate the viscous forces from the
contact and active forces within the model.
In this section, we will derive the algebraic forms of these constraints based
on the surface force density function T(θ), which defines the force vector at a
given angle θ on the surface of the cell.
We now introduce the notation that will be used throughout this section.
We assume when applying forces that cells are circular for the purposes of this
analysis, rather than elliptical, greatly simplifying the algebra. If any cell within
a simulation reaches an aspect ratio of more than 3 : 1, at which point the circular
approximation starts to break down, we discard the simulation from the analysis.
The boundary of a circular cell can be defined by a radius R and an angular
parameter θ taken from the x-axis, thus every point on the perimeter is of the
form Reˆr(θ) = (R cos θ, R sin θ), where eˆr(θ) is the unit radial vector at angle θ.
The unit tangent vector at a given angle θ given by eˆθ(θ) = (− sin θ, cos θ).
In Equation 3.1, we showed that we represent T(θ) as a sum of Dirac delta
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functions. Here we derive the constraints in terms of the surface density function
before substituting its explicit form into the derived constraints.
Cells are modelled as objects with no inertia, so that forces and torques on
the cell must be balanced. This assumption coupled with the fact that the forces
on a cell must be consistent with its stress leads to three constraints:
• Force Balance R ∫ 2pi
0
T(θ)dθ = 0
• Torque Balance R ∫ 2pi
0
T(θ).eˆθ(θ)dθ = 0
• Stress
The third constraint means that the distribution of forces acting on a cell
must match its current stress at any time. We derive this constraint now.
3.4.1 Stress Constraint
Cauchy’s Stress Theorem (Appendix Equation 1) states that the traction vector
(or force-density vector) W(θ) is given by the stress tensor σ acting on the normal
at that point eˆr(θ):
W(θ) = σeˆr(θ) (3.8)
The expression allows us to calculate the function W(θ) from the stress tensor
σ.
Cell i within the model can experience any distribution of forces due to its
interactions with neighbouring cells. We define this distribution of forces using a
surface force density vector as Ti(θ). In this section, we would like to determine
which components of this general surface force density vector affect the overall
stress of the cell.
This relationship is expressed as an integral (as with force balance) which
guarantees that the total distribution of forces on the cell is consistent with its
stress.
To calculate this relationship, we note that the unit radial vector in 2D, eˆr(θ),
has the property (using suffix notation and ei to represent a component of the
unit radial vector):
1
pi
∫ 2pi
0
ei(θ)ej(θ)dθ = δij
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where δij is the Kronecker delta. Starting from Equation 3.8 in suffix notation:
Ti(θ) = σijej(θ)
1
pi
∫ 2pi
0
Ti(θ)ek(θ)dθ = σij
(
1
pi
∫ 2pi
0
ej(θ)ek(θ)dθ
)
σik =
1
pi
∫ 2pi
0
Ti(θ)ek(θ)dθ
Or equivalently in vector notation, the stress constraint equation is:
σ =
1
pi
∫ 2pi
0
T(θ)⊗ eˆr(θ)dθ = 1
pi
∫ 2pi
0
(
Tx cos θ Tx sin θ
Ty cos θ Ty sin θ
)
dθ (3.9)
where T(θ) = (Tx(θ), Ty(θ)). Examples of different functions T(θ) and the re-
sulting stresses and shape changes on the circle are given in Figure 3.6.
3.4.2 Calculating the Viscous Forces from Contact Forces
The constraints on the form of the surface force density function Ti(θ), which
ensure force balance, torque balance and a shape that is consistent are:
0 =
∫ 2pi
0
T(θ)dθ (3.10)
σ =
1
pi
∫ 2pi
0
(
Tx cos θ Tx sin θ
Ty cos θ Ty sin θ
)
dθ (3.11)
We now describe how these equations can be used to derive the viscous forces
from the contact and active forces. We limit our discussion to only contact forces
but the active forces are treated in the same way as the contact forces.
To derive the equations relating the viscous forces, we use a modified form of
Equation 3.1:
Ti(θ) =
1
Ri
√
pi
√
3
6
∑
j
(Fcij + F
v
ij)δ(θ − θij)
where Fc and Fv are the contact and viscous forces respectively. This equation
is substituted into Equations 3.10 and 3.11. For cell i, with neighbours indexed
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Figure 3.6: Different forms of T(θ) and the associated stress tensors as calculated
from Equation 3.11.
by j, this gives the form of the constraints as:
−
∑
j
Fcij =
∑
j
Fvij√
6pi√
3
Riσ −
∑
j
Fcij ⊗ eˆr(θij) =
∑
j
Fvij ⊗ eˆr(θij)
These formulae represent a system of simultaneous linear equations that must
be solved to determine the viscous forces. In order for this system to be solvable
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by some procedure (either by a best fit or exact solution), the rank of the matrix
representing this linear system must be at least the number of unknowns that we
are solving for.
Counting the degrees of freedom (unknowns) and comparing it to the number
of constraints, we see that the 2 formulae above represent 6 constraints per cell.
For a system of N cells with periodic boundary conditions, there are 3N
contacts each with one viscous force vector to be determined, i.e. 2 degrees of
freedom, so 6N unknown quantities.
The number of constraints exactly matches the number of unknowns so we
can solve the linear system of equations. The procedure used to solve this system
of equations is described in the next section.
3.5 One Step Solution
Updating the system involves calculating the viscous forces from the contact
forces, then using the viscous forces and hence slippages to calculate the new
positions and shapes. Rather than solving these 2 systems of simultaneous equa-
tions one at a time, it is more efficient to combine them into one large system of
equations that calculates the new positions and shapes directly from the contact
forces, the viscous forces can then be calculated if required.
Solving the system of equations is the same as solving the matrix equation:
Hv = b
We will now examine v, b and H in turn for a system of N cells.
If δi =
(
ai bi
bi −ai
)
and δxi = (x
i, yi), then the array of unknowns, v, with
length 4N is given by:
vT =
(
x1, y1, a1, b1, x2, . . . , xN , yN , aN , bN
)
The values of di and dxi are simply added to current shape and position of
each cell, i and xi, to update the system.
The sparse matrix H is of dimension 4N by 6N + 2 (the extra 2 constraints
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are due to fixing the average velocity of the cells to be zero). H is constructed
by substituting:
Fvij =
ηlij
dt
[dxi − dxj + di.(cij − xi)− dj.(cji − xj)]
into the force balance constraints:
−
∑
j
Fvij =
∑
j
Fcij
∑
j
Fvij ⊗ eˆr(θij) =
√
6pi√
3
Riσ −
∑
j
Fcij ⊗ eˆr(θij)
and assigning the appropriate elements of H.
The right-hand sides of the above equations are placed directly into the zero-
indexed array b, which has length 6N + 2, for cell i ∈ 0...N − 1:
b[6i] =
∑
j
F c0ij
b[6i+ 1] =
∑
j
F c1ij
b[6i+ 2] =
∑
j
[cos θijF
c0
ij ]−
√
6pi√
3
Ria
i
b[6i+ 3] =
∑
j
[sin θijF
c0
ij ]−
√
6pi√
3
Rib
i
b[6i+ 4] =
∑
j
[cos θijF
c1
ij ]−
√
6pi√
3
Rib
i
b[6i+ 5] =
∑
j
[sin θijF
c1
ij ] +
√
6pi√
3
Ria
i
where b[k] indicates the kth element of the vector b.
After constructing the matrix H and vector b, the overconstrained system is
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solved through QR factorisation to perform the linear least squares regression
to determine the best fit for the system of equations. The system being over-
constrained means there might be no solution that satisfies all of the constraints
exactly. The result given by linear least squares regression guarantees that when
this result is substituted into each of the constraints, the difference between the
value in the constraint and the value produced by the output of the linear least
squares is minimal when added up across the system. In other words, the result
is as close as possible to satisfying all of the constraints.
The matrix of constraints within the model always has full rank(the program
checks for this) so the linear least squares solution to these equations is unique.
There are situations with high degrees of symmetry where this system of equations
might not have a unique solution, however, due to noise from other aspects like
the Voronoi tessellation which are used to calculate the contact forces, these cases
never arise in practice.
Cells only interact with their (on average six) nearest neighbours, so the ma-
trix H is sparse (i.e. most of its terms are zero), it is also symmetric due to the
fact that forces are equal and opposite, this means solving the system of equations
can be done using much less computer memory and processor time. The routine
used in this model is provided as part of the Suitesparse package [Davis].
Despite these properties of the system that speed up its solution (symmetry
and sparsity), calculating v is stillO(N3), whereN is the number of cells, meaning
that for sufficiently large systems, doubling the number of cells will make the
algorithm eight times slower. This slowdown will limit the size of systems that
the model can simulate in its current form (i.e. with cell-cell viscosity). This
scaling property will also have an effect if the model is moved to three dimensions
where there will be more cells in a given simulation (see the discussion on moving
to higher dimensions in Chapter 7).
We will now briefly discuss how to incorporate active processes within the
above framework.
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3.6 Incorporating Active Forces
Active forces are calculated using an active force model. The form of this model
depends on the particular process being simulated, the only constraint being that
of force balance, so that when an active force is created, there must be an equal
and opposite reactive force. In a later chapter, we will describe and explore an
active force model for protrusive activity, in which a cell applies an active force
between two of its neighbouring cells to mimic protrusions as described in Keller
et al. [2008b].
To see how active forces fit within the above framework, we calculate the
active forces at the same time as the contact forces using an active force model.
This allows them to be treated in a similar way to the contact forces, so the
equations become:
−
∑
j
Fcij + F
a
ij =
∑
j
Fvij√
6pi√
3
Riσ −
∑
j
Fcij ⊗ eˆr(θij)−
∑
j
Faij ⊗ eˆr(θij) =
∑
j
Fvij ⊗ eˆr(θij)
where Faij is the active force between cell i and j. In these equations, all of the
values on the left hand side of the equals sign are known (from the contact and
active models).
In the one step solution, the left hand side of the above equations corresponds
to the vector b in the equation Hv = b, so the addition of the active forces does
not affect the matrix H, and hence does not affect the ability to solve the system
(but obviously affects the solution).
3.7 Large-Scale Force Balance
Ensuring large scale force balance within the model involves solving the partial
differential equation (PDE) for force balance within a continuous body subject
to an external force F:
∇.σ(x) = F
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In general, the stress function σ(x) is a function defined for any position x
in the continuous body. For our model tissue, the continuous body is the two
dimensional tissue so x describes a point in the plane. The stress function in this
tissue is defined as constant across each Voronoi polygon by the stress tensor σi
of cell i corresponding to that Voronoi polygon.
Solving this PDE is achieved using finite element analysis, which requires a
PDE to be written in what is called a weak form. The weak form for the elasticity
PDE is formulated as the Principle of Virtual Work, and we will derive it in the
next subsection.
Finding the numerical solution to this weak form of the partial differential
equation involves three steps:
• Partitioning the space (in this case the plane) into segments called elements
in a process called meshing.
• Finding the approximate solution to the partial differential equation (which
includes the boundary conditions) on each element (a local solution).
• Reconstructing the global solution for the whole domain from the solutions
of each of the elements.
Each of these aspects will be described for finite element method for elastic
systems. The following derivations are based on very similar derivations in Sadd
[2005].
3.7.1 Principle of Virtual Work
Finite element analysis requires a PDE to be written in what is called a weak
form. This is a rephrasing of the PDE in terms of a principle of least action
that must be minimised to find the solution. The derivation presented here uses
principle of virtual work Landau and Lifshitz [1970], and transforms the PDE
for elasticity into a principle of least action. The following derivation is adapted
from Sadd [2005].
We consider a point within an elastic body and imagine displacing it from
its current position to another position. This displacement may or may not take
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place so we call the path that it takes the virtual displacement. The work done
against forces moving along a virtual displacement path is called the virtual work.
The key feature of any object that is in static equilibrium is that this state is
equivalent to the virtual work for all virtual displacements being zero. This is
known as the principle of virtual work and it is used here to formulate the PDE
into the weak form required for it to be amenable to finite element analysis.
The virtual displacements of points within the body are denoted by δu(x) =
(δu1, δu2). The virtual work done by body Fi and surface forces T
n
i on a body,
with volume V and surface S is given by:
δW =
∫
S
T ni δuidS +
∫
V
FiδuidV
Using Gauss’ Theorem and definitions of the traction vector T ni , the virtual
work function is given by:∫
V
σijδijdV =
∫
S
T ni δuidS +
∫
V
FiδuidV
where the virtual strain is defined by δij = 1/2(δui,j + δuj,i). Within the model,
we neglect body forces so: ∫
V
σijδijdV =
∫
S
T ni δuidS (3.12)
This is the form of the principle of virtual work that we will use for the finite
element method. We now discuss how to mesh the space and how this method
can be used to solve the elasticity equation.
3.7.2 Meshing and Interpolation
The meshing procedure is used to divide the region into elements, the approximate
solution is then calculated on each of these elements to interpolate the solution to
the partial differential equationn. The Voronoi tessellation of the cells provides
a very natural meshing of the plane into polygons, which can easily be split into
collections of triangles using the centre of the cell and the edges of the polygon.
This is illustrated in Figure 3.7.
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Figure 3.7: The Voronoi tessellation with the meshing of the system into trian-
gular elements in red.
We will use a linear interpolation function for the triangle, this will lead
to a constant strain tensor across each element, since strains are calculated as
derivatives of displacements. A spatially constant strain tensor is all we require
since all elements are part of a cell, which we defined as having a single spatially
constant strain tensor. The representation of a linear triangular element will now
be discussed.
For a linear interpolation of a scalar function u(x, y) = c1 + c2x+ c3y, defined
on a triangle with points (x1, y1), (x2, y2), (x3, y3), we have:
u(x1, y1) = u1 = c1 + c2x1 + c3y1
u(x2, y2) = u2 = c1 + c2x2 + c3y2
u(x3, y3) = u3 = c1 + c2x3 + c3y3
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A useful form of this function is to express the ci in terms of ui:
u(x, y) =
3∑
i=1
uiψi(x, y) (3.13)
where ψi(x, y) is a linear Lagrange interpolation function for a triangle, given by:
ψi(x, y) =
1
2Ae
(αi + βix+ γiy)
where Ae is the area of the triangle/element and αi, βi and γi, are given by (for
i, j and k cyclical permutations of (1, 2, 3)):
αi = xjyk − xkyj
βi = yj − yk
γi = xk − xj
In two dimensional elasticity finite element analysis, we are interested in finding
the displacement vector (u, v) for each of the nodes within the mesh, or equiva-
lently triangle, using Equation 3.13, we can represent (u, v) as:
(
u
v
)
=
(
ψ1 0 ψ2 0 ψ3 0
0 ψ1 0 ψ2 0 ψ3
)

u1
v1
u2
v2
u3
v3

= ΨU
Then the strains can be represented as:
e =
 xxyy
2xy
 =
 ∂/∂x 00 ∂/∂y
∂/∂y ∂/∂x
( u
v
)
= BU
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where:
B =

∂ψ1
∂x
0 ∂ψ2
∂x
0 ∂ψ3
∂x
0
0 ∂ψ1
∂y
0 ∂ψ2
∂y
0 ∂ψ3
∂y
∂ψ1
∂y
∂ψ1
∂x
∂ψ2
∂y
∂ψ2
∂x
∂ψ3
∂y
∂ψ3
∂x
 = 1
2Ae
 β1 0 β2 0 β3 00 γ1 0 γ2 0 γ3
β1 γ1 β2 γ2 β3 γ3

We require the finite element method within the model to move the positions
of the nodes of the Voronoi to ensure that stress is balanced throughout the
system. Each element has a pre-stress shape, defined by the strain tensor of the
cell that the element is contained within, denoted by e0. We are interested in the
displacements relative to this pre-stressed state so Hooke’s Law has the form:
σ = M(e + e0) = M(BU + e0)
Here M is the elasticity matrix. For an isotropic, elastic solid with two dimen-
sional shear modulus G and bulk modulus K operating with the plane strain
assumption, we have:
M =
 K +G K −G 0K −G K +G 0
0 0 G

The results derived above are substituted into the virtual work equation (Equa-
tion 3.12) to calculate local solutions to the PDE, which are reconstructed into a
global solution.
3.7.3 Local Solutions
The principle of virtual work and the results derived in the previous section before
can be combined to form:
∫
Se

 δxxδyy
2δxy

T  σxσy
τxy

 dxdy = ∫
Γe
( δu
δv
)T (
T nx
T ny
) ds
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where Se is the surface defined by the triangle and Γe is the closed contour around
the element. The above equation becomes:
δUT (KˆU + S−Q) = 0 (3.14)
where:
Kˆ =
∫
Se
BTMBdxdy = AeB
TMB
S =
∫
Se
BTMe0 dxdy = AeB
TMe0
Q =
∫
Γe
ΨT
(
T nx
T ny
)
ds
Equation 3.14, is true for all δU, so:
KˆU = Q− S
The above relations were derived for one element, so are known as local properties,
Kˆ is the local stiffness matrix, Q is the local traction vector and S is the local
pre-stress vector. We now examine how these local solutions can be combined to
form the global solution.
3.7.4 Global Solution
To solve the equation over the whole tissue, the local results derived above must
be combined to form a global system of equations. Each node within the mesh
is associated with roughly six triangular elements, the local stiffness matrices for
each of these elements is assembled into a global matrix K¯, to solve the equation:
K¯U¯ = Q¯− S¯
where the bar over the symbol (¯) represents the global equivalent of the local
term, e.g.:
U¯T = (u1, v1, u2 . . . un, vn)
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where n denotes the number of nodes within the mesh.
This system of equations is linear, and we determine U¯ by inverting the square,
symmetric matrix K¯.
We now discuss how we use the above solution structure to impose different
boundary conditions to the tissue.
3.7.5 Boundary Conditions
The finite element method presented above can be used to apply stresses and
strains to the system of cells by varying the boundary conditions. We will discuss
here how we can apply boundary conditions to the tissue.
In this thesis, we will explore only systems of cells with periodic boundary
conditions. Periodic boundary conditions mean that the box of cells within the
simulation is ”wrapped” so that the right-most edge and the left-most edge are
”stuck together”, as are the top and bottom edges. This has been chosen so that
each cell interacts only with other cells, meaning that while we are characterising
the behaviour of the model, systems of cells can be perturbed cleanly without
worrying about effects of cells interacting with boundaries.
Periodic boundary conditions require large systems of cells within the periodic
box to avoid artefacts that might arise from the periodicity of the box. For
example, if the box representing the system becomes one cell thick then due to
the periodicity each cell will have itself as a neighbour twice. Within this thesis,
we use simulations of at least 256 cells to avoid such effects.
Implementing boundary interactions (e.g. cells in contact with a wall) as well
as free boundaries is the most obvious area of extension for the model and will
be discussed in the final chapter of this thesis.
We can modify the boundary conditions of this periodic box in two ways, either
by imposing a strain or stress to the box. The finite element framework handles
both imposed boundary conditions equally well but we limit our discussion to
imposed strains since we can typically measure the strain changes of in vivo
systems more easily than the stresses.
Periodic boundaries mean that some elements will overlap the boundaries of
the system (as can be seen in Figure 3.7). To account for the periodicity of
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the system within the finite element method, a virtual node is introduced, the
displacements of which (δX, δY ), represent the change in the boundaries of the
periodic box. This virtual node provides the handle for perturbing the boundaries
of system, and by varying the value that it is displaced we control the movements
of the boundaries of the box. It appears in every element that is defined as
overlapping the edges of the periodic box.
Figure 3.8: An element overlapping the boundary of the periodic system repre-
sented in red.
The element pictured in Figure 3.8 is affected by the movement of the bound-
ary, since x2 will move relative to x1 and x3, whenever the boundary moves. The
form of the displacement function in the y-direction for this element is given by:
v(x, y) =
3∑
i=1
viψi(x, y) + δY ψ2(x, y)
Similar modifications are made for elements that overlap the boundary in the
x-direction. With this virtual node added to the global node displacement vector
U¯, and represented appropriately in the stiffness matrix K¯, the periodic case can
be solved by simple matrix inversion.
This concludes our discussion of the finite element method used within the
model to impose boundary conditions to the system and ensure force balance over
larger length scales.
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3.8 Conclusion
In this chapter, we have outlined the framework of an entirely new modelling
approach for examining systems of cells.
This force-based approach represents cells as a strain tensor and Voronoi poly-
gon that interact with other cells through contact, active and viscous forces. The
contact and active forces are calculated using contact and active force models
from the initial positions and shapes of cells. These forces are used to calculate
the viscous forces using force balance constraints. The viscous forces then pro-
vide the slippages of cells through a viscous model. These slippages are then used
to update the positions and shapes of cells. We can impose different boundary
conditions on the system through the use of a finite element method to adjust the
shapes and positions of cells. This new configuration of cells can then be used to
calculate contact forces and so the process continues.
Some of the details of the model involve complex calculations and it is difficult
at this stage to know how correct these derivations are given some of the simpli-
fying assumptions that have been made throughout the derivations. We will see
in the next few chapters that despite these assumptions the model is robust and
behaves in a predictable and intuitive way.
The major parameters of the model are:
• The shear modulus G.
• The bulk modulus K.
• The cell-cell viscosity η.
• The jamming contact parameter C.
• The radii of cells R.
In the next chapter, we will explore the effects of varying these parameters in
passive systems with different boundary conditions, to determine how the param-
eters affect the measurable behaviour of the systems. Understanding the effects
of the parameters within these simple systems will first allow us to determine
whether the model is behaving correctly, and secondly allow us to gain a deeper
understanding about how the parameters affect and scale with one another.
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Chapter 4
Passive Systems
4.1 Introduction
In the previous chapters, the major components of the model and how these
components can be used to generate dynamics were discussed. In this chapter
and the next, attention is turned to exploring how these individual ingredients fit
together to affect the observable behaviour of the model. This is done in several
idealised cases. These systems are simple enough to form hypotheses as to how
the model should behave, which allows the verification that the model is imple-
mented correctly. These systems also reveal how the different parameters affect
the observable behaviour and patterning of the system. The major parameters
of the model are:
Parameter Definition Estimate
G Shear elastic modulus of the cell ∼ 40Nm−2
K Elastic bulk modulus of a cell ∼ 250Nm−2
η Cell-cell sliding viscosity ∼ 105Nm−2s
R Cell radius ∼ 10−5m
C Jamming contact parameter No data
Table 4.1: The major parameters of the model and their definitions. Estimates
are for three-dimensional parameters, see Section 4.5.1. for further discussion.
This chapter will explore passive systems, i.e. systems without active forces.
Examining systems without active behaviour allows the controlling parameters
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of the model to be explored and understood in a more simple setting. Once this
understanding has been gained, it can be used to direct the exploration of active
behaviour, which is performed in the next section.
A system of 256 identical cells with periodic boundary conditions is used
and the parameters of the system (e.g. shear stiffness) are varied between each
simulation. The response of the system to deformation is measured for each
combination of parameters to determine how these parameters affect the observed
behaviour (intercalation, cell strain etc.).
Two initial random configurations of 256 identically sized circles were taken
from Wyart et al. [2008]. These configurations of centroids were used to place cells
within the periodic box, the cells were then allowed to relax and this was the start-
ing configuration of cell shapes and positions used in the following simulations.
These random configurations were used to minimise the effects of large-scale order
arising within the packing of the cells and distorting the results.
The configurations used in Wyart et al. [2008] contain 256 circles, so this
number will be fixed throughout the next chapters, we will see a variation when
we look at real world examples in Chapter 6. This number of cells is chosen to
be large enough to reduce the effects of the periodic boundary conditions but
sufficiently small so that large batches of simulations can be performed quickly.
The tests in the next few sections were also run on 64 cell configurations with
similar results.
Time within the simulations is measured in terms of timesteps, i.e. iterations
of the algorithm illustrated in 3.1. For a discussion of how these timesteps and
hence the timescale of the system might correspond to ”real” times, see the
Section 4.5.1.
Two major modes of deformation of the passive tissue will be examined:
isotropic compression and pure shear. By deforming the tissue in these spe-
cific ways, the effects of the bulk modulus K (related to isotropic compression)
and the shear modulus G on the behaviour of the tissue can be examined inde-
pendently. This separation allows the effects of each parameter to be understood
more easily, an understanding that can be used when examining more complex
systems that will contain combinations of these bulk and shear effects.
The pure shear behaviour is investigated in two different instances. Firstly,
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step strain where an instantaneous pure shear deformation is applied to the cells
and their relaxation is measured. Secondly, constant strain rate where the system
is gradually stretched and the cellular behaviour over time is observed.
The three idealised passive systems and the associated parameters they are
designed to explore are:
• Isotropic Compression and Expansion (K)
• Step Strain (G, η and C)
• Constant Strain Rate (G, η and C)
We start our exploration with isotropic compression and expansion.
4.2 Isotropic Compression and Expansion
We start with the case of isotropic compression and expansion since it is the
simplest passive system as its effects were calculated previously when setting
out the bulk effects in the contact model. Isotropic compression (expansion)
involves reducing (increasing) the sizes of the periodic box in both the X and Y
directions by the same amount to reduce (increase) the overall area of the system
isotropically, as illustrated in Figure 4.1a) and b).
We use a system of identical cells with bulk modulus K and radius R, both
of which we vary between simulations. We isotropically compress or expand
the system (defining the area change for the system and hence pe) and calculate
the average pressure due to contact forces pc.
The expected behaviour of this system is that the pressure calculated from
the contact forces, pc using the stress balance equation, should exactly match the
pressure as predicted by elasticity theory pe. The exact forms of which are given
as:
pc = 2
√
3
6pi
∑
j
Fcij.eˆr(θij)
pe = −KA− A0
A0
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Figure 4.1: Behaviour of the system under isotropic compression. a) Pre-
compressed state. b) Compressed state, dimensions of the periodic box have
been reduced by 10% in each direction, note the lack of intercalation and shape
change. c) Graph of the relative area change (A−A0
A0
) against the scaled pressure
(pc
K
) due to contact forces, we obtain the relationship pc = −K A−A0A0 as expected.
The results of these simulations can be seen in Figure 4.1c). We see that
pc = −K A−A0A0 = pe exactly as predicted. Thus verifying that our implementation
of the contact model in the case of pressure is correct.
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This system does not generate cellular dynamics, all forces generated by this
compression are normal to the interface between two cells, so are captured purely
by contact forces. This means there are no viscous forces and hence no interca-
lation. The system responds instantaneously to the applied compression (due to
the finite element model) and the cells do not move after the stretch has been
applied.
We now examine a system that induces dynamics, and explore how the dif-
ferent parameters affect the behaviour of the system over time.
4.3 Step Strain
The next system that we examine is that of the step strain. We apply a single,
large, instantaneous stretch to a configuration of cells and measure how the cells
relax. This 40% stretch in the x-direction is made to preserve the area of the
system, allowing us to investigate the effects of the shear modulus G alone. A
typical system is shown in Figure 4.2.
The system is stretched instantaneously, the cells elastically deform to exactly
match the stretch applied to the boundaries of the box since they are elastic
and the stretch is applied much quicker than they can rearrange. Therefore,
initially the average strain of the cells is the same as the tissue strain (Figure
4.2b)). These stretched cells are unable to sustain this deformed state so relax
by intercalating and rearranging (Figure 4.2c)). These rearrangements slow as
the cells become more circular and the configuration of cells eventually becomes
fixed. This configuration of cells typically maintains a small amount of residual
strain, which cannot be relaxed as the cells do not have sufficient elastic energy
to overcome local forces and further relax their shapes.
The tissue strain, cell strain and intercalation for a typical system are shown
in 4.3.
The tissue strain is an input and the intercalation is defined as the difference
between the cell strain and the tissue strain so we need only investigate the
time evolution of the average cell strain to fully characterise the system. The two
interesting aspects of the cell strain curve illustrated in Figure 4.3 are its gradient
and the value of its plateau, i.e. the relaxation time and the residual strain. The
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a)
b)
c)
Figure 4.2: Large step strain applied to a system of cells. a) The pre-strained
system of cells. b) The system of cells immediately after the applied shear. c) The
system after relaxation (enlarged), which is achieved through the intercalation of
cells. The red dots represent the current cell centres and the yellow paths mark
the trajectories of these cell centres from b) for a patch of tissue.
effects of these aspects will be investigated in turn.
4.3.1 Relaxation Time
To examine the effects of the parameters on the relaxation time of the system,
a 40% stretch is applied in the x-direction whilst shrinking the y-direction to
preserve the area of an initially square periodic system of cells. The tissue is a
configuration of identical cells with bulk moduli K = [5, 10, 20], shear moduli
G = [0.5, 1, 2], radii R = [0.5, 1, 2] and cell-cell viscosities η = [10, 20], varied
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Figure 4.3: The typical response of the system to a step strain (measured in
the direction of the stretch): the initial stretch is entirely accounted for by cell
elongation, before this stretch is relaxed through intercalation.
between each simulation. The value of the jamming contact parameter C = 15
is fixed, its effects will be discussed in the next subsection. The time evolution
of the cell strain is recorded for each of these simulations.
The relaxation of the cell strains for a variety of parameters is shown in 4.4a).
The responses of these systems follow four distinct possible paths each of which
we have coloured separately, according to their value of a parameter τ . We now
describe how this parameter relates to the other parameters of the model.
To see why the system follows distinct paths, we observe that initially the
viscous forces must account for the stress of the cell in its elongated state. The
magnitudes of these viscous forces are related to the stiffness of the cell G, i.e.
stiffer cells require larger forces to remain elongated. Conversely, the amount
of slippage for a given viscous force is controlled by the viscosity η, i.e. higher
viscosity means that the cells relax more slowly. Combining these effects, we see
that doubling the cell stiffness has the same effect as halving the viscosity (both
increase the speed of relaxation of the cell). The speed of relaxation of the cell
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Figure 4.4: a) The relaxation of strain of the cells over time through intercalation.
Curves are coloured by their timescale parameter τ = η/G. b) Collapse of average
strain relaxation curves after scaling time with τ plotted with a logarithmic time
axis. Curves are coloured by the value of the bulk modulus K for each experiment,
which we see does not affect the behaviour
shape ˙ is related to the current shape  of the cell by:
ηR˙ ∼ −G
So:
 ∼ e−t/τ
where τ = η/G.
Now, plotting the time evolution of the average cell strain and scaling the time
by the timescale parameter τ = η/G for each simulation (Figure 4.4b)), we see that
all of the curves collapse to a single characteristic curve. This demonstrates that
the relaxation of the system is controlled by the timescale parameter τ = η/G.
The collapse of the curves in Figure 4.4b) also demonstrates that the bulk
modulus of the cells K, does not affect the behaviour of the system. K was
varied in the simulations but has no effect on the curves. This can be seen by
noting that the different coloured curves all collapse to the same characteristic
curve. There is no observed effect on this system due to K because the overall
area of the system does not change due to the stretch, and from its definition the
bulk modulus only affects systems that change area.
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There is a small amount of variation in the tails of the curves, which start to
diverge more when the cell strain is approximately 0.05. At this point, the forces
due of the jamming contact parameter C, i.e. due to the effects of cells not quite
being in the most stable state, become comparable to the forces exerted by the
elongated cells, which want to relax. These effects will be discussed in the next
section, where we will examine how the jamming contact parameter C affects the
plateau value of the curves, i.e. the residual strain.
4.3.2 Residual Strain
We now examine how the residual strain is affected by the values of the param-
eters. From the previous section, we see that all of the curves in Figure 4.4
reach approximately the same final value of strain. This means that the residual
strain is not controlled by any of the parameters varied in that study. The only
parameter that was not varied was the jamming contact parameter C.
This parameter controls the force applied to a cell by its neighbouring cells to
resist local deformations of the patch of cells, these deformations are not captured
by the elasticity parameters G and K of that patch. This means that C also
controls the forces that must be overcome by cells to be able to rearrange, since
forces that are too small mean that the will not be able to move against these
local forces and thus allow cannot intercalate.
To probe the effects of the jamming contact parameter, the same boundary
conditions are used. We fix the values of η = 20, R = 1, G = 1 and K = 10 and
vary the value of the jamming contact parameter. As before, we record how
the average cell strain varies over time.
The results are shown in Figure 4.5. We see that increasing the value of C
increases the residual (i.e. final) strain of the system. This means that larger
values of C cause cells to be trapped in what would be transient configurations
in the relaxation of the system. This trapping reduces the ability of the cells to
intercalate and therefore relax their shapes.
Examining the residual strain, Figure 4.5b) shows that the residual strain
depends approximately linearly on the jamming contact parameter C, The fact
that this line, which is constrained to pass through the origin, is such a good fit
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Figure 4.5: a) The effects of varying C on the strain relaxation of cells. Higher
values of C lead to higher residual strain within the cells as shown in b).
suggests that the residual strain is entirely due to the jamming contact parameter
C, since with no C there would be no residual strain.
To investigate the effect of the splitting of the curves seen in 4.5a), the curves
were fitted with exponentials using linear least squares regression. This technique
allowed us to obtain an effective timescale parameter τeff (C) by extracting the
exponent of the fitted curve. This effective timescale more accurately captures
the timescale of the system, since the relaxation time of the system τ is affected
by the jamming contact parameter C. Figure 4.6 illustrates how τeff (C) varies
with the jamming contact parameter C. We see that for low values of C, the
ratio of τeff and τ is almost one (meaning that C doesn’t affect the timescale),
but increasing C reduces this ratio to almost one half.
This result is intuitive, since for small values of C the energy required to
overcome local force effects is much smaller than the elastic energy stored within
the cell until the cell is very nearly relaxed. However, making the jamming
contact parameter larger means that this energy barrier to local rearrangements
becomes more comparable to the elastic energy stored in the cell much earlier in
the relaxation of the cells so affects the timescale more drastically.
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Figure 4.6: Fitting the time curves of 4.5 a) with an exponential decay, we get
an effective timescale parameter τeff . This graph shows how τeff/τ depends on
the value of C.
4.3.3 Conclusion
In this section, we have shown that the timescale τ and the jamming contact
parameter C are fundamental in describing how the system of cell responds to a
step strain. τ controls how quickly the system relaxes after the applied strain and
is the fundamental timescale of the system. C controls the amount of residual
strain remaining in the system after the cells reach a stable state. It also affects
the timescale of the system, leading to an effective timescale τeff .
With the results of this section, we examine the next fundamental class of
deformations, that of a constant linear strain.
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4.4 Constant Strain Rate
The next passive system that we will examine is constant strain rate. This in-
volves moving the boundary in the x-direction at a constant rate of strain, while
the y-direction is moved to preserve the area of the system. This process is
illustrated in Figure 4.7.
a)
b)
c)
Figure 4.7: The system with an applied linear constant strain rate, which pre-
serves the volume of the system. Two triangles of cell centres are marked and
followed throughout the simulation. a) An initial configuration of cells. b) The
system at the midpoint of the simulation. c) The tissue at the end of the simula-
tion, the system is now twice its original length in the x-direction. The movement
of the vertices of the marked triangles illustrate how much the cells move, elon-
gate and change their neighbours, with contacts being formed vertically and lost
horizontally.
These boundary conditions are used to explore how the time evolution of cell
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strain  depends on the speed of the stretch γ˙, and how this behaviour relates to
the timescale τ and jamming contact parameter C.
A typical response of the system to creep is outlined in Figure 4.8. The tissue
strain is imposed to increase linearly and we see that the cell strain and tissue
strain initially match before the cells start to intercalate. This allows the system
to extend without increasing the strain of the cells. This steady state strain is
denoted by ∞.
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Figure 4.8: Tissue shape, cell shape and intercalation (in the direction of the
stretch) within a typical system, note the initial elongation of the cell matches
the tissue before it starts to plateau (shown in light blue), which we call ∞. The
tissue strain rate γ˙ is shown as the gradient of the tissue strain.
To examine how the time evolution of the cell strain depends on the strain rate
of the tissue, we vary the strain rate of the periodic box γ˙ for different values
of the cell-cell viscosities η, the cell shear stiffnesses G and the jamming
contact parameter C.
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Figure 4.9: a) Graphs of cell strain against time for different values of τ and
stretch speed γ˙. The response of the system depends on the speed of the stretch
and the timescale of the system. b) Scaled cell strain /γ˙τ plotted against scaled
time t/τ, for C = 15. The initial responses of all the systems is the same under
such a scaling, however, the curves split depending on their value of γ˙τ . The
oscillatory behaviour for γ˙τ = 0.031 arises due to the cellular packing becoming
very regular, allowing the cells to minimise their strain.
4.4.1 Short Timescale Response
Initially, we examine the behaviour of the system for a fixed value of the jamming
contact parameter C = 15 to explore how the behaviour of the system depends
on the strain rate γ˙ = [1/200, 1/400, 1/800], the shear stiffness G = [1, 2] and the
viscosity η = [50, 100].
The average cell strain over time is shown in Figure 4.9a). We would like to
scale the axes once again to collapse these curves on to single characteristic curve.
At very short timescales (t/τ ≈ 1), one would expect the strain of the cells
only depends on the extension of the tissue since there won’t be sufficient stresses
within the cells or sufficient time for intercalation to can relax the applied strain.
So we expect:
 ∼ γ˙t
Phrasing this in terms of dimensionless quantities:
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γ˙τ
∼ t
τ
To explore this effect, we plot the strain divided by the dimensionless speed /γ˙τ
against the non-dimensional time t/τ.
We see a collapse of the curves in Figure 4.9 to four characteristic curves,
one for each value of γ˙τ . Initially, the curves follow exactly the same trajectory
confirming our expectation that the strain of the cells in this regime depends
only on the tissue strain rate. However, the curves split according to their speed
γ˙τ , this means that doubling the tissue stretch speed does not double the steady
state strain of the cells. We will now investigate this steady state behaviour and
how it depends on the jamming contact parameter C.
4.4.2 Steady State Regime
To investigate what controls the steady state strain ∞ and how it depends on
the jamming contact parameter C, we performed simulations varying the contact
parameter C = [5, 10, ...45], the tissue strain rate γ˙ = [1/200, 1/400, 1/800], the shear
stiffness G = [1, 2] and the viscosity η = [50, 100].
Figure 4.10 shows how the steady state average cell strain ∞ varies with the
dimensionless speed γ˙τeff . Here we use the effective timescale τeff , derived in
the previous section since we are comparing different values of C, which affects
the behaviour of the timescale parameter τ of the system.
Figure 4.10 shows that increasing the value of the jamming contact parameter
C for a given stretch speed γ˙τeff increases the steady state strain ∞. The non-
zero intercept of the lines means that even for very slow tissue strain rates there
is a significant ∞. This behaviour under creep conditions is exactly that of a
Bingham Plastic Fluid (Bingham [1916]).
Bingham plastic fluids exhibit rigid body behaviour for low shear stresses
but viscous fluid behaviour at higher stresses, for example, toothpastes and mud
behave in this way. Bingham plastics are characterised by the stress-strain rela-
tionship shown in Figure 4.11.
For our system, the strain rate is the tissue strain rate and the stress of the
material is the average cell stress (since this is the force we would measure). Here
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Figure 4.10: A plot of how final cell strain (the plateau value ∞), depends on
the scaled speed of the stretch γ˙τeff , using the effective timescale parameter τeff
so that different values of the jamming contact parameter can be compared. The
intercept of these lines with the y-axis represents the yield strain of the system.
Figure 4.11: A graph of the relationship between stress and strain rate for a
Bingham Plastic Fluid, the non-zero intercept (σy) is defined as the yield stress
of the material.
we will talk about the yield strain yield, which due to our elastic cell model is
related to the yield stress σyield by yield = σyield/2G. This means that Figures
4.11 and 4.10 represent exactly the same information, so the yield strains of the
system of cells can be read off as the y-intercept of the straight lines in Figure
4.10.
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The adherence of our model to the Bingham plastic model, is both surprising,
since it is an emergent feature, and very encouraging since the parameters of our
model correspond to the 2 major parameters of a Bingham plastic, i.e the shear
viscosity and the yield stress.
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Figure 4.12: Graph showing how the jamming contact parameter C affects the
yield strain of the system. The yield strain values are defined as the y-intercepts
of the lines in Figure 4.10. We see a very clear relationship between the jamming
contact parameter C and the yield strain.
The yield strain represents the minimum amount of strain that can be toler-
ated by the cells within the tissue before they start intercalate. Figure 4.12 shows
how this yield strain varies with the jamming contact parameter C.
We see that increasing C increases the yield strain. This can be interpreted
as larger values of the jamming contact parameter requiring larger tissue defor-
mations to provide sufficiently deformed cell shapes to overcome the local config-
uration forces controlled by C. Once these local forces have been overcome the
cells can intercalate and this allows the system to deform plastically.
The fitted line, which is constrained to pass through the origin, provides
evidence that the yield strain and the jamming contact parameter are equivalent
concepts, since no jamming contact parameter implies no yield strain and vice
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versa.
4.5 Conclusion
In this chapter, we have investigated passive systems of cells to discover the major
parameters that affect the behaviour of the model. These three parameters are:
K The bulk modulus of the cells represents the overall compressibility of each
cell. This parameter affects the system behaviour whenever there is a sig-
nificant area change.
τ The timescale parameter (η/G) gives the characteristic time taken for cells
to change neighbours. The form of this parameter means that doubling the
cell shear stiffnesses has the same effect as halving the cell-cell viscosities on
the overall behaviour of the system. This timescale means that the tissue
behaves viscoelastically due to elastic cells interacting with one another
through viscous dissipation.
C The jamming term dictates the magnitude of the local forces that must
be overcome by a cell to change its neighbourhood. It can be thought of
as inversely related with the fluidity of the tissue, so lower values make
it easier for the tissue to flow. C affects the residual and yield strains of
the system, both of which are related to cells being trapped in stressed
(elongated) states. Cells in such systems do not have sufficient energy to
overcome these local forces so the system becomes jammed.
The value of the jamming contact parameter also affects the timescale of
the system, so to compare systems where both the timescale and the contact
parameter are varying we must use the effective timescale τeff .
We have discovered the emergent property that tissue within the model be-
haves like a Bingham Plastic fluid under constant strain rate boundary conditions,
with C controlling the yield strain and η controlling the viscosity of the Bingham
plastic fluid. This correspondence between the parameters of our model and the
Bingham plastic fluid provides a convenient, simple model for understanding how
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our model will behave in different conditions. We will now briefly discuss the data
on cell and tissue rheology and how this fits in with the results of this section.
4.5.1 Calibrating the Model
For the model to produce quantifiable predictions about developmental processes,
the parameters of the model must be calibrated with data obtained from real
tissues. Ideally, this would be done directly on the tissue being studied due to
the variations that are likely to occur in the parameters for different tissues. We
will discuss a potential method of doing this at the end of the section. Firstly,
we will briefly describe existing data that could be used to provide estimates for
the parameters of the model.
The approximate cell radius for a patch of tissue is the easiest parameter to fit
as it can be measured directly from the tissue being studied. For the purposes of
the next analyses, we will take the radius of a cell R to be 10−5m, i.e. 10 microns
Alberts et al. [2004].
Many studies have focussed on probing the rheology of single cells (Wottawah
et al. [2005a], Desprat et al. [2005]) and have found that it can be described using
a power law, i.e. the mechanical response is due to a continuous distribution of
relaxation timescales that cannot be captured using a finite collection of springs
and dashpots. Despite this complex constitutive relationship of a cell, estimates
have been made for the elastic Young’s Modulus and Poisson Ratio. From these
parameters, we can calculate the constants K and G used in the model.
Estimates for the Young’s modulus E are typically of the order 10− 1000Pa
depending on the analysis and method of measuring the stiffness, with values of
48 and 103Pa provided in Kamgou et al. [2007] as a modification to values found
in Laurent et al. [2002]. The Young’s Modulus used in the Schaller and Meyer-
Hermann model Schaller and Meyer-Hermann [2007] is 750Pa with a Poisson ratio
of 1/3. This Poisson Ratio ν roughly agrees with Trickey et al. [2006], where they
found chondrocytes have a value of 0.38± 0.06.
In three-dimensional elasticity, taking E = 100 and ν = 0.4 with G = E
2(1+ν)
and K = E
2(1−2ν) , we find the elastic parameters of the model have real world
values of approximately G ≈ 40Pa and K ≈ 240Pa.
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Other work (Harris et al. [2012]), applied a constant stress to cultured ep-
ithelial monolayers of MDCK cells and estimated the Young’s Modulus of the
tissue to be much higher than the values reported for single cells in other studies
(≈ 20kPa). They found that the cells elongate in the direction of the applied
stress but do not contract in the perpendicular direction within the plane of the
tissue, the sheet does, however, get thinner and maintain constant overall volume.
This suggests that the mechanical properties of the monolayer epithelial cells are
anisotropic in three dimensions.
The experiments performed in this paper would seem to be a perfect match
for the simulations performed in this thesis, however, they found that little in-
tercalation occurs within the tissue during the stretches. This corresponds to
having a large value of the viscosity η so that cells are tightly bound and unable
to relax their stress. Using the model in this thesis with a very high viscosity to
block intercalation reduces it to an elastic finite element model of the tissue. The
model in this thesis could be applied with appropriate isotropic two dimensional
elasticity parameters K and G, since by symmetry, the monolayer should have
the same mechanical properties in the perpendicular directions within the plane,
but without intercalation there is little it can say above a finite element model.
Estimates for viscosities of collections of cells are given in Beysens et al. [2000],
Galle et al. [2005] and Bonnet et al. [2012], as well as an estimate for cell-cell
viscosity in Schaller and Meyer-Hermann [2007]. These estimates are roughly 105
Pa s.
Interestingly, Bonnet et al. [2012] also estimated a timescale τ = η/E (where E
is the Young’s modulus)for the relaxation of collections of epithelial cells as 5−20s.
The timescale, τ within the step stretch simulations of this section was between
5 and 40 meaning that the ”time” within these simulations can be considered
seconds. From these data, we see that the viscoelasticity timescales of cells in a
tissue are typically an order of magnitude faster than the developmental processes,
which take place over minutes or hours as mentioned in the introduction.
The dimensionless jamming contact parameter C, has not been measured
within tissues but is a feature of foams and colloidal suspensions Schramm [2006].
As we have discussed, this parameter captures the non-linearity of the rheology
of the tissue by controlling the value of the yield stress, i.e. how much stress can
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be sustained by the tissue before it starts to deform. This could be measured in
a similar experimental set up as in Harris et al. [2012], i.e. by applying a stress
to an epithelial sheet and measuring the value at which it starts to deform. We
now discuss ways that these parameters might be estimated within a real tissue.
The above estimates for the stiffnesses and viscosities of cells within tissues
show a variability due to the measurement methods and the different types of
cells on which they are performed. These parameters may be very close to the
values of the particular tissue we would like to model or could be very different.
Ideally, we would like to be able to extract the model parameters for each tissue
we study individually and feed these values into the model.
One technique we are developing to achieve this is the use of tiny magnetic
beads that can be embedded in tissues within an embryo. Using a magnetic
field, we could then apply a force to these beads and measure the response of the
tissue to calculate the stiffness, viscosity, and contact jamming parameters of the
cells within the tissue. These values (which might be specific for the particular
tissue we are examining) could then be used in subsequent simulations to make
quantitative predictions with the model.
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Chapter 5
Active Systems
In this chapter, we will explore how introducing active interactions between cells
affects the behaviour of the system. Active processes are thought to account for
a large amount of the observed behaviour within a developing embryo, from the
formation of the Notochord in a Zebrafish Glickman et al. [2003] to primordial
germ migration in Drosophila Jaglarz and Howard [1995]. In this section, we
present a simple model of active behaviour, which gives rise to a variety of different
behaviours depending on the environment of the active cells. First we discuss how
they have been implemented in other models.
Active Behaviour in Other Models
Active processes have been implemented in other models that were discussed in
the introductory chapter. We will briefly discuss here these different techniques
for modelling active processes before describing our own.
Within the Potts (Graner and Glazier [1992]) and Palsson and Othmer (Pals-
son) models, active forces simply act on the implicit substrate within the models
and move the cells forwards. This method of exploring active forces is the sim-
plest way that they can be implemented but this type of behaviour is not possible
within the framework of this thesis as there is no substrate for them to act on.
Active forces have been implemented in the vertex model (Brodland and Veld-
huis [2012]). This model is the vertex analog of the one that we will use in this
thesis. The active cell moves by extending an ”invadopodium” between two
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neighbouring cells. The active cell then moves forward by the contraction of the
shared interface between those cells. This was used to model the migration of
cancer cells during the onset of metastasis.
A different approach is used in the Sub-cellular elements model (Sandersius
et al. [2011b]). This model is designed to mimic the depolymerisation of actin at
the rear of the cell and the polymerisation at the front. This occurs by phasing
out elements at the rear of the cell and phasing in elements at the front of the
cell. This was used to study gastrulation in the chick embryo (Sandersius et al.
[2011a]). This model again relies on the use of a substrate or a fixed reference
frame for the cell to anchor to and apply forces on as it moves forward, so is not
possible to implement within the model framework of this thesis without further
modifications (see Chapter 7).
Active Force Model
Figure 5.1: An illustration of the Active Force Model used in this section. The
active cell finds the gap between two neighbouring cells, and applies an equal
force µ
2
to each of them to pull itself ”forwards” with force µ. The direction of
such behaviour is fixed and the active cell searches for the gap between cells that
is closest to this preferred direction at a given time. This model is inspired by
Keller et al. [2008b].
The active force model used throughout this section is shown in Figure 5.1.
This model is inspired by descriptions given in Keller et al. [2008b]. To represent
active protrusive behaviour such as lamellipodia and filopodia, the cell moves
itself by applying an active force to two of its neighbouring cells.
To model this, the cell extends a protrusion between two of its neighbouring
cells (we assume that extending this protrusion exerts no forces). The protrusion
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then anchors to the neighbouring cells and applies a force µ to the active cell.
This force is balanced equally between the two neighbouring cells, so that each
experiences a force of µ
2
. The force on the active cell acts radially from its centre
and the forces that are applied to the neighbouring two cells act tangentially on
their surfaces.
a) b) c)
Figure 5.2: a) How the direction of the protrusion is selected. The green arrow
represents the active axis of the cell, the red and blue arrows represent the active
forces. This contact pair is chosen since it minimises the angle with the active
axis over all possible neighbouring pairs. b) Monopolar protrusions. c) Bipolar
protrusions.
As mentioned in the introductory chapter, protrusive behaviour is typically
combined with polarity to bias the direction of the protrusions, allowing cells to
coordinate their movements. In this active force model, we define an active axis
representing the polarity of the cell, i.e. the direction in which protrusions are
biased. In real systems, this polarity is typically defined by environmental cues
such as chemoattractants, which means that the active axis can vary in space and
time. In this thesis, however, we will keep things simple by fixing the active axis
in the positive y-direction for all active cells within the tissue. The protrusion is
extended towards the neighbouring cell pair that makes the smallest angle with
the active axis of the protruding cell (Figure 5.2a)).
We will examine two kinds of protrusive behaviour within this framework (as
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discussed in the introductory chapter):
• Monopolar The active cell applies one force on the contact pair that min-
imises the angle with the active axis. Figure 5.2b).
• Bipolar The active cell applies two forces, one on the contact pair that
minimises the angle with the active axis, and another on the contact pair
that minimises the angle with the ”negative” active axis. Figure 5.2c).
Exploring Protrusive Behaviour
In this chapter, we will use three different systems and boundary conditions to
investigate active behaviour:
• Single motile cell A single active cell within a system of passive cells to
explore how the motile force affects the speed of motility.
• Stress-free convergent-extension A tissue of identical active cells where
the boundaries of the tissue are free to move. We will probe the relationship
between the active force and the speed of tissue extension.
• Convergent-extension with elastic surrounding tissues A tissue of
identical active cells surrounded by a tissue that resists the deformation
applied by the active forces.
These systems represent fundamental active processes seen in many different
embryos, so understanding how the model behaves under these conditions is vital
to attempting to model in vivo systems.
Parameter Definition
G Shear elastic modulus of the cell
K Elastic bulk modulus of a cell
η Cell-cell sliding viscosity
C Jamming contact parameter
µ Magnitude of the active force
Table 5.1: The parameters used in this chapter and their definitions
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The major parameters that will be explored within this chapter are shown
in Table 5.1. From the previous chapter, we also know that G, η and the cell
radius R combine to form the timescale of the system τ = η
G
, which defines the
characteristic time of the system.
We start with the case of a single motile cell to explore how the motile force
and the properties of the passive cells affect the speed of motility through the
tissue.
5.1 Single Migratory Cell
Active migration through a tissue is seen in biology, for example, in neural crest
cells in Zebrafish, which migrate over large distances through the dynamic land-
scape of the developing embryo Takahashi et al. [2013].
To explore this behaviour within the model, we place a single motile cell within
a passive tissue. A monopolar protrusive force model is used to examine how the
speed of migration v depends on the active force µ, and how this relationship
depends on the timescale τ and the jamming contact parameter C.
Figure 5.3 shows an example of behaviour of a migratory cell within the model.
For sufficiently large forces (as in this example), the motile cell moves through the
passive cells, occasionally getting impeded by neighbouring cells. In this section,
we examine how the average velocity of the cell v depends on the motile force µ.
v is defined as the total vertical displacement of the active cell (the direction of
the active axis) divided by the number of timesteps in the simulation.
An interesting feature highlighted in Figure 5.3b, is the ordered cell packing
that appears after the cell migrates through a patch of tissue. This effect occurs
because the motile cell ”stirs” the cells it migrates through allowing them to settle
into the most stable or lowest energy configuration. The cell motility through a
crystallised tissue will be slower since deforming the system from its stable state
requires more energy than moving through a disordered tissue where the motile
cell seems to reduce the energy as it moves through. This crystallisation of the
tissue could be avoided by allowing cell division or other stochastic effects within
the model (as occur in real systems), to stop the system from reaching the stable
configuration. This will have little effect on the results of this section since the
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Figure 5.3: An actively protruding cell, indicated in red, within a system of
passive cells. The active cell selects the neighbouring contact pair that is closest
to the direction in which it is programmed to move, illustrated by the red arrow.
a) The initial configuration of cells. b) The trajectory of the active cell (indicated
in yellow). c) A graph for the displacement in the y-direction against time of the
active cell pictured in a) and b). The plateau between t=200 and t=400 indicates
that the cell is impeded by a particular configuration of passive cells.
system is initially disordered and the crystallinity only appears towards the end.
To probe this relationship, we used a configuration of identical cells, with
stiffness G and jamming contact parameter C, both of which are varied. A
single cell is then picked from the configuration and programmed to have active
behaviour with a protrusive force µ, which we also vary. The velocity of a
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single cell is a very noisy data source since the velocity depends on the particular
environment it is migrating through. To combat this noise, we performed 128
simulations for each combination of parameters picking a different active cell
within the system each time.
From our experience with passive systems in the previous section, we can
develop a model of how we expect the speed of migration v to depend on the
force. The only forces that can resist the active force µ pulling the active cell
through the tissue are viscous forces F v that occur as the cell moves through the
tissue. Therefore, since forces on a cell must be balanced, we expect that µ ∼ F v.
We know from the viscous force model that F v ∼ Rηv, where v is the velocity of
the active cell relative to its neighbours (which are assumed to be approximately
stationary), R is the cell radius and η is the viscosity. This means that we expect
µ ∼ Rηv, which rearranging gives the speed of migration v as:
v ∼ µ
Rη
Furthermore, we expect that the shape of the cell  affects its ability to squeeze
through the tissue, with more elongated cells able to move more easily through
the tissue. Putting these contributions together mathematically, we get:
v ∼ µ
Rη
g(, C) (5.1)
for some function g of the cell shape  and the jamming contact parameter C,
which might also impede migration. g represents a coefficient of friction, describ-
ing how much resistance there is to a particular cell shape.
A further interesting complication is that since the cell is elastic, its shape 
also depends on the protrusive force. To derive an expression for this we note that
σ ∼ G from the constitutive relationship. The relationship between stress and
forces gives Rσ ∼ µ so we expect  ∼ µ
RG
. We also expect that this relationship
might depend on the jamming contact parameter C, since the local contact forces
resist the deformation of the cell. Putting this together, we get that:

( µ
RG
,C
)
(5.2)
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i.e. the shape of the cell is a function of the force and the contact parameter C,
which represents how a cell within a tissue deforms for a given active force. This
means that the motile speed is expected to relate to the motile force through:
v ∼ µ
Rη
f
( µ
RG
,C
)
(5.3)
which also represents a coefficient of friction. The examination of these three
relationships (Equations 5.1, 5.2 and 5.3) and their functions f, g,  will be the
focus of this section.
In understanding how the velocity of migration depends on the protrusive
force, we expect there is a direct effect, i.e. the active force is dissipated by
viscous forces, and an indirect effect, due to the resistance of the tissue to the
shape of the cell moving through it which is also controlled by µ. Decomposing
f into functions g and  allows us to explore each of these effects independently.
First, the relationship between the motile force and the shape of the cell is
explored (Equation 5.2).
5.1.1 Motile Force - Cell Shape Relationship, 
(
µ
RG , C
)
Figure 5.4a) shows that, as predicted, the shape depends on the scaled motile
force G and this scaling works well. We see a threshold force below which the
motile force is not sufficient to overcome the local contact forces.
Figure 5.4b) demonstrates that the jamming contact parameter only affects
this yield motile force µyield and not the scaling behaviour above the threshold,
as in the case of creep. This suggests that the form of the function  in Equation
5.2 is:
 ∼ µ− µyield(C)
RG
This relationship means that there is a yield force µyield, below which the
motile force is not sufficiently strong to change the shape of the cell due to the
resistance of neighbouring cells.
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Figure 5.4: How the shape of the motile cell varies with the scaled motile force
µ/RG. a) For one value of the jamming contact parameter C but varying G, we
get a good collapse of the curve with the applied scaling and once again observe
a threshold active force (the x-intercept of the fitted line), below which the cell
does not deform. b) A graph demonstrating how the threshold force depends on
the jamming contact parameter C.
5.1.2 Velocity - Shape Relationship, g(, C)
Now we examine how the velocity varies with the shape. From Equation 5.1, we
obtain:
vηR
µ
= g(, C) (5.4)
The function g can be viewed as a coefficient of friction and we are examining
how this coefficient of friction varies with the shape of the cell. Plotting this
relationship in Figure 5.5 shows this coefficient of friction depends on  and C.
We see that elongated cells can more easily move through the passive tissue, as
expected. There is no threshold behaviour in this data, which appears to be
linear with .
The effect of the coefficient of friction g(, C), due to the jamming contact
parameter C, is quite small and due to the noise it is difficult to say whether this
is an observed effect or just a result of that noise, so we will say that it does not
affect this data in an appreciable way.
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Figure 5.5: How the scaled speed of the cell varies with the shape of the cell ,
as described in Equation 5.4. We see that the jamming contact parameter C has
little effect on the curves, particularly with the large amount of variation for each
data point due to the dependence of the motility of a cell on the packing of the
neighbouring cells.
The relationships above give that g(, C) ∼ , which means that:
v ∼ µ
Rη
(5.5)
This relationship expresses the relationship between the velocity of migration
v, the shape of the cell  and the protrusive force µ. If the cell was not deformable
but had some constant elliptical shape , this relationship would completely de-
scribe the behaviour of the cell, however, we have the further complication that
the shape also depends on the protrusive force, i.e. the relationship between the
motile force and velocity of the motile cell.
5.1.3 Velocity - Motile Force Relationship, f
(
µ
RG , C
)
We now examine the final and overarching relationship in Equation 5.3, which
describes how the motile velocity depends on the motile force. Rearranging Equa-
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tion 5.3, we obtain:
vηR
µ
= f
( µ
RG
,C
)
(5.6)
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Figure 5.6: The relationship between the scaled motile velocity and the scaled
motile force. This graph shows f as defined in Equation 5.6. We see a threshold
behaviour where the value of the threshold force for intercalation is controlled by
the jamming contact parameter.
Figure 5.6 shows how f (the coefficient of friction due to the motile force)
varies with µ
RG
and C. We see a threshold behaviour with larger values of C re-
quiring larger motile forces to induce motility. The behaviour above this threshold
appears not to be affected by C.
Thanks to our decomposition of f into g and , we can combine these rela-
tionships to discover that the overall relationship between the velocity and the
motile force is given by:
v ∼ µ
ηGR2
[µ− µyield(C)]
By rearranging the above equation and using the definition of f , we see that
we predict that f ∼ µ−µyield(C)
RG
. This form is confirmed by examining Figure
106
5.6, in which the thresholds (µyield) are dependent on C with parallel lines (no
dependence on C) above these thresholds.
5.1.4 Conclusion
In this section, we have examined the case of the single motile cell within a passive
tissue.
We dissected the relationship between the motile force and the speed of mi-
gration into two contributions. Firstly, any object being dragged through the
tissue by a force µ must experience a drag force related to Rηv. Furthermore, the
drag force is affected by the shape of the object being moved through the tissue,
and since the cell is deformable this shape  also depends on the protrusive force
µ with  ∼ µ−µyield(C)
RG
. Combining these effects, we derived the relationship:
v ∼ µ
ηGR2
[µ− µyield(C)]
This means the speed of migration depends on the protrusive force squared.
To see why it depends on the square of this value, consider a cell at low values
of protrusive force. In this case, the cell is not moved much by the force and its
round shape provides a lot of resistance to this motion. As the force is increased
the cell can apply more force, this force elongates the cell further allowing it to
more easily pass through the tissue with a greater force migratory force to drive
it through.
Having explored single cell motility, we turn our attention to another fun-
damental developmental process, that of convergent-extension. We will examine
this behaviour under 2 different boundary conditions, first, we explore convergent-
extension with stress free boundaries.
5.2 Convergent-Extension
Convergent-extension is a fundamental developmental process, in which a tissue
extends in one direction while converging in another, typically through cell inter-
calation. The remainder of this chapter will explore convergence and extension
driven by protrusive activity in the presence of different boundary conditions. We
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firstly examine the case of boundaries that are free to move and then consider
the system placed within an elastic tissue.
We wish to explore the role of boundary conditions because tissues within
an embryo are mechanically connected to other tissues which are undergoing
their own processes, this affects the mechanical conditions of the tissue we are
examining. We would like to understand how the different boundary conditions
affect the observed tissue level behaviour for systems where the cell intrinsic
behaviour remains the same.
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Figure 5.7: a) The initial configuration of cells, all of which are active. The
periodic boundaries of the system are modelled as stress-free, so the protrusive
activity drives convergence in the y-direction and extension in the x-direction. b)
The system at a later time point, note the cells do not elongate in the direction
of their active forces. c) The plot of tissue shape, cell shape and intercalation for
a typical bipolar system, the monopolar system behaves similarly. The strain of
the cells is always zero since the boundaries are free, as a result the intercalation
and tissue shape curves match exactly. The tissue strain curve has been shifted
up so that it can be clearly seen.
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In this section, we will investigate how our active force model can be used
to drive convergent-extension within a system of cells with boundaries that are
completely free to move. We use both the monopolar and bipolar behaviours
oriented in the y-direction to probe the differences between them. We examine
how the resulting tissue strain rate, denoted by γ˙, depends on the active force
µ, and how this relationship depends on the tissue characteristic timescale τ and
the jamming contact parameter C.
A typical system is shown in Figure 5.7. The average cell stress and hence
strain is always zero because the boundaries are free to move, so any stress that
would be built up is immediately relaxed by the movement of the boundaries.
This means we see no overall cell shape change while the system converges and
extends. The overall tissue strain of the system increases linearly and the total
intercalation exactly matches the tissue strain by definition. Due to the free
boundaries, there is nothing to stop the tissue intercalating indefinitely. We stop
the simulations once the system has doubled in length in the x-direction. The
stress free boundaries also ensure that the system area remains constant, since
any variation would cause there to be a net stress which is immediately relaxed.
We will first explore how the speed of the convergence and extension depends
on the timescale before examining how it is affected by the jamming contact
parameter C.
5.2.1 Convergent Extension Rate γ˙ and the Timescale τ
Firstly, we examine how changing the motile force µ and the timescale τ affect
the system strain rate γ˙.
We start with a system of identical active cells with the constant active axis
oriented in the positive y-direction, considering monopolar and bipolar behaviour
separately. We vary the shear stiffness G, the viscosity and the motile force
µ. We measure the tissue strain rate γ˙ for a fixed jamming contact parameter
C = 15 and boundaries that are free to move without resistance.
The graph of the results of these simulations is shown in Figure 5.8. The
force µ is scaled by the number of active forces n, so n = 1 and n = 2 in the
monopolar and bipolar cases respectively, to allow them to be directly compared.
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Figure 5.8: A graph of how the tissue strain rate γ˙ (scaled by the timescale
τ) depends on the magnitude of the active force µ (scaled by the cell radius R
and stiffness G, and the dimensionless number n). n is the number of forces,
i.e. 1 for monopolar and 2 for bipolar active behaviour. The x-intercept defines
a dimensionless yield force µyield/nRG, below which the active forces are not
sufficient to generate convergent extension. Above this threshold, both monopolar
and bipolar convergent extension rates scale linearly with the active force µ.
We see a very good correspondence between the overall speed of intercalation in
the bipolar and monopolar cases when this is taken into account.
Both behaviours exhibit a threshold and linear behaviour, meaning that a
threshold force µyield is required for the system to converge and extend above
which γ˙τ increases linearly with µn
RG
. Expressing this mathematically, we get:
γ˙τ ∼ µ− µyield(C)
RG
This relationship is expressed in terms of the dimensionless quantities γ˙τ and
µ
RG
, and means that the strain rate of the tissue depends on the difference between
the active force and some threshold force µn−µyield(C). From the previous tests,
we expect that µyield(C) will depend on C and these effects will be investigated
in the next subsection.
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Secondly, the bipolar and monopolar cases have very similar signatures when
the number of active forces is taken into account. This similarity arises as a
consequence of the periodic boundary conditions and the homogeneity of active
cell behaviour within the system, since the ”front” of the system is connected
to the ”back”, the distribution of forces within the tissue under each kind of
protrusive behaviour is almost identical. We will discuss this aspect more in the
next chapter when we apply the model to examine chick development.
5.2.2 The Yield Force and the Jamming Contact Param-
eter
From our results from previous sections, we expect that the yield force µyield de-
pends on the jamming contact parameter C. To investigate µyield, the motile
force µ and the jamming contact parameter C are varied. We keep τ fixed.
As in the previous subsection, we investigate bipolar and monopolar cases sepa-
rately.
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Figure 5.9: A graph demonstrating how the dimensionless convergent-extension
rate γ˙τ depends on the jamming contact parameter C for bipolar and monopo-
lar behaviour (a) and b) respectively). The x-intercept of each line represents
the dimensionless threshold force µyield/RG, and we see it increases with increas-
ing values of C. The parallel lines in each graph reveal that C does not affect
the scaling relationship between the tissue strain rate and active force, only the
threshold.
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The results of these simulations are shown in Figure 5.9. We see that increas-
ing the jamming contact parameter C increases the threshold force µyield without
affecting the scaling behaviour of the system above this threshold (since the lines
are parallel). This means that larger local contact forces (as controlled by C) only
affect the resistance to the initiation of convergent-extension, and that resetting
the force above this threshold (i.e. µ − µyield(C)) the behaviour is independent
of C.
The monopolar behaviour (shown in Figure 5.9b)), appears to not be as well
behaved as the bipolar case since there is more variation in the gradient of the
lines. This is likely to arise from two sources, firstly, since monopolar behaviour
involves fewer active forces, which must be selected as close to the active axis as
possible, there is likely to be more noise than the bipolar case. Secondly, because
the forces involved in the monopolar behaviour of the system are smaller (since
there are fewer of them), they are much closer to the threshold force, so will be
more sensitive to very specific effects due to the particular configuration of cells.
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Figure 5.10: A graph demonstrating how the dimensionless threshold force
µyield/RG depends on the jamming contact parameter C. Once again, monopolar
and bipolar active forces exhibit the same large scale tissue behaviour. The linear
fits are constrained to pass through the origin.
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Figure 5.10 plots the values of the threshold force against the jamming contact
parameter C This data is fitted with a line that is constrained to pass through
the origin. We get a close agreement which suggests that no local contact terms
suggests there will be no threshold force. Once again implying that C is the cause
of thresholding behaviour.
Figure 5.10 also demonstrates that the monopolar and bipolar active be-
haviours have very similar signatures when examining the threshold force µ. This
will be explored further in the Discussion chapter.
Having examined the free boundaries case, we now examine the more compli-
cated case of elastic boundary conditions that resist the changes imposed by the
active cells. This system will highlight the importance of boundary conditions on
the observed behaviour.
5.3 Convergent Extension with Elastic Bound-
aries
To demonstrate the importance of boundary conditions on the behaviour of cells,
we now examine the same active model but in the case of elastic boundary con-
ditions. We only examine the case of bipolar behaviour in this section since, as
seen in the previous section, monopolar protrusions behave in a very similar way.
To capture elastic boundary conditions, we place the cells within an elastic
tissue that resists the convergence and extension of the system. For our system
of cells to change shape, the cells must apply forces to deform the surrounding
elastic tissue, which has a shear stiffness Gb. We set the bulk modulus Kb = ∞
so the system of cells cannot change overall volume allowing us to compare with
the volume preserving transformations of the stress-free convergent extension in
the previous section.
The protrusive cells initially deform the tissue as they did with free bound-
aries, however, the more the tissue deforms, the more the surrounding elastic
tissue resists. The amount of force that can be generated within the tissue is lim-
ited by the protrusive force µ, so the tissue deforms until the stress of the cells σc
(generated by the protrusive force) exactly matches the stress of the surrounding
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Figure 5.11: The tissue strain, cell strain and intercalation for a system of bipolar
active cells in a system with elastic boundaries. The cells elongate in the direction
perpendicular to the extension of the tissue. After 250 timesteps, the curves level
off indicating that the system reaches an equilibrium where the stress of the
boundaries exactly matches the stress of the cells as a result of the active forces.
tissue σb. At this point, convergence and extension stops and the system reaches
a static state.
Figure 5.11 shows how the cell strain, boundary strain and intercalation
change with time for a typical system. As predicted, the system reaches a plateau.
In this section, we will investigate this equilibrium cell strain and how it depends
on the jamming contact parameter C, the cell shear stiffness G and the shear
stiffness of the surrounding elastic material Gb.
In this section, we will be examining how the value of the cell stress σc and the
stress of the surrounding tissue σb at equilibrium depend on the protrusive force
µ and the parameters of the model G and C. Note that σc and σb are measured
in perpendicular directions. At equilibrium:
σb = σc
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We also expect that (from the previous section):
c ∼ µ− µyield(C)
RG
⇒ σb ∼ µ− µyield(C)
R
Where µyield(C) is the yield force required to deform the cell and is related to the
jamming contact parameter C.
5.3.1 Effects of the Timescale τ
We first investigate how the final stress of the cells and the boundaries depend
on the relaxation time, boundary stiffness and the motile force.
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Figure 5.12: a) How the final cell strain depends on the active force, we see that
scaling by the shear stiffness G collapses the curves. Inset Verification that the
final cell stress matches the stress of the boundaries. b) How the boundary stress
depends on the active force. We see that the value of the viscosity η has little
effect on the final tissue stress.
We use a system of identical, bipolar, active cells. The jamming contact
parameter is fixed at C = 15 and we vary the boundary stiffness, the cell-cell
viscosity, the cell shear stiffness and the active force µ.
The results of these simulations are shown in Figure 5.12. Figure 5.12a) shows
that scaling the force by the shear modulus of the cells leads to a collapse of the
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curves. Figure 5.12b) demonstrates that the final boundary stress doesn’t depend
on the viscosity η, since we have given the tissue sufficient time to extend to its
equilibrium stress.
Figure 5.12 shows that there is again a threshold active force required to induce
convergence and extension within the tissue. This threshold will be investigated
in the next subsection.
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Figure 5.13: A demonstration of how the amount of intercalation i depends on
the stiffness of the boundaries and the active force.
Staying in the fixed contact parameter regime, an interesting corollary of the
equilibrium conditions is that the amount of intercalation in the x-direction (
i = c + b) required for the system to reach equilibrium is given by:
Gii ∼ µ− µyield(C)
R
where
Gi =
2GGb
G+Gb
This means that knowing the cell stiffness, boundary stiffness and active force,
the amount of intercalation that will occur before the system reaches equilibrium
is determined. This relationship is shown in Figure 5.13.
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Figure 5.14: How the jamming contact parameter C affects the relationship be-
tween the active force and the cell strain and the tissue stress(a) and b) respec-
tively). These graphs are the same due to σc = σb. Linear fits were performed for
datapoints with final strain greater than 0.1, to avoid the flattening effects near
the threshold. Increasing C increases the minimum force required to extend the
tissue, as seen in the free boundaries case.
5.3.2 The Yield Force and the Contact Parameter C
To examine how the yield force µyield varies with the jamming contact param-
eter C, we used a system of identical, bipolar active cells with fixed timescale
τ and varied the boundary stiffness, active force and jamming contact
parameter C.
Figure 5.14 shows how the jamming contact parameter affects the relationship
between tissue stress and cell strain and the active force. Increasing C has the
effect of increasing the yield force, leaving the behaviour above this threshold
largely unchanged, as seen in previous systems.
Figure 5.15 compares the yield force values obtained in the free boundaries
case from the previous section and the elastic boundaries from this section. We
see that the threshold force, for a given value of the jamming contact parameter,
is slightly lower in the elastic boundaries case.
This seems slightly paradoxical, how does the case of free boundaries provide
more of a threshold to the case with elastic boundaries? To see why consider
the stress-free case, cells do not elongate in the direction of convergence since
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Figure 5.15: How the threshold active force µyield required to induce intercalation
varies with C. The solid lines represent the linear fits of the data and the different
colours represent the different boundary conditions. We find a systematically
larger threshold force in the free boundaries case.
no stress can build up as the boundaries will always move to relax the stress.
This means that cells within the stress-free boundaries are on average stress-free
i.e. circular. In the elastic boundaries case, however, the cells do elongate as a
response to the active force. In the case of the single motile cell, we saw that
elongated cell shapes are able to more easily move through the tissue than circular
cells. This means that the elongated cells of the elastic boundaries experience less
resistance to intercalation than the circular cells in the stress-free case, lowering
the threshold for the onset of convergence and extension.
5.4 Conclusion
This concludes our examination of the model under active behaviour. We exam-
ined three canonical active systems: single motile cell, and convergent-extension
with free and elastic boundaries.
The data produced by these three systems have further verified results derived
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in the previous chapter about the controlling power of the three fundamental
parameters of the model (K, τ and C).
These three parameters account for all of the behaviour of the model and
despite this simplicity we can generate a large range of different phenotypes. The
systems discussed here represent only a tiny fraction of the possible systems that
can be examined with the model, but the intuition gained by exploring these
parameters will allow us to more quickly see how to use the model to capture the
behaviour of biological systems.
In this section, we have explored the case of the single motile cell and how
its motile speed depends on the parameters of the model. We have examined the
role of boundary conditions in active processes by exploring convergent-extension
behaviour with stress-free boundaries and elastic boundaries. On the surface,
these systems behave very differently, one extends indefinitely without any cell
elongation, whereas the other halts with elongated cells. However, delving deeper
into the behaviour we see that both types of behaviour can be fully explained
using the knowledge we have developed about the model.
These results are extremely powerful and will allow the model to be simply
calibrated with real biological systems. We will discuss further potential applica-
tions and questions that the model can be used to answer in the next section.
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Chapter 6
Applications
In this section, we will apply the model to two questions in developmental biology
to shed light on the physical processes underlying them. We will examine the
formation of the zebrafish forebrain neural plate and the movements that lead to
the primitive streak in the embryo of a chick. These examples represent important
questions in morphogenesis in passive and active systems respectively so provide
distinct cases with which to compare the model. We will discuss the case of
zebrafish forebrain development first.
6.1 Zebrafish Forebrain Development
6.1.1 Background
The brain and spinal cord in the zebrafish embryo are formed by a reshaping of a
simple sheet of cells into an elaborate three-dimensional form. The development
of the spinal cord in Xenopus laevis embryos has been shown to be the result
of active, monopolar convergent extension behaviour of cells migrating to the
midline (Elul et al. [1997] and Elul and Keller [2000]). The underlying mechanisms
in the formation of forebrain, which exhibits patterns of movement unlike those
seen in the spinal cord, remains unexplained.
Work done recently in our lab (Young et al. [2013] under review) has in-
volved quantitative analysis of the tissue deformation and cellular behaviour of
the zebrafish forebrain neural plate (fNP) during development. This analysis was
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performed by tracking the positions and shapes of cells throughout the first phase
of fNP neurulation, a process which takes place 8 hours post-fertilisation and over
the course of approximately 1 hour. We will describe the features of this system
in some detail to explain how a hypothesis was developed about the underlying
mechanism for the process. We then discuss how this hypothesis was tested in
the model.
Figure 6.1: a) The view of the fNP from the animal pole, the square box indi-
cates the area of the embryo that is imaged. b) A lateral view of the zebrafish
embryo. c) and d) Tracked cell outlines in the ectoderm deep cell layer pre- and
post-contraction respectively. The fNP is divided into medial (dark) and lateral
regions (lighter). The dashed ellipse represents the movement of prechordal plate
mesoderm underneath the medial fNP.
Figure 6.1 shows fNP tracked cells pre and post-contraction. During this
contraction the fNP decreases area by ∼ 25%. This change is anisotropic, the
anteroposterior (AP) length decreases by∼ 25% and the mediolateral (ML) width
remains approximately constant.
Cell trajectory-tracking indicates that this deformation is not uniform through-
out the fNP, the lateral regions contract, whereas the medial region undergoes a
net expansion. This lack of uniformity across the fNP is due to the movement of
the prechordal plate mesoderm (PPM) underneath the medial section (indicated
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by the dashed ellipse in Figure 6.1c) and d), which induces a transient planar
expansion in the overlying cells, a deviation from what seems to be an otherwise
global cellular morphogenetic behaviour of contraction across the fNP. This ef-
fect can be observed since the anterior medial section initially contracts and then
slows as the PPM passes underneath, and vice versa, the posterior medial section
initially expands but contracts once the PPM has moved away.
Medial Lateral
Figure 6.2: Cumulative stretch ratios integrated across AP (solid) and ML (dot-
ted) orientations for total tissue (black), cell shape (green), cell intercalation (ma-
genta) and out of plane rearrangements(blue). The lateral and medial sections
are presented separately.
Cells within the medial section become more elongated in the plane, with
strong ML orientation, than cells within the lateral section as shown in Figure
6.2.
Cell divisions within this system are oriented predominantly in the plane with
no directional bias (ML or AP). Shortly after cell division, one of the daughter
cells is ejected from the layer of cells. This means that the number of cells within
the fNP remains approximately constant over the course of the observations.
The lack of cell division bias within the plane contrasts markedly with the
spinal cord of the zebrafish, where cell divisions are strongly biased to planar and
AP orientations (Concha and Adams [1998], Hong and Brewster [2006]). Inter-
fering with planar cell polarity signalling in the cells of the spinal cord removes
this bias suggesting that the oriented divisions are intimately linked with the
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polarity of the cells. The spinal cord and hindbrain form through tissue conver-
gence (ML) and extension (AP) caused by oriented cell intercalation thought to
originate from the oriented protrusion and contraction of adhesive subcellular ex-
tensions (Concha and Adams [1998], Hong and Brewster [2006] and Keller et al.
[2008b]).
In contrast, the fNP converges along the AP axis and remains a constant
width in ML, with cells intercalating in the perpendicular direction to that of the
spinal cord. The lack of oriented cell division within the fNP suggests that the
planar cell polarity pathway is not involved in this oriented intercalation, implying
that the tissue behaviour cannot be explained by oriented cell protrusions and
contractions.
We propose that the intercalation observed in the fNP is the result of anisotropy
in the boundary conditions and the intrinsic cell behaviour of isotropic contrac-
tion. Isotropic contraction is a programmed cellular property and the anisotropy
in boundary conditions arises as a result of the differences in the tissues surround-
ing the fNP, with permissive non-neural ectoderm anterior to this section and the
stiffer tissues lateral to this domain. This hypothesis stands in contrast to the
active, directed cell behaviour in the spinal cord.
To investigate this hypothesis within the model, we first would like to ver-
ify our physical intuition that isotropic cell contraction within a system with
anisotropic boundary conditions leads to intercalation. We would then like to
use the data from real embryos to show that the model can capture the major
features of this data.
We used the model to explore the development system in two ways:
• Demonstrate that isotropic cell contraction with anisotropic boundary con-
ditions leads to intercalation.
• Demonstrate that the model, despite its simplicty, can capture the major
features of the complex in vivo data.
We now discuss each of these aspects in turn.
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6.1.2 Anisotropic Boundary Conditions and Isotropic Be-
haviour
To test how the anisotropic boundaries affect intercalation under isotropic cell
contraction, we start with a system of 256 cells (as in the previous chapters), and
model the boundaries of the system as springs so that they resist their extension
with stiffnesses K1 and K2 for x- (ML) and y- (AP) directions respectively (Figure
6.3).
The use of periodic boundary conditions with springs is modelled as follows:
the average stress applied by the cells is calculated and the periodic boundaries
are able to move to relax this stress. However, the boundaries can only move
until the stress on the spring attached to the boundary matches the stress of the
cells, at which point the system no longer deforms. This can be thought of as
putting the cells on an elastic torus or doughnut shape that can be deformed.
We then program the cell areas to linearly decrease and measure the total
amount of intercalation. All other cell properties (radius, stiffness, viscosity) are
kept constant and are the same for all cells. We varied the stiffness of the ML
boundary (K1) between 1 and 20 times the stiffness of the AP boundary K2
(which is kept constant).
Figure 6.3b) shows that the intercalation increases with the anisotropy and
this increase is initially large but slows. The reason for this slowing is that the
difference in the dimensions of the box for K1/K2 = 10 and K1/K2 = 20 is small
compared to the difference between K1/K2 = 1 and K1/K2 = 10, and the amount
of intercalation reflects this.
Having demonstrated that anisotropic boundary conditions and isotropic cell
behaviour lead to intercalation within a simple system, we now turn our attention
to replicating the behaviour seen in the zebrafish fNP within the model.
6.1.3 Modelling the Zebrafish fNP
The results of the previous chapters have shown how the model is well-behaved
and predictable. However, these properties could have been achieved at the cost
of expressiveness of the model (the model might be too simple to capture the
data of a real system). We set out to capture the complexity of the in vivo data
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Figure 6.3: a Illustration of the boundary conditions and area change of the cell.
b How the mismatch in boundary stiffnesses varies the amount of intercalation
in the system. c The initial system configuration. d and e The final system
configuration for K1/K2 = 1 and K1/K2 = 10 respectively.
within this framework to demonstrate that, despite its simplicity, the model is
expressive enough to be used in vivo.
To do this, we will aim to match the curves shown in Figure 6.2 within the
model. We will model the area changes of medial and lateral cells separately
but keep the mechanical parameters of the cells (stiffness, viscosity etc) the same
value across the tissue. We then vary these mechanical parameters to find the
system that captures the behaviour of the in vivo system most closely. Matching
the curves in Figure 6.2 under such conditions, will also lend weight to the idea
that all of the patterning of intercalation in the medial and lateral sections is
controlled by differences in the area changes of each regime, rather than differences
in mechanical properties.
We use a system of 512 cells (approximately the number in the zebrafish fNP)
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Figure 6.4: A and B show the in vivo area change programs for the tissue (black)
and how this is composed of cell area change (green) and radial intercalation of
cells leaving the layer (blue) for lateral and medial cells respectively. C The
initial system configuration, medial cells are in pink/red and lateral cells are in
blue/green. White lines represent the calculated edges of the medial section.
as shown in Figure 6.4c). The initial cell configuration was randomly generated
with a distribution of cell areas but has the same aspect ratio as the fNP. The mid-
dle third of cells are defined as medial and all other cells defined as lateral. Once
the cell types are assigned they remain this way until the end of the simulation.
The inputs to the model are:
• The movements of the boundaries of the fNP as a whole (but not the me-
dial/lateral cell boundaries). We use periodic boundary conditions with
straight edges, which means that we cannot obtain exactly the same final
tissue morphology as seen in Figure 6.1d), in which the system ceases to be
rectangular.
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• The relative area changes of cells within the medial and lateral sections.
The in vivo relative area programs are shown in Figure 6.4a) and b). We
program the relative area change of the cells within the model using the
numbers from the in vivo relative area change of the tissue (since we have
no out-of-plane movements within the model). This is an isotropic process.
With these inputs, we aim to adjust the parameters of the model to obtain the
best fit between the cell shape and intercalation for the model and experimental
data for both medial and lateral regions.
There is no cell division within the model, which in vivo is generally oriented
within the plane, but the daughter cells are quickly ejected out of the layer. Any
area change due to this contribution will be captured in the relative area change
programs of the lateral and medial regions.
Starting with the configuration of cells in Figure 6.4c), we adjust the relative
areas of the medial and lateral cells and the boundaries of the fNP according to
the in vivo data and measure the cell shape and intercalation. All cells within
the model have the same mechanical parameters, the only difference between the
lateral and medial sections is in the area change programs.
The best fit of this data was performed for the shear stiffness of the cells G, the
viscosity parameter η, the contact parameter C and the bulk modulus K. From
the results of the previous chapter, there are only three free parameters (τ,K,C).
Since the area change program is an input to the simulation and the cell radii
change to reflect this, each cell has only a small variation from its target area,
meaning that the parameter K has little effect on the dynamics of the system.
This reduces the search of parameter space to only two free parameters. The
best-fit search was then performed by plotting the results of varying these two
parameters G = [0.2, 0.3...4.0] and C = [5, 10...40].
This best fit is shown in Figure 6.5 and is achieved for parameter values,
G = 0.9, K = 30, C = 30 and η = 20. We see a very close agreement between
the model behaviour and the in vivo data.
The closeness of the fits of these curves is remarkable. Using only different
area change programs for the medial and lateral regions with no differences in
mechanical properties of the cells, we can match the intercalation and cell shapes
for the separate regions.
127
Medial Lateral
A
B C
Figure 6.5: A The final configuration of cells for the best fit data. B and C
show the cell shape change (green), tissue shape change (black) and intercalation
(magenta) for both model data (AP-solid line, ML-dashed line) and in vivo data
(AP-dot dashed, ML-dotted) for both medial and lateral sections for the best fit
parameters.
The ability to capture the in vivo data within the model using the same
mechanical properties across the tissue is also a good sign for expressive ability
of the model, which despite the consistent, predictable results in the previous
chapter, is still able to account for the complexities of a real tissue.
This ability to capture the in vivo data lends some support to the idea that
cellular behaviour is isotropic and the same across the fNP. The difference in
area change programs is thought to be due to the movement of the mesoderm
prechordal plate underneath the medial section of tissue halting the contraction.
However, this confirmation of a hypothesis is not very useful from an ex-
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perimental point of view since it does not provide any more information about
the system. We can only verify that this is ”an” explanation rather than ”the”
explanation. To provide definitive answers, we need to be able to perturb the
experimental system and the model system in the same ways to verify that they
still behave in the same way.
It is interesting to note that the value of the contact parameter C = 30
needed to achieve these fits was reasonably high based on the tests performed in
the previous chapters. The contact parameter is a measure of the yield strain of
the system, indicating that this tissue is capable of sustaining some stress before
it starts to intercalate. This property of tissues is not reported in the literature,
but the non-zero yield stress discovered for this system indicates that in vivo
systems may have yield stress values.
6.1.4 Conclusion
In this section, we have used the model to verify a novel hypothesis that isotropic
cell behaviour and anisotropic boundary conditions bring about the movements
seen in the forebrain neural plate in zebrafish. The proposed underlying me-
chanics of this tissue are very different to the active, directed processes seen in
neighbouring tissues that form the spinal cord. We examined these effects on
a simple system of cells before modelling the in vivo system, obtaining a very
close fit between the model and experimental data, indicating that the model is
capable of quantitatively matching the complexity of in vivo data.
In the next section, we will examine the formation of the primitive streak in
a chick embryo, a system with two proposed active mechanisms, which we will
use the model to explore.
6.2 Chick Primitive Streak Formation
6.2.1 Background
Gastrulation is an important stage in the early development of any organism
when the single germ layer of cells known as the blastula forms three separate
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germ layers: the ectoderm, endoderm and mesoderm.
An important precursor to gastrulation in birds and mammals is the forma-
tion of the primitive streak, which establishes the location of gastrulation and
defines the axes of the embryo. The study of the formation of this structure has
typically taken place within the flat disc-like embryo of the chick, since it is easy
to manipulate and image.
Figure 6.6: Formation of the primitive streak in the chick taken from Patten
[1971]. AO=area opaca, AP=area pellucida, MZ= marginal zone, PS=primitive
streak, KS=Koller’s sickle. At the onset of gastrulation the embryo consists of
10000-20000 cells. Movements start 4-5h after the incubation of fertilised eggs. In
this series of figures, we see the formation of the primitive streak form and extend
to the centre of the embryo, a process that takes approximately nine hours.
Figure 6.6 shows the formation of the primitive streak in the chick. The
cells in Koller’s Sickle are mesendoderm precursor cells and will go on to form
the primitive streak. The streak extends to the centre of the embryo, cells then
ingress into the midline and undergo an epithelial to mesenchymal transition
before the primitive streak starts to retract.
As the primitive streak moves towards the centre of the embryo, the cells either
side of the streak form ”vortices” or ”polonaise movements” (see Figure 6.7). It
has not been fully established whether these whorl-like cell movements cause or
are caused by the movement of the primitive streak. However, data suggests
there is little difference in gene expression across the majority of the epiblast at
the time these patterns are observed (Chapman et al. [2002]). The differential
expression of genes is limited to the cells situated in Koller’s Sickle, which form
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Figure 6.7: Time-lapse traces of cell movements (using green fluorescent pro-
tein) during the movement of the primitive streak. Yellow lines represent the
movements in the first four hours and green indicate the last hour. Taken from
Sandersius et al. [2011a]. The vortices of cell movements can clearly be seen.
due to soluble growth factors produced by the extra-embryonic ectoderm of the
area opaca (Mitrani and Shimoni [1990], Ziv et al. [1992]). This suggests that the
vortices arise as a response to the movement of the streak rather than vice-versa,
although it is not conclusive.
The reasons why the primitive streak extends have typically been classed into
three possibilities:
1) Cell Division- Increased cell division at the midline (Wei and Mikawa
[2000])
2) Chemotaxis- Cells migrate from the Koller Sickle (Figure 6.6a)) along
the direction of a morphogenetic gradient (Chuai et al. [2006] and Chuai
and Weijer [2008]) from the edge of the embryo towards the centre along
the dorsal midline or in a more complex dipole pattern as we shall discuss
shortly Sandersius et al. [2011a].
3) Convergent-Extension- Convergence of cells towards the dorsal midline
causes extension in the direction from the edge of the embryo towards the
centre (Voiculescu et al. [2007]).
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The first of these possibilities as the sole driving force is unlikely, since stud-
ies (Chuai et al. [2006]) have blocked cell division and found that although the
embryo did not increase in size as usual (due to the fact there are fewer cells),
the formation of the primitive streak was largely unaffected.
Fibroblast Growth Factor (FGF) signalling molecules have been shown to
play an integral part in the differentiation of the cells within Koller’s Sickle and
the extension of the primitive streak (Chuai et al. [2006]). These molecules are
known to act as strong chemoattractants in other developmental systems and
are involved in the chemotaxis signalling pathways, so could induce migration as
suggested by case 2) above.
Another interesting study revealed that the extra-cellular matrix underneath
the primitive streak moves at approximately the same velocity as the cells towards
the centre of the embryo Zamir et al. [2008]. This means that it is unlikely that
cells are able to migrate on this substrate, so must rely on cell-cell migration
(Chuai and Weijer [2009]).
Knockdown of several key molecules in the planar cell polarity (PCP associ-
ated with the active protrusive activity) have been found to affect the formation
of the primitive streak Voiculescu et al. [2007], lending support to possibility 3)
above.
Despite these studies, the driving force behind the movement of the primitive
streak is still not fully understood. There has been a complementary field of
study in computationally modelling the primitive streak to try to shed more light
on the situation, we will now briefly discuss these models.
6.2.2 Primitive Streak Models
Simulations of the migratory hypothesis have been performed using both the Sub-
Cellular Element method (Sandersius et al. [2011a]), the Cellular Potts model
(Vasiev et al. [2010]) and a cell based model (Bodenstein and Stern [2005]). We
will now briefly examine each of these models in turn from the oldest to newest,
to see how the hypotheses about the driving forces have changed.
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Bodenstein and Stern
In Bodenstein and Stern [2005], they examined whether oriented cell divisions
were capable of driving the primitive streak formation (1) above) using an in-
elastic spheres model of cells. The cells in Koller’s sickle were highlighted and
programmed to divide oriented parallel to the anteroposterior axis of the embryo.
This, however, led to minimal streak elongation within the model. Furthermore,
the data of Wei and Mikawa [2000] suggests there is a large amount of variability
within the orientation of cellular division (rather than 100% aligned parallel as
in the model), meaning the effects of cell division in vivo are likely to be even
smaller than in this model.
The model was then used to examine the chemotaxis of cells from Koller’s
sickle towards the centre of the embryo (Hypothesis 2). Cells in Koller’s sickle
were programmed to move to a point just anterior to the centre of the embryo with
the speed of chemotaxis related to their distance from this point (so anterior cells
move faster than posterior cells). This was shown to generate more of a streak
than the cell division alone case, but cells from Koller’s sickle are mixed in with
non-Koller’s sickle cells, something not seen in vivo Wei and Mikawa [2000].
Another issue with the hypothesis was that the streaks that were formed were
too narrow, typically only a few cells wide. To ”widen” the primitive streak,
non-Koller’s sickle cells that are surrounded by more than 60% of Koller’s sickle
cells were programmed to change to become primitive streak cells, to capture
a ”community effect”, from which point they behave in the same way as other
primitive streak cells. This additional effect did cause the streak to widen, but it
is not known whether it has any biological basis in the case of the chick.
This paper (along with Chuai et al. [2006]) has cast doubt on cell-division
being the driving force behind the elongation. The chemotactic simulations do
generate the correct phenotype, but it is difficult to say whether they are the
driving force due to lack of discriminatory experimental evidence.
Cellular Potts Model
In Vasiev et al. [2010], the formation of the streak was performed using a Cellular
Potts Model. In this paper they first test two chemoattraction hypotheses, each
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with and without differential cell adhesion:
• Cells within the area pellucida produce a chemotactic agent and all cells
degrade it, so the concentration is maximal in the middle of the embryo.
Mesoderm cells then migrate up this gradient to mimic chemoattraction.
• Only a small proportion of Koller’s sickle cells respond to the chemoattrac-
tant (named streak tip cells), which is modelled in the same way as above.
This is a limiting case of the example seen in Bodenstein and Stern [2005],
where cells at the ”front” of Koller’s sickle move faster than cells behind.
The additional assumption of differential adhesion consists of preferential ad-
hesion for mesoderm-mesoderm contacts compared to other types of cell contacts.
There is no experimental evidence to support this choice, but it is used to hold
generate more cohesion for mesoderm cells.
Simulations performed with the first hypothesis fail to correctly form the
primitive streak, with cells dispersing and forming many streaks for the cases
of no differential adhesion and differential adhesion respectively. The second
hypothesis is capable of forming a single streak in the simulations, with a longer
streak achieved using differential adhesion.
They next examine whether chemotactic repulsion of non-primitive streak
cells combined with chemoattraction can be used to form the primitive streak.
This investigation is motivated by experimental data suggesting the presence of
FGF and VEGF signalling molecules during the primitive streak movement, that
act chemo-repulsively and attractively at later stages. This hypothesis was more
able to generate larger primitive streaks and could also explain the experimen-
tal observation that two primitive streaks that are induced in the same embryo
appear to repel one another.
Subcellular Elements Model
The final modelling paper that we will describe is Sandersius et al. [2011a]. Con-
tinuing from work of Vasiev et al. [2010] but using an ScEM model rather than
Cellular Potts, they separate Koller’s sickle into two regions. An anterior region,
where the cells emit a chemo-repellent and a more posterior region that emits a
134
chemoattractant, all other cells in the area pellucida respond to these chemical
gradients. This patterning creates a dipole field (as produced by a bar magnet in
electromagnetism), generating the vortex cell movements that are seen with the
formation of the primitive streak. This then aids the movement of the Koller’s
sickle cells towards the centre of the embryo.
This paper provides a more parsimonious demonstration of the principles un-
derlying the modelling performed in Vasiev et al. [2010], since no differential
adhesion is required. The explanation also does not assume that the Koller’s
sickle cells interact with a substrate as was found experimentally Zamir et al.
[2008], since they move as a response to the chemotaxis of the cells in the area
pellucida.
One problem with the dipole hypothesis, is that to generate the dipole move-
ments the balance between the repulsive and attractive chemicals must be exactly
right so as not lead to net movements either away from or towards the cells in
Koller’s sickle, this suggests the mechanism might not be very robust since any
deviation from this balanced situation would generate markedly different pheno-
types. Furthermore, this hypothesis fails to account for how two primitive streaks
can be induced perpendicular to one another in the same embryo (as described
at the end of Vasiev et al. [2010]). In this instance, the carefully balanced vortex
patterns would disrupt one another and not lead to progressions of the primitive
streaks, as is observed.
6.2.3 Modelling the Primitive Streak
The movement of the ECM with the primitive streak suggests that cell movements
and active behaviour of cells in the primitive streak must take place with little
interaction with the substrate. This situation is perfect for exploring with the
model developed in this thesis, which does not contain or require a substrate. We
shall see that requiring active forces to act on other cells, rather than a substrate,
leads to interesting phenotypes. We use the model to investigate two different
hypotheses about the formation of the primitive streak:
• That migratory cells originating in Koller’s Sickle can pull on other cells in
response to a chemoattractant gradient from Koller’s signal to the centre
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of the embryo to form the primitive streak (referred to as the migratory
model). This represents the very first hypothesis tested in Vasiev et al.
[2010].
• That active convergent-extension (bipolar) cellular behaviour can cause the
formation of the primitive streak (Voiculescu et al. [2007]) (referred to as
the convergent-extension model) by causing cells to converge towards the
dorsal midline causing extension from Koller’s sickle to the centre of the
embryo.
These simulations aim to investigate the convergent-extension hypothesis about
the formation of the primitive streak (3) from above), to observe the phenotypes
it generates with these simplified boundary conditions, since no other model has
looked at this hypothesis, for which there is some experimental evidence.
The simple migratory hypothesis is included as it both corroborates previ-
ous modelling findings that it is not sufficient to explain the movement of the
primitive streak, and generates phenotypes that have not been observed in other
models that arise as a consequence of substrate-free interactions and cell-cell ac-
tive protrusions within this model.
These hypotheses will be tested from two different starting configurations of
cells (shown in Figures 6.8 and 6.9). We will test whether each hypothesis is
capable of initiating and maintaining the shape of the primitive streak.
Testing the ability to initiate the formation of the streak starts with a thin
strip of cells to represent Koller’s sickle with the different programmed active
behaviours and examines whether each hypothesis is able to generate movement
of the primitive streak towards the centre of the embryo.
Testing the ability to maintain the primitive streak starts with a patch of
active cells representing a half-formed primitive streak (as in Figure 6.6B), the
system is then simulated to see how each hypothesis changes the shape of the
patch of tissue.
Initiating the Primitive Streak
We first investigate the hypotheses by starting with a thin strip of active cells
within a passive tissue with periodic boundary conditions as shown in Figure
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6.8a), to probe how the cells can initiate the formation of the primitive streak
under the different hypotheses. The boundary conditions of this system are much
simpler than seen in the embryo and this would definitely be an area of extension
for the model, but the results obtained even in this simplified representation are
worth discussing.
This strip of cells represents Koller’s sickle of mesendoderm precursors as
shown in Figure 6.6a). The movement of the substrate with the primitive streak
means that active forces are modelled as acting on other cells (as we have done
previously) rather than the substrate (as in other models). These active cells
were programmed to behave in two ways:
• Migratory (i.e. monopolar) with preferred direction to be in the positive
y-direction.
• Bipolar convergent-extension with the active axis oriented in the x-direction.
These two programs represent the two hypotheses (migratory and convergent-
extension) in the model framework. All active forces within these models are
programmed to behave in the same way, i.e. all cells have the same constant
force and direction. We keep all other parameters between the active and passive
cells the same (stiffness, viscosity etc.) but vary the two active models described
above.
The qualitative results of these simulations are shown in Figure 6.8. We see
that the migratory model cells diffuse with little clustering, this is because the
active cells behave almost as single migratory cells, so do not cohere correctly.
The bipolar case forms a cohesive column of cells, which extends in the an-
terior and posterior directions. In the embryo, the primitive streak only moves
anteriorly suggesting that the bipolar hypothesis requires some modification to
fully account for this movement. One possible source of this difference is in the
simplified, symmetric boundary conditions of the simulation, in vivo the cells of
the Kollers sickle might not be able to intercalate through the cells of the area
opaca and so the streak will only progress anteriorly, but this requires further
investigation.
As in chapter 5, we see that the system is more ordered (with regular hexagons
appearing), after the movement of the active cells has stirred the system to allow
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a)
b) c)
Figure 6.8: a) The initial strip of active cells shown in blue/green with passive
cells in white. b) The system at a later time with migratory cells. c) The system
at the same time as b) with the bipolar active model shown.
it to find a stable packing configuration.
These simulations demonstrate the cohesiveness of the patch of active cells
under the bipolar protrusive active model going from a two-cell horizontal line to
a two-cell vertical line without breaking up. This suggests that this mechanism
might be a very robust and simple way in morphogenesis in general for tissues to
converge and extend.
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BipolarMonopolar
a)
b) c)
Figure 6.9: a) The initial configuration of active cells (blue/green) within a pas-
sive tissue (white). b) The monopolar active model at a later time, we see
convergence in the y-direction and extension in the x-direction. The red outlined
cells show fingers of active cells, a feature particular to the monopolar case. c)
The bipolar active model, in contrast, converges and extends perpendicular to
the monopolar case.
Maintaining the Primitive Streak
We will now investigate how well each of the hypotheses maintain the shape of
the primitive streak after it forms. We do this by placing a cluster of active cells
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within a passive tissue as shown in Figure 6.9a). These active cells represent the
cells in the primitive streak halfway through its movement (Figure 6.6b)). We
use the same two active models described in the last subsection and observe how
the system evolves.
The configurations of the cells at a later point in time are shown in Figure
6.9b) and c). In both the monopolar and bipolar cases, we see the active patches
converge and extend but in perpendicular directions. The monopolar tissue ex-
tends perpendicularly to the proposed direction of primitive streak formation.
This behaviour is the same as was seen in the previous chapter, monopolar and
bipolar behaviours were found to generate the indistinguishable tissue level phe-
notypes. Therefore, orienting the active cellular behaviour for one perpendicular
to the other, generates convergence and extension in perpendicular directions.
The physical reasoning for the monopolar case converging and extending in
the way it does is because cells at the back of the initial active patch are pulling
on cells that are pulling on the cells infront of them, so move faster than cells
at the front of the patch, causing the patch to converge in the direction of the
protrusions, which causes perpendicular extension.
6.2.4 Conclusion
In this section, we have investigated the active behaviours suggested to play a
role in the movement of the primitive streak in chick development in a simple
way.
Using our model, we have shown that a simple migratory hypothesis in the
absence of a substrate is insufficient, without further modifications, to either
initiate or maintain the extension of the primitive streak. This is similar to other
modelling results found in Vasiev et al. [2010]. More sophisticated migratory
hypotheses such as developed in Sandersius et al. [2011a], would be interesting to
explore with this model to see what differences having cell-cell protrusions (rather
than cell-substrate) has on the behaviour of the tissue in these cases.
We also explored a bipolar convergent-extension model, something that has
been suggested in the literature (Voiculescu et al. [2007]) might play a role in the
formation of the primitive streak but has received no modelling attention thus
140
far. We found that these behaviours could generate the correct phenotype for
the primitive streak but this would require further investigation to determine the
role of the boundary conditions and investigate other effects such as the polonaise
movements elsewhere in the embryo.
6.3 Distinguishing Monopolar and Bipolar Be-
haviour
Leaving the discussion of chick development, one of the results of Chapter 5 was
that monopolar and bipolar active behaviours could not be distinguished (in the
case of the convergent-extension systems with free boundaries). This was related
to the periodic boundaries, which mean that in the monopolar case the ”front”
of the tissue is attached to the ”back”, leading to very similar distributions of
forces within the tissue
This effect has implications for imaging patches of real tissue undergoing con-
vergence and extension, in that monopolar and bipolar cases might not be distin-
guishable purely from the video of the tissue. This provides a hindrance to our
goal of aiming to describe tissue level behaviour from their underlying cellular
mechanisms.
There are two aspects that mean that monopolar and bipolar behaviour are
easier to distinguish in vivo. The first of these is the fact that in a real embryo
we may be able to directly see the lamellipodia and simply observe whether they
are monopolar or bipolar.
The second difference was illustrated in the study of the maintenance of the
primitive streak discussed in the previous section (Figure 6.9). By placing the
active patch of cells within a passive tissue, we see slight differences between
monopolar and bipolar behaviour.
The ”front” and the ”back” of the active tissue become separate concepts
unlike in the periodic case due to the surrounding passive tissue. This difference
means that we observe different behaviour for the monopolar and bipolar tissues.
The cells at the ”back” of the active patch in the monopolar case behaves
in much the same way as with periodic boundaries by converging and extending
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perpendicular to the direction of the protrusions.
The front row of cells, however, exhibits the formation of ”fingers”. These
arise as the active cells are applying forces to passive tissue rather than active
tissue as in the periodic case. This means the front row of cells behave in a way
that is similar to single migratory cells and start to migrate through the tissue.
Once one of these front cells starts to migrate into the passive tissue, other active
cells, which are grabbing this cell, get pulled along behind it. This creates fingers
of invasive active cells into the passive tissue from the front of the active patch.
These fingers are highlighted in red in Figure 6.9b).
This leads to the overall phenotype of a monopolar protrusive tissue in a
passive tissue as converging and extending (as with bipolar) but distinguished by
the presence of invasive fingers in the direction of the motility.
This demonstrates that the monopolar and bipolar active behaviours are dis-
tinguishable under different boundary conditions, but do still share the common
feature of convergence in the direction of the protrusions and extension per-
perndicularly. These commonalities are not widely reported in the literature and
highlighting them is one of the major achievements of this model.
As an aside, the fingers of invasive active cells seen for monopolar behaviour
are hallmarks of cancer invasion and the onset of metastasis Friedl and Wolf
[2003]. This offers an area of extension for this model, i.e. to be used to model
the dynamics of cancer invasion.
6.4 Conclusion
In this chapter, we have applied the model to two systems investigated in mor-
phogenesis, to illustrate how it can be used to guide and support or refute our
understanding of experimental data.
We could match the observed behaviour of the zebrafish forebrain neural plate
development using our hypothesis about the system behaviour, providing evi-
dence that this interpretation is physically consistent and the model is capable
of capturing the complexity of in vivo systems.
We also explored two proposed mechanisms for the formation of the primitive
streak in the chick embryo. We investigated two simple hypotheses about the
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movement of the primitive streak. The results of the simulations were interesting
and suggested that further modelling of the convergent extension might shed more
light on this complex developmental process. Further development of this system
within the model is required to more accurately probe these hypotheses, as well
as more detailed experiments to allow us to quantitatively compare the model to
real data.
Finally, we discussed the phenotypic differences for different types of active
behaviours for active cells in passive tissue, finding that monopolar protrusions
tend to generate more invasive behaviour than the cohesiveness of bipolar pro-
trusions.
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Chapter 7
Discussion
This thesis has presented and characterised a new computational model for prob-
ing the morphogenesis of tissues and processes seen in the development of different
embryos. This model was designed to discover the relationships between the tis-
sue level behaviour of developmental systems and how they are controlled at a
cellular level.
7.1 Requirements of the Model
In the introductory chapter, five essential requirements of a computational model
of development were presented. These requirements reflected our philosophy
about the aspects of tissue and cellular behaviour that were vital for driving
and controlling morphogenetic processes. These requirements were:
• Cell Morphology
• Cell-Cell Dissipation
• Passive Cellular Properties
• Active Behaviour
• Boundary Conditions
• Dimensionality
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The model presented in this thesis was designed with these requirements in
mind, so captures them all in some way. We will now discuss how each of these
aspects has been implemented and the implications and limitations for modelling
in vivo systems. A discussion of dimensionality will take place in the future work
section (Section 7.5).
Cell Morphology
Cell morphology is captured by the dual representation of the cell as the strain
tensor and the Voronoi tessellation, representations that we can easily move be-
tween (as described previously). The representation of cell morphology as an
ellipse is a simplification of the wide variety of shapes that can be seen in de-
velopment but captures the major deformation of each cell. Our assumption is
that this simple, first-order representation of cell shape is sufficient to capture
the dynamics of most processes and the effects of cell morphology on large scale
tissue movements, an assumption also built into the analysis techniques described
in Section 1.3.
We could refine this representation of the cell to incorporate more complex
shape terms but they are unlikely to affect the tissue level behaviour except in
very specific systems where complex cell morphologies are key to the process (e.g.
the formation of rosettes seen in Drosophila (Blankenship et al. [2006])).
The use of a Voronoi tessellation allows neighbours and their interactions to
accurately be defined. This representation is also vital for calculating the contact
forces between cells in a consistent way that ensures mechanical consistency be-
tween the tissue and cell levels, something that the Palsson and Othmer model
described in the introduction was not able to do.
This representation does not allow the model to explore systems which require
subcellular levels of detail (other than their effects at a cellular level). Probing
such systems will require a different class of model (e.g. the Vertex model).
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Cell-Cell Dissipation
The second requirement was that the cells within the model moving relative to
one another at an interface experience dissipative forces that resist this motion.
This is the key feature of the model that was not captured by the other mod-
els discussed in the introductory chapter. It is captured explicitly within the
framework through the use of cell-cell viscous forces related to the slippage at
the interface and, unlike other models, captures this slippage for both cell shape
change and cell motion in the absence of a substrate. As discussed in the intro-
duction, we use the term substrate to describe models used in two dimensions
that have a viscous term associated with the absolute movement of the cells since
it has the same effect as a viscous interaction with a substrate.
Modelling viscous forces and hence motion as purely relative to other cells
means that tissues without any significant substrate interaction could be fully
explored. The case of the primitive streak movement seen in the chick embryo
provided an opportunity to investigate the importance of substrate interactions
and demonstrated this importance by predicting an entirely opposite phenotype
to the one hypothesised in the migration model.
In recognition of the importance of tissue morphogenesis that involves only
cell-cell interactions, I chose to focus on just these features for my thesis. However,
adding a substrate within this framework is a simple extension, adding just one
extra viscous term per cell.
Introducing the substrate in this way would allow us to modify to the ac-
tive force model to explore protrusive activity where the forces are applied to a
substrate.
Carefully modifying the model to include a substrate, would allow its effects
on the observed behaviour to be observed by performing the simulations in its
presence and absence, an ability that is unique to this model, which we have
shown can have a marked effect on the observed phenotype.
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Passive Cellular Properties
A linearly elastic constitutive relationship between the stress and strain of the
cell has been used within this thesis. This relationship was chosen to provide
a simple relationship between the cell shape and its stress, that could be used
to verify the framework of the model behaved correctly. The use of the Voronoi
tessellation to define cells ensures that the relationship between strain, stress and
the contact forces at the cell and tissue levels is correctly maintained at all times.
The model tissue does exhibit viscoelastic behaviour under shear stress, as
was seen in the exponential decay curves after a step strain was applied. Under
isotropic compression or expansion the model tissue behaves purely elastically,
with instantaneous responses from the cells and variation of this response with
time. It is encouraging to see the wide range of behaviour that can be captured
within the model using only this simple constitutive relationship, however, mod-
ifying this relationship is an obvious area of extension for the model, since cells
are not reported to behave elastically.
The constitutive relationship stems from the assumption that cells have a
preferred shape that they strive to maintain, i.e. forces must be applied to the
cell to deform it from this preferred shape. Implementing the passive cellular
properties using a linear elastic model ensures that cells will always return to
their preferred state unless forces act on them.
There are other constitutive models that ensure this assumption such as cer-
tain kinds of viscoelasticity that could have been used. Due to the modular design
of the model framework, the constitutive relationship could be changed to cap-
ture viscoelastic behaviour of cells with only slight modifications. Although these
modifications would more accurately capture the behaviour of cells in isolation,
the effects on the tissue level behaviour are likely to be minimal since cells already
interact in a viscous way with their neighbours. The costs of extending the model
in this way must be weighed up against whether they are thought to have a large
effect on the behaviour at a tissue level, so the effects of the extension would need
to be explored beforehand.
Furthermore, due to the dynamics of the cytoskeleton, real cells under a con-
stant load can adjust their preferred shape, so that when the load is removed
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they retain the same shape as under load. This is different from the assumption
described above, but could be implemented in the model framework by using
some feedback between the preferred shape of the cell and its stress over time.
In summary, the constitutive model, despite its simplicity generates viscoelas-
tic tissue responses so should be sufficient to probe many different developmental
systems. This relationship can easily be modified if it is required to understand
the particular system.
Active Behaviour
Active behaviour is captured in the model through use of an active force model.
In this thesis, we have focussed on exploring the active protrusive behaviour of
cells by examining how cells can apply forces on one another to generate tissue
level behaviour.
We have explored how protrusions generated by one cell to apply forces to its
neighbours can drive both convergent-extension and single cell motility. Through
these examples we demonstrated that collections of cells exhibiting monopolar
and bipolar protrusive behaviour generate very similar phenotypes at a tissue
level, converging and extending in the same direction.
This intuitive commonality between bipolar and monopolar activity has not
been described in any model or tissue before. Monopolar protrusions are usually
modelled as acting on a substrate, which does not generate the same phenotype
as cell-cell protrusions (as implemented in this model). This is because tension
across the patch of active cells, which drives the convergence and extension will
not be generated if the protrusive forces act on the substrate.
This fact of monopolar behaviour in the absence of a substrate was used
to investigate the formation of the primitive streak in the chick embryo, where
substrate interactions are thought to be minimal. The simple chemoattractant
hypothesis implemented within the model was found to be unable to account for
the observed behaviour (as in other papers), whereas the convergent-extension
model was much more robust and illustrated some interesting features of bipolar
convergent-extension.
There is an enormous amount of freedom in the method of implementing the
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active force model, due to the fact that they are simply added as an extra layer
on top of the passive model, which functions in their absence. This freedom will
allow the model to be applied to many different kinds of active force generating
behaviour in vivo. We have limited our discussion to only consider protrusive
behaviour as this is the most widely reported active cellular behaviour, but we
could consider active shape change and differential adhesion using the active force
model.
Boundary Conditions
The mechanical interactions of neighbouring tissue can affect the behaviour of the
system we are interested in studying. These boundary conditions are implemented
in the model using the finite element method allowing the control the movement
of the boundaries of the tissue.
Various boundary conditions have been explored within this thesis: step
strain, constant strain rate, and elastic, free and fixed boundaries. The wide
variety of different behaviour exhibited by the model under these different con-
ditions highlights the importance that they have. This was clearly demonstrated
when exploring the same protrusive activity with elastic and free boundaries, the
first leading to cell elongation and an equilibrium state, the second associated
with isotropic cell shapes and a constant rate of elongation of the tissue. In
zebrafish development, we tested and confirmed the hypothesis that anisotropic
boundary conditions with isotropic cell contraction could drive intercalation.
The implementation of boundary conditions within the model through the
finite element model ensures the physical consistency of the applied boundary
movements and the ability to easily move the boundaries and retain this physical
consistency is a powerful feature of the model, meaning it can handle a wide
variety of imposed boundary movements with ease.
An obvious area of extension for the model in this area is the use of finite
boundaries rather than periodic, rectangular boundaries for systems considered
in this thesis. This will be important when considering systems where interac-
tions with the boundary are thought to be an important aspect of the observed
behaviour. Accommodating such systems within the framework will be conceptu-
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ally simple but might involve some technical modifications such as the calculation
of the Voronoi tessellation and the contact model.
7.2 Behaviour of the Model
The model presented in this thesis meets our requirements that were set out for
a model in the introductory chapter. After designing the model, we set out to
test it to explore the relationships between the parameters in idealised passive
and active systems.
The relationships between parameters that were found far surpassed expecta-
tions, they were well-behaved with different aspects of the tissue being controlled
by different parameters with little overlap.
In passive systems, we found that the behaviour was controlled by three dis-
tinct parameters: the timescale τ , the jamming contact parameter C and the
bulk modulus K, controlling the viscoelastic response, yield/residual strain and
the elastic behaviour under compression and expansion respectively. Adding ac-
tive forces further confirmed the predictable behaviour of the model, with the
same aspects of tissue level behaviour controlled by the same parameters, i.e.
thresholds controlled by C, dynamics controlled by τ .
The use of only a small set of parameters each of which relates to a distinct,
intuitive cellular property and the ability to adjust these parameters whilst af-
fecting the other parameters in a predictable, defined way is an extremely useful
feature of the model, which will greatly aid in matching and interpreting the in
vivo behaviour with parameters of the model.
7.3 Applying the Model
After the behaviour of the model was explored in idealised systems to characterise
the parameters, it was applied to two in vivo systems.
The development of the Zebrafish forebrain neural plate (fNP) was investi-
gated in two ways. Firstly, the model was used to demonstrate the hypothesis
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that the anisotropy observed within the formation of the fNP could arise as a re-
sult of isotropic cell contraction combined with anisotropic boundary conditions.
Secondly, the in vivo data could be matched with output from the model, demon-
strating that the model (despite its simplicity) is able to probe the complexity of
real systems.
The second system that was investigated was the formation of the primitive
streak in chick development. The exciting feature of this process for the model
is that the substrate is thought to move with the migrating cells, meaning that
the cells are unable to migrate by applying forces on this substrate. This means
the major mechanical interactions must be cell-cell (as opposed to cell-substrate)
exactly the type of interactions implemented in the model. By implementing two
proposed hypotheses about the formation of the primitive streak, we found that
only one of the them could account for the observed behaviour without further
modifications.
The second of these applications demonstrates the way that the model can
be used to test and discriminate hypotheses about the cellular processes that
drive tissue level movements. Used in tandem with experimental procedures, the
application of the model in this way can speed up the discovery of the mechanisms
underlying tissue morphogenesis.
7.4 Limitations of the Model
The model is designed to probe dynamical processes within morphogenesis and a
list of features was laid out for the features of the model required to make it ap-
propriate for such modelling. These requirements reflected our hypotheses about
the underlying processes that drive dynamics within morphogenesis and in order
to capture the dynamics some information about other aspects of morphogenesis
was sacrificed.
The limitations we will discuss in this section are fundamental limitations
that relate to the implementation of the requirements we set out rather than
limitations of the current modelling framework that could be easily added (such
as the presence of a substrate).
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The major compromise is the use of an ellipse to represent cell morphology.
As a result, developmental processes that are very dependent on specific cellular
morphologies near equilibrium are not likely to be adequately captured within
the model. Examples of such processes include segregation of tissues through
use of long actomyosin cables seen in Drosophila (Monier et al. [2010]) and the
distribution of cell morphologies in the Drosophila wing disc as in Farhadifar
et al. [2007].
In some epithelial tissues, much attention has been given to the mechanics of
cytoskeletal elements aligned to the edges of cells. This means that our choice
of modelling the morphology of the cell as an elastic ellipse is too crude to cap-
ture the more subtle (edge based) aspects of such processes. The use of Vertex
models in such systems, particularly if the dynamics are not being investigated,
is probably most appropriate since modifying our model will require refining the
representation of cell morphology, which will have knock-on consequences for the
other components of the model.
This is not to say the model cannot be used to study morphogenesis in such
systems; dynamic processes within this organism where only the average shapes
of the cells are thought to affect the behaviour will be amenable to investigation
with our model.
Another possible limitation relates to the scalability of the model in the ap-
proach we have taken to calculate viscous forces and hence displacements and
shape changes. These calculations involve solving systems of coupled, linear si-
multaneous equations, which is performed by inverting sparse matrices. The
number of these equations scales with the number of cells within the system
N , but the time taken to solve these systems scales as the number of equations
cubed i.e. N3. This computational limitation means that for very large cell
numbers within the model the process of updating at each timestep will become
prohibitively slow. How large is very large? We ran systems of a few thousand
cells taking only a few tens of seconds per timestep; thankfully many develop-
mental systems currently being studied consist of between a few hundred to a
few thousand cells. Furthermore, the number of cells within the model also does
need to correspond exactly to that of the in vivo system, and fewer cells could
be used in-silico to overcome any computational limitations.
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Moving on from limitations, we will examine areas of extension for the model
to allow it to be applied to a wider range of systems with more accurate results.
7.5 Future Work
In this chapter, we have briefly discussed some of the assumptions of the model
and how they might be adapted and modified to better capture our knowledge
of real systems. These have included: introducing a substrate within the model,
refining the constitutive relationship and modelling finite boundary conditions.
We will now explore other areas of extension for the model to make it more
powerful and applicable to a wider range of systems.
Higher Dimensions
Many processes in development do not take place on flat, two-dimensional surfaces
but on curved surfaces in three dimensions, however, not many studies have
focussed on three dimensional analyses of tissues (particularly when considering
dynamics) due to the complexities involved. Despite the lack of suitable, studied
three dimensional systems to apply the model to, it is worth examining how the
model in this thesis might be applied to three dimensional systems and how other
models are used.
As mentioned in the introductory chapter, other models are capable of exam-
ining events in three dimensions. With the Schaller and Meyer-Hermann model,
both papers examined problems in three dimensional tissues, the growth of a
tumour spheroid and a rectangular box of cells to examine skin homeostasis and
obtained very good results. The simplicity of the representation of cellular mor-
phology makes the calculation of the Voronoi tessellation (of spheres as opposed
to ellipsoids) much simpler than it would be in the model discussed in thesis. The
downside is that the Schaller-Meyer-Hermann model would not be appropriate for
three-dimensional systems where cellular morphology is thought to play a large
part.
Another model that was used to examine three dimensional systems is the
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Subcellular Elements Model. Here cell stretching was performed and clusters of
dividing cells were modelled in three dimensions. The movement to three dimen-
sions within the model framework is simple by design. Despite this ability, when
the model was used to study developmental processes (in the chick (Sandersius
et al. [2011a]) it was limited to two dimensions for reasons of efficiency. This
highlights the emphasis in the field of developmental biology in general to two-
dimensional systems since they are easier to image and get an intuitive feel for
what might be happening.
Extending the model in this thesis to explore three dimensional systems should
be conceptually simple. The assumptions of the model and structure of the algo-
rithm are not intrinsically two dimensional in their philosophy, but implementing
them in three dimensions will be technically challenging, more challenging than
the examples above.
For example, cells in three dimensions could still be represented as a strain
tensor but this would describe an ellipsoid. Neighbours would be calculated
using a Voronoi tessellation but of ellipsoids in three dimensions, a process which
is likely to be very technical to implement.
An alternative to moving entirely to three dimensions is to modify the two
dimensional model to capture the effects of taking place on a curved surface. This
has the advantage of being easier to implement but still being able to capture
more subtle effects due to the curvature. The effects of such a modification
would manifest themselves in the boundary conditions and thus the finite element
method would need to be adapted.
Cell Growth and Division
Cell growth and division, a key feature of development mentioned in the introduc-
tion, have not been discussed within the model framework and their introduction
may be necessary to accurately probe certain tissues.
Both of these features have been added to the model. Cell growth (actually
shrinkage which also involves changing the size of the cell) was implemented when
exploring the in vivo Zebrafish developmental system. Cell division has also been
implemented within the model, and will be used to explore the role of cell divisions
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on stress relaxation within tissues.
Stochasticity
Cellular systems are inherently stochastic, i.e. they are subject to random jostling
(as a seen in Brownian motion). The model presented in this thesis has not
focussed stochastic effects for the sake of simplicity, since they were not required
to drive the system. Capturing stochastic effects will most simply be achieved
by adding random terms to the contact forces or by randomly varying cellular
properties such as stiffness or viscosities over time.
These additions are likely to only effect the behaviour of the jamming contact
parameter C. The values of yield and residual strain for a given value of C are
likely to be lower since the random fluctuations will give the cells more energy to
overcome local energy barriers allowing cells to rearrange when they would have
been jammed before. Since real systems are stochastic and measuring C from real
data will include the effects of this stochasticity, we may not need to introduce
stochasticity within the model framework (since it is only likely to affect C) but
just use the lower value of C that we measure from the experimental data.
The introduction of stochasticity is likely to make the model more realistic but
also more complicated (since we will introduce parameters associated with the
noise). Furthermore, the properties of the model are unlikely to be qualitatively
affected by such an addition so this feature should only be added with good
reason.
Experimental Work
The real power of the model can be utilised if in vivo measurements of the param-
eters of the model can be obtained to make quantitative predictions. This will
allow us to accurately reflect the different mechanical properties and patterning
across the tissue within the model to more effectively explore hypotheses about
the processes driving the observed morphogenesis.
The technique discussed in Chapter 4 of placing magnetic beads within the
tissue, which is currently being developed in our lab, has the advantage of po-
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tentially being much less disruptive than other perturbation techniques such as
laser ablation or explantation, meaning the data is more representative of in vivo
values of the mechanical properties.
Using the measurements performed with the magnetic beads for different ar-
eas of the tissue, we can see how the parameters are patterned over the tissue
which can then be fed to the model. Being able to input the patterning of me-
chanical properties across the tissue into the model will allow us to investigate the
patterning of the cellular movements under different hypotheses. Implementing
these hypotheses in the model will lead to evidence to confirm or refute each one
and offer further predictions about other perturbations that can be applied in
vivo to distinguish between them.
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Appendix A
Calculation of the Voronoi Diagram from Ellipses
In this section, we present the methods we use to move between the two repre-
sentations of the cell as a Voronoi polygon and an ellipse.
The Voronoi tessellation of ellipses within the model is calculated using a
pixel based method. We limit the discussion to how it is used to calculate the
tessellation within a periodic system with dimensions (X, Y ), an example of which
is given in Figure 1 a). The periodicity of the system means that special care
has to be taken for neighbours that are either side of the periodic boundary. To
overcome this, a margin of cells is plotted around the periodic boundaries of the
initial box, the Voronoi tessellation can then be calculated on this larger box
without having to worry about the boundary conditions. The margin of cells is
drawn by appropriately mapping sections as shown in Figure 2.
The ellipses are ”drawn” on this larger image so that pixels within overlapping
regions and spaces are assigned the value 1 and non-overlapping regions of ellipses
are assigned a 0. This image is shown in 1 b) and has dimension (X+2Xmarg, Y +
2Ymarg), where Xmarg and Ymarg are the thicknesses of the margin of cells drawn
around the periodic box (typically two cell diameters). This larger box is stored
as a matrix IMij with all entries either 1 or 0 as described.
The Voronoi tessellation is calculated by building a distance map, which gives
the distance of each pixel from the nearest pixel of value 0, as illustrated in Figure
3. The distance map is calculated incrementally using the L1 or Manhattan
metric.
157
a)
b)
c)
d)
Figure 1: Generating the Voronoi diagram of a set of ellipses. a) Initial config-
uration of ellipses within a periodic box. b) Ellipses with overlapping regions
removed. The red box represents the periodic dimensions of the system repre-
sented in a). c) The network representing the Voronoi tessellation (in green)
overlaying b). d) The final output image of the procedure.
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Figure 2: Mappings of sections of the initial periodic box (in grey) to the larger
box to allow the Voronoi to be calculated on a finite box without worrying about
the periodic boundary conditions.
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Figure 3: Building a distance map. The left diagram is the initial assignment of
pixels in IMij as described in the text. In the right hand diagram, the number
within each square indicates the distance from that pixel to the nearest pixel of
value 0 under the L1 metric.
The vertices of the Voronoi are calculated from the distance map and are
defined as pixels that are the same distance away from the surface of either 3 or 4
cells. Each vertex calculated by this method has a position and either 3 or 4 cells
associated with it. This information is used to construct a network of vertices
and edges for the entire system. Each edge in this network now defines contact
between 2 cells. The network calculated by this procedure is shown in Figure 1c)
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and is used to construct the final output image shown in Figure 1 d).
The above procedure runs in O(MN) time, where N is the number of pixels
in the x-dimension and M is the number of pixels in the y-dimension. If we keep
the same image resolution, so a cell is represented by approximately the same
number of pixels, this procedure scales with O(Nc), where Nc is the number of
cells within the system. The use of the Manhattan metric and a pixel-based
approach means that this method does not find exactly the same locations and
contacts for vertices as a Euclidean, off-lattice approach, and its accuracy is
related to the resolution of the image used to plot the ellipses. The resolution
must be picked as a compromise between accuracy of the vertex positions and
the run time, 2500 pixels per cell is typically used.
For short edges, this method can assign contacts between cells incorrectly,
however, as we shall see later, forces between cells depend on the length their
contact, so the effects of these incorrect assignments are likely to be small.
In this section, we have examined a method for calculating the Voronoi di-
agram from the position and shapes of cells. We now look at moving in the
other direction: using the Voronoi polygon of each cell to calculate an ellipse
representing the strain of the polygon.
Calculation of an Ellipse from a Voronoi Polygon
Moving from the elliptical representation to the Voronoi diagram is useful for
calculating the neighbours of a given cell. We now present the inverse of this
technique, i.e. moving from the Voronoi polygon to an ellipse representing the
shape. This method can be used to check that the Voronoi tessellations preserve
the information about the strain of a cell.
Given a polygon in a plane defined by its n vertices, vi = (xi, yi) for i =
1, 2 . . . n, in a counter-clockwise manner (v1,v2, ...,vn), we derive the tensor rep-
resenting its shape (dev) by calculating the moment of inertia tensor for the
polygon.
The inertia tensor for a continuous body, with constant mass density function
ρ(r) = 1 in two dimensions is given by:
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Figure 4: A Voronoi polygon and its mapping to an ellipse
I =
∫
A
(r.r)Id− r⊗ rdA =
∫
A
(
y2 −xy
−xy x2
)
dxdy
where Id is the identity matrix. Using Green’s Theorem in the plane for a curve
parametrised by t with endpoints t0 and t1, so that x(t) and y(t):
I =
(
−1
3
∫ t1
t0
y3x′dt −1
2
∫ t1
t0
y2xx′dt
−1
2
∫ t1
t0
y2xx′dt 1
3
∫ t1
t0
x3y′dt
)
The n-gon is broken down into n straight line segments (vi,vi+1) for i ∈
{1, 2, ..n− 1} and (vn,v1). The contribution of each of these line segments is:
I11 = −xi+1 − xi
12
(y3i+1 + y
2
i+1yi + yi+1y
2
i + y
3
i )
I12 =
xi+1 − xi
24
[xi(3y
2
i + 2yiyi+1 + y
2
i+1) + xi+1(3y
2
i+1 + 2y1yi+1 + y
2
i )]
I22 =
yi+1 − yi
12
(x3i+1 + x
2
i+1xi + xi+1x
2
i + x
3
i )
Summing each of these contributions for the edges of n-gon yields the inertia ten-
sor I. I is diagonalised to reveal eigenvalues λ1, λ2 and eigenvectors w1,w2. 
dev
is constructed using the same eigenvectors w1,w2 but with respective eigenvalues
1
4
log(λ2
λ1
) and 1
4
log(λ1
λ2
).
Having examined how neighbours are defined, we now turn our attention to
how cells within the model interact with one another.
161
Stress
The following discussion derives results about stress theory in three dimensions.
The surface force density function or traction vector Tn(x) defines the surface
forces acting on a continuous body (the cell).
ΔF
ΔA
n
(Sectioned Body)
P3
P
P2
P1
(Externally Loaded Body)
FIGURE3-2 Sectioned solid under external loading.
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Figure 5: a) An externally loaded body with section to probe internal forces. b)
The components of the stress tensor. Taken from Sadd [2005]
Consider an object with an arbitrary external loading, to probe the internal
forces, a section is made through the object (Fig 5a). In 3D, an area on this
section ∆A with normal n, define the force acting normal to plane as ∆F. The
traction vector normal to this surface is then given by:
Tn(x) = lim
∆A→0
∆F
∆A
Considering the traction vector for the planes in which the normal vectors are
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aligned with the basis vectors (ei) of the system (Fig 5b), the following equations
arise:
Te1(x) = σ11e1 + σ12e2 + σ13e3
Te2(x) = σ21e1 + σ22e2 + σ23e3
Te3(x) = σ31e1 + σ32e2 + σ33e3
The components σij, of these vectors represent the stress tensor in this basis.
The stress tensor can be shown to obey the transformation laws for tensors and
is usually written as a matrix:
σ =
 σ11 σ12 σ13σ21 σ22 σ23
σ31 σ32 σ33

The traction vector then obeys Cauchy’s Stress Theorem:
Tn(x) = σ(x)n (1)
Considering an object at equilibrium, it can be shown that the stress tensor is
symmetric and if there are no body forces, the stress tensor obeys the equation:
∇.σ = 0 (2)
The results above will be used to quantitatively describe the stress-strain
relationship used in the model.
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