Abstract-We introduce a tomographic reconstruction method implemented using a shape-based regularization technique. Spatial models of known features in the structure being reconstructed are integrated into the reconstruction process as regularizers. Our regularization scheme is driven locally through shape information obtained from segmentation and compared with a known spatial model. We demonstrated our method on tomography data from digital phantoms, simulated data, and experimental electron tomography (ET) data of virus complexes. Our reconstruction showed reduced blurring and an improvement in the resolution of the reconstructed volume was also measured. This method also produced improved demarcation of spike boundaries in viral membranes when compared with popular techniques like weighted back projection and the algebraic reconstruction technique. Improved ET reconstructions will provide better structure elucidation and improved feature visualization, which can aid in solving key biological issues. Our method can also be generalized to other tomographic modalities.
3-D structure of individual biological complexes in their native state.
The reconstruction from ET data must overcome several challenges. First, TEM images suffer from limited contrast-to-noise ratio (CNR). A second major challenge is that the angle of rotation (tilt angle) cannot exceed (with respect to the horizontal plane) because the beam's path-length through the sample and its supporting structure becomes inappropriate to form projections at higher tilt angles. Hence, projection images are available only for a limited range of tilt angles. In Fourier space, the missing tilt images manifests themselves as a missing wedge (Fig. 1 ), leading to severe instability in the reconstruction problem. Due to the missing data, the problem is ill posed and there is no unique solution to the reconstruction problem. Thus, generation and visualization of models from ET data is a huge challenge.
Our objective is to develop mathematical and computational tools to solve the inverse problem in ET through a shape regularization method derived from a Bayesian formulation. We formulated likelihood probability distributions that accurately model the forward problem in ET as well as the main noise characteristic in the measured data. Structural shape information about the specimen being imaged was included into a shapebased regularization by means of an energy functional. Reconstruction was performed by calculating the maximum a posteriori (MAP) estimate through a modified expectation maximization (EM) optimization scheme. In the example presented, we used structural information of spike features of virus complexes that are available through sources like X-ray crystallography, Protein Data Bank (PDB) and Electron Microscopy Data Bank (EMDB). Our reconstruction scheme provides a novel framework for incorporating such a priori shape information about local structures into the reconstruction process. The algorithm was tested on a single axis tilt series images of the Simian Immunodeficiency Virus (HIV like retrovirus that causes AIDS in monkeys) interacting with a neutralizing molecule D1D2-IgP (data courtesy of NIH) [1] .
The paper is organized as follows. A preliminary discussion about image formation in transmission electron microscopy is presented in Section II. An overview of regularization theory, including methods like algebraic reconstruction technique (ART) and weighted back projection (WBP), which are popular in ET is also provided. Section III discusses the statistical regularization framework as applicable to our method. In Section IV, the shape-based regularization scheme is introduced where segmentation is performed to compare local features with a known model. The models used specifically in our reconstruction analysis are described in Section IV-E. Finally, our reconstruction results and analysis are presented in Section V.
II. PRELIMINARIES
When a high energy electron wave interacts with a biological specimen, it is scattered due to the electrostatic field of the specimen's constituent atoms. The output wave after passing through the specimen contains information about the electrostatic field of the specimen which is captured as image contrast. The main contrast mechanism in TEM imaging of unstained biological samples is phase contrast (interference contrast), which results from the quantum superposition (interference) of the crests of the incident wave and the scattered wave. This can often be approximately described by projecting the potential of the specimen. Typically, thinner specimens with higher accelerating voltage and lighter atoms will satisfy this projection approximation [2] . The emergent electron wave interacts with the microscope optics to generate a 2-D projection image. The specimen is tilted and several such 2-D projection images are acquired.
The 2-D projection images in TEM typically suffer from a number of degrading factors. The images acquired have spatial resolution on the order of Angstroms , but slight mechanical noise during tilting and acquisition can cause large misalignment in the images. The projection assumption used above for the electron beam-specimen interaction only holds for weakly scattering specimens. These factors combined with the missing wedge problem described earlier degrade the accuracy of 3-D reconstructions in ET.
The inverse problem in ET is to reconstruct a 3-D image based on images acquired within a tilt series. Mathematically this can roughly be stated as the problem of recovering an estimate of a signal (a function representing the 3-D image) given measured data (the vector representing data in the tilt series) obtained from indirect observations of the signal. The precise mathematical formulation depends on whether one takes the statistical or classical approach for regularization. All regularization methods, both classical and statistical, are based on the principle of replacing the original ill-posed inverse problem with a neighboring well-posed problem. This is done by making use of a prior model and a data model.
The projection images collected are denoted by
The size of each projection image is determined by the microscope hardware and the range of the tilt angle is set by the biologist. The forward model for ET is derived in [3] where it is shown that under certain conditions, one can assume that the tilt series images correspond to a simple forward projection transform (X-ray transform) of the specimen. Some of these conditions are: validity of the first-order Born approximation (for weakly scattering specimens), thin specimen width-allowing electrons to pass through and a phase contrast imaging model. Assuming the forward projection transform, if the function representing the 3-D image is discretized and represented by a vector, typically by taking voxel values, then the forward model can be written as a projection matrix . For noise-free data (1) where is the data from the projection images . The data model for ET is derived in [4] and is quite complex. But the dominating contribution to the noise is from the shot noise which is Poisson distributed.
In statistical regularization, and in particular Bayesian inference, the philosophy is to recast the inverse problem in the form of a statistical quest for information. While classical regularization seeks to recover a single estimate of the unknown signal, statistical regularization is based on recovering the probability distribution of the signal.
A. Classical Regularization Methods
These are commonly subdivided into analytical, iterative, and variational methods.
1) Analytical Reconstruction Methods:
The starting point is to consider the operator equation where the data is considered as continuum. The idea is to directly approximate and appropriately discretize it. Doing this in a manner that preserves stability depends highly on the specific properties of the operator and the data collection geometry (the interpretation of the discretization of ). For the case when represents a simple forward projection transform, we have the well-known filtered back projection (FBP) method. Weighted back projection (WBP) reconstruction is another analytic method that is popular in ET [5] , [6] .
2) Iterative Methods: Here, the idea is to generate an iterative sequence that converges to a least-squares solution of [7] . The most popular iterative method in ET is the Kaczmarz method, also called algebraic reconstruction technique (ART) [8] . In this technique, each tomogram image is treated like a hyperplane in a dimensional space. A solution to the entire equation system for all tomograms is a point in the dimensional space where all the hyperplanes intersect [8] .
3) Variational Methods: The idea here is to reformulate the reconstruction problem as an optimization problem (2) In the above, the functional is the regularization functional that encodes a priori information about the true unknown signal, is the data discrepancy functional, and is a weighting parameter.
A common approach in many imaging modalities is to select , i.e., as the -norm of the gradient magnitude of (Dirichlet energy).
Total variation (TV) and related methods are applied in [9] to the reconstruction problem in ET with promising results. Higher order regularizers have also been applied to ET. Dey et al. [10] have used a TV based formulation to perform confocal microscope deconvolution.
A recent method introduced by Xu et al. [11] , [12] reconstructs by solving (2) with and where and are the mean and Gaussian curvatures of the level-set surface of at a point , and is a user specified function. The second term is the data fidelity term while the first term is a geometric regularizer. In [11] , the solution of (2) with and as above is obtained by solving an -gradient flow (L2GF) using a calculus of variations optimization method.
B. Statistical Regularization Methods
A statistical approach for solving inverse problems using a Bayesian framework has been used before for a variety of reconstruction problems. Under a Bayesian framework, the prior information is encoded by a probability distribution and is called the a priori (or simply, prior) [13] .
Bayes rule gives us the relation
where is the prior about , is the likelihood term that models the physics of image acquisition.
is the marginal probability distribution that is typically ignored when using estimators since it does not vary with [13] , [14] .
Various priors have been used by different groups depending on the imaging model and application. In medical imaging, Gindi et al. [14] have used edge maps of anatomical images as priors while performing reconstruction of functional images. Their goal was to induce edges and hence better contrast in functional images (PET, SPECT). The anatomical image (typically CT, MRI) is registered with the functional image (typically PET, SPECT). An edge map is created using the anatomical image which is used as a prior while performing reconstruction of the functional image. Gindi et al. model both the likelihood and prior as Gibbs distribution. A predetermined edge map is built from a CT or MRI image and is incorporated in the a priori as an energy term. Anatomical information from MRI and CT have similarly been used in Hsiao et al. [15] and Rangarajan et al. [16] .
Methods that use global smoothness priors do not incorporate structure information in the reconstruction process. The assumption of smoothness can be arbitrary and can affect edges. Methods like Gindi et al. [14] and Hsiao et al. [15] that use CT/MRI image as priors for PET reconstruction have issues where edges seen in a CT/MRI image are not always seen in a PET image leading to inconsistent features. Yoon et al. [17] have introduced a joint segmentation-reconstruction method. A level set segmentation and reconstruction is shown with a piecewise constant intensity function for PET and CT. Unlike ours, no explicit spatial model is used, instead a segmentation algorithm partitions the image into piecewise continuous regions during reconstruction. A major limitation of Yoon et al. [17] compared to our method is that their algorithm has not been tested on real data and has been demonstrated only on phantoms, on which segmentation is easier to perform. Our method is validated on highly noisy ET data and a quantitative improvement in reconstruction has been shown for real data.
III. STATISTICAL REGULARIZATION
The statistical regularization framework allows us to use shape-based priors explicitly in the reconstruction process. Also, the physical process of data collection can be modeled through the likelihood term.
A. Likelihood Probability Distribution
A Poisson distribution is used in a system that has a high number of events of which only a small percentage are counted. In the context of ET, a large number of electrons are bombarded on the specimen and a large fraction is scattered from the small collection aperture of the TEM creating contrast. As already mentioned, the dominating contribution to the noise is shot noise which is Poisson distributed. Other modalities like SPECT and PET also use a Poisson distribution to model noise arising during the image acquisition [14] , [18] , [19] . Under this assumption, the likelihood becomes (4) where is the total number of projection measurements, i.e., size of a 2-D projection image times the number of projections, is the th projection measurement and is the corresponding projection of the current reconstruction estimate using the forward operator .
B. Prior Probability Distribution
We model the prior as a Gibbs distribution (5) where is a shape-based energy functional, is a normalization factor, and is a weighting parameter. Gibbs distributions are widely used in image restoration problems and have a number of advantages. They can enforce smoothness in images as well as model images containing piecewise homogeneous regions [20] . They also satisfy the Markov property, i.e., only neighboring voxels have direct interactions with each other (Markov-Gibbs equivalence).
C. MAP Estimate and Optimization
MAP is one of the most popular estimators used in statistical regularization [13] , [14] . The MAP estimator is defined as the element that maximizes the posteriori , alternatively minimizes the negative log of the a posteriori. An optimization step is involved in calculating the MAP estimate. Gindi et al. [14] use a EM-ML optimization step to solve the objective function resulting from their MAP estimate. Hsiao et al. [15] use deterministic annealing for optimizing the MAP. Their resulting objective function is not convex since they use a Poisson likelihood probability distribution and a Gamma prior probability distribution.
Here, we combine a Poisson likelihood assumption with a Gibbs prior to perform a segmentation-based optimization with an EM algorithm. The MAP estimator is given as the solution to (6) We define a cost function as (7) where is the log likelihood and acts as a regularizer.
is minimum when the energy term is minimum. Using Bayes theorem with the prior in (5), the MAP estimator given in (6) can be written as (2) .
It can be shown that under certain circumstances, (2) can be solved using iterates from a penalized EM method [21] , [22] ( 8) where acts as the regularizer, is the regularization parameter, and is the adjoint of the linear forward operator, which in tomography is the back-projection operator. Note that the division above between functions is taken point wise, and if functions are represented by vectors (discretized), it is taken component wise.
IV. SHAPE-BASED REGULARIZATION
We introduce a regularization approach in the framework of statistical regularization, where the energy term encodes local information about the structure being reconstructed . Spatial models of local structures (virus spikes in our example that follows) are built using PDB and EMDB information (see Section IV-E). Models can also be built using a composite segmentation technique [23] where virus features segmented from different reconstructions are aligned together and combined through a voting scheme to provide a high confidence model. In our reconstruction method, at each iteration virus spikes of the current reconstruction are segmented creating a binary volume (0 or 1) that is compared with the known spatial model of the structure. The regularizer applied at a voxel in is chosen to be either a penalizing or an increasing term depending on whether the voxel neighborhood is determined to be over-segmented or under-segmented, respectively.
A. Local Comparison of Sets and Under-and Over-Segmentation
For a given measurable domain , let denote an indicator function of , i.e., Let denote the Lebesgue measure of , so
Finally, let denote the ball in with center at and radius . Consider two domains , and let be fixed.
Hence, which measures the relative portion of a local -neighborhood of where the sets and agree. To introduce the concept of under-and over-segmentation, consider with fixed and . One of the sets, , is considered as the given shape model. Then, is under-segmented at compared to if Correspondingly, is over-segmented at compared to if The parameter is a tolerance level. We define as In our discretized implementation, images are represented by voxels where each voxel has an associated center point denoted by .
is given by a voxel neighborhood around and denoted by . We also choose so that it equals the volume of a single voxel. Over-segmentation at a voxel is detected when the current voxel of the segmented region has a 1 while the model has a 0 and at least one neighbor of the current voxel in the segmented region has a 1. Over-segmentation generally occurs because of insufficient gradient at a nearby feature boundary, often caused by blurring or distortion of features that is typical of limited-angle tomography reconstruction. Under-segmentation is detected when the current voxel of the segmented region has a 0 while the model has a 1 and at least one neighbor of the current voxel in the segmented region has a 1. Under-segmentation occurs due to low intensity value of the voxel. Figs. 2 and 3 illustrates over-and under-segmentation in the 2-D case.
B. Energy Functional for Local Segmentation Information
Given a model and a segmentation region (both domains of ), the energy functional is defined as (10) where .
C. Reconstruction Scheme
Our reconstruction method is an intertwined iterative scheme given as (11) The segmentation method used to get from is described in Section IV-D. This is an iterated regularization method (i.e., solving a sequence of regularizations) where the iterate updating provides the MAP estimate using the prior probability distribution in (5) with as in (10) . The segmentation region is updated while the model is fixed. When convergent, the set will not change and the entire iterative sequence will tend to a MAP estimator.
The inner iterative scheme based on (8) is discretized to calculate the MAP estimate . The reconstruction update at each voxel is given as (12) where (13) is the resulting energy functional at voxel . Here, denotes the Euclidian distance between the midpoints and of the th and th voxels, and is the discretization of where the continuum neighborhood is replaced by the voxel neighborhood and is chosen so that it corresponds to the volume of one voxel. The term depends on local neighborhood matches between and ; more matches imply higher confidence. Depending on whether over-or under-segmentation is detected, the term controls the effect of . This attempts to reduce blurring or distortion by controlling the effect of the regularization locally in the reconstruction. Fig. 5 shows a flow diagram of the overall reconstruction algorithm.
The penalized EM optimization method was found to be superior when compared to a Conjugate Gradient optimization approach; in that good reconstructions were obtained in fewer iterations. For a stopping criterion we calculated the root mean square (rms) difference between the current reconstruction and the previous iteration reconstruction, normalized over an intensity range between 0 and 1. If the overall rms difference between iterations is lower than 0.07 for two consecutive iterations, the iterations were terminated. The reconstruction was executed for at least 10 iterations before this check was performed. The rms differences between reconstructed volumes of consecutive iterations were examined for our datasets over several reconstruction runs. Most reconstructions, after an initial set of iterations, would enter a plateau with the reconstructed volume being unchanged over several iterations. At this stage there was only a small variation in rms value between iterations and further iterations did not provide any additional improvement in the reconstruction volume. This was an indication of convergence and the rms threshold number (0.07) that best captured this was used for our reconstructions. The cost function (7) was plotted at each iteration along with the rms difference (see Fig. 4 ). The cost function decreases until it reaches a plateau around iteration 20. This has been shown for the Shepp Logan phantom (see Section V). The rms difference also reaches a plateau around the same iteration. The decreasing rms and cost function plots indicate that the algorithm is converging. The value was determined empirically using phantom reconstructions (range of 
D. Segmentation
The segmentation method described in [24] was used to segment a region of interest from the reconstructed 3-D volume . The method is a variant of the fast marching algorithm developed by Sethian [25] . The level set evolution of the advancing wave front is given by (14) is the level set function and is a numerical force field. Two point classes are seeded on , one for the foreground feature and another for the background. These seeds are treated as initial snakes or contours whose movements are directed by an external force field determined by the normalized gradient vector field [24] , [26] . When the snakes stop evolving, a segmented volume is obtained. Using an initial back projection reconstruction, without any regularizers, the seed points for features corresponding to the known model are provided by the user. These points are used at every iteration of the reconstruction to obtain a new segmentation. We find that this algorithm is adequate for our objective of segmenting features like virus spike regions robustly with acceptable variability. We also obtained similar segmentations through a combination of thresholding and connected component analysis. Since the segmentation is performed on small local regions of features, the reconstruction process was fairly invariant to the choice of segmentation technique.
E. Biological Spatial Models
We used spatial models of the AIDS virus spike in our regularization step. The spike is a mushroom-shaped structure with tapering stem that is attached to the outer envelope of the virus. Using X-ray crystallography, biochemists have been able to obtain accurate atomic level information of the spike proteins of the AIDS virus. TEM based volumetric models of the spikes have been generated by averaging several thousand images of the virus spike [27] (Fig. 6 ). This data is available in the PDB and the EMDB. The spike is the primary target for drug design as it is responsible for infecting the host cell. Accurate reconstructions of the regions surrounding the spikes can aid in understanding the process with which the virus infects the host cells.
V. RESULTS AND EVALUATION
Our reconstruction method was evaluated on projection simulations from a 3-D Shepp Logan digital phantom (Fig. 7) , a TEM simulator and experimental tilt series data from a TEM. Our shape-based regularization (Shape Reg) reconstruction output was compared with reconstructions from four different methods, WBP, ART, a gradient flow based classical regularization method (L2GF) (described in Section II-A3 [11] ), a maximum likelihood approach, which is our current EM implementation without the prior term (ML-EM) and a total variation regularization (TV Reg) method [10] .
The spike model is aligned to match the spikes visible in the initial tomographic reconstruction volume (a back projection reconstruction, without any regularizers). The alignment, currently done through user supervision, needs to be done only [27] . The virus spike is used as our model in the regularization process. once. Manual alignment of the Shepp-Logan phantom was based on the center of the spherical structure used as a model for the reconstruction. For the spike, the junction of the spike head and the stem and the junction of the spike stem with the spherical envelope, were used for the alignment. Gopinath (author on this paper) and Bovik [28] have recently implemented a spike detection method that extracts the location and orientation of spikes automatically. This can be used for aligning the spike model with the spike location during reconstruction. The regularization is performed over subsequent iterations in a subvolume region containing the spike and compared with the aligned model.
A. Digital Phantom

2-D projection images of a
3-D Shepp Logan phantom (Fig. 8) were simulated between tilt angles in steps of 2 . The spherical region (region in Fig. 8 ) in the phantom was used as the known spatial model in our Shape Reg reconstruction method. 2-D central cross sections were used to compare Shape Reg with WBP, ART, L2GF, TV Reg, and ML-EM reconstructions (Fig. 8) .
1) Spatial Error: 1-D intensity profiles of the reconstructions are plotted in Fig. 8 . This 1-D profile is across the axis through the central and coordinate as illustrated in the line through the corresponding 2-D central slice shown in Fig. 8 . Three regions of interest are marked as , and . Regularization for the Shape Reg method was provided for region . Shape Reg reconstruction intensity profile shows the best match to the profile of the phantom. In the region where the regularization was applied, the Shape Reg expectedly performs well (Fig. 8) . It shows sharp edges without loss of structure fidelity. WBP's intensity profile suffers from noise and artifacts in all the regions. ART and ML-EM show a higher intensity curve that smooths the edges. L2GF performs best at region but both L2GF and ART show reduced intensity in the first peak in region . It is interesting to note that regions where regularization was not applied (region and region Fig. 8 ) also show improved reconstruction in Shape Reg when compared with ML-EM. This implies that providing a local regularization has a global effect. The optimization step has a forward projection and a back-projection operator. Corrections that are made in local regions of will affect the entire volume due to these operators.
Mean squared error (MSE) was measured through a central region (2048 voxels) in each of the reconstructed volumes. The intensity range for each of the reconstruction volumes was normalized to 0-255. The error for Shape Reg was the lowest at 489.7, while that of L2GF, TV Reg and ML-EM were at 905.8, 1684, and 746, respectively. WBP and ART showed MSE values of 2302 and 3150.
2) Fourier Spectrum Plots:
To analyze the effect in frequency (resolution) space, we compared the power at various resolutions. The reconstructed volumes were Fourier transformed in 3-D, and the radial power spectrum was calculated. The power spectrum for the Shape Reg was compared with that of the original Shepp Logan phantom, see Fig. 9 . All methods showed some amount of blurring compared to the original spectrum, but the Shape Reg's Fourier spectrum best matched the original Shepp Logan's spectrum. L2GF and ART exhibited the greatest amount of blurring.
3) Robustness: Reconstruction With Misaligned Model: We translated the region where regularization is applied while maintaining the same spherical model (Fig. 10) . The underlying region on which regularization is performed does not match the spherical model anymore. Also, the weight, , was higher than what was used in Section V-A at 0.0004 (also see Section IV-C). The resulting reconstructed volume did not have any prominent artifacts. In Fig. 10(b) , a feeble edge was seen where the boundary of the sphere model overlaps the actual sphere in the reconstructed volume. At this region, the regularization process detects over-segmentation and compensates by trying to reduce the intensity resulting in a false edge. The overall reconstruction quality appears to be good with no major feature artifacts. While accurate model alignment is necessary for good reconstructions, misalignments do not result in large artifacts.
B. Electron Tomography Simulation
We used a TEM simulator [4] to simulate tilt series projections of a group RNA polymerase particles. Projections were simulated with and without TEM noise between in steps of 2 . Shape Reg reconstruction was performed and the output volume was compared with the original RNA polymerase where regularization is provided. In region and the adjoining peaks Shape Reg performs best. Though no regularization was provided in regions and , Shape Reg performs better than ML-EM. However, Shape Reg has more non-smooth regions than ART and TV Reg. phantom volume. Reconstruction with a misaligned prior model was also done to evaluate robustness. 
1) Without Noise:
Reconstructions were performed without TEM noise using the Shape Reg method, where a part of the original RNA polymerase was used as a regularizer. The reconstructions were compared with the original phantom and the mean squared error (MSE) measured for the central RNA polymerase particle was 695.61.
2) With Noise: The Shape Reg reconstructions performed above were repeated with TEM noise in the tilt series projection simulations. The MSE for the reconstructed volume was 2101.77. The images were severely corrupted with noise but the structure was still discernible [ Fig. 11(e) ].
3) Rotated Spatial Model: To evaluate the robustness of the Shape Reg method to misalignments, we rotated the prior model by 15 about its center. The Shape Reg reconstruction was then compared with the Shape Reg reconstruction obtained previously without misalignment. Visually the Shape Reg reconstruction with misalignment appears good with no artifacts that can be attributed to the misalignment. The MSE for Shape Reg with misalignment was only slightly higher at 704.15 compared with the MSE for Shape Reg without misalignment at 695.61. This indicates that Shape Reg reconstruction is robust under small misalignments.
C. Electron Tomography Data
Tilt series projection images of the Simian immunodeficiency virus (similar to the HIV, AIDS virus) particles interacting with D1D2IgP neutralizing drug were acquired between angular tilts
[1] using a TEM. Shape Reg reconstruction was performed using spatial models of the spike region as regularizers (see Section IV-E). The model was applied to eight spike regions whose locations were identified by a knowledgeable user in an initial reconstruction performed by a simple back-projection. The resulting Shape Reg reconstruction, shown in Figs. 12 and 13, was compared with WBP, ART, L2GF, and reconstruction with no regularization (ML-EM). The spikes looked visually more distinct with better spatial differentiation between neighboring spikes. Blurring, a typical ailment of limited angle tomography, was substantially reduced in the Shape Reg method. In our regularization process, we used a segmentation step where blur in these regions resulted in over-segmentation that was detected and corrected.
The neighboring regions of the spike (D1D2IgP in Fig. 12 ) also showed an improvement though no regularization was explicitly provided here. A spike region in a neighboring virus also showed improvement in its overall structure when compared to WBP, ART, ML-EM, and L2GF. As we saw in the digital phantom experiment, regularization at one region improved the reconstruction in nearby regions.
1) Resolution Through Fourier Shell Correlation (FSC):
The FSC method is a common approach to estimate the resolution and quality of reconstructed volumes in ET [2] , [29] . To calculate FSC, the projection images were split into two sets of alternating projection images. Reconstruction was performed on the two sets independently. The resulting reconstruction outputs were then correlated in Fourier space. The spatial frequency at which the correlation value drops to 0.5 of its Fig. 13 . 2-D slices of reconstructed volumes. Regularization (Shape Reg) was applied to three spike regions. Blurring between two of the spikes was severe and there was no reduction even with regularization. However, blurring was substantially reduced around one of the spikes. In other reconstruction methods, the regions between all the spikes show severe blurring and the spikes are not distinct. maximum was estimated as the resolution (Fig. 14) . The resolution for ML-EM, ART, WBP, and L2GF was measured to be around 31 , 28 , 30 , and 28 , respectively, while the Shape Reg method measured at 22 .
2) Contrast-to-Noise Ratio: The CNR was measured at various locations (Table I) of the reconstruction volumes. (15) where is the average intensity on a feature and is the average intensity in the adjoining background region.
is the standard deviation in the background region. The CNR was measured at features like virus envelope region and spikes including those on which shape-based regularization was applied. Overall, Shape Reg gave higher CNR values. Locations 5,6,7 (Table I) 
VI. CONCLUSION
We presented a method to include known spatial models of critical small structures in a tomographic reconstruction process. This is done through a regularization step where spatial models are introduced through a prior term. Our technique does not impose the spatial model directly but influences the shape of the features by varying the prior function through an intermediate segmentation step. Typical regularization approaches assume a global prior characteristic like smoothness, which may not be valid in regions with very small features. Our regularization, driven locally by determining local shape information through segmentation, ensures accurate reconstruction and reduces blurring that is typical in limited angle tomography. The local regularizers also improves the reconstruction in neighboring regions that do not have regularization applied, as seen in our Shepp Logan phantom experiments, and in the improved resolution of the virus data. The application of local regularizers appears to provide a global improvement of spatial resolution, as illustrated by the Fourier power spectrum and confirmed by Fourier Shell correlation analysis. It also yields statistically significant improvement in contrast to noise ratios when compared with other reconstruction methods. Our method also leads to improved visualization of features, which is important in the context of sub-volume averaging [30] . Commonly used methods in ET, such as WBP, can lead to erroneous selection of sub-volume features causing poor or even flawed Future work will include a detailed convergence analysis of the reconstruction method. An additional line search step that can lead to better convergence will be considered. We will explore extensions such as De Pierros method [31] for our reconstruction. A limitation of the current method is that the user needs to provide the location of the region on which to apply the model. To overcome this for the AIDS virus data, Gopinath and Bovik [28] have a fully automated method that detects the location of each spike and identifies a sub-volume around a virus spike. This method was developed to automatically generate shape models of the spike by extracting hundreds of spike volumes automatically. Used in conjunction with this reconstruction method, it can create a powerful reconstruction-segmentation-model generation framework. However, other kinds of tomographic data may require user intervention or a feature detection algorithm specific to that data to apply the shape model. Another limitation is that we do not account for scaling and nonrigid distortions of the model. Robustness tests have been performed by applying a translated shape model, a more extensive analysis will be part of our future work.
Our method can further be useful in the reconstruction of tilt series of stained tissue samples that utilize small gold beads to facilitate alignment. The spherical shape of these beads can provide a model to facilitate global improvement of the reconstruction. While imaging a biological complex, neighboring structures or certain substructures whose models are known can be used as local regularizers. This will reduce the blurring effects in those local regions and improve the overall reconstruction of the biological complex. Our approach can be further improved by incorporating probabilistic shapes and flexible fitting models as priors.
WBP and ART reconstruction was performed using the software package XMIPP [32] . The remaining reconstruction and visualization methods used to produce the figures are encapsulated in our freely available tool Volume Rover 2.0 [33] (http:// cvcweb.ices.utexas.edu/cvcwp/).
