In this paper we study several natural and man-made complex phenomena in the perspective of dynamical systems. For each class of phenomena, the system outputs are time-series records obtained in identical conditions. The time-series are viewed as manifestations of the system behavior and are processed for analyzing the system dynamics. First, we use the Fourier transform to process the data and we approximate the amplitude spectra by means of power law functions. We interpret the power law parameters as a phenomenological signature of the system dynamics. Second, we adopt the techniques of non-hierarchical clustering and multidimensional scaling to visualize hidden relationships between the complex phenomena. Third, we propose a vector field based analogy to interpret the patterns unveiled by the PL parameters.
Introduction
Complex systems (CS) emerge in many areas of nature and human activity. Examples of CS include living organisms and structures [16, 53, 6, 21, 31, 46] , geophysics [43, 38, 7, 49, 44, 22] , financial markets [18, 34, 15, 25] , transportation, telecommunication and social networks [1, 42, 51, 23, 39, 41, 35, 5, 2, 24] , music [26] , economy [52, 3, 10, 11] , electrical and mechanical facilities [40, 50, 27] , among others.
CS are composed of a large number of interconnected autonomous entities. They interact at different spatiotemporal scale levels, exhibiting a collective dynamics much richer than each of the individual parts [45, 14] . Usually, some kind of self-organization emerges, without any global supervision or external control. CS share several properties, which are also associated to fractional order systems [30, 4] , as the absence of characteristic length-scale, long range correlations and persistent memory. CS often reveal Power-Law (PL) behavior [37, 13] in magnitude and space, or time, statistical distributions. Despite the advances in mathematical and computational tools, present day knowledge reveals severe limitations on the understanding of CS behavior.
In this paper we study several natural and man-made CS in the perspective of dynamical systems. The system outputs are time-series instances to be interpreted as manifestations of the system dynamics. Processing the time-series using mathematical tools sheds light into the CS behavior. The approach has the advantage of making no 'a priori' mathematical assumptions about the system structure or model. First, we use the Fourier transform to process the data and we approximate the amplitude spectra by means of PL functions. We view the PL parameters as an underlying signature of the system dynamics. Second, we use the K-means non-hierarchical clustering algorithm and the multidimensional scaling (MDS) technique to compare and visualize hidden relationships between the complex phenomena. Third, we propose a vector field based analogy to further explore patterns observed in the PL parameters map.
The 26 classes of CS correspond to Stock markets (ST), Musical sounds (MU), Internet bytes rate (IB), Internet packets rate (IP), Atmospheric temperatures (AT), Solar data (SD), River flow (RF), U.S. tornadoes (TO), Earthquakes (EQ), Ozone concentration (OZ), Tectonic plates motion (TP), Electroencephalograms (EEG), Electrocardiograms (ECG), Arterial Pressure (AT), Heart RR interval (RR), Human gait (HG), Seismic waves (SW), Respiratory impedance (RI), Lake level (LK), Life expectancy (LE), International trade openness (ITO), Gross domestic product (GDP), Rainfall (RA), Population density (PD), CO2 emissions (CO2) and Sea level (SL), in a total of 200 time-series instances.
Bearing these ideas in mind, this paper is organized as follows. Section 2 presents the CS and the experimental dataset. Section 3 introduces the main mathematical tools used for processing the data. Section 4 analyzes the CS by means of FT, compares the events using different clustering and visualization methods and interprets the global results. Finally, Section 5 outlines the main conclusions.
Studied phenomena
This section presents the phenomena under study. For the i th category of CS, i = 1, ..., 26, we adopt 5 ≤ p ≤ 10 distinct instances and we characterize the time-series in terms of sampling interval, h, and time-length, P [48] . All time-series (200 in total) are freely available on the internet at the given addresses. • Musical sounds (MU): Five compositions are tackled: 'My Way' (Frank Sinatra), 'Saturday Night Fever' (Bee Gees), 'We are the champions' (Queen), 'Elevation' (U2) and 'Bohemian rhapsody' (Queen). The original musical sounds are represented as time-sequenced digital data streams, sampled at h = 22.7 μs. The data are converted to a single (mono) digital time-series. Each sample is represented as a 32-bit signed floating value [30] .
• Internet traffic rate (IB, IP): Five traces are processed. Each one consists of anonymized packet headers, collected, in both directions, on a 150 Megabit Ethernet external link, connecting the WIDE backbone and its upstream. The traces are from March 2008, resulting from traffic monitoring during approximately P = 900 s. Time-series sampled at h = 0.1 s, representing the total byte rate (IB) and packet rate (IP) of information are generated from data collected at the Internet traffic data repository [19] , maintained by the MAWI (Measurement and Analysis on the WIDE Internet) working group of the WIDE Project (http://www.wide.ad.jp/project/wg/mawi.html).
• Atmospheric temperatures (AT): Ten temperature time-series of cities around the world are considered: Berlin, Bombay, Tokyo, Los Angeles, Washington, Lisbon, San Diego, Zurich, Bergen and Geneva. The time period of observation is P = 1882 − 2012 years. The data is available at the National Aeronautics and Space Administration (NASA) website (http://data.giss.nasa.gov/gistemp/station_data/). Each data record consists of the average temperatures per month, expressed in Celsius degree. Some occasional gaps of one month in the data (represented on the original time-series by the value 999.9) are substituted by a linear interpolation between the two adjacent values. The distinct number of days of each month and the leap years are taken into account. Before computing the FT, the data is interpolated linearly in order to have daily (h = 1 day) temperatures [47, 28] . The one-year period associated with seasonal cycling is outside the frequency range used for calculating the FT.
• • River flow (RF): Ten river/station are considered: Arkansas (USGS 06888350 Kansas R NR Belvue, KS; USGS 07109500 Arkansas River near Avondale, CO), Colorado (USGS 09427520 Colorado River below Parker Dam, AZ-CA; USGS 08158000 Colorado River at Austin, TX), Mississipi (USGS 07010000 Mississippi River at St. Louis, MO), Missouri (USGS 06893000 Missouri River at Kansas City, MO), Rio Grande (USGS 08276500 RIO Grande BLW Taos Junction Bridge near Taos, NM; USGS 08279500 Rio Grande at Embudo, NM), Tar River (USGS 02083500 Tar River at Tarboro, NC), Yadkin River (USGS 02115360 Yadkin River at Enon, NC) and French Broad River (USGS 03453500 French Broad River at Marshall, NC). Data for U.S. rivers is freely available at USGS National Water Information System (http://waterdata.usgs.gov/nwis). The period of observation is P = 1982 − 2013 years. The time-series contain the daily discharge mean values, h = 1 day, expressed in ft 3 /s, recorded at a specific location (station).
• U.S. tornadoes (TO): Five time-series are generated by modeling tornado events as sequences of Dirac impulses with amplitude proportional to the tornadoes path length (measured in Km). Events for the U.S. states of Florida, Kansas, Nebraska, Tennessee and Texas are considered. The U.S. tornado database, compiled by the National Oceanic and Atmospheric Administration (NOAA), National Weather Service, Storm Prediction Center, is used. The data is available online at http://www.spc.noaa.gov/, containing all reported U.S. tornadoes for the period P = 1950 − 2012 years. Each event includes, among other features, information about date and time (with one-minute time resolution, h = 1 min), tornado width and path length.
• • Electroencephalogram (EEG): Six EEG time-series are processed. EEG data are available at PhysioBank (http://www.physionet.org/physiobank/). The data is part of the dataset created by the developers of the BCI2000 instrumentation system, which was used to collect the EEG [12] . The time-series last for P = 61 s and are sampled at h = 6.25 ms. The samples correspond to channel FC5 voltage, expressed in μV.
• Electrocardiogram (ECG): Five ECG time-series, with total time length of about P = 1 hour, generated at h = 2.78 ms sampling time interval are studied. The data is available at the PhysioBank (http://www.physionet.org/physiobank/) Massachusetts General Hospital/Marquette Foundation (MGH/MF) waveform database [12] . A typical recording includes three ECG leads, arterial pressure, pulmonary arterial pressure, central venous pressure, respiratory impedance, and airway CO2 waveforms. The samples correspond to ECG lead 1 voltage, expressed in mV.
• Arterial pressure (AP): Five AP time-series, measured in millimeters of mercury (mmHg), are extracted from the records presented above (http://www.physionet.org/physiobank/), using the same (h, P ) parameters.
• Heart RR interval (RR): Six RR datasets are considered, corresponding to subjects who were randomly assigned to receive Encainide (i.e., a class of antiarrhythmic agent). RR is measured in seconds over a P = 24 hour time-period and h = 1 s. The PhysioBank's Cast RR-Interval Substudy Database (http://www.physionet.org/physiobank/): Dataset E is tackled in this study.
• Human gait (HG): Five HG time-series from the PhysioBank's Gait in Aging and Disease Database are studied (http://www.physionet.org/physiobank/). Data corresponds to subjects walking on level ground, around an obstacle-free path, from P = 6 up to P = 15 minutes. The time between foot-strikes is automatically computed based on instrumentation [12] and h = 1 s.
• Seismic waves (SW): Five SW time-series are studied. The seimograms were recorded by the Global Seismographic Network (GSN), involving the stations: IU LVC, Limon Verde, Chile; IU MAJO, Matsushiro, Japan; IU CHTO, Chiang Mai, Thailand; IU GUMO, Guam, Mariana Islands and IU TEIG, Tepich, Yucatan, Mexico. The data corresponds to the large earthquakes: offshore Maule, Chile, 2010/02/27, magnitude 8.8; near the east coast of Honshu, Japan, 2011/03/11, magnitude 9.0; off the west coast of northern Sumatra, 2012/04/11, magnitude 8.6; southern Sumatra, Indonesia, 2007/09/12, magnitude 8.5 and Haiti, 2010/01/12, magnitude 7.0. Each time-series covers the main shock time interval, P , and was sampled at h = 50 ms. The dataset is available at the IRIS Data Management Center (http://www.iris.edu/hq/).
• Respiratory impedance (RI): Ten RI time-series, expressed in mV, are extracted from the records presented in the ECG item (http://www.physionet.org/physiobank/). The same (P , h) parameters are used.
• Lake level (LL): Eight LL time-series for lakes Balkhash, Erie, Guri, Ladoga, Malawi, Nicaragua, Tanganyika and Tchad are studied. The data was recorded using satellite altimetry and are available at the Open Altimeter Database (OpenADB) website (http://openadb.dgfi.badw.de/). The time period of observation is P = 1992 − 2013 years. The time-series correspond to h = 10 days level values, expressed in meters.
• Life expectancy (LE): Ten time-series of LE at birth are processed, for the countries: Brazil, Canada, China, France, U.K., India, Italy, Japan, Mexico and South Africa. The data, from the World Bank database (http://data.worldbank.org/), consists of the annual values of LE at birth (in years) for the period P = 1960 − 2012 years. Before computing the FT, the data is interpolated linearly in order to get daily values (h = 1 day).
• International trade openness (ITO): Ten time-series of ITO data for the countries listed in the previous item are considered. The data (http://data.worldbank.org/) consists of the annual values of ITO index (in percentage of the GDP) for the time period P = 1960 − 2012 years. As before, the data is first interpolated in order to get daily values (h = 1 day).
• Gross domestic product (GDP): Ten time-series of GDP values for the countries listed previously are presented. The data source, processing methodology, period of analysis and sampling interval (P , h) are the ones listed in the previous paragraph.
• Rainfall (RA): Ten RA time-series are studied, corresponding to U.K. locations: Armagh, Bradford, Durham, Eskdalemuir, Oxford, Sheffield, Stornoway, Tiree, Valley and Wickairport. The data is available at the U.K. MetOffice website http://www.metoffice.gov.uk/. Precipitation values, measured in mm, covering years P = 1910 − 2013 are provided in a daily basis (h = 1 day). Some occasional gaps in the data are substituted by a linear interpolation between the two adjacent values.
• Population density (PD): Ten PD time-series are considered for countries: Brazil, Canada, China, France, U.K., India, Italy, Japan, Mexico and South Africa. The analyzed data is from the World Bank database (http://data.worldbank.org/) and consists of the annual values of population density (in inhabitants per Km 2 ) for years P = 1960 − 2012. Before computing the FT, the data is interpolated linearly in order to get daily values (h = 1 day).
• Carbon dioxide emissions (CO2): Ten time-series of CO2 annual values of emissions (expressed in kilo tons) for the countries listed above are tackled. The data source, processing methodology, period of analysis and sampling interval (P , h) are identical to the ones listed in the previous paragraph.
• Sea level (SL): Ten SL time-series are studied, for the worldwide locations: Adak (Alaska)-USA, Cape Town-South Africa, Halifax-Canada, Port Isabel-USA, Kushimoto-Japan, Newport-USA, New York-USA, Rio de Janeiro-Brazil and Wellington-New Zealand. The data is available at the University of Hawaii Sea Level Center (UHSLC) website http://ilikai.soest.hawaii.edu/uhslc/datai.html. The time-series cover about P = 40 years and correspond to 2-hour values measured in mm (h = 2 hour). Some occasional gaps in the data are substituted by a linear interpolation between the two adjacent values.
Mathematical tools
This section presents the mathematical tools adopted for data numerical analysis. The next three sub-sections introduce the main aspects of the FT, K-means and MDS techniques.
Fourier transform
The FT converts the time-domain signal, x(t), to the frequency-domain, X(jω):
where F{·} represents the Fourier operator, ω denotes the angular frequency and t represents time.
FT is a powerful and robust signal processing tool, widely adopted in the are of dynamical systems. FT can be applied to signals generated by different types of CS, 'diluting' occasional signal artifacts into the final result. In our approach the FT is used to characterize 'system dynamical manifestations' [48] .
K-means clustering
Clustering analysis consists on grouping objects in such a way that objects that are, in some sense, similar to each other are placed in the same group (cluster). Clustering is a common technique for statistical data analysis, used in many fields [8] . K-means is a non-hierarchical clustering method. It starts with a collection of N objects X N = {x 1 , x 2 , . . . , x N }, where each item x n (1 ≤ n < N) is a point in m-dimensional space (x n ∈ R m ), and a user specified number of clusters, K.
The K-means method partitions the N objects into K ≤ N clusters, C K = {c 1 , c 2 , . . . , c K }, minimizing the sum of distances, J, between the points and the centers of their clusters,
where r nk ∈ {0, 1} is a parameter denoting whether object x n belongs to cluster k, [17] . The result can be seen as partitioning the data space into K Voronoi cells, [36] .
Multidimensional scaling
MDS is a technique for visualizing information and patterns embedded in data [9] . MDS requires the definition of a similarity index and the construction of a s × s matrix M of item to item similarities, where s is the total number of objects. In classical MDS, M is symmetric with main diagonal composed of '1'. Points represent items in a multi-dimensional space and MDS arranges them in order to reproduce the observed similarities. By rearranging iteratively the points in space, MDS arrives at one configuration that approximates the observed similarities. MDS evaluates different configurations for maximizing the goodness-of-fit. A measure to evaluate how a particular configuration reproduces M is the raw stress:
where d ij stands for the reproduced distances, given the respective number of dimensions, δ ij represents the observed distances and f (·) indicates some type of transformation. The smaller the value of S, the better is the fit between d ij and δ ij . Therefore, we can rotate or translate the MDS map since the distances between points remain identical. The quality of the MDS can be evaluated by means of the stress and Shepard plots. The stress plot represents S versus the number of dimensions m of the MDS map. We get a monotonic decreasing chart and we choose m as a compromise between reducing S and having a low dimension for the MDS map. The Shepard diagram compares the d ij distances, for a particular value m of the MDS map, versus the δ ij distances. Therefore, for a given m a narrow scatter around the 45 degree line indicates a good fit of the distances to the dissimilarities for that value m.
The index for constructing M depends of the researcher's choice and, therefore, we can define distinct criteria. The MDS interpretation is based on the emerging clusters and distances, rather than on their coordinates, or their geometrical form.
Analysis of complex systems
We analyze 26 classes of CS, both natural and man-made. For each category, i = 1, ..., 26, we consider 5 ≤ p ≤ 10 instances. In Subsection 4.1 we process a total of 200 time-series by means of the FT and approximate the amplitude spectra using PL functions. We analyze the map of PL parameters using the K-means method. In Subsection 4.2 we use the MDS technique to compare and visualize the similarities between CS. In Subsection 4.3 we propose a vector field based analogy to further explore the PL parameters patterns.
Fourier transform based analysis
The time-series representative of the p th instance of the i th CS, x p i (t), is first normalized to zero mean and unit variance, in order to get a dimensionless signal: The FT is then calculated by:
and its magnitude is approximated by: |F{x
Equation (4.3) establishes a strait relationship between PL behavior and fractional Brownian motion (fBm) [33, 20] , which is known to represent a signature of complexity [32] . Furthermore, parameter b reveals underlying characteristics of systems dynamics. In fact, a non-integer value for parameter b may be indicative of dynamical properties similar to those found in fractional-order systems [30, 4] .
As an example, we present the results obtained for an EEG signal. The EEG is a neurophysiological examination adopted to evaluate the brain's function through the analysis of the spontaneous cerebral electrical activity. The (a, b) parameters for all time-series were obtained. Figure 4 .3 represents the corresponding map, in semi-logarithmic scaled axes (i.e., b/ max{b} vs. log(a)/ max{log(a)}), as well as the K-means clustering and associated Voronoi cells. We adopt K = 6 clusters as a compromise between a reliable interpretation of the map and how well-separated the resulting clusters are [29] . K-means identifies the sets: A={AT, TO, RA, SL}, B={EQ, OZ, TP}, C={SD, RF, ECG, AP, RI}, D={MU, IB, IP, EEG, RR, HG}, E={ST, LL, LE, ITO, GDP, PD, CO2} and F={SW}. Clusters A and B are neighbors and include CS in the area of geophysics. Cluster C comprises physiological as well as two geophysics CS. Cluster D includes the remaining physiological and some technological CS. Cluster E includes, mainly, the financial and economic CS. Finally, cluster F contains just one geophysical system. In conclusion, the methodology reveals certain patters in the data, but further analysis is needed to unveil the meaning of the observed features. 
MDS based analysis and visualization
For each CS the frequency range of the amplitude spectrum is conditioned by instrumentation issues (i.e., sampling rate, h) and acquisition time-length, P : lower sampling periods result in higher frequencies in the Fourier domain, while longer time-series allow smaller frequencies in the Fourier spectrum [48] . Before applying MDS we reduce all the frequencydomain signals to the same frequency interval, ω ∈ [10 −2 , 10 0 ] rad/s, by means of extrapolating the amplitude values using the corresponding PL functions. This approach has the advantage of preserving the PL parameters values, allowing for direct CS comparison in the frequency-domain. In analytical terms, the extrapolated signal is: The MDS algorithm is then feed with matrix M = [c ij ] and the corresponding 3-dimensional map is generated (Figure 4.4) . We can note the correspondence between the MDS map and Figure 4 .3. In fact, with the exception of cluster F={SW}, that occupies a more awkward position, if we follow the MDS locus, we observe that the CS show up in identical sequence as they appear in Figure 4 .3. The MDS map is more intuitive, specially when dealing with large number of objects, but, in this case, the clusters limits tend to be more difficult to analyze. Figure 4 .5 depicts the Shepard (A) and stress (B) plots for the MDS. The Shepard plot shows a good distribution of points around the 45 degree line, meaning that we have a good fit of the distances to the dissimilarities. The stress plot reveals that a 3-dimensional space describes well the locus of the points corresponding to the 200 time-series analyzed. In fact, we see that the stress diminishes strongly until m = 2, moderately towards m = 3 and weakly from then on. 
Global perspective of complex systems
In this section we explore the PL parameters, by establishing analogy with a vector field. First, we depict the parameters on a map, b vs. log(a), and we observe patterns, where the p instances of the i th CS are located (approximately) along strait lines. We identify the parameters 'centroid', G = ([log(a)], b) = (1.104, 0.845) . Second, for all CS, we fit a PL function to the set of points that compose each instance. Third, we define a vector field, associating one vector to each CS. The vectors are in line with the corresponding PL trendlines. All vectors are considered to be pointing towards the 'centroid' G, which is regarded as an 'attractor'. Different alternatives could be adopted, specially if supported by physical evidence. Vector origins and lengths are chosen based on a measure of the points dispersion. We adopt percentiles 5 and 95 to define vector origin and end, respectively, while establishing some noise filtering. The isolines resemble a radial non-symmetrical field, that occurs in heterogeneous media. Moreover, it seams there exists an asymptotic limit for parameter b = 0. Near the point (3.38, 0.66) a weak 'repeller' seems to emerge, but this effect may be caused solely by the lack of information on the right/top region of the map. For more definitive conclusions a larger set of phenomena categories needs to be addressed in the future.
Conclusions
Several CS, both natural and man-made, were studied in the perspective of dynamical systems. The CS outputs were interpreted as manifestations of the systems dynamics. The corresponding time-series were processed using mathematical tools in order to unveil the CS behavior. We used the FT and we approximated the amplitude spectra by means of PL functions. The K-means non-hierarchical clustering algorithm and the MDS technique were adopted to compare and visualize hidden relationships between CS. A vector field analogy was proposed to explore the patterns observed in the PL parameters map. The proposed approach has the advantage of making no 'a priori' mathematical assumptions about the CS structure or model. The findings can further contribute to better understand CS and reveal similarities between different CS both natural and artificial. 
