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Abstract
We propose a new method to understand quantum entanglement using the
thermo field dynamics (TFD) described by a double Hilbert space. The en-
tanglement states show a quantum-mechanically complicated behavior. Our
new method using TFD makes it easy to understand the entanglement states,
because the states in the tilde space in TFD play a role of tracer of the initial
states. For our new treatment, we define an extended density matrix on the
double Hilbert space. From this study, we make a general formulation of this
extended density matrix and examine some simple cases using this formula-
tion. Consequently, we have found that we can distinguish intrinsic quantum
entanglement from the thermal fluctuations included in the definition of the
ordinary quantum entanglement at finite temperatures. Through the above
examination, our method using TFD can be applied not only to equilibrium
states but also to non-equilibrium states. This is shown using some simple
finite systems in the present paper.
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1. Introduction
We propose a new method to understand quantum entanglement using
the thermo field dynamics (TFD). The TFD is very convenient to understand
entanglement states, because it focuses on the state directly. In this section,
we give a simple introduction of TFD as well as quantum entanglement.
1.1. Thermo Field Dynamics
The thermal average 〈A〉eq of a physical quantity A is expressed by
〈A〉eq = TrAρ(β), using ρ(β) = e−βH/Z(β), where Z(β) denotes the par-
tition function. On the other hand, the quantum expectation value 〈A〉 is
expressed by 〈A〉 = 〈φ|A|φ〉 using the state vector |φ〉. In TFD, the above
two expressions are combined on the basis of the extended concepts of states
[1-6]. While the ordinary states are expressed as a state vector defined in a
Hilbert space, TFD requires a “statistical” state vector defined in the double
Hilbert space which is defined as a direct product of the original space and
its isomorphic space (namely, tilde space). Here, when we choose a set of
bases {|n〉} in the Hilbert space, the bases of the tilde space are expressed
as {|n˜〉} [1-6]. Then, the bases of the double Hilbert space are shown as
{|n〉 ⊗ |m˜〉}(≡ {|n〉|m˜〉} or {|n, m˜〉}) [1-6]. The statistical states were origi-
nally (Fano[1], Prigogine[2], Takahashi-Umezawa[3]) defined as
|Ψ(β)〉 = 1√
Z(β)
e−βH/2|I〉; |I〉 ≡
∑
n
|n〉|n˜〉 ≡
∑
n
|n, n˜〉 (1)
in the double Hilbert space, using the eigenstates {|n〉} of the Hamiltonian
H, namely H|n〉 = En|n〉. Then, the average 〈A〉eq of the physical quantity
A is expressed[4, 5] by the expectation value 〈Ψ(β)|A|Ψ(β)〉 in TFD as
〈Ψ(β)|A|Ψ(β)〉 =
∑
n
∑
m
1
Z(β)
〈n|e−βH/2Ae−βH/2|m〉〈n˜|m˜〉
=
∑
n
∑
m
1
Z(β)
〈n|e−βH/2Ae−βH/2|m〉δn,m
=
∑
n
1
Z(β)
e−βEn〈n|A|n〉 = 〈A〉eq. (2)
While the derivation of (2) in the original papers used a set of eigenstates
{|n〉} for the original definition of |I〉, one of the authors (M.S.) showed that
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the state |I〉 is invariant for any orthogonal complete set {|α〉}[4, 5]. For
the state |I〉 = ∑n |n〉|n˜〉 expressed by the eigenstates {|n〉}, the unitary
transformation
|n〉 =
∑
α
Un,α|α〉 and |n˜〉 =
∑
α
U∗n,α|α˜〉 (3)
gives the following transformation of |I〉:
|I〉 =
∑
n
|n〉|n˜〉 =
∑
n
∑
α
∑
α′
UnαU
∗
nα′ |α〉|α˜′〉
=
∑
α
∑
α′
(∑
n
UnαU
∗
nα′
)
|α〉|α˜′〉 =
∑
α
∑
α′
δα,α′ |α〉|α˜′〉 =
∑
α
|α〉|α˜〉.
(4)
Then, the statistical state vector |Ψ〉 does not depend on any representation[4,
5]. This is called “the general representation theorem” of TFD. This means
that not only the average but also the state itself do not depend on the basis
{|α〉}. The above theorem is very important, because it makes it possible to
study any state using TFD even in non-equilibrium systems.
In addition, the time evolution of the statistical state |Ψ(t)〉 is described
by the following differential equation [4-6];
ih¯
∂
∂t
|Ψ(t)〉 = Hˆ|Ψ(t)〉, Hˆ = H(t)− H˜(t). (5)
Here, the tilde Hamiltonian H˜ is an operator defined in the tilde space.
Consequently, it operates only to the tilde space elements.
As shown in the above discussion, the TFD formulation makes it possi-
ble to treat quantum states directly and this formulation is very useful for
analyzing thermal quantum states. In fact, it was applied to clarifying the
existence of resonating valence bond (RVB) states in anti-ferromagnetic tri-
angular lattice models [6], to preforming the density matrix renormalization
group method (DMRG) for quantum systems including frustration [7] and
to analyzing the state of black holes [8].
1.2. Quantum Entanglement
Several states are entangled essentially through non-separable quantum
fluctuations. A typical example of it is seen in the singlet state. These behav-
iors of quantum states are called “quantum entanglements”. Traditionally,
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the entanglement entropy is used as a measure of the strength of quantum
entanglements. The quantum entanglement plays an important role in quan-
tum computations [9, 10], and it is useful in applications of the AdS/CFT
correspondence [12-16]. On the other hand, in some statistical studies of
quantum spin systems, the entanglement entropy is used as an order param-
eter [17-23]. In addition, how the entanglement entropy corresponds to the
classical one has been studied [24] using the Suzuki-Trotter transformation
[25].
To define the entanglement entropy, the relevant system is divided into
two partial systems A and B. Then the entanglement entropy SA is defined
as
SA = −kBTrAρA log ρA with ρA = TrBρA+B, (6)
where ρA+B, ρA and ρB denote the density matrices of the total system, the
partial system A and the partial system B, respectively. Here, TrA and TrB
correspond to the variables of the systems A and B, respectively. From the
definition of the entanglement entropy (6), it is easily understood that SA
includes the original fluctuation of the partial system A. The above studies
[9-24] do not separate the fluctuations, namely the original fluctuations and
the entanglement fluctuations. In addition, the entanglement entropy is not
a physical parameter defined by eigenvalues of unitary operators, such as
magnetization, but a status of states. Then the TFD is well applied to the
study of this entropy.
In the present paper, we introduce in section 2 an extended density matrix
of the TFD state, and examined in sections 3 the entanglement entropy for
some typical cases including non-equilibrium systems. In section 4, we give
the summary and discussions.
2. Extended density matrix in double Hilbert space
The extended density matrix ρˆ is defined in the double Hilbert space as
follows:
ρˆ ≡ |Ψ〉〈Ψ|, |Ψ〉 = ρ1/2|I〉, (7)
using the ordinary density matrix ρ in a Hilbert space. Here, ρ1/2 satisfies
the condition ρ = (ρ1/2)2. The state |I〉 is denoted as |I〉 = ∑α |α, α˜〉 =∑
α |α〉|α˜〉 for any orthogonal complete set {|α〉} in the Hilbert space [4, 5].
For example, the statistical state vector |Ψ〉 in thermal equilibrium states is
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expressed as Eq.(1). Then, the extended density matrix ρˆ(β) is expressed as
ρˆ(β) =
1
Z(β)
(
e−βH/2
∑
α
|α, α˜〉
)(∑
α′
〈α′, α˜′|e−βH/2
)
=
1
Z(β)
∑
α,α′
(
e−βH/2|α〉〈α′|e−βH/2) |α˜〉〈α˜′|. (8)
When we treat the non-equilibrium systems, the density matrix ρ includes
the time dependence, namely ρ = ρ(t).
The extended density matrix ρˆ satisfies the following plausible conditions.
i) Let us take the trace of variables in the tilde space as follows:
T˜rρˆ ≡
∑
l
〈l˜|ρˆ|l˜〉 =
∑
l
∑
n,m
ρ1/2|n〉〈m| (ρ1/2)† 〈l˜|n˜〉〈m˜|l˜〉
=
∑
l
∑
n,m
ρ1/2|n〉〈m| (ρ1/2) δl,nδm,l
=
∑
l
ρ1/2|l〉〈l|ρ1/2
= ρ1/2
(∑
l
|l〉〈l|
)
ρ1/2 = ρ1/21ρ1/2 = ρ. (9)
Thus we obtain the ordinary density matrix ρ by taking the trace of
variables in the tilde space.
ii) The statistical state |Ψ(t)〉 satisfies the time evolution equation as
shown in Eq.(5). Then, the time differentiation of ρˆ(t) yields
∂
∂t
ρˆ(t) =
∂
∂t
(|Ψ(t)〉〈Ψ(t)|)
= |Ψ(t)〉
(
∂
∂t
〈Ψ(t)|
)
+
(
∂
∂t
|Ψ(t)〉
)
〈Ψ(t)|
=
1
ih¯
[Hˆ(t), ρˆ(t)]. (10)
That is, the von-Neumann equation holds even in the double Hilbert
space using the extended operators ρˆ and Hˆ.
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Using the above extended density matrix ρˆ, we make a general formulation
to understand the entanglement states. First, the state of the total system
|s〉 is denoted by the direct product |s〉 = |sA, sB〉 = |sA〉|sB〉, where |sA〉
and |sB〉 denote the states of subsystems A and B, respectively. Using the
general representation theorem [4,5], the statistical state can be expressed as
|Ψ〉 =
∑
s
ρ1/2|s, s˜〉
=
∑
sA,sB
ρ1/2|sA, sB〉|s˜A, s˜B〉 =
∑
sA,sB
ρ1/2|sA, s˜A〉|sB, s˜B〉, (11)
with the states {|s〉}. Thus, the renormalized extended density matrix ρˆA is
expressed by tracing on the variables in the subsystem B as follows:
ρˆA ≡ TrBρˆ ≡
∑
γB,γ˜
′
B
〈γB, γ˜′B|ρˆ|γB, γ˜′B〉. (12)
The schematic model to obtain the above density matrix ρˆA is shown in Fig.1.
Fig. 1: The schematic model to obtain the density matrix ρˆA. It is important to distinguish
the states |sA〉, |sB〉, |s˜A〉 and |s˜B〉. There does not exist any interaction between the two
systems H and H˜. The parameters of the subsystem B in the original and tilde systems
are traced out to obtain the density matrix ρˆA.
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Furthermore, the ordinary density matrix ρ1/2 is expressed using the ma-
trix elements {aαA,βB,α′A,β′B} as
ρ1/2 ≡
∑
αA,βB,α′A,β
′
B
aαA,βB,α′A,β′B|αA, βB〉〈α′A, β ′B|. (13)
Then, by inserting Eqs.(11) and (13) into Eq.(12), we obtain
ρˆA =
∑
αA,βA,α
′
A
,β′
A
bαA,βA,α′A,β′A|αA, β˜A〉〈α′A, β˜ ′A|
=
∑
αA,βA,α
′
A
,β′
A
bαA,βA,α′A,β′A (|αA〉〈α′A|)
(
|β˜A〉〈β˜ ′A|
)
, (14)
where
bαA,βA,α′A,β′A =
∑
γB,γ
′
B
aαA,γB,βA,γ′Ba
∗
α′
A
,γB,β
′
A
,γ′
B
. (15)
This yields a general formulation of the entanglement states. The detailed
derivation of Eq.(15) is shown in the Appendix. Equations (14) and (15)
imply that the state in the tilde space |β˜A〉〈β˜ ′A| change into the state |αA〉〈α′A|
in the original space through the fluctuation of the state |γB〉. Then the
parameter bαA,βA,α′A,β′A expresses the contribution of the fluctuation of system
B to system A. This is nothing but the quantum entanglement.
In the following section, we examine some typical cases of entanglement
states using the extended density matrix ρˆA.
3. Simple examples of two spin systems
In this section, we apply the general formulation (14) of ρˆA to some simple
cases of two spin systems, whose Hamiltonian H is expressed as
H = −JSA · SB − µB(HASzA +HBSzB) (16)
using the spin operators SA = (S
x
A, S
y
A, S
z
A) and SB = (S
x
B, S
y
B, S
z
B). Here,
HA and HB denote the external field conjugate to SA and SB, respectively.
A matrix form of the Hamiltonian H is obtained as
H =


−J
4
− µBHA+HB2 0 0 0
0 J
4
− µBHA−HB2 −J2 0
0 −J
2
J
4
+ µB
HA−HB
2
0
0 0 0 −J
4
+ µB
HA+HB
2


(17)
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using the bases {|++〉, |+−〉, | −+〉, | − −〉}. In the following subsections,
we consider some typical cases of the Hamiltonian (17).
3.1. Equilibrium systems without external fields (HA = HB = 0)
In this subsection, we consider the equilibrium states with the Hamilto-
nian
H = −JSA · SB = −J(SxASxB + SyASyB + SzASzB). (18)
In this case, the ordinary density matrix ρeq is obtained as follows;
ρeq = e
−βH/Z(β)
=
1
Z(β)
e−K/4


eK/2 0 0 0
0 coshK/2 sinhK/2 0
0 sinhK/2 coshK/2 0
0 0 0 eK/2

 , (19)
where the partition function is denoted by
Z(β) = Tre−βH = 2e−K/4
(
eK/2 + coshK/2
)
. (20)
Here, β and K denote the inverse temperature 1/kBT and the scaled inter-
action βJ , respectively. For the density matrix ρeq, we obtain ρ
1/2
eq as
ρ1/2eq =


1√
3+e−K
0 0 0
0 1
2
(
1√
3+e−K
+ 1√
1+3eK
)
1
2
(
1√
3+e−K
− 1√
1+3eK
)
0
0 1
2
(
1√
3+e−K
− 1√
1+3eK
)
1
2
(
1√
3+e−K
+ 1√
1+3eK
)
0
0 0 0 1√
3+e−K


,
(21)
from the relation
(ρ1/2eq )
2 = ρeq. (22)
Now, the variables of the spin B, namely SB, are assumed as hidden variables.
Then the formulations (14) and (15) give the extended density matrix ρˆA of
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the spin A as
ρˆA =bd1|++˜〉〈++˜| + bd2|−−˜〉〈−−˜|
+ bcf
(|++˜〉〈−−˜| + |−−˜〉〈++˜|)
+ bqe
(|+−˜〉〈+−˜| + |−+˜〉〈−+˜|)
=bd
(|+〉〈+||+˜〉〈+˜| + |−〉〈−||−˜〉〈−˜|)
+ bcf
(|+〉〈−||+˜〉〈−˜| + |−〉〈+||−˜〉〈+˜|)
+ bqe
(|+〉〈+||−˜〉〈−˜| + |−〉〈−||+˜〉〈+˜|) . (23)
Here the coefficients bd(= bd1 = bd2), bcf and bqe are obtained by Eq.(15) as
follows:
bd ≡ b++++(= b−−−−) =
∑
γB,γ
′
B
a+γB+γ′Ba
∗
+γB+γ
′
B
= a++++a
∗
++++ + a+++−a
∗
+++− + a+−++a
∗
+−++ + a+−+−a
∗
+−+−
=
(
1√
3 + e−K
)2
+ 0 + 0 +
1
4
(
1√
3 + e−K
+
1√
1 + 3eK
)2
=
1
3 + e−K
+
1
4
(
1√
3 + e−K
+
1√
1 + 3eK
)2
, (24)
bcf ≡ b++−−(= b−−++) =
∑
γB,γ
′
B
a+γB+γ′Ba
∗
−γB−γ
′
B
= a++++a
∗
−+−+ + a+++−a
∗
−+−− + a+−++a
∗
−−−+ + a+−+−a
∗
−−−−
=
1
3 + e−K
+
1√
(3 + e−K)(1 + 3eK)
, (25)
and
bqe ≡ b+−+−(= b−+−+) =
∑
γB,γ
′
B
a+γB−γ′Ba
∗
+γB−γ
′
B
= a++−+a
∗
++−+ + a++−−a
∗
++−− + a+−−+a
∗
+−−+ + a+−−−a
∗
+−−−
=
1
4
(
1√
3 + e−K
− 1√
1 + 3eK
)2
, (26)
where the elements a++++, a+−+−, · · · denote the matrix elements of the den-
sity matrix ρ
1/2
eq in Eq.(21). The above parameters bqe, bcf and bd correspond
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to the quantum entanglements (qe), the classical fluctuations (cf) and the di-
agonal components (d) of the extended density matrix ρˆA, respectively. The
reason for such naming will be explained below.
As the variables of the spin B are traced out, the states in Eq.(23) express
the variables of the spin A. For example, the first state symbol |+〉〈+||+˜〉〈+˜|
(and |−〉〈−||−˜〉〈−˜|) in Eq.(23) means that the spin A takes the up state
(and down state) both in the original space and in the tilde space. The second
state symbols |+〉〈−||+˜〉〈−˜| and |−〉〈+||−˜〉〈+˜| mean the classical fluctua-
tions. That is, the original state |+〉〈−| is combined with the same type of
tilde state |+˜〉〈−˜|. (Similarly, we have the combined state |−〉〈+||−˜〉〈+˜|.)
As shown in Fig.2, the parameter bcf (corresponding to the “classical fluctu-
ation”) monotonically increases as the temperature increases. This classical
fluctuation is caused by the thermal fluctuation. It appears even in such
classical systems as the Ising model, the classical ideal gas, and the Debye
model. On the other hand, the symbol |+〉〈+||−˜〉〈−˜| means that the spin A
takes the state |+〉〈+| in the original space different from the state |−˜〉〈−˜|
in the tilde space. Then the parameter bqe expresses the effect of “quantum
entanglement”. This quantum fluctuation appears only in quantum systems,
and it is used as an order parameter of quantum systems at zero temperature
in many cases [17-22]. The temperature dependences of bd1, bcf, bqe and bd2
are shown in Fig.2. It is easily seen that the quantum entanglement denoted
by bqe vanishes for high temperatures. From the above discussion, only the
intrinsic quantum entanglement is extracted clearly in this formulation based
on the TFD. In particular, we can understand the entangled state of the sys-
tem through such a “single product” as |+〉〈+||−˜〉〈−˜| through the extended
density matrix ρˆA.
3.2. Non-equilibrium systems on the ground states (HA = HB = 0 and T = 0)
Now we consider the Hamiltonian (18) as a non-equilibrium system in the
ground states. The time dependence of the ordinary density matrix ρ(t) is
given by the von Neumann equation;
ih¯
∂
∂t
ρ(t) = [H, ρ(t)]. (27)
The solution of Eq.(27) is given in the form
ρ(t) = U †(t)ρ0U(t) (28)
10
Fig. 2: Temperature dependence of the parameters bd1, bcf, bqe and bd2, which are given
analytically by Eqs.(24), (25) and (26), respectively. The horizontal axis expresses the
scaled temperature kBT/J . Here the equality bd1 = bd2 holds, because the present system
expressed by Hamiltonian (18) has the symmetry for the spin inversion. The quantum
entanglement described by bqe vanishes at high temperatures.
for the initial condition ρ0, where the unitary operator U(t) denotes
U(t) = eiHt/h¯. (29)
Then the density matrix ρ1/2(t) is given in the form
ρ1/2(t) = U †(t)ρ
1/2
0 U(t). (30)
From Eq.(29), the unitary operator U(t) is expressed in the matrix form as
U(t) = eiHt/h¯ = eiωt/4


e−iωt/2 0 0 0
0 cos(ωt/2) −i sin(ωt/2) 0
0 −i sin(ωt/2) cos(ωt/2) 0
0 0 0 e−iωt/2

 (31)
using the bases {| + +〉, | + −〉, | − +〉, | − −〉}, where the parameter ω is
defined as ω ≡ J/h¯. From Eqs.(30) and (31), we obtain the time-dependent
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density matrix ρ1/2(t) as follows:
ρ1/2(t) = U †(t)ρ
1/2
0 U(t) = U
†(t)


P
1/2
++ 0 0 0
0 P
1/2
+− 0 0
0 0 P
1/2
−+ 0
0 0 0 P
1/2
−−

U(t)
=


P
1/2
++ 0 0 0
0 1
2
(
P
1/2
+ + P
1/2
− cosωt
)
− i
2
P
1/2
− sinωt 0
0 i
2
P
1/2
− sinωt
1
2
(
P
1/2
+ − P 1/2− cosωt
)
0
0 0 0 P
1/2
−−

 ,
(32)
for the initial condition
ρ0 =


P++ 0 0 0
0 P+− 0 0
0 0 P−+ 0
0 0 0 P−−

 . (33)
Here the parameters P
1/2
+ and P
1/2
− are defined by
P
1/2
+ ≡ P 1/2+− + P 1/2−+ and P 1/2− ≡ P 1/2+− − P 1/2−+ . (34)
Then, using the formulation (14) and such non-zero elements of ρ1/2(t) as
shown in Eq.(32), we obtain the extended density matrix ρˆA of the spin A in
the form
ρˆA(t) =b++++|+〉〈+||+˜〉〈+˜| + b+−+−|+〉〈+||−˜〉〈−˜|
+ b++−−|+〉〈−||+˜〉〈−˜| + b−−++|−〉〈+||−˜〉〈+˜|
+ b−+−+|−〉〈−||+˜〉〈+˜| + b−−−−|−〉〈−||−˜〉〈−˜|. (35)
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Here the coefficients b++++, b++−−, b+−+−, b−+−+, b−−++ and b−−−− are ob-
tained by Eq.(15) as follows:
b++++ =P++ +
1
4
(
P
1/2
+ + P
1/2
− cosωt
)2
, (36)
b++−− = b−−++ =
1
2
P
1/2
++
(
P
1/2
+ − P 1/2− cosωt
)
+
1
2
P
1/2
−−
(
P
1/2
+ + P
1/2
− cosωt
)
, (37)
b+−+− = b−+−+ =
1
4
P− sin
2 ωt, (38)
b−−−− =P−− +
1
4
(
P
1/2
+ − P 1/2− cosωt
)2
. (39)
These are still complicated and it is difficult to understand the physical
meanings. Thus we assume the initial condition that P++ = P−− = P−+ = 0
and P+− = 1. This initial condition means the classical condition, namely
spin A takes up and spin B takes down. Then the extended density matrix
of the spin A (as shown in Eq.(35)) is simply expressed as
ρˆA(t) =bd1|+〉〈+||+˜〉〈+˜| + bd2|−〉〈−||−˜〉〈−˜|
+ bqe
(|+〉〈+||−˜〉〈−˜| + |−〉〈−||+˜〉〈+˜|)
=cos4
ωt
2
|+〉〈+||+˜〉〈+˜| + sin4 ωt
2
|−〉〈−||−˜〉〈−˜|
+
1
4
sin2 ωt
(|+〉〈+||−˜〉〈−˜| + |−〉〈−||+˜〉〈+˜|) . (40)
Here, the parameters bd1, bqe and bd2 correspond to those in Eq.(23). The
extended density matrix ρˆA(t) in Eq.(40) contains physical information on
quantum entanglement. The state symbol |+〉〈+||+˜〉〈+˜| means the up
states of spin A both in the original and tilde spaces, while the state sym-
bol |−〉〈−||−˜〉〈−˜| means the down state, as shown in the previous sub-
section. When either of them takes a dominant value, namely t = nπ/ω for
n = 0, 1, 2, · · · , the spin A takes a classical state, up or down. In contrast, the
state symbols |+〉〈+||−˜〉〈−˜| and |−〉〈−||+˜〉〈+˜| mean the entangled states.
If it takes a dominant value, namely t = (2n + 1)π/(2ω), the spin A takes
a quantum entangled state. This crossover-oscillation between classical and
quantum states is shown in Fig.3. Of course, in this case, the behavior of
the spin A shows the oscillatory time-dependence because we have consid-
ered the finite system of two spins. When the parameter bd1 or bcf takes
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larger values, the parameter bqe takes smaller values. This shows a kind of
classical-quantum crossover-oscillations as shown in Fig.3.
Fig. 3: Time dependence of the parameters bd1, bqe and bd2 on the non-dissipative system,
(which are defined in Eq.(40)). The horizontal axis expresses the scaled time ωt. This
finite system shows an oscillatory behavior. When the parameter bd1 or bcf takes larger
values, the parameter bqe takes a smaller value. This shows a kind of classical-quantum
crossover-oscillations.
3.3. Non-equilibrium systems with heat bath (HA = HB = 0)
In the previous section, we have discussed the system of a finite size
and consequently without dissipative mechanisms. To include dissipative
mechanism, we consider the dissipative von Neumann equation [26, 27]
ih¯
∂
∂t
ρ(t) = [H, ρ(t)]− ǫ (ρ(t)− ρeq) , (41)
in the present subsection. The solution of Eq.(41) is given by
ρ(t) = e−ǫtU †(t)ρ0U(t) + (1− e−ǫt)ρeq. (42)
Similarly to the previous manipulation, the extended density matrix ρˆA(t) is
obtained as
ρˆA(t) =bd1|+〉〈+||+˜〉〈+˜| + bd2|−〉〈−||−˜〉〈−˜|
+ bcf
(|+〉〈−||+˜〉〈−˜| + |−〉〈+||−˜〉〈+˜|)
+ bqe
(|+〉〈+||−˜〉〈−˜| + |−〉〈−||+˜〉〈+˜|) (43)
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for the initial condition P++ = P−− = P−+ = 0 and P+− = 1. To derive
Eq.(43), we have used Eqs.(19) and (32) for ρeq and U
†(t)ρ0U(t), respectively.
The parameters bd1, bcf, bqe and bd2 are obtained as functions of t, ǫ, ω, T and
J analytically. However, they are too complicated and it is difficult to under-
stand the physical meaning. Thus, we try to show their numerical behaviors
in Fig.4. As shown in Fig.4, the parameters bd1 and bd2 describing the classical
Fig. 4: Time dependence of the parameters bd1, bcf, bqe and bd2 in the dissipative system,
(which are defined by Eq.(43)). The horizontal axis expresses the scaled time ωt. We have
used the scaled dissipation rate ǫ/ω = 0.2 and the scaled temperature kBT/J = 0.7.
oscillation approach the same value bd1 = bd2 for t →∞. Consequently, the
parameter bqe describing the quantum oscillation approaches the equilibrium
value bqe given by Eq.(26). As discussed in subsection 3.1, the parameter bcf
expresses the thermal but classical fluctuations.
The classically fluctuating states |+〉〈−||+˜〉〈−˜| and |−〉〈+||−˜〉〈+˜|, namely
the parameter bcf, appear both in the thermal equilibrium system (as shown
in Fig.2) and in the dissipative system (as shown in Fig.4), but they do not
appear in the non-dissipative system as shown in Fig.3. The above three
examples show that our method using the extended density matrix is useful
in distinguishing the fluctuations based on the quantum entanglement from
the thermal but classical fluctuations.
3.4. Frustration effect with competitive external fields (HA = HB = H and
HA = −HB = H)
We study here the frustration effect for the entanglement. For this pur-
pose, we compare the following two systems
Hnoncomp. = −JSA · SB − µBH(SzA + SzB) (44)
15
and
Hcomp. = −JSA · SB − µBH(SzA − SzB). (45)
The Hamiltonian Hnoncomp. does not contain a competition effect among the
interaction JSA·SB and the external fields µBH(SzA+SzB), while the Hamilto-
nianHcomp. contains the competition effect. In the present study, we describe
this competition as a kind of frustration. For these assumptions, Hnoncomp.
and Hcomp. are expressed in the matrix forms as follows:
Hnoncomp. =


−J
4
− µBH 0 0 0
0 J
4
−J
2
0
0 −J
2
J
4
0
0 0 0 −J
4
+ µBH

 , (46)
and
Hcomp. =


−J
4
0 0 0
0 J
4
− µBH −J2 0
0 −J
2
J
4
+ µBH 0
0 0 0 −J
4

 . (47)
Then the density matrices ρnoncomp.eq and ρ
comp.
eq are obtained as
ρnoncomp.eq =
1
Znoncomp.(β)


eK/4+h 0 0 0
0 e−K/4 cosh K
2
e−K/4 sinh K
2
0
0 e−K/4 sinh K
2
e−K/4 cosh K
2
0
0 0 0 eK/4−h

 ,
(48)
and
ρcomp.eq =
1
Zcomp.(β)


eK/4 0 0 0
0 e−K/4
(
coshL+ h
L
sinhL
)
K
2L
e−K/4 sinhL 0
0 K
2L
e−K/4 sinhL e−K/4
(
coshL− h
L
sinhL
)
0
0 0 0 eK/4

 ,
(49)
respectively. Here the parameters h and L denote h = βµBH and L =√
h2 +K2/4, respectively. Then we can obtain the extended density matrix
ρˆA as
ρˆαA(t) =b
α
d1|+〉〈+||+˜〉〈+˜| + bαd2|−〉〈−||−˜〉〈−˜|
+ bαcf
(|+〉〈−||+˜〉〈−˜| + |−〉〈+||−˜〉〈+˜|)
+ bαqe
(|+〉〈+||−˜〉〈−˜| + |−〉〈−||+˜〉〈+˜|) , (50)
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where α denotes “noncomp.” or “comp.” The behaviors of parameters {bαi }
(i = 1, · · · , 4) are shown numerically in Fig.5. The figure 5-(a) shows the
parameters {bnoncomp.i } while the figure 5-(b) shows {bcomp.i }. In the non-
competitive system, the external field H breaks the symmetry of the spin
inversion and the parameter bnoncomp.d1 = 1 for T = 0, because the entan-
glement parameter bnoncomp.qe = 0 for T = 0. On the other hand, in the
competitive system, the frustration makes a finite entanglement (bcomp.qe 6= 0)
for T = 0, even under the finite external field H . Thus the parameter bcomp.d1
which expresses the probability weight of the up state is smaller than the
maximum 1.0. This is a typical example of the entanglement caused by the
frustration.
Fig. 5: Temperature dependence of the parameters bd1, bcf, bqe and bd2 given by Eq.(50) in
the presence of an external field (µBH/J = 0.3). Figure (a) shows their numerical results
in the non-competitive model (46), while figure (b) shows their numerical results in the
competitive model (47). At the ground state (T = 0), the parameter bqe becomes zero in
the non-competitive model, but it is non-vanishing in the competitive model.
4. Correspondence of the entanglement entropy and the parameter
bqe
From the above examples, it may be clarified that the transition term be-
tween the original space and the tilde space (i.e. |+〉〈+||−˜〉〈−˜| or |−〉〈−||+˜〉〈+˜|)
expresses the strength of the entanglement. In this section, we verify the
correspondence of the parameter bqe and the entanglement entropy S for the
simple case discussed in Section 3.2. The entanglement entropy in our case is
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defined by Eq.(6). The ordinary density matrix ρ(t) is obtained from Eq.(32)
for the Hamiltonian (18) in this non-dissipative system. Here we assume that
the initial condition P++ = P−− = P−+ = 0 and P+− = 1. Then the density
matrix ρ(t) is obtained as
ρ(t) = cos2
(
ωt
2
)
|+−〉〈+−| − i
2
sin(ωt)|+−〉〈−+|
+
i
2
sin(ωt)|−+〉〈+−| + sin2
(
ωt
2
)
|−+〉〈−+|. (51)
Then ρA in Eq.(6) is derived as
ρA = TrBρ(t) =B〈+|ρ(t)|+〉B + B〈−|ρ(t)|−〉B
= cos2
(
ωt
2
)
|+〉〈+| + sin2
(
ωt
2
)
|−〉〈−|, (52)
where |+〉B and |−〉B correspond to the spin states of the spin B, and |+〉
and |−〉 correspond to the spin states of the spin A. Thus the entanglement
entropy S is obtained as
S = −kB
[
cos2
(
ωt
2
)
log
(
cos2
(
ωt
2
))
+ sin2
(
ωt
2
)
log
(
sin2
(
ωt
2
))]
,
(53)
using Eq.(6).
Now, we try to define the “extended” entanglement entropy using the
extended density matrix ρˆA as
Sˆ = −kBTrρˆA log ρˆA. (54)
Here the extended density matrix ρˆA is given by Eq.(40). One non-zero
eigenvalue of ρˆA is easily obtained as (3+cos(2ωt))/4. Thus, the “extended”
entanglement entropy Sˆ yields
Sˆ = −kB
4
(3 + cos(2ωt)) log
(
3 + cos(2ωt)
4
)
. (55)
The time dependences of S, Sˆ and bqe are shown in Fig.6. In the present
finite size system, the entanglement shows the periodic oscillation. As shown
in Fig.6, all the curves S, Sˆ and bqe showing the entanglement have the same
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phase. However, their amplitudes are different from each other. Especially,
the traditional entanglement entropy S is larger than the extended entangle-
ment entropy Sˆ. This is because the definition of S in Eq.(6) includes not
only the fluctuation caused by the entanglement but also the original (sta-
tistical) fluctuation of the spin A. Thus, our new definition of entanglement
based on the TFD is more physical.
Fig. 6: Time dependence of the two kinds of entropy S, Sˆ and the parameter bqe in the
non-dissipative system described by Eq.(18). All the curves of S, Sˆ and bqe (showing
the entanglement) have the same phase. However, their amplitudes change periodically.
As the entropy S (namely Eq.(6)) includes the classical fluctuations of the spin A, the
parameter S is larger than Sˆ, namely S > Sˆ.
5. Summary and discussion
In the present study, we have introduced a new method to study quantum
entanglement using thermo field dynamics. The extended density matrix ρˆ
including the state in the tilde space enables us to study the entanglement
intuitively, because the TFD state vector shows “dynamical” states of quan-
tum systems. These “dynamically” entangled states are presented in our
formulations (14) and (15). In the previous sections, we demonstrate some
typical cases of entanglement states using our formulations. Our methods can
be applied to larger quantum systems, and it may clarify the mechanisms of
quantum entanglement in such large quantum systems, if the ordinary density
matrix ρ is given. Additionally, our formulation requires, at most, the same
computational time to diagonalize the ordinary density matrix, although the
extended density matrix is defined in the double Hilbert space.
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Furthermore, the extended entanglement entropy Sˆ is introduced using
the extended density matrix ρˆA and it is compared with the traditional en-
tanglement entropy S (and bqe). From this discussion, the condition to give
the maximum entangled state can be obtained by these two entropies. Only
amplitudes are different from each other. Thus, the parameter bqe may be
useful to study the entanglement, because it does not require the non-linear
calculations such as logarithms.
The present method enables us to distinguish clearly the various states of
quantum systems. For example, the parameters bd1 and bd2 correspond to the
classical state as shown in Section 3. On the other hand, the parameters bcf
and bqe correspond to the fluctuations from the thermal but classical fluctu-
ations and to the fluctuations from the quantum entanglement, respectively.
Finally, we would like to remark that the general representation theorem
[4, 5] makes it very convenient to study the entanglement using the TFD,
because this theorem ensures the correspondence between the traditional
density matrix (or entanglement entropy) and the extended density matrix
(or extended entanglement entropy) as shown in Eq.(9). Then the intrin-
sically entangled states of quantum systems are understood through such a
single product as |+〉〈+||−˜〉〈−˜|.
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Appendix A. Derivation of Eqs.(14) and (15)
In this appendix, we show the derivation of Eqs.(14) and (15). The ex-
tended density matrix ρˆ is defined by ρˆ = |Ψ〉〈Ψ| as shown in Eq.(7). Then,
inserting the TFD state vector as shown in Eq.(11) to the extended density
matrix ρˆ, we derive as follows;
ρˆ = |Ψ〉〈Ψ|
=
∑
sA
∑
sB
∑
tA
∑
tB
ρ1/2|sA, sB〉|s˜A, s˜B〉〈tA, tB|〈t˜A, t˜B|(ρ1/2)†. (A.1)
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As shown in Eq.(12), the partial trace of the variables corresponding to the
spin B gives the renormalized extended density matrix ρˆA as follows:
ρˆA ≡ TrBρˆ ≡
∑
γB,γ˜
′
B
〈γB, γ˜′B|ρˆ|γB, γ˜′B〉
=
∑
γB,γ˜
′
B
∑
sA
∑
sB
∑
tA
∑
tB
〈γB, γ˜′B|ρ1/2|sA, sB〉|s˜A, s˜B〉〈tA, tB|〈t˜A, t˜B|(ρ1/2)†|γB, γ˜′B〉
=
∑
γB,γ
′
B
∑
sA,tA
∑
sB,tB
〈γB|ρ1/2|sB〉|sA, s˜A〉〈tA, t˜A|〈tB|(ρ1/2)†|γB〉δγ′
B
,sBδγ′B,tB
=
∑
γB,γ
′
B
∑
sA,tA
〈γB|ρ1/2|γ′B〉|sA, s˜A〉〈tA, t˜A|〈γ′B|(ρ1/2)†|γB〉. (A.2)
Note that the density matrix ρ1/2 does not operate to the tilde states. When
the density matrix ρ1/2 is expressed using the matrix elements {aαA,βB,α′A,β′B}
as shown in Eq.(13), the term 〈γB|ρ1/2|γ′B〉 in Eq.(A.2) is obtained as follows:
〈γB|ρ1/2|γ′B〉 =
∑
αA,βB,α
′
A
,β′
B
aαA,βB,α′A,β′B|αA〉〈α′A|〈γB|βB〉〈β ′B|γ′B〉
=
∑
αA,βB,α
′
A
,β′
B
aαA,βB,α′A,β′B|αA〉〈α′A|δγB,βBδβ′B,γ′B
=
∑
αA,α
′
A
aαA,γB,α′A,γ′B|αA〉〈α′A| (A.3)
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Thus, inserting Eq.(A.3) to Eq.(A.2), we obtain the extended density matrix
ρˆA as follows:
ρˆA =
∑
sA,tA
∑
γB,γ
′
B
∑
αA,α
′
A
∑
βA,β
′
A
(aαA,γB,α′A,γ′B|αA〉〈α′A|)|sA〉|s˜A〉〈t˜A|〈tA|(|β ′A〉〈βA|a∗βA,γB,β′A,γ′B)
=
∑
sA,tA
∑
γB,γ
′
B
∑
αA,α
′
A
∑
βA,β
′
A
aαA,γB,α′A,γ′Ba
∗
βA,γB,β
′
A
,γ′
B
|αA〉|s˜A〉〈t˜A|〈βA|〈α′A|sA〉〈tA|β ′A〉
=
∑
αA,α
′
A
∑
βA,β
′
A
∑
γB,γ
′
B
∑
sA,tA
aαA,γB,α′A,γ′Ba
∗
βA,γB,β
′
A
,γ′
B
|αA〉|s˜A〉〈t˜A|〈βA|δα′
A
,sAδtA,β′A
=
∑
αA,α
′
A
∑
βA,β
′
A
∑
γB,γ
′
B
aαA,γB,α′A,γ′Ba
∗
βA,γB,β
′
A
,γ′
B
|αA, α˜′A〉〈βA, β˜ ′A|
=
∑
αA,α
′
A
∑
βA,β
′
A

∑
γB,γ
′
B
aαA,γB,α′A,γ′Ba
∗
βA,γB,β′A,γ
′
B

 |αA, α˜′A〉〈βA, β˜ ′A|
≡
∑
αA,βA,α
′
A
,β′
A
bαA,βA,α′A,β′A (|αA〉〈α′A|)
(
|β˜A〉〈β˜ ′A|
)
. (A.4)
This is nothing but the formulation (14). Of course, the elements bαA,βA,α′A,β′A
are defind in Eq.(15). As shown in the above derivation, it is interesting to
note that the matrix elements of ρˆA, namely bαA,βA,α′A,β′A, include the fluctu-
ation of the subsystem B through the summation
∑
γB,γ
′
B
. Once we obtain
the matrix elements of the ordinary density matrix, we can calculate the ma-
trix elements of ρˆA in the double Hilbert space using this formulation. This
is because our formulation requires, at most, the same computational time
to diagonalize the ordinary density matrix, although the extended density
matrix is defined in the double Hilbert space.
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