In this paper we prove optimal interior regularity for solutions to the obstacle problem for a class of second order differential operators of Kolmogorov type. We treat smooth obstacles as well as non-smooth obstacles. All our proofs follow the same line of thought and are based on blow-ups, compactness, barriers and arguments by contradiction. The problem considered arises in financial mathematics, when considering path-dependent derivative contracts with early exercise feature.
Introduction
This paper is devoted to the obstacle problem for a class of second order differential operators of Kolmogorov where (x, t) ∈ R N +1 , m is a positive integer satisfying m ≤ N , the functions {a i j (·, ·)} and {b i (·, ·)} are continuous and bounded and the matrix B = {b i j } is a matrix of constant real numbers. Let ⊂ R N +1 be an open subset, let ∂ P denote the parabolic boundary of , let g, f, ψ :¯ → R be such that g ≥ ψ on¯ and assume that g, f, ψ are continuous and bounded on¯ . We consider the following problem for the operator L,
2)
The structural assumptions imposed on the operator L, which will imply that L is a hypoelliptic ultraparabolic operator of Kolmogorov type, as well as the regularity assumptions on a i j , b i , f , ψ and g will be defined and discussed below. We note that in case m = N the assumptions we impose imply that the operator L is uniformly elliptic-parabolic while if m < N , then the operator L is degenerate and not uniformly elliptic-parabolic. In particular, we are mainly interested in the case m < N . The problem in (1.2) represents the obstacle problem for the operator L with obstacle ψ, boundary data g and right hand side defined by f . To motivate our study of the problem in (1.2) we note that obstacle problems are of fundamental importance in many applications in physics, biology and mathematical finance. In particular, one important problem in mathematical finance is that of determining the arbitrage free price of options of American type. More precisely, consider a financial model where the dynamics of the state variables is described by a N -dimensional diffusion process X = X x,t 0 t which is a solution to the stochastic differential equation
where (x, t 0 ) ∈ R N × [0, T ] and W = {W t } denotes a m-dimensional Brownian motion, m ≤ N . An American option with pay-off ψ is a contract which gives the holder the right to receive a payment equal to ψ(X τ ) assuming that the holder choose to exercise the option at τ ∈ [0, T ]. Then, according to the theory of modern finance, see [22] for instance, the arbitrage free price, at time t, of the American option, assuming that the risk-free interest rate is zero, is given by the optimal stopping problem u(x, t) = sup 4) where the supremum is taken with respect to all stopping times τ with values in [t, T ].
The main result in [26] states that if u is the function in (1.4) thenũ(x, t) = u(x, T −t) is, assuming certain restrictions on the obstacle ψ, a solution to a problem in the form (1. σ * denotes the transpose of σ . In the uniformly elliptic-parabolic case, m = N , the valuation of American options has been quite thoroughly studied, see [2, 20, 21] . However, there are significant classes of American options, commonly traded in financial markets, whose corresponding diffusion process X is associated with Kolmogorov type operators which are not uniformly elliptic-parabolic, i.e., in particular m < N . Two such examples are provided by American Asian style options, see [1] , and by American options priced in the stochastic volatility suggested in [18] , see also [12, 16] . Furthermore, as noted in [14] a general (mathematical) theory for American options in these settings is not yet available and the bulk of the literature focus mainly on numerical issues. The purpose of this paper is to advance the mathematical theory for the obstacle problem for hypoelliptic ultraparabolic operators of Kolmogorov type and in particular to continue the study of the obstacle problem initiated in [14, 26] . In [14] , and the related work in [26] , a number of important steps were taken towards developing a rigorous theory for the obstacle problem in (1.2) and the optimal stopping problem in (1.4) . In particular, the main result in [14] is the existence, using the same set-up and assumptions as in this paper, of a strong solution to the problem in (1.2) in certain bounded cylindrical domains and in the strip R N ×]0, T [. Moreover, while the study in [14] was more directed towards existence results the main purpose of this paper is to prove optimal interior regularity for solutions to the problem (1.2).
To be able to proceed with our discussion and to properly state our results we next introduce the appropriate notation and describe the assumptions imposed on the operator L. Concerning structural assumptions on the operator L and the problem in (1.2) we assume the following:
H1 the coefficients a i j = a ji are bounded continuous functions for i, j = 1, . . . , m.
Moreover, there exists a positive constant λ such that
H2 the operator
is hypoelliptic, i.e. every distributional solution of K u = f is a smooth solution, whenever f is smooth; 
(1.7)
Yet another condition, equivalent to H2 and (1.7), is that there exists a basis for R N such that the matrix B has the form ⎛
where B j , for j ∈ {1, .., κ}, is a m j−1 ×m j matrix of rank m j , 1 ≤ m κ ≤ ... ≤ m 1 ≤ m and m +m 1 +...+m κ = N , while * represents arbitrary matrices with constant entries. We also note that the natural setting for operators satisfying a Hörmander condition is that of the analysis on Lie groups. In particular, as shown in [23] the relevant Lie group related to the operator K in (1.6) is defined using the group law 9) for (x, t), (y, s) ∈ R N +1 , where B * denotes the transpose of the matrix B. Moreover, if the matrices denoted by * in (1.8) are null then there is, based on the block structure of B defined in (1.8), a natural family of dilations 10) associated to the Lie group. In (1.10) I k , k ∈ N, is the k-dimensional unit matrix and δ r is by definition a diagonal matrix. Moreover we set
and we say that q + 2 is the homogeneous dimension of R N +1 defined with respect to the dilations (δ r ) r >0 . Furthermore, we split the coordinate x ∈ R N as x = (x (0) , x (1) , ..., x (κ) ) where x (0) ∈ R m and x ( j) ∈ R m j for all j ∈ {1, .., κ}. Based on this we define
and we note that δ r (x, t) K = r (x, t) K and we recall the following triangular inequality (cf. [15] ): for any compact subset H of R N +1 , there exists a positive constant c such that
We also define the quasi-distance d K by setting
(1.14)
Note that, for every compact set H ⊂ R N +1 we have 15) whenever w, z, ζ ∈ H . We finally set, for any z ∈ R N +1 and H ⊂ R N +1 ,
To simplify our presentation we will also assume the following technical condition:
H4 the operator K is δ r -homogeneous of degree two with respect to the dilations group (δ r ) r >0 in (1.10).
Note that, under assumption H4, the constant c in (1.13) does not depend on H . Concerning the regularity assumptions on the functions a i j , b i , f , ψ and g in (1.2) we will formulate these assumptions using certain anisotropic Hölder spaces defined based on · K . In particular, let α ∈ (0, 1] and let ⊂ R N +1 . We denote by C 0,α
K ( ) the Hölder spaces defined by the following norms:
Moreover, we let C 0 ( ) denote the set of functions which are continuous on . Note that any u ∈ C 0,α K ( ), bounded, is Hölder continuous in the usual sense since
Remark 1.1 It is known (cf. for instance [9] , Theorem 2.16, [25] , Theorem 4 or [4] )
and we let
If u ∈ S p (H ) for every compact subset H of , then we write u ∈ S p loc ( ).
Definition 1.2
We say that u ∈ S 1 loc ( ) ∩ C 0 ( ) is a strong solution to problem (1.2) if the differential inequality is satisfied a.e. in and the boundary datum is attained pointwise.
Under suitable assumptions, existence and uniqueness of a strong solution to (1.2) have been proved in [14] and [26] .
To state our results we will make use of the following notation. For x ∈ R N and r > 0 we let B r (x) denote the open ball in R N with center x and radius r . We let e 1 be the unit vector pointing in the x 1 -direction in the canonical base for R N . We let
Then Q is a space-time cylinder, Q + will be referred to as the upper half-cylinder and Q − will be referred to as the lower half-cylinder. We also let, whenever (x, t) ∈ R N +1 , r > 0,
Then Q r (x, t) is the cylinder Q scaled to size r and translated to the point (x, t). We also note that the volume of Q r (x, t) is r q+2 times the volume of Q, where q is the homogeneous dimension in (1.11).
Thend K defines a distance equivalent to d K in the sense that
for some positive constantc. It turns out that Q r (ξ, τ ) is the ball of radius r and centered at (ξ, τ ) with respect to the distanced K . By (1.15), for any r 0 > 0 there exists a positive constant c such that: 19) for some positive constant C 1 .
The main reason that we work with the cylinders {Q r } is that these cylinders are regular for the Dirichlet problem for the operators considered in this paper. In particular, the following theorem holds. 
(1.20)
We can now state the three main theorems proved in this paper. In the following, we use the notation
(1.21)
Theorem 1.5 Assume hypotheses H1-4 with
= Q. Let ψ ∈ C 0,α K (Q) be such that ψ ≤ g on ∂ P Q. If u is a strong solution to problem (1.2) in Q, then u ∈ C 0,α K (Q R ) and u C 0,α K (Q R ) ≤ c N , λ, α, c α , f C 0,α K (Q) , g L ∞ (Q) , ψ C 0,α K (Q) , for some R ∈]0, 1[.
Theorem 1.6 Assume hypotheses H1-4 with
= Q. Let ψ ∈ C 1,α K (Q) be such that ψ ≤ g on ∂ P Q. If u is a strong solution to problem (1.2) in Q, then u ∈ C 1,α K (Q R ) and u C 1,α K (Q R ) ≤ c N , λ, α, c α , f C 0,α K (Q) , g L ∞ (Q) , ψ C 1,α K (Q) , for some R ∈]0, 1[.
Theorem 1.7 Assume hypotheses H1-4 with
for some R ∈]0, 1[. Theorem 1.5, Theorem 1.6 and Theorem 1.7 concern the optimal interior regularity for the solution u to the obstacle problem under different assumption on the regularity of the obstacle ψ. In particular, Theorem 1.5 and Theorem 1.6 treat the case of nonsmooth obstacles while Theorem 1.7 treats the case of smooth obstacles. The results stated in the theorems are similar: the solution is, up to S ∞ -smoothness, as smooth as the obstacle.
Concerning previous work in the uniformly elliptic-parabolic case, m = N , we note that there is an extensive literature on the existence of generalized solutions to the obstacle problem in Sobolev spaces starting with the pioneering papers [17, 24, 29, 30] . Furthermore, optimal regularity of the solution to the obstacle problem for the Laplace equation was first proved by Caffarelli and Kinderlehrer [7] and we note that the techniques used in [7] are based on the Harnack inequality for harmonic functions and the control of a harmonic function by its Taylor expansion. The most extensive and complete treatment of the obstacle problem for the heat equation can be found in Caffarelli et al. [5] and it is interesting to note that most of the arguments in [5] make use of a blow-up technique previously also used by Caffarelli et al. [6] in the stationary case. We here also mention the paper [3] where the optimal regularity of the obstacle problem for the heat equation has been proved by a method inspired to the original one in [7] based on the Harnack inequality. On the other hand the blow-up method has been employed in more general settings in [27, 28] .
Concerning previous work in the case of the degenerate operators with m < N there are, to our knowledge, no results available in the literature for Kolmogorov equations, even in the case of smooth obstacles. In particular, our Theorems 1.5-1.7, are completely new. Furthermore, we emphasize that the regularity theory for uniformly elliptic-parabolic operators does not apply in the case of the degenerate operators with m < N considered in this paper and that even in the most recent and general paper [28] the uniform parabolicity is an essential assumption. However, in this context it is appropriate to mention that in [11] the obstacle problem is considered for the strongly degenerate case of sublaplacian on Carnot groups. The paper [10] addresses, in the same framework, the study of the regularity of the free boundary. Concerning our proofs of Theorems 1.5-1.7, our arguments use blow-up techniques similar to [5] combined with several results for equations of Kolmogorov type established by the third and fourth author with collaborators. We refer to the bulk of the paper for details of the arguments. We remark that the original method in [7] seems to be applicable to Kolmogorov equations with smooth obstacle; however, even in the simplest case of the heat equation considered in [3] , some additional assumptions are required.
Finally, in future papers we intend to study the underlying free boundary with the ambition to develop a regularity theory for free boundaries in the setting of hypoelliptic ultraparabolic operator of Kolmogorov type.
The rest of this paper is organized as follows. In Sect. 2 we collect a number of important facts concerning operators of Kolmogorov type. In Sect. 3 we then prove our main results, i.e., Theorems 1.5-1.7.
Preliminaries on operators of Kolmogorov type
In this section we collect a number of results concerning operators of Kolmogorov type to be used in the proof of Theorems 1.5-1.7.
). 
is given by
2) also holds whenever f and g satisfy the following growth conditions: there exists a positive M such that
In this case T has to be sufficiently small (depending on M). Furthermore, u in (2.2) is the unique solution to the problem in (2.1) in the class of all functions satisfying (2.3).
Let µ denote the fundamental solution to the constant coefficient Kolmogorov operator
for µ > 0. Combining [13] , Theorem 1.4, and [15] , Theorem 1.5, we have the following theorem. We note that the fundamental solution µ can be given explicitly. Let
Theorem 2.3 Under hypotheses H1-3, there exist four positive constants
where the matrix I m equals the m × m-identity matrix and E(s) is defined as in (1.9). It is well known, see e.g. [23] , that H2 and (1.7) are equivalent to the condition that
Assuming that (2.5) holds, we have that
where µ (x, t, 0, 0) = 0 if t ≤ 0 and
if t > 0. We also note that
where q was introduced in (1.11). For (2.8) we refer to [15] , Proposition 2.8.
Assumption H4 implies that the following identities hold:
so that in particular we have
if t > 0. Some analogous formulas also hold in general. Specifically, for every positive T there exist two positive constants c T and c T such that (2.16) , and (2.18) in [8] ), and, as a plain consequence,c
In the forthcoming sections we will need the following technical estimate.
Corollary 2.4 Under assumptions H1-3, we define, for γ, R
Proof By the triangle inequalities (1.13), we have
for any x, y ∈ R N and t ∈ R. By Theorem 2.3, we have
We perform the change of variables
and, by (2.11) and (2.12), we obtain
Obviously this estimate completes the proof of the lemma.
We end this section by proving two further results useful in the proof of Theorems 1.5-1.7. The first one is a version of the Harnack inequality for non-negative solution u of Lu = 0 proved in [15] and the second one is a version of an estimate in "thin cylinders" proved in [8] . We first need to introduce some notations. For any positive T, R, and
We recall the following invariant Harnack inequality for non-negative solutions u of Lu = 0. R is a suitably large constant that will be chosen later. We aim to show that, for
, there exists a Harnack chain connecting (x, t) to (y, −2T ). Specifically, we prove the existence of a finite sequence (R j ) j=1,...,k such that 0 < R j ≤ R 0 , for any j = 1, . . . , k (R 0 is the constant in Theorem 2.5), and a sequence of points (
Using this construction and Theorem 2.5 we then find that u(
To prove the existence of a Harnack chain connecting (x, t) to (y, −2T ) as above, we apply the method previously used in the proof of Theorem 1.5 of [15] . The method concerns the problem of finding the shortest Harnack chain, in order to minimize the integer k. It turns out that the best choice is ( 14) and τ 1 , . . . , τ k are suitable real numbers such that
We finally have
for some positive constant h only depending on the operator L (we refer to [15] for more details). Since the function in (2.15) continuously depends on (x, t) and (y, −2T ), the inequality stated in Theorem 2.5 holds with
provided that (2.13) holds for j = 1, . . . , k.
To conclude the proof of Lemma 2.6, it is sufficient to show that (2.13) holds for j = 1, . . . , k, as soon as R is suitably large. In fact, we will prove that
holds (recall that t ∈ [−T, 0]) and we note that this is stronger statement compared to (2.13).
To proceed we first note that Q 
As a consequence, there exists a positive constant C 1 such that
Hence, if we set c = 2κ c 0 C 1 , and we choose R ≥ cR 2κ+1 , we have 
Proof To prove this lemma we proceed as in the proof of Theorem 3.1 of [8] . We letR be suitably large and to be chosen. Let r > 0 be such that {|y| K ≤ 2r } ⊂ B 1 ( 
where c − the constant in Theorem 2.3, related to T = R 2 . Clearly, w is a non-negative solution to the Cauchy problem
Moreover, for such (x, t) we deduce using Theorem 2.3 that
We next show that
. Thus, there exists a positive R 0 such that, if
Thus, by our assumption on v we see that the maximum principle implies that
sup
We next prove (2.17). By (2.11) and (2.12) we have that
as τ → 0 + , uniformly for 2r ≤ |ξ | K ≤ 1. This concludes the proof of (2.17).
To complete the proof of the lemma we see that it is enough to prove an upper bound for w in the set Q − R . To do this we note that by Theorem 2.3, by (2.11), (2.11) and the definition of ϕ, we have 
We next note that, since (x, t) ∈ Q − R , we have t ∈ [−R 2 , 0] and hence the norm
x is bounded by a constant. On the other hand,
t+R 2 > 1 (for R 0 suitably large). As a consequence, there exists a positive constant C Q , ifR 0 is suitably large, such that
The lemma now follows if we let
Proof of the main theorems
In this section we prove Theorems 1.5-1.7. In the following we always assume hypotheses H1-4. Recall that c α was introduced in (1.21).
Definition 3.1 Let
, and let u be a strong solution to problem (1.2). Then, for k ∈ {0, 1, 2} we say that (u, g, f, ψ) belongs to the class P k ( , α, c α ,
The proofs of Theorems 1.5-1.7 are based on certain blow-up arguments. In particular, we introduce, for r > 0, the blow-up of a function v ∈ C 0 ( ) as 
3.1 Optimal interior regularity: proof of Theorems 1.5-1.7
To prove Theorems 1.5-1.7 we first prove the following three lemmas.
Lemma 3.2 Let α ∈ (0, 1] and let M
1 , M 2 , M 3 be positive constants. Assume that (u, g, f, ψ) ∈ P 0 (Q − , α, c α , M 1 , M 2 , M 3 ) and u(0, 0) = ψ(0, 0) = 0.
Then there exists c = c(N
, λ, α, c α , M 1 , M 2 , M 3 ) such that sup Q − r |u| ≤ cr α , r ∈]0, 1[.
Lemma 3.3 Let α ∈ (0, 1] and let M
1 , M 2 , M 3 be positive constants. Assume that (u, g, f, ψ) ∈ P 1 (Q − , α, c α , M 1 , M 2 , M 3 ) and u(0, 0) = ψ(0, 0) = 0.
Then there exists c
= c(N , λ, α, c α , M 1 , M 2 , M 3 ) such that sup Q − r u(x, t) − m i=1 ∂ x i ψ(0, 0)x i ≤ cr 1+α , r ∈]0, 1[. Lemma 3.4 Let α ∈ (0, 1] and let M 1 , M 2 , M 3 be positive constants. Assume that (u, g, f, ψ) ∈ P 2 (Q − , α, c α , M 1 , M 2 , M 3 ) and u(0, 0) = ψ(0, 0) = 0.
The statements of the previous lemmas are structurally the same. We set
To prove Lemma 3.2 and Lemma 3.3 we intend to prove that there exists a positivẽ c =c (N , λ, α, c α 
where F and γ are determined as follows:
• F ≡ 0 and γ = α in Lemma 3.2, 
Proof of Lemma 3.2
To prove (3.5) with F = 0 and γ = α, we assume that
We divide the argument into three steps.
Step 1 (Setting up the argument by contradiction). We first note that
Assume that (3.5) is false. Then for every j ∈ N, there exists a positive integer k j and
Using the definition in (3.4) we see that there exists (x j , t j ) in the closure of Q − 2
Moreover from (3.6) it follows that u j (x j , t j ) > 0. Using (3.7) we can conclude, as |u j | ≤ M 1 , that j2 −αk j is bounded and hence that k j → ∞ as j → ∞.
Step 2 (Constructing blow-ups). We define (
Note that (x j ,t j ) belongs to the closure of Q − 1/2 and
Moreover we letL j = L 2 −k j (cf. (3.3) ) and
. Then, using (3.2) we see that
For any l ∈ N we have that
In particular, we can conclude that
where now P 0 is the class related to the operatorL j and, by (3.10) and (3.11), we haveM
Moreover, using (3.7) we see that
Step 3 (Completing the argument by contradiction). In the following we let l be a suitable large positive integer to be specified later. We consider j 0 ∈ N such that k j > 2 l for j ≥ j 0 . We letĝ j denote the boundary values ofũ j on ∂ P Q − 2 l and we let v j and v j be such that
We first prove that
The first inequality in (3.16) follows from the comparison principle. To prove the second one, we first note that ψ j ∞ ≤M j 3 and then by the maximum principleṽ j ≥ψ
andṽ j ≥ũ j on ∂ . Hence, the second inequality in (3.16) follows from the maximum principle.
We remark that, sinceũ j ≥ψ j by (3.12), we can conclude thatĝ j ≥ −M j 3 in Q − 2 l . Hence, using the maximum principle we have, for any positive T ,
We claim that there exists a positive constant C such thatṽ
Once this claim is proved it follows from (3.17) and (3.16) that
and hence, by (3.14), thatũ j (0, 0) > 0 for j suitably large. This then contradicts the assumption thatũ j (0, 0) =ψ j (0, 0) = 0. Hence our original assumption was incorrect and the proof of the lemma is complete. In the proof of (3.18) we will use of Lemma 2.6 and 2.7 with T = 1, R = 1/2 and
where c is the constant in Lemma 2.6. We writeṽ j = w j +w j +ŵ j on Q
where
By the maximum principle we easily see that 20) whenever
by Lemma 2.7 we find
and we note that the right hand side in this inequality tends, by the choice in (3.19) , to zero as l goes to infinity. Recalling thatṽ j (x j ,t j ) ≥ũ j (x j ,t j ) = 1, we can conclude that by choosing l suitably large we can ensure that
Using this and the maximum principle we can conclude that there exists at least one
We next writeṽ j =v j +v j where
.
As in (3.20), we easily see that
if j is sufficiently large and hence we can conclude thať
Using Lemma 2.6 we infer that
Sincev j → 0 uniformly on Q − 2 l (0, 0, 2) as j goes to infinity, we can conclude that
for any suitably large j. In particular, this proves (3.18) and hence the proof of Lemma 3.2 is complete.
Proof of Lemma 3.3
We argue as in the proof of Lemma 3.2 to show that (3.5) holds with
Step 1 (Setting up the argument by contradiction). We first note that, since ψ ∈ C
whenever (x, t) ∈ Q − . As in the proof of Lemma 3.2, we assume that (3.5) is false. Then for every j ∈ N, there exists a positive integer k j and (u j ,
As before, we have that (x j ,t j ) belongs to the closure of Q − 1/2 and
Now we let
As in the proof of Lemma 3.2, we have
where P 1 is the class related to operatorL j . However, we prove our claim by using only the semi-norm
To see this we note that ∂ x iψ j (0, 0) = 0 and
Therefore, by (3.23), we have
Step 3 (Completing the argument by contradiction). This step is completely analogous to
Step 3 Proof of Lemma 3. 4 We first note that we may assume that ψ ≡ 0. Indeed, using the fact that Lψ ∈ C 0,α
only depends on M 1 , M 2 and M 3 . From here on we can now argue as in the proof of the previous two lemmas. In particular, we note that
and we assume that (3.5) is false with γ = 2. Then for every j ∈ N, there exists a positive integer k j and 
Then there exists c = c(N , λ, α, c α , To that aim, we claim that there exists a positivec =c (N , λ, α, c α ,
To prove this we proceed as in the proof of Lemma 3.2: we assume that
and we suppose that (3.33) is false. Then for every j ∈ N, there exists a positive integer k j and
for every j ≥ 1. As in the Step 2 of the proof of Lemma 3.2, we define (
with (x j ,t j ) ∈ Q + 1/2 . Also in this case we have
where the constants M j 1 ,M j 2 ,M j 3 satisfy (3.13). We then complete the argument by contradiction. We fix a suitable large positive integer l and we consider j 0 ∈ N such that k j > 2 l for j ≥ j 0 . As in Lemma 3.2 we prove that
, where
andĝ j agrees withũ j on the boundary
(3.34)
We consider the solutions w j ,w j , andŵ j on Q + R (0, 0, 1) of the following problems
we can conclude that by choosing l suitably large we can ensure that
This inequality, which is the analogous of (3.21), contradicts (3.34).
Proof of Lemma 3.6 and 3.7 To prove these two lemmas we can use the same argument as in the proof of Lemma 3.5. In particular we claim that 0) x i in the proof of Lemma 3.6, and with γ = 2 and F = ψ in the proof of Lemma 3.7. We omit the other details.
In order to prove Theorems 1.5-1.7, we introduce some further notations. For (x, t) ∈ and r ∈ (0, 1), we introduce the blow-up of a function v ∈ C 0 ( ) at (x, t) as
whenever (x, t) • δ r (y, s) ∈ , and the corresponding scaled operator,
If F is empty then the result is a direct consequence of Theorem 2.1. We aim to prove that there exists a positive constantĉ =ĉ(N , λ, α, c α ,
If (x,t) ∈ Q 2R ∩ F , then we apply Lemma 3.5 and we get
for every (x, t) ∈ Q 2RC 1 (x,t). The same result clearly holds whenever (x, t) ∈ Q R ∩F . To complete the proof of Theorem 1.5 we therefore assume that (x, t), (x,t) ∈ Q R \F . Let r = d K ((x, t), F ) denote the distance from (x, t) to F , as defined in (1.16) and let (x,t) ∈ F be such that r = d K ((x, t), (x,t)). We divide the proof into two cases.
, (x,t) > c 0 r for some universal positive constant c 0 . By the triangle inequality (1.15) we have
for some positive universal constant c 2 . We next prove that 
In particular, since
we have ((x,t) , (x,t)). Then, by the triangular inequality, we see that
d K ((x,t), (x,t)) ≤ c d K ((x,t), (x,t)) + d K ((x,t), (x,t)) ≤ c 3 d K ((x,t), (x,t)).
Hence, using (3.44) it follows that ((x,t), (x,t) ).
This concludes the proof of (3.41).
We next complete the proof of the Hölder continuity of ∂ x i u. We divide the proof into two cases. Case 1. Assume (x,t) ∈ Q R \Q r/2 (x, t). Then by the triangle inequality (3.39) and (3.41) we have for some constant c only dependent on α, the operator L and the data f, g and ψ.
We note that if (x,t) ∈ F then the inequality in (3.46) follows from Lemma 3.6. Moreover, if (x, t) ∈ F then, by Lemma 3.6 and (3.41), we have
To complete the proof of (3.46) we can therefore assume that (x, t), (x,t) ∈ Q R \F and we let, as before, r = d K ((x, t), F ) and (x,t) ∈ F be such that r = d K ((x, t) , (x,t)). We divide the proof into two cases. By Remark 1.1 it then follows that u C 1,α
is bounded by a constant only dependent on α, the operator L and the data f, g and ψ.
Proof of Theorem 1. 7 We first note, as in the proof of Lemma 3.4, that it is not restrictive to consider ψ ≡ 0 and hence we assume that (u, g, f, ψ) ∈ P 2 (Q, α, c α ,
with ψ ≡ 0 and M 3 = 0. Let R and F be as in the proof of Theorem 1.5. We intend to prove that there existsĉ =ĉ (N , λ, α, c 
Finally, using Theorem 2.1 we can therefore conclude that
where the constantĉ only depends on N , λ, α, c α , M 1 , M 2 and M 3 . Our claim (3.47) then follows from the above inequality. This completes the proof of Theorem 1.7.
