Let V be a discriminator variety such that the class B=[A # V: A is simple and has no trivial subalgebra] is closed under ultraproducts. This property holds, for example, if V is locally finite or if the language is finite. Let v(V) and q(V) denote the lattice of subvarieties and subquasivarieties of V, respectively. We prove that q(V) is modular iff q(V) is distributive iff v(V) satisfies a certain condition where the case in which the language has a constant symbol is``v(V) is a chain or q(V) =v(V).'' We give an isomorphism between q(V) and a lattice constructed in terms of v(V). Via this isomorphism we characterize the completely meet irreducible (prime) elements of q(V) in terms of the completely meet irreducible elements of v(V). We conclude the paper with applications to the varieties of Boolean algebras, relatively complemented distributive lattices, 4ukasiewicz algebras, Post algebras, complementary semigroups of rank k (x n rx)-rings, R 5 lattices (P-algebras, B-algebras), and monadic algebras.
Since B is closed under the formation of subalgebras, (*) is equivalent to the property that the class B is definable by a set of universal sentences. We observe that if the language is finite, then (*) holds. Furthermore, if V is locally finite, then (*) holds (Lemma 13).
Let v(V) (resp. q(V)) denote the lattice of subvarieties (resp. subquasivarieties) of V. For a class K let V(K) denote the variety generated by K. We observe that V(<)=[trivial algebras].
As usual, if n # |, we use n to denote the chain whose universe is n= [0, 1, ..., n&1] and the order is the relation . In this paper we prove the following result (b) The following are equivalent:
(1) q(V) is modular (e) The pair (v(V), V(B)) determines q(V), i.e., if V$ is a discriminator variety such that B$ is closed under the formation of ultraproducts and such that v(V$) is isomorphic to v(V) via an isomorphism which carries V(B$) in V(B), then q(V$)$q(V).
Corollary 2. Suppose V is locally finite. Let P be the set of isomorphism types of finite simple algebras of V and let P 0 be the set of types of algebras in P which contain no trivial subalgebra. Order P by embeddability. The following are equivalent: Lemma 5. (a) For every terms p 1 (xÁ ), ..., p n (xÁ ), q 1 (xÁ ), ..., q n (xÁ ), there exist terms p(xÁ ), q(xÁ ) such that (c) For every w # v(V), we have that w # s(V) iff w if finitely axiomatizable relative to V iff w is a dual compact element of v(V).
(d) For every quasi-identity Q in the language of V there exist terms p, q, r, s such that V <Q W ( p r 3 q 6 rrs). (f) V(B)=Mod(N(0(w), 1(w), x, y)ry) # s(V).
(g) v(V) is distributive.
(h) Let u # s(V). Then u is meet irreducible in v(V) iff u is meet prime in v(V) iff u is completely meet irreducible in v(V) iff u is completely meet prime in v(V).
Proof. (a) This is proved in [17, 1.10 (4) ].
(b) Note that by Jo nsson's theorem [subdirectly irreducibles of V(B)]=B. Hence every member of V(B) has no trivial subalgebras, which says that V(B) is a variety with 09 and 19 [16] ; i.e., there exist unary terms 0 1 (w), ..., 0 n (w), 1 1 (w), ..., 1 n (w) such that V(B) < Ä n j=1 0 j (w)=1 j (w) Ä x= y.
Thus (b) follows from (a).
(c) This follows by (a) and compactness.
(d) This is proved in [15] .
(e) If u V S is universal relative to V S , by Jo nsson's theorem we have that u=V(u) S and so the map is onto. The injectivity is clear since a discriminator variety is determined by its simple members. Furthermore, since the map preserves meets it is an isomorphism. Next we will see that this isomorphism identifies [w # s(V) : w V(B)] with [Mod( pr 3 q) S : p, q terms]. Let w=Mod( prq) V(B). Since Mod( prq) S B, we have that
Finally, we need to prove that for any terms p, q there exists w # s(V) such that w V(B) and w S =Mod( p r 3 q) S . Let x, y be distinct variables which do not occur in neither p nor q. It is easy to check that we can take w=Mod(N( p, q, x, y)ry).
(f ) Note that V(B) S =B=Mod(0r 3 1) S .
(g) Since the union of two universal classes is again universal, (e) implies that v(V) is distributive.
(h) It follows by compactness and (g). K
We observe that if p, q, r, s are terms with variables in [x 1 , ..., x n ], then the sentence p r 3 q 6 rrs is equivalent to the quasi-identity
THE LATTICE q~(V)
In order to motivate a key definition of the paper we need the following. (1) A< p r 3 q 6 rrs
Proof. (1)O (2)
Suppose that A <rrs. Then A z <rrs, for every z # Z, which implies that U Mod( p r 3 q) S _ Mod(rrs) S , obtaining (2).
(2) O (1). If U & Mod( pr 3 q) S {<, then there is a z such that A z < pr 3 q, which implies that A<p r 3 q, obtaining (1). If U & Mod( p r 3 q) S =< and U Mod( p r 3 q) S _ Mod(rrs) S , then U Mod(rrs) S and hence A< rrs, obtaining (1). K Since every algebra in V is isomorphic to a Boolean product with trivial or simple factors, Lemma 6 says that the class Mod( p r 3 q 6 rrs) is determined by the following pair of subclasses of V S :
Thus by (e) of Lemma 5, the class Mod( p r 3 q 6 rrs) is determined by the pair of subvarieties
Furthermore, note that
and
This motivates the following
U is a set and either
The key property of the ( w 1 , w 2 )'s is the following 
is well defined and bijective.
Proof. Suppose Mod( pr 3 q 6 rrs)=Mod( p~r 3 q~6 r~rs~). If U FG(V S ) is a set, then 6U<pr 3 q 6 rrs iff 6U <p~r 3 q~6 r~rs~, which by Lemma 6 says that U # F(Mod( pr 3 q 6 rrs)) iff U # F(Mod( p~r 3 q~6 r~rs~)). Thus we have proved that the map is well defined.
To see the injectivity, suppose there exists A # Mod( p r 3 q 6 rrs)&Mod( p~r 3 q~6 r~rs~).
We can suppose that A 6[A z : z # Z] is a Boolean product of simple or trivial algebras, and by Lemma 4 we can suppose that A is finitely generated. Let
. By Lemma 6 we have that U # F(Mod( p r 3 q 6 rrs))&F(Mod( p~r 3 q~6 r~rs~)) and hence F is injective. Next, we will see that F is onto. Let ( w 1 , w 2 ) # K. By Lemma 5 there exist p, q, r, s such that
Since w 1 w 2 , Mod( pr 3 q) S Mod(rrs) S and hence F(Mod( pr 3 q 6 rrs))
U is a set] is the greatest element, and meets coincide with intersections. However, as we will see q~(V) is in general not modular which implies that its joint operation is not the union.
Let H be as in Lemma 9. By (d) of Lemma 5 we have that q(V)= [ I: I H] (note that I=V, for I=<). Thus we can extend the map F: H Ä K of Lemma 9 to a map F : q(V) Ä q~(V) as
Theorem 10. The map F is a well defined lattice isomorphism.
Proof. To prove that F is well defined, suppose that
The injectivity of F can be proved in a similar manner as the injectivity of F. It is clear that F is onto.
Finally, we note that F is a lattice isomorphism since, by definition, it preserves arbitrary meets. K It should be noted that the map F in Theorem 10 gives explicitly the quasi-identities associated with the elements of q~(V), for the case in which we know the identities associated with the elements of v(V). This situation is not usual as can be noted, for example, in [1 3, 8, 9 ].
COMPLETELY MEET IRREDUCIBLES (PRIMES) OF q~(V)
Our next goal is to characterize the completely meet prime (irreducible) elements of q~(V). It is convenient to extend the definition of (
We observe that ( w 1 , w 2 ) is the top element of q~(V) iff w 2 =V. For the remainder of the paper when we write ( w 1 , w 2 ) we assume that w 1 # s(V), w 2 # v(V), and
Proposition 12. (a) The completely meet irreducible elements of q~(V) are precisely the elements of the form ( w 1 , w 2 ), where w 2 is completely meet irreducible.
(b) The completely meet prime elements of q~(V) are precisely the elements of the form ( w 1 , w 2 ), where w 2 is completely meet prime, and
Proof. (a) Let (w 1 , w 2 ) be such that w 2 is completely meet irreducible. Note that w 2 # s(V). We will see that ( w 1 , w 2 ) is completely meet irreducible. Suppose that ( w 1 , w 2 ) = x # X ( s x , t x ). It is easy to check that FG(w 2 )= x # X FG(t x ) and so w 2 = x # X t x . Thus w 2 =t x , for some x. Let
producing a contradiction, which says that there exists x # X 1 such that
Reciprocally, note that the completely meet irreducible elements of q~(V) are in K. Thus suppose ( w 1 , w 2 ) is completely meet irreducible. We will see that w 2 is completely meet irreducible. Suppose that w 2 = x # X u x . Without loss of generality we can assume that every
, we obtain that ( w 1 , w 2 ) = ( w 1 , u x ) for some x # X and hence w 2 =u x for some x # X.
(b) Let ( w 1 , w 2 ) be such that w 2 is completely meet prime and
We will see that (w 1 , w 2 ) is completely meet prime. Suppose to the contrary that (
for every x # X 1 .
For each x # X 1 , let
Since w 2 is completely meet prime,
3 w 2 and hence there exists an algebra
It is easy to check that
which produces a contradiction.
Reciprocally, suppose ( w 1 , w 2 ) is completely meet prime. By (a) and Lemma 5, w 2 is completely meet prime. We will prove that
, by compactness we can suppose that u # s(V). Since
we have that 
Now we can check easily that u & [h # v(V)
. Assume that q(V) is modular. Suppose that there exist two incomparable elements u, s # v(V), with u V(B). By compactness, we can suppose that u, s # s(V). Note that
Thus we have
, which contradicts the modularity of q(V).
It is clear that ( u, I) is an ideal of q~(V). We will prove that ( u, I) is prime. Moreover we will prove that
By (b) of Lemma 11 we can suppose that each t x # s(V). By compactness we can suppose that X is finite. There are two cases.
Case v % V(B)
We can use compactness and (3) to prove that v is completely meet prime, which by (b) of Proposition 12, implies that ( u, v) is completely meet prime, obtaining ( s x , t x ) ( u, v) # ( u, I), for some x # X.
. There are two subcases
arriving to a contradiction.
In order to prove that q~(V) is distributive we will prove that for every a, b # q~(V), a 3 b, there exists a prime ideal (u, I) such that b # ( u, I) and a Â ( u, I). Without loss of generality we can suppose that a=
Hence there exists a prime ideal I such that x # X 1 t x Â I and v # I. Note that b # ( u, I). Since ( s x , t x ) Â ( u, I), for every x # X, by (*) we obtain that a Â ( u, I).
We will prove (3) O (4) for the case in which the language has a constant. Note that in this case we can suppose that the terms 0 and 1 of Lemma 5 are constant terms. Suppose (3) holds. If B=<, then by (a) we obtain that q(V)=v(V). Suppose B{<. We will prove that V(B)=V. Suppose to the contrary that there exists a simple algebra A Â V(B). By By (a) we have that B{< and v(V) $ 3 2, which implies that there exists
be the complement of (V(<), u). By compactness we can suppose that X is finite. Also we can suppose that each v x # s(V). Since q~(V) is distributive, (3) of (b) says that u and v x are comparable, which says that u 6 v x {V. Thus
arriving to a contradiction. 
This guarantees that the map
is the required isomorphism. K Remark 1. We observe that the proof of Theorem 10 also works if we define ( w 1 , w 2 ) =[U FG(V S ) : U & w 1 {< or U w 2 and U is the set of non-trivial factors of some finitely generated Boolean product].
Further note that the two versions of q~(V) are naturally isomorphic and so (a) and (b) of Proposition 12 are true for this new definition of ( w 1 , w 2 ).
THE LOCALLY FINITE CASE
Locally finite discriminator varieties abound. This is due in part to the fact that adding the quaternary discriminator to the algebras of a class does not perturb the property of generating a locally finite variety (see Proposition 18).
Proof. Let C (resp. F ) be the set of constant symbols (resp. function symbols) of the language of V. Since V is locally finite, the free algebra generated by the empty set is finite and so there exists a finite set C 0 C such that
Since the free algebra generated by one free generator is finite there exists a finite set F 0 F such that
Now it easy to check that B is closed under the formation of ultraproducts. K
A subset d of a partially ordered set P will be called decreasing if p q and q # d implies that p # d. We use d(P) to denote the lattice of all decreasing subsets of P and c(P) to denote the set of dual compact elements of d(P).
For the remainder of this section let V be a locally finite discriminator variety, let P be the set of isomorphism types of finite simple algebras of V, and let P 0 be the set of types of algebras in P which contain no trivial subalgebra. Often we will identify the elements of P with algebras. For example, if K is a class of algebras, then K & P will denote the subset [A # P : A is the isomorphism type of some algebra in K]. We consider P as a poset with the order of embeddability. Note that P 0 # d(P).
Lemma 14. The map v(V) Ä (d(P), )
w Ä w & P is a lattice isomorphism which identifies V(B) with P 0 and s(V) with c(P).
Proof. Let Un denote the set of all subsets of P which are axiomatizable by a set of universal sentences, relative to P. We observe that by Lemmas 5 and 4 the map
w Ä w & P is a lattice isomorphism. Thus we only need to prove that d(P)=Un. It is obvious that Un d(P). To prove that Un$d(P), first note that since V is locally finite, for each finite algebra A # V there exists a first order sentence # such that for every B # V, we have B <# iff A is embeddable in B. Hence every finite subalgebra of a ultraproduct is isomorphic to a subalgebra of some of its factors. This guarantees that for d # d(P), the finite simple elements of the universal subclass generated by d are precisely the elements of d, producing the universal axioms for d. K Lemma 14 allows us to work with a simplified version of the (w 1 , w 2 )'s.
We observe that we take the elements of (d 1 , d 2 ) to be finite subsets since by Remark 1 we can consider only U 's that are the set of non-trivial factors of some finite Boolean product of simple or trivial algebras of V (it is easy to check that a finite Boolean product has only a finite number of non-trivial factors).
Furthermore, define
We note that
is a well defined isomorphism. Theorem 10 and Proposition 12 produce: Proof. Part (a) follows from Theorem 10. Next we will prove (b). Let d be a meet irreducible element of d(P). Let A # P&d be such that every B # P&d has at least the cardinal of A. We will prove that P&d=[B # P :
A B]. Suppose to the contrary that there exists B # P&d such that Be 3 A.
which contradicts the fact that d is meet irreducible. Thus (b) follows from (a) of Proposition 12.
To prove (c) note that We will prove (2) O (3). Suppose (2) holds. By Theorem 1, we have (*) u w or w u, for every u, w # v(V), u V(B).
is a chain which by Jo nsson's theorem implies that P is a chain and therefore P$| or P is finite. Suppose that P 0 {P and P 0 {<. We will prove that (ii) holds. By (*) and Jo nsson's theorem, P 0 is a chain which is an initial segment of P. Further note that if A # P&P 0 , then B A, for every B # P 0 , which implies that P 0 is finite. The case in which the language has a constant is left to the reader. K
We observe that the construction of the lattice q(P, P 0 ) depends only from the pair P, P 0 . The structure of the lattices q(P, P 0 ) can be very complicated. In [8] it is proved that there is no non-trivial lattice identity valid in the lattices
To give another example, if P=P 0 has an infinite subset of mutually incomparable elements, then by [3, 3.4] , the variety in question is Q-universal and hence q(P, P 0 ) has a sublattice freely generated by | elements. This is the case of the variety of R5 lattices (see (E7) of Section 6) since we have 
33 THE SUBQUASIVARIETY LATTICE However, the case in which q(P, P 0 ) is distributive has a nice representation result. Let P be a partially ordered set and let C be a bounded chain.
and suppose P has a least element. Then Proof. (d) Since P has a least element, Im # is finite and hence we can
is a well defined lattice embedding and for # # (n+1) n we have that # # Im \ iff # is decreasing,
is a well defined lattice embedding and for # # (|+1) | , we have that
(c) Let n 1 and suppose P is a poset such that < # c(P). The map \: q(nÄ P, n) Ä (n+2)
is a well defined lattice embedding. For # # (n+2)
n Ä P we have that # # Im \ iff # is decreasing and some of the following conditions holds
, and hence
We will need the following facts (*) Every element of q(n Ä P, n) can be uniquely written in the form
We left to the reader the proof of (**). By Lemma 11, every element of q(n Ä P, n) is of the form
which guarantees the existence in (*). The uniqueness follows from (**).
Let
We observe that by Lemma 16, L is a sublattice of (n+2) n Ä P . Lemma 16, (*) and (**) imply that the map
is well defined, bijective, and both it and its inverse are order preserving. Thus to conclude the proof of (c) we need to prove that for every # # (n+2) n Ä P , we have that # # L iff # is decreasing and one of the following holds
which is a contradiction and hence min #
Reciprocally suppose # is decreasing. If (i) holds, then #=# 0, # &1 (n+1) and hence # # L. Next suppose (i) does not hold. Since # is decreasing, by Lemma 16, there 
Next, we will prove that i k d k , which says that # # L. First assume (iii) holds. Then for every x # n, we have that #(x)=1, and hence n d k , producing i k d k . Next suppose (iii) does not hold and that (ii) holds.
, which again is a contradiction. The two contradictions imply that #(i k &1)>i k and hence
Further we note that (*) and (**) hold if we replace q(n ÄP, n) by q(n, n). Given i = 1, . .., k, i 1 < } } } <i k and j k < } } } < j 1 , we have associated the following subset of n:
This guarantees that |q(n, n)| =2 n . The remainder of (a) is left to the reader.
In a similar manner as in (c) we have that (*) Every element of q(|, |) can be uniquely written in the form
In a similar manner as in the proof of (c) we obtain using (*) and (**) that \ is well defined and
The remainder of (b) is left to the reader.
(d) Let`# 3 1 Ä P be the constantly 0 function. By (c) we have that
is a well defined embedding and Im \=[# # 3 1 Ä P : # is decreasing and
1 Ä P Ä 3 P be the canonical projection. It is easy to check that
is an isomorphism. K
APPLICATIONS
In this section we apply our results to several well-known locally finite discriminator varieties. In order to obtain most of the Hasse diagrams in the figures below, we used the program LatDraw by Freese [12] . The input requirement for this program is a file containing a list whose entries are the elements of the lattice together with its covers. A Haskell program was written in order to generate these lists for the lattices q(P, P 0 ), with P finite.
In all figures in this section the black painted elements represent the meet irreducibles, and we denote a set [a 1 , ..., a n ] # d(P) by a 1 } } } a n .
The following result [15] is very useful to prove local finiteness.
Proposition 18. Let V be a discriminator variety and suppose there exist ( possibly 0-ary) terms, t i , i # I, such that (1) For every A # V S , the terms t i together with the quaternary discriminator, generate all the term functions of A. (E4) Monadic Algebras. Let M be the variety of all monadic algebras [14] . By [17, (3) monadic algebra with Boolean reduct 2 n . Since every finite Boolean algebra is embeddable in any Boolean algebra of greater cardinality, we obtain for M,
If M n denotes the subvariety generated by M n , then we have for M n ,
Thus we have that q(M)$q(|, |) and q(M n )$q(n, n). 3 Figures 1 and 5 describe the cases of M n , with n=2, 3, 4, 5, 6, respectively.
Next we are going to find the quasi-identities associated with the elements of q(M), via the isomorphism G b F : q(M) Ä q(P, P), of Proposition 15. First we need to axiomatize the decreasing subsets of P. For n 1, let
Furthermore define p 0 =1 and q 0 =0. Proof. Note that m n iff M m has at most n non-zero elements which are mutually disjoint iff
THE SUBQUASIVARIETY LATTICE
We will identify P with |. From the proof of Proposition 17 we know that (*) Every element of q(P, P)=q(|, |) can be uniquely written in the form k i=1 (n i , m i ), with k 0, n 1 < } } } <n k m k < } } } <m 1 .
FIGURE 5
It follows from the proof of Theorem 10 that, for n m # |, the quasivariety (G b F ) &1 ((n, m) ) can be axiomatized by p n r 3 1 6 q m r1. 4 In order to axiomatize the remainder of the elements of q(M), define, for a finite subset S |,
where n 1 , ..., n k , m 1 , ..., m k are the only elements such that n 1 < } } } <n k m k < } } } <m 1 and
(note that S=< implies k=0).
BLANCO, CAMPERCHOLI, AND VAGGIONE

FIGURE 6
Then
Further we note that the axioms of 7 S are independent since they were constructed in terms of the normal form 
where GF( p k ) is the Galois field of order p k and the partial ordering of P is given by GF( p k ) GF(q l ) iff p=q and k | l. Next we will describe the case m 100. For m # [2, 6, 12, 14, 18, 20 Fig. 1 ). For m # [15, 27, 63 , 99] we obtain the poset P of Fig. 7 . For m # [16, 46, 76] we obtain P$3 (see Fig. 2 ). For Fig. 9 . The remainder of the varieties R m , with m 100 have a P with |P| 4, and in which there are three mutually incomparable elements which produces a poset q(P, P) with a very intricate structure and with at least 500 elements.
A set of quasi-identities associated with each element of R m can be obtained in a similar manner as for the monadic algebras case (see (E4)).
(E6) 4ukasiewicz Algebras of order n. For n 2, let L n be the variety of all 4ukasiewicz algebras of order n [4] . An easy computation based on [17, (3) , p. 31] produces for the variety L n ,
where m=(n&2)Â2, if n is even and m=(n&1)Â2, if n is odd. Thus Thus Fig. 1 describes the situation of L 3 and L 4 and Fig. 9 corresponds to the varieties L 5 and L 6 . A set of quasi-identities associated with each element of L n can be obtained in a similar manner as for the monadic algebra case (see (E4)).
(E7) R5 Lattices. A R5 lattice [11] is an algebra (L, 6, 7, O, 0, 1), where (L, 6, 7, 0, 1) is a bounded distributive lattice, and there exists a Boolean sublattice B L such that
x O y=greatest e # B satisfying x 7 e y.
The R5 lattices form a variety whose simple members are precisely the R 5 lattices of the form (L, i L ), where L is any bounded distributive lattice and i L (x, y)=1, if x= y, and i L (x, y)=0, otherwise [11] . This is a discriminator variety since in every lattice with the order of embeddability. Every decreasing subset of P generates a subvariety whose associated P is precisely this decreasing set. For example, the subvariety of P-algebras [10] is generated by the finite non-trivial chains and so we obtain P=P 0 $|, for this variety. For the subvariety of B-algebras [11] we have Note that for V(H 1 ) we obtain that P 0 = [2] and P=[2, 3, 4, 2_2] (see Fig. 10 ). For V(H 2 ) we have P 0 = [2] and P=[2, 3, 4, 5, 2_2] (see Fig. 11 ). As a last example for n 1 take Thus we have that q(P, P 0 )$2 Ä [(i, j) # n&1_n&1 : i+1 j] Ä 1 (see Fig. 12 ).
