Garside groups are a natural family generalizing Artin-Tits groups of spherical type. Most properties of the latter extend to arbitrary Garside groups. However some properties, in particular those involving conjugacy, require an additional technical criterion, called tameness, introduced by Charney et al. in [Geom. Dedicata 105 (1) (2004) 171-188]. In this paper, we establish an effective tameness criterion. This criterion turns out to apply to the Garside group that was the most natural candidate for nontameness.
Garside groups and monoids are a natural generalization of spherical type Artin-Tits groups and monoids. Their structure relies on good divisibility properties and on a finiteness condition: the existence of a so-called Garside element, usually denoted by ∆. Garside groups have been widely studied since they were introduced in [6, 7] . On the one hand, they are a suitable background for solving general problems [8] [9] [10] 12] . On the other hand, a convenient way to establish properties of some groups (e.g., braid groups of complex reflection groups), consists in proving they are Garside groups [1, 2, 5] .
A Garside monoid is said to be tame if the lengths of the words representing powers of ∆ are linearly bounded in the exponent. Tameness holds trivially for some well-known Gar-side monoids, such as the monoid of positive n-strand braids. It comes up as an hypothesis for several results on Garside monoids and groups. For instance, tameness is a condition for the final result of Charney, Meier and Whittlesey [3, 4] , namely that every solvable subgroup of the corresponding Garside group is virtually a finitely generated abelian group. Tameness is also a sufficient condition for the finiteness of all conjugacy classes of a Garside monoid, thus yielding the decidability of the root problem [12] .
In this paper, we establish a tameness criterion that applies to every Garside monoid known so far and, in particular, to those for which no answer was previously known. This criterion consists in giving a weight to each vertex in some finite subgraph of the Cayley graph, and checking whether the weight function can be extended to the monoid so as to obey some compatibility requirements. The point is that, although the monoid is infinite, the latter test can be done in finite time, namely quadratic in the size of the graph.
The paper is organized as follows: first, we briefly introduce Garside monoids and the structural properties we are to use. Then, we define the tameness property and show some of its consequences, as well as some obvious sufficient tameness criteria. In the third part, we introduce weight functions, which are defined on the divisibility graph of ∆, and we establish our new sufficient tameness criterion. At last, we apply this criterion to a specific (hard) example, which was not known to be tame so far. We also show that this criterion enables us to find new weight functions for Garside monoids which were known to be tame.
Garside monoids
In this part, we define Garside monoids and we list their strong divisibility and finiteness properties. These lead to the existence of normal forms in the monoid and the corresponding group, like the right normal form, which will be crucial to establish our new tameness criterion.
In every monoid M, there is a natural notion of divisibility. For every two elements x and y in M, we say that x divides y on the left (respectively on the right) when there exists z in M satisfying y = xz (respectively y = zx). If z is not trivial, we say that x is a proper left (respectively proper right) divisor of y, and we denote this by x ≺ y (respectively y x).
In a Garside monoid, a specific element, called the Garside element, plays a crucial role. In the case of the braid groups, this element is the half-twist. Definition 1.1. Let M be a monoid. A Garside element is an element ∆ such that the set of left divisors and the set of right divisors of ∆ coincide and generate M. We denote this set by S ∆ , and call its elements the simple elements of M relatively to ∆.
When there is no ambiguity on the Garside element we consider, we denote the set S ∆ by S, and call its elements the simple elements of M.
Definition 1.2.
A Garside monoid is a finitely generated monoid M which has no nontrivial divisors of 1, which is cancellative, has a Garside element, and in which every two elements admit right and left least common multiples.
The existence of lcm's yields that of left and right gcd's [7] . We will denote by x ∨ y and x ∧ y the left lcm and the right gcd of x and y, respectively.
A Garside group is defined to be the group of fractions of a Garside monoid. Typical examples are braid groups and spherical Artin-Tits groups. For a variety of examples of Garside monoids and groups, see [7, 11] . Definition 1.3. Let M be a cancellative monoid. An atom is defined as a nontrivial element a of M such that a = xy implies x = 1 or y = 1. We denote by A M the set of all the atoms of M. For x ∈ M, we set x = 0 for x = 1, and x = sup{n; ∃a 1 , . . . , a n ∈ A M , x = a 1 · · · a n } otherwise, whenever there exists such a decomposition and the upper bound involved is finite. When it exists, the integer x is called the norm of x.
Notice that, by definition, we have xy x + y for every x, y in M. In case there is no ambiguity on the monoid we consider, we will denote by A the set of its atoms. Then we have: Proposition 1.4 [7] . Let M be a Garside monoid. Then the norm x is defined for all x, and A M generates M.
As the divisors of a Garside element ∆ generate M, they generate the atoms in particular. Now, by definition of the atoms, these can be generated only by themselves. Hence every atom divides ∆.
A Garside monoid can have many Garside elements. In fact, the power of every Garside element is also a Garside element. Given two Garside elements, it is easy to check that their greatest common divisor is also a Garside element: its left and right divisors coincide, and each atom divides it. As the atoms generate the monoid, we conclude that the greatest common divisor of two Garside elements is also a Garside element. Considering the inequality satisfied by the norm, we deduce that every Garside monoid has a unique Garside element of minimal norm. Definition 1.5. In a Garside monoid, we call the unique Garside element of minimal norm the Garside element of the monoid.
When not otherwise mentioned, ∆ denotes the Garside element of the monoid, and S is the set of simple elements relative to the (minimal) Garside element. Proposition 1.6 [6] . Let us mention that, similarly, we can also define a left normal form, using the left gcd instead of the right one.
Tameness
In the monoid of positive n-strand braids B + n , as well as in every Garside monoid defined by a presentation whose relations are of type u = v, with u and v of the same length, the norm of an element x is the length of every word representing x. We then have x k = k x for every k.
Most structural properties of braid and spherical Artin-Tits monoids extend to Garside monoids. It is then natural to wonder whether this is the case for the previous property. Thus, we introduce the following terminology: Definition 2.1. Let M be a Garside monoid, and ∆ its Garside element. We say that M is tame if there exists a constant C such that ∆ k Ck holds for all k.
As we said in the introduction, we know no Garside monoid which has been proven not to be tame. Nevertheless, neither do we know any general argument that would lead to a positive answer in every case, and the purpose of this paper is to establish a new sufficient criterion that deals with Garside monoids which were not known to be tame.
Consequences of tameness
We have introduced several previous results on Garside monoids. In this section, we are going to prove that tameness yields the decidability of the root problem in Garside groups.
The definition of tameness for a monoid M refers to the minimal Garside element of M. Now, notice that tameness implies a similar upper bound result for the powers of every element of M, and even for the power of its conjugates (we say that two elements x, y of a monoid are called conjugates if there exists z satisfying xz = zy). Proof. Let x be an element of M, and y a conjugate of x satisfying xz = zy. There exist integers p and q such that x divides ∆ p and z divides ∆ q . As ∆ is a Garside element, and so are ∆ p and ∆ q , we deduce that, for every k and m, the element x km z divides ∆ pkm+q . As a consequence, if we suppose ∆ C for every , we get Proof. Let x be an element of M. By Proposition 2.2, there exists an integer C x such that the norm of every conjugate of x is upper bounded by C x . As the set of elements of M having a given norm is finite, we deduce that there is only a finite number of conjugates of x. 2
In [12, 13] , the problem of existence of nth-roots in groups of fractions of Garside monoids with finite conjugacy classes is proven decidable. Thus, from Corollary 2.4, we obtain: Corollary 2.5. If G is the group of fractions of a tame Garside monoid, then the problem of existence of nth-roots in G is decidable.
Tameness criteria
As we said before, our purpose is to establish effective tameness criteria, which apply to as many Garside monoids as possible. First, we state two obvious criteria.
Criterion A. Every Garside monoid defined by relations of type u = v with u, v having the same length is tame.
As was mentioned in the introduction, this criterion applies to braid and spherical ArtinTits monoids. The Garside monoid M 0 = a, b; aba = b 2 is a typical example Criterion A does not apply to. But it is easy to extend Criterion A into a new criterion which applies to this example, as well as to many others. 
Criterion B. Every Garside monoid provided with a length is tame.
Proof. Suppose that λ is a length on M. By construction, we have λ(a) a = 1 for every atom a of M, so, by additivity, λ (x) x for all x. Then we deduce We are going to set up a new and sharper criterion, which applies in particular to the above monoid. The idea is still to work with a weaker version of a length function, but not to demand a condition such as λ(xy) λ(x) + λ(y). On the other hand, we shall require a compatibility condition with the right normal form.
Proving the tameness of a Garside monoid M consists in finding a bound of the norm of ∆ k linear in k. The idea is to find a mapping λ : M → N satisfying λ(∆ k ) = kλ(∆) for all k, and strictly increasing for multiplication on the right (in other words, we must have λ(x) < λ(y) for x ≺ y).
We want this mapping to satisfy λ(∆ k ) = kλ(∆), hence it is natural to make use of the normal form in order to build such mappings as the normal form of ∆ k is the k-tuple (∆, . . . , ∆). In our case, (only) the right normal form fits. Let us remind that S is the set of simple elements of M, i.e., the set of the divisors of ∆. Let us denote byλ the extension of λ to M defined bŷ
when (x p , . . . , x 1 ) is the right normal form of x. We say that the weight function λ is iterable if x ≺ x impliesλ(x) <λ(x ) for every x, x in M.
Remark 2.8.
x for all x. In other words, an iterable weight function is an upper bound of the norm.
Proposition 2.9. Every Garside monoid admitting an iterable weight function is tame.
Proof. The right normal form of ∆ k is the k-tuple (∆, . . . , ∆), hence we haveλ(∆ k ) = kλ(∆) for all k. Consider a decomposition of ∆ k as a product of atoms of maximal length, and denote it by ∆ k = a 1 · · · a p . By definition, the integer p is the norm of ∆ k . Now, as λ is iterable, we get
and ∆ k kλ(∆) follows. 2
Let us also mention that every length immediately gives an iterable weight function of defect 0. Indeed, it satisfies (x) < (x ) for x a proper left divisor of x in M. Hence, its restriction to S satisfies (s) < (s ) for s a proper left divisor of s . Moreover, is additive, hence we have d( ) = 0, and = . To some extent, our task in the sequel will be to refine the argument so as to find iterable weight functions with a nonzero defect.
Recognizing iterable weight functions
Proposition 2.9 does not provide us with an effective tameness criterion, as the iterability condition involves infinitely many pairs of elements of the monoid. Hence, there are a priori infinitely many inequalities to check. The purpose of this section is to transform Proposition 2.9 in order to obtain an effective criterion. To this end, we prove the following result:
Proposition 3.1. Suppose λ is a weight function on a Garside monoid M that satisfies the following two conditions: ( * ) λ(s) + λ(s ) λ (ss ) for s, s simple elements such that ss is not simple; ( * * ) λ(s) + d(λ) <λ(sa) for s a simple element distinct from ∆, and a an atom such that
sa is not simple and sa ∧ ∆ = a.
Then, λ is iterable. In order to prove Proposition 3.1, we are going to study locally the construction of the right normal form, as described in Lemma 3.2. We shall distinguish two cases: whether the length of the normal form is preserved or not when multiplying by an atom on the right. Definition 3.3. Let M be a Garside monoid. We say that an atom a is absorbed by an element x if the right normal forms of x and xa have the same length.
Lemma 3.4. Suppose that λ is a weight function that satisfies condition ( * ). Then, for every element x, and every atom a non-absorbed by x, we haveλ(x) <λ(xa).
Proof. Let (x p , . . . , x 1 ) be the right normal form of x, and let (x p , . . . , x 1 ) and (y p , . . . , y 0 ) be the sequences associated to x and a as in Lemma 3.2. Then, by hypothesis, we are in the case y p = 1, and Lemma 3.2(i) implies that the right normal form of xa is (y p , x p , . . . , x 1 ) . From Lemma 3.2(ii), the hypothesis y p = 1 yields y i = 1 for all i. Hence, for all i, the pair of simple elements (y i , x i ) is the right normal form of the element y i x i , and this element cannot be simple. Then condition ( * ) tells that we have λ(x i ) + λ (y i−1 ) λ (x i y i−1 ) . By definition ofλ, we obtain
When summing, the terms λ(y i ) disappear, and we get:
(Notice that the preceeding computation remains valid when a is replaced with some simple element of M.) 2
Lemma 3.5. Suppose that λ is a weight function satisfying ( * ) and ( * * ). Then, for every element x, and every atom a absorbed by x, we haveλ(x) <λ(xa).
Proof. We use the same notations as previously: we denote by (x p , . . . , x 1 ) the right normal form of x, by (x p , . . . , x 1 ) that of xa-we are in the case where a is absorbed by x-and by (y p , . . . , y 0 ) the auxiliary sequence defined in lemma 3.2. By definition, we haveλ(x) = λ(x p ) + · · · + λ(x 1 ), andλ(xa) = λ(x p ) + · · · + λ(x 1 ), hence our aim is to prove the following inequality:
First, we know we have y p = 1. Denote by q the smallest index for which y q = 1 holds. By Lemma 3.2(ii), we have y i = 1, so x i = x i , for i > q. Hence, in order to prove (2), it is enough to prove
We now consider separately the indices i that possibly satisfy x i = ∆. It is easy to see that, if we have x i+1 = ∆, then x i = ∆ necessarily holds. Indeed, the equality x i+1 = ∆ implies that ∆ divides x i+1 x i on the left, hence also on the right, because ∆ is a Garside element. But, as by hypothesis (x i+1 , x i ) is right-weighted, this yields x i = ∆. Hence, we will denote by r the maximal index i that satisfies x i−1 = ∆, if this occurs. In case no such index exists, we set r = 1. Then we get, from the previous discussion, x i = ∆ for i < r, and x i = ∆ for i r (Fig. 2) . For r > 1, dealing with the indices between 1 and r − 1 is easy. Indeed, the hypothesis x i = ∆ implies that ∆ is a left (hence also right) divisor of x i y i−1 , and, subsequently, we necessarily have x i = ∆. Let φ be the automophism of Proposition 1.6. Remember that it satisfies φ(x)∆ = ∆x for every x in the monoid. Starting with y 0 = a, we inductively obtain y 1 = φ(a), then y 2 = φ 2 (a), . . . , and, eventually, y r−1 = φ r−1 (a) . Notice that this equality still holds in case r = 1. In any case, we obtain the equality
and it remains to prove
Moreover, φ is an automorphism, so it induces a permutation over the set of the atoms of M. Hence, y r−1 is an atom, precisely φ r−1 (a), that we shall denote by b in order to simplify (this means that we could suppose r = 1 from the very beginning). We now distinguish three cases, that correspond to the various ways of setting up the normal form of the element x r b.
Case 1.
The element x r b is simple. In this case, we necessarily have x r = x r b and y r = 1, which means q is equal to r, and the inequality (4) we have to prove reduces to λ(x r ) < λ(x r ). Now, the hypothesis that λ is a weight function gives λ(x r ) < λ(x r b) when x r b is simple. Hence the proof is finished in this case. 
When summing the inequalities (5), (6) , and (7), the terms λ(y i ) disappear, and we get
which is the conclusion we expected. 2
We can now deal with Proposition 3.1.
Proof of Proposition 3.1. We want to show that, if λ is a weight function that satisfies conditions ( * ) and ( * * ), and if x is a proper right multiple of x, thenλ(x) <λ(x ) holds. By a straight induction, it suffices to prove this result when x is obtained by multiplying x on the right by an atom a. Depending on whether a is absorbed by x or not, the result is given by Lemma 3.5 or by Lemma 3.4. 2
An example of application
We deduce from Proposition 3.1 a new tameness criterion:
Criterion C 1. Every Garside monoid that has a weight function satisfying conditions ( * )
and ( * * ) is tame.
Checking conditions ( * ) and ( * * ) only involves pairs of simple elements, which are finite in number. Hence, Criterion C is an effective criterion, whereas checking the existence of an iterable weight function by an exhaustive computation was not possible.
Before getting to a nontrivial example, let us prove that Criterion C extends Criterion B (hence Criterion A also): Proof. Let us consider the weight function λ defined over the left divisibility lattice of the simple elements of M 1 , as in Fig. 3 . That λ is a weight function is obvious from the figure: it is enough to check that λ grows when going from a vertex to a linked upper vertex, which is indeed the case. Next, the exhaustive computation ofλ(ss ) for all pairs of simple elements (s, s ) of M 1 shows that we have λ(s) + λ(s ) <λ(ss ) whenever ss is not simple. We provide samples of this computation in Table 1 with the values for s = ababa (the complete tables for every simple element have been computed, though not included), and in Table 2 with the values for s an atom. This computation proves that the weight function λ satisfies condition ( * ), and this also gives the defect of λ, which is 3.
Checking condition ( * * ) is easy, as only few pairs (s, c), with s a simple element and c an atom, satisfy the conditions of application of ( * * ). The pairs involved are enumerated in Table 3 . As the defect of λ is 3, we conclude that λ satisfies condition ( * * ). 2 Table 1 Right normal forms of the products of two simple elements s, s and comparison of the values of λ(s) + λ(s ) andλ(ss ) for s = ababa, in monoid M 1 Table 3 Checking of condition ( * * ) for the monoid M we just studied. This weight function is defined on the left divisibility lattice of the simple elements of M 0 , as indicated on Fig. 4 . In fact, we know of no example of a Garside monoid Criterion C does not apply to. It is not clear whether, in its actual form, that criterion should apply to every Garside monoid, but it seems reasonable to state:
Conjecture 4.3. Every Garside monoid is tame.
In particular, the construction of the weight function considered in the case of the monoid a, b; ababa = b 2 , and of other weight functions obtained for monoids that, just as a, b; aba = b 2 , have a length, but whose norm is not additive, suggest the following conjecture: 
