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Chapter 1
The ctitious domain
method with L2-penalty
1.1 Introduction
The ctitious domain method is a powerful technique for solving partial dif-
ferential equations. It is based on a reformulation of the original problem in a
larger spatial domain, called the ctitious domain, with a simple shape. One
of the advantages of this approach is that we can avoid the time-consuming
construction of a boundary-tted mesh. Thus, the ctitious domain is dis-
cretized by a simple-shaped mesh, independent of the original boundary.
Consequently, we can directly apply a large class of numerical methods, for
example, the nite element, nite volume, nite dierence methods as well.
Furthermore, this approach will be useful to solve time-dependent moving-
boundary problems.
Actually, the ctitious domain reformulation combined with the nite
volume and nite dierence methods are successfully applied in numerical
simulations for real-world problems, for example, a blood ow and uid-
structure interactions in thoracic aorta ([40]) and a simulation of spilled
oil on coastal ecosystems ([39]). The aim of our work is to establish a
mathematical study of the penalty ctitious domain method which can be
applied to these time-dependent moving-boundary problems. As a primary
step towards this nal end, herein we examine the error analysis for elliptic
problems.
In a previous work, Zhou and Saito [53], we studied a class of the c-
titious domain methods with a penalty for elliptic problems with various
boundary conditions. Therein, we introduce a ctitious domain reformula-
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tion by considering a discontinuous diusion coecient, which we call the
H1-penalty ctitious domain method or, simply, the H1-penalty method. As
is reported in [53], this reformulation and its nite element discretization
enjoy nite mathematical properties. However, it is rather dicult to apply
the nite volume and nite dierence methods to the H1-penalty method
since the treatment of a discontinuous diusion coecient is not straightfor-
ward. Moreover, solutions of the H1-penalty problem are not smooth across
the original boundary that may cause some diculties in actual computa-
tions.
In this chapter, we study another type of the ctitious domain method
by introducing a discontinuous reaction term, which we call the L2-penalty
ctitious domain method or, simply, the L2-penalty method. This method
can be directly discretized not only by the nite element but also nite
volume and nite dierence methods. Moreover, the penalty solution has
the H2 regularity in the whole ctitious domain.
In Section 1.2, we study the L2-penalty method by examining the H2
regularity and some estimates for solutions of the L2-penalty problem. Then,
we derive error estimates of H1 and L2 norms. In summary, we have (cf.
Theorem 1.2.1) the error estimates
ku  ukH1(
)  C
1
4 kfkL2(
); ku  ukL2(
)  C
1
2 kfkL2(
);
where u and u denote the solutions of the original elliptic problem (1.2.1)
dened in a bounded domain 
  R2 and its L2-penalty problem (1.2.19)
for a given f 2 L2(
),  is the penalty parameter with  ! 0. Moreover,
the Dirichlet boundary condition posed on the original boundary   = @
 is
approximated in the sense that
kuk
H
1
2 ( )
+
1p

kukL2(
1)  C
1
4 kfkL2(
);
where D denotes the ctitious domain such that 
  D and 
1 = Dn
.
Thanks to our regularity results and error estimates, the nite element
analysis becomes easy to treat. In Section 1.3, we derive the error estimates
of the nite element approximation of the L2-penalty problem. We have (cf.
Theorem 1.3.1)
kr(u   uh)kL2(D) +
1p

ku   uhkL2(
1)  CkfkL2(
)(h
1
2 + 
1
4 );
ku   uhkL2(
)  CkfkL2(
)(h
1
2 + 
1
4 )2;
4
where uh denotes the solution of the nite element approximation (1.3.1)
for the L2-penalty problem (1.2.19) with the mesh parameter h.
Consequently, we obtain (cf. Theorem 1.3.2)
ku  uhkH1(
)  C(
1
4 + h
1
2 )kfkL2(
); ku  uhkL2(
)  C(
1
2 + h)kfkL2(
);
kuhk
H
1
2 ( )
+
1p

kuhkL2(
1)  C(h
1
2 + 
1
4 )kfkL2(
):
From these results, we see that the optimal choice of  is  = h2, when h
xed.
According to the ctitious domain method, we solve the discrete L2-
penalty problem (1.3.1) instead of the original problem of (1.2.1). Since
the domain 
 has smooth boundary, we provide an approximation scheme
for the computation of the inner-product (uh; vh)
1 . We nd a polygon 
^
approximating to 
, with max
x2@

dist (x; @
^) = O(h2). For example, the 
^ is
constructed by connecting the intersection points between @
 and the mesh
for every triangle of the mesh. Then, instead of (1.3.1), we solve its approxi-
mation problem (1.3.6), and we have the error estimate (cf. Theorem 1.3.3)
ku  u^;hkH1(
)  C(h
1
2 + 
1
4 +  
1
2h
3
2 )kfkL2(
);
ku  u^;hkL2(
)  C(h+ 
1
2 +  
1
2h2 +  
1
4h
3
2 )kfkL2(
);
which show the approximation scheme shares the same error order with the
error of nite element method for  = h2; however,   h2 would enlarge
errors.
The convergence of L2-penalty for elliptic and parabolic problems has
been proved in [31]; however, no error estimate has been found, neither the
nite element analysis. A similar penalty problem for the Navier-Stokes
equations is considered without any numerical results in [2]. Our error es-
timates in the H1 norm maintain the sharpness of those for Navier-Stokes
problems in [2]. It should be kept in mind that our method of analysis pre-
sented here can also be applied to Stokes and Navier-Stokes problems with
little diculty. Furthermore, the results presented in this paper are applied
to analysis of L2 and H1-penalty ctitious domain methods for parabolic
problems in cylindrical and non-cylindrical domains in [49].
Notation
Throughout this chapter, we follow the notation of [29]. Namely we use
standard Lebesgue and Sobolev spaces L2(!), Hm(!) (m > 0) and H10 (!),
5
where ! denotes a domain in R2. We write as
(u; v)! = (u; v)L2(!) =
Z
!
u(x)v(x) dx;
kuk0;! = kukL2(!) =
Z
!
ju(x)j2 dx
1=2
;
jujm;! =
0@ X
jj=m
k@uk20;!
1A1=2 ;
kukm;! =
 kuk2m 1;! + juj2m;!1=2 ;
where  = (1; 2) denotes a multi-index with jj = 1 + 2 and set @ =
(@=@x1)
1(@=@x2)
2 .
We also use standard Lebesgue and Sobolev spaces L2() and Hs()
(s > 0) dened on a part  of the boundary @!. The unit outer normal
vector to the boundary under consideration is always denoted by n. Finally,
we use the same letter C to express a generic constant independent of the
penalty parameter  and the discretization parameter h.
1.2 The L2-penalty problem
Throughout this chapter, we assume that 
 is a bounded domain in R2 with
the C2 boundary   = @
. As a model problem, we consider the Poisson
equation with the homogeneous Dirichlet boundary condition,
 u = f in 
; u = 0 on  ; (1.2.1)
where f is a given function of L2(
). The weak form reads as:(
Find u 2 H10 (
) such that
(ru;rv)
 = (f; v)
 8v 2 H10 (
):
(1.2.2)
1.2.1 The ctitious domain method with L2-penalty
We take a convex polygonal domain D  R2, which we call the ctitious
domain, such that 
  D and set 
1 = Dn
 (see Figure 1.2.1). Then, the
ctitious domain formulation with the L2 penalization for (1.2.2) is given as8<:Find u 2 H
1
0 (D) such that
(ru;rv)D + 1

(u; v)
1 = (
~f; v)D 8v 2 H10 (D);
(1.2.3)
6
ΩΩ
Γ
1
Figure 1.2.1: The original domain 
 and the ctitious domain D.
where
0 <   1 (1.2.4)
is the penalty parameter and ~f 2 L2(D) is any extension of f into D such
that
~f = f a.e. in 
; k ~fk0;D  Ckfk0;

with a positive constant C depending only on D and 
.
According to the Lax and Milgram's theory, there exists a unique solution
u of (1.2.3) for any  2 (0; 1]. Substituting v = u in (1.2.3) and then using
Schwarz, Poincare and Young's inequalities, we have
kruk20;
 + kruk20;
1 +
1

kuk20;
1
 C
2
2
kfk20;
 +
1
2
kruk20;
 +
1
2
k ~fk20;
1 +
1
2
kuk20;
1 :
This gives
kuk1;D + 1p

kuk0;
1  Ckfk0;
: (1.2.5)
In particular, we have kuk0;
1  C
p
.
Furthermore, the function u solves the variational problem
(ru;rv)D =

~f   1

1
1u; v

D
8v 2 H10 (D);
7
where 1
1 2 L1(D) denotes the characteristic function of 
1 dened as
1
1(x) =
(
0 (x 2 
)
1 (x 2 
1):
(1.2.6)
Hence, we can apply regularity results of elliptic problems in convex
domains (cf. [20, Theorem 3.2.1.2] for example) to obtain
u 2 H2(D) (1.2.7)
and
kuk2;D  C
 ~f   1 u

0;D
 C

1 +
1p


kfk0;
: (1.2.8)
This estimate is meaningless for a suciently small ; However, we can
deduce better a priori bounds for kuk2;
 and, by using this, we can derive
some error estimate for u.
1.2.2 The regularity and error estimates of the penalty prob-
lem
We present the main result of this section
Theorem 1.2.1. Let u 2 H10 (D) be the solution of (1.2.3). Then, we have
u 2 H2(D) and
kuk2;
  Ckfk0;
; (1.2.9)
kuk2;
1  C 
1
4 kfk0;
; (1.2.10)
kuk1;
1  C
1
4 kfk0;
; (1.2.11)
kuk0;
1  C
3
4 kfk0;
: (1.2.12)
Furthermore,
ku  uk1;
   14 kfk0;
; (1.2.13)
ku  uk0;
   12 kfk0;
; (1.2.14)
kuk 1
2
;   C
1
4 kfk0;
; (1.2.15)
where u 2 H10 (
) denotes the solution of (1.2.2).
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Remark 1.2.1. In [31, Theorem I-4], it has already proved
ku   uk1;
 ! 0; 1p

kuk0;
1 ! 0 as ! 0 (1.2.16)
for ~f being the zero extension of f .
In the proof of Theorem 1.2.1, we use the following regularity result for
a linear elliptic equation. Although it seems not to be new, we give its proof
for readers' convenience.
Lemma 1.2.1. For  2 L2(
1) and g 2 H1=2( ), let w 2 H2(
1) be a
solution of
 w + 1

w =  in 
1;
@w
@n
= g on  ; w = 0 on @D:
Then, we have
kwk0;
1  C(kk0;
1 + 
3
4 kgk 1
2
; );
kwk2;
1  C(kk0;
1 +  
1
4 kgk 1
2
; ):
In order to prove this, we need the following auxiliary lemma. .
Lemma 1.2.2. For g 2 H 12 ( ) and  > 0, there exists v = v 2 H2(
1)
such that,
@v
@n
= g on  ; v = 0 on @D
with estimates
kvk0;
  C3kgk 1
2
; ; jvj1;
  Ckgk 1
2
; ; jvj2;
  C 1kgk 1
2
; :
Proof of Lemma 1.2.2. It suces to consider the case 
 = RN+ , since then
the general case is proved by the standard argument of using partition of
the unity and localization technique (see, for example, [47, x20]).
We suppose that h^(0) is the Fourier transform of a function h(x1; : : : ; xN 1),
where 0 = (1; : : : ; N 1). Similarly, let w^() be the Fourier transform of
a function w(x) in variables (x1; : : : ; xN 1), where  = (0; xN ). We ap-
ply the extension formula in [32, Theorem 5.2, Chapter 2] with a slightly
modication. Thus, we propose
v^(0; xN ) = xN exp
  (1 + j0j) 2; xN g^(0): (1.2.17)
9
Indeed, let jj  2, let us consider w = @v in RN+ and set w = 0 for
xN < 0. Let us denote  = (1; : : : ; N ; ), and  = (
0; N ). Hence w^()
is a nite sum of expressions like
aI() = a
Z 1
0
e( ixN N )(0)
0
((1 + j0j) 2)N jx1 jN 
exp
  (1 + j0j) 2; xN g^(0)dxN ;
where a is a constant, j = 0; 1. We have:
I() =
(0)0((1 + j0j) 2)N j g^(0)
((1 + j0j) 2 + iN )2 j ;
and so
kI()k20;RN = C
Z
RN 1
(0)2
0
((1 + j0j) 2)2N 3jg^(0)j2d0

8>>><>>>:
C 2kgk21
2
; 
; N = 2;
C2kgk21
2
; 
; N = 1;
C6kgk21
2
; 
; N = 0:
This completes the proof.
Proof of Lemma 1.2.1. By Lemma 1.2.2 with  = 
1
4 , there exists  2
H2(
) such that @ =@n = g on  ,  = 0 on @D, k k0;
1  C
3
4 kgk 1
2
; 
and k k2;
1  C 
1
4 kgk 1
2
; . Setting u = w    , we have
 u+ 1

u = + +
1

 in 
1;
@u
@n
= 0 on  ; u = 0 on @D:
Multiplying the both sides by u and integrating over 
1, we have
kruk20;
1 +
1

kuk20;
1  kk0;
1kuk0;
1 +

k k2;
1 +
1

k k0;
1

kuk0;
1 :
Hence,
kuk0;
1  kk0;
1 + k k2;
1 + k k0;
1
 kk0;
1 +   C 
1
4 kgk 1
2
;  + C
3
4 kgk 1
2
; :
This implies
kwk0;
1  k k0;
1 + kk0;
1 + C
3
4 kgk 1
2
;   kk0;
1 + C
3
4 kgk 1
2
; :
10
On the other hand,
kwk2;
1  C
+ + 1 

0;
1
+ Ckgk 1
2
; 
 Ckk0;
1 + Ck k2;
1 + C
1

k k0;
1 + Ckgk 1
2
; 
 Ckk0;
1 + C 
1
4 kgk 1
2
;  + Ckgk 1
2
; ;
which implies the desired estimate.
Now we can state the following proof.
Proof of Theorem 1.2.1. First, we prove inequalities (1.2.10){(1.2.15) by us-
ing (1.2.9).
Applying Green's formula, we observe that (1.2.3) is equivalent to the
following problem:
 u = f in 
; uj
 = uj
1 on  ; u = 0 on @D; (1.2.18)
 u + 1

u = ~f in 
1;
@u
@n



=
@u
@n


1
on  : (1.2.19)
In view of the trace theorem, we have@u@n

1
2
; 
 Ckuk2;
  Ckfk0;
:
Hence, we apply Lemma 1.2.1 to the problem (1.2.19) in order to obtain
kuk0;
1  C(
3
4 kfk0;
 + k ~fk0;
1); (1.2.20)
kuk2;
1  C( 
1
4 kfk0;
 + k ~fk0;
1) (1.2.21)
which imply (1.2.10) and (1.2.12), respectively.
We recall that in general we have (cf. [18, Theorem 7.27])
jvj1;
1  C(jvj2;
1 +  1kvk0;
)
for any  > 0 and v 2 H2(
). Setting  =  12 , we deduce (1.2.11).
Estimates (1.2.13) and (1.2.15) are readily obtainable consequences of
(1.2.11) and trace theorems. Thus,
ku   uk1;
  Cku   uk 1
2
;  = Ckuk 1
2
; 
 Ckuk1;
1  C
1
4 kfk0;
:
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We proceed to derive (1.2.14). To this end, we introduce the adjoint
problems for (1.2.2) and (1.2.3) which are given as(
Find uF 2 H10 (
) such that
(ruF ;rv)
 = (F; v)
 8v 2 H10 (
)
(1.2.22)
and 8<:Find uF 2 H
1
0 (D) such that
(ruF;rv)D + 1

(uF; v)
1 = (
~F; v)D 8v 2 H10 (D);
(1.2.23)
for any F 2 L2(
); and the extension of F , ~F 2 L2(D), satisfying k ~Fk0;
1 
CkFk0;
:
Apparently, we can obtain the a priori estimates and H1 norm penal-
ization error estimate, like (1.2.21), (1.2.21) and (1.2.13), for the adjoint
problems (1.2.22) and (1.2.23). Thus we have
kuFk2;
  C(  14 kFk0;
 + k ~Fk0;
1); (1.2.24)
kuFk0;
  C( 34 kFk0;
 + k ~Fk0;
1); (1.2.25)
kuFj
   uF k1;
  C 14 kFk0;
: (1.2.26)
Denoting by ~u and ~uF the zero extension of u and uF , respectively, one
can show that
(ru;r~uF )D = (~uF ; ~f)D = (uF ; f)
 = (ruF ;ru)

= (F; u)
 = ( ~F; ~u)D = (ruF;r~u)D;
and hence
(r(uF   ~uF );r(u   ~u))D = ( ~F; u   ~u)D   1

(uF; u)
1 :
At this stage, we let ~F = u   ~u. Then,
ku   ~uk20;
 + kuk20;
1 = (r(uF   ~uF );r(u   ~u))D +
1

(uF; u)
1 :
Combining those estimates, we get
kuj
   uk0;
  C 12 kfk0;
: (1.2.27)
Thus, we have proved (1.2.14).
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Now, we go back to the beginning of the proof; It remains to show (1.2.9).
To this end, let us consider the interface problem composed of (1.2.18) and
(1.2.19) and apply the standard method of tangential dierence quotients;
See, for example, [20, Theorem 2.2.2.3], [33, Appendix] or [53, Theorem 3.1].
We take a set fUjgNj=1 of open subsets in R2 enjoying the following
properties. With Uj and 1  j  N , we associate a C2 dieomorphism
j : Uj ! R2 that satises

 
N[
j=1
j(Uj)  D;
Uj0 = 	j(j(Uj) \ 
) = R2+ \ Uj ; Uj1 = 	j(j(U) \ 
1) = R2  \ Uj ;
where R2 = R2 \ fx2 > 0g and 	j =  1j . Further, we take fjgNj=1 
C10 (
) such that supp j  j(Uj) and
NX
j=1
j = 1 on 
 and  = min
1jN
dist (supp j ; @j(Uj)) > 0:
We note that (ju)j 2 H10 (Uj) for j = 1; 2; : : : ; N . We drop the subscript
j and write U = Uj , U1 = Uj1, U0 = Uj0,  = j , 	 = 	j , and  = j for
short.
Set u1 = u and u2 = (u)  .
First, if U1 = ;, then u1 2 H2(
) and ku1k2;
  Ck ~fk0;D. In what
follows, we consider the case U0 6= ; and U1 6= ;. Set Di = @=@xi, (i = 1; 2).
We observe that u2 2 H10 (U) satises, for all v 2 H10 (U),
2X
i;k=1
Z
U
aikDiu2Dkvdx+
1

2X
i;k=1
Z
U1
u2vjDjdx = (f2; v); (1.2.28)
where f2 = ( ~f +rur +r  (ur))  jDj and
aik = (
2X
l=1
Dl iDl k)  jDj (i; k = 1; 2); 	 = ( 1;  2):
Let ~u2 be the zero extension of u2 onto R2 and let jhj  =4. Substituting
v = h 1h
 h 1
h ~u2 2 H10 (U) into (1.2.28), where h is the translation operator
13
with h(x) = (x1+ h; x2); (x) 2 L2(R2), we have after some calculation
2X
i=1
Dih   1h ~u2
2
0;U
+
1

2X
i=1
h   1h ~u2
2
0;U1
 C
2X
i=1
Dih   1h ~u2

0;U
+ C
1

k~u2k20;U1 + Ckf2k20;U ;
applying (1.2.16) or (1.2.5), we have
P2
i=1
Di   h 1h ~u2 U0  Ckfk0;
. On
letting h # 0, we conclude DiD1u2 2 L2(U0) and kDiD1u2k0;U0  Ck ~fk0;

for i = 1; 2.
Finally, we see that
D22u2 =
1
a22
(f2  
X
k+l3
Dl(aklDku2) D2a22D2u2) in U0:
This implies that D22u2 2 L2(U0) and ku2k2;U0  Ck ~fk0;
.
Summing up, we conclude that uj
 2 H2(
) and kuk2;
  Ckfk0;
.
This completes the proof of Theorem 1.2.1.
1.3 The nite element approximation to the L2-
penalty method
We introduce a shape-regular family of triangulations fThgh>0 to the convex
polygonal domain D, where h is the maximum diameter of the triangles of
Th. That is, there exists a positive constant 1 such that
hT
T
 1 (8T 2 8Th 2 fThgh);
where hT and T , respectively, denote the diameters of circumscribe and
inscribe circles of T . Let Vh(D)  H10 (D) be the set of all continuous
piecewise-ane functions subordinate to Th. A nite element approximation
for (1.2.3) reads as8<:Find uh 2 Vh(D) such that(ruh;rvh)D + 1

(uh; vh)
1 = (
~f; vh)D 8vh 2 Vh(D);
(1.3.1)
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Thus, applying the ctitious domain method, we compute (1.3.1) instead of
(1.2.2). According to Theorem 1.2.1, the error satises
ku  uhk1;
  ku  uk1;
 + ku   uhk1;D  C
1
4 + Ckr(u   uh)k0;D;
ku  uhk0;
  ku  uk0;
1 + ku   uhk0;
  C
1
2 + ku   uhk0;
:
Hence, it suces to examine u uh. First, we give the following lemma.
Lemma 1.3.1. Let u and uh be the solutions of (1.2.3) and (1.3.1), re-
spectively. Then, we have
kr(u   uh)k0;D + 1p

ku   uhk0;
1
 C inf
vh2Vh(D)

kr(u   vh)k0;D + 1p

ku   vhk0;
1

: (1.3.2)
Proof. It is a consequence of the Galerkin orthogonality
(r(u   uh);rvh)D + 1

(u   uh; vh) = 0 8vh 2 Vh(D):
Theorem 1.3.1. Suppose that u and uh are the solutions of (1.2.3) and
(1.3.1), respectively. Then, we have
kr(u   uh)k0;D + 1p

ku   uhk0;
1  C(h
1
2 + 
1
4 )kfk0;
; (1.3.3)
ku   uhk0;
  C(h
1
2 + 
1
4 )2kfk0;
: (1.3.4)
Proof. We introduce some notations rst. A generic (closed) triangle of Th
is denoted by K, and the set of all vertices of K is denoted by (K) =
(K1 ; 
K
2 ; 
K
3 ). Set T  = fK j K \   6= ;g and T 0 = fK  
jK \ T  = ;g.
The standard P1 Lagrange interpolation of v 2 H2(D) is denoted by Ihv.
We dene vh 2 Vh(D) by setting,
vh() =
(
0 for  2 (K);K  T  [ 
1;
u() for all other vertices :
substitute vh into (1.3.2) and using the a priori estimates in Theorem 1.2.1,
we have
ku   vhk0;
1 = kuk0;
1  C
3
4 kfk0;
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and
kr(u   vh)k20;

 C(kr(u   Ihu)k20;T 0 + kruk20;
nT 0 + krvhk20;
nT 0)
 C(kr(u   u)k20;T 0 + kr(u  Ihu)k20;T 0 + kruk20;
nT 0 + krvhk20;
nT 0)
 C  h2kuk22;
 + hkuk22;
 + hkuk22;

 Chkfk20;
;
where u 2 H2(
) is the solution of (1.2.2). Therefore,
kr(u   vh)k20;D = kr(u   vh)k20;
 + kr(u   vh)k20;
1
= kr(u   vh)k20;
 + kruk20;
1
 Chkfk20;
 + C
1
2 kfk20;
;
which implies (1.3.3). See the proof of [53, Theorem 4.4] for the detailed
proof of this estimate; Especially, the estimate kruk0;
nT 0  Ch
1
2 kuk2;

follows from [53, Lemma 4.2] or [48, Lemma 2.1], and for the proof of
krvhk0;
nT 0  Ch
1
2 kuk2;
, one can refer to the proof of [53, Theorem 4.4],
with aware of u = 0 on  , which gives (1.3.3).
Then, setting ~F = 1
(u   uh) and v = u   uh in the adjoint problem
(1.2.23), where 1
 = 1 in 
, and 1
 = 0 in otherwise, applying (1.3.3) and
the prior estimates in Theorem 1.2.1, we have for any vh 2 Vh(D)
kFk20;
 = ku   uhk20;
 = (ruF;r(u   uh))D +
1

(uF; u   uh)
1
= (ruF   vh;r(u   uh))D + 1

(uF   vh; u   uh)
1
 C( 14 + h 12 )kFk0;
( 14 + h 12 )kfk0;

+ C
1


1
2 (
1
4 + h
1
2 )kFk0;
 12 ( 14 + h 12 )kfk0;
;
which implies (1.3.4), and the proof is completed.
Combining Theorems 1.2.1 and 1.3.1, we obtain the following estimates.
Theorem 1.3.2. Let that u and uh be the solutions of (1.2.2) and (1.3.1),
respectively. Then, we have
kr(u  uh)k0;
  C(h
1
2 + 
1
4 )kfk0;
; ku  uhk0;
  C(h+ 
1
2 )kfk0;
;
kuhk 1
2
;  +
1p

kuhk0;
1  C(h
1
2 + 
1
4 )kfk
:
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Due to the smooth boundary of 
, the inner-product (u;h; vh)
1 can-
not be computed exactly. Therefore we need an approximation scheme for
computation of the problem (1.3.1).
As we mentioned in Introduction, we nd a polygonal domain 
^ for 

such that the vertices of @
^ are situated on @
 and assume that there are
h1 > 0 and c0 > 0 such that
dist (
; 
^)  c0h2 (h 2 (0; h1)): (1.3.5)
We set 
^1 = Dn
^.
Then, we consider8<:Find u^h 2 Vh(D) such that(ru^h;rvh)D + 1

(u^h; vh)
^1 = (
~f; vh)D 8vh 2 Vh(D):
(1.3.6)
We have the error estimate of the approximation
Theorem 1.3.3. Let u and u^;h be the solutions of (1.2.2) and (1.3.6),
respectively. Then, we have
ku  u^;hk1;
  Cku^;hk 1
2
;   C(h
1
2 + 
1
4 +  
1
2h
3
2 )kfk0;
;
ku  u^;hk0;
  C(h+ 
1
2 +  
1
2h2 +  
1
4h
3
2 )kfk0;
:
Remark 1.3.1. For  = h2, we have ku   u^;hk1;
  Ch 12 = C 14 and
ku  u^;hk0;
  Ch = C 12 .
Proof of Theorem 1.3.3. In view of Theorem 1.3.2, it suces to prove
ku^;h   u;hk1;
  C 
1
2h
3
2 kfk0;
; (1.3.7)
ku^;h   u;hk0;
  C( 
1
2h2 +  
1
4h
3
2 )kfk0;
: (1.3.8)
Subtracting (1.3.1) from (1.3.6), we have
(r(u;h   u^;h); vh)D + 1

(u;h   u^;h; vh)
1\
^1
+
1

(u;h; vh)
1n
^1  
1

(u^;h; vh)
^1n
1 = 0: (1.3.9)
for any vh 2 Vh(D). We also have
ku^;hk0;
^1  C
p
kfk0;
; ku;hk0;
1  C
p
kfk0;
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which be obtained by substituting v = u^;h and v = u;h, respectively, into
(1.3.6) into (1.3.1).
Since we assume that (1.3.5) hold true, we have
ku^;hk0;
^1n
1  Ch
1
2 ku^;hk0;
^1\T  ;
kvhk0;
^1n
1  Ch
1
2 kvhk0;
^1\T   Chkvhk1;D;
ku;hk0;
1n
^1  Ch
1
2 ku^;hk0;
1\T  ;
kvhk0;
1n
^1  Ch
1
2 kvhk0;
1\T   Chkvhk1;D;
where T  = fK 2 T j K \  6= ;g; and these estimates can be found in [44].
Substituting vh = u;h   u^;h into (1.3.9), and applying these estimates and
Poincare's inequality, we obtain that
ku;h   u^;hk21;D +
1

ku;h   u^;hk20;
1\
^1
 (r(u;h   u^;h);r(u;h   u^;h))D + 1

(u;h   u^;h; u;h   u^;h)0;
1\
^1
 1

ku^;hk0;
^1n
1ku;h   u^;hk0;
^1n
1 +
1

ku;hk0;
1n
^1ku;h   u^;hk0;
1n
^1
 C 1

h
1
2 
1
2hku;h   u^;hk1;D;
which gives (1.3.7). Setting ~f = u;h   u^;h in (1.3.1) and (1.3.6), applying
(1.3.7) we nally get (1.3.8).
At this stage, we give numerical experiments to show that the L2-error
is bounded by (
p
 + h) and the H1-norm error is bounded by (
1
4 + h
1
2 ),
which is according to our analysis on L2-penalization and nite element
error estimates. We consider the problem
 u = 1 in 
; u = 0 on  ;
where 
 = f(x; y) j x2+y2 < 1g and the exact solution is u =  14(x2+y2 1).
To implement the ctitious domain method, we set the domainD = f 1:2 <
x; y < 1:2g. We show a example of mesh (see Figure 1.3.1) and the numerical
solution (see Figure 1.3.2). We solve the problem (1.3.6). First, xing
h = 0:01, we show the errors for dierent , see Figure 1.3.3; then, setting
 = 10 6, we observe the errors dependents on dierent h, see Figure 1.3.4.
The logarithm is of base 10 for all the gures.
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Figure 1.3.1: 
; D and mesh
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Figure 1.3.2: u^;h
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Figure 1.3.3:
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k~ukk;D for h = 0:01, k = 0; 1
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Figure 1.3.4:
ku^;h ~ukk;D
k~ukk;D for  = 1e  6, k = 0; 1.
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Remark
This chapter is based on [35].
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Chapter 2
The penalty method to the
Stokes and Navier-Stokes
equations with slip boundary
condition
2.1 Introduction
Let us consider the Navier-Stokes equations with slip boundary condition.
Let 
  Rd, d = 2; 3, be a bounded smooth domain, with @
 = D [  ,
D \   = ; (see Figure 2.1.1). Given arbitrary T > 0, the Navier-Stokes
problem read as:
u0   u+ (u  r)u+rp = f; in 
 (0; T ); (2.1.1a)
r  u = 0; in 
 (0; T ); (2.1.1b)
u = 0; on D  (0; T ); (2.1.1c)
un = 0; T (u) = 0; on   (0; T ); (2.1.1d)
u(0; x) = u0; on 
; (2.1.1e)
where  > 0, un = u  n, n is the unit outer normal vector to  , and T (u)
is the tangential component of traction vector on   dened below. Here, we
set T (u) = 0 for simplicity. f and u0 are given functions.
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For velocity u and pressure p, we set the stress tensor,
(u; p) = (i;j(u; p)) =  pI + 2E(u); (2.1.2a)
E(u) = 1
2
(ru+ruT ); (2.1.2b)
where I denotes the identity. We set the traction vector together with its
normal and tangential components:
(u; p) = (u; p)n; (2.1.3a)
n(u; p) = (u; p)  n; T (u) = (u; p)  n(u; p)n: (2.1.3b)
Also, we set the normal and tangential component of velocity u:
un = u  n; uT = u  unn:
The slip boundary condition un = 0 plays important roles in physical
uid models (cf. [5, 41]). To solve the Stokes/Navier-Stokes equations with
the slip boundary condition by the nite element method is not as easy as
the case of non-slip boundary problems( e.g. Dirichlet boundary condition).
It is known that the variational crimes (cf. [3, 26]) may occur if the nite
element spaces or the implementation method are not chosen properly to
approximate the slip boundary condition.
To make a brief explanation about the variational crimes, we introduce
a polygon or polyhedral domain 
h (see Figure 2.1.2) to approximate the
smooth boundary domain 
, with a triangulation Th to 
h. @
h = Dh[ h,
Dh \  h = ;. We denote nh as the unit outer normal vector to  h. Let us
consider the P1-element in nite element method to velocity u, which is to
nd a piecewise linear continuous function uh dened on Th to approximate
u. We see that
u 2 Vh = fvh 2 C(
h)d j vhjT 2 P1(T );8T 2 Th; vh = 0 on Dhg;
where Pi(T ) is the set of polynomials of degree i on T . If we set
Vhn = fvh 2 Vh j vh  nh = 0 on  hg;
as the nite element space with slip boundary information. Since nh is
discontinuous on  h, Vhn coincides with Vh0, where
Vh0 = fvh 2 Vh j vh = 0 on  hg:
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Figure 2.1.1: 
;   and D.
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Figure 2.1.2: 
h, @
h =  h[Dh
and triangulation Th.
Therefore, we cannot approximate unj  = 0 by uh  nhj h = 0 naively.
Several methods have been proposed to tackle this problem. For example,
Verfurth (cf. [45, 46]) enforces the slip boundary condition in a weak sense:Z
 
un ds = 0; 8 2 H 1=2( );
where a discrete coupled inf-sup condition is required for the nite element
method. We have to mention that the discrete coupled inf-sup condition is
nontrivial to verify or even may not be satises for general nite element
spaces, for example, the P1=P1 element.
Let 
h be the polygon/polyhedral domain approximating to the smooth
domain 
, with @
h =  h [ Dh,  h \ Dh = ; (see Figure 2.1.2). The
approach proposed in [41, 42, Tabata and Suzuki] is to use P1=P1 element
with stabilization, and implement the slip boundary condition as uh(p) 
n(p) = 0, where uh is the nite element solution, and p are the vertices on
 h. A similar method presented in [16] using P2=P1-element is to introduce
a homeomorphism Gh : 
h ! 
, and implement the slip boundary condition
as uh(G(p)) n(G(p)) = 0, where p are the vertices or the midpoints of edges
on  h, These two implementation methods avoid the variational crimes;
however, Gh and n are not easy to obtain in numerical computation for
complex domain 
. In FEM, it is more convenience to use nh (the unit
outer normal vector to  h) than n. Also, we have to mention that it is
technical to implement uh(p)  n(p) = 0 in nite element code.
Instead of enforcing unj  = 0 into weak sense, or searching for the suit-
able implement method to avoid the variational crimes, an alternative way
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is to introduce a penalty term to approximate unj  = 0. Here we present
the penalty problem to (2.1.3),
u0   u + (u  r)u +rp = f; in 
; (2.1.4a)
r  u = 0; in 
; (2.1.4b)
ujD = 0; (u; p) +  1unn = 0; on  ; (2.1.4c)
u(0; x) = u0; on 
: (2.1.4d)
where 0 <   1 is the penalty parameter, and u0 is some approximation
to u0. In view of (2.1.4c), the idea of penalty method is to approximate
unj  = 0 by a Robin boundary condition. In the variational form of (2.1.4),
the penalty term becomes 1
R
  unvnds (see (2.3.8)), where
v 2 V  fv 2 H1(
)d j vjD = 0g
is the test function. For u the solution of (2.1.4), it is apparently that
un ! 0 in L2( ) as ! 0, which approximate to unj  = 0.
The penalty method has several advantages. The technical implementa-
tion of unj  = 0 (cf. [42, 16]) to avoid the variational crimes is unnecessary.
In cost we need to compute the integration
R
 h
(uh  nh)(vh  nh)ds, where
uh, vh are the solution and test function for nite element approximation.
The integration on  h can be easily implemented by popular FEM soft-
wares (Freefem++, FeniCS, cf. [21, 30]), and here only nh (instead of n) is
involved. The penalty method is well applicable to various types of nite
element spaces, such as P1=P1 and P1b=P1 (cf. [24]), P2=P1 (cf. [12, 14])
and so on.
In this chapter, we rst consider the penalty method for the Stokes
equations with slip boundary condition (see Section 2.2). We prove the
error estimates (see Theorem 2.2.3)
ku  ukH1(
) + kp  pkH1(
)=R  C;
which has already been obtained in [14]; however, we give a dierent proof
based on the separation of p 2 L2(
):
p = p + l; p 2 L20(
); k =
Z


pdx=j
j; (2.1.5)
and we show
kn(u; p)   1un + lk
H 
1
2 ( )
 C:
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Moreover, we show the regularity of the penalty problem (see Theo-
rem 2.2.4)
kukHm(
) + kpkHm 1(
)  CkfkHm 2(
);
under the Cm  smoothness assumption of 
, for any integer m  2. Fur-
thermore, we obtain a new result of the error estimates (see Theorem 2.2.5)
ku  ukHm(
)  C; 8m 2 N:
We then apply the nite element approximation to the penalty prob-
lem (2.2.9) with P1b=P1 element, and we proved the error estimates (see
Theorem 2.2.7 and 2.2.8). We show the best error estimates we obtain:
k~u  uhk1;
h + k~p  phk
h  C(h+
p
+ h2=
p
); for d = 2;
k~u  uhk1;
h + k~p  phk
h  C(
p
h+
p
+ h=
p
); for d = 3;
where h is the mesh size of triangulation.
In Section 2.3, we consider the penalty method to the Navier-Stokes
problem (2.1.1). For the slip boundary condition unj  = 0, we haveZ


(u  r)u  u dx = 1
2
Z
 
unju2j ds = 0;
which implies the energy inequality of u:
ku(T )k2L2(
)d +
Z T
0
ku(t)kH1(
)d dt  C:
Since unj  6= 0, we haveZ


(u  r)u  u dx = 1
2
Z
 
unju2 j ds 6= 0;
and the energy inequality (or the well-posedness) of u is not apparent. Our
rst job is to prove the well-posedness of the penalty problem (2.1.4) (see
Theorem 2.3.1). We show the estimates of u, p are bounded independent
on the penalty coecient  1.
Besides of the well-posedness, we derive the error estimates of the penalty
method (see Theorem 2.3.3):
ku0   u0kL2(0;T ;L2(
)d) + ku  ukL1(0;T ;H1(
)d)  C:
Section 2.4 is devoted to the penalty method for stationary Navier-Stokes
equations. We investigate the well-posedness of penalty problem, the error
estimates of penalty, and the nite element method for penalty problem.
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Notations
Throughout this chapter, we write k  kHk as the norm of Sobolev spaces
Hk(
) or Hk(
)d, and k  kWk;p for W k;p(
) or W k;p(
)d. Let ! be some
open set of Rd, we denote (; )! as the inner-product of L2(!), and we
write (; ) for the case ! = 
. Sometimes, we use Lm(0; T ;Hk) instead of
Lm(0; T ;Hk(
)d) for short.
2.2 The penalty method to the Stokes problem
Let f 2 L2(
). We consider the Stokes equations with slip boundary con-
dition:
  u+rp = f in 
; (2.2.1a)
r  u = 0 in 
; (2.2.1b)
un = 0; T (u) = 0 on  ; (2.2.1c)
u = 0 on D: (2.2.1d)
Remark 2.2.1 ( cf. [37] ). Assume f 2 L2(
) and 
 is C3-smooth, then
there exists a unique solution (u; p) 2 H2(
)d  (H1(
)=R) to (2.2.1).
Function spaces.
V = fv 2 H1(
)d j vjD = 0g; Vn = fv 2 V j vnj  = 0g; (2.2.2a)
V  = fv 2 V j r  v = 0g; V n = Vn \ V ; (2.2.2b)
Q = L2(
); Q = L20(
); (2.2.2c)
M = H1=2( ): (2.2.2d)
We denote X 0 as the dual of Banach space X, for example M 0 = H 
1
2 ( ).
For any u; v; w 2 H1(
)d, p 2 Q,  2M and  2M 0, we set
a(u; v) = 2(E(u); E(u)); (2.2.3a)
a1(u; v; w) =
Z


(u  r)  w dx; (2.2.3b)
b(v; p) =  (r  v; p); (2.2.3c)
c(; ) =
Z
 
 ds: (2.2.3d)
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Some properties of bilinear and trilinear forms.( cf. [8, 19, 45])
 Coercivity of a: there exists  > 0 such that
a(u; u)  kuk2H1 ; 8u 2 V: (2.2.4)
 The inf-sup condition of b: there exists  > 0 such that
inf
p2L20(
)nf0g
sup
v2H10 (
)dnf0g
b(v; p)
kvkH1kpkL2
 : (2.2.5)
 The inf-sup condition of c: there exists 0 > 0 such that
inf
2M 0nf0g
sup
v2V nf0g
c(; vn)
kvkH1kkM 0
 0: (2.2.6)
The variational form of (2:2:1) reads as: nd (u; p) 2 Vn  Q such that,
a(u; v) + b(v; p) = (f; v); 8v 2 Vn; (2.2.7a)
b(u; q) = 0; 8q 2 Q: (2.2.7b)
Let 0 <  1, the penalty method for (2.2.1) reads as:
 u +rp = f in 
; (2.2.8a)
r  u = 0 in 
; (2.2.8b)
n(u; p) +
1

un = 0; T (u) = 0 on  ; (2.2.8c)
u = 0 on D: (2.2.8d)
The variational form of (2.2.8) reads as: nd (u; p) 2 V Q such that
a(u; v) + b(v; p) +
1

c(un; vn) = (f; v); 8v 2 V; (2.2.9a)
b(u; q) = 0; 8q 2 Q: (2.2.9b)
Remark 2.2.2. p =2 Q. For non-homogeneous slip boundary condition
un = g on  , we set the penalty term
1
 c(un   g; vn) in (2.2.9a), or equiva-
lently, n(u; p) +
1
 (un   g) = 0 in (2.2.8c).
The following theorem gives the well-posedness of penalty problem (2.2.9),
also it shows the estimates of u; p are independent on 
 1.
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Theorem 2.2.1. Given f 2 V 0, there exists a unique solution (u; p) 2
V Q to (2.2.9), with
kukH1 + kpkL2  CkfkV 0 :
Proof. From the coercivity of a (2.2.4), we conclude the existence of u and
kukV  CkfkV  . Set p = p+l, where p 2 Q and l =
R

 p dx=j
j. From
the inf-sup condition of b (2.2.5), we have kpk
  CkfkV 0 : To estimate l,
we choose a trace lifting v 2 V satisfying v = ln on  , and kvk1;
  Cjlj.
Substituting this v into (2.2.9), in view of the fact
R
  un ds = 0, we have
j jl2 = k
Z
 
vndx =  b(v; k) = a(u; v) + b(v;p)  (f; v);
which implies
jlj  C(kukH1 + kpkL2 + kfkV 0)  CkfkV 0 :
2.2.1 The error estimates of H1 norm
To show the error estimates of penalty method, we introduce the Largrange
multipliers  =  n(u; p) and  = 1un, then (2.2.7) and (2.2.9) are rewrit-
ten into the following two equations, respectively.
(1) Find (u; p; ) 2 V QM 0 such that,
a(u; v) + b(v; p) + c(; vn) = (f; v); 8v 2 V; (2.2.10a)
b(u; q) = 0; 8q 2 Q; (2.2.10b)
c(un; ) = 0; 8 2M ; (2.2.10c)
(2) Find (u; p; ) 2 V QM 0 such that,
a(u; v) + b(v; p) + c(; vn) = (f; v); 8v 2 V; (2.2.11a)
b(u; q) = 0; 8q 2 Q; (2.2.11b)
c(un; ) = c(; ); 8 2M: (2.2.11c)
We state the error estimates of penalty method.
Theorem 2.2.2. Let (u; p) and (u; p) be the solutions of (2.2.1) and
(2.2.8), respectively, then we have
ku  ukH1 + kp pkL2 +
p
k  kL2( )  c
p
kkL2( ): (2.2.12)
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Proof. Substituting v = u  u into (2.2.10a) (2.2.11a), we have
a(u  u; u  u) + c(  ; un   un) = 0: (2.2.13)
Since un = 0 and un = , we have
c(  ; un   un) = c(  ;   )  c(;   ): (2.2.14)
From the coercivity of a (2.2.4), (2.2.13) and (2.2.14) we obtain
ku  uk21;
 + k  k2L2( )
c(;   )  
2
k  k2L2( ) +

2
kk2L2( );
which implies
ku  ukH1 +
p
k  kL2( )  c
p
kkL2( ): (2.2.15)
From the inf-sup condition of b (2.2.5) and
b(p p; v) =  a(u  u; v); 8v 2 (H10 (
))d; (2.2.16)
we have
kp pkL2  Cku  ukH1 ; (2.2.17)
which gives (2.2.12).
Theorem 2.2.3. Let (u; p) and (u; p) be the solutions of (2.2.1) and
(2.2.8), respectively, then we have
ku ukH1+kp pkL2+
p
k + lkL2( )  C(kkH 12 ( )+1): (2.2.18)
Proof. Subtracting (2.2.10a) from (2.2.11a), we have, for any v 2 V ,
c(   + l; vn) =  a(u  u; v)  b(v; p p):
In view of the inf-sup condition of c (2.2.6) and (2.2.17), it yields
k   + lkM 0  Cku  ukH1 (2.2.19)
Noticing that
R
  un ds = 0, instead of (2.2.14), we derive
c( ; un un) = c( +k;  +k) c(+k;  +k): (2.2.20)
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From the coercivity of a (2.2.4), (2.2.13) and (2.2.20), we obtain
ku  uk2H1 + k   + lk2L2( )
c(+ l;    + l)  k+ lkMk   + lkM 0 :
(2.2.21)
From (2.2.21) and (2.2.19), we obtain
ku  ukH1  Ck+ lkM ;
which implies (2.2.18) because l is bounded independent of  (see Theo-
rem 2.2.1).
Remark 2.2.3. From (2.2.19), we have k   + lkH 1=2( )  C.
2.2.2 The error estimates of Hm norm
In view of
kunk
H
1
2 ( )
= kun   unk
H
1
2 ( )
 Cku   ukH1  C;
we have
kn(u; p)k
H
1
2 ( )
= k 1unk
H
1
2 ( )
 C;
which implies
kukH2 + kpkH1  C:
In fact, we have the following regularity result for penalty problem (2.2.8).
Theorem 2.2.4. For arbitrary integer m  0, let 
 2 Cm+3, f 2 Hm(
)d,
then there exists a unique solution (u; p) 2 Hm+2(
)d  Hm+1(
) to
(2.2.8), with
kukHm+2 + kpkHm+1  CkfkHm : (2.2.22)
Proof. For general domain 
 2 Cm+2, the regularity in interior or near C is
well known( cf. [13, 27]); that is kukHm+2(!)+kpkHm+1(!)  C(!)kfkHm(!),
where !  
 and dist(!; )   > 0.
For the regularity near  , there exists a set of smooth sub-domain in Rd,
denoted as fUigNi=1, satisfying    [Ni=1Ui.
We introduce a cut-o function i 2 C1(Rd) with suppi  Ui, and
consider the equations of (2i u; 
2
i p) in Ui \ 
.
There exists a Ck+3-dieomorphism( cf. [47]) i : Ui ! QR := Rdd;+ \
f~x 2 Rd; j j~xj < Rg, where Rdd;+ := f~x = (~x0; ~xd) 2 Rd j ~x0 2 Rd 1; ~xd > 0g is
the half-plane, and we also have i :   \ Ui ! ~ i := f~x j j~xj < R; ~xd = 0g.
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Then we consider the equation of (~u; ~p) := ((
2
i u)i; (2i p)i) in do-
main QR, to which we apply the famous Agmon-Douglis-Nirenberg' method(
cf. [1]) and obtain kDiDj ~ukL2  C(kfkL2 + kukH1), i = 1; : : : ; d  1; j =
1; : : : ; d, where Div = rxiv. Hence, we can conclude k~ukH 32 (~ i)  CkfkHk ,
which implies kunk 3
2
;   Ckfk
. Following from well-known regularity re-
sult for Stokes equation by Cattabriga [13], it yields kukH2 + kpkH1 
CkfkL2 . For m  1, (2.2.22) can be proved by induction method.
In above, we briey sketch the strategy of proof. The key point is to
consider the equation in the half-plane via some transformations. We refer
the readers to [34, Saito, proof of Lemma 4.1] for detailed arguments on
those techniques. Here, to make the argument brief, we only prove the case
of k = 0 and the half-plane domain 
 = Rdd;+ := fx = (x0; xd) 2 Rd j x0 2
Rd 1; xd > 0g:
Set Dihv = (v(x1;    ; xi + h;    ; xd)   v(x))=h, h > 0. Substituting
v = Di hD
i
hu into (2.2.8), i = 1; : : : ; d  1, we have, with   = fx j xd = 0g,
a(u; D
i
 hD
i
hu)+b(D
i
 hD
i
hu; p)+
1

Z
 
unD
i
 hD
i
hu nds = (f;Di hDihu):
Using the fact (w;Di hv) = (D
i
hw; v), 8w; v 2 H1(Rdd;+), we get
a(Dihu; D
i
hu) +
1

Z
 
jDihunj2ds = (f;Di hDihu)  CkfkL2kDi hDihukL2 :
Since kDihvkL2  CkrxivkL2 , from the coercivity of a (2.2.4), we have,
kDihukH1 +  1=2kDihunkL2( )  CkfkL2 ; i = 1; : : : ; d  1:
Let h! 0, and we have
kDiDjukL2 +  1=2kDiunk  CkfkL2 ; i = 1; : : : ; d  1; j = 1; : : : ; d:
By trace theorem and n = (0; : : : ; 0; 1), we have
kunk
H
3
2 ( )
 CkfkL2 :
And we can conclude (u; p) 2 H2(
)dH1(
) and (2.2.22) for m = 0( cf.
[13]).
Theorem 2.2.5. For any integer m  0, assume f 2 Hm(
)d and 
 has
Cm+3 smoothness. Let (u; p) and (u; p) of H
m+2(
)d  Hm+1(
) be the
solutions of (2.2.1) and (2.2.8), respectively, then we have,
ku  ukHm+2 + kp pkHm+1  CkkHm+32 : (2.2.23)
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Proof. To make the argument brief, we only prove the case of m = 0(
m  1 follows form induction method) and the half-plane domain 
 =
Rdd;+: For general domain, we can applied the transformation introduced in
Theorem 2.2.4. Substituting v = Di hDh(u   u), i = 1; : : : ; d   1, into
(2.2.10a) (2.2.11a), we have
a(u  u; Di hDih(u  u)) + c(   + l; Di hDih(u  u)  n) = 0;
which yields,
a(Dih(u  u); Dih(u  u)) + c(Dih(   + l); Dih(   + l))
= c(Dih(   + l); Dih(+ l)):
Since l is a constant, D
i
hl = 0. Therefore, we have
kDih(u  u)k2H1 + kDih(  )k2L2( )
CkDih(   + l)kH  12 ( )kD
i
hkH 12 ( ):
(2.2.24)
Via inf-sup condition of b, and the equation
b(Dih(p  p); v) =  a(Dih(u  u); v); 8v 2 H10 (Rdd;+);
we have kDih(p  p)kL2  CkDih(u  u)kH1 .
Via inf-sup condition of c, and the equation
c(Dih(   + l); v) =  a(Dih(u  u); v)  b(Di(p  p); v);
we have
kDih(   + l)kH  12 ( )  CkD
i
h(u  u)kH1 :
In views of (2.2.24), we obtain
kDih(u  u)kH1  CkDihkH 12 ( );
then letting h! 0, we proved (2.2.23).
2.2.3 Finite element approximation with penalty
A regular triangulation Th is introduced to the smooth domain 
, where
h = maxK2Th diam(K). 
h = [K2ThK, @
h =  h [Dh,  h \Dh = ; (see
Figure 2.1.2). The boundary mesh Sh inherited from Th is also a regular
triangulation of  h in d  1 dimension. nh is the outer unit normal assigned
to  h. We assume D = Dh for simplicity. Suppose   is C
3 smooth, then we
have
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Figure 2.2.1:  :  h !  .
(1) maxx2  dist(x; h)  Ch2.
(2) There exists a continuous bijective mapping
 :  h !  ; x 7! (x):
Moreover, for any element S of Sh, we have ;  1 2 C2(S) and
jjDj   1j; jjD 1j   1j  Ch2; (2.2.25)
where jDj satises R  vds = R h v  jD 1jds. And we also have
jnh   n  j  Ch: (2.2.26)
Finite element spaces:
We consider the P1=P1 and P1b=P1 nite element spaces.
Vh = fvh 2 C(
h)d j vhjK 2 P1(K); K 2 Th; vhjDh = 0g; for P1
Vh = fvh 2 C(
h)d j vhjK 2 P1(K)B(K); K 2 Th; vhjDh = 0g; for P1b;
Qh = fvh 2 C(
h)d j vhjK 2 P1(K); K 2 Thg;
Vh0 = fvh 2 Vh j vh = 0 on  hg; Qh = Qh \ L20(
h);
h = fvh  nh j vh 2 Vhg;
where Pl(K) is the set of polynomial of order l in K, and B(K) stands for
the space spanned by the bubble function on K. We dene the following
bilinear and trilinear forms:
ah(uh; vh) =
R

h
2E(uh)E(vh); 8uh; vh 2 Vh; (2.2.27)
bh(vh; ph) =  
R

h
r  vhphdx; 8vh 2 Vh; ph 2 Qh; (2.2.28)
dh(ph; qh) = h
2(rph;rqh)
h ;
(
 = 1 for P1=P1;
 = 0 for P1b=P1:
(2.2.29)
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Choice of ch.
(1) Nonreduced-integration: For any h; h 2 h.
ch(h; h) :=
Z
 h
hhds: (2.2.30)
khkch := ch(h; h)
1
2 is equivalent to khkL2( h), for any h 2 h.
(2) Reduced-integration: For any h; h 2 h,
ch(h; h) =
X
s2Sh
jsjh(ms)h(ms); ms =
(
midpoint of s if d = 2;
barycenter of s if d = 3:
(2.2.31)
khkch = ch(h; h)
1
2 is a semi-norm of h( there exists h 6= 0 but
ch(h; h) = 0).
Coercivity and inf-sup conditions.
 Coercivity of ah:
ah(vh; vh)  1kvhk2H1(
h); 1 > 0; 8vh 2 Vh: (2.2.32)
 inf-sup condition of bh, 1; ~1 > 0:
inf
ph2Qhnf0g
sup
vh2Vh0nf0g
bh(vh; ph)
kvhkH1(
)kphkL2(
h)
 1; for P1b=P1: (2.2.33)
sup
vh2Vh0nf0g
bh(vh; ph)
kvhkH1(
)
 ~1kphkL2(
h)   ChkrphkL2(
h);
8ph 2 Qh; for P1=P1:
(2.2.34)
 inf-sup condition of ch dened by (2.2.30):
inf
h2hnf0g
sup
vh2Vhnf0g
R
 h
vh  nhh
kvhkH1(
h)khkM 0
 1 > 0: (2.2.35)
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Finite element penalty scheme.
The nite element approximation to penalty problem (2.2.9) reads as: nd
(uh; ph) 2 Vh Qh such that,
ah(uh; vh) + bh(vh; ph) +
1

ch(uh  nh; vh  nh) = ( ~f; vh)
h ; 8vh 2 Xh;
(2.2.36a)
bh(uh; qh) = dh(ph; qh); 8qh 2Mh; (2.2.36b)
where ~f is some extension of f onto ~
 = 
 [ 
h with k ~fkL2(~
)  CkfkL2 .
In the following we only discuss the P1b=P1 element approximation ( =
0, bh(uh; qh) = 0), since the analysis method and results of P1=P1 with
stabilization (bh(uh; qh) = h
2(rph;rqh)) are very similar to the case of
P1b=P1.
Well-posedness and a priori estimate
Theorem 2.2.6. There exists a unique solution (uh; ph) 2 Vh  Qh to
(2.2.36) with ch dened by both (2.2.30) and (2.2.31), and the solution sat-
ises
kuhkH1(
h) + kphkL2(
h) +  1=2kuh  nhkch  Ck ~fkL2(
h); (2.2.37)
where ph = ph + lh, ph 2 Qh, lh =
R

h
phdx=j
hj, and
jlhj  C

k ~fkL2(
h) + kuhkH1(
h) + kuhk2H1(
h) +
h


: (2.2.38)
Proof. The existence and uniqueness of solution (uh;ph) and (2.2.37) follow
from the coercivity of ah, the inf-sup conditions of bh. Here, we only check
the estimate (2.2.38) of lh. In views of (2.2.36b) of  = 0, we obtain, for ch
dened by both (2.2.30) and (2.2.31),
ch(uh  nh; 1) =
Z
 h
uh  nhds =
X
s2Sh
jsj(uh  nh)(ms) =  bh(uh; 1) = 0:
(2.2.39)
Since nh is discontinuous on  h, we cannot choose the trace lifting vh 2 Vh
with vh = lhnh on  . Let fPigNi=1 be the set of the vertices of polygon or
polyhedral domain 
h( nodes of  h),  i = fs 2 Sh j Pi 2 sg( faces/edges
contain the vertex Pi), we then dene a vh 2 Xh satisfying
vh(Pi) = lh
1
 #i
X
s2 i
nh(s); kvhkH1(
h)  Clh;
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where  #i equals to the number of faces s in  i, and nh(s) is the value of nh
on s. Since   has C3 smoothness, we have jvh   lhnhj  Ch on  h. Then,
substituting this vh into (2.2.36a), it yields,
lh
Z
 h
vh  nh =  bh(vh; lh) = ah(uh; vh) + bh(vh;ph) + 1

ch(uh  nh; vh  nh):
In view of (2.2.39), we have
1

ch(uh  nh; vh  nh) = lh

ch(uh  nh; 1)| {z }
=0
+
1

ch(uh  nh; (vh   lhnh)  nh):
Therefore, we have
l2hj hj = lh
Z
 h
lhnh  nh = lh
Z
 h
(lhnh   vh + vh)  nh
= lh
Z
 h
(lhnh   vh)  nh + ah(uh; vh) + bh(vh;ph)
+
1

ch(uh  nh; (vh   lhnh)  nh);
which implies (2.2.38) since jvh   lhnhj  Ch on  h.
Extension operators and skin domain estimates
We denote the skin domain 
4
h = (
n
h) [ (
hn
), ~
 := 
 [ 
h.
Lemma 2.2.1 ( cf. [29]). There exists an extension operator
P 2 L(Hm(
)d;Hm(Rd)d); (0  m 2 N0); v 7! Pv =: ~v
such that,
k~vkHk(Rd)  CmkvkHk(
); 0  k  m; 8v 2 Hm(
)d:
Moreover, if r  v = 0, then we can take the extension ~v satisfying r  v = 0
in Rd.
Lemma 2.2.2 ( cf. [44, 48, 53]). Under the assumption maxx2  dist(x; h) 
Ch2, we have
k~vkHk(
4
h)  ChkvkHk+1(
); 0  k  m  1; 8v 2 Hm(
)d:
37
Lemma 2.2.3 ( cf. [44]). There exists an extension operator Ph 2 L(Vh;H1(~
)),
such that, 8vh 2 Vh,
kPhvhkH1(~
)  CkvhkH1(
h);
kPhvhkHk(

h)  Ch
1
2 kvhkHk(K h ); k = 0; 1;
kPhvhkL2(~
)  ChkvhkH1(
h);
where K h := fK 2 Th j K \  h 6= ;g:
Lagrange interpolation and projection operators
We employ the Lagrange interpolation operator Ih and projection operator
PL2(cf. [19, 46]).
Ih : C(
h)! Vh; v 7! Ihv;
kv   IhvkLp(
h) + hkv   IhvkW 1;p(
h)  Ch2kvkW 2;p(~
); 8v 2W 2;p(
h):
PL2 : H
1(
h)! Vh; v 7! PL2v;
(v   PL2v; vh)L2(
h) = 0; 8vh 2 Vh;
kv   PL2vkL2(
h)  ChkvkH1(
h):
Consistency error estimates
Lemma 2.2.4 ( cf. [24]). Let  2 C2( h), then we have, for any v 2 H1(~
),
(i) kv  kL2( h)  CkvkL2( ).
(ii) j R  vds  R h v  dsj  Ch2kvk2L2( h):
(iii) kv   v  kL2( h)  ChkvkH1(~
).
Proof. The proof has been derived in [24]. Here, we present a brief proof for
the convenience of readers. (i) is obvious. (ii) follows from the properties of
 (2.2.25),Z
 
vds 
Z
 h
v  ds =
Z
 h
v  (jD 1j   1)ds  Ch2kvkL2( h):
(iii) is from [45]( (5.1), Verfurth).
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Lemma 2.2.5 ( cf. [24]). Assume  2 L2( )(resp: W 1;1( )) for ch dened
by (2.2.30) (resp. (2.2.31)), and let ~ =   , then we have
jc(vn; )  ch(v  nh; ~)j  ChkvkH1(~
); 8v 2 H1(~
)d: (2.2.40)
Proof. For ch dened by (2.2.30), we have, from (2.2.26) and (iii) of Lemma 2.2.4,
jc(vn; )  ch(v  nh; ~)j = jc(vn; ) 
Z
 h
v  nh~dsj

Z
 
vn 
Z
 h
(vn)  

+
Z
 h
(vn)     v  (n)   + v  (n)     v  nh~

ChkvkH1(~
)kkL2( h):
For ch dened by (2.2.31), we haveZ
 h
v  nh~ds  ch(v  nh; ~)


X
s2Sh
Z
s
v  nhj~  ~(ms)jds  ChkvkH1(~
)kkW 1;1( ):
Proposition 2.2.1. Let (u; p) and (uh; ph) be solutions of (2.2.1) and (2.2.36),
respectively. Set  =  n(u; p), h = 1uh  nh. We assume f 2 L2(
), and
(u; p) 2 H2(
)d  H1(
), and the same assumption of Lemma 2.2.5. For
any vh 2 Vh, we set the consistency error
E(vh) :=ah(~u  uh; vh) + bh(vh; ~p  ph) + ch(vh  nh; ~  h);
where (~u; ~p) is the extension( Lemma 2.2.1) of (u; p) onto ~
 = 
[
h. Then,
we have
jE(vh)j  ChkvhkH1(
h): (2.2.41)
Proof. We denote
a!(u; v) := 2(E(u); E(v))!;
b!(v; q) =  (r  v; q)!;
for some subset ! of ~
.
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From (2.2.7) and (2.2.36), we have
E(vh) =  a
n
h(u; Phvh) + a
hn
(~u; vh)
  b
n
h(Phvh; u) + b
hn
(vh; ~u) + (f; Phvh)
n
h   ( ~f; vh)
hn

  c(Phvh  n; ) + ch(vh  nh; ~):
(2.2.41) follows from Lemma 2.2.2, 2.2.3 and 2.2.5.
2.2.4 Error estimates: nonreduced-integration scheme
Theorem 2.2.7. ch is dened by (2.2.30). Let (u; p) and (uh; ph) be solu-
tions of (2.2.1) and (2.2.36), respectively. Assuming f 2 L2(
), (u; p) 2
H2(
)d H1(
), we have
k~u  uhkH1(
h) + k~p  phkL2(
h)  C(
p
h+
p
+ h=
p
): (2.2.42)
Proof. Set vh = Ih~u. Since k~u uhkH1(
h)  k~u vhkH1(
h)+kuh vhkH1(
h)
and k~u   vhkH1(
h)  Chk~ukH2(~
), we only need to show the estimate of
kuh   vhkH1(
h).
1kuh   vhk2H1(
h)  ah(uh   vh; uh   vh)
= ah(vh   ~u; vh   uh) + ah(~u  uh; vh   uh):
(2.2.43)
ah(~u  uh; vh   uh)
=E(vh   uh)  bh(vh   uh; ~p  ph)  ch((vh   uh)  nh; ~  h):
In the following, we are aim to prove
ah(~u  uh; vh   uh)  Chkvh   uhkH1(
h)
  
4
k~  hk2L2( h) + C
h2

+ k~k2L2( h);
(2.2.44)
which implies (2.2.42).
From Proposition 2.2.1, we have jE(vh uh)j  Chkvh uhkH1(
h): Since
we can replace p by p+ l for any constant l, we set ~p satises ~p ph 2 L20(
h)
and qh = PL2 ~p, qh   ph 2 Qh. With bh(uh; qh) = 0 and r  ~u = 0, we have
  bh(vh   uh; ~p  ph)
=bh(~u  vh; ~p  qh) + bh(~u  vh; qh   ph) + bh(uh; ~p  qh)
=bh(~u  vh; qh   ph)  bh(vh   uh; ~p  qh)
Chk~ukH2(~
)kqh   phkL2(
h) + Chk~pkH1(~
)kvh   uhkH1(
h):
40
Since qh   ph 2 Qh, by inf-sup condition of bh, we obtain
kqh   phkL2(
h)  Ch(k~ukH2(~
) + k~pkH1(~
)) + Ckvh   uhkH1(
h):
Therefore, we have jbh(vh   uh; ~p   ph)j  Ch2 + Chkvh   uhkH1(
h). We
are left to estimate  ch((vh   uh)  nh; ~  h). In views of h = 1uh  nh,
  ch((vh   uh)  nh; ~  h) =  ch(~  h; ~  h) + ch(~; ~  h)
+ ch((~u  vh)  nh; ~  h)  ch(~u  nh; ~  h)
  k~  hk2L2( h) + k~k2L2( h) +

4
k~  hk2L2( h)
+
1

k(~u  vh)  nhk2L2( h) +
1

k~u  nhk2L2( h) +

2
k~  hk2L2( h):
(2.2.45)
Since k(~u  vh)  nhkL2( h)  Ck~u  vhkH1(~
)  Chk~ukH2(~
) and
k~u nhkL2( h)  k~u (nh n)+(~u u)nkL2( h)  Ch; (* unj  = 0)
it yields
 ch((vh   uh)  nh; ~  h)    
4
k~  hk2L2( h) + C
h2

+ k~k2L2( h);
Combining those inequalities, we proved (2.2.44). From (2.2.43), (2.2.44),
we conclude (2.2.42).
2.2.5 Error estimates: reduced-integration scheme
Lemma 2.2.6 ( cf. [24]). Let u 2W 2;1(
) with unj  = 0. For any s 2 Sh,
~u is the extension of u according to Lemma 2.2.1, then we have
(i) For d = 2, there exists  such that jn  (ms)   nh(ms)j  Ch2;
moreover
j(Ih~u  nh)(ms)j  Ch2k~ukW 2;1(~
):
(ii) For d = 3, if ~u 2 W 2;1(~
) satises r  ~u = 0, and ~un = 0 on  , then
we have j(Ih~u  nh)(ms)j  Chk~ukW 2;1(~
).
Proof. (i) For d = 2, since   has C3 smoothness, there exists  :  h !  
satisfying jn  (ms)   nh(ms)j  Ch2 is obvious. In view of ~un = 0 on  ,
we have
j(Ih~u  nh)(ms)j
j(Ih~u  nh)(ms)  Ih~u(ms)  n  (ms)j
+ jIh~u(ms)  n  (ms)  (~un)  (ms)j
Ch2k~ukW 1;1(~
) + Ch2k~ukW 2;1(~
):
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(ii) It follows from (2.2.26) and the fact ~un = 0 on  .
Theorem 2.2.8. Let (u; p) and (uh; ph) be the unique solutions of (2.2.1)
and (2.2.36), respectively. We assume f 2 L2(
), (u; p) 2 W 2;1(
)d 
W 1;1(
). We also assume (~u; ~p), the extension of (u; p), satises (i)(ii) of
Lemma 2.2.6, then we have
k~u uhkH1(
h)+k~p phkL2(
h)  C(h+
p
+h2=
p
); for d = 2; (2.2.46)
k~u uhkH1(
h)+k~p phkL2(
h)  C(
p
h+
p
+h=
p
); for d = 3: (2.2.47)
Proof. In views of the proof of Theorem 2.2.7, the only dierence here is the
estimate of  ch((vh   uh)  nh; ~   h) in (2.2.45). We have, noticing that
vh = Ih~u,
  ch((vh   uh)  nh; ~  h) + ch(~  h; ~  h)
=ch(~; ~  h)  ch(vh  nh; ~  h)
  
2
k~  hk2ch + Ck~k2ch + C
1

kIh~u  nhk2L1( h):
(2.2.48)
The error estimates (2.2.46) and (2.2.47) follow from Lemma 2.2.6.
Remark 2.2.4. For d = 2, from the error estimates (2.2.42) and (2.2.46),
we conclude the optimal choices of  and h:
(1) Nonreduced-integration scheme:  ' h, and the error estimate is
O(
p
h);
(2) Reduced-integration scheme:  ' h2, and the error estimate is O(h).
And we notice that for nonreduced-integration, if   h, then the scheme
is not convergence. For d = 3, we choose  ' h, and the error estimate is
O(
p
h).
2.2.6 Numerical examples
Let 
 = f(x; y) j 1 < x2 + y2 < 4g, with
D = f(x; y) j x2 + y2 = 1g;   = f(x; y) j x2 + y2 = 1g:
We consider the Stokes problem in 
 with solution:
u = (x2 + y2   1)(y; x)T ; p = xy:
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Figure 2.2.2: 
 and mesh Figure 2.2.3: u
We see that ujD = 0 and unj  = 0, for n = (x; y)T on  . Here, T (u) =
H 6= 0, therefore, we have to add R HvT ds to the RHS of the variational
form (2.2.7), and make some corresponding changes to the penalty problem
(2.2.9), and the nite element schemes.
We show some gures of mesh (see Figure 2.2.2) and solutions. Fig-
ure 2.2.3 is the exact solution u.
Figure 2.2.4 is the numerical solution of reduced-integration scheme, with
 = 0:1h2.
Figure 2.2.5 is the numerical solution of non-reduced-integration scheme,
with  = 0:1h.
Figure 2.2.6 is the numerical solution of non-reduced-integration scheme,
with  = 0:01h2, which fails to approximate the exact solution.
We show the error estimates results for both reduced and non-reduced-
integration scheme.
Figure 2.2.7 shows the errors of kuh ukL2 , kuh ukH1 and kph pkL2=R,
when  = 0:1h. We observe the O(h) convergence of u in H1-norm.
Figure 2.2.8 shows the errors of kuh ukL2 , kuh ukH1 and kph pkL2=R,
when  = 0:1h2. And it fails to converge.
Figure 2.2.9 shows the errors of kuh ukL2 , kuh ukH1 and kph pkL2=R,
when  = 0:1h. We see the error of uh   u in H1-norm is bounded by O(h).
Figure 2.2.10 shows the errors of kuh ukL2 , kuh ukH1 and kph pkL2=R,
when  = 0:1h2. We observe the error estimates ku   uhkL2  Ch2 and
ku  uhkH1  Ch.
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Figure 2.2.4: uh: reduced Figure 2.2.5: uh: nonreduced
Figure 2.2.6: uh: nonreduced,  =
0:01h2
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Figure 2.2.7: nonreduced,  = 0:1h
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Figure 2.2.8: nonreduced,  = 0:1h2
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Figure 2.2.9: reduced-order,  = 0:1h
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Figure 2.2.10: reduced-order,  =
0:1h2
2.3 The penalty method to the non-stationary Navier-
Stokes problem
Variational form of (2.1.1).
Find (u(t); p(t)) 2 VnQ, with u0(t) 2 L2(
)d, for any t 2 (0; T ), such that,
(u0; v) + a(u; v) + a1(u; u; v) + b(v; p) = (f; v); 8v 2 Vn; (2.3.1a)
b(u; q) = 0; 8q 2 Q; (2.3.1b)
u(0; x) = u0: (2.3.1c)
Assumptions.
(A) The initial value u0 and f satises,
(i) f 2 H1(0; T ;L2(
)d);
(ii) u0 2 H2(
)d \ V n , such that we have the compatibility condition
a(u0; v) =  (u0; v); 8v 2 V n : (2.3.2)
Lemma 2.3.1 (The well-posedness of (2.3.1)). Under the assumptions (A)
and @
 is of C3-class, when d = 2, for any T 2 (0;1), there exists a unique
solution (u; p) to (2.3.1) satisfying
kukL1(0;T ;H2) + ku0kL1(0;T ;L2(
)d) + ku0kL2(0;T ;V n )  C; (2.3.3)
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kpkL1(0;T ;L20(
))  C; (2.3.4)
where C depends on 
; f and u0. When d = 3, the conclusion holds for a
small time interval (0; T 0).
Lemma 2.3.2 (The regularity of (2.3.1)). Let (u; p) be the solution of (2.3.1)
satises Lemma 2.3.1. Assume @
 is of Cm+2 class, m; s are integers, with
2s  m, and u0, f (s) = @sf=@ts, satisfy
u0 2 Hm(
)d \ V n ; f (s) 2 L2(0; T ;Hm 2s 1(
)d):
We also assume the compatibility condition
u(k)jD = 0; u(k)n j  = 0; T (u(k))j  = 0; k = 0; : : : ; s: (2.3.5)
Then we have
ku(s)kL2(0;T ;Hm 2s+1(
)d) + ku(s)kL1(0;T ;Hm 2s(
)d)  C; (2.3.6)
kp(s)kL2(0;T ;Hm 2s)  C: (2.3.7)
The well-posedness and regularity of Navier-Stokes problem with Dirich-
let boundary condition are well known (cf. [7, 22, 43]). With a similar
argument to the case of the Dirichlet boundary condition, one can prove
Lemma 2.3.1 and Lemma 2.3.2. We write the weak form of penalty problem
(2.1.4). Find (u(t); p(t)) 2 V  Q, with u0(t) 2 L2(
)d, for all t 2 (0; T )
such that
(u0; v) + a(u; v) + a1(u; u; v) + b(v; p) +
1

c(un; vn)
= (f; v); 8v 2 V;
(2.3.8a)
b(u; q) = 0; 8q 2 Q; (2.3.8b)
u(0; x) = u0; (2.3.8c)
2.3.1 The well-posedness of penalty problem
Assumption.
(A0ii) The initial value u0 satises u0 2 V \H2(
)d, and the compatibility
condition
a(u0; v) +
1

c(u0  n; vn) =  (u0; v); 8v 2 V ; (2.3.9)
which also implies ku0  nkL2( )  C
p
.
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Theorem 2.3.1 (The well-posedness and regularity of (2.3.8)). We assume
(Ai)(A0ii), and @
 is of C2 class, then we have, when d = 2, for any
T 2 (0;1), there exists a unique solution (u; p) to (2.2.9) for suciently
small , which satises
kukL1(0;T ;V \H2) + ku0kL1(0;T ;L2) + ku0kL2(0;T ;V )  C; (2.3.10)
kpkL1(0;T ;L2)  C; (2.3.11)
where C depends on 
; f and u0.
When d = 3, the same conclusion holds for a small time interval (0; T 0).
We introduce the variational equation without p.
Find u(t) 2 V , with u0(t) 2 L2(
)d, for all t 2 (0; T ) such that
(u0; v) + a(u; v) + a1(u; u; v) +
1

c(un; vn)
= (f; v); 8v 2 V ;
(2.3.12a)
u(0; x) = u0; (2.3.12b)
We see that u of (2.3.8) satises (2.3.12).
Proposition 2.3.1 (The existence of p). Let u be the solution of (2.3.12)
with (2.3.3), then there exists a unique p, such that (u; p) is the solution
of (2.3.8) and p satises (2.3.4).
Proof. From the inf-sup condition of b (2.2.5), there exists a unique p 2 Q
such that
 b(v;p) = (u0; v) + a(u; v) + a1(u; u; v) + b(v;p)
  (f; v); 8v 2 H10 (
)d;
(2.3.13)
and p satises, for any t 2 (0; T ) (for d = 3, T is replaced by T 0),
kp(t)kL2  C(ku0(t) + (u  ru)(t)  f(t)kH 1 + ku(t)kH1); (2.3.14)
where H 1(
)d = (H10 (
)d).
Next, we nd some function l(t) 2 R, such that p = p + l is the
solution to (2.3.8). To do so, we choose any  2 V with nj  = 1, and
dene l by
lj j = l
Z
 
nds =  b(; l)
=  b(;p) + (u0; ) + a(u; ) + a1(u; u; )  (f; );
(2.3.15)
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then (u;p+l) satises (2.3.8). From (2.3.13), we see that the l determined
by (2.3.15) is unique (independent on the choice of ).
To show the boundedness of l, we substitute v = w 2 V into (2.3.8)
with wnj  = ln and kwkH1  Cjlj, and we have
jlj2j j = l
Z
 
wnds =  b(w; l)
=  b(w;p) + (u0; w) + a(u; w) + a1(u; u; w)  (f; w);
(2.3.16)
which implies, for all t 2 (0; T ),
jl(t)j  C(kp(t)kL2+ku0(t)+(u ru)(t) f(t)kH 1+ku(t)kH1): (2.3.17)
We complete the proof.
Proposition 2.3.2 (The uniqueness of u). If there exist two solutions u
1

and u2 to (2.3.12) with (2.3.3), then u
1
 = u
2
 .
Proof. It follows from the standard argument (cf. [23, Proposition 3.1],[43]).
Proof of Theorem 2.3.1. We only need to show the existence of solution u
to (2.3.12) with (2.3.3). The existence of p and the uniqueness of solution
follow from Proposition 2.3.1 and 2.3.2.
We apply the Galerkin's approximation method. There exists a linear
base fwkg1k=1 to V  with w1 = u0, such that [1m=1spanfwkgmk=1 is dense
in V . For m 2 N+, we consider the Galerkin's approximation problem
to (2.3.12): nd um =
Pm
k=1 ck(t)wk, with ck(t) 2 C2([0; T ]), such that
um(0) = u0, and
(u0m; wk) + a(um; wk) + a1(um; um; wk) +
1

c(umn; wkn)
= (f; wk); 8k = 1; : : : ;m;
(2.3.18)
where umn = um  n and wkn = wk  n. We see that
a1(um; um; um) =
1
2
Z
 
umnjumj2ds  c1kumnkL2( )kumk2H1 :
Multiplying (2.3.18) with ck(t) and taking the summation of k, it yields,
1
2
d
dt
kumk2L2 + (  c1kumnkL2( ))kumk2H2 +
1

kumnk2L2( )  (f; um):
(2.3.19)
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Since kumn(0)kL2( ) = ku0  nkL2( )  C
p
, for suciently small , there
exists a maximum time T1 > 0, such that
  c1kumnkL2( )  =2; 8t 2 [0; T1]: (2.3.20)
From (2.3.19) and (2.3.20), we have
kumk2L1(0;T1;L2) + kumk2L2(0;T1;V ) +  1kumnk2L2(0;T1;L2( ))  C: (2.3.21)
Dierentiating (2.3.18) with respect to t, multiplying it with c0k(t) and
taking the summation of k, we get
1
2
d
dt
ku0mk2L2 + (  c1kumnkL2( ))ku0mk2H1 +
1

ku0mnk2L2( )
 (f 0; u0m)  a1(u0m; um; u0m):
(2.3.22)
From the compatibility condition (2.3.9), we see that
(u0m(0); u
0
m(0)) = (u0; u
0
m(0))
  a1(u0; u0; u0m(0))  (f(0); u0m(0));
(2.3.23)
which shows
ku0m(0)kL2  C(ku0kH2 + kf(0)kL2 + ku0  ru0kL2): (2.3.24)
(1) Let us consider the case of d = 2. From (2.3.22) and Sobolev's
inequality, we have, for arbitrary 0 > 0,
1
2
d
dt
ku0mk2L2 + (  c1kumnkL2( )   0)ku0mk2H1 +
1

ku0mnk2L2( )
kf 0kL2ku0mkL2 + C 10 kumk2H1ku0mk2L2 ;
(2.3.25)
which implies
ku0mk2L1(0;T1;L2) + ku0mk2L2(0;T1;V ) +  1ku0mnk2L2(0;T1;L2( ))  C: (2.3.26)
Multiplying (2.3.18) with c0k(t) and taking summation of k, it yields
ku0mk2L2 +
1
2
d
dt
a(um; um) +
1

1
2
d
dt
c(umn; umn)
kf 0kL2ku0mkL2 + Cku0mkH1kumk2H1 :
(2.3.27)
From (2.3.26) and (2.3.27), we conclude
ku0mk2L2(0;T1;L2)+kumk2L1(0;T1;V )+  1kumnk2L1(0;T1;L2( ))  C: (2.3.28)
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Therefore, kumn(T1)k   C
p
, and for suciently small , there exists
a time T2 > T1, such that   c1kumnk   =2 for all t 2 [0; T2]. With the
same argument from (2.3.20) with T1 replaced by T2, we show the solution
um exists in time interval (0; T2] satisfying (2.3.21), (2.3.26) and (2.3.28)
with T1 replaced by T2.
By induction method, we continue this process with a suciently small
 to reach a time Tk  T , such that u exists in [0; Tk], and satises (2.3.21),
(2.3.26) and (2.3.28) with T1 replaced by Tk.
Hence, there exists a subsequence fumg1m=1 such that, as m!1,
um ! u; weakly* in L1(0; T ;V );
u0m ! u0; weakly* in L1(0; T ;L2(
)d); weakly in L2(0; T ;V );
and u is the solution of (2.3.8) with
kukL1(0;T ;V ) + ku0kL1(0;T ;L2)\L2(0;T ;V )  C;
Follows form the same argument of [43, Theorem 3.6], we can obtain
kukL1(0;T ;H2)  C;
which complete the proof of case d = 2.
(2) When d = 3, the argument before (2.3.25) is the same. From (2.3.22)
and Sobolev's inequality, we have, for arbitrary 0 > 0,
1
2
d
dt
ku0mk2L2 + (  c1kumnkL2( )   0kumkH1)ku0mk2H1
+
1

ku0mnk2L2( )  kf 0kL2ku0mkL2 + C 30 kumkH1ku0mk2L2 :
(2.3.29)
For suciently small 0 and , there exists T
0
1 > 0 such that
  c1kumnkL2( )   0kumkH1  =2; 8t 2 [0; T 01]: (2.3.30)
From (2.3.29) and (2.3.30), we obtain (2.3.26), and furthermore (2.3.28),
with T1 replaced by T
0
1. With a similar argument to the case of d = 2 from
(2.3.28), we conclude the existence of u in (0; T
0], where T 0 is the maximum
time such that supt2(0;T 0) ku(t)kH1 <1.
Remark 2.3.1. When d = 3, the solution u exists locally in time. For
suciently small initial value u0 and f , one can prove the existence of
solution u in (0;1).
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2.3.2 The error estimates of penalty
We show the error estimates of u   u.
Recalling that l(t) =
1
j
j
R

 p(t)dx, and p(t) = p(t)  l(t) 2 Q, we set
 =  n(u; p)j ;  =  1unj    l(t):
We shall study the estimates of
eu(t) = u(t)  u(t); ep(t) = p(t) p(t);
e(t) = (t)  (t):
We assume the error of initial value
keu(0)kH2 = ku0   u0kH2  C: (2.3.31)
Error estimates at t = 0
Subtracting (2.3.8) from (2.3.1) at t = 0 yields,
P(u0(0)  u0(0)) = P(u0   u0)  P(u0  ru0   u0  ru0);
which implies, from the assumption (2.3.31),
ke0u(0)kL2  Cku0   u0kH2  C: (2.3.32)
Then, from the inf-sup conditions (2.2.5), (2.2.6), and
(e0u(0); v) + a(eu(0); v) + b(v; ep(0)) + c(e(0); vn)
+ a1(eu(0); u0; v) + a1(u0; eu(0); v) = 0; v 2 V;
(2.3.33)
we have
kep(0)kL2  C(ke0u(0)kL2 + keu(0)kH1)  C; (2.3.34)
ke(0)kH 1=2  C(ke0u(0)kL2 + keu(0)kH1 + kep(0)kL2)  C: (2.3.35)
Substituting v = eu(0) into (2.3.33), it yields,
ke(0)k2L2( ) = c(e(0); + l)  (e0u(0); eu(0))
  a(eu(0); eu(0))  a1(eu(0); u0; eu(0)) + a1(u0; eu(0); eu(0))
Cke(0)kH 1=2 + ke0u(0)kL2keu(0)kL2 + Ckeu(0)k2H1  C2;
which shows
ke(0)k2L2( )  C: (2.3.36)
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Theorem 2.3.2. Let (u; p) and (u; p) be the unique solutions to (2.3.1)
and (2.3.8), respectively. Under the assumption that
n(u; p) 2 L2(0; T ;L2( )); u 2 L4(0; T ;V ); l 2 L2((0; T ));
we have
keuk2L1(0;t;L2) + keuk2L2(0;t;H1)  C: (2.3.37)
Under the assumption that
n(u
0; p0) 2 L2(0; T ;L2( )); u0; u0 2 L2(0; T ;V ); l0 2 L2((0; T ));
we have
ke0uk2L1(0;t;L2) + ke0uk2L2(0;t;H1)  C: (2.3.38)
To state the proof, we rewrite (2.3.1) and (2.3.8) into the following. forms
Find (u(t); p(t); (t)) 2 V  Q M 0, with u0(t) 2 L2(
)d, for any t 2
(0; T ), such that,
(u0; v) + a(u; v) + a1(u; u; v) + b(v; p) + c(; vn) = (f; v); 8v 2 V;
(2.3.39a)
b(u; q) = 0; 8q 2 Q; (2.3.39b)
c(un; ) = 0; 8 2M; (2.3.39c)
u(0; x) = u0: (2.3.39d)
Find (u(t); p(t); (t)) 2 V  Q  M 0, with u0(t) 2 L2(
)d, for all
t 2 (0; T ) such that
(u0; v) + a(u; v) + a1(u; u; v) + b(v;p) + c(; vn)
= (f; v); 8v 2 V; (2.3.40a)
b(u; q) = 0; 8q 2 Q; (2.3.40b)
c(un; ) = c( + l(t); ) 8 2M; (2.3.40c)
u(0; x) = u0: (2.3.40d)
Proof of Theorem 2.3.2. Subtracting (2.3.39) from (2.3.40) yields, for all v 2
V ,
(e0u; v)+a(eu; v)+b(v; ep)+a1(u; eu; v)+a1(eu; u; v)+c(e; vn) = 0: (2.3.41)
In view of unj  = 0 and
R
  unds = 0, we have en  nj  =  un and
c(e; eu  n) = c(   1un; un) = k   1unk2L2( )   c(   1un; ):
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Substituting v = eu to (2.3.41), we obtain, for any 0 > 0,
1
2
d
dt
keuk2L2 + keuk2H1 + k   1unk2L2( )
c(   1un; )  a1(eu; u; eu)
0k   1unk2L2( ) + C 10 kk2L2( ) + 0keuk2H1 + C 30 keuk2L2kuk4H1 ;
(2.3.42)
which gives (2.3.37).
Dierentiating (2.3.41) with respect to t and substituting v = e0(t), we
have
d
dt
ke0uk2L2 + ke0uk2H1 + k0    1u0nk2L2( )
C(ku0k2H1 + ku0k2H1)keuk2H1 + Ck0k2L2( ) + Ckuk4H1ke0uk2L2 :
(2.3.43)
From (2.3.32), (2.3.37) and (2.3.43), we conclude (2.3.38).
Theorem 2.3.3. Let (u; p) and (u; p) be the unique solutions to (2.3.1)
and (2.3.8), repectivelty. Assume
(u; p); (u; p) 2 H1(0; T ;H2(
)d)H1(0; T ;H1(
));
we have,
ke0ukL2(0;T ;L2) + keukL1(0;t;V )  C; (2.3.44)
kepkL2(0;T ;L2) + kekL2(0;T ;M)  C: (2.3.45)
Proof of Theorem 2.3.3. From the assumption, we see that
 2 H1(0; T ;H1=2( )); l 2 H1((0; T )):
From (2.3.41), we have, for all t 2 (0; T ), and for any v 2 H10 (
)d,
b(v; ep(t)) =  (e0u(t); v)  a(eu(t); v)  a1(u(t); eu(t); v)  a1(eu(t); u(t); v):
(2.3.46)
Applying the inf-sup condition (2.2.5) to (2.3.46), it gives
kep(t)kL2  C(ke0u(t)kL2 + keu(t)kH1): (2.3.47)
Applying the inf-sup condition (2.2.6) to (2.3.41), we have
ke(t)kM  C(ke0u(t)kL2 + keu(t)kH1 + kep(t)kL2): (2.3.48)
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We see that
c(e; e
0
u) = 
1
2
d
dt
kek2L2( )   c(e; 0 + l0): (2.3.49)
Substituting v = e0u(t) into (2.3.41), it yields
ke0uk2L2 +
1
2
d
dt
a(eu; eu) + 
1
2
d
dt
kek2 
c(e; 0 + l0)  a1(u; eu; e0u)  a1(eu; u; e0u)
CkekM 0(k0kH1=2( ) + jl0j) + CkeukH1ke0ukL2 :
(2.3.50)
From (2.3.47), (2.3.48), and keu(t)k2H1  a(eu(t); eu(t)), we get
ke0uk2L2 +
d
dt
a(eu; eu) + 
d
dt
kek2L2( )  Ca(eu(t); eu(t)) + C2: (2.3.51)
From (2.3.31) and (2.3.36), we see that (2.3.51) implies (2.3.44). (2.3.45)
follows directly from (2.3.47) and (2.3.48).
2.4 The penalty method to the stationary Navier-
Stokes problem
We consider the stationary Navier-Stokes problem (NS) with slip boundary
condition.
  u+ (u  r)u+rp = f; in 
; (2.4.1a)
r  u = 0; in 
; (2.4.1b)
un = 0; T (u) = 0; on  ; (2.4.1c)
u = 0 on D: (2.4.1d)
In this section, we consider two penalty problem to (NS) (also (2.4.1)). The
well-posedness, regularity and error estimates of the penalty problems are
investigated.
2.4.1 The penalty problems (NS) and (NS
0
)
First, we give the variational forms of (NS) (also (2.4.1)) and the penalty
problem (NS) (also (2.4.2)).
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The variational forms of (NS) and (NS)
We write the the penalty problem (NS):
  u + (u  r)u +rp = f; in 
; (2.4.2a)
r  u = 0; in 
; (2.4.2b)
n(u; p) +
1

un = 0; T (u) = 0; on  ; (2.4.2c)
u = 0 on D: (2.4.2d)
The variational form of (2.4.1) reads as: nd (u; p) 2 Vn  Q such that
a(u; v) + a1(u; u; v) + b(v; p) = (f; v); 8v 2 Vn; (2.4.3a)
b(u; q) = 0; 8q 2 Q: (2.4.3b)
Remark 2.4.1 (cf. [19]). For f = 0, (2.4.3) admits a unique solution u = 0.
For any f 2 V 0 and f 6= 0, there exists a solution (u; p) 2 Vn Q for (2.4.3),
with
kukH1  kfkV 0=; kpkL2  CkfkV 0 : (2.4.4)
If 2 > kfkV 0 , then the solution is unique.
The variational form of (2.4.2) reads as: nd (u; p) 2 V Q such that
a(u; v) + a1(u; u; v) + b(v; p) +
1

Z
 
unvnds = (f; v); 8v 2 V;
(2.4.5a)
b(u; q) = 0; 8q 2 Q: (2.4.5b)
The penalty problem (NS0)
We also consider the penalty problem with skew symmetric term, denoted
as (NS0): nd (u; p) 2 V Q such that,
a(u; v) +
1
2
[a1(u; u; v)  a1(u; v; u)] + 1

Z
 
unvnds
+ b(v; p) = (f; v); 8v 2 V;
(2.4.6a)
b(u; q) = 0; 8q 2 Q: (2.4.6b)
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The strong form of (2.4.6) reads as:
  u + (u  r)u +rp = f; in 
; (2.4.7a)
r  u = 0; in 
; (2.4.7b)
(u; p) +
1

unn  1
2
unu = 0; on  ; (2.4.7c)
u = 0 on D: (2.4.7d)
Remark 2.4.2. If we replace unj  = 0 in (NS) with the non-homogeneous
boundary condition unj  = g 6= 0, we have to replace the penalty term
n(u + p) + 
 1un = 0 of (NS) with n(u + p) +  1(un   g) = 0.
Correspondently, we have to replace the penalty term 1
R
  unvn ds in (2.4.5)
with 1
R
 (un   g)vn ds. In this case, the skew-symmetric term
1
2
[a1(u; u; v)  a1(u; v; u)] = a1(u; u; v)  1
2
Z
 
g(u  v) ds;
Therefore, instead of (2.4.6), we have to consider the penalty problem
a(u; v) +
1
2
[a1(u; u; v)  a1(u; v; u)] + 1
2
Z
 
g(u  v)
+ b(v; p) + 
 1c(un   g; vn) = (f; v); 8v 2 V:
Correspondently, we replace (2.4.7c) with (u; p) +
1
 (un   g)n  12(un  
g)u = 0.
2.4.2 The well-posedness of (NS) and (NS
0
)
For (NS) (also (2.4.5)), we consider the equation without p, denoted as
(NS ): nd u 2 V  such that,
a(u; v) + a1(u; u; v) +
1

Z
 
unvnds = (f; v); 8v 2 V : (2.4.8)
For (NS0) (also (2.4.6)), we consider the equation without p, denoted
as (NS0
): nd u 2 V  such that,
a(u; v) +
1
2
[a1(u; u; v)  a1(u; v; u)] + 1

Z
 
unvnds
= (f; v); 8v 2 V :
(2.4.9)
Remark 2.4.3. Let (u; p) be the solution of (2.4.5) (resp. (2.4.6)), then
u satises (2.4.8) (resp. (2.4.9)).
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Proposition 2.4.1. Let u be the solution of (2.4.8) (resp. (2.4.9)), then
there exists a unique p associated to u, such that (u; p) satises (2.4.5)
(resp. (2.4.6)), with
kpkL2  C(kukH1 + kuk2H1 + kfkV 0):
Proof. (1) First, let us prove the case of (2.4.8). In view of the inf-sup
condition of b (3.2.7), for any u 2 V , there exists a unique p 2 Q such that
a(u; v) + a1(u; u; v) + b(v;p) = (f; v); v 2 H10 (
)d; (2.4.10)
and we have
kpkL2  sup
v2H10 (
)dnf0g
b(v;p)
kvkH1
 C(kukH1 + k(u  r)uk2V 0 + kfkV 0):
For arbitrary  2 C1( ) with R  n ds = 1, we set
k =
1
j j
 
a(u; ) + a1(u; u; v) + b(;p)   1c(un; n)  (f; )

:
(2.4.11)
One can verify that k is independent of , and (u; p) with p = p + k
satises (2.4.5).
Substituting v = ' into (2.4.5), where ' 2 V with 'j  = kn and
kvkH1  Cjkj, we have
jkj2j j = k
Z
 
'n ds =  b('; k)
= a(u; ') + a1(u; u; ') + b(';p) + 
 1c(un; 'n)  (f; v);
which implies
jkj  C(kukH1 + k(u  r)ukV 0 + kfkV 0):
(2) For the case of (2.4.9), we have there exists a unique p 2 Q such
that
a(u; v) +
1
2
[a1(u; u; v)  a1(u; v; u)] + b(v;p) = (f; v); v 2 H10 (
)d;
(2.4.12)
and we have
kpkL2  C(kukH1 + k(u  r)ukV 0 + kukL3kukL6 + kfkV 0):
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For arbitrary  2 C1( ) with R  n ds = 1, setting
j jk =a(u; ) + 1
2
[a1(u; u; v)  a1(u; v; u)]
+ b(;p)   1c(un; n)  (f; );
(2.4.13)
one can verify that k is the constant independent of , with
jkj  C(kukH1 + k(u  r)ukV 0 + kukL3kukL6 + kfkV 0)
and (u; p) with p = p + k satises (2.4.6).
From Solbolev's embedding theorem and trace theorem:
kvkL4( )  C1kvkH 12 ( ); kvkH 12 ( )  C2kvkH1 ; 8v 2 V; d = 2; 3;
we set the constant c1 > 0 such that
a1(w; v; v) =
1
2
Z
 
wnjvj2 ds  c1kwnkL2( )kvk2H1 ; 8w 2 V ; v 2 V:
(2.4.14)
Proposition 2.4.2. (1) For arbitrary  (0 <   1), when  is suciently
small, there exists a solution u 2 V  of (NS) (also (2.4.8)), with
kukH1  kfkV 0(1 + )=; kunkL2( ) 
p
2(1 + )=kfkV 0 : (2.4.15)
Moreover, if kfkV 0 is suciently small (equivalently,  or  is large enough)
such that
  ka1k1 + 

kfkV 0   c1
r
2(1 + )

kfkV 0 > 0;
then u is unique in fv 2 V j kvkH1  kfkV 0(1 + )=g.
(2) There exists a solution u 2 V  of (NS0) (also (2.4.9)), with
kukH1  kfkV 0=; kunkL2( ) 
p
=kfkV 0 : (2.4.16)
Moreover, if kfkV 0 is suciently small such that  ka1kkfkV 0= > 0, then
the solution u is unique.
Proof. The proof is similar to the standard argument (cf. [19, Chapter
IV, Theorem 1.2]). We construct the approximate solutions by Galerkin's
method. Since V  is separable, there exists a sequence fwig1i=1  V  such
that, for any m  1, w1; : : : ; wm are linearly independent, and [1m=1Vm is
dense in V , where Vm = spanfwigmi=1.
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Let us rst prove (2). For any m  1, we consider the Galerkin's ap-
proximate problem, denoted as (NSm
0): nd um 2 Vm such that
a(um; wi) +
1
2
[a1(um; um; wi)  a1(um; wi; um)] + 1

c(umn; win)
= (f; wi); 8i = 1; : : : ;m;
(2.4.17)
where umn = um  n, win = wi  n.
We dene the mapping m : Vm ! Vm:
(m(v); wi) =a(v; wi) +
1
2
[a1(v; v; wi)  a1(v; wi; v)]
+
1

c(vn; win)  (f; wi):
We have
(m(v); v) = a(v; v) + 
 1kvnk2L2( )   (f; v)
 (kvkH1   kfkV 0)kvkH1 +  1kvnk2L2( ):
Hence, (m(v); v)  0 for all v 2 Vm with kvkH1 = kfkV 0=. Applying the
Browser's xed point theorem (cf. [19, Chapter IV, Theorem 1.1]), there
exists a solution um of (NS

m
0), with kumkH1  kfkV 0=. Then there
exists a subsequence of fumg1m=1, which we also denoted as fumg1m=1,
satises
um ! u; weakly in V ; um ! u in L2(
);
as m!1. Passing the limit m!1 of (2.4.17), we see that u = u is the
solution of (NS0
).
For any solution u of (NS


0), substituting v = u into (2.4.6), we have
kuk2H1 +  1kunk2L2( ) a(u; u) +  1c(un; un)
=(f; u)  kfkV 0kukH1 ;
which implies (2.4.16).
We then consider the uniqueness of solution. Assume there exist two
solutions u and U of (NS


0). Setting w = u   U, we see that
a(w; v) +
1
2
[a1(U; w; v)  a1(U; v; w)]
+
1
2
[a1(w; u; v)  a1(w; v; u)] + 1

c(wn; vn) = 0; 8v 2 V :
(2.4.18)
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Substituting v = w into (2.4.18), we have
0 = a(w;w) +  1kwnk2L2( ) +
1
2
[a1(w; u; w)  a1(w;w; u)]
 kwk2H1 +  1kwnk2L2( )   ka1kkwk2H1kukH1 :
If  > ka1kkfkV 0=  ka1kkukH1 , then w = 0. We nish the proof of (2).
Next, we prove (1). Similar to the argument above, we have the Galerkin's
approximate problem, denoted as (NSm): nd um 2 Vm such that
a(um; wi) + a1(um; um; wi) + 
 1c(umn; win)
= (f; wi); 8i = 1; : : : ;m;
(2.4.19)
and the associate mapping m : Vm ! Vm:
(m(v); wi) = a(v; wi) + a1(v; v; wi) + 
 1c(vn; win)  (f; wi):
In view of (2.4.14), we have
a1(v; v; v)  c1kvnkL2( )kvk2H1 
1
2
kvnk2L2( ) +
c21
2
kvk4H1 ;
applying which we can obtain
(m(v); v)  (kvkH1  
c21
2
kvk3H1   kfkV 0)kvkH1 +
1
2
kvnk2L2( ): (2.4.20)
For any  > 0 (  1), and for any v 2 Vm with kvkH1 = (1+)kfkV 0 , if
  2
3
c21(1 + )
3kfk2V 0
; (2.4.21)
we have
(kvkH1  
c21
2
kvk3H1   kfkV 0)  0:
Hence, there exists a solution um of (NS

m), with kumkH1  (1+)kfkV 0 .
Substituting wi = um in (2.4.19), it yields
(  c
2
1
2
kumk2H1)kumk2H1 +
1
2
kumnk2L2( )  kfkV 0umkH1 :
In view of   23
c21(1+)
3kfk2
V 0
and kumkH1  (1+)kfkV 0 , we have
  c
2
1
2
kum    
1 + 
=

1 + 
> 0;
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which implies
kumnkL2( ) 
p
2(1 + )=kfkV 0 :
After passing the limit m ! 1, we have um ! u weakly in V , with
kukH1  (1+)kfkV 0 , kunkL2( ) 
p
2(1 + )=kfkV 0 , and u is a solution
of (NS ). We proved (2.4.16). Now, for u the solution of
We then consider the uniqueness of u. Assume u and U are two solu-
tions of (NS ) satisfying (2.4.15). Setting w = u   U, we see that
a(w; v) + a1(U; w; v) + a1(w; u; v) +
1

c(wn; vn) = 0; 8v 2 V : (2.4.22)
Substituting v = w into (2.4.22), we have
0 = a(w;w) +  1kwnk2L2( ) + a1(U; w; v) + a1(w; u; v)
 (  c1kUnkL2( ))kwk2H1 +  1kwnk2L2( )   ka1kkwk2H1kukH1 :
Since u and U satisfy (2.4.15), if  >
ka1k(1+)kfkV 0
 + c1
q
2(1+)
 kfkV 0 ,
then w = 0. We nish the proof of (1).
From Proposition 2.4.2 and 2.4.1, we conclude the theorem of the well-
posedness of (NS) and (NS
0
).
Theorem 2.4.1. (1) For arbitrary small positive number , there exists a
solution (u; p) 2 V Q of (NS) (also (2.4.5)) for suciently small  (see
(2.4.21)), satsifying
kukH1 
kfkV 0(1 + )

;  1=2kunkL2( ) + kpkL2  C: (2.4.23)
where C is dependent on ; kfkV 0 and . Moreover, if
  ka1k1 + 

kfkV 0   c1
r
2(1 + )

kfkV 0 > 0;
then (u; p) is unique in fv 2 V j kvkH1  kfkV 0(1 + )=g Q.
(2) There exists a solution (u; p) 2 V Q of (NS0) (also (2.4.6)), with
kukH1  kfkV 0=;  1=2kunkL2( ) + kpkL2  C: (2.4.24)
Moreover, if   ka1kkfkV 0= > 0, then the solution u is unique.
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Remark 2.4.4. In Theorem 2.4.1, we show that all solutions of (NS0)
satises the estimate kukH1  kfkV 0=; however, we cannot conclude all
solutions of (NS) satises kukH1  (1+)kfkV 0 . Even when the solution
u is unique in fv 2 V j kvkH1  (1+)kfkV 0 g, there may still exists other
solutions in with kukH1 > (1 + )kfkV 0=.
The following proposition is to discuss the solutions of (NS).
Proposition 2.4.3. We consider the problem (NS). For arbitrary positive
small , let  satisfy (2.4.21), and
 <
83
27c21kfkV 0
:
Then there exist two positive roots a < b of the cubic equation
	(x) = 0; with 	(x) :=  c
2
1
2
x3 + x  kfkV 0

: (2.4.25)
Moreover, we have
(i) there exists a solution u with kukH1  a;
(ii) there is no solution u with a < kukH1 < b;
(iii) there may exists a solution u with kukH1  b,
where
kfkV 0

 a  (1 + )kfkV 0

;
s
2
3c21
 b 
s
2
c21
:
Proof. (i) is proved in Theorem 2.4.1. Let u be any solution of (NS).
Substituting v = u into (NS) (also 2.4.5), it yields, similar to the derivation
of (2.4.20),
(kukH1  
c1
2
kuk3H1   kfkV 0)kukH1 +
1
2
kunk2L2( )
a(u; u) + a1(u; u; u) +  1c(un; un)  (f; u)
=0;
which implies kukH1   c12 kuk3H1   kfkV 0  0. Taking kukH1 = x, it is
equivalent to consider the inequality
	(x)  0; for x  0:
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Since 	0(x) = 1  3c212 , there are two critical points x1 =  
q
2
3c21
, x2 =
q
2
3c21
of 	(x). Under the assumption  < 8
3
27c21kfkV 0
, we have
	(x2) =
s
8
27c21
  kfkV 0

> 0;
which implies there exist two positive roots a; b (a < b) of (2.4.25). And see
that
(x)  0 for x 2 [0; a] [ [b;1]; (x)  0 for x 2 (a; b);
which proves (i)(ii)(iii). As 	(a) = 0, 	(0) =  kfkV 0  0, we have
a  kfkV 0

=
c21
2
a3  0:
Under the assumption (2.4.21), we have 	(
(1+)kfkV 0
 )  0, which implies
a  (1+)kfkV 0 .
	(b) = 0 gives b(1  b2 c212 ) = kfkV 0 > 0, from which we obtain b 
q
2
c21
.
Since 	(x2) > 0, we have b  x2. The proof is completed.
2.4.3 The iteration methods for (NS0) and (NS)
According to (iii) of Proposition 2.4.3, even when (NS) has a unique solu-
tion in fv 2 V j kvkH1  (1+)kfkV 0 g, there may still exists other solution in
fv 2 V j kvkH1 > C 1=2g. It seems (NS0) is more reliable to approximate
(NS) than (NS). However, when we apply the iteration methods to solve
(NS0) and (NS) in numerical computation, the convergence behavior of
them are not so much dierent.
We consider two iteration methods to both (NS) and (NS
0
).
Let (u0 ; p
0
 ) be the solution of the penalty Stokes problem (S), with
ku0k1;
 
kfkV 0

; ku0nkL2( ) 
p
kfkV 0 : (2.4.26)
We set (u0 ; p
0
 ) 2 V Q as the initial value of iteration.
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Iteration method (i) for (NS)
For k = 1; 2; : : : ;Mmax, nd (u
k
 ; p
k
 ) 2 V Q such that,
a(uk ; v) + a1(u
k 1
 ; u
k
 ; v) + b(v; p
k
 ) +
1
0
Z
 
uknvn ds = (f; v); 8v 2 V;
(2.4.27a)
b(uk ; q) = 0; 8q 2 Q; (2.4.27b)
if kuk   uk 1 k1;
  0; then stop the iteration; (2.4.27c)
where Mmax is the maximum iteration number, 0 is the error of iteration,
and 0 :=   c1
p
kfkV 0 > 0 (with suciently small ).
Lemma 2.4.1. For suciently small  such that 0 :=   c1
p
kfkV 0 > 0,
we have
kuk k1;
 
kfkV 0
0
; kuknkL2( ) 
p
kfkV 0 ; 8k  1: (2.4.28)
Furthermore, if (0)2 > ka1kkfkV 0, then uk ! u in V .
Proof. Substituting v = u1 into (2.4.1) for k = 1, with (2.4.26), and 
0 :=
  c1
p
kfkV 0 > 0, it yields
ku1k1;
 
kfkV 0
0
; ku1nkL2( ) 
p
kfkV 0 :
(2.4.28) follows from the induction method. (2.4.28) implies the existence
of a subsequence fum gm0 such that um ! u weakly in V as m!1.
Next, we show the convergence uk ! u in V .
Setting wk = uk   uk 1 , we have
a(wk+1; v)+a1(u
k
 ; w
k+1; v)+
1
0
Z
 
wk+1n vnds =  a1(wk; uk ; v); 8v 2 V :
Substituting v = wk+1, we obtain
kwk+1k2H1   c1kuknkL2( )kwk+1kH1 + (0) 1kwk+1n k2L2( )
  a1(wk; uk ; wk+1)  ka1kkuk kH1kwkkH1kwk+1kH1 ;
which gives
0kwk+1kH1 
ka1kkfkV 0
0
kwkkH1 :
If 02 > ka1kkfkV 0 , then kwkkH1 ! 0 as k !1, which implies uk ! u in
V .
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Iteration method (i) for (NS0)
For k = 1; 2; : : : ;Mmax, nd (u
k
 ; p
k
 ) 2 V Q such that,
a(uk ; v) +
1
2
[a1(u
k 1
 ; u
k
 ; v)  a1(uk 1 ; v; uk )] +
1

Z
 
uknvn ds
+ b(v; pk ) = (f; v); 8v 2 V;
(2.4.29a)
b(uk ; q) = 0; 8q 2 Q; (2.4.29b)
if kuk   uk 1 k1;
  0; then stop the iteration: (2.4.29c)
Lemma 2.4.2. Let fuk gk1 be the solution of (2.4.29), we have
kuk k1;
  kfkV 0=; kuknkL2( ) 
p
kfkV 0 ; 8k  1: (2.4.30)
Furthermore, if 2 > ka1kkfkV 0, then uk ! u in V .
Proof. Substituting v = uk into (2.4.29), it yields (2.4.30), which implies
the existence of a subsequence fum gm0 such that um ! u weakly in V as
m!1.
Setting wk = uk   uk 1 , we have
a(wk+1; v) +
1
2
[a1(u
k
 ; w
k+1; v)  a1(uk ; v; wk+1)] +
1

Z
 
wk+1n vnds
=  1
2
[a1(w
k; uk ; v)  a1(wk; v; uk )]; 8v 2 V :
Substituting v = wk+1, we obtain
kwk+1k2H1 +  1kwk+1n k2L2( )
=  a1(wk; uk ; wk+1)  ka1kkuk kH1kwkkH1kwk+1kH1 ;
which implies kwk+1kH1  ka1kkfkV 02 kwkkH1 . And we conclude if 2 >
ka1kkfkV 0 , then uk ! u in V as k !1.
Remark 2.4.5. In view of Lemma 2.4.1, the convergence condition 02 >
ka1kkfkV 0 is similar to the assumption of unique solution in (1) of The-
orem 2.4.1. According to Lemma 2.4.2, the convergence condition 2 >
ka1kkfkV 0 is the same condition to prove the unique solution in (2) of The-
orem 2.4.1.
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Iteration method (ii) for (NS)
We consider the Newton's method. For k = 1; 2; : : : ;Mmax, nd (u
k; pk) 2
V Q such that,
a(uk; v) + a1(u
k; uk 1 ; v) + a1(u
k 1
 ; u
k; v) + b(v; pk)
+  1c(uk  n; vn) = (f; v)  a(uk 1 ; v)  a1(uk 1 ; uk 1 ; v)
  b(v; pk 1 )   1c(uk 1  n; vn); 8v 2 V;
(2.4.31a)
b(uk ; q) = 0; 8q 2M; (2.4.31b)
uk = u
k 1
 + u
k; pk = p
k 1
 + p
k; (2.4.31c)
if kukk  0; then stop the iteration: (2.4.31d)
Via calculation, we have, for each k,
a(uk ; v) + a1(u
k
 ; u
k 1
 ; v) + a1(u
k 1
 ; u
k; v) +  1c(ukn; vn)
=  a1(uk 1; uk 1; v); 8v 2 V ;
(2.4.32)
where a1(u
0; u0; v) := a1(u
0
 ; u
0
 ; v). Substituting v = u
k
 into (2.4.32), it
yields 
  ka1kkuk 1 kH1   c1kuk 1n kL2( )

| {z }
=:k
kuk k2H1 +
1

kuknk2L2( )
ka1kkuk 1 k2H1kuk kH1 :
If k  ~ > 0, for all k  1, then we obtain
kuk kH1 
ka1k
~
kuk 1 k2H1 ;
which shows the second order convergence of the Newton's method. How-
ever, we have to admit that there is no explicit choice of u0 and , such that
the convergence condition k  ~ > 0 is satised. All we know is that if 
is suciently small the initial value u0 is suciently close to u, then the
Newton's method converges.
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Iteration method (ii) for (NS0)
For k = 1; 2; : : : ;Mmax, nd (u
k; pk) 2 V Q such that,
a(uk; v) +
1
2
[a1(u
k; uk 1 ; v)  a1(uk; v; uk 1 )] + b(v; pk)
+
1
2
[a1(u
k 1
 ; u
k; v)  a1(uk 1 ; v; uk)] +  1c(uk  n; vn)
=(f; v)  a(uk 1 ; v) 
1
2
[a1(u
k 1
 ; u
k 1
 ; v)  a1(uk 1 ; v; uk 1 )]
  b(v; pk 1 )   1c(uk 1  n; vn); 8v 2 V;
(2.4.33a)
b(uk ; q) = 0; 8q 2M; (2.4.33b)
uk = u
k 1
 + u
k; pk = p
k 1
 + p
k; (2.4.33c)
if kukk  0; then stop the iteration: (2.4.33d)
Via calculation, we have, for each k,
a(uk ; v) +
1
2
[a1(u
k
 ; u
k 1
 ; v)  a1(uk ; v; uk 1 )]
+
1
2
[a1(u
k 1
 ; u
k; v)  a1(uk 1 ; v; uk)] +  1c(ukn; vn)
=  1
2
[a1(u
k 1; uk 1; v)  a1(uk 1; v; uk 1)]; 8v 2 V ;
(2.4.34)
where a1(u
k 1; uk 1; v) a1(uk 1; v; uk 1) := a1(u0 ; u0 ; v) a1(u0 ; v; u0 ).
Substituting v = uk into (2.4.34), it yields
  ka1kkuk 1 kH1

| {z }
=:k
kuk k2H1 +
1

kuknk2L2( )
ka1kkuk 1 k2H1kuk kH1 :
If  is suciently small the initial value u0 is suciently close to u such
that k  ~ > 0, for all k  1, then we obtain
kuk kH1 
ka1k
~
kuk 1 k2H1 :
The method convergence at second order.
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2.4.4 Error estimates of (NS0)
Let f 2 L2(
), we assume there exists a unique solution (u; p) 2 H2(
) 
H1(
) of (2.4.1).
Theorem 2.4.2. Let u and u be the solutions of (2.4.1) and (2.4.6), re-
spectively. Assume n(u; p) 2 L2( ), and  is suciently large( or kfkV 0 is
small enough) such that 2 > ka1kkfkV 0, then we have
ku  ukH1 + kp pkL2 +
p
k  kL2( )  C
p
kn(u; p)kL2( ); (2.4.35)
where p = p + k, p 2 Q, and k = 1j
j
R

 pdx.
Proof. Introducing the Lagrange multiplier  =  n(u; p) and  = 1un,
we rewrite the variational equations (2.4.3) and (2.4.6) into
(1) nd (u; p; ) 2 V QM 0 such that,
a(u; v) + a1(u; u; v) + b(v; p) + c(; vn) = (f; v); 8v 2 V; (2.4.36a)
b(u; q) = 0; 8q 2 Q; (2.4.36b)
c(un; ) = 0; 8 2M ; (2.4.36c)
(2) nd (u; p; ) 2 V QM 0 such that,
a(u; v) +
1
2
a1(u; u; v)  1
2
a1(u; v; u)
+ b(v; p) + c(; vn) = (f; v); 8v 2 V;
(2.4.37a)
b(u; q) = 0; 8q 2 Q; (2.4.37b)
c(un; ) = c(; ); 8 2M: (2.4.37c)
Substituting v = u  u into (2.4.36a) (2.4.37a), we have
a(u  u; u  u) + 1
4
[a1(u  u; u+ u; u  u)
  a1(u  u; u  u; u+ u)] + c(  ; un   un) = 0:
Noticing un = 0 and un = , we derive
c(  ; un   un) =  c(  ; )
=c(  ;   )  c(  ; ):
(2.4.38)
It is proved in Remark 2.4.1, Theorem 2.4.1, that u and u satisfy
kukH1 ; kukH1  kfkV 0=: (2.4.39)
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Therefore, we have
(  ka1kkfk
=)ku  uk21;
 + c(  ;   )
c(  ; )  
2
k  k2L2( ) +

2
kk2L2( ):
(2.4.40)
Under the assumption 2 > ka1kkfk
, we obtain,
ku  ukH1 +
p
k  kL2( )  C
p
kkL2( ):
Using inf-sup condition of b (3.2.7) and (2.4.39), we conclude
kp pkL2  Cku   ukH1 : (2.4.41)
The proof is completed.
Theorem 2.4.3. Let n(u; p) 2 H1=2( ), and with the same assumption of
Theorem 2.4.2, then we have
ku  ukH1 + kp pkL2  C(kn(u; p)kH1=2( ) + kfkL2): (2.4.42)
Proof. Instead of using (2.4.38), we derive
c(  ; un   un) = c(   + k; un   un) =  c(   + k; )
=c(   + k;    + k)  c(   + k; + k);
(2.4.43)
and obtain
(  ka1kkfkV 0=)ku  uk2H1 + c(   + k;    + k)
c(   + k; + k)  k   + kkM 0k+ kkM :
(2.4.44)
If we show
k   + kkM 0  Cku  ukH1 ; (2.4.45)
then with the assumption  2 H1=2( ) = M , we can derive the error esti-
mate
ku  ukH1  C(kk + k); (2.4.46)
where k is bounded independent of ( Theorem 2.4.1). kp   pkL2  C
follows from (2.4.41) and (2.4.46). Therefore, we are only left to prove
(2.4.45). Since
  c(   + k; vn)
=a(u  u; v) + b(v; p p) + 1
2
[a1(u  u; u; v)
+ a1(u; u  u; v) + a1(u   u; v; u) + a1(u; v; u   u)]
C(1 + kukH1 + kukH1)(ku  ukH1 + kp pkL2)kvkH1 :
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From (2.4.39), (2.4.41) and the inf-sup condition of c (3.2.8), we obtain
(2.4.45).
Remark 2.4.6. In above, we show the error estimates of penalty scheme
(2.4.6). For penalty scheme (2.4.5), under the assumption that u with
kuk1;
  3kfk
2 and 2 > 3ka1kkfk
2 , then we can obtain the same error
estimates as (2.4.35) and (2.4.42).
2.4.5 The nite element method to (NS0)
Finite element penalty scheme.
We adopt the same notation of Section 2.2.3. For simplicity, we only consider
the P1b=P1 approximation. Setting
a1h(uh; vh; wh) =
Z

h
(uh  rvh)wh dx; 8uh; vh; wh 2 Vh:
the nite element approximation to penalty problem (2.4.6) reads as: nd
(uh; ph) 2 Vh Qh such that,
ah(uh; vh) +
1
2
[a1h(uh; uh; vh)  a1h(uh; v; uh)]
+ bh(vh; ph) +
1

ch(uh  nh; vh  nh) = ( ~f; vh)
h ; 8vh 2 Xh;
(2.4.47a)
bh(uh; qh) = 0; 8qh 2Mh; (2.4.47b)
Theorem 2.4.4. There exists a solution (uh; ph) 2 VhQh to (2.2.36) with
ch dened by both (2.2.30) and (2.2.31), and the solution satises
kuhkH1(
h) + kphkL2(
h) +
p
kuh  nhkch  Ck ~fkL2(
h); (2.4.48)
where ph = ph + kh, ph 2 Qh, kh =
R

h
phdx=j
hj, and
jkhj  C

k ~fkL2(
h) + kuhkH1(
h) + kuhk2H1(
h) +
h


: (2.4.49)
Moreover, if 21 > ka1hkk ~fkL2(
h), then the solution is unique.
Proof. The proof is similar to that of Theorem 2.2.6.
With a similar argument to Proposition 2.2.1, we have the consistency
error estimates of the stationary Navier-Stokes equations.
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Proposition 2.4.4. Let (u; p) and (uh; ph) be solutions of (2.4.1) and (2.4.47),
respectively. Set  =  n(u; p), h = 1uh  nh. We assume f 2 L2(
), and
(u; p) 2 H2(
)d  H1(
), and the same assumption of Lemma 2.2.5. For
any vh 2 Vh, we set the consistency error
E(vh) :=ah(~u  uh; vh) + 1
2
[a1h(~u  uh; ~u; vh) + a1h(uh; ~u  uh; vh)
  a1h(~u  uh; vh; ~u)  a1h(~u; vh; ~u  uh)]
+ bh(vh; ~p  ph) + ch(vh  nh; ~  h);
where (~u; ~p) is the extension( Lemma 2.2.1) of (u; p) onto ~
 = 
[
h. Then,
we have
jE(vh)j  ChkvhkH1(
h): (2.4.50)
Error estimates
Theorem 2.4.5. ch is dened by (2.2.30). Let (u; p) and (uh; ph) be the
unique solutions of (2.4.1) and (2.4.47), respectively. Assuming f 2 L2(
),
(u; p) 2 H2(
)d H1(
), and 21 > ka1hkk ~fkL2(
h), we have
k~u  uhkH1(
h) + k~p  phkL2(
h)  C(
p
h+
p
+ h=
p
): (2.4.51)
Theorem 2.4.6. Let (u; p) and (uh; ph) be solutions of (2.4.1) and (2.4.47),
respectively. We assume f 2 L2(
), (u; p) 2 W 2;1(
)d  W 1;1(
), and
21 > ka1hkk ~fkL2(
h). We also assume (~u; ~p), the extension of (u; p), satisfy
the condition of Lemma 2.2.6, then we have
k~u uhkH1(
h)+k~p phkL2(
h)  C(h+
p
+h2=
p
); for d = 2; (2.4.52)
k~u uhkH1(
h)+k~p phkL2(
h)  C(
p
h+
p
+h=
p
); for d = 3: (2.4.53)
We skip the detailed proof of Theorem 2.4.5 and 2.4.6, which are similar
to the argument of Theorem 2.2.7 and 2.2.8, respectively.
The numerical experiment
Set 
 = f(x; y) 2 R2 j x2 + y2 < 1g. We consider the equation (2.4.1) with
exact solution u = (10x3y2; 10x2y3)T , p = 10x2y2.
kukL2 ' 1:11; kukH1 ' 6:88:
Here T (u) 6= 0, therefore we add
R
  T (u)vTds to the RHS of variational
forms (2.4.5),(2.4.6), and
R
 h
T (u)vhTds to (2.2.36).
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Newton's method is applied to solve the nonlinear equation( see Sect.
3.2.1(ii)). We test two penalty schemes (2.4.5),(2.4.6) for P1b=P1 ele-
ments. We compare two implement methods of penalty term(nonreduced-
integration scheme (2.2.30) and reduced-integration scheme (2.2.31)), with
dierent choices of  and h(  ' h and  ' h2).
From Figure 2.4.1 and 2.4.2, the numerical experiments show the H1
norm error ku uhk1;
h isO(h) for both ne and reduced-integration schemes(
(2.2.30) and (2.2.31)). Moreover, the L2 norm error ku   uhk
h seems
to be O(h2) for reduced-integration scheme with  ' h2. However, the
nonreduced-integration fails when  ' h2( or   h), which coincides with
our error estimates( Theorem 2.4.5). (The numerical experiments are im-
plemented with software FeniCS).
Notice: In Figure 2.4.2, line   h2; k  kL2 overlaps with line y = 2x; and
line   h2; k  kH1 overlaps with line   h; k  kH1 .
Remark
This chapter is based on [24, 50, 51]
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Figure 2.4.1: penalty scheme (2:4:6): nonreduced-integration (2.2.30)
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y=2x
Figure 2.4.2: penalty scheme (2:4:6): reduced-integration (2.2.31)
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Chapter 3
The Stokes/Navier-Stokes
equations with a unilateral
boundary condition of
Signorini's type and its
penalty method
3.1 Introduction
In this chapter, we consider the Navier-Stokes equations with a unilateral
boundary condition of Signorini's type (the inequality boundary condition),
and show the application of penalty method to the inequality boundary
condition.
Our motivation lies to propose a suitable outow boundary condition
for the Navier-Stokes equations modeling the blood ow in arteries. The
outow boundary condition plays very important role to the solutions gov-
erning the blood ow in the large arteries (cf. [17]). Usually, the prescribed
constant pressure, traction or velocity are applied to the outow boundary
condition. In many realistic cases, the pressure, traction or velocity on the
outow boundary cannot be prescribed, due to the unknown ow distri-
bution in the modeled domain. In numerical simulation, the free-traction
outow boundary condition is frequently used, which requires no addition
implementation of the outow boundary condition in computation. How-
ever, the energy inequality of velocity is not satised under the free-traction
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boundary condition, which may cause the outow instabilities or \blow-up"
of solution in numerical simulation.
We introduce the model problem. Let 
  Rd, d = 2; 3 be a bounded
domain. The boundary @
 is composed of S (inow boundary), C (the wall)
and   (outow boundary) (see Figure 3.1.1); those S, C and   are assumed
to be smooth surfaces. In particular, S and   are smooth domains in Rd 1.
That is, S and   are line segments (d = 2) and at surfaces (d = 3). Then,
for t 2 (0; T ], T > 0, we consider the Navier-Stokes equations in 
,
ut + (u  r)u = r  (u; p) + f; in 
; (3.1.1a)
r  u = 0; in 
; (3.1.1b)
ujS = b; (3.1.1c)
ujC = 0; (3.1.1d)
u(x; 0) = u0; on 
; (3.1.1e)
where (u; p) is the stress tensor dened by (2.1.2). Force f and initial
velocity u0 are given functions. On the wall C we impose the homogeneous
Dirichlet boundary condition (3.1.1d). On the inow boundary S, we give
the Dirichlet boundary condition ujS = b(t; x), where we assume
(t) :=  
Z
S
bn ds > 0; 8t 2 [0; T ];
and u0 = b(0) on S, u0 = 0 on C.
S
Ω
C
Γ
Γ
Figure 3.1.1: 
; S,   and C.
If we impose the free-traction boundary condition
(u; p) = 0 on  ;
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where (u; p) is traction vector dened by (2.1.3), then we cannot obtain
the energy inequality such as
ku(T )k2L2 +
Z T
0
kE(u)k2L2dt  C:
Here C is some constant dependent on some norms of f , u0 and b.
To tackle this problem, various types of articial outow boundary con-
dition are proposed. In [7, Chapter VII], [10, 11], the authors introduce and
analysis the nonlinear boundary condition
(u; p) =  1
2
[un] (u  g) + (g; ) on  ;
where [w] = maxf0;wg and (g; ) is some reference ow dened below by
(3.2.2). Under this boundary condition, one can show the energy inequality.
In [4, Y. Bazilevs et al.], a regularized traction vector
~(u; p) = (u; p)  [un] u
is introduced, and they consider the resistance boundary condition
~n(u; p) +R
Z
 
un ds+ p0 = 0; ~T (u; p) = 0 on  :
This boundary condition also satises the energy inequality.
These approaches are veried to be important for the overall stability
of the computations. However, a certain relation between u and (u; p) on
  is assumed in order to ensure the energy inequality. Here, we propose
another approach. We pose the following unilateral boundary condition of
Signorini's type:
un  0;
n(u; p)  0; unn(u; p) = 0; T (u) = 0 on  : (3.1.2)
(3.1.2) guarantees the energy inequality to the Navier-Stokes problems (3.1.1).
In this chapter, we study the well-posedness of (3.1.1) under the outow
boundary condition (3.1.2) (cf. Theorem 3.3.1, Proposition 3.3.1, 3.3.2.).
Since the Signorini's boundary condition leads to a variational inequality
for weak form, which is not easy to solve by numerical method. For that
purpose, we introduce the penalty method to approximate the variational
inequality by variational equation. The well-posedness of penalty problem
is also been investigated (cf. Theorem 3.4.1, Proposition 3.4.1, 3.4.2.).
76
To apply this model problem in numerical simulation, we have to study
the error estimates of penalty method and the nite element method to
the model problem. As a rst step, we consider a simple case of stationary
Stokes equations with Signorini's boundary condition (3.1.2). In Section 3.6,
We examine not only the well-posedness of Stokes problem and its penalty
problem, but also we obtain the error estimates of penalty method.
3.2 The energy inequality and the variational in-
equality
Reference ow.
To describe the energy inequality, we take a reference ow (g; ).
In view of (t) =   RS bn(t) ds > 0, for any t 2 [0; T ], there exists some
g0(x) 2 C10 ( )n, with Z
 
g0  n ds = 1; g0  n  0: (3.2.1)
We set the reference ow (g; ) such that, for all t 2 [0; T ],
 r  (g; ) = 0; r  g = 0; in 
; (3.2.2a)
g = b on S; g = 0 on C; g = g0(x)(t) on  : (3.2.2b)
And we nd (u; p) of the form
u = U + g; p = P + :
Assume u0 = g(0) on @
, then we have U0 = u0   g 2 H10 (
)d. It is
equivalent to consider the problem of (U;P ), denoted as (NS). For all
t 2 (0; T ), (U;P ) satises
Ut + ((U + g)  r)U + (U  r)g  r  (U;P ) = F; in 
; (3.2.3a)
r  U = 0; in 
; (3.2.3b)
U = 0; on S [ C; (3.2.3c)
Un + gn  0; n(U + g; P + )  0; on  ; (3.2.3d)
(Un + gn)n(U + g; P + ) = 0; T (U) =  T (g); on  ; (3.2.3e)
U(x; 0) = U0; on 
: (3.2.3f)
where F = f   gt   (g  r)g, U0 = u0   g(0).
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Theorem 3.2.1 (Energy inequality). If (U;P ) is a smooth solution of
(3.2.3), then we have
sup
0tT
kU(t)k2L2 + 2
Z T
0
kE(U)k2L2 dt  C: (3.2.4)
The proof of Theorem 3.2.1 is presented later. Let us set some function
spaces and bilinear forms, and write the variational form of (NS). The
following settings are slightly dierent to Chapter. 2.
Function spaces.
 V = fv 2 H1(
)d j v = 0 on C \ Sg; V  = V \ fv j r  v = 0g.
 V0 = H10 (
)d; V 0 = V0 \ fv j r  v = 0g:
 K = fv 2 V j vn + gn  0 on  g; K = K \ fv j r  v = 0g.
 Q = L2(
); Q = L20(
) := fv 2 Q j
R

 vdx = 0g.
 M =
(
H
1
2 ( ) if   \ C = ;;
H
1
2
00( ) if   \ C 6= ;:
 We denote X 0 as the dual space of Banach space X. For example,
M 0 = H 
1
2 ( ):
Bilinear and trilinear forms.
a(u; v) = 2
Z


E(u) : E(v) dx; 8u; v 2 H1(
)d; (3.2.5a)
a1(u; v; w) =
Z


(u  r)vw dx; 8u; v; w 2 H1(
)d; (3.2.5b)
b(v; p) =  
Z


(r  v)p dx; 8v 2 H1(
)d; p 2 L2(
); (3.2.5c)
[; ] = the duality paring between M and M 0; (3.2.5d)
[[; ]] = the duality paring between Md and (Md)0; (3.2.5e)
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Korn's inequality and inf-sup conditions.( cf. [7, 27, 43])
(1) Korn's inequality: there exists a constant  > 0, such that,
a(v; v)  kvk2H1 ; 8v 2 V: (3.2.6)
(2) inf-sup conditions: there exists constants 1; 2 > 0, such that,
inf
q2Qnf0g
sup
v2V0nf0g
b(v; q)
kvkH1kqkL2
 1; (3.2.7)
inf
2M 0nf0g
sup
v2V nf0g
[; vn]
kvkH1kkM 0
 2: (3.2.8)
Lemma 3.2.1. For all u; v; w 2 H1(
)d, we have, when d = 2,
ja1(u; v; w)j  CkukL4kvkH1kwkL4
 Ckuk
1
2

kuk
1
2
H1
kvkH1kwk
1
2
L2
kwk
1
2
H1
:
(3.2.9)
When d = 3, we have,
a1(u; v; w)  CkukL3kvkH1kwkL6
 Ckuk
1
2
L2
kuk
1
2
H1
kvkH1kwkH1 :
(3.2.10)
Moreover, for all u; v 2 V , d = 2; 3, we have,
a1(u; v; v) =
1
2
Z
 
unjvj2 ds
 kunkL2( )kvk2L4  c1kunkL2( )kvk2H1 :
(3.2.11)
Proof. It follows form Sobolev's embedding theorem and the trace theorem.
Remark 3.2.1. Applying Young's inequality and Lemma 3.2.1, for any
0 > 0, when d = 2, we have,
ja1(u; v; u)j  CkukL2kukH1kvkH1
 0kuk2H1 + C 10 kuk2H1kvk2H1 :
(3.2.12)
When d = 3,
ja1(u; v; u)j  Ckuk
1
2
L2
kuk
3
2
H1
kvkH1
 0kuk2H1 + C 30 kuk2H1kvk4H1 :
(3.2.13)
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3.2.1 The re-denition of traction vectors
For (U;P ) 2 V Q, we cannot dene (U;P ) as a function on  . However,
if (U;P ) is smooth and satises (3.2.3a), it also satisesZ
 
(U;P )  v d  = (Ut; v) + a(U; v) + a1(U + g; U; v)
+ a1(U; g; v) + b(v; P )  (F; v) (8v 2 V ); (3.2.14)
where (U; p) is understood as a usual function on  .
Based on this identity, we re-dene the traction vector (U;P ) as a
functional over Md for (U;P ) 2 V  Q. We recall the following result (cf.
[20] for M = H
1=2
00 ( ) and [29] for M = H
1=2( )).
Lemma 3.2.2. There exists an extension operator E : Md ! V such that
E =  on   and kEkV  CkkMd for all  2 Md. Conversely, for any
w 2 V , we have  = wj  2Md and kkMd  CkwkV .
As a consequence, we obtain an extension operator En : M ! V ; for
any  2M ,
(En)n =  ; (En)T = 0 on  ; kEnkV  CkkM :
Now we propose the re-denition of (U;P ) as follows:
[[(U;P ); ]] = (Ut; w) + a(U;w) + a1(U + g; U;w)
+ a1(U; g; w) + b(w; P )  (F;w) ( 2Md); (3.2.15)
where w = E 2 V . Actually, the right-hand side of (3.2.15) does not
depend on the way of extension; Hence, this denition is well-dened. Sim-
ilarly, we re-dene as
[[T (U); ]] = (Ut; w) + a(U;w) + a1(U + g; U;w) + a1(U; g; w)
+ b(w; P )  (F;w) ( 2Md with n = 0; w = E) (3.2.16)
and
[n(U;P ); ] = (Ut; w) + a(U;w) + a1(U + g; U;w)
+ a1(U; g; w) + b(w; P )  (F;w) ( 2M ; w = En): (3.2.17)
Then, we deduce an expression
[[(U;P ); ]] = [n(U;P ); n] + [[T (U); T ]] ( 2Md): (3.2.18)
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On the other hand, we will assume that (g; ) 2 H1(0; T ;L2( )d) (see,
(A1) below) so that we have
[[(g; ); ]] =
Z
 
(g; )   d  ( 2Md):
3.2.2 Variational form of (NS).
(NSE): For a.e. t 2 (0; T ), nd (U(t); P (t)) 2 V  Q, with Ut 2 V , such
that
(Ut; v) + a(U; v) + a1(U + g; U; v) + a1(U; g; v)
+ b(v; P ) = (F; v) 8v 2 V0;
(3.2.19a)
b(U; q) = 0; 8q 2 Q; (3.2.19b)
U = 0; on (S [ C); (3.2.19c)
Un + gn  0; on  ; (3.2.19d)
[n(U + g; P + ); ]  0; 8 2M;   0; (3.2.19e)
[n(U + g; P + ); (Un + gn)] = 0; (3.2.19f)
[[T (U) + T (g); ]] = 0; 8 2M; (3.2.19g)
U(x; 0) = U0; on 
: (3.2.19h)
Proof of Theorem 3.2.1(Energy inequality). Suppose that (U;P ) is a smooth
solution of (3.2.19), multiplying U to (3.2.3a), it yields
1
2
d
dt
kU(t)k2L2 + 2
Z


jE(U)j2dx+
Z


((U + g)  r)U  Udx
=  
Z


(U  r)g  Udx+
Z


F  Udx:
(3.2.20)
Applying Lemma 3.2.1 and Remark 3.2.1, we have, for any 0 > 0,Z


j(U  rg)U jdx 
(
0kUk2H1 + C 10 kUk2L2kgk2H1 ; for d = 2;
0kUk2H1C +  30 kgk4H1kUk2L2 ; for d = 3;Z


jF  U jdx  CkFk(H1(
)d)0kUkH1  0kUk2H1 + C 10 kFk2(H1(
)d)0 :
In view of Un + gn  0 on  , andZ


((U + g)  r)U  Udx = 1
2
Z
 
(Un + gn)jU j2ds  0;
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from (3.2.20), we see that, for any 0 > 0,
1
2
d
dt
kU(t)k2L2 + 2kE(U)k2L2   20kUk2H1

(
C 10 kUk2L2kgk2H1 + C 10 kFk2(H1(
)d)0 ; for d = 2;
C 30 kgk4H1kUk2L2 + C 10 kFk2(H1(
)d)0 ; for d = 3:
(3.2.21)
From Korn's inequality,Z


jE(U)j2dx  kUk2H1 ; for some  > 0;
and for suciently small 0, such that
  20 > 0;
applying Gronwall's inequality to (3.2.21), it yields (3.2.4).
(NSE) can be written into a variational inequality, denoted as (NSI).
(NSI): For a.e. t 2 (0; T ), nd (U(t); P (t)) 2 K Q, with Ut 2 V , such
that
(Ut; v   U) + a(U; v   U) + a1(U + g; U; v   U) + a1(U; g; v   U)
+ b(v   U;P )  (F; v   U)  [[(g; ); v   U ]] 8v 2 K;
(3.2.22a)
b(U; q) = 0; 8q 2 Q; (3.2.22b)
U(x; 0) = U0; on 
: (3.2.22c)
Denition 3.2.1. We say that (U;P ) is a solution of (NSE) if and only if
U 2 L1(0; T ;V ); U 0 2 L2(0; T ;V ) \ L1(0; T ;L2);
P 2 L1(0; T ;Q);
and (U;P ) satises (3.2.19).
Denition 3.2.2. We say that (U;P ) is a solution of (NSI) if and only if
U 2 L1(0; T ;K); U 0 2 L2(0; T ;V ) \ L1(0; T ;L2);
P 2 L1(0; T ;Q);
and (U;P ) satises (3.2.22).
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Theorem 3.2.2. (NSE) is equivalent to (NSI). Thus, a solution of (NSE)
solves (NSI) and the converse is also true.
Proof. First, letting (U;P ) be a solution of (NSE), we show (U;P ) satises
(NSI). Let v 2 K be arbitrary. Since v   U 2 V , we see from (3.2.15)
(Ut; v   U) + a(U; v   U) + a1(U + g; U; v   U) + a1(U; g; v   U)
+ b(v   U;P )  [[(U;P ); v   U ]] = (F; v   U):
Thus,
(Ut; v   U) + a(U; v   U) + a1(U + g; U; v   U) + a1(U; g; v   U)
+ b(v   U;P )  [[(U;P ) + (g; ); v   U ]] = (F; v   U):
Since vn + gn  0 a.e.  , by using (3.2.18), (3.2.19e) and (3.2.19f)
[[(U;P ) + (g; ); v   U ]]
= [n(U;P ) + n(g; ); vn   Un] + [[T (U) + T (g); vT   UT ]]
= [n(U;P ) + n(g; ); vn + gn]  [n(U;P ) + n(g; ); Un + gn]  0:
Hence, (U;P ) solves (NSI).
Conversely, letting (U;P ) be a solution to (NSI), we show (U;P ) satises
(NSE).
For any  2 V0, substituting v = U   2 K into (3.2.22a), we immedi-
ately obtain (3.2.19a).
Let ' 2 V with 'n = 0 on   be arbitrary. Substituting v = U  ' 2 K
into (3.2.22a), we have
(Ut; ') + a(U;') + a1(U + g; U; ') + a1(U; g; ')
+ b('; P ) = (F;')  [[T (g); 'T ]]:
This, together with (3.2.16), implies (3.2.19g). Let w 2 V with wn  0 on  
be arbitrary. Substituting v = w+U 2 K into (3.2.22a), we have (3.2.19e).
Finally, substituting v =  g 2 K and v = 2U + g 2 K into (3.2.22a), we
deduce
(Ut; U + g) + a(U;U + g) + a1(U + g; U; U + g) + a1(U; g; U + g)
+ b(U + g; P ) = (F;U + g)  [(g; ); U + g]: (3.2.23)
This, together with (3.2.15), gives (3.2.19f).
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3.3 The well-posedness of (NSI)
We are concerned with the class of solutions of Ladyzhenskaya type( cf.
[27]), that is to nd (u; p) satsifying,
u 2 L1(0; T ;V ); ut 2 L2(0; T ;V ) \ L1(0; T ;L2(
)d);
p 2 L1(0; T ;Q):
Assumptions.
(A1) f 2 H1(0; T ;L2(
)d), (g; )j  2 H1(0; T ;L2( )d).
(A2) g 2 H2(0; T ;L2(
)d) \ L1(0; T ;V ). g0 2 L2(0; T ;V ).
(A3) gn  0 on  ,
R
  gn ds =  
R
S bn ds = (t)  0 > 0. (t) 2 C2(0; T ).
(A4) U0 2 V 0 \H2(
)d, satisfying
 (U0; v) = a(U0; v) +
Z
 
(g; )(0)v ds; 8v 2 V : (3.3.1)
Remark 3.3.1. (A1), (A2) ) F 2 H1(0; T ;L2(
)d).
Theorem 3.3.1. Under the assumptions (A1)-(A4), when d = 2, there
exists a unique solution (U;P ) to (3.2.22) for any T 2 (0;1), that is
U 2 L1(0; T ;V ); Ut 2 L2(0; T ;V ) \ L1(0; T ;L2(
)d); (3.3.2)
P 2 L1(0; T ;Q): (3.3.3)
When d = 3, the same conclusion holds for a smaller time interval (0; T ].
(NSI): For a.e. t 2 (0; T ), nd U 2 K, with Ut 2 V , such that
(Ut; v   U) + a(U; v   U) + a1(U + g; U; v   U) + a1(U; g; v   U)
 (F; v   U)  [(g; ); v   U ] 8v 2 K; (3.3.4a)
U(x; 0) = U0; on 
: (3.3.4b)
Proposition 3.3.1 (Existence of P ). Let U be the solution to (3.3.4) sat-
isfying (3.3.2), then there exists a unique P 2 L1(0; T ;Q), such that (U;P )
is the solution to (3.2.22).
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Proof. (Existence) Let  2 V0 \ V  be arbitrary. Substitution v = + U 2
K into (3.3.4) yields
(Ut; ) + a(U; ) + a1(U + g; U; ) + a1(U; g; ) = (F; ):
Then, there exists a unique P 2 Q (cf. [36, Lemma IV.1.4.3]) such that, for
a.e. t 2 (0; T ),
(U 0; ) + a(U; ) + a1(U + g; U; ) + a1(U; g; ) + b(v; P ) = (F; ) 8 2 V0
(3.3.5)
and
kPkL2  C(kU 0kL2+kUkH1+kFkL2+k(U+g)rUkL2+kU rgkL2): (3.3.6)
We will show that there exists k 2 L1(0; T ) such that (U; P + k) solves
(NS-E).
First, by virtue of (3.3.5), (3.2.19a) is satised for P = P + k with any
k 2 L1(0; T ).
Recall that (3.2.18) and (3.3.4a) give
[[T (U); vT   UT ]] + [n(U; P + k); vn   Un]
  [[T (g); vT   UT ]]  [n(g; ); vn   Un] 8v 2 K: (3.3.7)
Let  2 C10 ( )d be a function such that supp     and  n = 0. Then,
since
R
   n d  = 0, there is a function w 2 V such that wj  =  , r  w = 0
and kwkV  Ck kMd . Substituting v = U  w 2 K into (3.3.7), we have
[[T (U);  T ]] = [T (g);  T ]:
By the density, this implies (3.2.19g). Moreover, since (3.3.7) is valid for an
arbitrary k 2 L1(0; T ), we have
[n(U; P ) + n(g; ); vn + gn]  [n(U; P ) + n(g; ); Un + gn] 8v 2 K:
(3.3.8)
At this stage, we set
 = (t) =
1

[n(U + g; P + ); Un + gn] (3.3.9)
and take k = .
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Then, noting
R
  Un d  = 0 by r  U = 0 in 
 and U jS[C = 0, we can
calculate as
[n(U; P + ) + n(g; ); Un + gn] = [n(U; P ) + n(g; ); Un + gn]  
Z
 
gn d 
= [n(U; P ) + n(g; ); Un + gn]  
= 0;
which implies (3.2.19e).
For the time being, we admit
 = inf
2Y
[n(U + g; P + ); ]; (3.3.10)
where
Y =

 2M j   0;  6 0;
Z
 
 d  = 1

:
For  2M with   0 and  6 0, we have, by setting m = R   d  6= 0;
[n(U; P + ) + (g; ); ] = [n(U; P ) + n(g; ); ]  m
= m[n(U; P ) + n(g; ); =m]  m
 m   m = 0:
Hence, we get (3.2.19e).
It remains to verify (3.3.10). Let  2 Y be arbitrary and set ~ =  gn 2
M . Since
R
  ~ d  = 0, there exists ~v 2 V  such that ~vnj  = ~. Then, the
function ~v satises that ~vn+gn =   0 on  . Thus, ~v 2 K. Consequently,
we have by (3.3.8)
[n(U; P ) + n(g; ); ] =

n(U; P ) + n(g; );
~ + gn


=

n(U; P ) + n(g; );
~vn + gn


 1

[n(U; P ) + n(g; ); Un + gn] = ;
which yields (3.3.10).
(Regularity) According to the expression (3.3.9) and the denition (3.2.17),
we deduce, for a.e. t 2 (0; T ),
jj  C1;
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where C1 = C1(t) denotes a positive function in L
1(0; T ) which depends
only on kUtk, kUk1, kFk and kgk1. This, together with (3.3.6), gives P 2
L1(0; T ;Q).
(Uniqueness) Suppose that there is another pressure P 0. Since P and k are
unique, we have
P 0 + k0 = P ; k0    1j
j
Z


P 0 dx = k:
Hence, P = P 0.
Proposition 3.3.2 (Uniqueness). If (U1; P1) and (U2; P2) are two strong
solutions to (3.2.22), then (U1; P1) = (U2; P2).
Proof. From Proposition 3.3.1, we know that P is uniquely determined by
U ; therefore, we only need to show the uniqueness of U .
Suppose U1; U2 are two strong solutions to (3.2.22). Let w = U1   U2.
From (3.2.22), we have
(U 01; U2   U1) + a(U1; U2   U1) + a1(U1 + g; U1; U2   U1)
+ a1(U1; g; U2   U1)  (F;U2   U1)  [(g; ); U2   U1];
(3.3.11)
(U 02; U1   U2) + a(U2; U1   U2) + a1(U2 + g; U2; U1   U2)
+ a1(U2; g; U1   U2)  (F;U1   U2)  [(g; ); U1   U2]:
(3.3.12)
From (3.3.11) and (3.3.11), we obtain
(w0; w) + a(w;w) + a1(U2 + g; w;w)   a1(w;U1 + g; w): (3.3.13)
In view of Korn's inequality (3.2.6), Lemma 3.2.1, Remark 3.2.1 and
a1(U2 + g; w;w) =
1
2
Z
 
(U2  n+ gn)| {z }
0
jwj2 ds  0;
we have
1
2
kw(t)k2L2 + kw(t)k2H1

(
0kwk2H1 + C 10 kU1 + gk2H1kwk2L2 ; for d = 2;
0kwk2H1 + C 30 kU1 + gk4H1kwk2L2 ; for d = 3;
(3.3.14)
Let 0 be suciently small such that,    0 > =2, then from Gronwall's
inequality, we have, for all t 2 (0; T ],
kw(t)k2L2 + 
Z t
0
kw(1)k2H1  CeC0 tkU1+gkL1(0;t;V )kw(0)k2L2 : (3.3.15)
Since w(0) = U1(0)  U2(0) = 0, we conclude U1 = U2.
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3.4 Penalty method
We introduce a penalty problem to (NS), denoted as (NS). Let 0 <  1.
(NS) reads as: for a.e. t 2 (0; T ), nd (U; P) 2 V Q, with U 0 2 V , such
that,
U 0 + (U + g  r)U + (U  r)g  r  (U; P) = F; in 
 (3.4.1a)
r  U = 0; in 
; (3.4.1b)
U = 0; on S [ C; (3.4.1c)
n(U + g; P + ) =
1

[Un + gn] ; T (U) =  T (g); on   (3.4.1d)
U(x; 0) = u0   g(0); on 
; (3.4.1e)
where [v]  = v   [v]+, [v]+ = maxf0; vg. We write the variational form of
(NS), denoted as (NSE).
(NSE): For a.e. t 2 (0; T ), nd (U; P) 2 V  Q, with U 0 2 V , such
that
(U 0; v) + a(U; v) + a1(U + g; U; v) + a1(U; g; v) + b(v; P)
  1

Z
 
[Un + gn] vn ds = (F; v) 
Z
 
(g; )v 8v 2 V; (3.4.2a)
b(U; q) = 0; 8q 2 Q; (3.4.2b)
U(x; 0) = U0; on 
: (3.4.2c)
Well-posedness of penalty problem
Theorem 3.4.1. Under the assumptions (A1)-(A4), when d = 2, there
exists a unique strong solution (U; P) to (3.4.2) for any T 2 (0;1), that
is
U 2 L1(0; T ;V ); U 0 2 L2(0; T ;V ) \ L1(0; T ;L2(
)d); (3.4.3)
P 2 L1(0; T ;Q): (3.4.4)
When d = 3, the same conclusion holds for a smaller time interval (0; T 0].
(NSE
): For a.e. t 2 (0; T ), nd U 2 V , with U 0 2 V , t 2 (0; T ),
such that
(U 0; v) + a(U; v) + a1(U + g; U; v) + a1(U; g; v)
  1

Z
 
[Un + gn] vn ds = (F; v) 
Z
 
(g; )v 8v 2 V ; (3.4.5a)
U(x; 0) = U0; on 
: (3.4.5b)
88
Lemma 3.4.1. Let U be the strong solution to (3.4.5), that is U satises
(3.4.3), then we have
k[Un + gn] kL2( )  C
p
: (3.4.6)
Proof. Substituting v = U into (3.4.5), it yields
  1

Z
 
[Un + gn] Un ds = (F;U) 
Z
 
(g; )U ds  (U 0; U)
  a(U; U) + a1(U + g; U; U) + a1(U; g; U):
(3.4.7)
Since gn  0, we see that
LHS =  1

Z
 
[Un + gn] (Un + gn   gn) ds
=
1

Z
 
j[Un + gn] j2 ds+ 1

Z
 
[Un + gn] gn ds
 1

k[Un + gn] k2L2( ):
In view of U satises (3.4.3), the RHS of (3.4.7) is bounded. And we have
 1k[Un + gn] k2L2( )  C:
Proposition 3.4.1 (Existence of P). Let U be the strong solution to (3.4.5)
satisfying (3.4.3), then there exists a unique P 2 L1(0; T ;Q), such that
(U; P) is the solution to (3.4.2).
Proof. From (3.4.5), there exists a unique P 2 Q (cf. [36, Lemma IV.1.4.3])
such that
(U 0; v) + a(U; v) + a1(U + g; U; v) + a1(U; g; v)
+ b(v; P) = (F; v) 8v 2 V0 (3.4.8)
and
kPkL2  C(kU 0kL2 + kUkH1 + k(U + g)  rUkL2 + kU  rgkL2 + kFkL2):
We write C1 = C1(t) to express a positive function in L
1(0; T ) which de-
pends only on kU 0kL2 , kUkH1 , kFkL2 and kgkH1 . Thus, we have
kPkL2  C1: (3.4.9)
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We will show that there is k 2 L1(0;1) such that (U; P) with P =
P + k is a solution of (NS-E).
Recalling (3.2.17) and using (3.4.5a), we have
[n(U; P); vn] = (U;t; v) + a(U; v) + a1(U + g; U; v)
+a1(U; g; v) + b(v; P)  (F; v)
=
1

Z
 
[Un + gn] vn   [[n(g; ); vn]] (v 2 V ; vT j  = 0):
Hence,
n(U; P) + n(g; )   1[n(U; P); vn]; 

= 0 ( 2M); (3.4.10)
where
M =

 2M j
Z
 
 d  = 0

:
Now we introduce
Z =

 2 C10 ( ) j
Z
 
 = 1

and take (and x below)  2 Z. Then, for any v 2 V , ^ = vn    with
 =
R
  vn d  belongs to M0. Therefore, by (3.4.10),
[n(U; P) + n(g; )   1[Un + gn] ; vn]
= [n(U; P) + n(g; )   1[Un + gn] ; vn   ]
+[n(U; P) + n(g; )   1[Un + gn] ; ]
= [n(U; P) + n(g; )   1[Un + gn] ; ] (v 2 V ):
Now, since
[n(U; P) + n(g; )   1[Un + gn] ; ]
= [n(U; P) + n(g; )   1[Un + gn] ; ]  k;
choosing
k = [n(U; P) + n(g; )   1[Un + gn] ; ] (3.4.11)
we obtain
[n(U; P) + n(g; )   1[Un + gn] ; vn] = 0 (v 2 V );
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which, together with (3.2.17), implies (3.4.2a).
It should be checked that k dened as (3.4.11) actually independent of
 2 Z and it represents a function only of t. We let ; 0 2 Z with  6 0.
Then  =   0 2M. Hence, by (3.4.10),
[n(U; P) + n(g; )   1[Un + gn] ; ]
= [n(U; P) + n(g; )   1[Un + gn] ; 0];
which means that k does not depend on the choice of  2 Z.
Finally, in view of (3.4.11), (3.2.17) and (3.4.6), we get
jkj  C1:
Combining this with (3.4.9), we conclude P 2 L1(0; T ;Q).
Proposition 3.4.2 (Uniqueness). If (U1; P1) and (U2; P2) are two strong
solutions to (3.4.2), then (U1; P1) = (U2; P2).
Proof. Since P is uniquely determined by U from Proposition 3.4.1, we
show U1 = U2. Let w = U
1
   U, from (3.4.2), we have, for any v 2 V ,
(w0; v) + a(w; v) + a1(U1 + g; U1; v)  a1(U2 + g; U2; v)
+ a1(w; g; v)  1

Z
 
([U1  n+ gn]    [U2  n+ gn] )vn ds = 0:
(3.4.12)
Substituting v = w into (3.4.12), it yields
(w0; w) + a(w;w)  1

Z
 
([U1  n+ gn]    [U2  n+ gn] )wn ds
+ a1(U2 + g; w;w) =  a1(w;U1 + g; w):
(3.4.13)
We show that
 
Z
 
([U1  n+ gn]    [U2  n+ gn] )wn ds
= 
Z
 
([U1  n+ gn]    [U2  n+ gn] )(U1  n+ gn   (U2  n+ gn)) ds
=
Z
 
j[U1  n+ gn]    [U2  n+ gn] j2 ds
+
Z
 
([U1  n+ gn] [U2  n+ gn]+ + [U1  n+ gn]+[U2  n+ gn] ) ds
0:
(3.4.14)
91
a(w;w) + a1(U2 + g; w;w)
kwk2H1 +
1
2
Z
 
(U2  n+ gn)jwj2 ds
=kwk2H1 +
1
2
Z
 
([U2  n+ gn]+   [U2  n+ gn] )jwj2 ds
(  c1k[U2  n+ gn] kL2( ))kwk2H1 : (* Lemma 3:2:1:)
(3.4.15)
In view of Lemma 3.4.1, we have k[U2 n+gn] kL2( )  C. For suciently
small , such that  c1k[U2 n+gn] kL2( )  =2, following from (3.4.13),
(3.4.14), and (3.4.15), we have, for arbitrary 0 > 0,
1
2
d
dt
kwk2L2 +

2
kwkH1   a1(w;U1 + g; w)

(
0kwk2H1 + C 10 kU1 + gk2H1kwk2L2 ; for d = 2;
0kwk2H1 + C 3kU1 + gk4H1kwk2L2 ; for d = 3:
(3.4.16)
Setting  = =4, from (3.4.16) and Gronwall's inequality, it yields, for any
t 2 (0; T ],
kw(t)k2L2 +
Z t
0
kwk2H1  CeCtkU1+gkL1(0;t;V )kw(0)k2L2 :
Since w(0) = U1(0)  U2(0) = 0, we conclude U1 = U2.
3.5 The completion the proof of Theorem 3.3.1
and 3.4.1
Let (U;P ) be the solution to (3.2.3), we set
~U =
U
(t)
; ~P =
P
(t)
; ~ =

(t)
; ~f =
f
(t)
; ~g =
g
(t)
:
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( ~U; ~P ) satises, for all t 2 (0; T ),
~U 0 +
0(t)
(t)
~U + (t)(( ~U + ~g)  r) ~U + (t)( ~U  r)~g
 r  ( ~U; ~P ) = ~F ; in 
;
(3.5.1a)
r  ~U = 0; in 
; (3.5.1b)
~U = 0; on S [ C; (3.5.1c)
~Un + ~gn  0; n( ~U + ~g; ~P + ~)  0; on  ; (3.5.1d)
( ~Un + ~gn)n(U + ~g; ~P + ~) = 0; T ( ~U) =  T (~g); on  ; (3.5.1e)
~U(x; 0) = ~U0; on 
: (3.5.1f)
where ~U0 =
U0
(0) , and
~F = ~f   ~g0   0(t)(t) ~g   (t)(~g  r)~g = F=(t):
To study the well-posedness of U , it is equivalent to consider ~U of (3.5.1).
Setting
~K = fv 2 V j vn + ~gn  0 on  g; ~K = ~K \ V 
We give the variational inequality of ~U .
(]NSI

). For a.e. t 2 (0; T ), nd ~U 2 ~K, with ~Ut 2 V , such that
( ~U 0; v   ~U) + 
0(t)
(t)
( ~U; v   ~U) + a( ~U; v   ~U)
+ (t)a1( ~U + ~g; ~U; v   ~U) + (t)a1( ~U; ~g; v   ~U)
( ~F; v   ~U)  [(~g; ~); v   ~U ] 8v 2 ~K;
(3.5.2a)
~U(x; 0) = ~U0; on 
: (3.5.2b)
We write the penalty problem to (]NSI

), denoted as (]NSI

 ).
(N^SE

). For a.e. t 2 (0; T ), nd ~U 2 V , with ~Ut 2 V , t 2 (0; T ),
such that
( ~U 0; v) +
0(t)
(t)
( ~U; v) + a( ~U; v) + (t)a1( ~U + ~g; ~U; v)
+ (t)a1( ~U; ~g; v)  1

Z
 
[ ~Un + ~gn] vn ds
=( ~F ; v)  [(~g; ~); v] 8v 2 V ;
(3.5.3a)
~U(x; 0) = ~U0; on 
: (3.5.3b)
We see that, for U the solution to (NSE
), ~U = U=(t). We consider
the well-posedness of (3.5.3). We shall apply the Galerkin's approximation
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method to construct the smooth approximation solutions (we need C2 with
respect to t). However, for arbitrary w(x); g(x) 2 H
1
2
00( ), with g(x)  0,R
 w(x)ds = 0, It is not obvious that
R
 [c(t)w(x)+ g(x)] w(x)ds is C
1 with
respect to t. Therefore, we introduce a regularization of [] . For any  with
0 <   1, we set
(s) =
(
0; for s  0;p
s2 + 2   ; for s  0:
(3.5.4)
We have (s) 2 C1(R), and
d
ds
(s) =
8<: 0; for s  0;sp
s2 + 2
; for s  0:
d2
ds2
(s) =
8><>:
0; for s > 0;
2
(s2 + 2)
3
2
; for s < 0:
(3.5.5)
Then we introduce the regularization problem to the penalty problem (N^SE

),
denoted as (N^SE

 ).
(N^SE

 ) For a.e. t 2 [0; T ], nd ~U(t) 2 V , with ~U 0(t) 2 V , such
that
( ~U 0; v) +
0(t)
(t)
( ~U; v) + a( ~U; v) + (t)a1( ~U + ~g; ~U; v)
+ (t)a1( ~U; ~g; v)  1

Z
 
( ~Un + ~gn)vn d 
=( ~F; v)  [[(~g; ~); v]] 8v 2 V ;
(3.5.6a)
~U(x; 0) = ~U0; on 
: (3.5.6b)
Here, we propose the regularization problem (N^SE

 ) to study the well-
posedness of penalty problem (N^SE

). We have to mention that (N^SE

 )
is more valuable for practical use than (N^SE

), because to exactly compute
the integration such as
R
 [c(t)w(x) + g(x)] w(x)ds is not easy. And we
recommend to use the regularization in numerical computation.
We show the well-posedness of (N^SE

 ). To do so, we construct ap-
proximate solutions by Galerkin's method. Let fwkg1k=1  V  be the linear
independent elements. w1 = ~U0 and [1m=1spanfwkgmk=1 is dense in V . We
write the Galerkin's approximation problems for m 2 N.
(N^SE

m). Find
~Um =
Pm
k=1 ck(t)wk, where ck 2 C2([0; T ]), such
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that, ~Um(0) = U0, and for all k = 1; : : : ;m,
( ~U 0m; wk) +
0(t)
(t)
( ~Um; ~Um) + a( ~Um; wk)
+ (t)a1( ~Um + ~g; ~Um; wk) + (t)a1( ~Um; ~g; wk)
  1

Z
 
( ~Umn + ~gn)wkn d  = ( ~F;wk)  [[(~g; ~); wk]];
(3.5.7)
where ~Um(0) = ~U0, ~Umn = ~Um  n, and wkn = wk  n.
Remark 3.5.1 (The existence of ck 2 C2). To make the argument rig-
orous, we have to replace ~F and (~g; ~) by ~Fm and (~gm; ~m) in (3.5.7),
respectively, where
~Fm 2 C1([0; T ];L2(
)d); (~gm; ~m) 2 C1([0; T ];L2( )d);
and as m!1
~Fm ! ~F in H1([0; T ];L2(
)d); (~gm; ~m)! (~g; ~) in H1([0; T ];L2( )d):
Since C1([0; T ]) is dense inH1((0; T )), the existence of such ~Fm and (~gm; ~m)
is obvious. Hence, to make the notation simple, let us admit that
~F = ~Fm; (~g; ~) = (~gm; ~m)
in (3.5.7), which does not eect the argument in this section. Now, we see
that (3.5.7) can be written into the system of ordinary equations:
Bmc
0
m(t) = G(t; cm(t));
where Bm 2 Rmm,
cm = (c1; : : : ; cm)
T ;
and G(t; cm) is C
1 with respect to t and cm, because (s) is C
1 with
respect to s, and ~F; (~g; ~) are C1 with respect to t. Therefore, we conclude
the existence of ck 2 C2([0; T ]) for k = 1; : : : ;m.
Lemma 3.5.1. Let (A1){(A4) be valid,   C and  be suciently small.
(1) When d = 2, for any T 2 (0;1), there exists a unique solution ~Um
to (3.5.7), such that
k ~Umk2L1(0;T ;L2(
)d) + k ~Umk2L2(0;T ;V )  C; (3.5.8a)
k ~Umk2L1(0;T ;V ) +  1k[ ~Umn + ~gn] k2L1(0;T ;L2( ))  C; (3.5.8b)
k ~U 0mk2L1(0;T ;L2(
)d) + k ~U 0mk2L2(0;T ;V )  C: (3.5.8c)
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(2) When d = 3, the same conclusion holds for a small time interval (0; T ].
Proof. Multiplying (3.5.7) with ck(t) and taking the summation of k, it
yields
1
2
d
dt
k ~Umk2L2 +
0(t)
(t)
k ~Umk2L2 + k ~Umk2H1
+ (t)a1( ~Um + ~g; ~Um; ~Um) + (t)a1( ~Um; ~g; ~Um)
  1

Z
 
( ~Umn + ~gn) ~Umn ds  (F;Um)  [[(g; ); Um]]:
(3.5.9)
We see that
  ( ~Umn + ~gn) ~Umn = ( ~Umn + ~gn)( ~Umn + ~gn   ~gn)
=([ ~Umn + ~gn] )[ ~Umn + ~gn]  + ( ~Umn + ~gn)~gn  0:
(3.5.10)
(t)a1( ~Um + ~g; ~Um; ~Um) =
(t)
2
Z
 
( ~Umn + ~gn)j ~Umj2 d 
=
(t)
2
Z
 
[ ~Umn + ~gn]+j ~Umj2 d   (t)
2
Z
 
[ ~Umn + ~gn] j ~Umj2 d :
  C1k[ ~Umn + ~gn] kL2( )k ~Umk2H1 : (* Lemma 3.2.1:)
(3.5.11)
Applying Lemma 3.2.1 and Remark 3.2.1, we have, for arbitrary 0 > 0,
j(t)a1( ~Um; ~g; ~Um)j

(
0k ~Umk2H1 + C 10 k~gk2H1k ~Umk2L2 ; for d = 2;
0k ~Umk2H1 + C 30 k~gk4H1k ~Umk2L2 ; for d = 3:
(3.5.12)
( ~F; ~Um)  [[(~g; ~); ~Um]]  0k ~Umk2H1+C 10 (k ~Fk2L2+k(~g; ~)k2L2( )):
(3.5.13)
From (3.5.9) to (3.5.13), we obtain
1
2
d
dt
k ~Umk2L2 + ~k ~Umk2H1 +
1

[( ~Umn + ~gn); [ ~Umn + ~gn] ]
 C 10 (k ~Fk2L2 + k(~g; ~)k2L2( )) + C0;~gk ~Umk2L2 ;
(3.5.14)
where ~ :=    20   c1k[ ~Umn + gn] kL2( ), C0;g = C 10 k~gk2H1 + C for
d = 2, C0;g = C
 3
0 k~gk4H1 + C for d = 3, and C = maxt2[0;T ] j
0(t)j
(t) .
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Let 0 = =8. Since ~Umn(0)+~gn(0) = ~U0+~gn  0, we have k[ ~Umn(0)+
~gn(0)] kL2( ) = 0. Let T1 be the maximum time such that, for all t 2 [0; T1],
c1k[ ~Umn + ~gn] kL2( )  =4; (3.5.15)
we have
~ =   20   c1k[ ~Umn + ~gn] kL2( )  =2; 8t 2 [0; T1]:
Applying Gronwall's inequality to (3.5.14), we obtain, for any t 2 [0; T1],
k ~Um(t)k2L2 + 
Z t
0
k ~Um(s)k2H1
+
1

Z t
0
Z
 
([ ~Umn(s) + ~gn] )[ ~Umn(s) + ~gn] d 
C(k ~Fk2L2(0;t;L2(
)d) + k(~g; ~)k2L2(0;t;L2( )d) + k ~U0k2L2);
(3.5.16)
which proves
k ~Umk2L1(0;T1;L2(
)d) + k ~Umk2L2(0;T1;V )
+  1
Z T1
0
Z
 
([ ~Umn(s) + ~gn] )[ ~Umn(s) + ~gn] d dt  C:
(3.5.17)
(3.5.17) implies
 1
Z T1
0
Z
 
j[ ~Umn(s) + ~gn] j3q
([ ~Umn(s) + ~gn] )2 + 2
d dt
= 1
Z T1
0
Z
 
([ ~Umn(s) + ~gn] )[ ~Umn(s) + ~gn] d dt
+  1
Z T1
0
Z
 
(   
2q
([ ~Umn(s) + ~gn] )2 + 2
)[ ~Umn(s) + ~gn] d dt
C + C 

 C (*   C):
(3.5.18)
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Dierentiating (3.5.7) with respect to t, it yields
( ~U 00m; wk) +

0(t)
(t)
0
( ~Um; wk) +
0(t)
(t)
( ~U 0m; wk) + a( ~U
0
m; wk)
+ 0(t)a1( ~Um + ~g; ~Um; wk) + (t)a1( ~U 0m + ~g; ~Um; wk)
+ (t)a1( ~Um + ~g; ~U
0
m; wk) + 
0(t)a1( ~Um; ~g; wk)
+ (t)a1( ~U
0
m; ~g; wk) + (t)a1(
~Um; ~g
0; wk)
  1

Z
 
(( ~Umn + ~gn))
0wkn ds = ( ~F 0; wk)  [[(~g0; 0); wk]]:
(3.5.19)
Multiplying (3.5.19) with c0k(t) and taking the summation of k, we get
1
2
d
dt
k ~U 0mk2L2 + k ~U 0mk2H1 + (t)a1( ~Um + ~g; ~U 0m; ~U 0m)
  1

Z
 
(( ~Umn + ~gn))
0 ~U 0mn ds
 

0(t)
(t)
0
( ~Um; ~U
0
m) 
0(t)
(t)
k ~U 0mk2L2
  0(t)a1( ~Um + ~g; ~Um; ~U 0m)  (t)a1( ~U 0m + ~g0; ~Um; ~U 0m)
  0(t)a1( ~Um; ~g; ~Um)  (t)a1( ~U 0m; ~g; ~U 0m)
  (t)a1( ~Um; ~g0; ~U 0m) + ( ~F 0; ~U 0m)  [[(~g0; ~0); ~U 0m]]:
(3.5.20)
The same to (3.5.11), we have
(t)a1( ~Um+~g; ~U
0
m;
~U 0m)   C1k[ ~Umn+~gn] kL2( )k ~U 0mk2H1 : (3.5.21)
From (3.2.2b), we see that ~g = g0(x) on  , and ~g
0
n = 0 on  . Therefore,
 
Z
 
((Umn + gn))
0 ~U 0mn d 
= 
Z
 
((Umn + gn))
0( ~Umn + ~gn)0 d 
=
Z
 
[Umn + gn] p
(Umn + gn)2 + 2
j( ~Umn + ~gn)0j2 d   0:
(3.5.22)
In view of (3.5.17), we have, for all t 2 [0; T1],0(t)(t)
0
( ~Um; ~U
0
m) +
0(t)
(t)
k ~U 0mk2L2
  Ck ~U 0mk2L2 + C: (3.5.23)
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The same to (3.5.13), for arbitrary 0 > 0,( ~F 0; ~U 0m)  [[(~g0; ~0); ~U 0m]]
0k ~U 0mk2H1 + C 10 (k ~F 0k2L2 + k(~g0; ~0)k2L2( )):
(3.5.24)
(1) First, let us consider the case of d = 2. Applying Lemma 3.2.1,
Remark 3.2.1 and (3.5.17), we have, for arbitrary 0 > 0,0(t)a1( ~Um + ~g; ~Um; ~U 0m)  Ck ~Um + ~gkL4k ~UmkH1k ~U 0mkL4
Ck ~Um + ~gk1=2L2 k ~Um + ~gk
1=2
H1
k ~UmkH1k ~U 0mk1=2L2 k ~U 0mk
1=2
H1
0k ~U 0mk2H1 + C 1=30 (k ~U 0mk2L2k ~Um + ~gk2H1 + k ~Umk2H1);
(3.5.25)(t)a1( ~U 0m + ~g0; ~Um; ~U 0m)  Ck ~U 0m + ~g0kL4k ~UmkH1k ~U 0mkL4
Ck ~U 0mkL2k ~UmkH1k ~U 0mkH1
+ Ck~g0k1=2
L2
k~g0k1=2
H1
k ~UmkH1k ~U 0mk1=2L2 k ~U 0mk
1=2
H1
0k ~U 0mk2H1 + C 10 k ~U 0mk2L2k ~Umk2H1
+ C
 1=3
0 (k ~U 0mk2L2k~g0k2H1 + k ~Umk2H1);
(3.5.26)0(t)a1( ~Um; ~g; ~U 0m)
0k ~U 0mk2H1 + C 1=30 (k ~U 0mk2L2k ~Umk2H1 + k~gk2H1);
(3.5.27)
(t)a1( ~U 0m; ~g; ~U 0m)  0k ~U 0mk2H1 + C 10 k ~U 0mk2L2k~gk2H1 ; (3.5.28)(t)a1( ~Um; ~g0; ~U 0m)
k ~U 0mk2H1 + C 1=3(k ~U 0mk2L2k ~Umk2H1 + k~g0k2H1):
(3.5.29)
From (3.5.20) to (3.5.29), we obtain
1
2
d
dt
k ~U 0mk2
 + ^k ~U 0mk21;

C(k~gk2H1 + k~g0k2H1 + k ~Umk2H1)k ~U 0mk2L2
+ C(k ~Fk2L2 + k(~g; ~)k2L2( )) + C(k~g0k2H1 + k ~Umk2H1);
(3.5.30)
where ^ :=   6   C1k[ ~Umn + ~gn] kL2( ).
Let  = =12. From (3.5.15), we see that
^ =   60   C1k[ ~Umn + ~gn] kL2( )  =2; 8t 2 [0; T1]:
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Applying Gronwall's inequality to (3.5.30), it yields,
k ~U 0mk2L1(0;T1;L2(
)d) + k ~U 0mk2L2(0;T1;V )  C + k ~U 0m(0)k2L2 : (3.5.31)
To show the boundedness of k ~U 0m(0)k2
, we multiply c0m(t) to (3.5.7), add
the resulting equations, and make t = 0, then it yields
k ~U 0m(0)k2L2 + a( ~U0; ~U 0m(0))  [[(~g; ~)(0); ~U 0m(0)]]
  1

Z
 
( ~U0 + ~gn(0)) ~U
0
mn(0) ds
=  
0(t)
(t)
( ~U0; ~U
0
m(0))  (t)a1( ~U0 + ~g(0); ~U0; ~U 0m(0))
  (t)a1( ~U0; ~g(0); ~U 0m(0)) + ( ~F (0); ~U 0m(0)):
(3.5.32)
Since [ ~U0 + ~gn(0)]  = 0 and (A4)(3.3.1), we have
k ~U 0m(0)k2L2  ja( ~U0; ~U 0m(0))j+ j( ~U0; ~U 0m(0))j
+
0(t)(t) ( ~U0; ~U 0m(0))
+ (t)a1( ~U0 + ~g(0); ~U0; ~U 0m(0))
+
(t)a1( ~U0; ~g(0); ~U 0m(0))+ ( ~F (0); ~U 0m(0))
C

k ~U0kL2 + k ~U0kH2 + k ~U0 + ~g(0)kL1k ~U0kH1
+k ~U0kL1k~g(0)kH1 + k ~F (0)kL2

k ~U 0m(0)kL2 ;
(3.5.33)
which shows k ~U 0m(0)kL2  C. Furthermore, from (3.5.32), we prove
k ~U 0mk2L1(0;T1;L2(
)d) + k ~U 0mk2L2(0;T1;V )
+  1
Z T1
0
Z
 
[ ~Umn + ~gn] p
(Umn + gn)2 + 2
j( ~Umn + ~gn)0j2d dt  C:
(3.5.34)
Multiplying c0m(t) to (3.5.7) and taking the summation w.r.t k, it gives
k ~U 0mk2L2 +
1
2
d
dt
a( ~Um; ~Um)  1

Z
 
( ~Umn + ~gn) ~U
0
mn d 
=  
0(t)
(t)
( ~Um; ~U
0
m)  (t)a1( ~Um + ~g; ~Um; ~U 0m)
  (t)a1( ~Um; ~g; ~U 0m) + ( ~F; ~U 0m) + [(~g; ~); ~U 0m] =: RHS:
(3.5.35)
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Since ~g0 = 0 on  , we have
 
Z T1
0
Z
 
( ~Umn + ~gn) ~U
0
mn d dt
= 
Z T1
0
Z
 
( ~Umn + ~gn)( ~Umn + ~gn)
0 d dt
=
Z T1
0
Z
 
  d
dt
(( ~Umn + ~gn)( ~Umn + ~gn))
+
Z T1
0
Z
 
  d
dt
(( ~Umn + ~gn))
0( ~Umn + ~gn)d dt =: I1 + I2:
(3.5.36)
In view of ( ~Umn + ~gn)(0)  0, we get
I1 =[( ~Umn + ~gn)(T1); [ ~Umn(T1) + ~gn(T1)] ]  0
=k[ ~Umn(T1) + ~gn(T1)] k2L2( ) +
Z
 
[ ~Umn(T1) + ~gn(T1)] 
 (( ~Umn + ~gn)(T1)  [ ~Umn(T1) + ~gn(T1)] )d 
k[ ~Umn(T1) + ~gn(T1)] k2L2( )   C (* j(s)  [s] j  ):
(3.5.37)
1

jI2j =
Z T1
0
Z
 
j[ ~Umn + ~gn] j2q
[ ~Umn + ~gn] j2 + 2
j( ~Umn + ~gn)0jd dt
1

0@Z T1
0
Z
 
[ ~Umn + ~gn] q
[ ~Umn + ~gn] j2 + 2
j( ~Umn + ~gn)0j2
1A1=2

0@Z T1
0
Z
 
j[ ~Umn + ~gn] j3q
[ ~Umn + ~gn] j2 + 2
1A1=2
C + C 

 C (* (3.5.18); (3.5.34)):
(3.5.38)
In view of (3.5.17) and (3.5.34), we have
RHS  C(k~gk2H1 + k ~Umk2H1)k ~Umk2H1
+ C(k ~U 0mk2H1 + k ~Umk2H1 + k ~Fk2L2 + k(~g; ~)k2L2):
(3.5.39)
From (3.5.35), (3.5.36)-(3.5.38), (3.5.39), and recalling that we assume  
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C, we have, for all t 2 [0; T1],Z t
0
k ~U 0m(s)k2L2ds+
1
2
a( ~Um(t); ~Um(t)) + k[ ~Umn(t) + ~gn(t)] k2L2( )
C
Z t
0
k ~Um(s)k2H1 + C + C


+ C  Ca( ~Um; ~Um) + C:
(3.5.40)
Applying Gronwall's inequality to (3.5.40), it yields,
k ~Umk2L1(0;T1;V ) +  1k[ ~Umn + ~gn] k2L1(0;T1;L2( ))  C: (3.5.41)
In view of (3.5.41), for suciently small ,
k[ ~Umn + ~gn] kL2( )  C
p
 1; 8t 2 [0; T1]:
Hence, there exists T2 > T1, such that (3.5.15) is satised for all t 2 [0; T2].
Furthermore, we can replace T1 in (3.5.17), (3.5.34) and (3.5.41) by T2.
Once again, for suciently small ,
k[ ~Umn + ~gn] kL2( )  C
p
 1; 8t 2 [0; T2]:
There exists T3 > T2, such that (3.5.15) is satised for all t 2 [0; T3]. We
can continue this process for suciently small , till we reach some Tk > T ,
for any T 2 (0;1), and (3.5.17), (3.5.34) and (3.5.41) are satised with T1
replaced by Tk. Hence, we proved (3.5.8) when d = 2.
(2) When d = 3, the discussion before (3.5.25) and the observation for
k ~U 0m(0)kL2( see (3.5.33)) are the same to the case of d = 2. The esti-
mates from (3.5.35) to (3.5.41) can also be applied to the case of d = 3.
What changes from the case d = 2 is the estimates of k ~U 0mk2L1(0;T1;L2(
)d),
k ~U 0mk2L2(0;T1;V ).
In place of (3.5.25)-(3.5.29), we derive, for arbitrary 0 > 0,0(t)a1( ~Um + ~g; ~Um; ~U 0m)  Ck ~Um + ~gkL6k ~UmkH1k ~U 0mkL3
Ck ~Um + ~gkH1k ~UmkH1k ~U 0mk1=2L2 k ~U 0mk
1=2
H1
0k ~U 0mk2H1k ~Umk2H1 + C 1=30 k ~U 0mk2=3L2 k ~Um + ~gk
4=3
H1
k ~Umk2=3H1
0k ~U 0mk2H1k ~Umk2H1 + C 1=30 k ~U 0mk2L2k ~Umk2H1
+ C
 1=3
0 k ~Um + ~gk2H1 ;
(3.5.42)
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(t)a1( ~U 0m + ~g0; ~Um; ~U 0m)  Ck ~U 0m + ~g0kL6k ~UmkH1k ~U 0mkL3
0k ~U 0mk2H1(k ~UmkH1 + k ~Umk2H1) + C 30 k ~U 0mk2L2k ~UmkH1
+ C
 1=3
0 k ~U 0mk2L2k ~Umk2H1 + C 1=30 k~g0k2H1 ;
(3.5.43)0(t)a1( ~Um; ~g; ~U 0m)  0k ~U 0mk2H1k~gk2H1 + C 10 k ~Umk2H1 ; (3.5.44)(t)a1( ~U 0m; ~g; ~U 0m)  0k ~U 0mk2H1 + C 30 k ~U 0mk2L2k~gk4H1 ; (3.5.45)(t)a1( ~Um; ~g0; ~U 0m)  0k ~U 0mk2H1k ~Umk2H1 + C 10 k~g0k2H1 : (3.5.46)
Hence, in place of (3.5.30), we obtain
1
2
d
dt
k ~U 0mk2L2 + k ~U 0mk2H1
+  1
Z
 
[ ~Umn + ~gn] p
(Umn + gn)2 + 2
j( ~Umn + ~gn)0j2d 
C(k~gk4H1 + k~gk2H1 + k ~Umk2H1)k ~U 0mk2L2
+ C(k ~Fk2L2 + k(~g; ~)k2L2( )) + C(k~g0k2H1 + k ~Umk2H1);
(3.5.47)
where
 :=   20   40k ~Umk2H1   0k ~UmkH1   C1k[ ~Umn + ~gn] kL2( ):
We choose 0 satisfying 20 + 40k ~U0k2H1 + 0k ~U0kH1  =12. Let T^1 be
the maximum value of t such that 20+40k ~U0(t)k2H1 +0k ~U0(t)kH1  =4.
Let T1 = min(T^1; T1), then we have, for all t 2 [0; T1],
 :=   20  40k ~Umk2H1   0k ~UmkH1  C1k[ ~Umn+ ~gn] kL2( )  =2:
Applying Gronwall's inequality to (3.5.47), we obtain
k ~U 0mk2L1(0;T1;L2(
)d) + k ~U
0
mk2L2(0;T1;V )
+  1
Z T1
0
Z
 
[ ~Umn + ~gn] p
(Umn + gn)2 + 2
j( ~Umn + ~gn)0j2d dt  C:
(3.5.48)
Therefore, we show (3.5.8) holds for a small time interval [0; T ] when d =
3.
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Lemma 3.5.2. Under the assumptions of Lemma 3.5.1, when d = 2, for any
T 2 (0;1) and suciently small , there exists a solution ~U to (N^SE

 ),
such that
k ~UkL1(0;T ;V ) +  1=2k[ ~U + ~gn] kL1(0;T ;L2( ))  C; (3.5.49a)
k ~U 0kL1(0;T ;L2(
)d) + k ~U 0kL2(0;T ;V )  C: (3.5.49b)
When d = 3, the same conclusion holds for a smaller time interval (0; T ).
Proof. The proof below is valid for both d = 2; 3, except that when d = 3, we
have to replace T by T . As a consequence of Proposition 3.5.1, there exists
some U and a subsequence of f ~Umg1m=1, such that U 2 L1(0; T ;V ),
U 0 2 L1(0; T ;L2(
)d) \ L2(0; T ;V ), and as m!1,
~Um ! U; weakly* in L1(0; T ;V ); (3.5.50a)
[ ~Um + gn]  ! [ U + gn]  weakly* in L1(0; T ;L2( )); (3.5.50b)
~U 0m ! U 0; weakly* in L1(0; T ;L2(
)d); (3.5.50c)
~U 0m ! U 0; weakly in L2(0; T ;V ): (3.5.50d)
We show U is the solution to (3.5.6). Multiplying (3.5.7) with any  2
C10 (0; T ), and integrating over (0; T ), it yields, for all k = 1; 2; : : : ;m,Z T
0
(t)

( ~U 0m; wk) +
0(t)
(t)
( ~Um; ~Um) + a( ~Um; wk)
+(t)a1( ~Um + ~g; ~Um; wk) + (t)a1( ~Um; ~g; wk)
 1

Z
 
rho( ~Umn + ~gn)wkn ds  ( ~F ;wk) + [[(~g; ~); wk]]

dt = 0:
(3.5.51)
It follows from [6, 43] that the embedding
fw j w 2 L2(0; T ;V ); w0 2 L2(0; T ;L2(
)d)g ,! L2(0; T ;L4(
)d)
is compact. Hence ~Um ! U strongly in L2(0; T ;L4(
)d). Since the trace
mapping H1(0; T ;V )! L2(0; T ;L2( )d) is compact, we have
~Umn ! Un; strongly in L2(0; T ;L2( )):
Therefore, ~Umn ! Un a.e. on  . () is continuous, so that ( ~Umn +
~gn)! rho( Un + ~gn) a.e. on  .
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Let m!1, we obtain, for all k 2 N,Z T
0
(t)

( U 0; wk) +
0(t)
(t)
( U; wk) + a( U; wk)
+(t)a1( U + g; U; wk) + (t)a1( U; g; wk)
 1

Z
 
( Un + ~gn)wkn ds  ( ~F;wk) + [[(~g; ~); wk]]

dt = 0:
(3.5.52)
Since [1m=1spanfwkgmk=1 is dense in V , we can replace the test function
wk of (3.5.52) by any v 2 V . And we proved U = ~U is the solution to
(3.5.6) satisfying (3.5.49).
Lemma 3.5.3. Under the assumptions of Lemma 3.5.2, when d = 2, for any
T 2 (0;1) and suciently small , there exists a solution ~U to (N^SE

),
such that
k ~UkL1(0;T ;V ) +  1=2k[ ~U + ~gn] kL1(0;T ;L2( ))  C; (3.5.53a)
k ~U 0kL1(0;T ;L2(
)d) + k ~U 0kL2(0;T ;V )  C: (3.5.53b)
When d = 3, the same conclusion holds for a smaller time interval (0; T ).
Proof. The proof below is valid for both d = 2; 3, except that when d = 3,
we have to replace T by T . As a consequence of Proposition 3.5.2, there
exists some U and a subsequence of f ~Uig1i=1, with limi!1 i = 0 such that
U 2 L1(0; T ;V ), U 0 2 L1(0; T ;L2(
)d) \ L2(0; T ;V ), and as i ! 1,
i ! 0,
~Ui ! U; weakly* in L1(0; T ;V ); (3.5.54a)
i(
~Ui + gn)! [ U + gn]  weakly* in L1(0; T ;L2( )); (3.5.54b)
~U 0i ! U 0; weakly* in L1(0; T ;L2(
)d); (3.5.54c)
~U 0i ! U 0; weakly in L2(0; T ;V ): (3.5.54d)
It is not dicult to verify that U is the solution to (3.5.3). And we proved
U = ~U is the solution to (3.5.3) satisfying (3.5.53).
Proposition 3.5.1. Under the assumptions of Proposition 3.5.1, when d =
2, for any T 2 (0;1), there exists a solution ~U to (]NSI), such that
k ~UkL1(0;T ;V )  C; (3.5.55a)
k ~U 0kL1(0;T ;L2(
)d) + k ~U 0kL2(0;T ;V )  C: (3.5.55b)
When d = 3, the same conclusion holds for a smaller time interval (0; T ).
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Proof. The proof is valid for both d = 2; 3, except we replace T by T for the
case d = 3.
In view of Proposition 3.5.3, we have, for suciently small , k ~UkL1(0;T ;V ),
k ~U 0kL1(0;T ;L2(
)d) and k ~U 0kL2(0;T ;V ) are bounded independent of , and
k[ ~U + ~gn] kL1(0;T ;L2( ))  C
p
.
There exists a subsequence i ! 0, and U such that U 2 L1(0; T ;V ),
U 0 2 L1(0; T ;L2(
)d) \ L2(0; T ;V ), and as ! 0,
~U ! U; weakly* in L1(0; T ;V ); weakly in L2(0; T ;V ); (3.5.56a)
[ ~Un + ~gn]  ! 0; weakly* in L1(0; T ;L2( )); (3.5.56b)
~U 0 ! U 0; weakly* in L1(0; T ;L2(
)d); (3.5.56c)
~U 0 ! U 0; weakly in L2(0; T ;V ): (3.5.56d)
The same to the proof of Proposition 3.5.3, we have
~U ! U; strongly in L4(0; T ;L2(
)2); (3.5.57a)
~Un ! Un; strongly in L2(0; T ;L2(
)2); (3.5.57b)
[ ~U + ~gn]  ! [ Un + ~gn]  a.e. on  : (3.5.57c)
Hence, [ Un + ~gn]  = 0 a.e. on  , U 2 ~K, andZ T
0
a( U; U)dt  lim!0
Z T
0
a( ~U; ~U)dt:
For arbitrary v 2 ~K, from (3.5.3), we have,
( ~U 0; v   ~U) +
0(t)
(t)
( ~U; v   ~U) + a( ~U; v   ~U)
+ (t)a1( ~U; ~g; v   ~U) + (t)a1( ~U + ~g; ~U; v   ~U)
  1

Z
 
[ ~Un + ~gn] (vn   ~Un)ds
  ( ~F ; v   ~U)  [[(~g; ~); v   ~U]] = 0;
(3.5.58a)
~U(x; 0) = ~U0; on 
: (3.5.58b)
In view of
  [ ~Un + ~gn] (vn   ~Un) =  [ ~Un + ~gn] [vn + ~gn   ( ~Un + ~gn)]
=  [ ~Un + ~gn] (vn + ~gn)  j[ ~Un + ~gn] j2
0 (8v 2 ~K);
(3.5.59)
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we have, for all t 2 [0; T ],Z t
0
n
( ~U 0; v   ~U) + (0(t)=(t))( ~U; v   ~U) + a( ~U; v   ~U)
+(t)a1( ~U; ~g; v   ~U) + (t)a1( ~U + ~g; ~U; v   ~U)
 ( ~F ; v   ~U)  [[(~g; ~); v   ~U]]
o
 0;
(3.5.60)
Therefore, taking the lower limit lim!0 to (3.5.60), we obtianZ t
0

( U 0; v   U) + (0(t)=(t))( U; v   U) + a( U; v   U)
+(t)a1( U; ~g; v   U) + (t)a1( U + ~g; U; v   U)
 ( ~F; v   U)  [[(~g; ~); v   U ]]
o
 0;
(3.5.61)
Follows from Lebesgue dierentiation theorem( cf. [15]), we have U = ~U is
the solution to (3.5.2) for a.e. t 2 [0; T ].
Since U = ~U(t) and U = ~U(t), in view of Proposition 3.5.1 and 3.5.3,
we obtain the well-posedness of U and U.
Proposition 3.5.2. Under the assumptions (A1)(A2)(A3)(A4), when d =
2, for any T 2 (0;1), there exists a solution U to (NSI), such that
kUkL1(0;T ;V )  C; (3.5.62a)
kU 0kL1(0;T ;L2(
)d) + kU 0kL2(0;T ;V )  C: (3.5.62b)
When d = 3, the same conclusion holds for a smaller time interval (0; T ).
Proposition 3.5.3. Under the assumptions (A1)(A2)(A3)(A4), when d =
2, for any T 2 (0;1) and suciently small , there exists a solution U to
(NSE
), such that
kUkL1(0;T ;V ) +  1=2k[U + gn] kL1(0;T ;L2( ))  C; (3.5.63a)
kU 0kL1(0;T ;L2(
)d) + kU 0kL2(0;T ;V )  C: (3.5.63b)
When d = 3, the same conclusion holds for a smaller time interval (0; T ).
Proof of Theorem 3.3.1. It follows from Proposition 3.5.2, 3.3.1 and 3.3.2.
Proof of Theorem 3.4.1. It follows from Proposition 3.5.3, 3.4.1, and 3.4.2.
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3.6 The Stokes problem with a unilateral bound-
ary condition of Signorini's type
From now on, we consider the Stokes equations with unilateral boundary
condition of Signorini's type.
Find a velocity u and a pressure p such that
  u+rp = f; r  u = 0; in 
; (3.6.1a)
u = b; on S; (3.6.1b)
u = 0; on C; (3.6.1c)
un  0; n(u; p)  0; on  ; (3.6.1d)
unn(u; p) = 0; T (u) = 0; on  : (3.6.1e)
Remark 3.6.1. The Signorini's problem has been considered in [25] with
a traction boundary condition on a portion of  , i.e. there exists  0   ,
j 0j > 0, such that, (u; p) = H(x) on  0, which leads to an essentially
dierent argument.
We set the reference ow (g; ) satisfying
r  (g; ) = 0; r  g = 0; in 
;
gjC = 0; gjS = b:
And we assume that
 :=
Z
 
gn =  
Z
S
bn  0:
We assume that f 2 L2(
)d and (g; ) 2M 0.
Setting (U;P ) = (u g; p ), our target problem becomes the following
equations.
(S) Find a velocity U and a pressure P such that
  U +rP = f; r  U = 0; in 
; (3.6.2a)
U = 0 on S [ C; (3.6.2b)
Un + gn  0; n(U;P ) + n(g; )  0; on   (3.6.2c)
(Un + gn)(n(U;P ) + n(g; )) = 0; on   (3.6.2d)
T (U) + T (g) = 0 on   (3.6.2e)
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Weak formulation of (S).
We interpret (S) as follows.
(S0)Find (u; p) 2 V Q s.t.
a(U;') + b(P;') =
Z


f  ' dx (8' 2 H10 (
)d); (3.6.3a)
b(q; U) = 0 (8q 2 Q); (3.6.3b)
Un + gn  0 a.e. on  ; (3.6.3c)
[n(U;P ) + n(g; ); ]  0 (8 2M;   0); (3.6.3d)
[n(U;P ) + n(g; ); Un + gn] = 0 (8 2M;   0); (3.6.3e)
[[T (U) + T (g); ]] = 0 (8 2Md; n = 0): (3.6.3f)
Formulation by a variational inequality
(VI) Find (U;P ) 2 K Q s.t.
a(U; v   U) + b(v   U; p)  hF; v   Ui (8v 2 K); (3.6.4a)
b(q; U) = 0 (8q 2 Q); (3.6.4b)
where F : V ! V 0 is dened as
hF; vi = hF; viV 0;V =
Z


f  v dx  [[(g; ); v]]: (3.6.5)
Theorem 3.6.1. (VI), (S0) .
Proof. The argument is similar to Theorem 3.2.2.
Theorem 3.6.2. There exists a unique solution (U;P ) 2 K Q of (VI).
Proof. Since a is a coercive bilinear form in V   V  by Korn's inequality,
we can apply Stampacchia's theorem (cf. [9, Theorem 5.6]) to conclude that
there exists a unique U 2 K satisfying
a(U; v   U)  hF; v   Ui (8v 2 K): (3.6.6)
Taking v = U  ' with ' 2 H10;(
) in (3.6.6), we deduce
a(U;') =
Z


f  ' dx; (8' 2 H10 (
)d \ V ): (3.6.7)
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Hence, according to the inf-sup condition of b, there exists P 2 L20(
)
satisfying
(P ;r  v) = a(U; v) 
Z


f  v dx (8v 2 H10 (
)d):
Thus we obtain (U; P ) 2 K  L20(
) satisfying
a(U; v) + b(P ; v) =
Z


f  v dx (8v 2 H10 (
)d): (3.6.8)
Setting
l  inf
2Y
[n(u; p^) + hn; ] =
[n(u; p^) + hn; un + gn]

; (3.6.9)
where
Y =

 2M j   0;  6 0;
Z
 
 = 1

:
With a similar argument to the proof of Theorem 3.3.1, it is not dicult to
verify that (U;P ) is the solution of (VI) where P = P + l
3.6.1 Penalty method for the Stokes problem
We introduce  : V ! V 0 by setting
h(U); vi =  
Z
 
[Un + gn] vn ds; (3.6.10)
where [w] = maxf0;wg and w = [w]+   [w] .
Lemma 3.6.1. (i)  is a bounded, monotone and hemicontinuous opera-
tor from V to V 0.
(ii) K = fv 2 V j (v) = 0g.
Proof. We show (i).
1. (boundness) By using the trace theorem, we have
h(U); vi 
Z
 
[Un + gn] jvnj ds
 k[Un + gn] kL2( )kvnkL2( )
 (kUnkL2( ) + kgnkL2( ))kvnkL2( )
 (kUkV + kgnkL2( ))kvkV
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for U; v 2 V . Hence,
k(U)kV 0  kukV + kgnkL2( ):
2. (monotonicity) For U; v, we have
h(U)  (v); u  vi = h(U); U   vi   h(v); U   vi
= 
Z
 
[Un + gn] (Un   vn) +
Z
 
[vn + gn] (Un   vn) 
= 
Z
 
([Un + gn]    [vn + gn] )(Un + gn   (vn + gn))
=
Z
 
([Un + gn]    [vn + gn] )(Un + gn   (vn + gn))
=k[Un + gn]    [vn + gn] k2L2( )
 
Z
 
([Un + gn]    [vn + gn] )([Un + gn]+   [vn + gn]+)

Z
 
[Un + gn] [vn + gn]+ +
Z
 
[vn + gn] [Un + gn]+
0:
3. (hemicontinuity) Let U; v; w 2 U and consider a real-valued function
() = h(U + v); wi =
Z
 
[Un + vn] wn ( 2 R):
This is a continuous function, since the function []  is continuous.
(ii) It is obvious.
Penalty problem of (S)
Let 0 <  1. We give the penalty problem to (S).
(S) Find (U; P) 2 V Q such that
a(U; v) + b(P; v) +
1

h(U); vi = hF; vi (8v 2 V ); (3.6.11a)
b(q; U) = 0 (8q 2 Q): (3.6.11b)
(S ) Find U 2 V  such that
a(U; v) +
1

h(U); vi = hF; vi (8v 2 V ): (3.6.12)
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Theorem 3.6.3. There exists a unique solution U of (S

 ) and it satises
kUkV  C(kFkV 0 + kgnkM ); (3.6.13)
k(u)kM 0 = sup
2M
h(u); i
kkM  C(kFkV
0 + kgnkM ): (3.6.14)
Theorem 3.6.4. There exists a unique solution (U; U) of (S).
Proof of Theorem 3.6.3
We will make use of
Lemma 3.6.2 (Theorem 2.1 of [28]). Let X be a separable reexive Banach
space and let T : X ! X 0 be a (possibly nonlinear) operator satisfying the
following conditions:
1. (boundness) There exist C;C 0;m > 0 s.t. kTukX0  CkukmX + C 0 for
all u 2 X;
2. (monotonicity) hTu  Tv; u  vi  0 for all u; v 2 X;
3. (hemicontinuity) For any u; v; w 2 X, the function  7! hA(u+ v); wi
is continuous on R;
4. (coerciveness)
hTu; ui
kukX !1 as kukX !1.
Then, for any ' 2 X 0, there exists a unique u 2 X such that Tu = '.
Furthermore, if T is strictly monotone:
hTu  Tv; u  vi > 0 (8u; v 2 X;u 6= v);
then the solution is unique.
Proof of Theorems 3.6.3. We consider a nonlinear operator A : V ! V 0 by
setting
Av = Av +
1

(v) (v 2 V );
where A : V ! V 0 is a linear operator dened as hAu; vi = a(u; v) for
u; v 2 V . We verify that the restriction AjV  of A satises the conditions
in Lemma 3.6.2. Below we write A = AjV  , and we use Lemma 3.6.1 (i).
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1. (boundness)
jhAu; vij  jhAu; vij+ 1

jh(u); vij
 kak  kukV kvkV + 1

(kukV + kgnkL2( ))kvk
for u; v 2 V . Hence,
kAuk(V )0  kAukV 

kak+ 1


kukV + 1

kgnkL2( ) (u 2 V ):
2. (strictly monotonicity) By virtue of Korn's inequality,
hAu Av; u  vi = hAu; u  vi   hAv; u  vi
=hAu; u  vi+ 1

h(u); u  vi   hAv; u  vi   1

h(v); u  vi
=hA(u  v); u  vi+ 1

h(u)  (v); u  vi
=a(u  v; u  v) + 1

h(u)  (v); u  vi
=CKku  vk2V  
1

h(u  v); u  vi
>0
for u; v 2 V , u 6= v.
3. (hemicontinuity) Let u; v; w 2 V and consider a real-valued function
() = hA(u+ v); wi = a(u+ v;w) + 1

h(u+ v); wi ( 2 R):
This is a continuous function, since a(; w) is continuous and () is
hemicontinuous.
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4. (Coerciveness) For u 2 V , we have
h(u); ui =  
Z
 
[un + gn] un ds
= 
Z
 
[un + gn]  ([un + gn]+   [un + gn]    [gn]+ + [gn] ) d 
 
Z
 
[un + gn] [gn]  ds
  k[un + gn] kL2( )k[gn] kL2( )
  kun + gnkL2( )kgnkL2( )
   kukV + kgnkL2( ) kgnkL2( ):
(3.6.15)
Hence,
hAu+ 1(u); ui
kukV  CKkukV  
(kukV + kgnkL2( ))
kukV kgnkL2( )
This gives
hAu+ 1(u); ui
kukV !1 as kukV !1:
As a consequence, we can apply Lemma 3.6.2 to conclude that there exists
a unique u 2 V  satisfying Au = F0, where F0 2 (V )0 is the restriction
of F 2 V 0. Thus, we have proved a unique existence of the solution u 2 V 
of (S ).
Next, we derive (3.6.13) and (3.6.14). To this end, we recall  =
R
  gn >
0. First, we set
 = gn   ;
where  2 C10 ( ) is a function satisfying   0 and
R
   = 1 and below
we x it. We have  2 M and R   = 0. Hence, there exists an extension
w 2 V0 of  satisfying kwkV  CkkM  CkgnkM and wnj  = .
Substituting v = U + w 2 V0 into (3.6.11), we have
a(U; U + w)  1

Z
 
[Un + gn] (Un + gn   ) = hF;U + wi:
Noticing that
Un + gn     Un + gn;
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which guarantees
 1

Z
 
[Un + gn] (Un + gn   )  1

k[Un + gn   ] k2L2( )  0:
Hence we have
a(U; U + w)  hF;U + wi:
From this, we can deduce
kUkV  C(kFk(V )0 + kgnkM )  C(kFkV 0 + kgnkM )
and
k[Un + gn   ] kL2( )  C
p
(kFkV 0 + kgnkM ):
Further, equation (3.6.11) implies
h(U); vi = hF; vi   a(U; v) (8v 2 V );
so we have
k(U)kM 0 = sup
v2V0; v 6=0
h(U); vi
kvkV
=  sup
v2V0; v 6=0
hF; vi   a(U; v)
kvkV
 C(kFkV 0 + kukV ):
This completes the proof.
Proof of Theorem 3.6.4. From Theorem 3.6.3, we know that there exists a
unique solution U 2 V0 of (S ). Then, by the standard theory, there exists
the associating pressure P 2= L20(
) of the velocity U;
a(U; v) + b(P; v) =
Z


f  v (v 2 H10 (
)d):
For any  2 C10 ( ) with
R
   = 1, we set
l =
Z
 
(n(U; P) + n(g; )   1[Un] ) ds: (3.6.16)
We see that l is a constant independent of . It is not dicult to verify
that (U;P) is a solution of (S), where
P = P + l:
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3.6.2 Error estimate of penalty method
Theorem 3.6.5. Let (U;P ) and (U; P) be the unique solutions of (S) and
(S), respectively. Then, we have
kU   UkV + kP   PkQ  C
p
kn(U;P )kM 0 ; (3.6.17)
where P and P are dened by
P = P   l; P = P   l; l = 1j
j
Z


P; l =
1
j
j
Z


P: (3.6.18)
Proof. Recall (U;P ) satises for any v 2 V ,
a(U; v) + b(P; v)  [n(U;P ) + n(g; ); vn] =
Z


f  v dx 
Z
 
(g; )v ds:
Together with (3.6.11), it implies that for all v 2 V ,
a(U   U; v) + b(P   P; v)
=
Z
 
(n(U;P ) + n(g; )   1[Un + gn] )vn ds;
(3.6.19)
and for any v 2 V ,
a(U   U; v) =
Z
 
(n(U;P ) + n(g; )   1[Un + gn] )vn ds: (3.6.20)
Now we take v = U   U 2 V  and obtain
a(U   U; U   U) = [n(U;P ) + n(g; )   1[Un + gn] ; Un   Un]
= [n(U;P ) + n(g; ); Un   Un]| {z }
=I1
  1[Un + gn] ; Un   Un]| {z }
=I2
:
We calculate as
I1 = [n(U;P ) + n(g; ); Un + gn]| {z }
=0
 [n(U;P ) + n(g; ); U;n + gn]
=  [n(U;P ) + n(g; ); [U;n + gn]+   [U;n + gn] ]
[n(U;P ) + n(g; );  1[Un + gn] ];
and
I2 =  [ 1[Un + gn] ; Un + gn] + [ 1[Un + gn] ; Un + gn]
  1

Z
 
[Un + gn] [Un + gn] ds
=  
Z
 
( 1[Un + gn] )2 ds
116
As a result, we get,
a(U   U; U   U) 
Z
 
(n(U;P ) + n(g; ))
 1[Un + gn] ] ds
  
Z
 
( 1[Un + gn] )2 ds;
(3.6.21)
which implies
kU   UkV  C
p
kn(U;P ) + n(g; )kL2( ):
We proceed to the pressure part. We have
a(U   U; v) + b(P   P; v) = a(U   U; v) + b(P   P; v)
= 0 (8v 2 H10 (
)d):
We apply the inf-sup condition of b, and conclude
kP   PkQ  CkU   UkV  C
p
kn(U;P ) + n(g; )kL2( );
which completes the proof.
Theorem 3.6.6. Let (U;P ) and (U; P) be the unique solutions of (S) and
(S), respectively. Further, assume that
gn 2 C( ); n(g; ) 2 H1=2( ); (3.6.22)
U;U 2 H2(
)d; P; P 2 H1(
); (3.6.23)
kUn   UnkL1( ) ! 0 as  # 0: (3.6.24)
Then, we have as  # 0
kU   UkV + kP   PkQ  Ckn(U;P ) + n(g; )kM : (3.6.25)
Remark 3.6.2. If   \ C = ; (say,   is a smooth closed surface), we can
deduce
U;U 2 H2(
)d; P; P 2 H1(
); kU   UkH2 + kP   PkH1 ! 0 ( # 0):
by the standard manner using local coordinates and dierence quotients (cf.
[34] etc.). Thus, (3.6.23) and (3.6.24) actually take place if data are smooth.
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Proof of Theorem 3.6.6. Set
 = n(U;P ) + n(g; )   1[un + gn] :
Recall that (cf. Proof of Theorem 3.6.5)
a(U   U; v) + b(P   P; v) = [; vn] (8v 2 V ): (3.6.26)
This implies
a(U   U; v) + b(P   P; v) = [   l + l; vn] (8v 2 V ); (3.6.27)
From the inf-sup condition of b, we have
kP   PkQ  1
2
sup
v2H10 (
)d
 b(P   P; v)
kvkV
 1
2
sup
v2H10 (
)d
ja(U   U; v)j
kvkV  CkU   UkV : (3.6.28)
On the other hand, by the inf-sup condition of c,
k   l + lkM 0  sup
v2V
[   l + l; vn]
kvkV
 sup
v2V
ja(U   U; v)j+ jb(P   P; v)j
kvkV
 Cku  ukV : (3.6.29)
Thanks to (3.6.23), we have
n(U;P ) + n(g; ) 2M = H1=2( ); U j ; Uj  2 C( )d: (3.6.30)
Since Un + gn  0 a.e. on   and
R
  gn > 0 (and Un, gn are continuous),
there exists a subset (with the positive area) !    such that Un + gn > 0
on !. According to (3.6.2d), n(U;P ) + n(g; ) = 0 on !. Then, in view of
(3.6.24), there exist 1 > 0 and !
0  ! with j!0j > 0 such that Un + gn > 0
on !0 if  2 (0; 1]. Consequently,  1[Un + gn]  = 0 on !0. Hence,  = 0
on !0.
At this stage, we take  2 C1( ) such that supp   !0,   0 on !0
and
R
   = 1, and the extension of  into V is denoted by v = En 2 V .
Substituting v = v into (3.6.27), we have
j[   l + l; ]j  ja(U   U; v)j+ jb(P   P; v)j
 CkU   UkV + CkP   PkQ  CkU   UkV ;
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where C denotes a positive constant depending on . On the other hand,
j   l + lj =
Z
!0
(   l + l)

=
Z
!0
(l   l)

=
(l   l)Z
!0

 = jl   lj:
Hence,
jl   lj  CkU   UkV :
This, together with (3.6.29), gives
kkM 0  k   l + lkM 0 + jk   kj
 CkU   UkV : (3.6.31)
Recall that, from (3.6.21), we deduce
kU   Uk2V  kkM 0kn(u; p) + n(g; )kM : (3.6.32)
Applying (3.6.29) to (3.6.32), it yields
kU   Uk2V  CkU   UkV kn(U;P ) + n(g; )kM ;
which completes the proof.
Remark
The chapter is based on [52, 38]
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