Abstract-Data quantization methods for continuous attributes play an extremely important role in artificial intelligence, data mining and machine learning because discrete values of attributes are required in most classification methods. In this paper, we present a supervised statistical data quantization method. It defines a quantization criterion based on the chi-square statistic to discover accurate merging intervals. In addition, a heuristic quantization algorithm is proposed to achieve a satisfying quantization result with the aim to improve the performance of inductive learning algorithms. Empirical experiments on UCI real data sets show that our proposed algorithm generates a better quantization scheme that improves the classification accuracy of C4.5 decision tree than existing algorithms.
INTRODUCTION
Quantization has played an important role in artificial intelligence, data mining, machine learning and knowledge discovery. Many induction and classification algorithms rely on discrete attributes, and need to quantify continuous attributes, i.e. to slice their domain into a finite number of intervals in order to generate attributes with a small number of distinct values. A good quantization algorithm can not only produce a concise summarization of continuous attributes to help the experts and users understand the data more easily, but also make learning more accurate and faster [1] .
Existing quantization methods can be classified by different directions, among which one is to divide the quantization methods into top-down (splitting) methods and bottom-up (merging) methods. Top-down methods [2] [3] [4] start from the initial interval and recursively split it into smaller intervals, while, bottom-up methods start from the set of single value intervals and iteratively merge adjacent intervals. The Chi2-based algorithms [5] [6] [7] [8] are well-known bottom-up quantization methods based on probability and statistics, among which the extended Chi2 algorithm (Ext-Chi2 for short in this paper) [7] is one of the most efficient algorithms for quantization of continuous attributes based on local dependence measure.
In this paper, we focus on bottom-up quantization methods and propose a statistical quantization criterion based on the analysis of chi-square related algorithms. This criterion can discover good merging criterion by considering the properties of class number and degree of freedom in chi-square statistic. In addition, a heuristic quantization algorithm is proposed to achieve a satisfying quantization result with the aim to improve the performance of inductive learning algorithms. Empirical experiments on UCI real data sets show that our proposed algorithm generates a better quantization scheme that improves the accuracy of C4.5 decision tree classification than existing algorithms.
The remainder of this paper is organized as follows. We introduce related work in Section II. Section III presents our proposed method. Experiments and performance evaluation are introduced in Section IV. Finally, we summarize our work and conclude this paper in Section V.
II. RELATED WORK
Existing quantization techniques mostly focus on processing lower dimensional datasets. Consequently, they commonly suffer from a major challenge that how to quantify high-dimensional datasets with sophisticated nonlinear structures in addition to computational problems. Liu et al. [1] present an excellent classification of current approaches in quantization along two main axes, viz., bottom-up vs. top-down, and supervised vs. unsupervised [9] . Top-down methods, such as classattribute interdependence quantization, start from the initial interval and recursively split it into smaller intervals. Bottom-up methods, such as chi2-based quantization, begin with the set of single value intervals and iteratively merge adjacent intervals. Unsupervised methods provide no class information, such as equalwidth and equal-frequency [9] , KDE [10] , TDE [11] . The former two techniques starting with naive methods implement with a low computational cost, and these types of methods are vulnerable to outliers and the results obtained are rather unsatisfactory in most cases. The latter two are state-of-the-art unsupervised top-down techniques, which use density estimators to select the best cut-points and automatically adapt subintervals to the data. They determine the quantified number of intervals by the cross-validated log-likelihood. Supervised methods provide class information with each attribute value and they are much more sophisticated, such as entropy-based quantization, class-attribute interdependence methods, and the chi2-based heuristic algorithms. Entropy-based method proposed by Fayyad and Irani [12] recursively selects the cut-points on each target attribute to minimize the overall entropy and determines the appropriate number of intervals by using minimum description length principle (MDLP). Classattribute interdependence methods are distinguished topdown supervised quantization techniques with the objective to maximize the interdependence between the class and the continuous-valued attribute and to generate a possibly minimal number of discrete intervals. The chi2-based methods are famous bottom-up supervised quantization techniques based on statistical independence. The chi-square statistic is used to determine whether the current point is to be moved or not. The most effective chi2-based algorithms, such as modified chi2 [8] and extended chi2 [7] , define the measurement of distance from χ is determined by selecting a desired significance level α . However, the criteria can not reflect the possibility that the intervals are merged from the probability view.
Recently, many researchers have focused on the production of new quantization methods, i.e., semisupervised quantization (SSD) [13] , refining quantization [14] and a survey [15] of quantization techniques. A. Bondu et al. [13] develop a semi-supervised method lately. It is based on the MODL framework and quantifies the numerical domain of a continuous input variable, while keeping the information relative to the prediction of classes. Refining quantization introduces a method, called »-procedure, that constructs classical partitions on the range of an attribute taking continuous values. These partitions can be seen as refinements of the ones given by the expert or the ones given by a standard method of quantization. G. Salvador et al. [15] present a survey of quantization techniques: taxonomy and empirical analysis in supervised learning. They develop a taxonomy based on the main properties pointed out in previous research, unifying the notation and including all the known methods up to date.
III. OUR QUANTIZATION METHOD
We first introduce the rough set theory [16] used in our quantization problem. Then, a novel quantization method is proposed. Finally, we give the algorithm description.
A. Rough Set Theory
Rough set theory was first proposed by Pawlak in 1980s. Now rough set is widely used in many aspects such as data mining, data analysis, knowledge discovery in database, text indexing, and so on.
In an information system, an appreciative space can be represented as the four-tuple ( , , , )
 is the universe that denotes a finite and non-empty set. 
Approximation is the core concept of rough set. Let S be an information system, X a non-empty subset of U and P A ϕ ≠ ⊆ . The P -lower approximation and the Pupper approximation of X in S are defined, respectively, by:
we say that P θ is indistinguishable.
where [ ] P x expresses equal kind of element set under the equivalent relation P .
Definition 4 Set U denote the universe, P and Q are two equivalent relations bunches on U , Let us define ( ) P POS Q as follows:
Lc c a r d PY c a r dU
where, ( ) card expresses the cardinal number of set and P Lc reflects the correct degree of decision classification.
B. Our Proposed Quantization Method
In this section, we propose a supervised statistical chisquare algorithm to discover quantization scheme. Before getting into the details of our approach, we first state the problem of quantization. A quantization task requires a training data consisting of N samples, where each sample belongs to only one of S classes. Next, there exists a quantization scheme P, which quantifies the continuous domain of attribute into I intervals bounded by the pairs of numbers: 
As we know, the chi2-based algorithms mentioned in Section II are well-known bottom-up quantization techniques based on statistical independence, among which the modified chi2 and extended chi2 are two algorithms of the most effective techniques for quantization of continuous attributes. The modified chi2 uses the measurement of distance from χ value is, the more similar is class distribution, and the more unimportant cut point is. So, it should be merged. 
C. Algorithm
Based on the above proposition, we design an algorithm that is heuristic in nature. The objective of this algorithm is to find better quantization scheme including greedy bottom-up quantization. The detailed steps can be described as shown in Algorithm 1 of TABLE II. The computational complexity of Algorithm 1 is analyzed as follows. Each sort needs O(NlogN). In addition, the complexity of searching best merge is O(N 2 ), and the computation of the level of consistency also needs O(N 2 ). Therefore, the computational complexity of Algorithm 1 is O(N 2 ).
IV. EXPERIMENTAL RESULTS
In order to evaluate our proposed algorithm in a realworld situation, 11 data sets are selected from the UC Irvine machine learning data repository [17] with numeric features and varying data sizes. The data are fully consistency or correct (inconsistency rate is zero), and the data contain real-life information from the medical and scientific fields which had been used previously in testing pattern recognition and machine learning methods. A summary of data sets can be found in TABLE III. We compare our proposed method with the following algorithms for performance evaluation.
Built-in: C4.5 built-in quantization method [17] ;
Mod-chi2 and Ext-Chi2: two popular bottom-up algorithms [7, 8] ;
CAIM: a novel top-down method [3] ; Boolean: a boolean reasoning approach [19] ; MDLP: entropy-based method using the minimum description length principle [12] ;
Equal-F: a typical unsupervised top-down method [20] . Among the eight quantization algorithms, Equal-F, Mod-Chi2, Ext-Chi2 and our method require the user to specify in advance some parameters of quantization. For Mod-Chi2, Ext-Chi2 and our method, we set the level of significance to 0:9999 in our method. For Equal-F, the number of intervals is set to 10. MDLP has an automatic stopping rule and does not require any parameter setting.
In the following experiments, each data set is quantified respectively by the eight algorithms mentioned above. The 5-fold cross-validation test method is applied to all data sets. Each data set is divided into five parts, among which four parts are used as the training sets and one as the testing set. The experiments are repeated many times. The final predictive accuracy is taken as the average predictive accuracy value.
The learning accuracy of these eight algorithms are presented in TABLE IV. The comparison results in Table  IV show that on the average, our method achieves the highest classification accuracy, which demonstrates that our method can produce a high quality quantization scheme. We rank the algorithms for each data set separately, the algorithm with the best performance gets the rank of 1; the second best gets the rank of 2, and so on. Quick comparisons of the eight algorithms can be obtained by checking the mean rank in Figure 2 . Our method achieves highest mean rank.
We also select 8 UCI data sets to test C4.5 number of rules for different quantization algorithms. As seen from Figure 3 and 4, compared our algorithm with Mod-Chi2 algorithm and Ext-Chi2 algorithm, the average number of nodes of decision tree of our algorithm and the average number of rules extracted of our algorithm have decreased apparently except for Pima data set, which the two aspects are exactly the results we expect, manifesting advantage of our algorithm. We proposed a static, incremental, supervised and bottom-up quantization algorithm in this paper, which presents a new quantization criterion and a heuristic algorithm. In order to estimate the effect of generated quantization schemes on the performance of the classification algorithm, empirical evaluation of eight quantization algorithms on UCI real data sets shows that our proposed generates a better quantization scheme to obtain the improvement of accuracy of C4.5 decision tree.
