The available empirical evidence suggests that non-negligible differences in economic structures persist among euro area countries. Because of those differences, an area-wide (aggregate) modelling approach is in principle less reliable than a multi-country (disaggregate) one. This paper examines the aggregate/disaggregate modelling trade-off from both a statistical and an economic viewpoint, using two simple models (an aggregate one and a disaggregate one) for the three largest economies in the euro area. From a statistical viewpoint, we find that standard aggregation bias criteria and tests signal that the degree of structural heterogeneity among euro area economies is such that the loss of information entailed by an aggregate modelling approach is not trifling. To tackle the area-wide/multicountry modelling trade-off from an economic viewpoint, we investigate the following issue: Are those statistically detectable asymmetries of any practical relevance when it comes to supporting monetary policy decision-making? To provide an answer to this question, we compute optimal monetary policy reaction functions on the basis of either the aggregate model or the disaggregate one, and compare the associated welfare losses. The results suggest that the welfare under-performance of an area-wide-model-based rule is not only non negligible, but also systematic, significant and robust with respect to a number of sensitivity
A casual look at the available empirical evidence indeed suggests that non-negligible differences in the economic structure of euro-area countries still persist to this day. 2 However, not much evidence is available that formally establishes the significance and relevance of those differences.
This paper tackles the aggregate/disaggregate euro-area modelling trade-off from both a statistical and an economic viewpoint.
To address the aggregate/disaggregate modelling trade-off from a statistical viewpoint we explore -using a number of criteria and tests proposed in the literature-whether signs of aggregation bias are detectable in euro-area economic data. We find that they are.
To examine that trade-off from an economic viewpoint, we observe that any statistical evidence of aggregation bias does not necessarily per se imply that the use of aggregate econometric tools should result in dramatically unreliable analyses and insight, and hence in significantly sub-optimal economic decisions. To explore this issue we test whether the performance of an hypothetical monetary policy-maker relying on an aggregate model of the euro area would be perceivably worse than that of a (similarly hypothetical) policy-maker whose decisions were to rest on a disaggregate model. Our approach may thus be viewed as proposing a policy-effectiveness-based metric for assessing the economic relevance of structural asymmetries across euro-area economies. 3 Should this analysis suggest that no big welfare losses are at the stake, an area-wide modelling approach might remain the preferred option, regardless of what the standard statistical checks of aggregation bias may indicate.
Our results suggest, in short, that the underperformance of aggregate-model-based euro-area monetary policy-making is not only non negligible, but also systematic and significant. The paper is organized as follows. Section 2 shortly describes the two basic modelling options faced by euro-area modellers and presents and compares the main features of the 2 A (very) partial list of recent works that have a bearing on this issue includes Dornbusch, Favero and Giavazzi (1998) , Ramaswamy and Sloek (1997) , Guiso, Kashyap, Panetta and Terlizzese (1999) , Hughes Hallett and Piscitelli (1999), Dedola and Lippi (2000) , Clements, Kontolemis and Levy (2001) , Ciccarelli and Rebucci (2002) , and the papers presented at a recent ECB conference ("Monetary Policy Transmission in the Euro Area", ECB, Frankfurt, 18-19 December 2001) . Not much effort has yer been devoted to trying to identify the structural determinants underlying the observed asymmetries. Fragmentary evidence may be found in van Els, Locarno, Morgan and Villetelle (2001) .
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From the viewpoint of the debate on robust rules (see the contributions in Taylor (1999) and, more recently, Levin and Williams (2002) ), the paper may be viewed as focussing on one particular type of robustness (i.e., robustness with respect to the assumption of aggregability). stylised aggregate and disaggregate models used in the remainder of the paper. Section 3 briefly presents the results of a number of criteria and tests of aggregation bias. Section 4 presents the approach followed to assess the economic relevance of structural heterogeneity across euro-area countries and offers a quantification of the additional welfare losses that would be incurred by the euro-area monetary policy-maker should her/his decisions rely on an aggregate model rather than on a disaggregate one. We furthermore estimate the significance of those additional losses and explore how the results would likely be affected should euroarea economies tend to converge in the future. The concluding section draws some tentative conclusions as to what we believe our results imply concerning the choice of the appropriate modelling approach when it comes to supporting euro-area monetary policy-making.
Aggregation bias testing in two simple models of the euro area
When it comes to building empirical tools for euro-area forecasting and policy analysis purposes, two basic options are available: as a first alternative, one could build a disaggregate, or multi-country, model, i.e., a model describing the functioning of the economic mechanisms in the individual countries of the area and the inter-linkages amongst them; in such a model, country-specific features may be reflected by either the structure of the model and/or the value of its parameters. As a second, much less onerous, alternative, one may first aggregate the individual country data 4 and model the latter as if they referred to one single, large and homogeneous economy (aggregate, or area-wide, model).
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Both approaches are being pursued in practice, even by the same institutions. For instance, the European Central Bank (ECB) maintains an aggregate model (see Fagan, Henry and Mestre (2001) ) and is in the process of building a disaggregate one. It is also worthwhile noting that the Eurosystem's projections are the result of a multi-staged process that involves 4 Labhard, Weeken and Westaway (2001) argue that the actual choice of the aggregating function is unlikely to affect the properties of the model in any significant way. The aggregating functions used in this paper are briefly described in footnote 8.
It is worthwhile emphasising that, while one's intuition might be that a disaggregate model must always be at least as reliable as the corresponding aggregate one, the econometric literature does not univocally predict that that will be the case. In particular, Grunfeld and Griliches (1960) show that the opposite ranking of the two approaches is possible in the event of measurement errors and/or misspecification of the disaggregate relationships.
aggregating country-specific projections while also using information derived from the ECB's area-wide model, to come to one single, consistent picture (see ECB (2001) ). 6 The advantages of adopting an area-wide approach are obvious: an area-wide model is more parsimonious, less costly, more readily available, arguably more transparent.
Unfortunately, these desirable features may come at a cost. Assessing the size of that cost is precisely the main purpose of this paper.
The next paragraphs describe the two models (aggregate and disaggregate) used in the remainder of this paper and present their main properties. 
The aggregate (area-wide) model
The Aggregate Euro Area Model (AEAM) is a simple two-equation model estimated using aggregate data for the three largest economies in the euro area (Germany, France and Italy, jointly accounting for over 70 per cent of the area GDP). It includes an aggregate supply equation (also referred to as Phillips curve) and an aggregate demand equation (also referred to as IS curve). The first equation determines inflation as a function of lagged inflation and the output gap. The sum of the coefficients on lagged inflation is constrained to unit (the restriction cannot be rejected), so that the Phillips curve is of the accelerationist type. The second equation relates the output gap to its own lagged values and the real interest rate.
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A general-to-specific modelling approach was followed in searching for a satisfactory empirical specification, starting with as many as 6 lags for all variables on the right-hand-side
6
The foregoing description should have made it clear that we by no means intend to suggest that the process through which Eurosystem's decisions are formulated corresponds to either of the two extreme hypothetical cases that, for the sake of the argument, we contrast in this paper.
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The simple models presented below are entirely backward-looking; their parameters cannot be given a structural interpretation in terms of "deep" underlying parameters relating to preferences and technology. Hence, both models are potentially affected by the well-known difficulties associated with the evaluation of policy changes on the basis of behavioural relationships found to hold under a different policy set-up (Lucas (1976) ). There are, however, several general reasons to believe that the Lucas Critique may in practice be less disruptive than is widely held to be (for a more detailed discussion of this issue see Altissimo, Siviero and Terlizzese (2002) and Monteforte and Siviero (2002) ). Also, the empirical evidence presented below overwhelmingly supports the hypothesis of structural stability, even for the most recent period, when, arguably, a major shock occured in the policy regime.
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Neither equation includes foreign variables; in other words, the euro area is modelled as a closed economy, similarly to what is invariably done for the US. Note that the degree of openess of the euro area as a whole is similar to that of the US.
of the two equations. The final specification is the following:
where:
-π t+1 = quarter-on-quarter consumer inflation rate; -y t+1 = output gap; -i t+1 = short-term interest rate;
is thus a measure of the ex-post real interest rate.
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The model was estimated with SURE, thus allowing for the possibility of correlation between the residuals of the two equations. The sample period extends from 1978.Q1 to 1998.Q4; 84 quarterly observations were therefore available for estimation. The estimation results are presented in Table 1 .
The disaggregate (multi-country) model
The Disaggregate Euro Area Model (DEAM) includes, for each of the three largest euroarea countries, the same set of equations as the AEAM. The specification of both the aggregate supply and the aggregate demand equation is similar to the one adopted in the AEAM but, in addition, it allows for cross-country linkages. Specifically, inflation in any given country depends not only on its own lagged values and on the corresponding output gap, but also, at least in principle, on inflation "imported" from the other two countries (imported inflation is given, in estimation, by the sum of inflation in the foreign country and the rate of change of the relevant bilateral exchange rate). Analogously to the case of the AEAM, the sum of the coefficients on lagged and imported inflation is constrained to be 1 (the restriction is accepted by the data for all countries). The output gap in any of the three countries depends on its own The source of data is the ESA-95 National Accounts for inflation and the output gap, and the BIS data-bank for the short-term interest rate. Inflation is measured by the quarter-on-quarter rate of change of the (seasonally adjusted) households' consumption deflator. Potential output was estimated by applying a band-pass filter (see Baxter and King (1995) for details) to the (log) GDP (selecting frequency components of 32 quarters and higher, with a truncation of 16 quarters). National variables were aggregated using a fixed-weight procedure, similar to the one adopted by the ECB. For inflation, 1999 PPP consumer spending shares (as computed by the ECB) were used. For output gap, the weights are given by 1999 PPP real GDP shares (again, the source of the shares is the ECB). For interest rates, the weights are the PPP nominal GDP shares computed by the OECD. The GDP and consumer spending weights are, respectively 0.43 and 0.44 for Germany, 0.29 and 0.27 for France, 0.28 and 0.29 for Italy. lagged values and on the corresponding real interest rate, as in the AEAM; in addition, it may react to the output gap in the other two countries, reflecting trade linkages.
As the model set-up allows for instantaneous cross-country linkages, 3SLS were used to estimate its parameters. The sample period extends from 1978.Q1 to 1998.Q4, as for the AEAM. For most of the sample period, the exchange rates among Germany, France and Italy, though constrained by the ERM of the EMS, were not fixed. In theory, full 3SLS estimation would require the model to include a set of equations for bilateral exchange rates. Given the well-known difficulty of finding satisfactory empirical specifications for the exchange rate, no attempt was made to augment the model with exchange rate equations; instead, lagged values of all variables included in the model were used as instruments for the exchange rates.
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As to interest rates, we assume that they affect the output gap only with a lag (which, incidentally, is consistent with most empirical evidence): 3SLS estimation could hence be carried out without augmenting the estimation model with interest rate reaction functions for the three countries.
The general form of the two-equation sub-model for country j is the following:
-π j t+1 = quarter-on-quarter consumer inflation rate in country j; -. e i,j t+1−k = quarter-on-quarter rate of change of the exchange rate between country i and country j (units of country j's currency for 1 unit of country i's currency); -y j t+1 = output gap in country j;
Note that, in the experiments presented below, the percentage change of the exchange rate was set identically equal to zero, consistently with the introduction of the single currency as of January 1, 1999.
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In keeping with the approach followed in similar literature, neither the AEAM nor the DEAM that we use for our experiments below include any constant terms, i.e., it may be taken to provide a description of the functioning of the euro area economy in the neighborhood of equilibrium. This amounts to implicitly assuming that the same equilibrium values apply to all countries, a condition that does not hold in the sample period, particularly regarding the (implied) equilibrium real interest rates.
-i j t+1 = short-term interest rate in country j (while in estimation a measure of countryspecific short-term interest rates where used, in the experiments of Section 4 it is imposed that the nominal interest rate be the same for all countries, i.e, i j t+1 = i t+1 for all j's);
is thus a measure of the ex-post real interest rate in country j.
The starting specification included on the right-hand-side of each estimated equation the first 6 lags of all relevant variables. Joint 3SLS estimation of the three sub-models resulted, after dropping all insignificant lags, in a much more parsimonious specification (see Table 2 , where the exchange rates have been omitted, as they play no role in the version of the model used in Section 4 to identify optimal policy rules).
Validation

Parameter stability
Just like any other model of the euro area in use, the DEAM and AEAM were estimated with data mostly, if not exclusively, referring to the period pre-dating the introduction of the euro. It may thus be feared that, notwithstanding their performance in the estimation period, they might be affected by structural discontinuities following the introduction of the single currency. Taking 1997 to be the beginning of the euro era allows us to use a reasonably sized sample (20 quarterly observations, from 1997.Q1 to 2001.Q4) to test for stability.
12
Accordingly, both models were re-estimated using pre-euro data as defined just above (1978.Q1 to 1996.Q4), resulting in parameter estimates that are unchanged with respect to those found with the original sample. For both models, the empirical evidence overwhelmingly rejects the hypothesis of parameter instability (the tail probability of the relative F-test is always larger than 50 per cent; see Monteforte and Siviero (2002) for a more detailed discussion), and the cross-country dispersion of all parameters but one is actually slightly higher with the full sample estimates. Although one cannot rule out the possibility of sizeable changes in the future, these results at least indicate that no such change is detectable yet. Therefore, our findings below may be reasonably expected to continue to apply at least in the near future.
While the euro was officially introduced only on January 1st, 1999, one may argue that, at least since late 1996, the monetary policies for the three countries we consider had been tightly constrained: the bilateral exchange rates remained basically constant at about the same level as the irrevocable exchange rates with which those countries joined the euro area two years later; financial markets considered it to be highly probable that those countries would participate in the single courrency (with the exception, for 1997, of Italy); moreover, fiscal policies were also tightly constrained by the convergence process.
Impulse responses
The impulses responses of both models -obtained by simulating the AEAM and DEAM augmented with the same Taylor-type stabilizing policy rule; see Monteforte and Siviero (2002, 2003) for details-are broadly in line with well-established stylized facts about the euro-area economy.
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In particular: (i) any shock tends to result in remarkably persistent deviations from the equilibrium; (ii) a monetary policy shock initially affects output more than inflation; (iii) the full response of output and inflation to an interest rate shock takes some time to materialize.
The general pattern of most impulse responses is similar in the two models. However, a few relevant differences are apparent: (i) deviations from the equilibrium tend to be more pronounced and persistent in the DEAM; (ii) while the maximum effect on output occurrs, in both models, about one year after the shock, the maximum effect of inflation is somewhat delayed in the DEAM, taking place 3-4 years after the shock (vs. 2-3 years in the AEAM); (iii) the effects of monetary policy on inflation are stroger in the DEAM, while the opposite holds for the output gap; (iv) because of the generally more pronounced impact of aggregate supply and aggregate demand shocks in the DEAM, monetary policy tends more activist than in the AEAM, even if both models are augmented with exactly the same Taylor-type rule.
Finally, Monteforte and Siviero (2003) provide indirect evidence supporting the conjecture that the results presented in this paper would likely be broadly confirmed if similar analyses were performed with some of the main models of the euro area developed and maintained by policy-making and economic analysis institutions.
14 First, virtually all models in use with other institutions signal the existence of a significant degree of heterogeneity among the three largest economies in the euro area; this is crucial for our argument, as lack of heterogeneity would by definition entail that there is no value added in using a disaggregate model instead of an aggregate one. Second, the differences in the features of the DEAM and AEAM as highlighted by the analysis of impulse responses above are remarkably similar to the modelling approaches tend to go in the same direction in both pairs of models. Given that those features are crucial for our argument below, there is ground to conjecture that our results would be broadly confirmed if similar analyses were conducted with larger-size models used by other institutions.
Direct aggregation bias investigation
Analysis of aggregation bias dates back to Theil's seminal work of 1954. In that setup, the aggregation bias vanishes, under the assumption that the disaggregate equations are correctly specified, in only two cases: (i) micro homogeneity (i.e., when the parameters of any disaggregate equation are identical to those of any other); (ii) compositional stability (i.e., when the ratio between each disaggregate exogenous variable and the corresponding aggregate one is constant over time). If none of those two conditions hold, the aggregate relationship will have an additional error component as compared with the disaggregate ones (under the assumption of correct specification of the latter); such additional components is what Theil (1954) labelled "aggregation bias". In the more general case of dynamic specifications, more general conditions for aggregation have been established by Lippi and Forni (1990) .
The most natural criterion to assess the relevance of the aggregation bias consists of comparing the sum of squared residuals associated with the disaggregate equations with that of the aggregate one, as first proposed by Grunfeld and Griliches (1960) . Pesaran, Pierse
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The choice of restricting the comparison to the IMF's models only is motivated by two reasons: first, those models largely share the theoretical underpinnings and empirical modelling approach, so that any differences between them may be interpreted as largely stemming from what the data themselves indicate. Second, the way in which the blocks for all other countries of regions are modelled is almost identical in the two models; this is not the case for the rest of the models listed in the previous footnote.
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See Monteforte and Siviero (2003) for a detailed discussion.
and Kumar (1989) proposed a slightly different criterion, which corrects for small sample bias in the sum of square residuals. The criterion consists of comparing the aggregate and (modified) disaggregate standard errors.
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If the micro equations are correctly specified, the latter is necessarily smaller than or at most equal to the former by construction. However, the opposite may well happen in practice if the equations that are compared are affected by misspecification errors. Monteforte (2002) developed an Factor-Analysis-based approach for aggregation bias testing. In short, that approach rests on identifying the idiosyncratic components of the micro equations: intuitively, the larger those components, the less appropriate the hypothesis of aggregability is.
Finally, Deutsch and Radler (1990) and Baltagi, Griffin and Xiong (2000) have advocated assessing the relevance of the aggregation bias on the basis of the relative forecast performance of the aggregate and disaggregate models.
In the case at hand, all those criteria and tests consistently point in the direction of rejecting the hypothesis of no aggregation bias. Grunfeld and Griliches's (1960) and Pesaran, Pierse and Kumar's (1989) criteria for the AEAM and DEAM are shown in Table 3 . Clear signs of aggregation bias emerge on the basis of both criteria, particularly in the case of the aggregate supply (Phillips Curve) equations. Similar indications are provided by the criteria based on factor models (Table 4) : the idiosyncratic components of the disaggregate equations are far from trifling. Similarly, the RMSE's of 1-to 8-step-ahead projections are generally smaller for the DEAM than for the AEAM; once again, the results are sharper in the case of the aggregate supply equations (see Monteforte and Siviero (2003) for details). Consistently with that evidence, the hypothesis that the DEAM forecast-encompasses the AEAM cannot be rejected in the case of the Phillips Curve equations, at least for relatively short forecast horizon, while the results are mixed for the aggregate demand equations (Table 5) .
In addition to proposing the criterion presented in the text, Pesaran, Pierse and Kumar (1989) also derived a formal test for aggregation bias. A drawback of that test is that it may be computed only when the number of micro units is relatively large (this condition is not satisfied in the empirical application of this paper).
To sum up, all available evidence indicates -although with different degrees of "sharpness"-that the hypothesis of no aggregation bias cannot be accepted, especially in the case of the aggregate supply equations. 
Experimental design
In the light of the results of the previous section, a disaggregate modelling approach of the euro area appears to be statistically sounder than its alternative. It remains to be ascertained whether it is also preferable from an economic viewpoint. To do this, we compare the performance of two hypothetical European monetary policy-makers. The first policymaker is assumed to rely on the AEAM; specifically, he is assumed to react to the state of the economy according to a reaction function whose parameters are optimised, given a standard specification of the loss function, under the set of constraints given by the AEAM. By contrast, the second policy-maker's optimal reaction is computed on the basis of the DEAM.
Since the vector of state variables is different for the two models, the corresponding optimal instrument rules (i.e., rules that exploit all the information provided by the whole set of state variables, which we label FO rules) would not be easily comparable. We thus impose that both rules belong to the Taylor-type family (i.e., the arguments of both rules are the current area-wide inflation and output gap and the lagged value of the policy instrument only); for the sake of making the comparison as fair as possible, we further require that the DEAM-based rule only respond to area-wide aggregates.
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In both cases, a standard time-separable quadratic loss function is assumed, its arguments being the euro area average inflation rate and output gap, and a term that attaches a cost to the volatility of the policy instrument; i.e.:
Our results are consistent with those of Mayes and Virén (2000) , who find that asymmetries across euroarea aggregate supply curves are very pronounced; Fabiani and Morgan (2003) also find some evidence of asymmetry. By contrast, Fagan and Henry (1999) find that the aggregate euro area money demand equation is basically unaffected by aggregatiuon bias.
The performance of rules that allowed the policy-maker to respond to country-specific variables is investigated in Angelini, Del Giovane, Siviero and Terlizzese (2002) . where δ is a discount factor, and λ and µ are parameters that reflect the policy-maker's preferences (the weight on deviations of inflation from its target is normalized to 1); π t is the (euro-area average) year-on-year consumer inflation rate (i.e., π t = π t + π t−1 + π t−2 + π t−3 ); y t is the output gap; i t is the short-term policy-controlled interest rate. It is worth stressing that our specification of the loss function implies that the euro-area policy-maker is only interested in euro-area average outcomes, and hence is consistent with the official Eurosystem's view of the monetary policy objective and strategy. For δ → 1 the sum in eq. (1) becomes unbounded; however, it may be interpreted as the unconditional mean of the period loss function (see, e.g., Rudebusch and Svensson (1999) ), which is given by the weighted sum of the unconditional variances of the target variables:
In the following we adopt the loss function defined as in eq.(2). The quest for optimal policy was repeated with a wide range of values for λ and µ, ranging from a case in which the monetary policy-maker is only interested in inflation (λ = µ = 0) to the opposite extreme, in which the policy-maker attaches a comparatively very high cost to deviations of the output gap from its equilibrium value (zero) and to the volatility of the policy-controlled interest rate (λ = µ = 3).
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The two competing rules may thus be synthetically described as follows:
AEAM-based rule
s.to:
• AEAM (see Section 2.1)
and:
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The ranges chosen for the loss function parameters are similar to the ones typically assumed in the literature; see, e.g., the papers collected in Taylor (1999) .
DEAM-based rule
• DEAM (see Section 2.2)
Let us now tackle the crucial issue of how the performance of these two rules may be compared. The statistical evidence presented in Section 4 clearly indicates that the DEAM provides a more reliable description of the functioning of the euro-area economy than the AEAM. Accordingly, we assess, using the DEAM and the corresponding variance-covariance matrix of residuals, the welfare function values associated with the optimised AEAM-based and DEAM-based rules computed as described above.
Given the way in which the two rules are compared, it is obviously the case that the AEAM-based rule cannot outperform the DEAM-based one by construction. However: (i)
for any comparison to be sensible, the performance of the two rules must be computed within a common framework, which, given the empirical evidence presented in Section 3, cannot be but the DEAM; (ii) we do not simply rank the two rules, but provide a measure of the "welfare distance" between the two ("By how much does the DEAM-based rule outperform the AEAM-based one?"): while the ranking of the two rules is implicit in the experimental design, there is no a priori reason why the under-performance of the AEAM-based rule should not be trifling; (iii) furthermore, we not only compute the welfare distance between the two rules but also assess its significance; (iv) the assumption that the DEAM provides a perfectly accurate description of the functioning of the euro-area economy will be relaxed below, formulating the weaker alternative assumption that the DEAM only provides a statistically acceptable representation of the economy (thus, we test robustness of our results with respect to changing the assumption that the data generating process coincides with the DEAM); (v) finally, we investigated whether it might be the case that our approach is hardwired to produce a sizeable under-performance of the AEAM-based rule. Specifically, we checked what would happen if the country models were identical to one another (aside from country size and estimation noise).
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The additional welfare loss associated with the AEAM-based rule almost vanishes,
More in detail: we assumed the individual-country equations of the DEAM to be the exactly the same as being comprised, in our experiments, between 0.02 and 1.61 per cent, with an average of about 0.3 per cent (to be compared with the much larger figures we find here).
As a benchmark, we also compute, on the basis of the DEAM, the FO rule and the associated optimised target variances and welfare loss.
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This third set of results is used to compare the gains attainable with the DEAM-based rule with the (larger) ones that could be achieved by relying on the rule that, by definition, performs best within the DEAM.
The results
Basic findings
The main results of our experiments are shown in Figures 1 and 2 and Table 6 . is that ignoring the structural differences among the euro area economies, and so adopting a model that treats them as a single and homogeneous "whole," tends to lead to a sizeable worsening of the performance of monetary policy, particularly if the policy-maker only cares about inflation.
the corresponding ones of the AEAM, except for being augmented with cross-country effects (which, however, are themselves required to be identical for all countries); we then generated -using the "across-country homogeneous" DEAM described just above and the variance-covariance matrix of the original DEAM-1,000 samples comprising 800 observations each; we re-estimated the DEAM and AEAM using the last half of each sample (it is worthwhile noting that the estimated country-models present a fair deal of parameter heterogeneity, despite the fact that the data generating process is the same for all countries); we computed and compared the corresponding 2×1,000 optimal policies and associated welfare losses.
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For this purpose, we first derive the state-space representation of the DEAM, and then solve a standard stochastic linear regulator problem (see Chow (1970) , Sargent (1987) , and, for an application to the issue of optimal monetary policy design, Rudebusch and Svensson (1999) ). For the sake of brevity, we omit the technical details here.
The bottom chart of Figure 1 reports the same results in relative terms, using the FO rule as a benchmark; 23 the chart suggests that the hypothetical policy-maker relying on the AEAM would go a long way towards further worsening the distance (measured in terms of welfare) between the DEAM-based and the FO rules. Specifically, for µ = 0 the AEAM-based rule implies an additional loss comprised between almost 25 and over 50 per cent. For most other values of µ the additional loss amount to at least 20 per cent as soon as λ moves away from zero. Thus, not only is the size of the gains that can be attained with a multi-country modelling approach not negligible, but, adopting the true optimum rule as a benchmark, those gains are considerable.
The results can be assessed directly in terms of the optimised unconditional standard deviations of inflation, the output gap and interest rate changes. This is done in Figure 2, showing the optimal inflation/output gap frontier (in terms of optimized standard deviations of those variables) for the AEAM-based, DEAM-based and FO rules. The frontiers have been computed, for given µ, by letting λ take a grid of values between 0 (north-west) and 5 (southeast). While the frontier associated with the FO rule is positioned considerably to the southwest with respect to the frontier associated with the DEAM-based rule, the latter consistently attains a combination of inflation and output gap volatility that is much better than that of the AEAM-based rule.
Can one trace these outcomes back to the properties of the different optimal rules, and in particular to the optimised parameters on inflation, the output gap and the lagged interest rate in the monetary policy reaction functions? A selection of the latter are presented in Table   6 . 24 At leat two features are noteworthy in that table: First, the optimized parameters of the DEAM-based rule come generally much closer to the corresponding optimized parameters in the optimal instrument rule, while those of the AEAM-based rule are often distant. Second,
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The FO rule differs from either of the other two, in that the arguments of the rule are the current and lagged quarter-on-quarter country-specific inflation rates, rather than the average year-on-year inflation rates.
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Since the arguments of the FO rule are the quarter-on-quarter inflation rates, as opposed to the year-on-year inflation rates of the AEAM-and DEAM-based rules, the latter were re-computed, for the purpose of compiling Table 6 , under the assumption that the policy rate reacts to quarterly inflation and aims at stabilizing annualised quarter-on-quarter inflation. Thus, the FO, AEAM-based and DEAM-based rules reported in Table 6 are fully comparable.
Also note that the FO rule depends on the complete set of the 15 state variables in the DEAM: the latter set comprises inflation and output gap in the various countries for different lags. For ease of comparison, the coefficient on inflation reported in Table 6 is given, for the FO rule, by the sum of the value of all coefficients that the rule assigns to inflation in all countries and for all lags; similarly for the output gap.
the AEAM-based rule is consistently not "reactive" enough to either inflation or the output gap compared with the other two rules.
Testing the significance of the results
The results presented so far suggest that, were the euro area policy-maker to formulate her/his decisions on the basis of the indications of an aggregate area-wide model, s/he would likely incur non-negligible welfare losses as opposed to the case in which s/he relied on a multi-country tool. However, while the size of the welfare gains that are at the stake are prima-facie rather large, it remains to be established whether they are significantly so.
To tackle this issue (which, as far as we know, has never been addressed in the literature on optimal monetary rules), we perform two stochastic simulation exercises.
The first exercise consists of extracting 1,000 replications from the set of estimated residuals and simulating the DEAM, for each replication, under either one or the other of the two competing rules. Figure   3 ). Hence, not only is the gain large on average, but is also systematic. We also formally tested the hypothesis that the average welfare loss associated with following the DEAM-based rule is lower than the average loss with the AEAM-based rule.
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The results are overwhelmingly supportive of the hypothesis: for all combinations of policy parameters the tail probability of the test is virtually zero (the values of the test for all λ's and µ's are shown in the bottom chart of Figure 3 , together with the 1 per cent critical value).
Overall, these results indicate that the gain associated with adopting the DEAM-based rule is not only large, but also significantly so and, moreover, systematic.
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A different experiment could consist of sampling from the error distribution, re-estimating the two models for each replication, and re-computing the rules each time. Such an experiment, however, would by construction result in an under-performing AEAM-based rule for each and any replication, which is not necessarily the case here.
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The test is the standard one-sided test for the equality of the means of normally distributed variables.
The second exercise explicitly accounts for the stochastic nature of the estimated model coefficients. In the previous section, the DEAM was assumed to describe accurately the functioning of the economy; the stochastic nature of the estimated parameters was thus ignored. Actually, the most one could argue is that with a certain probability the "true" model parameters lie in the neighborhood of the estimated ones. We mean to investigate whether our main results are robust with respect to changing the assumption that the data generating process and the DEAM coincide. The need for such a check is particularly acute in the case at hand, because of the way in which we compare the performance of the DEAM-based and AEAMbased rules. To account for the variability of the estimated coefficients we extract 5,000
replications from the empirical distribution of the estimated DEAM coefficients and, without re-computing the DEAM-based and AEAM-based rules, we compute, for each replication of the model coefficients, the associated loss function (almost half of the replications had to be discarded, as they produced explosive estimates of the unconditional variance-covariance matrix with either the DEAM-based or the AEAM-based rules, and in general with both). We then examine the distribution of the loss function under the two rules. These steps are repeated for all combinations of the preference parameters.
The results are shown in Figure 4 . The top chart of that figure indicates that in (almost) 70 to 80 per cent of all the "alternative worlds" that are plausible given the estimate of the DEAM, the DEAM-based rule does strictly better than the AEAM-based one for any combination of preference parameters. Hence, coefficient variability is not such as to jeopardize our conclusions above. Furthermore, for a large percentage of replications, the reduction of the loss function delivered by the DEAM-based rule is sizeable (see Monteforte and Siviero (2003) ). Overall, it seems safe to conclude that the results are systematic across "alternative worlds", and the gains are large relatively often. Finally, as in the exercise above, we formally test the hypothesis that the average (across replications) welfare loss associated with the DEAM-based rule is lower than the average loss obtainable with the AEAM-based one (the resulting tail probabilities are shown in the bottom chart of Figure 4) . With a confidence level of 5 per cent, only for 2 combinations of the preference parameters (less than 3 per cent of the cases) one is not able to accept the null hypothesis (and even then is the rejection only marginal). For most combinations of preference parameters (62 out of 77, i.e., over 80 per cent) the null hypothesis is accepted at the confidence level of 1 per cent.
Overall, these results clearly indicate that, whatever the "true" data generating process, the DEAM-based rule tends to be significantly better than the AEAM-based alternative, provided that our multi-country model is a reasonable approximation of the data generating process, or at least a more reasonable one than the AEAM. Not only is the welfare loss associated with the AEAM-based rule large, but it is also statistically significant and generally "robust" to parameter uncertainty.
What could be ahead?
Despite the evidence presented in Section 2 (showing no signs of instability in the DEAM and AEAM models in the recent past), we now explore how the comparison between the AEAM-based and DEAM-based rules would be affected were more symmetry of stochastic disturbances to prevail among the euro area countries than detected in the past. But what could happen in the far future? There is no reason why convergence should necessarily take place 28 ; moreover, there is no compelling evidence that much convergence has taken place in the long run-up to the euro area. 29 Nevertheless, we believe that exploring the
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In the following we focus only on the consequences of asymmetry in disturbances. As to asymmetry in behavioral parameters, Hughes Hallett and Piscitelli (2002b) find that they are likely to destabilize the business cycle in a way that is not wholly compensated by the existing constraints to national fiscal policies.
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Hughes Hallet and Piscitelli (2002a) show that integration may or may not imply convergence, a key factor in determining the result being the size of the economies involved.
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Eichengreen (1997) and Demertzis and Hughes Hallett (1998) , have tackled the issue of the symmetry of the shocks to the European economies, or lack thereof; their empirical evidence shows that, although the European sensitivity of our results to some form of convergence can be informative. We thus assume that some sort of convergence in the stochastic processes that generate the disturbances of the DEAM will occur in the future. Specifically, we assume that countries that become more intimately tied to one another tend to share the same shocks, and influence those common shocks proportionately to their relative size (the largest country exerting a comparatively stronger effect on the common shocks than the other two, and so on). More in detail, we take full convergence of aggregate demand shocks to mean that the disturbances in the aggregate demand equation become exactly the same in all countries (hence, the cross-country correlation equals 1). As in De Grauwe and Piskorski (2001), we assume that, once full convergence has been reached, the common variance (as well as covariances) is given by the square of a weighted average of the historical estimated standard deviations:
where σ 2 y|F C denotes the variance of the common AD shock under convergence; σ y G , σ y F , σ y I are the estimated standard deviation of AD disturbances in the three countries; ω y G , ω y F , ω y I are the GDP weights of the three countries.
We also consider the possibility of partial convergence, which we assume to be parameterized by ξ AD , ranging from 0 (no convergence) to 1 (full convergence). For any given choice of the ξ AD parameter, the corresponding elements of the variance-covariance matrix of the disturbances are given by:
for all i, j, so that the correlation of shocks among countries is given by ξ AD itself.
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Full and partial convergence of aggregate supply disturbances are defined in a similar way, with the convergence process now parameterized by ξ AS .
economies have followed rather similar policies in recent years, there is little evidence of a strengthening of the degree of symmetry of the disturbances affecting the various economies.
It would, of course, be possible to introduce the further complication that the speed of convergence is not the same for all countries. For the sake of simplicity we ignore that possibility. Let us just remark that our concept of partial convergence tends to make cross-country heterogeneity disappear more smoothly than it would be conceivably possible.
Turning to the results, under the extreme assumption that there are only two stochastic processes in the euro area (specifically, one stochastic process driving Phillips curve shocks, and one driving aggregate demand shocks, common to all countries), the under-performance of the AEAM-based rule is considerably attenuated. Figure 5 reports, for the case λ = µ = 1 (the results are similar for all other values of the policy parameter), the additional welfare loss entailed by adopting the AEAM-based rule rather than the DEAM-based one, as the degree of similarity of supply-and demand-side shocks across countries increases (in the figure, the loss found above for the case of no convergence is set equal to 100).
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With full convergence of shocks, there remains virtually no scope at all for using the DEAM-based rule. Note, however, that a non-negligible degree of (uniform) convergence is needed before the loss associated with using the AEAM-based rule becomes relatively small. Examining what happens if the pace of convergence differs on the supply-and demand-sides (i.e., looking at the off-diagonal elements in the figure) , one concludes that demand-side convergence without supply-side convergence would not be very effective in reducing the additional welfare loss associated with the AEAMbased rule (with ξ AS = 0, the loss would not even halve even if demand-supply shocks were to become exactly identical in all countries). Whether these features are empirically robust seem worth investigating further in future work.
Concluding remarks: What implications for euro area econometric modelling?
The results presented in this paper support the conclusion that heterogeneity in the economic structures of the countries participating in the euro area is not only statistically detectable but, perhaps more importantly, economically relevant. Specifically, monetary policy in the euro area is likely to be more effective if the econometric tools used to help monetary policy decisions acknowledge the structural differences among the various economies in the area, and so do not model aggregate euro area data as if they referred to one single, relatively homogeneous economy.
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Both rules perform less satisfactorily than in the set of experiments where the historical variance-covariance matrix was assumed to hold, the worsening being, in general, more pronounced for the DEAM-based rule (and for the optimal instrument one) than for the AEAM-based rule. A general worsening of the optimized losses should indeed be expected: in the latter experiment the shocks are perfectly correlated, while the historical ones are virtually independent, and hence do not tend to reinforce each other.
The welfare losses associated with an aggregate-model-based rule are not only sizeable but also highly significant. 32 Moreover, our results are generally robust with respect to model parameter variability. Finally, while our investigation of possible instabilities of the model in the most recent past does not suggest that euro area economies are becoming increasingly similar to one another, we nevertheless probe what could happen if convergence occurred in the future. We find that sizeable convergence has to occur before our conclusions no longer apply.
Our conclusions are apparent in our simplified model for the three main countries.
Arguably they would be all the more supported by an analysis that were to include all 12 economies in the area -possibly with a more sophisticated and detailed description of their functioning than is provided by the simple aggregate demand-Phillips curve models we use.
In particular, a fully-fledged model for each individual country could pay closer attention to country-specific institutional features, labor market arrangements, tax structures, etc., thereby presumably resulting in a more pronounced degree of asymmetry amongst country models.
Also note that our models are strictly linear, and that nonlinearity would only worsen the chances of the aggregate model to be a reasonal approximation of the disaggregate one.
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In these respects, it seems legitimate to conjecture that the reduction in the welfare losses that we measure is likely to be a lower bound estimate.
Our results make a clear case for relying on a multi-country modelling approach when offering advice in support of the single monetary policy, and suggest that a line of research worth pursuing is a systematic investigation of the aggregation bias (both its size and its nature) that is likely to affect aggregate (area-wide) estimated relationships and their effects on optimal policies.
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Moreover, according to Angelini, Del Giovane, Siviero and Terlizzese (2002) , the optimized value of the loss function could be further reduced if the single monetary policy were to exploit fully the available national information (by not simply relying on a DEAM, but also reacting to national information). Combining these results with ours, one can appreciate the full distance between a "pure aggregate approach" (using an AEAM to computing the monetary policy rule) and a "full multi-country one" (using a DEAM and allowing for the policy instrument to react to country-specific variable): the total reduction in the optimized value of the loss function is always in the neighborhood of 50 per cent or more. In parentheses: standard error of the coefficients.
In brackets: lag with which the variables enter the equations. In parentheses: standard error of the coefficients.
In brackets: lag with which the variables enter the equations. Note: The factor models have one common component specified as AR (2) in the case of the output gap and AR(1) for the interest rates. The estimation algorithm is Kalman filter, solved with Berndt, Hall, Hall, and Hausman (BHHH) optimization method; starting conditions for the AR coefficients in the common components are imposed to be equal to the OLS estimation of AR models. Step ahead of the prediction (quarters) In parentheses: heteroskedasticity and autocorrelation consistent (Newey West) standard error of the coefficients. * Test of the restrictions : coeff(AEAM)=1; coeff(DEAM)=0; constant=0. * * Test of the restrictions : coeff(AEAM)=0; coeff(DEAM)=1; constant=0. 
