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xABSTRACT
Aerodynamic noise is a problem that has been haunting researchers for decades. As the
proximity of society to aerodynamic machinery increases, it becomes even more imperative
that methods to reduce aerodynamic noise are developed. In an attempt to better under-
stand the mechanism of aerodynamic sound generation, a method is developed to isolate
the sources of sound from its effects.
The approach is to design a filter designed using the dispersion relation to remove the
propagation effects from the flow. The dispersion relation is well defined in the frequency-
wavenumber domain and hence the flow parameter, pressure, is transformed through suc-
cessive Fourier transforms in time and space into this domain. The method was verified on
analytical solutions of single-frequency point sources, monopole, dipole, and quadrupole.
The approach was then applied to CFD solutions of these point sources obtained using the
flow solver FDL3DI.
The results are promising in that the filtering algorithm removes the propagation effects
of the sound sources. Although much lesser in magnitude, some noise inevitably remains
after the filtering procedure due to several limitations including finiteness of data, sampling
frequency, etc. Different approaches were considered to implement the filtering algorithm
to mitigate the errors with varying degree of success.
1CHAPTER 1. OVERVIEW
Most people are used to everyday sounds like loud music, television or the traffic but
when these noises start keeping you up at night or give you headaches, they become noise
pollution. Noise pollution is defined as disturbing or excessive noise that may harm the
activity or balance of life and environment. Noise pollution is a serious health hazard and
can cause hearing problems, psychological problems, sleep disorders and even Cardiovascular
issues. Its effect on wildlife is even more profound since they are highly dependent on sound
to locate prey or even find their way around. This is apart from the health consequences
and loss of habitats which could even affect the evolutionary traectory of a species. Hence
it is essential we work towards reducing noise pollution.
One of the major sources of noise pollution is aircraft. When moving air passes an
object, pressure waves are created which lead to sound waves. Air traffic is growing at a
steady rate that could lead to doubling of traffic in the next 10-25 years. The aerospace
industry has been working to reduce noise for decades. Aircraft have grown over 50% quieter
in the past decade. It is estimated that the noise footprint of each new generation aircraft
is at least 15% lower than that of the aircraft it replaces.
With the focus on adverse environmental impact of fossil fuels, alternate sources of
energy, such as wind energy, have come to the forefront. The number of windfarms around
the world is continuously increasing. And with this exponential growth and increasing
proximity to public and residential areas, wind turbine noise is increasingly becoming a
serious concern. It is imperative that we work towards reducing the noise aircraft as well
as wind turbines. This can be achieved if the airfoil or the blade can be redesigned such
that it generates lesser noise.
With the ultimate aim to suggest design improvements to airfoils, we must first un-
2derstand the mechanism of noise generation. The objective of this thesis is to develop a
general methodology that would help better analyze the generation and source of aero-
dynamic noise. Most aeroacoustic prediction methods are based on the acoustic analogy
proposed by Lighthill [12]. In this work, the Lighthill’s acoustic analogy along with Gold-
stein’s approach [9] is extended to identify the true sources of sound. This is expected
improve the understanding of the flow structures that generate the noise and how they can
be reduced efficiently.
The propagation of sound is complex and is affected by refraction and scatterring de-
pending on the complexity of the flow. Lighthill’s acoustic analogy allows for simplification
of the problem by identifying equivalent sources which radiate in a uniform medium at rest.
In such a medium, sound radiated can be easily predicted, if the equivalent sources have
been estimated accurately. However, the downside is that complex propagation effects have
been hidden in the equivalent source term.
1.1 Lighthill’s Acoustic Analogy
Lighthill, in his pioneering paper [12], proposed an approach to model the sound waves
in a flow by recasting the real aeroacoustics problem as an analogous problem in quiescent
medium. In this approach sound is generated by equivalent sources. Since the real flow
is not quiescent, the equivalent sources include propagating effects such as scattering and
reflections, in addition to the true sources of sound.
The model was developed by rearranging the conservation equations for mass and mo-
mentum in the form of the wave equation. Lighthill postulated that the terms on the right
hand side of the equation can be treated as sources of sound in an equivalent quiescent
medium. The governing equations for mass and momentum in an inviscid flow, including
3an external mass source (m) and body force (fi) are:
∂ρ
∂t
+
∂
∂xi
(ρui) = m, and
∂
∂t
(ρui) +
∂
∂xi
(ρuiuj + pij) = fi, (1.1)
where ρ is density, and ui and uj are the velocity components. pij is the stress tensor
pij = p δij − σij , (1.2)
where p is the local static pressure in the flow, δij the Kronecker delta function, and σij is
the viscous stress tensor.
Taking the difference of ∂/∂t of Eq. 1.1 and ∂/∂x of Eq. 1.2, the following equation can
be obtained:
∂2ρ
∂t2
− ∂
2(ρuiuj)
∂xi∂xj
=
∂m
∂t
− ∂fi
∂xi
+
∂2pij
∂xi∂xj
. (1.3)
Decompose the density (ρ) into a time-averaged component (ρ0) and an unsteady com-
ponent (ρ′) and realize that
∂2ρ
∂t2
=
∂2ρ′
∂t2
. (1.4)
Using the above equation in Eq. 1.3 and subtracting c0∂
2ρ′/∂x2i from both sides yields
∂2ρ
∂t2
− c20
∂2ρ′
∂x2i
=
∂m
∂t
− ∂fi
∂xi
+
∂2
∂xi∂xj
(
pij + ρuiuj − ρ′c20δij
)
(1.5)
Setting mass and momentum source terms to zero for engineering flows gives
∂2ρ
∂t2
− c20
∂2ρ′
∂x2i
=
∂2
∂xi∂xj
(
pij + ρuiuj − ρ′c20δij
)
(1.6)
The left hand side of Eq. 1.6 is the linear wave operator acting on the density pertur-
bation. Since Lighthill’s equation is exact, the linear operator governs the propagation of
an acoustic perturbation in a quiescent medium. Also the right hand side in Eq. 1.6 could
be seen as the acoustic source terms.
In Lighthill’s acoustic analogy (Eq. 1.6), the flow effects are replicated using “equivalent”
source terms in a quiescent medium. The sound radiated to the far field by the flow is
equivalent to that radiated in a quiescent medium by these equivalent sources.
4The propagation of sound in a complex flow is affected by refraction and scattering.
The advantage of using Lighthill’s acoustic analogy is that it simplifies the problem by
identifying equivalent sources in a quiescent medium. If the equivalent sources are accurate,
it is possible to predict the sound radiating to the far field. But the propagation effects
such as refraction and scattering are hidden in the equivalent source terms. A major part of
these analogous sources are not actually sources but just propagation effects. And removing
these propagation effects will enable a better understanding of the true source of noise and
ultimately help in its reduction.
1.2 Goldstein’s Approach
Goldstein [8] proposed a method whereby most propagation effects, i.e., the radiating
components can be removed from the source term. He proposed a linear filter that can be
applied to complex flows to obtain a non-radiating base flow. Non-radiating base flows are
generally very close to the original flow since the radiating components constitute a small
part of the flow field. Since the propagation effects are taken out of the source terms, the
remaining source terms should be close to the physical sources of sound. Goldstein used
the dispersion relation as the filter to indentify the physical sources of sound.
1.2.1 Radiating and Non-Radiating Components of Flow
Any flow has two components: radiating and non-radiating. Radiating components
of the flow constitute the propagation effects such as refraction, due to velocity gradients
and variations in the speed of sound, and scattering, due to unsteadiness in the flow field
including vortical structures. Non-radiating components represent the true physical sources
of sound.
51.2.2 Dispersion Relation
For a free flow surrounded by quiescent medium, the radiating components are well
defined in the frequency-wavenumber domain and satisfy the dispersion relation,
|k| = ω/c (1.7)
where k is the wave number, ω is the frequency, and c is the speed of sound in the farfield.
The result as given by Crighton [3] uses Lighthill’s acoustic analogy to identify the radi-
ating components of the source and it is applicable to any unbounded flow. The dispersion
relation given Eq. 1.7 corresponds to acoustic waves in a quiescent medium and hence it
can be argued that it is only valid in the far field. However, it is incorrect to restrict a
particular dispersion relation to a finite region of the flow.
The dispersion relations are obtained in the frequency-wavenumber domain after per-
forming fourier transforms in space and time. Since fourier transforms are global in nature,
the dispersion relation is also global and cannot be assosciated with a particular region of
the flow field. This dispersion relation is for quiescent medium and will not hold if there is
inhomogenity.
1.2.3 Filtering of Radiating Components
In principle, the linear filter proposed by Goldstein that removes the radiating compo-
nents in a flow, can be applied to complex flows to obtain a non-radiating base flow. This
is done by filtering out the radiating (acoustic radiation) components, i.e, components that
satisfy Eq. 1.7. The filter assumes the possibility of decomposing the flow into radiating
and non-radiating components. The filter which removes all the components that satisfy
the dispersion relation can render the flow completely silent and yield the base flow.
Since it is difficult to identify the acoustic components within the unsteady flow region,
the acoustic components are defined as follows for definiteness. For an unbounded flow-field
surrounded by a quiescent ambient medium, the radiating components satisfy the dispersion
6relation given by Eq. 1.7. The non-radiating components are those which do not satisfy this
relation.
Let L be a linear filter that decomposes a flow variable to obtain a non-radiating part
of the flow. Any flow variable q can be decomposed as: q = q¯ + q′, where q¯ ≡ L represents
the non-radiating part of q and q′ contains only the radiating components. The radiating
components can also be obtained directly by applying the linear filter L′ defined as L′ ≡
I − L, where I denotes the identity operator.
7CHAPTER 2. REVIEW OF LITERATURE
Understanding the sources of aerodynamic noise is vital in our pursuit of quieter aero-
dynamic machinery. And to attain this understanding there have been many attempts to
build tools that unlock this mystery.
2.1 Acoustic analogies
As described in Section 1.1, the method behind the definition of the “physical sources”
of sound by Goldstein [9] follows closely that developed by Lighthill [12]. Therefore it is
worthwhile to look at acoustic analogies and their utility.
Sources based on classical acoustic analogies suffer from drawbacks such as generating
hydrodynamic waves in addition to acoustic waves and also that the sources based on
acoustic analogies are dependent on the acoustic variables that they are trying to predict.
2.1.1 Density based acoustic analogies
The many proposed acoustic analogies are based on different approaches. Lighthill’s
analogy [12], Powell’s analogy [16], Curle’s analogy [4], and Ffowcs William Hawkins anal-
ogy [21] are density based acoustic analogies.
As per Lighthill’s method, the conservation equations for mass and momentum are
rearranged to obtain an equation for density perturbation as was explained in Section 1.1.
Lighthill proposed that the left hand side of the equation has the accoustic wave operator
acting on the density pertubation and the right hand side is of the form of the double
divergence of a tensor. Lighthill concluded that the linear operator governs the propagation
of an acoustic perturbation in a quiscent medium, and the right hand side can be seen as
a source term driving the linear operator. The acoustic analogy is that the sound radiated
8to the far field by the flow is equivalent to that radiated in a quiscent medium by source
term on the RHS of the equation.
Powell’s acoustic analogy is an approximation of Lighthill’s analogy and is based on the
same starting point and basic assumptions. Powell’s equation works under the assumption
the flow generated sound is primarily due to the vorticity. Powell argued that the vorticity
plays a predominant role in aerodynamic sound generation. The additional assumptions
made to that made in Lighthill’s approach are that there are no thermal or viscous losses
and fluid is incompressible inside the source region.
Although the Ffowcs William-Hawkings analogy can be modified such that stationary
boundaries can be handled, it is an extension of Lighthill’s analogy that takes into account
the effects of moving boundaries by equivalent Huygen sources [14] and surface dipole source
distribution. The main aim was to handle solid surface interactions that are directly involved
in the generation of aerodynamic noise while Curle’s analogy can be considuered as a special
version of FW-H analogy in which the equivalent dipole surface distribution takes care of
the sound scattering caused by stationary surfaces.
2.1.2 Phi-Based Acoustic Analogies
Some other analogies are based on the pressure related field quantity Π, with
Π =
1
γ
ln
(
P
P0
)
(2.1)
where P is the pressure, P0 is a constant reference pressure and γ is the adiabatic gas
constant.
In Phillip’s analogy [15], a convective term in the basic equations is moved to the left
hand side of the equation. This leads to the total time derivative of second order on the
wave operator side. The dependence of sound speed on spatial coordinates is also moved
to the left hand side of the equation. So the sound speed may be a function of coordinates
outside the source region and refraction effects are included in the wave operator. Since the
entropy and the viscous terms are in the source part, the fluid outside the source region can
9be treated as ideal. It is also assumed that there are no mass, force or momentum source
distributions.
Lilley [13] realized that in Philip’s analogy the source term contains first order terms
that should be treated as convective terms on the left hand side of the equation. Lilley’s
acoustic analogy is based on the same approach and assumptions as the Phillip’s analogy
with the exception that the lagrangian derivative of the equation is taken to obtain the
terms outside the source terms.
The inclusion of the convection and refraction effects in the wave operator greatly in-
creases the complexity of the solutions. This is a serious drawback and only limited solutions
to both Lilley’s and Phillip’s analogies have been found.
2.1.3 Enthalpy based acoustic analogies
The enthalpy-based acoustic analogies use stagnation enthalpy as the basic field quan-
tity. In Howe’s analogy [11], the vorticity vector, the entropy gradients and time derivative
of entropy are moved to the right hand side of the equation and it is assumed that the
vorticity and entropy gradients disappear outside the source region. It is also assumed that
there are no temporal entropy fluctuations outside the source region except that related
to the entropy part of stagnation enthalpy because of the above rearrangement. The com-
pressibility is assumed constant and also no mass, force or momentum source distibution
is also assumed. This approach is very intense computationally and is not widely used for
flow noise estimation.
In Doak’s analogy [5], the assummptions made Howe’s analogy on compressibility, vor-
ticity and the entropy gradients are removed. However, the entropy time derivative is put
on the right hand side and hence the assumption on temporal fluctuations of entropy made
in Howe’s analogy still stands. Thermal and viscous losses are taken into account inside
and outside the source region along with the heat sources. The primary assumption made
in this approach is that the field quantity can be decomposed into static and perturbation
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components which are much smaller compared to the static components.
Both Howe’s and Doak’s analogies confirm Powell’s idea that vorticity has a predominant
role in the generation of aerodynamic sound.
2.2 Acoustic Analogies and Physical Sources of Sound
The propagation of sound in a complex flow is affected by phenomena such as refraction
and scattering. Refraction is caused by velocity gradients and variation in the speed of
sound while scatterring is caused by unsteadiness in the flow field such as vortical structures.
The beauty and simplicity of Lighthill’s acoustic analogy is that equivalent sources can be
identified in a uniform medium at rest. However, this comes at a price: the equivalent
source term hides the complex propagation effects. Hence several attempts have been made
to improve Lighthill’s acoustic analogy and to separate the propagation effects and sound
generation mechanisms.
Cabana et al. [2] attempted to decompose the equivalent sources but found it difficult
to identify the physical sources of sound. A different approach was to develop an alternate
acoustic analogy. Lilley’s acoustic analogy [13], used a parallel base flow thereby leaving
most of the refraction effects in the linear operator instead of the source term. The linear
operator used was harder to solve and contained instability wave modes which can distort
the physical solution. Bogey et al. [1] proposed another acoustic analogy in which the
linearized Euler operator is used on the left hand side of the equation. This allows for non-
parallel flows and removes mean flow refraction effects. This is an improved computation of
the physical sources of sound but a better method is necessary to identify the true sources
that actually generate sound.
As discussed in section 1.1.2, Goldstein [8] proposed a method in which most of the
propagation effects can be removed to obtain the physical sources of sound. An alternate
way was suggested by Ewert and Schroder [6], they developed the acoustic perturbation
equation (APE), that governs the propagation of acoustic waves through a non-uniform
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base flow. The propagation effects that involve interaction of vorticity with acoustic waves
are neglected while decomposing the source terms (into convection and refraction of acoustic
components of mean flow).
Goldstein’s approach retains all propagation effects and is used in this thesis. The idea
is to develop a method to remove the propagation effects from any flow field and thereby
understand the flow structures that generate aerodynamic noise. This information could
aid in refining the design to eliminate or reduce the effects of the flow structures.
This approach was explored by Sinayoko [19] in his doctoral dissertation. He imple-
mented Goldstein’s approach on the numerical problem of jets to obtain a better understand-
ing of noise generation mechanisms. This was applied on flow with no solid boundaries [18].
This study attempts to implement a similar algorithm to identify the non-radiating com-
ponents in flow fields containing solid boundaries.
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CHAPTER 3. METHODOLOGY
An algorithm is developed according to the approach outlined in the previous sections
to remove the radiating components from the flow to obtain the base flow. The effectiveness
of the method can be seen in the error or stray noise remaining after the inverse transform.
The approach was first tested on the flow field parameters obtained using analytical
solutions for canonical problems. This was done because analytical solutions are exact and
the approach can be verified without numerical errors that would be present if the flow field
is obtained using CFD.
The analytical solutions were obtained for point sources: monopole, dipole and quadrupole.
A 3-D domain was created and the sources were located at the center of the domain. These
sources were selected to be single frequency harmonic sources so that the solutions would
be simple, and the filtering process can be performed easily for a single frequency. The flow
fields from the analytical sources were appropriately modified to account for the presence
of solid bodies and non-uniform flow effects that are expected in real problems.
After the approach was verified for analytical cases, it was tested with FDL3DI solutions
of equivalent point sources. The CFD solutions were also appropriately modified to account
for the presence of solid bodies and non-uniform flow effects as expected in real problems.
After the methodology was verified for these test cases, it can be applied on a real-world
CFD problem.
3.1 Algorithm
The filtering algorithm can be split into the following broad steps.
1. Time history of pressure at every point in space is transformed to the frequency
domain using Fourier transforms. Since all of the input for the Fourier transform is
13
real, the output is symmetric about zero frequency. The negative frequencies are the
complex conjugates of the positive frequencies and hence only the positive half of the
frequencies are used.
pˆ(ω, x, y, z) =
∫ ∞
−∞
e−iωt p(t, x, y, z) dt
2. The variable then undergoes a Fourier transform in space. The transformation in each
direction is performed subsequently.
ˆˆp(ω, kx, y, z) =
∫ ∞
−∞
e−ikxx pˆ(ω, x, y, z) dx
ˆˆ
pˆ(ω, kx, ky, z) =
∫ ∞
−∞
e−ikyy ˆˆp(ω, kx, y, z) dy
ˆˆ
ˆˆp(ω, kx, ky, kz) =
∫ ∞
−∞
e−ikzz ˆˆpˆ(ω, kx, ky, z) dz (3.1)
3. The radiating components are identified and subsequently removed by using the filter
given by the dispersion relation in Eq. 1.7.
4. The non-radiating flow field which contains the “true” aeroacoustic source are ob-
tained by performing the inverse transform on the filtered data.
p(t, x, y, z) =
∫∫∫ ∞
−∞
e+i(ωt+kxx+kyy+kzz)
ˆˆ
ˆˆp(ω, kx, ky, kz) dkx dky dkz
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3.2 Analytical Point Sources
The procedure to filter out the radiating components of a flow only requires the pressure
field. Analytical expressions for the pressure fields of the various point sources are derived
in Appendix A and the formulae are repeated here:
• Monopole A monopole source can be considered as a pulsating sphere and it radiates
sound equally in all directions. In the high frequency limit, when the acoustic wave-
length is much less than the size of the sphere, it can be represented mathematically
as follows:
p =
A
4pic0r0
eiω(t−r0/c0) (3.2)
• Dipole A dipole consists of two monopole sources of equal strength but opposite phase
and separated by a distance that is small compared to the wavelength of sound. One
source expands while the other source contracts because of the 180o phase difference. A
sphere oscillating back and forth also has the effect of a dipole. This is mathematically
represented as follows:
p = − A
4pic0r30
ix(ωr0 − ic0)eiω(t−r0/c0) (3.3)
• Quadrupole This can be considered as four monopoles with two out of phase with
the other two. There are typically two configurations of a quadrupole. One where
the sources are arranged in a line (longitudinal) with alternating phase and the other
where the sources are at the vertices of a square with opposite corners in phase.
The lateral quadrupole case is considered and pressure from a point quadrupole is
mathematically represented as follows:
p =
A
4pic20r
3
0
xy((ωr0)
2 − 3ic0ωr0 − 3c20)eiω(t−r0/c0) (3.4)
In case of spherical waves the velocity and pressure differ in phase by an amount that
depends on the distance from the source. Close to the source, in the near field, the pressure
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and induced velocity are in phase quadrature. In contrast,in the farfield, the pressure is in
phase with the velocity. This accounts for the fact that sound intensity varies as 1/r2 for a
dipole. For a quadrupole it varies by an order of 1/r3 and a monopole it varies as 1/r. The
transition from near field to far field regions occurs when r ≈ λ/2pi, where λ is the acoustic
wavelength of the radiated sound.
3.3 CFD Point Sources
In order to develop a procedure suitable for non-linear aeroacoustic applications, the full
Euler equations are cast in the strong conservative form by introducing a general curvilinear
coordinate transformation (x, y, z)→ (ξ, η, ζ). In vector notation:
∂
∂t
(
U
J
)
+
∂Fˆ
∂ξ
+
∂Gˆ
∂η
+
∂Hˆ
∂ζ
=
S
J
(3.5)
Here U = ρ, ρu, ρv, ρw, ρE denotes the solution vector, J is the transformation Jacobian
and Fˆ , Gˆ and,Hˆ are inviscid fluxes:
Fˆ =
1
J

ρU
ρuU + ξxp
ρvU + ξypρwU + ξzp
(ρE + p)U

(3.6)
Gˆ =
1
J

[ρV
ρuV + ηxp
ρvV + ηypρwV + ηzp
(ρE + p)V

(3.7)
Wˆ =
1
J

[ρW
ρuW + ζxp
ρvW + ζypρwW + ζz
p(ρE + p)W

(3.8)
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where
U = ξxu+ ξyv + ξzw (3.9)
V = ηxu+ ηyv + ηzw (3.10)
W = ζxu+ ζyv + ζzw (3.11)
E =
T
(γ − 1)M∞2
+
1
2
(u2 + v2 + w2). (3.12)
In the above expressions, u, v, w are the Cartesian velocity components, ρ is the density,
p is the pressure, and T is the temperature. The ideal gas relation p = ρRT is also assumed.
S is the vector source term and to simulate acoustic sources the component corresponding
to the energy equation, i.e., S = {0, 0, 0, 0, S5}, is modified. To simulate an acoustic single
frequency monopole, the following expression is considered as explained in Visbal [20]:
S5(x, y, t) = e
− loge{(x−xc)2+(y−yc)2}/b2 sin(ωt) f(t) (3.13)
f(t) = min
(
1, (t/t0)
3
)
(3.14)
where xc, yc denote the center of the source, ω is the frequency and f(t) is the function
used to ramp the onset of the source at the beginning of the computations.
Using variations of the above mentioned source term, dipole as well as quadrupole
sources can also be simulated. For a dipole, two sources of equal strength with a phase
difference of pi are considered with a distance much smaller than the wavelength of the
sources. Similarly for a lateral quadrupole source, four sources are arranged in a square
pattern with appropriate phase differences.
3.4 Presence of Solid Body in the flow
In engineering applications, it is very common that there are solid bodies present in the
flow. For the approach to be useful in such cases, it must be able to handle such scenarios.
As was explained earlier, a closed-form solution of the dispersion relation is available only in
uniform and quiescent medium. Hence, we use the the above discussed dispersion relation to
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interpret data only in the far field, where there is uniform flow. The region in the immediate
vicinity of the solid body typically has non-uniform flow. So, the flow data in this region
cannot be used with the analytical dispersion relation.
This is handled by ignoring from the analysis a part of the domain that is sufficiently
large to encompass the non-uniform flow. Removing a section of the domain causes a few
complications. The missing data in the flow field parameters have to be handled carefully
because of the discontinuities that that are created. Both spatial Fourier transforms as well
as the dispersion relation are global in nature. There are two ways to represent missing
data;(1) replace the domain with zeros and perform Fourier transforms with appropriate
windowing or (2) consider it as missing data which requires special treatment. Since there is
missing data, a direct 2D Fourier transformation on the flow field parameters is not possible;
1D Fourier transform have to be performed in series.
For point sources in the analytical and CFD cases, missing data is simulated by removing
a spatial section of data from the solutions. The size and location of the block is varied to
understand the effects on the results of the procedure to identify the true sources of sound.
3.5 Fourier Transforms
The Fast Fourier Transform (FFT) is a class of algorithms that efficiently implement
the Discrete Fourier Transform (DFT). Efficient FFT algorithms are readily available and
for our analysis we use the FFTW module [7].
Fourier Transform is designed for an infinite signal or periodic data. The FFT of a
signal often exhibits high spectral side-lobes due to the finite-aperture processed interval.
Since real data is finite and not expected to be periodic, the data has to be manipulated so
that spectral leakage is reduced. These side lobes represent spectral leakage and contribute
energy to all FFT spectral bins. This is handled by making the domain periodic by using
windowing schemes which reduces the spectral leakage.
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3.5.1 Windowing Schemes
Although windowing the domain makes it periodic, it also affects the frequency spectra.
The spectral main lobe is affected by the windowing scheme. Although there are many
windowing schemes available, for most aeroacoustic applications, Hann or Hamming window
is considered [10]. For our requirements, we chose the Hann window:
ω2(xi) =
ω1
2
[
1− cos
(
2pi
xi − xmin
xmax − xmin
)]
(3.15)
where ω2 is the output, ω1 is the input, xi is the distance from the start of the window, and
xmin and xmax are the start and end points of the window
For complex variables, the window is applied to both the real and imaginary compo-
nents. The window is applied to the flowfield after removing the average. Although for the
analytical test cases the average pressure is zero and hence nothing needs to be subtracted
before applying the window.
3.6 Spatial Transforms
Spatial transforms with missing data are analyzed with different approaches. While
performing Fourier Transforms, the domain must be made periodic and this is done by
using the Hann window. This can also be used to remove discontinuities in the domain as
well.
3.6.1 Direct Approach
In this approach, the spatial transforms are done directly, i.e., the Hann window is
applied over the entire domain. And in the case of a solid body or non-uniformity in the flow,
the section of data that is not considered or treated otherwise as missing, the corresponding
data points are substituted by zeros. And the Hann window is then applied over the
entire domain. This procedure is demonstrated in Fig. ?? for a one-dimensional data. The
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discontinuities around the missing data is not removed in this method. Figure ?? (c) shows
the frequency spectra which contains the spectral leakage because of the discontinuities.
(a) Original data (b) Data after windowing (c) FFT transform
Figure 3.1: Demonstration of the direct approach on 1-D data: (a) original data with
missing information from the center, (b) data after application of the Hann window over
the entire domain, and (c) Fourier transform of the windowed data.
3.6.2 Segmented Windowing
A window function is typically used in Fourier Transforms to handle discontinuities in
data and make the data periodic. When the “missing data” is replaced with zeros, it creates
discontinuities around the missing domain. Hence the Hann window is applied separately
to each segment of the continuous data, i.e., segments where there is no data missing.
The discontinuities around the missing data are removed via application of multiple Hann
window over two segments. Finally, the entire windowed data is Fourier transformed. The
procedure is demonstrated in Fig. ??. As can be see by comparing Figs. ?? (c) and ??
(c), the frequency spectra with the segmented windowing approach is much cleaner with
significantly reduced spectral leakage.
3.6.3 Proposed Hypothesis
The procedure described in Section 3.6.2 can be further improved by making some simple
assumptions. In most real life problems, non-uniform flow is the cause of aeroacoustic noise
and typically is caused by solid bodies or other structures in flow. Since the section of the
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(a) Original data (b) Data after windowing (c) FFT transform
Figure 3.2: Demonstration of the segment windowing approach on 1-D data: (a) original
data with missing information from the center, (b) data after applying two Hann windows;
one on each side of the missing data, and (c) Fourier transform of the windowed data.
domain that is removed encompasses these aeroacoustic sources, it can be assumed that the
acoustic waves are moving away from the “missing domain” i.e., the sources.
Following the above assumption, it can also be assumed the section of the domain to-
wards the right of the missing data contains primarily waves moving towards the right and
correspondingly for each direction. This means that when the segmented Fourier Transform
is done, only wavenumbers corresponding to the direction of propagation have to be consid-
ered and the “missing data” can be completely ignored. This approach is demonstrated in
Fig. ??. The discontinuities around the missing data are removed and consequently the fre-
quency spectrum in Fig. ?? (h) is much cleaner with significantly reduced spectral leakage.
To perform the spatial transform, each segment of the continuous 1D data is taken sep-
arately. The Hann window is applied on the domain and then the 1-D FFT is performed for
each segment. Since the number of data points in each segment will vary depending on the
size of the domain that is not considered, the frequency resolution of the output of the FFT
will be different from that of the frequency resolution obtained form the section of data with
no “missing data”. To perform the transformation in the second direction, the data points
must be available at all the same frequencies. A cubic spline interpolation methodology
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was used to interpolate the frequencies of the segmented FFT to the frequencies obtained
for the continuous domain. Interpolation was performed using Fortran libraries available in
the literature [17].
Since the acoustic waves have been assumed to be unidirectional in each segment, only
the half corresponding to the direction of wave propagation in that segment is considered.
Two frequency bands from each segment of a 1D line corresponding to the two opposite
directions of wave propagation are combined and is used in the subsequent FFT in the
second direction.
Since the number of data points in the segments are different, the lowest frequency res-
olution will be different and hence the interpolation cannot be performed across the whole
frequency band. As a result there is some “missing data” at the center of the domain after
performing the FFT in one direction. Although the underlying assumption and procedure
remains the same, the dimensions of the missing “domain” changes with each transforma-
tion. The methodology is modified by recalculating the dimensions of the missing domain
corresponding to the lowest resolvable frequency.
The procedure has been outlined in the schematic shown in figure ??. The figure
demonstrates qualitatively the transformation and the changes that the size of the missing
block undergoes at each stage. The interpolation to match the frequency resolution changes
the size of the “ missing” domain. This is accounted in the Fourier transformations in
subsequent directions. The schematic is shown for a 2D domain but can be extended to a
3D domain.
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(a) Original data (b) Window on left segment (c) FFT of left segment
(d) Interpolated FFT data (e) Window on right segment (f) FFT of right segment
(g) Interpolated FFT data
(h) Combined left and right
FFT
Figure 3.3: Demonstration of one-sided Fourier transforms with segmented data: (a) original
data with missing information from the center, (b) left segment after applying the Hann
window, (c) FFT of the windowed left segment data, (d) data interpolated onto a uniform
distribution of kx, (e) right segment after applying the Hann window, (f) FFT of the
windowed left segment data, (g) data interpolated onto a uniform kx grid, and (h) FFT
data of left and right segments combined.
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Figure 3.4: A schematic illustrating a part of the filtering approach. The region filled with
a pattern represents the missing block of data.
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CHAPTER 4. ANALYTICAL SOURCES
The filtering approach described in Chapter 3 was initially tested on the flow field param-
eters obtained using analytical solutions for canonical problems. The analytical solutions
are exact and can be obtained without numerical errors as well as with much less computa-
tional time. The analytical solutions are obtained for point sources: monopole, dipole and
quadrupole located at the center of the domain. These sources were selected to be single
frequency harmonic sources. To understand the effects of solid bodies on the approach, the
results were compared to those obtained from the base case.
The analytic solution of point sources at the center of the domain is modeled as follows.
The size of the 2D domain is 200 × 200 and grid spacing (δ) in each direction is 0.4. The
analytical solution undergoes a Fourier Transform in time. The variable then undergoes
an FFT in the x direction and the corresponding kx − y contour plot is shown. This is
followed by the FFT in the y-direction to obtain the kx − ky contour plot. Since the input
is single frequency, the final solution shows the peak at a constant distance, dependent
on the frequency, from the center. The solution in Fig. ?? depicts the process of Fourier
Transforms on the pressure field.
Filtering the radiating components, for the wavenumber (k) corresponding to the fre-
quency of the source, a non-radiating base flow is obtained. The analytical solution radiates
sound of frequency ω = 0.5, which is also evident from the radius of the circle obtained in
the kx − ky contour plots. A filter was constructed to filter out the components satisfying
the dispersion relation within a margin of error. The error or width of the peak is taken to
be 10% of the frequency of sound radiated. The number was chosen after looking at various
sizes of filters and their corresponding reduction in sound. In this case the width of the
filter, δ, turns out to be 0.05. The filter that is used can is described as
√
k2x + k
2
y = ω ± δ.
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Since there is only one single frequency source, after the applying the filter and performing
the inverse transform, a silent flow is expected. The results have been combined into a
single figure for each case including the inverse transformed solution.
The amount of noise in the inverse transform is a reflection of the effectiveness of the
method. Both the kx − ky plot after applying the filter was scaled to the original kx − ky
plot to indicate the effectiveness of the filter. Similarly the contour plot after the inverse
transform was also scaled to the original pressure field to indicate the effectiveness of the
filtering algorithm.
4.1 Base Cases
The base case was established initially using the pressure field obtained for the analytical
point sources. Due to the presence of a singularity at the center, the the pressure magnitudes
was cut off at 10 to reduce the noise created by the impulse function encountered during
the FFT.
The magnitudes in the kx − ky plots would have been higher than expected if the
magnitude of the pressure hadn’t been cutoff. This because of the singularity in the center
and the corresponding effect can be seen in the kx − y plot as well. While performing the
Fourier transform in the first direction (x) there is a delta/impulse function along the center
and this leads to broadband noise at y = 0. And while performing the Fourier transform in
the 2nd direction (y) there is an impulse function along every kx owing to the broadband
noise at y = 0. This creates broadband noise over the entire domain, thereby increasing the
average magnitude over the entire domain. This is reduced by reducing the magnitude of
the singularity at the center.
The approach described above was applied to a monopole, dipole and a quadrupole
point source and the collated results are depicted in Figs. ??, ?? and ?? respectively.
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(a) analytical solution (b) kx − y contours after FFT in x direction
(c) frequency-wavenumber (kx − ky) plot (d) filter |k| = 0.5± 0.05
(e) filtered kx − ky contours
(f) inverse transform
Figure 4.1: Baseline case: point monopole source.
27
(a) analytical solution (b) kx − y contours after FFT in x direction
(c) frequency-wavenumber (kx − ky) plot
(d) filter |k| = 0.5± 0.05
(e) filtered kx − ky contours
(f) inverse transform
Figure 4.2: Baseline case: point dipole source.
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(a) analytical solution (b) kx − y contours after FFT in x direction
(c) frequency-wavenumber (kx − ky) plot (d) filter |k| = 0.5± 0.05
(e) filtered kx − ky contours
(f) Inverse transform
Figure 4.3: Baseline case: point lateral quadrupole source.
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4.2 Presence of A Solid Body in the Flow
It is very common that there are solid bodies present in the flow and to use this proposed
filtering approach we must develop an understanding of the problems that solid bodies would
cause. As was discussed earlier, a domain large enough to encompass the solid body as well
as the non-uniform flow in its immediate vicinity is removed from the filtering analysis. To
simulate a base test case with a solid body, a section of the domain is set to zero for the
same single-frequency harmonic case is was considered earlier.
The analytic solution of point source at the center of the domain is considered with a
part of the domain surrounding the source treated as missing. The size of the 2D domain
and grid spacing is same as that in earlier sections. The procedure is same as that described
for the base cases in Section 4.1.
The domain under consideration is 200×200 and the “missing block” is of size 20×20 and
is located at the center. Since the source is at the center, the missing block encompasses
the source. Thereby also eliminating the singularities at the center. It’s effects on the
broadband noise over the entire domain is greatly reduced. But because the Hann window
is applied over the entire domain the discontinuities around the missing block still exist.
This results in contour plot with many side lobes around the actual solution. But the
side lobes created because of the discontinuities do not satisfy the dispersion relation and
consequently cannot be filtered out. This affects the inverse transform and this generates
noise and is the error in the proposed algorithm. The various methods are investigated with
the objective to reduce the noise/error.
4.2.1 Direct Approach
In this approach, the missing block of data is simulated by setting the pressure values
in the block to zero. And the transforms are performed as if no data is missing after the
application of the Hann window over the entire domain.
The direct approach was implemented for each of the analytic point sources monopole,
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dipole, and quadrupole and the respective results are shown in Figs. ??, ??, and ??. In the
inverse transformed solution, almost all of the original noise is removed. However, additional
spurious pressure is generated because of the discontinuities in the physical domain at the
boundaries created by the missing block of data.
4.2.2 Segmented Hann Window
In this approach, before performing the 1D spatial transform, the Hann window is
applied in each continuous segment of the domain surrounding the missing block of data.
The missing block is replaced by zeros as was done in the direct approach. The Fourier
transforms are performed in each spatial direction subsequently.
After the 1D transformation in the first direction, the range of the missing data also
changes corresponding to the frequency resolution.
The procedure followed is the same as that followed for base cases in section 4.3.1
with above stated steps the only addition to the procedure. An improvement to the direct
approach is the removal of the discontinuities around the missing domain. This conse-
quently removes the side lobes and noise generated by the discontinuities in the frequency-
wavenumber domain. The filter now is more effective because the frequency-wavenumber
data is cleaner. The inverse transform results in much lesser noise than the direct approach.
This approach was applied on each of the analytic point sources and the solutions are
collated in Figs. ??, ??, and ??.
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(a) analytical solution (b) kx − y contours after FFT in x direction
(c) frequency-wavenumber (kx − ky) plot
(d) filter |k| = 0.5± 0.05
(e) filtered kx − ky contours
(f) inverse transform
Figure 4.4: Analysis for a point monopole source with partial domain missing around the
source. The missing domain data (pressure) is replaced with zeros in this approach.
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(a) analytical solution (b) kx − y contours after FFT in x direction
(c) frequency-wavenumber (kx − ky) plot
(d) filter |k| = 0.5± 0.05
(e) filtered kx − ky contours
(f) inverse transform
Figure 4.5: Analysis for a point Dipole source with partial domain missing around the
source. The missing domain data (pressure) is replaced with zeros in this approach.
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(a) analytical solution (b) kx − y contours after FFT in x direction
(c) frequency-wavenumber (kx − ky) plot (d) filter |k| = 0.5± 0.05
(e) filtered kx − ky contours
(f) inverse transform
Figure 4.6: Analysis for a point Quadrupole source with partial domain missing around the
source. The missing domain data (pressure) is replaced with zeros in this approach.
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(a) analytical solution (b) kx − y contours after FFT in x direction
(c) frequency-wavenumber (kx − ky) plot
(d) filter |k| = 0.5± 0.05
(e) filtered kx − ky contours
(f) inverse transform
Figure 4.7: Analysis for a point monopole source with partial domain missing around the
source. The missing domain data (pressure) is replaced with zeros in this approach and the
Hann window is applied separately on each segment.
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(a) analytical solution (b) kx − y contours after FFT in x direction
(c) frequency-wavenumber (kx − ky) plot
(d) filter |k| = 0.5± 0.05
(e) filtered kx − ky contours
(f) inverse transform
Figure 4.8: Analysis for a point Dipole source with partial domain missing around the
source. The missing domain data (pressure) is replaced with zeros in this approach and the
Hann window is applied separately on each segment.
36
(a) analytical solution (b) kx − y contours after FFT in x direction
(c) frequency-wavenumber (kx − ky) plot (d) filter |k| = 0.5± 0.05
(e) filtered kx − ky contours
(f) inverse transform
Figure 4.9: Analysis for a point Quadrupole source with partial domain missing around the
source. The missing domain data (pressure) is replaced with zeros in this approach and the
Hann window is applied separately on each segment.
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4.2.3 Separating Left- and Right-Travelling Waves
In an attempt to improve further the quality of the results obtained by just using the
Hann window, the approach mentioned in Section 3.6.3 is used. The assumption is made
that the source of the aerodynamic sound is located around the immediate vicinity of the
solid flow and there by encompassed by the missing block. From this assumption, it can
be concluded that the waves are traveling away from the source, i.e,the waves in the left
side of the missing block are traveling towards the left and the waves towards the right of
the missing block are traveling to the right. Using this knowledge, each segment can be
Fourier transformed separately and the result can be considered the part of the solution
corresponding to the direction of wave propagation and can be later combined to build the
full spectrum.
The procedure followed for this case is same as that followed for the base cases of the
analytic point sources. The primary contrast being that the spatial transforms are done
for each segment separately as described in section 3.6.3. In addition to the advantages
stated above for using a segmented Hann window, the missing data has been excluded in
the Fourier Transform. This in the expectation that with no substantial loss of information,
we may be able to attain better quality in the results.
This was tested on monopole, dipole and quadrupole point sources and the results have
been collated in Figs. ??, ??, and ??.
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(a) analytical solution (b) kx − y contours after FFT in x direction
(c) frequency-wavenumber (kx − ky) plot
(d) filter |k| = 0.5± 0.05
(e) filtered kx − ky contours
(f) inverse transform
Figure 4.10: Analysis for a point monopole source with partial domain missing around
the source. The domain is split across the missing block and each segment is analyzed
separately. The left domain is assumed on only contain the left-running wave and the right
domain, right-running waves.
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(a) analytical solution (b) kx − y contours after FFT in x direction
(c) frequency-wavenumber (kx − ky) plot
(d) filter |k| = 0.5± 0.05
(e) filtered kx − ky contours
(f) inverse transform
Figure 4.11: Analysis for a point dipole source with partial domain missing around the
source. The domain is split across the missing block and each segment is analyzed separately.
The left domain is assumed on only contain the left-running wave and the right domain,
right-running waves.
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(a) analytical solution (b) kx − y contours after FFT in x direction
(c) frequency-wavenumber (kx − ky) plot (d) filter |k| = 0.5± 0.05
(e) filtered kx − ky contours
(f) inverse transform
Figure 4.12: Analysis for a point quadrupole source with partial domain missing around
the source. The domain is split across the missing block and each segment is analyzed
separately. The left domain is assumed on only contain the left-running wave and the right
domain, right-running waves.
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4.3 Radial Variation
From the analytical expressions in section 3.2, it is evident that there exists a 1/rn
behavior, i.e, the pressure is decreasing exponentially with distance from the center. In the
far field, the variation is 1/r for any source. In an attempt to investigate the effects of
radial decay on the algorithm, the pressure field is multiplied by the corresponding distance
from the center to remove the radial decay. After the radial decay is removed, the various
approaches are tested on a monopole source.
In this case, the dependency of the initial pressure field on the distance from the source
is removed and hence the gradients of the peak frequency are removed and a crisp peak can
be identified in the kx-ky plot shown below.
The same procedure as for the base case is followed here. The contour plots for the base
cases and the various filtering methods have been combined in figures. The remnant noise
in the inverse transform shows a higher magnitude compared to the results in section 4.1
but it is not as wide spread.
42
(a) analytical solution (b) kx − y contours after FFT in x direction
(c) frequency-wavenumber (kx − ky) plot (d) filter |k| = 0.5± 0.05
(e) filtered kx − ky contours (f) inverse transform
Figure 4.13: Point monopole source with the 1/r radial variation removed.
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(a) analytical solution (b) kx − y contours after FFT in x direction
(c) frequency-wavenumber (kx − ky) plot (d) filter |k| = 0.5± 0.05
(e) filtered kx − ky contours (f) inverse transform
Figure 4.14: Point monopole source with the 1/r radial variation removed and missing data
treated as zeros.
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(a) analytical solution (b) kx − y contours after FFT in x direction
(c) frequency-wavenumber (kx − ky) plot (d) filter |k| = 0.5± 0.05
(e) filtered kx − ky contours (f) inverse transform
Figure 4.15: Point monopole source with the 1/r radial variation removed and missing data
treated as zeros but each segment treated independently.
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(a) analytical solution (b) kx − y contours after FFT in x direction
(c) frequency-wavenumber (kx − ky) plot (d) filter |k| = 0.5± 0.05
(e) filtered kx − ky contours (f) inverse transform
Figure 4.16: Point monopole source with the 1/r radial variation removed. Left segment
contributes to left-running waves and right corresponds to right-running waves.
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CHAPTER 5. CFD SOURCES
The filtering approach was next applied to the flow field parameters obtained using the
CFD solutions from FDL3DI for the same canonical problems. The CFD solutions are not
exact and contains numerical errors. Looking at the performance of the filtering algorithms
for CFD solutions we can explore the possibility of applying this to real world problems.
5.1 Results
The CFD solutions for the single-frequency harmonic sources are obtained by modifying
the source term in the numerical methodology as explained in Section 3.3. Each of the
cases considered for the analytical sources are again considered for the CFD solutions. This
would give a better understanding of the effects of numerical errors on the approach and
its effects on the transformations.
5.1.1 Baseline Case
The base case established initially using the pressure field obtained for the computational
point sources. The Fourier transformations in time and space are performed using the
FFTW module and the solution in the frequency wavenumber domain is obtained.
The FDL3DI solution for the base case of point sources at the centre of the domain
is considered. A 2D domain of the same size 200 × 200 is taken from a larger simulation
that incorporates the source and its aeroacoustic effects. The CFD solution was on a non-
uniform grid and the domain was interpolated with a grid spacing (δ) in each direction
(x, y) of 0.4.
Figures ??, ??, and ?? show the same set of plots as in Chapter 4, representing the
solutions for monopole, dipole and quadrupole cases respectively. The pressure flow field
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for the CFD point source undergoes a FFT in time. The spatial FFTs are perormed at peak
frequency obtained after the FFT in time. The kx − y contour plot along with the kx − ky
contour plot is shown. The filter used to remove the radiating components and the filtered
data along with the inverse transform is collated in each figure. As was done previously,
the plots are scaled appropriately to indicate the magnitudes and the effectiveness of the
filtering process.
The frequency of the radiated sound in the CFD solutions is 0.5 and it is also evident
in the frequency-wavenumber contour plot. The error or width of the peak is also taken to
be 10% of the frequency same as for the analytical case. This turns out to be δ = 0.05. A
filter was constructed such that
√
k2x + k
2
y = ω ± δ.
5.2 Presence of Solid Body in the flow
As was discussed earlier, a domain large enough enough to encompass the solid body as
well as the non-uniform flow in its immediate vicinity is not considered. To simulate a test
case with a solid body, a section of the domain is set to zero for the same single-frequency
harmonic as before.
5.2.1 Direct Approach
The missing block of data is simulated by setting the pressure values in the block to
zero. And the transforms are done as if no data is missing. The Hann windows are applied
over the entire domain.
The domain under consideration is 200× 200 and the “missing block” is of size 40× 40
and is located at the center. The procedure is same as that described in Section 4.2 for the
analytical cases. The only additional step is that the non-uniform grid has to be interpolated
onto a uniform grid before the FFT can be performed.
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5.2.2 Segmented Hann Window
The procedure is same as that for the corresponding analytical case in Chapter ??. The
Hann windows are applied in each segment of the domain surrounding the missing domain
to remove the effects of the discontinuities around the missing domain. The results are
presented in Figs. ??, ??, and ??.
5.2.2.1 Separating Left- and Right-Travelling Waves
The principle is same as described in Section 3.6.3, which was demonstrated for analyt-
ical cases in Section 4.2.3. The additional step here is the interpolation of data from the
non-uniform CFD grid must on to a uniform grid.
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(a) CFD solution (b) kx − y contours after FFT in x direction
(c) frequency-wavenumber (kx − ky) plot (d) filter |k| = 0.5± 0.05
(e) filtered kx − ky contours (f) inverse transform
Figure 5.1: Baseline case: point monopole source. Flow solution (pressure) obtained using
CFD.
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(a) CFD solution (b) kx − y contours after FFT in x direction
(c) frequency-wavenumber (kx − ky) plot (d) filter |k| = 0.5± 0.05
(e) filtered kx − ky contours (f) inverse transform
Figure 5.2: Baseline case: point dipole source. Flow solution (pressure) obtained using
CFD.
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(a) CFD solution (b) kx − y contours after FFT in x direction
(c) frequency-wavenumber (kx − ky) plot (d) filter |k| = 0.5± 0.05
(e) filtered kx − ky contours (f) inverse transform
Figure 5.3: Baseline case: point quadrupole source. Flow solution (pressure) obtained using
CFD.
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(a) CFD solution
(b) kx − y contours after FFT in x direction
(c) frequency-wavenumber (kx − ky) plot (d) filter |k| = 0.5± 0.05
(e) filtered kx − ky contours (f) inverse transform
Figure 5.4: Monopole CFD solution: missing data set to zero and one Hann window applied
over the entire domain.
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(a) CFD solution (b) kx − y contours after FFT in x direction
(c) frequency-wavenumber (kx − ky) plot (d) filter |k| = 0.5± 0.05
(e) filtered kx − ky contours (f) inverse transform
Figure 5.5: Dipole CFD solution: missing data set to zero and one Hann window applied
over the entire domain.
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(a) CFD solution (b) kx − y contours after FFT in x direction
(c) frequency-wavenumber (kx − ky) plot (d) filter |k| = 0.5± 0.05
(e) filtered kx − ky contours (f) inverse transform
Figure 5.6: Quadrupole CFD solution: missing data set to zero and one Hann window
applied over the entire domain.
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(a) CFD solution (b) kx − y contours after FFT in x direction
(c) frequency-wavenumber (kx − ky) plot
(d) filter |k| = 0.5± 0.05
(e) filtered kx − ky contours (f) inverse transform
Figure 5.7: Monopole CFD solution: the Hann window is applied separately for each seg-
ment.
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(a) CFD solution (b) kx − y contours after FFT in x direction
(c) frequency-wavenumber (kx − ky) plot (d) filter |k| = 0.5± 0.05
(e) filtered kx − ky contours (f) inverse transform
Figure 5.8: Dipole CFD solution: the Hann window is applied separately for each segment.
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(a) CFD solution (b) kx − y contours after FFT in x direction
(c) frequency-wavenumber (kx − ky) plot (d) filter |k| = 0.5± 0.05
(e) filtered kx − ky contours (f) inverse transform
Figure 5.9: Quadrupole CFD solution: the Hann window is applied separately for each
segment.
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(a) CFD solution (b) kx − y contours after FFT in x direction
(c) frequency-wavenumber (kx − ky) plot
(d) filter |k| = 0.5± 0.05
(e) filtered kx − ky contours (f) inverse transform
Figure 5.10: Monopole CFD solution with partial domain missing around the source. The
domain is split across the missing block and each segment is analyzed separately. The
left domain is assumed on only contain the left-running wave and the right domain, right-
running waves.
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(a) CFD solution (b) kx − y contours after FFT in x direction
(c) frequency-wavenumber (kx − ky) plot (d) filter |k| = 0.5± 0.05
(e) filtered kx − ky contours (f) inverse transform
Figure 5.11: Dipole CFD solution with partial domain missing around the source. The
domain is split across the missing block and each segment is analyzed separately. The
left domain is assumed on only contain the left-running wave and the right domain, right-
running waves.
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(a) CFD solution (b) kx − y contours after FFT in x direction
(c) frequency-wavenumber (kx − ky) plot (d) filter |k| = 0.5± 0.05
(e) filtered kx − ky contours (f) inverse transform
Figure 5.12: Quadrupole CFD solution with partial domain missing around the source.
The domain is split across the missing block and each segment is analyzed separately. The
left domain is assumed on only contain the left-running wave and the right domain, right-
running waves.
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CHAPTER 6. CONCLUSION
In an attempt to develop a better understanding of the mechanisms involved in the
generation of aerodynamic source, we have looked at a method to separate the physical
sources of sound from the propagation effects. The method developed has shown promising
results for simple cases. There is some residual noise that remains but this can be accounted
by removing the radial decay. The performance of the approach on more complex cases
with multiple sources of different frequency as well as with non-zero is to be verified. The
method that has been developed is generic in the sense that it is applicable to any flow
field irrespective of discontinuities and non-uniformities in the flow. The direct application
and future work utilizing this approach could be on real world problems such as the CFD
simulations of air foils.
6.1 Limitations
The method allows for removal of the radiating components from the flow but the non-
radiating component contains hydrodynamic components apart from the physical sources
of sound. The issue of identifying the true sources of sound still remains. And there seems
to be no straight forward path to achieve this. Goldstein in his paper[9], also addresses
this concern that a flow closure has to developed to be able to unambiguously identify the
physical sources of sound. One of the challenges moving ahead will be to find a way to
bridge the gap between non-radiating base flow and the physical sources of sound.
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