Let P = fx j Ax bg, where A is an m n matrix. We assume that P contains a ball of radius one centered at the origin, and is contained in a ball of radius R centered at the origin. We consider the problem of approximating the maximum volume ellipsoid inscribed in P. Such ellipsoids have a number of interesting applications, including the inscribed ellipsoid method for convex optimization. We reduce the complexity of nding an ellipsoid whose volume is at least a factor e ? of the maximum possible to O(m 3:5 ln(mR= )) operations, improving on previous results of Nesterov and Nemirovskii, and Khachiyan and Todd. A further reduction in complexity is obtained by rst computing an approximation of the analytic center of P.
Introduction
Let P = fx j Ax bg, where A is an m n matrix. We assume that P is bounded, with a nonempty interior. It is then known 5] that there is a unique ellipsoid E P of maximum volume. We say that an ellipsoid E P is -maximal if Vol(E) Vol(E ), where 0 < < 1 and Vol( ) denotes n-dimensional volume. In this paper we consider the complexity of computing a -maximal inscribed ellipsoid for P. For convenience in stating complexity results we often write = e ? (as in 10, Section 6.5]), where > 0.
There are a number of interesting applications of -maximal ellipsoids. For example, the computation of a -maximal ellipsoid, with > 0:92, is required on each iteration of the inscribed ellipsoid algorithm (IEM) 12] for convex programming. The IEM minimizes a convex function over an n-dimensional cube to relative accuracy in O(n ln(n= )) iterations, each requiring evaluation of the function and a subgradient. The order of this complexity, also achieved by the volumetric cutting plane algorithm 1, 13], is optimal 11].
Another application of -maximal ellipsoids is to provide a \rounding" of P. It is know that for the maximum volume inscribed ellipsoid (MVIE) E , E P nE ;
where for an ellipsoid E and positive scalar , E denotes the dilation of E about its center by the factor . In the worst case the rounding factor n cannot be improved. For a -maximal ellipsoid E it can be shown 12] that E P n 1 + 3 p 1 ? ! E:
Roundings of this type are required in several contexts, including Lenstra's algorithm for integer programming in xed dimension 9], and randomized algorithms for volume computation 6].
Alternative methodologies for obtaining O(n)-roundings of P include the shallow cut ellipsoid algorithm 3, Section 4.6] and the volumetric cutting plane algorithm 2].
Assume that P contains a ball of radius one centered at the origin, and is contained in a ball of radius R centered at the origin. Using the ellipsoid algorithm an e ? {maximal inscribed ellipsoid can be computed in O(n 6 (3) operations. We also show that by rst computing an approximation of the analytic center of P the e ect of the parameter R can be further reduced, resulting in a total complexity of O (mn 2 + m 1:5 n) ln(R) + m 3:5 ln m (4) operations. The di erence between (3) and (4) is certainly of interest, since under standard assumptions bounds on R may be exponential in n 3, Lemma 3.1.25].
A problem related to that of computing an e ? {maximal inscribed ellipsoid for P is that of computing an e {minimal circumscribing ellipsoid for the convex hull of m given points in < n . Khachiyan 7] shows that the latter problem can be solved in O m 3:5 ln m operations; note that this bound is independent of the parameter R.
Notation: If A and B are symmetric matrices, A B denotes that B?A is positive semide nite, and A B denotes that B ? A is positive de nite. The trace of a matrix A is denoted tr(A), A B = tr(AB T ), and kAk denotes the Frobenius norm, kAk = q tr(A T A). The Kronecker product of matrices A and B is denoted A B. If A is an m n matrix, vec(A) is the vector in < mn formed by \stacking" the columns of A atop one another, in the natural order. We use B(x; r) to denote the closed ball of radius r centered at x 2 < n .
Preliminaries
In this section we give de nitions and basic results from 10] that will be required in the sequel.
De nition 2.1 Let G be a closed, convex set in < N , and let f( ) : Int(G) ! < be a C 3 convex function. Then f( ) is said to be strongly 1-self-concordant (hereafter abbreviated strongly self- As shown in 10], for a strongly self-concordant function the Newton decrement (x) provides good information regarding the di erence between f(x) and the minimum of f( ) over G. Note that if G is compact, then f min = minff(x) j x 2 Gg is attained at an unique interior point of G. Lemma 2.2 Let G < N be a compact convex set, and assume that f( ) is strongly selfconcordant on Int(G). Let x 2 Int(G), = (x), p = p(x). To analyze the complexity of optimizing more general convex functions over G, 10] uses the concept of -compatibility between a convex objective f( ) and a barrier F( ) for G. The details are not important here, but we note that the complexity of approximately minimizing f( ) over G involves the parameters and #, as well as characteristics of the initial point.
3 The MVIE problem and a solution of (6) with objective within 2 of optimimality produces an e ? {maximal inscribed ellipsoid. Unfortunately the constraints of (6) The approach we take here uses the family of barriers (8) as in 8], but avoids solving the sequence of problems P(y k ). In this way we reduce the computation required for each Newton step to O(m 3 ) operations, but avoid the factor ln((n ln R)= ) in (2) . We also show that \pre-rounding" P by rst computing an approximation of the analytic center of P can be used to further reduce the e ect of the parameter R, resulting in the complexity (4). 4 Main stage Let G denote the feasible region of (6), and for y 2 Int(P) let G(y) denote the feasible region of P(y), from (7). For (x; X) 2 Int(G(y)) and t 1 let It is then straightforward to show that F t (y; ; ) is strongly self-concordant on Int(G(y)) for any y 2 Int(P). In working with F t (y; x; X) we consider the components of y to be xed parameters, while those of (x; X) are variables. Let p t (y; x; X); P t (y; x; X)] denote the Newton direction for F t (y; ; ) at (x; X), and let t (y; x; X) be the corresponding Newton decrement. In this section we describe and analyze the \main stage" of our barrier algorithm for obtaining an e ? {maximal ellipsoid. The main stage is initialized with t 0 = 1, and a point (x 0 ; X 0 ) such that x 0 2 Int(P), (x 0 ; X 0 ) 2 Int(G(x 0 )), and 1 (x 0 ; x 0 ; X 0 ) 0:15. The problem of obtaining such an initial point is considered in the next section. The main stage algorithm, described in pseudo-code below, is a variant of the standard barrier algorithm for convex optimization analyzed in 10]. The novelty of the algorithm here is that the Newton direction used on each inner iteration is obtained from a barrier function F t (x; ; ) that depends on the current x. ALGORITHM (Main stage for MVIE): Given k = 0, x 0 , X 0 , t 0 = 1, t max , > 0. Do Until t k t max (Outer iteration) t = t k+1 = (1 + )t k , x = x k , X = X k . Do Until t (x; x; X) 0:15 (Inner iteration) p = p t (x; x; X), P = P t (x; x; X) x = x + ( =2)p, X = X + P. End x k+1 = x; X k+1 = X, k = k + 1
End
The steplength on each inner iteration can be taken to be any value that produces at least the descent in F t ( ; ; ) obtained using = 1=(1 + t (x; x; X)); see Lemma 4.3 below.
Our analysis of the main stage algorithm for MVIE is based on the well-known analysis of the barrier algorithm from 10] (see also 4]). The following result facilitates the use of directions based on the family of barrier functions F t (y; ; ). 
To prove that t (y; x) 1 (12) for any (y; Y ) 2 G(x). Part 2 of Lemma 4.1 then implies that for any y 2 Int(P), t (y; y) 2 t (y; x) ? t (x; x) 2(F t (x; x; X) ? ) ? F t (x; x; X) = F t (x; x; X) ? 2 ; which proves part 1. Next, note that F t (x; x; X) = (t?1)f(X)+F 1 (x; x; X), where F 1 (x; ; ) is a (2m + n)-self-concordant barrier for G(x). From (12) and a standard argument (see for example 10, p.75]) we conclude that for all (y; Y ) 2 G(x), f(Y ) f(X) ? 2(2m + n) + t ? 1 ; and therefore (x; y) f(X) ? (6m + )=(t ? 1) for all y 2 Int(P), since m > n. Part 2. Suppose that t (x; x; X) = > :15. Let = 1=(1 + ), x + = x + ( =2)p t (x; x; X), X + = X+ X t (x; x; X). Then (x + ; X + ) 2 Int(G), and F t (x + ; x + ; X + ) F t (x; x; X)?0:01.
Proof: Part 1 is proved in 4, Lemma 2.25]. Since F t (x; ; ) is strongly-self-concordant for t 1, part 2 of Lemma 2.2 implies that if x ++ = p t (x; x; X), then (x ++ ; X + ) 2 Int(G(x)), and F t (x; x ++ ; X + ) F t (x; x; X) ? ( ? ln(1 + )) F t (x; x; X) ? 0:01: (13) However (10) 
The proof of part 2 is completed by combining (13) and (14), with (y; Y ) = (x ++ ; X + ). 2
We can now combine Lemmas 4.2 and 4.3 to obtain the nal complexity result for the main stage. 
Preliminary stage
In this section we consider the preliminary stage of our barrier algorithm for the MVIE problem. The goal of the preliminary stage is to produce the initial point (x 0 ; X 0 ) required by the main stage algorithm of the previous section. Our preliminary stage is based on the general preliminary stage described in 10, Section 3. 
End
To analyze the preliminary stage we require an extension of part 2 of Lemma 4.1 that applies to F 0 t (y; x; X). This turns out to be straightforward under the assumption that C 0.
Lemma 5.1 For interior points x and y of P, let 0 t (y; x) = min X2G(y;x) F 0 t (y; x; X), 0 < t 1. Assume that C 0. Then 0 t (y; x) 1 2 0 t (y; y) + 0 t (x; x)].
Proof: The proof is identical to the proof of part 2 of 4.1. Note that the change of coordinates that simultaneously diagonalizes X and Y preserves the semide niteness of C. After this change of coordinates we have
where C ii 0, i = 1; : : :; m. It immediately follows that C (XY ) 1=2 (1=2)(C X + C Y ). 2 For C 0 and a given value of t min , the analysis of the preliminary stage is very similar to the analysis of the main stage given in the previous section, and is omitted here. The nal complexity result has the following form. To complete the analysis of the preliminary stage we must show that X 0 can be chosen so that C 0, and characterize the value t min so that termination of the preliminary stage produces a suitable initial point for the main stage. 
Thus to obtain a lower bound on the required value t min we require an upper bound for v( ; Note that the second term on the right-hand side of (20) arises from the presence of (15) in the de nition of F t ( ; ; ), and this term is responsible for the bound (22) used in the proof of Theorem 5.2. Without (15) we would be forced to rely on the third term of (20) to bound c T h. Such an analysis may be possible, but appears to require that s i be bounded away from zero for each i. It is interesting to note that a similar issue appears in the analysis of 8]; see the proof of 8, Theorem 3].
Combining Theorems 4.4 and 5.5 we immediately obtain the overall complexity bound (3). Note that the parameter R only appears in the complexity bound for the preliminary stage. We next show that the e ect of R can be reduced by rst computing an approximation of the ordinary analytic center of P.
The analytic center of P is the minimizer of the logarithmic barrier function It follows that by rst computing an approximation of the analytic center of P the overall complexity of computing an e ? {maximal ellipsoid is reduced to (4).
