Bedrock topography is known to affect subsurface water flow and thus the spatial distribution of pore water pressure, which is a key factor for determining slope stability. Therefore, the aim of this study is to investigate the effect of bedrock topography on the timing and location of landslide initiation using 2D and 3D simulations with a hydromechanical model and the Local Factor of Safety (LFS) method. A set of synthetic modeling experiments was performed where water flow and slope stability were simulated for 2D and 3D slopes with layers of variable thickness and hydraulic parameters. In particular, the spatial and temporal development of water content, pore water pressure, and the resulting LFS were analyzed. The results showed that the consideration of variable bedrock topography can have a significant effect on slope stability and that this effect is highly dependent on the intensity of the event rainfall. In addition, it was found that the consideration of 3D water flow may either increase or decrease the predicted stability depending on how bedrock topography affected the redistribution of infiltrated water.
Introduction
Landslides are widely considered to be an important erosion process [1] [2] [3] [4] [5] [6] . Typically, translational slope failures that involve the upper few meters of unconsolidated superficial materials (i.e., soil or regolith) dominate sediment transport in hillslope environments [7] . At the same time, such landslides lead to fatalities and property damage and may also hinder human activities [7] [8] [9] . The direct cost related to landslide damage is estimated to be about $300 million in Germany [10] and several billions of dollars per year worldwide [11] .
Landslides occur when the mechanical balance within slopes fails. Any factor that increases the stress or reduces the soil strength can trigger landslides [12] . Therefore, the stability of slopes is affected by a wide range of factors such as surface topography [13, 14] , the internal friction angle [14] , the cohesion of soil and roots [13, 15, 16] , rainfall intensity [17] , the soil initial condition [18] , spatial patterns of soil wetness (e.g., macro-permeability and local hydrology) [19, 20] , and persisting positive pore water pressure as well as high water saturation [15, 21] . Clearly, the initiation of landslides is frequently related to rainfall and the influence of hydrological processes on soil mechanics and slope stability has been known for a long time [22] . For example, infiltration and subsurface flow increase
where H [L] is the total or hydraulic head, W [T −1 ] represents sinks (negative) or sources (positive) of water, θ(h) [-] is the soil water retention function, and K(h) [LT −1 ] is the hydraulic conductivity function, which are both nonlinear functions of pressure head, h [L] . In this study, two parametric approaches are used to describe the soil water retention and the hydraulic conductivity function. The first approach is based on Mualem [43] and van Genuchten [44] . In this case, the water retention curve is given by the equation below.
S e = θ(h) − θ r θ s − θ r = 1 1 + {α|h|} n m (2) where S e [-] is the effective saturation, θ s [-] and θ r [-] are the saturated and residual soil water content, n [-] and m (=1 − 1/n) are parameters that depend on soil pore size distribution (n is larger for more uniform pore size distribution), and α [L −1 ] represents the inverse of the air entry suction (larger for coarser material). The hydraulic conductivity function is given by the equation below. where K s [LT −1 ] is the saturated hydraulic conductivity and l [-] is a tortuosity parameter estimated by Mualem [43] to be about 0.5. The second parametric approach is based on Brooks and Corey [45] . In this scenario, the water retention curve is described by Equation (4) below.
K(h)
S e = θ(h) − θ r θ s − θ r = |α BC h|. −n BC α BC h < −1 1 α BC h ≥ −1 (4) where α BC [L −1 ] is the air entry pressure head and n BC [-] is the soil pore size distribution index. The hydraulic conductivity function of this approach is given by the formula below.
where l BC [-] is a parameter that depends on the tortuosity. In order to describe the stress distribution in the subsurface, the linear moment equilibrium for linear-elastic materials is used [30, 46] .
where σ [ML −1 T −2 ] is the total stress tensor with three and six independent stress variables in 2D and 3D, respectively, γ [ML −2 T −2 ] is the wet unit weight of the soil, and F v [-] is the body force vector [47] with two or three components for 2D and 3D space, respectively. Here, bold characters indicate the tensorial nature of these variables. For linear-elastic materials, only Young's (elastic) modulus, E, and
Poisson's ratio, ν, are needed to solve the field of total stress. Once the total stress and pore pressure are defined, the effective stress can be calculated. The generalized effective stress in variably saturated soils is given by Bishop [48] as seen below. σ = (σ − u a I) + χ (u a − u w )I where χ = 1 saturated soil χ(h) < 1 unsaturated soil (7) where σ [ML −1 T −2 ] is the effective stress tensor, u a [ML −1 T −2 ] is the pore air pressure, u w [ML −1 T −2 ] is the pore water pressure, χ is the Bishop's parameter or the effective stress parameter, and I is the unit vector. The second term in Equation (7) represents the suction stress, σ s [ML −1 T −2 ], which is always compressive for soils [49] , and was first described by Lu and Likos [24] as:
Suction stress is a result of active forces at or near inter-particle contacts that keep the soil particles together. This stress can vary from a few kPa in sands to several hundred kPa in silts and clays. In this study, we have relied on the suction stress equation proposed by Lu et al. [50] where Bishop's parameter was defined as the effective degree of saturation.
This equation is only one of the (approximate) expressions proposed in the literature to evaluate the effect of suction on the effective stress of soil. Alternative formulations are available [49] . In summary, the coupled hydromechanical model used in this study considers the body load associated with the self-weight of the slope materials, which is directly linked to dynamic variations in soil water content due to infiltration, and it considers the effective stress, which is affected by dynamic pressure head variations associated with subsurface flow. In the next step, the transient changes in hydrology and the resulting dynamical changes in stress distribution are used to assess slope stability.
The Factor of Safety (FS) is an established indicator to express the stability of a hillslope [51] . The FS is defined as the ratio between maximum retaining forces and driving forces and is calculated from the ratio of resisting shear strength τ* [ML −1 T −2 ] to gravitationally driven shear stress, τ [ML −1 T −2 ]. Following a similar argument, Lu et al. [30] defined the Local Factor of Safety (LFS) as the ratio of Coulomb stress for the potential failure state (τ*) and the Coulomb stress for the current state of stress (τ) under the Mohr-Coulomb criterion. For a linear elastic material, the shear strength and, thus, the Mohr-Coulomb failure envelope are defined by the formula below. τ* = c + σ tan ϕ (10) where c [ML −1 T −2 ] is the effective soil cohesion and ϕ [ • ] is the effective friction angle. At each location with a specific state of effective stress, the LFS can then be calculated from the triangles ABC and ADE shown in Figure 2 as: 
where σ 1 and σ 3 [ML −1 T −2 ] are the major and minor principal total stresses, respectively. When the Mohr circle is shifted leftward as a result of increasing soil water content (i.e., a reduction in soil suction), this may reduce the LFS to less than unity, which indicates unstable conditions and potential land sliding [6, 30] . In this study, the distribution of the LFS as a response to spatio-temporal variation in soil water content and suction will be analyzed and the temporal development of connected areas with LFS < 1 will be interpreted as the development of potentially unstable and failure-prone areas. This interpretation strategy has been applied in several earlier studies [30, 35] . Nevertheless, it is important to note some limitations of the LFS method in this case. Clearly, the LFS method only relies on the shear stress magnitude at each point within a hillslope independent from the neighboring elements and the shear stress tensors. In fact, the value of LFS that is calculated with Equation (11) for each point of the slope refer to a differently inclined plane along which the shear stress is calculated ( Figure 3 ). This plane is orthogonal to the plane of the principal stresses (σ 1 and σ 3 ) and its trace forms an angle (β) with σ 3 where:
The orientation of this plane depends on the direction of the total stress principal components, which may change from point to point (and from time to time) for a variably saturated slope. It is important to realize that enhancing or diminishing effects of the shear stress tensors of the neighboring elements are ignored. Therefore, areas with LFS < 1 do not necessarily lead to failure. This becomes even more complicated when studying 3D slopes with more stress tensors in different directions. Moreover, the LFS method is only valid for linear elastic materials and, thus, does not consider the readjustment of the stress distribution within a slope after failure. Therefore, it is strictly taken as not appropriate to approximate areas with LFS < 1 with the development of a potential failure surface. Despite these obvious simplifications, Lu et al. [30] showed that the results of stability analysis based on the LFS method are in general agreement with results obtained with conventional methods while providing better opportunities to investigate coupling of hydrological and mechanical processes.
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Consideration of suction stress provides field of effective stress Figure 2 . Illustration of the concept of the Mohr circle to obtain a scalar field of the local factor of safety (LFS) (from Lu et al. [30] ). Figure 2 . Illustration of the concept of the Mohr circle to obtain a scalar field of the local factor of safety (LFS) (from Lu et al. [30] ). 
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Materials and Methods
Set-Up of the Benchmark Model
The coupled hydromechanical framework has been implemented in COMSOL Multiphysics (COMSOL Inc, Stockholm, Sweden), which facilitates coupling of flow and transport and mechanical processes in porous media. In a first step, a set of 2D and 3D benchmark simulations was performed. For this, the 30° slope and silty soil of Lu et al. [30] were used with the model parameters provided in Table 1 ( Figure 4 ). The 3D model extended 10 m in the z-direction (Figure 4b ). Following Lu et al. [30] , the Mualem-van Genuchten functions were used to describe the water retention and hydraulic conductivity of the slope. The entire domain of this benchmark simulation is homogeneous and considered to be in hydrostatic equilibrium with a ground water table at a depth of 15 m initially. At the surface, an infiltration boundary condition is used and the remaining lateral and bottom boundaries are no-flow boundaries.
The selection of appropriate boundary conditions for the mechanical model plays an important role for the distribution and development of internal stresses of a slope [52, 53] . In field applications, they should be carefully selected based on the condition that best matches reality. In this synthetic modeling study, it is assumed that there is no displacement in the normal direction for the bottom and lateral boundaries of the model domain (i.e., so-called roller boundary conditions). For the 3D simulations, roller boundary conditions were also used for the side end faces of the model. This implies that there is no in-plane shear restraint and the effect of shear resistance is removed for the two faces [52, 53] . With this choice of boundary conditions, the 2D and 3D stress distributions are expected to match for homogenous 2D and 3D slopes with identical water content and pressure head distribution. Moreover, there is no load or constraint implemented on the slope surface and, 
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The coupled hydromechanical framework has been implemented in COMSOL Multiphysics (COMSOL Inc, Stockholm, Sweden), which facilitates coupling of flow and transport and mechanical processes in porous media. In a first step, a set of 2D and 3D benchmark simulations was performed. For this, the 30 • slope and silty soil of Lu et al. [30] were used with the model parameters provided in Table 1 ( Figure 4 ). The 3D model extended 10 m in the z-direction (Figure 4b ). Following Lu et al. [30] , the Mualem-van Genuchten functions were used to describe the water retention and hydraulic conductivity of the slope. The entire domain of this benchmark simulation is homogeneous and considered to be in hydrostatic equilibrium with a ground water table at a depth of 15 m initially. At the surface, an infiltration boundary condition is used and the remaining lateral and bottom boundaries are no-flow boundaries.
The selection of appropriate boundary conditions for the mechanical model plays an important role for the distribution and development of internal stresses of a slope [52, 53] . In field applications, they should be carefully selected based on the condition that best matches reality. In this synthetic modeling study, it is assumed that there is no displacement in the normal direction for the bottom and lateral boundaries of the model domain (i.e., so-called roller boundary conditions). For the 3D simulations, roller boundary conditions were also used for the side end faces of the model. This implies that there is no in-plane shear restraint and the effect of shear resistance is removed for the two faces [52, 53] . With this choice of boundary conditions, the 2D and 3D stress distributions are expected to match for homogenous 2D and 3D slopes with identical water content and pressure head distribution. Moreover, there is no load or constraint implemented on the slope surface and, therefore, it is considered to be a free boundary. This model set-up provides the best opportunity to compare the effect of transient water content distribution on the stability in 2D and 3D simulations with the coupled hydromechanical framework. To reduce the effect of the boundary conditions on all stability assessments, the computation domain was, nevertheless, extended considerably beyond the area of interest (see Figure 4 ). In the following information, all results are reported for only a part of the simulation domain (i.e., the control area), which is indicated by the dark grey area in Figure 4 .
The 2D and the 3D simulation domains were discretized using an increasing mesh size with an increasing distance from the soil surface (Figure 4a ). This is because of the highly dynamic hydrological response near the soil surface due to infiltration, which requires a fine discretization. Deeper in the subsurface, hydrological conditions are less dynamic and a coarser discretization can be used. In this way, the computational efficiency was increased without a negative effect on the accuracy of the modeling results [6, 30, 54] .
The 2D and the 3D simulation domains were discretized using an increasing mesh size with an increasing distance from the soil surface (Figure 4a ). This is because of the highly dynamic hydrological response near the soil surface due to infiltration, which requires a fine discretization. Deeper in the subsurface, hydrological conditions are less dynamic and a coarser discretization can be used. In this way, the computational efficiency was increased without a negative effect on the accuracy of the modeling results [6, 30, 54] . 
Numerical Experiments
In order to study the effect of variable bedrock topography, a two-layer slope was created that represents less permeable bedrock covered by a 2 m thinner and more permeable sandy loam layer. The general properties of the slope and soil layers are based on the study of Shao et al. [35] and are summarized in Table 2 . In this set of simulations, the Brooks-Corey functions for water retention and hydraulic conductivity were used as in Shao et al. [35] . Three different bedrock topographies were considered for 2D simulations ( Figure 5 ). Slope A has an equal soil layer depth along the slope while slope B1 and B2 have variable bedrock topography. In order to magnify the effect of bedrock 
In order to study the effect of variable bedrock topography, a two-layer slope was created that represents less permeable bedrock covered by a 2 m thinner and more permeable sandy loam layer. The general properties of the slope and soil layers are based on the study of Shao et al. [35] and are summarized in Table 2 . In this set of simulations, the Brooks-Corey functions for water retention and hydraulic conductivity were used as in Shao et al. [35] . Three different bedrock topographies were considered for 2D simulations ( Figure 5 ). Slope A has an equal soil layer depth along the slope while slope B1 and B2 have variable bedrock topography. In order to magnify the effect of bedrock topography, a rather simple and extreme bedrock surface with only two features was used. One feature represented areas with shallow bedrock and a thin soil layer and the second feature represented bedrock depressions with a thicker soil. The difference between slope B1 and B2 is the position of these two features where shallow bedrock is positioned downslope in slope B1 and upslope in slope B2. In all three slopes, the overall area and, thus, the storage volume of each layer was the same.
In the next step, one of the 2D slopes with variable bedrock topography (slope B1) was extended to a 3D slope. For this reason, two different scenarios were considered (slope C and D, Figure 6 ). For slope C and D, the mid-cross sections along the length of the slopes (see mid-slope cross-section I in Figure 6 ) were the same as for slope B1. However, the extension of the features in the z-direction was larger for slope C than for slope D. As in the case of slope B1, the upper feature represented a bedrock depression while the lower feature represented a bedrock outcrop.
To obtain more realistic initial conditions compared to the benchmark model, a spin-up period of 10 years with a constant low-intensity rainfall of 600 mm per year was used. The resulting water content and pressure head distributions were then used as the initial condition for the simulation of rainfall events [35] . In this study, two different event rainfalls with the same precipitation amount but different intensity were implemented to study the effect of soil layering and bedrock topography on slope stability. The first simulated rainfall event was a high-intensity event (relative to K s ) with 20 mm per hour for 15 h and the second rainfall event was a low-intensity event with 2 mm per hour for 150 h. The high intensity is about 77% of the K s of the top layer while the low intensity is 7.7% of this K s . However, both rainfall intensities are higher than the K s of the bottom (bedrock) layer. In the following calculations, these two rainfall events are implemented on slope A, B1, and B2 and the results are compared. For comparing the 2D and 3D simulations, the high-intensity rainfall event was used. The boundary conditions in these numerical experiments were slightly modified relative to the benchmark model. In these cases, water can flow out of the slopes' domain through the upper-right side boundary (seepage boundary in Figure 6d ,e). Moreover, the top boundaries are defined to be mixed boundaries where rainfall is infiltrated until the pore water pressure exceeds the pore air pressure after which water can flow out of the surface similar to a seepage face. The water leaving the domain in this way will be referred to as surface run-off even though it is important to realize that we are not using a coupled surface-subsurface flow model and that surface routing and re-infiltration are, thus, not considered here.
The computation time associated with the numerical experiments presented in these cases was substantial because COMSOL Multiphysics aims for convenience of model coupling but not for optimal numerical performance. For the selected discretizations, the 2D simulations presented in this study typically took only a few minutes when the soil surface was not saturated but increased dramatically afterwards. The simulation time for the case of 3D slopes was much longer (on the order of days) and it was found that performance was very sensitive to the model discretization. Clearly, there are still considerable challenges associated with 3D hydromechanical modeling. This can certainly be improved by using tailored instead of general-purpose software for hydromechanical modeling.
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Results for the Benchmark Model
The simulated LFS for the 2D and 3D implementation of the coupled hydromechanical model in COMSOL for the benchmark model are shown in Figure 7 . It can be seen that the 2D implementation (Figure 7b ) matches well with the previously published results of Lu et al. [30] (Figure 7a ) especially near the surface where it is most relevant for slope stability assessment. The results of the 3D implementation of the LFS concept are presented in Figure 7c and a mid-slope cross-section is provided in Figure 7d . The results for the cross-section of the 3D model and the 2D model agree very well, which verifies this first 3D implementation of the LFS concept. As expected, no variation in the z-direction was observed for the selected mechanical boundary conditions. It is important to note that LFS tends to decrease with a greater depth in both 2D and 3D simulations. This is a consequence of the Mohr-Coulomb description of linear elastic materials and is due to reduction in the contribution of effective cohesion in soil shear strength while the total stress grows with depth and the frictional term becomes greater (see Equations (10) and (11)). The limit value of LFS at an infinite depth for slopes with no external load and no tectonic stresses can be obtained from Equation (11) .
For the values of ν and ϕ used in this study (see Tables 1 and 2 ), the limit value of LFS does not go below the stability threshold of LFS ≤ 1. Nevertheless, the focus in this study will be on the temporal development of the near-surface LFS distribution since this is where hydrology is expected to affect slope stability. In the following sections, both the 2D and 3D implementation of the LFS concept will be used to explore the effect of layer depth on the stability assessment of variably saturated hillslopes in response to different types of rainfall events. near the surface where it is most relevant for slope stability assessment. The results of the 3D implementation of the LFS concept are presented in Figure 7c and a mid-slope cross-section is provided in Figure 7d . The results for the cross-section of the 3D model and the 2D model agree very well, which verifies this first 3D implementation of the LFS concept. As expected, no variation in the z-direction was observed for the selected mechanical boundary conditions. It is important to note that LFS tends to decrease with a greater depth in both 2D and 3D simulations. This is a consequence of the Mohr-Coulomb description of linear elastic materials and is due to reduction in the contribution of effective cohesion in soil shear strength while the total stress grows with depth and the frictional term becomes greater (see Equations (10) and (11)). The limit value of LFS at an infinite depth for slopes with no external load and no tectonic stresses can be obtained from Equation (11) .
For the values of ν and ϕ' used in this study (see Tables 1 and 2 ), the limit value of LFS does not go below the stability threshold of LFS ≤ 1. Nevertheless, the focus in this study will be on the temporal development of the near-surface LFS distribution since this is where hydrology is expected to affect slope stability. In the following sections, both the 2D and 3D implementation of the LFS concept will be used to explore the effect of layer depth on the stability assessment of variably saturated hillslopes in response to different types of rainfall events. 
Results of the 2D Numerical Experiments
Figures 8 and 9 present the dynamical development of the soil water content distribution in slope A, B1, and B2 during the high-intensity and the low-intensity rainfall event, respectively. In these two figures, the distributions at t = 0 h show the initial water content distribution for the event rainfall after a spin-up period with 20 years of long-term rainfall of 600 mm per year. It can be seen that the saturated area extended into the top layer at the toes of all of the slopes. In the slopes with variable soil thickness, saturated conditions also occurred in the bedrock depressions. In the case of the high-intensity rainfall event, the fully saturated area at the slope toe of slope A gradually developed and extended upward along the slope (Figure 8a-c) . The soil water content of slope A developed in a similar manner for the low-intensity rainfall event. However, a more clearly defined 
Figures 8 and 9 present the dynamical development of the soil water content distribution in slope A, B1, and B2 during the high-intensity and the low-intensity rainfall event, respectively. In these two figures, the distributions at t = 0 h show the initial water content distribution for the event rainfall after a spin-up period with 20 years of long-term rainfall of 600 mm per year. It can be seen that the saturated area extended into the top layer at the toes of all of the slopes. In the slopes with variable soil thickness, saturated conditions also occurred in the bedrock depressions. In the case of the high-intensity rainfall event, the fully saturated area at the slope toe of slope A gradually developed and extended upward along the slope (Figure 8a-c) . The soil water content of slope A developed in a similar manner for the low-intensity rainfall event. However, a more clearly defined perched water table developed after the infiltrated water reached the bedrock, which suggests that lateral flow plays a more important role in this case. Due to the more complex bedrock topography, the soil water content distribution developed differently in slope B1 and B2. In the case of the high-intensity event, fully saturated areas in the upper layer of these slopes were established faster and appeared both on the slopes toe as well as above the bedrocks with a thin soil layer. These fully saturated areas then grew upward and downward until the entire slopes were saturated (Figure 8d-i) . In the case of the low-intensity event, infiltrated water was redistributed more strongly along the bedrocks interface. Therefore, the areas with thin soil did not saturate earlier than other parts of the slopes, which were observed for the high-intensity rainfall (Figure 9i) . The difference between slope B1 and B2 was more pronounced for the low-intensity rainfall. In particular, the perched groundwater table associated with the shallow bedrock near the slope toe in case of slope B1 reached the surface and created a larger saturated area than in the case of slope B2.
Water
In the case of the high-intensity event, fully saturated areas in the upper layer of these slopes were established faster and appeared both on the slopes toe as well as above the bedrocks with a thin soil layer. These fully saturated areas then grew upward and downward until the entire slopes were saturated (Figure 8d-i) .
In the case of the low-intensity event, infiltrated water was redistributed more strongly along the bedrocks interface. Therefore, the areas with thin soil did not saturate earlier than other parts of the slopes, which were observed for the high-intensity rainfall (Figure 9i) . The difference between slope B1 and B2 was more pronounced for the low-intensity rainfall. In particular, the perched groundwater table associated with the shallow bedrock near the slope toe in case of slope B1 reached the surface and created a larger saturated area than in the case of slope B2. perched water table developed after the infiltrated water reached the bedrock, which suggests that lateral flow plays a more important role in this case. Due to the more complex bedrock topography, the soil water content distribution developed differently in slope B1 and B2. In the case of the high-intensity event, fully saturated areas in the upper layer of these slopes were established faster and appeared both on the slopes toe as well as above the bedrocks with a thin soil layer. These fully saturated areas then grew upward and downward until the entire slopes were saturated (Figure 8d-i) .
In the case of the low-intensity event, infiltrated water was redistributed more strongly along the bedrocks interface. Therefore, the areas with thin soil did not saturate earlier than other parts of the slopes, which were observed for the high-intensity rainfall (Figure 9i) . The difference between slope B1 and B2 was more pronounced for the low-intensity rainfall. In particular, the perched groundwater table associated with the shallow bedrock near the slope toe in case of slope B1 reached the surface and created a larger saturated area than in the case of slope B2. Figures 10 and 11 present the net fluxes into and out of the control area through different boundaries of the model domain for the different slopes and the two rainfall intensities. In the case of the high-intensity rainfall, the net infiltration (inflow−outflow, Figure 10b ) along the surface boundary matched the rainfall rate at the start of the simulation. It can also be seen that the infiltration rate for slope A reduced later than for the slopes with variable soil thickness so that the total amount of infiltration was higher for slope A. The difference between the net infiltration and rainfall converts to surface run-off (Figure 10f ). Figure 10 also shows that the maximum seepage rate from the right side boundary was larger for slope A but started to increase later when compared to the other two slopes. The outflow from the bottom and left side boundaries of the control area behaved in a similar manner. The difference in the timing of reduced infiltration and the start of the increased outflow is consistent with the water content distribution presented in Figure 8 where saturation occurred earlier and in a larger area of the slopes with a variable soil thickness. The earlier saturation prevented more infiltration and this explains the lower seepage and outflow rates and cumulative amounts for slope B1 and B2. For the case of the low intensity rainfall (Figure 11 ), the differences in boundary fluxes are much less pronounced. However, the larger extent of the saturated area due to the shallow bedrock near the slope toe in slope B1 resulted in an earlier reduction of net infiltration ( Figure 11b ) and an earlier surface seepage (Figure 11d ).
In summary, these simulations show that bedrock topography and soil layering define the groundwater level and the water content distribution of the soil and, thus, the saturation-prone areas along the slopes. However, the position and extent of the saturated areas was found to depend strongly on the rainfall intensity. The part of the slopes with thinner soil tended to get saturated earlier than other parts of the slopes in the case of high-intensity rainfall due to the dominance of vertical flow. For low-intensity rainfall, lateral redistribution of water played a more important role and areas with shallow bedrock did not saturate earlier than other parts of the slopes. The increased importance of lateral flow also resulted in a higher sensitivity to the position of bedrock features along the slopes. (b) t = 70 h, and (c) t = 150 h, and the 2D slopes with variable soil thickness (Slope B1 and B2) at (d,g) t = 0 h, (e,h) t = 70 h, and (f,i) t = 150 h.
Figures 10 and 11 present the net fluxes into and out of the control area through different boundaries of the model domain for the different slopes and the two rainfall intensities. In the case of the high-intensity rainfall, the net infiltration (inflow−outflow, Figure 10b ) along the surface boundary matched the rainfall rate at the start of the simulation. It can also be seen that the infiltration rate for slope A reduced later than for the slopes with variable soil thickness so that the total amount of infiltration was higher for slope A. The difference between the net infiltration and rainfall converts to surface run-off (Figure 10f ). Figure 10 also shows that the maximum seepage rate from the right side boundary was larger for slope A but started to increase later when compared to the other two slopes. The outflow from the bottom and left side boundaries of the control area behaved in a similar manner. The difference in the timing of reduced infiltration and the start of the increased outflow is consistent with the water content distribution presented in Figure 8 where saturation occurred earlier and in a larger area of the slopes with a variable soil thickness. The earlier saturation prevented more infiltration and this explains the lower seepage and outflow rates and cumulative amounts for slope B1 and B2. For the case of the low intensity rainfall (Figure 11 ), the differences in boundary fluxes are much less pronounced. However, the larger extent of the saturated area due to the shallow bedrock near the slope toe in slope B1 resulted in an earlier reduction of net infiltration ( Figure 11b ) and an earlier surface seepage (Figure 11d ).
In summary, these simulations show that bedrock topography and soil layering define the groundwater level and the water content distribution of the soil and, thus, the saturation-prone areas along the slopes. However, the position and extent of the saturated areas was found to depend strongly on the rainfall intensity. The part of the slopes with thinner soil tended to get saturated earlier than other parts of the slopes in the case of high-intensity rainfall due to the dominance of vertical flow. For low-intensity rainfall, lateral redistribution of water played a more important role and areas with shallow bedrock did not saturate earlier than other parts of the slopes. The increased importance of lateral flow also resulted in a higher sensitivity to the position of bedrock features along the slopes. The difference in the water content development of the 2D slopes also resulted in different LFS predictions. The temporal evolution of the LFS for these slopes is shown in Figures 12 and 13 for the high-intensity and low-intensity rainfall event, respectively. The black contour lines indicate the near-surface zone with an LFS below 1. It can be seen in Figure 12 that the shape and location of the potentially unstable zone were different in slope A, B1, and B2 for the high-intensity rainfall. The potential time of failure initiation was also earlier for slope B1 and B2. In slope A with constant soil thickness, the failure prone zone developed from the slope toe and expanded upward with an increasing water content of the top layer. In contrast, the failure-prone zones of slopes with variable bedrock topography initiated directly within regions with shallow soil as well as the slope toe where high saturation and pore water pressure appeared first. The potential failure area with LFS < 1.0 was higher for slope B1 and B2 than for slope A at all times of the intensive rainfall event even though the overall area of the top soil layer and soil water storage was the same in all slopes. These simulation results clearly illustrate that bedrock topography influenced the water content development and stress distribution. In particular, the vulnerable zone appeared faster in the slopes with variable bedrock topography and occurred at locations associated with a thin soil cover. For the low intensity rainfall, the lateral redistribution of subsurface flow played a more important role and provided a rather similar water content distribution along the slopes surfaces that consequently resulted in a similar size and position of failure-prone areas in all three slopes. In this scenario, the potential failure zone initiated and developed at the slopes toe and the depth to bedrock did not strongly influence this area. Comparing the area of the potential failure zone for each slope (see Figures 12 and 13) shows that, for the same amount of rainfall, the more intensive rainfall (20 mm per hour) caused a bigger unstable zone, which is consistent with the results of Schiliro et al. [17] . However, in contrast to previous studies [36] , these simulation results suggest that instability is not initiated in bedrock macro-topographic depressions. The more intensive rainfall first influenced the pore pressure of the near surface areas and areas with shallow soil and the vulnerable zones expanded into the area with bedrock depressions from this region. Less intensive rainfall resulted in more dominant lateral flow along the bedrock interface, which disconnected the occurrence of failure-prone zones from the bedrock topography. Preferential flow was not considered in this case. We anticipate that the main findings presented here would be similar if preferential flow is assumed to be prevalent along the entire hillslopes (as in Shao et al. [35] ). However, if preferential flow mainly occurs in areas with bedrock depressions and would be able to directly bypass the soil and reach the bedrock quickly, this could have a significant impact on the results presented in this paper.
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The difference in the water content development of the 2D slopes also resulted in different LFS predictions. The temporal evolution of the LFS for these slopes is shown in Figures 12 and 13 for the high-intensity and low-intensity rainfall event, respectively. The black contour lines indicate the near-surface zone with an LFS below 1. It can be seen in Figure 12 that the shape and location of the potentially unstable zone were different in slope A, B1, and B2 for the high-intensity rainfall. The potential time of failure initiation was also earlier for slope B1 and B2. In slope A with constant soil thickness, the failure prone zone developed from the slope toe and expanded upward with an increasing water content of the top layer. In contrast, the failure-prone zones of slopes with variable bedrock topography initiated directly within regions with shallow soil as well as the slope toe where high saturation and pore water pressure appeared first. The potential failure area with LFS < 1.0 was higher for slope B1 and B2 than for slope A at all times of the intensive rainfall event even though the overall area of the top soil layer and soil water storage was the same in all slopes. These simulation results clearly illustrate that bedrock topography influenced the water content development and stress distribution. In particular, the vulnerable zone appeared faster in the slopes with variable bedrock topography and occurred at locations associated with a thin soil cover. For the low intensity rainfall, the lateral redistribution of subsurface flow played a more important role and provided a rather similar water content distribution along the slopes surfaces that consequently resulted in a similar size and position of failure-prone areas in all three slopes. In this scenario, the potential failure zone initiated and developed at the slopes toe and the depth to bedrock did not strongly influence this area. Comparing the area of the potential failure zone for each slope (see Figures 12  and 13) shows that, for the same amount of rainfall, the more intensive rainfall (20 mm per hour) caused a bigger unstable zone, which is consistent with the results of Schiliro et al. [17] . However, in contrast to previous studies [36] , these simulation results suggest that instability is not initiated in bedrock macro-topographic depressions. The more intensive rainfall first influenced the pore pressure of the near surface areas and areas with shallow soil and the vulnerable zones expanded into the area with bedrock depressions from this region. Less intensive rainfall resulted in more dominant lateral flow along the bedrock interface, which disconnected the occurrence of failure-prone zones from the bedrock topography. Preferential flow was not considered in this case. We anticipate that the main findings presented here would be similar if preferential flow is assumed to be prevalent along the entire hillslopes (as in Shao et al. [35] ). However, if preferential flow mainly occurs in areas with bedrock depressions and would be able to directly bypass the soil and reach the bedrock quickly, this could have a significant impact on the results presented in this paper. Figure 14 compares the simulated water content distribution for the 2D slope with a variable layer thickness (slope B1) with the mid-slope cross-sections of the two 3D slopes (slope C and D). It can be seen that the initial extent of the saturated area obtained after a spin-up period is highest in the 2D slope B1 (Figure 14a , t = 0) while the extent of the saturated area at t = 0 h is lowest in Slope D with the smaller-sized bedrock depression (Figure 14g ). After the start of the high-intensity rainfall event, the top layer was saturated first in the region with a shallow bedrock for all three slopes. However, the fully saturated area appeared first in the 2D model (slope B1), which was followed by slope C and D, respectively. Figure 15 compares the simulated water content distribution for slope A and cross-section II of slope C (see Figure 5a ). Although the initial water content distribution at t = 0 h is nearly the same, the saturated area appeared faster and showed a larger extent in the cross-section of slope C. The magnitude of the fluxes through the boundaries of the control area of Slope B1 and D, which showed the biggest differences in water content development, are presented in Figure 16 . Infiltration into the control area of slope B1 started to decrease earlier than for slope D and the total amount of infiltration is smaller for slope B1. In addition, seepage from the surface and outflow from the other boundaries of the control area started earlier in slope B1. Since less water was infiltrated into the saturated slope B1 (Figure 16b) , the overall amount of outflow is lower than for slope D. These differences are related to the fact that water can flow around the convex bedrock outcrop in the 3D simulations, which is clearly not possible in the 2D model. The lack of flow divergence in the 2D slope caused the control area of slope B1 to saturate faster, which caused more flow out of the control area. For the 3D simulations, the flow divergence around the bedrock outcrop caused an increase in the extent of the saturated area in cross-section II. Figure 14 compares the simulated water content distribution for the 2D slope with a variable layer thickness (slope B1) with the mid-slope cross-sections of the two 3D slopes (slope C and D). It can be seen that the initial extent of the saturated area obtained after a spin-up period is highest in the 2D slope B1 (Figure 14a , t = 0) while the extent of the saturated area at t = 0 h is lowest in Slope D with the smaller-sized bedrock depression (Figure 14g ). After the start of the high-intensity rainfall event, the top layer was saturated first in the region with a shallow bedrock for all three slopes. However, the fully saturated area appeared first in the 2D model (slope B1), which was followed by slope C and D, respectively. Figure 15 compares the simulated water content distribution for slope A and cross-section II of slope C (see Figure 5a ). Although the initial water content distribution at t = 0 h is nearly the same, the saturated area appeared faster and showed a larger extent in the cross-section of slope C. The magnitude of the fluxes through the boundaries of the control area of Slope B1 and D, which showed the biggest differences in water content development, are presented in Figure 16 . Infiltration into the control area of slope B1 started to decrease earlier than for slope D and the total amount of infiltration is smaller for slope B1. In addition, seepage from the surface and outflow from the other boundaries of the control area started earlier in slope B1. Since less water was infiltrated into the saturated slope B1 (Figure 16b) , the overall amount of outflow is lower than for slope D. These differences are related to the fact that water can flow around the convex bedrock outcrop in the 3D simulations, which is clearly not possible in the 2D model. The lack of flow divergence in the 2D slope caused the control area of slope B1 to saturate faster, which caused more flow out of the control area. For the 3D simulations, the flow divergence around the bedrock outcrop caused an increase in the extent of the saturated area in cross-section II. In Figure 17 , the predicted LFS of the 2D slope B1 and the mid-slope cross-section I of the 3D slopes C and D are compared. It can be seen that the most vulnerable zones appeared first above the shallow bedrock for all three slopes as well as at the slope toe. In terms of timing, the vulnerable zones initiated first in the 2D slope B1 and afterwards in slope C and in slope D. The extent of the unstable area at the end of the intensive rainfall (t = 15 h) was also the largest for the 2D slope B1. It is also of interest to compare the development of the LFS distribution for the 2D slope A and cross-section II of the 3D slope C (Figure 18 ). In this scenario, it can be seen that flow divergence in the 3D model led to a larger unstable area when compared to the 2D model. These results clearly show how 2D and 3D simulations of hydromechanical processes may result in different stability assessments depending on the slope morphology and layering within the soil domain. However, the stability of actual 3D slopes may be higher than shown here because of the importance of the mechanical boundary conditions for the end faces in the z-direction. In addition, the direction of the shear stress tensor has not been considered in this case and could lead to additional differences in failure surfaces for 2D and 3D models. In Figure 17 , the predicted LFS of the 2D slope B1 and the mid-slope cross-section I of the 3D slopes C and D are compared. It can be seen that the most vulnerable zones appeared first above the shallow bedrock for all three slopes as well as at the slope toe. In terms of timing, the vulnerable zones initiated first in the 2D slope B1 and afterwards in slope C and in slope D. The extent of the unstable area at the end of the intensive rainfall (t = 15 h) was also the largest for the 2D slope B1. It is also of interest to compare the development of the LFS distribution for the 2D slope A and cross-section II of the 3D slope C (Figure 18 ). In this scenario, it can be seen that flow divergence in the 3D model led to a larger unstable area when compared to the 2D model. These results clearly show how 2D and 3D simulations of hydromechanical processes may result in different stability assessments depending on the slope morphology and layering within the soil domain. However, the stability of actual 3D slopes may be higher than shown here because of the importance of the mechanical boundary conditions for the end faces in the z-direction. In addition, the direction of the shear stress tensor has not been considered in this case and could lead to additional differences in failure surfaces for 2D and 3D models. 
Results of the 3D Numerical Experiments
Conclusions
Slope stability is governed by coupled hydrological and mechanical processes. Most available models describing these coupled hydro-mechanical processes either rely on 1D or 2D representations of hydrological and mechanical properties and processes, which is a strong simplification in many applications. In this study, both 2D and 3D coupled hydromechanical models using the local factor of safety concept were implemented in COMSOL Multiphysics. These coupled models were used to study the effect of bedrock topography on the subsurface flow and the resulting stability of hillslopes for different rainfall intensities. The simulation results for 2D slopes with constant and variable bedrock topography showed that bedrock topography is an important control on the spatial and temporal distribution of the potentially unstable zones and that the importance of bedrock topography increases with rainfall intensity. In particular, simulations with a high rainfall intensity showed that potential failure zones developed faster in slopes with variable bedrock topography and were initiated in areas that saturated earlier (i.e., at the slope toe and regions with a thinner soil). In the case of low-intensity rainfall events, lateral flow played a more important role and the position of potentially unstable areas was disconnected from the bedrock topography and occurred mainly at the slope toe. These results clearly highlight the importance of considering the interactions between bedrock topography and slope hydrological processes in slope stability evaluations. 
Slope stability is governed by coupled hydrological and mechanical processes. Most available models describing these coupled hydro-mechanical processes either rely on 1D or 2D representations of hydrological and mechanical properties and processes, which is a strong simplification in many applications. In this study, both 2D and 3D coupled hydromechanical models using the local factor of safety concept were implemented in COMSOL Multiphysics. These coupled models were used to study the effect of bedrock topography on the subsurface flow and the resulting stability of hillslopes for different rainfall intensities. The simulation results for 2D slopes with constant and variable bedrock topography showed that bedrock topography is an important control on the spatial and temporal distribution of the potentially unstable zones and that the importance of bedrock topography increases with rainfall intensity. In particular, simulations with a high rainfall intensity showed that potential failure zones developed faster in slopes with variable bedrock topography and were initiated in areas that saturated earlier (i.e., at the slope toe and regions with a thinner soil). In the case of low-intensity rainfall events, lateral flow played a more important role and the position of potentially unstable areas was disconnected from the bedrock topography and occurred mainly at the slope toe. These results clearly highlight the importance of considering the interactions between bedrock topography and slope hydrological processes in slope stability evaluations.
In the next step, 2D and 3D simulations were compared for the case of high-intensity rainfall. In this scenario, it was found that the position of bedrock features along the slopes as well as slopes width (in 3D models) and the topography of the surrounding bedrock can have a considerable impact on the development of the soil water content and, therefore, the stability of that specific point. For example, water flow around a zone of shallow bedrock or the amount of collected water in a bedrock depression for a specific amount of rainfall will depend on the size of the inhomogeneity in three dimensions. Overall, we believe that the importance of 3D simulations of slope stability increases for more complex geometries. There also are more challenging aspects to 3D simulations with coupled hydromechanical models. In particular, the need for a spatial discretization with a high resolution near the soil surface leads to much longer simulation times when compared to 2D simulations. Another issue is the proper selection of the mechanical boundary condition at the side faces in the third dimension, which may substantially affect predicted slope stability. Lastly, the general value of the local factor of safety method is still under debate because of concerns about neglecting the inherent tensorial nature of the stress field and this should be investigated in more detail in future studies. 
