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Model Reduction by Moment Matching for Linear
Switched Systems
Mert Bas¸tug˘1,2, Miha´ly Petreczky2, Rafael Wisniewski1 and John Leth1
Abstract—Two moment-matching methods for model reduction
of linear switched systems (LSSs) are presented. The methods
are similar to the Krylov subspace methods used for moment
matching for linear systems. The more general one of the two
methods, is based on the so called “nice selection” of some
vectors in the reachability or observability space of the LSS. The
underlying theory is closely related to the (partial) realization
theory of LSSs. In this paper, the connection of the methods to
the realization theory of LSSs is provided, and algorithms are
developed for the purpose of model reduction. Conditions for
applicability of the methods for model reduction are stated and
finally the results are illustrated on numerical examples.
Index Terms—Linear switched systems, model reduction, au-
tomata.
I. INTRODUCTION
A linear switched system (abbreviated by LSS) is a modelof a dynamical process whose behavior changes among
a number of linear subsystems depending on a logical decision
mechanism, i.e., an LSS is a concatenation of linear systems.
That is, the state of the linear subsystem just before a switching
instant serves as the initial state for the next active linear
system. The information about which local mode operates in
a specific time instant, is contained in the switching signal,
which can be totally arbitrary. Hence, the switching signal
serves as an external input. Linear switched systems represent
the simplest class of hybrid systems, they have been studied
extensively, see [17], [29] for an overview.
Model reduction is the problem of approximating a dynam-
ical system with another one of smaller complexity. “Smaller
complexity” for LSSs can refer to “smaller number of state
variables of each local mode” or to “smaller number of local
modes”. In this work, by complexity we mean the former, and
thus by model reduction we mean the approximation of the
original LSS by another one, with a smaller number of states.
Contribution of the paper In this paper, first we present
model reduction algorithms based on partial realization theory
for LSSs [26]. The main idea is to replace the original LSS by
an LSS of smaller order, such that certain Markov parameters
of the two LSSs are equal. Markov parameters of an LSS are
the coefficients appearing in the Taylor series expansion of its
input-output map around zero. More precisely, they are the
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high-order partial derivatives of the zero-state and zero-input
responses of the LSS with respect to the dwell times (time
between two consecutive changes in the switching signal)
of each operating mode. Hence, if some of the lower order
derivatives of the responses of two LSSs coincide, it means
that their input-output behaviors are close.
We present two methods. The first one will preserve all the
Markov parameters which correspond to high-order derivatives
up to order N for some integer N. We will call this method
N-moment matching. This is a direct counterpart of the
well-known method of moment matching for linear systems,
where the reduced order model preserves the first N Markov
parameters of the transfer function at hand, [1]. The second
method preserves a certain selection (not necessarily finite) of
Markov parameters. The selections we allow will be referred
to as nice selections. Intuitively, a nice selection corresponds
to a choice of basis of the extended controllability (resp.
observability) space of an LSS [29], [22]. The notion of
nice selections is a direct generalization of the corresponding
notion for linear systems [13], [11], and in a more restricted
form it appeared in [25]. The second method gives the user
additional flexibility in choosing which Markov parameters
should be preserved. In turn, this allows the user to focus on
those Markov parameters which are relevant for the dynamical
properties one wishes to preserve. For example, by choosing
certain Markov parameters, it is possible to preserve the input-
output behavior of the system in a certain discrete mode or
even for a sequence of modes. At the end of the paper, we
will present results to this effect. From an algorithmic point
of view, both methods represent an extension of the classical
Krylov subspace based methods.
Motivation One of the main motivations for developing
model reduction methods is that the order of the controller and
the computation complexity of controller synthesis increase
with the number of state variables of the plant model. This
curse of dimensionality can be particularly troublesome for
hybrid systems. The reason is as follows: A finite-state abstrac-
tion of the plant model is acquired in many of the existing con-
trol synthesis methods [30], subsequently one applies discrete-
event control synthesis techniques to find a discrete controller
for the finite-state abstraction of the plant. Usually, the states
of this abstraction are not directly measurable, only some
events (transition labels) are. This means that the controller
has to contain a copy of the abstracted plant model, in order
to be able to estimate the state of the finite-state abstraction
of the plant, [30], [32], [16]. In addition, the complexity
of the control synthesis algorithm is at best polynomial in
the number of states of the finite-state abstraction [30], [32],
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[10]. The situation becomes even worse when one considers
the case of partial observations, i.e., when not all events
(transition labels) of the finite-state abstraction are observable.
This can be caused by the nature of the problem [23] or
by the non-determinism of the abstraction. In this case, the
control synthesis algorithm can have exponential complexity,
[10], [2], [32], and the number of the state of the controller can
be exponential in the number of the states of the abstraction.
Depending on the method used and on the application at hand,
the size of the finite-state abstraction can be very large, it
could even be exponential in the number of continuous states
of the original hybrid model, [30]. In such cases, synthesis or
implementation of controller might become very difficult, even
for hybrid system of moderate size. Clearly, model reduction
algorithms could be useful for such systems.
Related work The possibility of model reduction by mo-
ment matching for LSSs was already hinted in [26], but no
details were provided, no efficient algorithm was proposed,
and no numerical experiments were done. Note that a naive
application of the realization algorithm of [26] yields an algo-
rithm whose computational complexity is exponential. Some
results of this paper have appeared in [5]. Main contributions
of this paper different from [5] can be summarized as follows:
1) Proofs for the main theorems in [5] are presented. 2) The
model reduction framework given in [5] is generalized with the
notion of nice selections. Hence, a less conservative framework
is built for model reduction of LSSs, which is useful for
focusing on the approximation of specific local modes. 3) This
generalized framework is used to state a theorem which can be
used for matching the input output behavior of a continuous
time LSS for a certain switching sequence, with another LSS
of smaller order. In [4], the moment matching framework is
used for matching the input-output behavior of discrete time
LSSs with a certain set of allowed switching sequences. With
respect to [4], the main differences are that this paper focuses
on the continuous time case and it allows approximation
as opposed to exact matching of the input-output behavior.
In addition, the current paper uses the framework of “nice
selections”. This framework is not only more general, but it
has a clear system theoretical interpretation.
In the linear case, model reduction is a mature research area
[1]. The subject of model reduction for hybrid and switched
systems was addressed in several papers [6], [35], [20], [7],
[12], [33], [34], [9], [14], [15], [21], [28]. Except [12], the
cited papers propose techniques which involve solving certain
LMIs, and for this reason, they tend to be applicable only
to switched systems for which the continuous subsystems
are stable. In contrast, the approach of this paper works for
systems which are unstable. However, this comes at a price,
since we are not able to propose analytic error bounds, like the
ones for balanced truncation [27]. In addition, the time horizon
on which the approximation is “good enough”, depends on
the LSS. From a practical point of view, the lack of an
analytic error bound and related issues need not be a very
serious disadvantage, since it is often acceptable to evaluate
the accuracy of the approximation after the reduced model has
been computed.
The model reduction algorithm proposed in this paper is
similar in spirit to moment matching for linear systems [1],
[11] and bilinear systems [18], [3], [8]; however, the details
and the system class considered are entirely different. The
concept of nice selection of columns (resp. rows) of the
reachability (resp. observability) matrix for model reduction
of multi input - multi output (MIMO) linear systems appeared
in [11]. The method presented in this paper is based on
the generalization of this concept to LSSs. In fact, this is
seen as another contribution of the present paper. The model
reduction algorithm for LPV systems described in [31] is
related to the method given in this paper, as it also relies on
a realization algorithm and Markov parameters. In turn, the
realization algorithms and Markov parameters of LPV systems
and LSSs are closely related, [24]. However, the algorithm of
[31] applies to a different system class (namely LPV systems),
and it is not yet clear if it yields a partial realization of the
original system considered.
Outline In Section II, we fix the notation and terminology
of the paper. In Section III, we present the formal definition
and main properties of LSSs. In Section IV, we recall the
concept of Markov parameters for linear systems and LSSs,
and the problem of model reduction by moment matching. The
solution to the moment matching problem for LSSs analogous
to the linear case is stated in V. This solution is generalized
and made useful further for LSSs in Section VI where also
the related algorithm is stated in detail. Finally, in Section VII
the two methods are illustrated on numerical examples.
II. PRELIMINARIES: NOTATION AND TERMINOLOGY
Denote by N the set of natural numbers including 0. Denote
by R+ the set [0,+∞) of nonnegative real numbers. In the
sequel, let PC(R+,S), with S a topological subspace of an Eu-
clidean space Rn, denote the set of piecewise-continuous and
left-continous maps. That is, f ∈ PC(R+,S) if it has finitely
many points of discontinuity on any compact subinterval of
R+, and at any point of discontinuity both the left-hand and
right-hand side limits exist, and f is continuous from the left.
Moreover, when S is a discrete set it will always be endowed
with the discrete topology.
In addition, denote by AC(R+,Rn) the set of absolutely
continuous maps, and Lloc(R+,Rn) the set of Lebesgue mea-
surable maps which are integrable on any compact interval.
If M ∈Ra×b with a,b ∈N\{0} is a real matrix (or vector),
Mi,: (resp. M:, j) denotes the ith row of M with i ∈ {1, . . . ,a}
(resp. jth column of M with j ∈ {1, . . . ,b}). The notation Mi, j
is used for addressing the entry of M in its ith row and jth
column. Lastly, ei will be used to denote the ith unit vector in
the canonical basis for Ra.
III. LINEAR SWITCHED SYSTEMS
In this section, we present the formal definition of linear
switched systems and recall a number of relevant definitions.
We follow the presentation of [22], [27].
IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. , NO. , OCTOBER 2014 3
Definition 1 (LSS). A continuous time linear switched system
(LSS) is a control system of the form
d
dt
x(t) = Aσ(t)x(t)+Bσ(t)u(t), x(t0) = x0 (1a)
y(t) =Cσ(t)x(t) (1b)
where σ ∈ PC(R+,Q) is the switching signal, u ∈
Lloc(R+,Rm) is the input, x ∈ AC(R+,Rn) is the state, and
y ∈ PC(R+,Rp) is the output and Q = {1, . . . ,D}, D > 0, is
the set of discrete modes. Moreover, Aq ∈ Rn×n, Bq ∈ Rn×m,
Cq ∈Rp×n are the matrices of the linear system in mode q∈Q,
and x0 is the initial state. The notation
Σ= (p,m,n,Q,{(Aq,Bq,Cq)|q ∈ Q},x0) (2)
or simply Σ, are used as short-hand representations for an
LSSs of the form (1). The number n is the dimension (order)
of Σ and will sometimes be denoted by dim(Σ).
Next, we present the basic system theoretic concepts for
LSSs.
Definition 2. The input-to-state map XΣ,x and input-to-output
map YΣ,x of Σ are the maps
XΣ,x : Lloc(R+,Rm)×PC(R+,Q)→ AC(R+,Rn);
(u,σ) 7→ XΣ,x(u,σ),
YΣ,x : Lloc(R+,Rm)×PC(R+,Q)→ PC(R+,Rp);
(u,σ) 7→ YΣ,x(u,σ).
defined by letting t 7→ XΣ,x(u,σ)(t) be the solution to the
Cauchy problem (1a) with t0 = 0 and x0 = x, and letting
YΣ,x(u,σ)(t) =Cσ(t)XΣ,x(u,σ)(t) as in (1b).
The input-output behavior of an LSS realization can be
formalized as a map
f : Lloc(R+,Rm)×PC(R+,Q)→ PC(R+,Rp). (3)
The value f (u,σ) represents the output of the underlying
(black-box) system. This system may or may not admit a
description by an LSS. Next, we define when an LSS describes
(realizes) a map of the form (3).
The LSS Σ of the form (1) is a realization of an input-
output map f of the form (3), if f is the input-output map of
Σ which corresponds to the initial state x0, i.e., f =YΣ,x0 . The
map YΣ,x0 will be referred to as the input-output map of Σ.
Moreover, we say that the LSSs Σ1 and Σ2 are equivalent
if YΣ1,x10 = YΣ2,x20 where x
1
0 and x
2
0 denote the initial states of
Σ1 and Σ2 respectively. The LSS Σm is said to be a minimal
realization of f , if Σm is a realization of f , and for any LSS Σ
such that Σ is a realization of f , dim(Σm)≤ dim(Σ). An LSS
Σ is said to be observable, if for any two states x1 6= x2 ∈Rn,
YΣ,x1 6= YΣ,x2 .
Let Reachx0(Σ) ⊆ Rn denote the reachable set of the LSS
Σ relative to the initial condition x0 ∈ Rn, i.e., Reachx0(Σ)
is the image of the map (u,q, t) 7→ XΣ,x0(u,q)(t). The LSS
Σ is said to be span reachable if the linear span of states
which are reachable from the initial state is Rn, i.e., if span{x |
x ∈ Reachx0(Σ)} = Rn. Span-reachability, observability and
minimality are related as follows.
Theorem 1 ([22]). An LSS Σ is a minimal realization of f if
and only if it is a realization of f , and it is span-reachable
and observable. If Σ1 = (p,m,n,Q,{(Aq,Bq,Cq)|q ∈ Q},x0)
and Σ2 = (p,m,n,Q,{(Aaq,Baq,Caq)|q∈Q},xa0) are two minimal
realizations of f , then they are isomorphic, i.e., there exists a
non-singular S ∈ Rn×n such that
Sx0 = xa0 and ∀q ∈ Q : AaqS = SAq,Baq = SBq,CaqS =Cq.
Moreover, if Σ is a realization of f , then there exists an
algorithm for computing from Σ a minimal realization Σm of
f , [22], [27]. Hence, in the sequel, unless stated otherwise we
will tacitly assume that the LSSs are minimal realizations of
their input-output maps.
IV. BACKGROUND ON MARKOV PARAMETERS AND
MOMENT MATCHING
In this section, we recall the concepts of Markov parameters
and moment matching for linear systems and draw the analogy
with the linear switched case. We will begin by recalling model
reduction by moment matching for linear systems [1].
A. Markov parameters and moment matching for linear sys-
tems
Recall that a potential input-output map of a linear system is
an affine map f : Lloc(R+,Rm)→ PC(R+,Rp) for which there
exist analytic functions K : R+ → Rp and G : R+ → Rp×m,
such that
f (u)(t) = K(t)+
∫ t
0
G(t− s)u(s)ds,∀t ∈ R+ (4)
for all u∈ Lloc(R+,Rm). Existence of such a pair of maps is a
necessary condition for f to be realizable by a linear system.
Indeed, consider a linear system
Σ
{
x˙(t) = Ax(t)+Bu(t), where x(0) = x0
y(t) =Cx(t)
(5)
where A, B and C are n×n, n×m and p×n real matrices and
x0 ∈Rn is the initial state. The map f is said to be realized by
Σ, if the output response at time t of Σ to any input u equals
f (u)(t). This is the case if and only if f is of the form (4)
with K(t) =CeAtx0 and G(t) =CeAtB.
If f is of the form (4), then f is uniquely determined
by the analytic functions K and G. In turn, these functions
are uniquely determined by their Taylor-coefficients at zero.
Consequently, it is reasonable to approximate f by the function
f¯ (u)(t) = K¯(t)+
∫ t
0
G¯(t− s)u(s)ds,
such that the first N+1 Taylor series coefficients of K¯, G¯ and
K,G coincide, i.e., d
k
dt K(t)|t=0 = d
k
dt K¯(t)|t=0 and d
k
dt G(t)|t=0 =
dk
dt G¯(t)|t=0 for all k = 0, . . . ,N. The larger N is, the more
accurate the approximation is expected to be. One option is to
choose N and f¯ in such a way that f¯ would be realizable by an
LTI (linear time invariant) state-space representation. In this
case, this LTI state-space representation is called an N-partial
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realization of f . Specifically, define the kth Markov parameter
of f as follows
Mk =
[
dk
dtk K(t)|t=0, d
k
dtk G(t)|t=0
]
,k ∈ N. (6)
Note that if K = 0 and H(s) is the Laplace transform of
G, then the Markov parameters are the coefficients of the
Laurent expansion of H(s), i.e., H(s) = ∑∞i=1 Mis−i for all
s ∈ C, s 6= 0. For the general case, if the linear system (5)
is a realization of f , then the Markov-parameters can be
expressed as Mk = CAk
[
x0 B
]
, for all k ∈ N. Moreover,
the linear system (5) is an N-partial realization of f , if
Mk = CAk
[
x0 B
]
, k = 0, . . . ,N. It can also be shown that
if f has a realization by an LTI system of order N, then the
linear system (5) is a realization of f if and only if it is a
2N−1 partial realization of f , i.e., in this case f is uniquely
characterized by finitely many Markov parameters.
The main idea behind model reduction of LTI systems using
moment matching is as follows. Consider an LTI system Σ of
the form (5) and fix N > 0. Let f be the input-output map of
Σ from the initial state x0. Find an LTI system Σ¯ of order r
strictly less than n such that Σ¯ is an N-partial realization of
f . A relation between r and N will be discussed later in the
paper.
There are several equivalent ways to interpret the relation-
ship between the LTI systems Σ and Σ¯. Assume that the system
matrices of Σ¯ are A¯, B¯,C¯ and the initial state of Σ¯ is x¯0. If
Σ¯ is a solution to the moment matching problem described
above, then the first N + 1 coefficients of the Laurent series
expansion of the transfer functions C(sI−A)−1 [x0 B] and
C¯(sI− A¯)−1 [x¯0 B¯] coincide. Yet another way to interpret the
LTI system Σ¯ is to notice that CAk
[
x0 B
]
= C¯A¯k
[
x¯0 B¯
]
for
all k = 0, . . . ,N.
B. Markov parameters and moment matching for linear
switched systems
In this paper, we will extend the idea of moment matching
from LTI systems to LSSs. To this end, we will use the
generalization of Markov parameters to the input-output maps
of LSSs.
Notation 1. Consider a finite non-empty set Q with D ele-
ments, which will be called the alphabet. Denote by Q∗ the
set of finite sequences of elements of Q. The elements of Q∗
are called strings or words over Q and any set L ⊆ Q∗ is
called a language over Q. Each non-empty word w is of the
form w = q1q2 · · ·qk for some q1,q2, . . . ,qk ∈ Q. The element
qi is called the ith letter of w, for i= 1,2, . . . ,k, and k is called
the length of w. The empty sequence (word) is denoted by ε .
The length of word w is denoted by |w|; note that |ε|= 0. The
set of non-empty words is denoted by Q+, i.e., Q+ = Q∗\{ε}.
The subset of Q∗ containing all the words of length at most
(resp. at least) N ∈ N will be denoted by Q≤N (resp. Q≥N).
The concatenation of word w ∈ Q∗ with v ∈ Q∗ is denoted by
wv: If v = v1v2 · · ·vk, and w = w1w2 · · ·wm, k > 0,m > 0, then
vw = v1v2 · · ·vkw1w2 · · ·wm. If v = ε , then wv = w; if w = ε ,
then wv = v. For simplicity, the finite set Q will be identified
with its index set, that is Q = {1,2, . . . ,D}.
Next consider an input-output map f of the form (3).
Notice that the restriction to a finite interval [0, t] of any
σ ∈ PC(R+,Q) can be interpreted as finite sequence of el-
ements from Q×R+ of the form
µ = (q1, t1)(q2, t2) · · ·(qk, tk) (7)
where q1, . . . ,qk ∈ Q and t1, . . . , tk ∈ R+\{0}, t1 + · · ·+ tk = t,
such that for all s ∈ [0, t]
σ(s) =

q1 if s ∈ [0, t1]
q2 if s ∈ (t1, t1+ t2]
...
qi if s ∈ (t1+ · · · ti−1, t1+ · · ·+ ti−1+ ti]
...
qk if s ∈ (t1+ · · · tk−1, t1+ · · ·+ tk−1+ tk]
(8)
Clearly this encoding is not one-to-one, since if qi−1 =
qi for any i ∈ {2, . . . ,k} and µ = (q1, t1)(q2, t2) · · ·(qk, tk)
corresponds to σ |[0,t], then (q1, t1)(q2, t2) · · ·(qi−1, ti−1 +
ti)(qi+1, ti+1) · · ·(qk, tk) also corresponds to σ |[0,t].
From [22], it follows that a necessary condition for f to
be realizable by an LSS is that f has a generalized kernel
representation. For a detailed definition of a generalized kernel
representation of f , we refer the reader to [22, Definition 19].
1
For our purposes, it is sufficient to recall that if f
has a generalized kernel representation, then there exists a
unique family of analytic functions K fq1,...,qk : Rk+ → Rp and
G fq1,...,qk : Rk+ → Rp×m, q1, . . . ,qk ∈ Q, k ≥ 1, such that for
all (u,σ) ∈ Lloc(R+,Rm)× PC(R+,Q), t > 0 and for any
µ = (q1, t1)(q2, t2) · · ·(qk, tk) which corresponds to σ ,
f (u,σ)(t) = K fq1q2···qk(t1, t2, . . . , tk)+
k
∑
i=1
∫ ti
0
G fqiqi+1···qk(ti− s, ti+1, . . . , tk)u
(
s+
i−1
∑
j=1
t j
)
ds,
(9)
and the functions {K fq1···qk ,G fq1···qk | q1, . . . ,qk ∈ Q,k ≥ 0} sat-
isfy a number of technical conditions, see [22, Definition 19]
for details.
From [22], it follows that there is a one-to-one correspon-
dence between f and the family of maps {K fq1···qk ,G fq1···qk |
q1, . . . ,qk ∈Q,k≥ 0}. The maps {K fq1···qk ,G fq1···qk | q1, . . . ,qk ∈
Q,k ≥ 0} play a role which is similar to the role of the
functions K and G in the LTI case. If f has a realization
by an LSS (1), then the functions K fq1q2···qk(t1, t2, . . . , tk) and
G fq1q2···qk(t1, t2, . . . , tk) satisfy
K fq1q2···qk(t1, t2, . . . , tk) =Cqk e
Aqk tk eAqk−1 tk−1 · · ·eAq1 t1x0
G fq1q2···qk(t1, t2, . . . , tk) =Cqk e
Aqk tk eAqk−1 tk−1 · · ·eAq1 t1Bq1 .
1Note that in [22] the concept of generalized kernel representation was
defined for families of input-output maps. In order to apply the definition and
results of [22] to the current paper, one has to take a family of input-output
maps Φ which is the family consisting of one single map f , i.e., Φ= { f}. In
addition, in [22] the input-output maps were defined not for switching signals
from PC(R+,Q), but for switching sequences of the form (7), where the
times t1, . . . , tk were allowed to be zero. However, by using the correspondence
between switching signals from PC(R+,Q) and switching sequences (7), and
by using the properties (2) and (3) of [22, Definition 19], we can easily adapt
the definition and results from [22] to the setting of the current paper.
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We can now define the Markov parameters of f as follows.
Definition 3 (Markov parameters). The Markov parameters of
f are the values of the map
M f : Q∗→ RDp×(mD+1),
defined by
M f (v) =

S0(v1) S(1v1) · · · S(Dv1)
S0(v2) S(1v2) · · · S(Dv2)
...
... · · · ...
S0(vD) S(1vD) · · · S(DvD)
 ,
where the vectors S0(vq) ∈ Rp and the matrices S(q0vq) ∈
Rp×m are defined as follows. For all q0,q ∈ Q,
S0(q) = K fq (0) and S(q0q) = G
f
q0q(0,0).
and for all q0,q ∈ Q, v ∈ Q∗, v 6= ε by
S0(vq) =
d
dt1
· · · d
dtk
K fq1···qkq(t1, . . . , tk,0)
∣∣∣∣
t1=t2=···=tk=0
S(q0vq) =
d
dt1
· · · d
dtk
G fq0q1···qkq(0, t1, . . . , tk,0)
∣∣∣∣
t1=t2=···=tk=0
where v = q1q2 · · ·qk, k ≥ 0, q1,q2, . . . ,qk ∈ Q.
That is, the Markov parameters of f are certain par-
tial derivatives of the functions {K fq1···qk ,G fq1···qk | q1, . . . ,qk ∈
Q,k ≥ 0}. From [22], it follows that the Markov parameters
{M f (v)}v∈Q∗ determine the maps {K fq1···qk ,G fq1···qk | q1, . . . ,qk ∈
Q,k≥ 0}, and hence f , uniquely. If f has a realization by an
LSS Σ of the form (1), then the Markov-parameters of f can
be expressed as products of the matrices of Σ. In order to
present the corresponding formula, we will use the following
notation.
Notation 2. Let w= q1q2 · · ·qk ∈Q∗, q1, . . . ,qk ∈Q, k > 0 and
Aqi ∈ Rn×n, i = 1, . . . ,k. Then the matrix Aw is defined as
Aw = Aqk Aqk−1 · · ·Aq1 . (10)
If w = ε , then Aε is the identity matrix.
From [22], it follows that an LSS (1) is a realization of the
map f if and only if f has a generalized kernel representation
and S0(vq) = CqAvx0 and S(q0vq) = CqAvBq0 for all v ∈ Q∗,
or in more compact form
M f (v) = C˜AvB˜, ∀v ∈ Q∗ (11)
with C˜ =
[
CT1 · · · CTD
]T and B˜ = [x0 B1 B2 · · · BD].
The main idea behind moment matching for LSSs (more pre-
cisely, for their input-output maps), is as follows: approximate
f by another input-output map f¯ , such that some of the
Markov parameters of f and f¯ coincide. One obvious choice
is to say that M f (v) = M f¯ (v) for all v ∈Q∗, |v| ≤ N for some
N. This approach will be explained in detail in the next section
after formally defining N-partial realizations for an LSS. The
other approach is based on the concept of nice selections
of the columns (resp. rows) of the partial reachability (resp.
observability) matrix of an LSS, and it will be presented in
Section VI. The approach based on nice selections is less
conservative and, as seen in Section VI, it can be used for
matching the input output behavior of two LSSs along a certain
switching sequence.
V. MODEL REDUCTION BY N OR 2N-PARTIAL
REALIZATIONS
In this section, the aim is to present an efficient model
reduction algorithm which transforms an LSS Σ into an LSS
Σ¯ such that dim(Σ¯) ≤ dim(Σ) and some number of Markov
parameters of Σ and Σ¯ are equal. Firstly, we will formally
define the concept of N-partial realizations and state the
problem taken at hand in this section.
Definition 4 (N-partial realization). The LSS (1) is called N-
partial realization of f , if
M f (v) = C˜AvB˜ ∀v ∈ Q∗, |v| ≤ N :
with C˜ =
[
CT1 · · · CTD
]T and B˜ = [x0 B1 B2 · · · BD].
If Σ is of the form (1) and YΣ,x0 is the input-output map of
Σ, then the concept of N-partial realization can be interpreted
as follows: Σ is an N-partial realization of f , if those Markov
parameters of f and YΣ,x0 which are indexed by words of length
at most N coincide. The analogous (to the linear case) problem
of model reduction by moment matching for LSSs can now
be formulated as follows.
Problem 1. (N-Moment matching problem for an LSS). Let Σ
be an LSS of the form (1) and let f =YΣ,x0 be its input-output
map. Fix N ∈ N. Find an LSS Σ¯ such that dim(Σ¯) < dim(Σ)
and Σ¯ is an N-partial realization of f = YΣ,x0 .
An N-partial realization Σ¯ of f means that all the partial
derivatives of order at most N of {K fq1···qk ,G fq1···qk | q1, . . . ,qk ∈
Q,k≥ 0} and of {K f¯q1···qk ,G f¯q1···qk | q1, . . . ,qk ∈Q,k≥ 0} coin-
cide, where f¯ = YΣ¯,x¯0 . Intuitively, this will mean that for any
input and switching signal (u,σ)∈ Lloc(R+,Rm)×PC(R+,Q),
the outputs f (u,σ)(t) and f¯ (u,σ)(t) are close, for small
enough t. In fact, this approach is the direct analogue of
the moment matching methods for linear systems and it has
a system theoretical interpretation. Namely, the following
corollary of [26, Theorem 4] clarifies this interpretation by
stating how many Markov parameters of a map f must be
matched by an LSS Σ¯, for it to be a realization of f . Note that
there is a trade off between the choice of N and the dimension
Σ.
Corollary 1. Assume that Σ is a minimal realization of f and
N is such that 2dim(Σ)−1≤ N. Then for any LSS Σ¯ which is
an N-partial realization of f , Σ¯ is also a realization of f and
dim(Σ)≤ dim(Σ¯).
That is, if we choose N too high, namely if we choose any
N such that N ≥ 2n−1, where n is the dimension of a minimal
LSSs realization of f , then there will be no hope of finding
an LSS which is an N-partial realization of the original input-
output map, and whose dimension is lower than n.
In order to solve Problem 1, one could consider applying
the partial realization algorithm [26]. In a nutshell, [26]
defines finite Hankel matrices and proposes a Kalman-Ho
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like realization algorithm based on the factorization of the
Hankel matrix, [26, Algorithm 1]. The problem with this naive
approach is that it involves explicit construction of Hankel
matrices, whose size is exponential in N. Consequently, the
application of the partial realization algorithm would yield a
model reduction algorithm whose memory-usage and run-time
complexity is exponential. In the next section, we present a
model reduction algorithm which yield a partial realization of
the input-output map of the original system, and which does
not involve the explicit computation of the Hankel matrix.
In the sequel, the image (column space) of a real matrix M
is denoted by im(M) and rank(M) is the dimension of im(M).
We will start with presenting the following definitions.
Definition 5. (Partial unobservability space). The partial un-
observability space ON of Σ up to words of length N is defined
as follows:
ON(Σ) =
⋂
v∈Q≤N
ker(C˜Av). (12)
In the rest, we will denote ON(Σ) by ON if Σ is clear from
the context. It is not difficult to see that O0 =
⋂
q∈Q ker(Cq)
and for any N > 0, ON =O0∩⋂q∈Q ker(ON−1Aq). From [29],
[22], it follows that Σ is observable if and only if ON = {0}
for all N ≥ n−1.
Definition 6 (Partial reachability space). The partial reacha-
bility space RN of Σ up to words of length N is defined as
follows:
RN(Σ) = span{im(AvB˜) | v ∈ Q≤N}. (13)
In the rest, we will denote RN(Σ) by RN if Σ is clear
from the context. It is easy to see that R0 = im(B˜) and
RN = im(B˜)+∑q∈Q im(AqRN−1), for N > 0 (note that here
the summation operator must be interpreted as the Minkowski
sum). It follows from [22], [29] that Σ is span-reachable if and
only if dim(RN) = n for all N ≥ n−1.
Given the definition of partial observability / reachability
spaces, one can define the corresponding matrix representa-
tions ON and RN such that ker(ON) =ON and im(RN) =RN ,
and hence the partial Hankel matrix HN,N of an LSS Σ
as HN,N = ONRN . Howevever, this is only a side remark
since the methods given in this paper will not use explicit
representations of the Hankel matrices.
Theorem 2. (One sided moment matching for N-partial real-
izations (reachability)). Let
Σ= (p,m,n,Q,{(Aq,Bq,Cq)|q ∈ Q},x0)
be an LSS realization of the input-output map f , V ∈Rn×r be
a full column rank matrix such that
RN(Σ) = im(V ).
If Σ¯= (p,m,r,Q,{(A¯q, B¯q,C¯q)|q ∈ Q}, x¯0) is an LSS such that
for each q ∈ Q, the matrices A¯q, B¯q,C¯q and the vector x¯0 are
defined as
A¯q =V−1AqV , B¯q =V−1Bq, C¯q =CqV , x¯0 =V−1x0,
where V−1 is a left inverse of V , then Σ¯ is an N-partial
realization of f .
Proof: Let w = q1 · · ·qk, k = 0, . . . ,N, q1, . . . ,qk ∈ Q and
let q0 ∈Q. If k = 0, then w= ε . Since the conditions of Theo-
rem 2 imply im(Bq0)⊆ im(V ) and V−1 is a left inverse of V , it
is a routine exercise to see that VV−1Bq0 = Bq0 .If k > 0, then
im(Aqi · · ·Aq1Bq0) is also a subset of RN = im(V ), i= 1, . . . ,k.
Hence, by induction we can show that VV−1Aqi · · ·Aq1Bq0 =
Aqi · · ·Aq1Bq0 , i = 1, . . . ,k, which ultimately yields
V A¯qk · · · A¯q1 B¯q0 =V A¯wB¯q0 = AwBq0 . (14)
Using a similar argument, we can show that
V A¯wx¯0 = Awx0. (15)
Using (14) and (15), and C¯q =CqV , q ∈ Q, we conclude that
for all w ∈ Q∗, |w| ≤ N, q,q0 ∈ Q,
C¯qA¯wB¯q0 =CqAwBq0 and C¯qA¯wx¯0 =CqAwx0,
from which the statement of the theorem follows.
Note that the number r is the number of columns in the full
column rank matrix V , hence r≤ n. This fact leads Σ¯ to be of
reduced order if N is sufficiently small, see Corollary 1. Using
a dual argument, we can prove the following dual result.
Theorem 3 (One sided moment matching (observability)). Let
Σ= (p,m,n,Q,{(Aq,Bq,Cq)|q ∈Q},x0) be an LSS realization
of the input-output map f , W ∈Rr×n be a full row rank matrix
such that
ON(Σ) = ker(W )
Let W−1 be any right inverse of W and let
Σ¯= (p,m,r,Q,{(A¯q, B¯q,C¯q)|q ∈ Q}, x¯0)
be an LSS such that for each q ∈ Q, the matrices A¯q, B¯q,C¯q
and the vector x¯0 are defined as
A¯q =WAqW−1, B¯q =WBq, C¯q =CqW−1, x¯0 =Wx0.
Then Σ¯ is an N-partial realization of f .
Finally, by combining the proofs of Theorem 2 and Theorem
3, we can show the following.
Theorem 4 (Two sided moment matching). Let Σ =
(p,m,n,Q,{(Aq,Bq,Cq)|q ∈ Q},x0) be an LSS realization of
the input-output map f , V ∈ Rn×r and W ∈ Rr×n be respec-
tively full column rank and full row rank matrices such that
RN(Σ) = im(V ), ON(Σ) = ker(W ) and rank(WV ) = r.
If Σ¯= (p,m,r,Q,{(A¯q, B¯q,C¯q)|q ∈ Q}, x¯0) is an LSS such that
for each q ∈ Q, the matrices A¯q, B¯q,C¯q and the vector x¯0 are
defined as
A¯q =WAqV (WV )−1, B¯q =WBq, C¯q =CqV (WV )−1, x¯0 =Wx0,
then Σ¯ is a 2N-partial realization of f .
Note that having a 2N-partial realization as an approxi-
mation system would be more desirable than having an N-
partial realization, since number of matched Markov parame-
ters would increase. However, it is only possible to get a 2N-
partial realization for the original system Σ when the additional
condition rank(V ) = rank(W ) = rank(WV ) = r is satisfied.
Now, we will present an efficient algorithm of model reduction
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by moment matching, which computes either an N or 2N-
partial realization Σ¯ for an f which is realized by an LSS Σ.
First, we present algorithms for computing the subspaces RN
and ON . To this end, we will use the following notation: if M
is any real matrix, then denote by orth(M) the matrix U such
that U is full column rank, im(U) = im(M) and UTU = I.
Note that U can easily be computed from M numerically, see
for example the Matlab command orth.
The algorithm for computing V ∈ Rn×r such that im(V ) =
RN is presented in Algorithm 1 below.
Algorithm 1 Calculate a matrix representation of RN ,
Inputs: ({Aq,Bq}q∈Q,x0) and N
Outputs: V ∈ Rn×r such that rank(V ) = r, im(V ) =RN .
V :=U0, U0 := orth
[
x0, B1, . . . , BD
]
.
for k = 1 . . .N do
V := orth(
[
V, A1V, A2V, . . . , ADV
]
)
end for
return V .
By duality, we can use Algorithm 1 to compute a W ∈Rr×n
such that ker(W ) =ON , the details are presented in Algorithm
2.
Algorithm 2 Calculate a matrix representation of ON
Inputs: {Aq,Cq}q∈Q and N
Output: W ∈Rr×n, such that rank(W ) = r and ker(W ) =ON .
Apply Algorithm 1 with inputs ({ATq ,CTq }q∈Q,0) to obtain
a matrix V .
return W =V T.
Notice that the computational complexity of Algorithm 1
and Algorithm 2 is polynomial in N and n, even though
the spaces of RN (resp. ON) are generated by images (resp.
kernels) of exponentially many matrices.
Using Algorithms 1 and 2, we can formulate a model
reduction algorithm, see Algorithm 3.
Theorems 2 – 4 imply the following corollary on correctness
of Algorithm 3.
Corollary 2 (Correctness of Algorithm 3). Using the notation
of Algorithm 3, the following holds: If rank(V ) = rank(W ) =
rank(WV ) and Mode = T , then Algorithm 3 returns a 2N-
partial realization of f = YΣ,x0 (if Mode = T and the rank
condition does not hold, the algorithm returns nothing). Other-
wise, Algorithm 3 returns an N-partial realization of f =YΣ,x0 .
Note that the input variable Mode in Algorithm 3 represents
the choice of the user on which method to be used, i.e.,
if Mode = R, the algorithm uses Theorem 2; if Mode = O,
the algorithm uses Theorem 3 and if Mode = T , the al-
gorithm uses Theorem 4. If Mode = T and the condition
rank(V ) = rank(W ) = rank(WV ) does not hold, Algorithm 3
can always be used for getting an N-partial realization, by
choosing Mode = O or Mode = R.
VI. MODEL REDUCTION BY NICE SELECTIONS
In this section, a more general approach for moment
matching of LSSs will be taken. In contrast to the N-partial
Algorithm 3 Moment matching for LSSs
Inputs: Σ = (p,m,n,Q,{(Aq,Bq,Cq)|q ∈ Q},x0), Mode ∈
{R,O,T} and N ∈ N.
Output: Σ¯= (p,m,r,Q,{(A¯q, B¯q,C¯q)|q ∈ Q}, x¯0).
Using Algorithm 1-2 compute matrices V and W such that
V is full column rank, W is full row rank and im(V ) =RN ,
ker(W ) = ON .
if rank(V ) = rank(W ) = rank(WV ) and Mode = T then
Let r = rank(V ) and
A¯q =WAqV (WP)−1, C¯q =CqV (WV )−1,
B¯q =WBq, x¯0 =Wx0.
end if
if Mode = R then
Let r = rank(V ), V−1 be a left inverse of V and set
A¯q =V−1AqV , C¯q =CqV , B¯q =V−1Bq, x¯0 =V−1x0.
end if
if Mode = O then
Let r = rank(W ) and let W−1 be a right inverse of W .
Set
A¯q =WAqW−1, C¯q =CqW−1, B¯q =WBq, x¯0 =Wx0.
end if
return Σ¯= (p,m,r,Q,{(A¯q, B¯q,C¯q)|q ∈ Q}, x¯0).
realization solution, the material in this section is not direct
analogue of the moment matching for linear systems, it is more
suited for LSSs specifically. The notion of nice selections of
columns (resp. rows) of the reachability (resp. observability)
matrices of an LSS, gives flexibility to the user of the method
in this section in the following sense. The user may focus
on the approximation of some specific modes more than the
others. Moreover, as we will show in Theorem 9, the method
can be used for exactly matching (or approximating) the input-
output behavior of a continuous time LSS with an LSS of
possibly lower order for a certain switching sequence.
Now, the concept of nice column (resp. row) selections for
(partial) reachability (resp. observability) space of an LSS will
be defined. This is the central tool for the moment matching
method to be presented.
Definition 7 (Nice selections). A subset α of Q∗×Q× I, I =
{1, . . . , p} is called a nice row selection for an LSS Σ, if α
has the following property; if (σv,q, i) ∈ α for some σ ∈ Q,
v ∈ Q∗, then (v,q, i) ∈ α .
Likewise, a subset β of (Q∗×Q× J)∪Q∗, J = {1, . . . ,m},
is called a nice column selection for an LSS Σ, if β has the
following property; if (wσ ,q, j) ∈ β for some σ ∈Q, w ∈Q∗,
then (w,q, j) ∈ β ; and if wσ ∈ β for some σ ∈ Q, w ∈ Q∗,
then w ∈ β .
The spaces related to a row nice selection α or a column
nice selection β can now be defined.
Definition 8 (α-unobservability and β -reachability spaces).
Let Σ be a minimal realization of YΣ,x0 . Let α be a nice row
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selection and β be a nice column selection related to Σ. Then
the subspaces
Oα(Σ) =
⋂
(v,q,i)∈α
ker(eTi CqAv)
Rβ (Σ) = span{{AwBqe j | (w,q, j) ∈ β}∪{Awx0 | w ∈ β}}
will be called α-unobservability and β -reachability spaces of
Σ respectively.
Similarly to the previous section, Oα(Σ) and Rβ (Σ) will be
denoted by Oα and Rβ if Σ is clear from the context.
Example 1. In order to illustrate the notion of a nice selection,
let us consider the linear SISO case. Then p=m=D= 1, and
hence J = I and v ∈Q∗ can be identified with its length, since
v =
|v|−times︷ ︸︸ ︷
11 · · ·1. It then follows that an element (v,q, i) of a nice
selection is of the form i = q = 1 and v =
|v|−times︷ ︸︸ ︷
11 · · ·1 and hence
it can be identified with the natural number |v| ∈ N. Then a
nice selection α can be identified with a subset α˜ ⊆N with the
property that if 0< k∈ α˜ , then k−1∈ α˜ . For the MIMO linear
case, D= 1, and any sequence v∈Q∗ can be identified with its
length as explained above. Then a nice column selection β is
a subset of (N×{1, . . . ,m})∪N, such that if (k, j) ∈ β ,k > 0,
then (k− 1, j) ∈ β and if k ∈ β then k− 1 ∈ β . A similar
characterization holds for nice row selections. That is, for the
linear case, our definition of nice selections yields the classical
concept [13].
The moment matching method for LSSs to be presented
is based on constructing matrix representations of the β -
reachability or α-unobservability spaces of an LSS Σ, i.e.,
again constructing the matrices V or W such that im(V ) =Rβ
and ker(W ) =Oα . For this purpose, it is crucial to find a basis
for those spaces. The following lemma connects the notion of
nice selections to this goal.
Theorem 5. Let Σ be an LSS of the form
Σ= (p,m,n,Q,{(Aq,Bq,Cq)|q ∈ Q},x0).
For any r < n, there exists a nice column selection β ⊆ (Q∗×
Q× J)∪Q∗ (resp. row selection α ⊆ Q∗×Q× I) such that
dim(Rβ ) = r (resp. dim(Oα) = n− r).
Proof: See Appendix.
Let O˜N denote the space O˜N = span{im((C˜Av)T) | v∈Q≤N}
and O˜α denote the space O˜α = span{(eTi CqAv)T | (v,q, i) ∈ α}
for a nice row selection α . Note that O˜α is isomorphic to
the orthogonal complement of Oα and O˜N is isomorphic
to the orthogonal complement of ON . From the proof of
Theorem 5, it can be seen that there exists a nice column
selection β ⊆ (Q≤N×Q×J)∪Q∗, and a nice row selection of
α ⊆Q≤N×Q× I, such that dim(O˜α) = dim(O˜N), dim(Rβ ) =
dim(RN), and the vectors of O˜N indexed by the elements of
α (respectively the vectors of RN indexed by the elements
of β ) are linearly independent. It means that if r1 = dim(O˜N),
r2 = dim(RN), then α has r1 elements, and β has r2 elements.
Thus, if such a nice column selection β (respectively nice row
selection α) has k elements, then β ⊆ (Q≤k−1×Q×J)∪Q≤k−1
(respectively α ⊆ Q≤k−1×Q× I).
We can now formulate the following extension of the
method in the previous section in terms of nice selections.
To this end, we extend the notion of a partial realization as
follows.
Definition 9. Let α be a nice row selection, and β be a
nice column selection of an LSS Σ of the form (1). Let
B˜ =
[
x0 B1 . . . BD
]
, C˜ =
[
CT1 . . . C
T
D
]T,
1) Σ is a α-partial realization of f , if for every (v,q, i)∈α ,
the [p(q−1)+ i]th row of M f (v) equals the ith row of
CqAvB˜. This can be formulated equivalently as
eTi CqAvB˜ = M
f (v)p(q−1)+i,:,∀(v,q, i) ∈ α.
where ei denotes the ith unit vector in the canonical
basis for Rp.
2) Σ is a β -partial realization of f , if for every (w,q, j)∈ β ,
the [m(q−1)+ j+1]th column of M f (w) equals the
jth column of C˜AvBq, and if for every w ∈ β , 1st
column of M f (w) equals C˜Avx0. This can be formulated
equivalently as
C˜AwBqe j = M f (w):,m(q−1)+ j+1,∀(w,q, j) ∈ β
C˜Avx0 = M f (w):,1∀w ∈ β
where e j denotes the jth unit vector in the canonical
basis for Rm.
3) Σ is an (α,β ) partial realization of f , if for ev-
ery (v,q, i) ∈ α and for every (w,q, j) ∈ β , the
entry of M f (vw) in its [p(q−1)+ i]th row and
[m(q−1)+ j+1]th column equals the (i, j)th entry of
CqAwvBq, and if for every (v,q, i) ∈ α and for every
w∈ β , the entry of M f (vw) in its [p(q−1)+ i]th row and
1st column equals the ith row of CqAwvx0; alternatively,
M f (vw)p(q−1)+i,m(q−1)+ j+1 = eTi CqAwvBqe j,
∀(v,q, i) ∈ α,(w,q, j) ∈ β ;
M f (vw)p(q−1)+i,1 = eTi CqAwvx0,
∀(v,q, i) ∈ α,w ∈ β .
Note that the same definition could have been formulated for
the arbitrary sets α ∈ (Q∗×Q× I) and β ∈ (Q∗×Q×J)∪Q∗
which are not necessarily nice selections. However, Definition
9 formulated as it is, since the algorithms (which will be
presented later on) to acquire α , β or (α,β )-partial real-
izations make use of Theorems 6-8, and for the proof of
these theorems, it is crucial that the sets α and β define
nice selections. This fact is also required for proving Theorem
9, which gives the conditions for acquiring a reduced order
LSS which has exactly the same input-output behavior as the
original one, for a specific switching sequence.
Theorem 6. (One sided moment matching by the column nice
selection β ). Let Σ be a realization of f of the form (1). In
addition, let V ∈Rn×r be a full column rank matrix and β be
a nice column selection such that
Rβ = im(V ).
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For each q ∈ Q, define
A¯q =V−1AqV , C¯q =CqV , B¯q =V−1Bq, x¯0 =V−1x0
where V−1 is any left inverse of V . Then
Σ¯= (n,m, p,Q,{(A¯q, B¯q,C¯q)}q∈Q, x¯0)
is a β -partial realization of f .
The theorem above is similar to Theorem 2. The numerical
task is again to compute a matrix V such that im(V ) = Rβ
in an efficient way. In the model reduction method to be
presented, the solution for this task will be explained more
in detail.
Proof: (Theorem 6). We first show that for any (w,q, j)∈
β ,
V A¯wB¯qe j = AwBqe j. (16)
The proof is by induction on the length of w. For w = ε ,
Bqe j is a column of Rβ , and since Rβ = im(V ), Bqe j =V x1
for some x1 ∈ Rr. Notice that VV−1V = V , and hence
V B¯qe j = VV−1V x1 = Bqe j. Assume the claim holds for all
(w,q, j)∈ β , |w| ≤ k. Let (w,q, j)∈ β be such that |w|= k+1,
w = uqˆ, u ∈ Q∗, qˆ ∈ Q. Then from the properties of a
nice selection it follows that (u,q, j) ∈ β , and hence by the
induction hypothesis,
V A¯uB¯qe j = AuBqe j.
It then follows that
A¯qˆA¯uB¯qe j =V−1Aqˆ(V A¯uB¯qe j) =
V−1AqˆAuBqe j =V−1AwBqe j
Notice that from (w,q, j) ∈ β it follows that AwBqe j ∈
im(Rβ ) = im(V ), and hence there exists x2 ∈ Rr such that
AwBqe j =V x2. It then follows that
V A¯qˆA¯uB¯qe j =VV−1V x2 =
V x2 = AwBqe j.
That is, we have shown that (16) holds. From (16) it follows
that
∀q ∈ Q : CqAwBqe j =CqV A¯wB¯qe j = C¯qA¯wB¯qe j.
Similarly, we can show that C¯qA¯wx¯0 =CqAwx0 for all w ∈ β
i.e., Σ¯ is a β -partial realization of f .
By duality, we could formulate nice row selections, and
also a two sided Krylov subspace projection method, as
demonstrated in Theorems 7 and 8.
Theorem 7. (One sided moment matching by the row nice
selection α). Let Σ be a realization of f of the form (1). In
addition, let W ∈ Rr×n be a full row rank matrix and α ⊆
Q∗×Q× I be a nice row selection such that
Oα = ker(W ).
For each q ∈ Q, define
A¯q =WAqW−1, C¯q =CqW−1, B¯q =WBq, x¯0 =Wx0
where W−1 is any right inverse of W. Then
Σ¯= (n,m, p,Q,{(A¯q, B¯q,C¯q)}q∈Q, x¯0)
is an α-partial realization of f .
Proof: (Theorem 7). This follows from Theorem 6 by
duality. Consider a W ∈Rr×n which satisfies the assumption of
the theorem. Recall that O˜α = span{(eTi CqAv)T | (v,q, i) ∈ α}.
Then, it is easy to see that O˜α = im(W T). We will show that
for any (v,q, i) ∈ α ,
eTi C¯qA¯vW = e
T
i CqAv (17)
The proof is again by induction on the length of v. For v = ε ,
(eTi Cq)
T belongs to O˜α and hence, eTi Cq = x
T
1W for some x1 ∈
Rr. Notice that WW−1W =W hence eTi C¯qW = xT1WW−1W =
eTi Cq. Assume the claim holds for all (v,q, i) ∈ α , |v| ≤ k. Let
(v,q, i) ∈ α be such that |v| = k+ 1, v = qˆu, u ∈ Q∗, qˆ ∈ Q.
Then from the properties of a nice selection it follows that
(u,q, i) ∈ α , and hence, by the induction hypothesis
eTi C¯qA¯uW = e
T
i CqAu.
It then follows that
eTi C¯qA¯uA¯qˆ = (e
T
i C¯qA¯uW )AqˆW
−1 =
eTi CqAuAqˆW
−1 = eTi CqAvW
−1 (18)
Notice that from (v,q, i)∈ α it follows that (eTi CqAv)T ∈ O˜α =
im(W T) and hence there exists x2 ∈ Rr such that
eTi CqAv = x
T
2W. (19)
It then follows from (18) and (19) that
eTi C¯qA¯uA¯qˆW = x
T
2WW
−1W = xT2W = e
T
i CqAv
That is, we have shown that (17) holds. From (17) it follows
that
∀q ∈ Q : eTi CqAvBq = eTi C¯qA¯vWBq = eTi C¯qA¯vB¯q,
Similarly, we can show that C¯qA¯vx¯0 =CqAvx0 for all (v,q, i) ∈
α i.e., Σ¯ is an α-partial realization of f .
Theorem 8. (Two sided moment matching by row/column
nice selections α and β ). Let Σ be a realization of f of the form
(1). Let α ⊆Q∗×Q×I be a nice row selection, β ⊆Q∗×Q×J
be a nice column selection. Let W ∈ Rr×n be a full row rank
matrix and V ∈ Rn×r be a full column rank matrix such that
1) rank(WV ) = r,
2) Oα = ker(W ),
3) Rβ = im(V ).
For all q ∈ Q, define
A¯q =WAqV (WV )−1, C¯q =CqV (WV )−1, B¯q =WBq, x¯0 =Wx0
Then
Σ¯= (n,m, p,Q,{(A¯q, B¯q,C¯q)}q∈Q, x¯0)
is an (α,β )-partial realization of f , and it is also an α and
β -partial realization of f .
Proof: (Theorem 8). Define P = V (WV )−1. Notice that
the conditions of the theorem imply WV is nonsingular so its
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inverse (WV )−1 exists. Notice that since P is again n× r with
full column rank, a left inverse P−1 of P can be defined and
P is a right inverse of W . It then follows from Theorem 6 and
Theorem 7 that Σ¯ is an α- and β -partial realization of f . More
clearly, from the proof of Theorem 6, (16), it follows that for
any (w,q, j) ∈ β ,
PA¯wB¯qe j = AwBqe j (20)
Using duality or from the proof of Theorem 7, (17), it can be
shown that for any (v,q, i) ∈ α ,
eTi C¯qA¯vW = e
T
i CqAv. (21)
Notice that WP = Ir and hence, combining (20) and (21)
implies
eTi C¯qA¯vA¯wB¯qe j = e
T
i C¯qA¯vWPA¯wB¯qe j =
eTi CqAvAwBqe j.
The part about x0 can be proven similarly. It follows that Σ¯ is
an (α,β ) partial realization of f .
Remark 1. (Relation between N, 2N and α , β , (α,β )-partial
realizations). Note that if the V matrix in Theorem 6 is such
that im(V ) = RN and W matrix in Theorem 7 is such that
ker(W ) =ON , then the acquired reduced order systems would
be N-partial realizations for each case. Likewise, if the V and
W matrices in Theorem 8 can be found such that im(V ) =RN ,
ker(W ) = ON and rank(WV ) = r, then the acquired reduced
order system would be a 2N-partial realization. In this sense,
the method given in this section is a generalization of the
previous method. In other words, N or 2N-partial realizations
are just β , α or (α,β )-partial realizations for a specific choice
of α , β or (α,β ). These choices would be in the following
form: The set α contains all the elements of the form (v,q, i)∈
(Q≤N×Q× I); the set β contains all the elements of the form
(w,q, j) ∈ (Q≤N×Q× J) and w ∈ Q≤N .
Now we will present three efficient algorithms of model
reduction by moment matching, which compute either an α ,
β , (α,β )-partial realization Σ¯ for an f which is realized by
an LSS Σ. Firstly, we present algorithms for computing some
subspaces of Rβ and Oα . Then, those algorithms will be
used to acquire the matrices V and W in the Theorems 6-8
and hence, to formulate a global model reduction by moment
matching method for LSSs.
Definition 10. (The languages related to β and α). Let
β be a column nice selection and Jβ = {(q, j) ∈ Q× J |
∃w ∈ Q∗ such that (w,q, j) ∈ β}. Define the corresponding
languages related to β as
Lβ0 = {w ∈ Q∗ | w ∈ β} (22)
Lβq, j = {w ∈ Q∗ | (w,q, j) ∈ β}, ∀(q, j) ∈ Jβ . (23)
Furthermore, let α be a row nice selection and Iα = {(q, i) ∈
Q× I | ∃v∈Q∗ such that (v,q, i)∈ α}. Define the correspond-
ing languages related to α as
Lαq,i = {v ∈ Q∗ | (v,q, i) ∈ α}, ∀(q, i) ∈ Iα . (24)
The numbers tβ = |Jβ |+ 1 and tα = |Iα | will be called the
subset cardinality of β and α respectively.
Example 2. Suppose a column nice selection β related
to an LSS Σ = (1,1,n,Q,{(Aq,Bq,Cq)|q ∈ Q},x0) with Q =
{1,2,3,4} is given by
β ={ε,2,(ε,1,1),(1,1,1),(3,1,1),(32,1,1),(34,1,1),
(ε,3,1),(ε,4,1),(1,4,1)}.
Then the set Jβ and the corresponding languages
Lβ0 ,L
β
1,1,L
β
3,1,L
β
4,1 are given by
Jβ = {(1,1),(3,1),(4,1)}
Lβ0 = {ε,2}
Lβ1,1 = {ε,1,3,32,34}
Lβ3,1 = {ε}
Lβ4,1 = {ε,1}.
Note that the number tβ = |Jβ |+ 1 = 4 is the subset cardi-
nality of β i.e., there are 4 languages related to β , namely
L0,L1,1,L3,1 and L4,1.
Definition 11. A non-deterministic finite state automaton
(NDFA) is a tuple A = (S,Q,{→q}q∈Q,F,s0) such that
1) S is the finite state set,
2) F ⊆ S is the set of accepting (final) states,
3) →q⊆ S× S is the state transition relation labelled by
q ∈ Q,
4) s0 ∈ S is the initial state.
For every v ∈ Q∗, define →v inductively as follows: →ε=
{(s,s) | s ∈ S} and →vq= {(s1,s2) ∈ S × S | ∃s3 ∈ S :
(s1,s3) ∈→v and (s3,s2) ∈→q} for all q ∈ Q. We denote the
fact (s1,s2)∈→v by s1→v s2. The fact that there exists s2 such
that s1→v s2 is denoted by s1→v. Define the language L(A )
accepted by A as
L(A ) = {v ∈ Q∗ | ∃s ∈ F : s0→v s}.
We say that A is co-reachable, if from any state a final state
can be reached, i.e., for any s ∈ S, there exists v ∈ Q∗ and
s f ∈ F such that s→v s f . It is well-known that if A accepts
L, then we can always compute an NDFA Aco−r from A such
that Aco−r accepts L and it is co-reachable.
In the sequel, we will assume that the languages Lβ0 , L
β
q, j,
Lαq,i associated with a nice selection β or α are regular i.e.,
there exists an NDFA accepting them. By using the definitions
above we can define the subspaces RL, j(G) and OL,i(H) for
real matrices G and H as
RL, j(G) = span{AvG:, j | v ∈ L}
OL,i(H) =
⋂
v∈L
ker(Hi,:Av)
and use them to rewrite the spacesRβ and Oα in the following
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form:
Rβ =R
β
L0,1
(x0)+ ∑
(q, j)∈Jβ
Rβ
(Lq, j), j
(Bq) (25)
Oα =
⋂
(q,i)∈Iα
Oα(Lq,i),i(Cq). (26)
Now we are ready to present the two algorithms to com-
pute a representation for the subspaces RL, j(G) and OL,i(H)
respectively. Observe from (25), those two algorithms can be
subsequently used for computing the V and W matrices such
that im(V ) =Rβ and ker(W ) =Oα for a given β or α . These
algorithms are similar to the ones in [4] where they were used
for model reduction of a discrete time LSS with respect to a
certain set of switching sequences.
Algorithm 4 Calculate a matrix representation of RK, j(G),
Inputs: ({Aq}q∈Q,G) and ˆA = (S,{→q}q∈Q,F,s0) such that
L( ˆA ) = K, j ∈ J, F = {s f1 , . . .s fk}, k ≥ 1 and ˆA is co-
reachable.
Outputs: V ∈Rn×rˆ such that rank(Vˆ ) = rˆ, im(Vˆ ) =RK, j(G).
1: ∀s ∈ S\{s0} : Vs := 0.
2: Vs0 := orth(G:, j).
3: flag = 0.
4: while flag = 0 do
5: ∀s ∈ S : V olds :=Vs
6: for s ∈ S do
7: Ms :=Vs
8: for q ∈ Q,s′ ∈ S : s′ →q s do
9: Ms :=
[
Ms, AqV olds′
]
10: end for
11: Vs := orth(Ms)
12: end for
13: if ∀s ∈ S : rank(Vs) = rank(V olds ) then
14: flag = 1.
15: end if
16: end while
17: return Vˆ = orth
([
Vs f1 · · · Vs fk
])
.
Lemma 1 (Correctness of Algorithm 4 – Algorithm 5).
Assume L is regular and ˆA is a co-reachable NDFA which
accepts L. Algorithm 4 returns a full column rank matrix V
such that im(V ) = RL, j(G), and Algorithm 5 returns a full
row rank matrix W such that ker(W ) = OL,i(H).
Proof: (Lemma 1). We prove only the first statement of
the lemma, the second one can be shown using duality. Let
Vs,i = span{im(AvG:, j) | v ∈Q∗, |v| ≤ i,s0→v s}, i ∈N. It then
follows that after the execution of Step 2, im(Vs) =Vs,0 for all
s ∈ S. Moreover, by induction it follows that
Vs,i+1 =Vs,i+ ∑
q∈Q,s′∈S,s′→qs
AqVs′ ,i
for all i = 0,1, . . . and s ∈ S. Hence, by induction it follows
that at the ith iteration of the loop in Step 4, im(Vs) = Vs,i.
Notice that Vs,i ⊆ Vs,i+1 ⊆ Rn and hence there exists ks such
that Vs,ks =Vs,k, k ≥ ks, and thus Vs,k = Rs,
Rs = span{AvG:, j | v ∈ Q∗,s0→v s}.
Let k = max{ks|s ∈ S}. It then follows that Vs,k+1 = Vs,k =
im(Vs) for all s ∈ Q and hence after k iterations, the loop
4 will terminate. Moreover, in that case, im(Vs fi ) = Rs fi ,
i ∈ {1, · · · ,k}. But notice that for any v ∈ Q∗, q ∈ Q,
s0 →v s fi if and only if v ∈ K, and s0 →qv s fi if and only
if qv ∈ K, i ∈ {1, · · · ,k}. Hence, ∑
s∈F
Rs = RL, j and thus
im
([
Vs f1 · · · Vs fk
])
=RL, j.
Algorithm 5 Calculate a matrix representation of OK,i(H),
Inputs: ({Aq}q∈Q,H) and ˆA = (S,{→q}q∈Q,F,s0) such that
L( ˆA ) = K, i ∈ I, F = {s f1 , · · ·s fk}, k ≥ 1 and ˆA is co-
reachable.
Outputs: Wˆ ∈Rrˆ×n such that rank(Wˆ )= rˆ, ker(Wˆ )=OK,i(H).
1: ∀s ∈ S\F : Ws := 0.
2: ∀s ∈ F : W Ts := orth(HTi,:).
3: flag = 0.
4: while flag = 0 do
5: ∀s ∈ S : W olds :=Ws
6: for s ∈ S do
7: Ms :=Ws
8: for q ∈ Q,s′ ∈ S : s→q s′ do
9: Ms :=
[
Ms
W old
s′
Aq
]
10: end for
11: W Ts := orth(MTs )
12: end for
13: if ∀s ∈ S : rank(Ws) = rank(W olds ) then
14: flag = 1.
15: end if
16: end while
17: return Wˆ =Ws0 .
Notice that the computational complexities of Algorithm 4
and Algorithm 5 are polynomial in n, even though the spaces
of RL, j(G) (resp. OL,i(H)) might be generated by images
(resp. kernels) of exponentially many matrices.
Using Algorithms 4 and 5, we can state Algorithms 6, 7 and
8 for getting reduced order α , β or (α,β ) - partial realizations
for an LSS Σ respectively. The matrices V and W computed
in Algorithms 6 and 7 satisfy the conditions of Theorems 6
and 7 respectively.
Lemma 2 (Correctness of Algorithms 6, 7 and 8). Let Σ be
an LSS of the form (1).
1) Let β be a nice column selection and assume that Lβ0 ,
Lβq, j, (q, j)∈ Jβ are regular languages. LetA β0 andA βq, j,
(q, j)∈ Jβ be co-reachable NDFAs which accept Lβ0 and
Lβq, j, (q, j) ∈ Jβ respectively. Then the LSS Σ¯ returned
by Algorithm 6 is a β -partial realization of f = YΣ,x0 .
2) Let Σ be an LSS of the form (1). Let α be a nice row
selection and assume that Lαq,i, (q, i) ∈ Iα are regular
languages. Let A αq,i, (q, i) ∈ Iα be co-reachable NDFAs
which accept Lαq,i, (q, i) ∈ Iα respectively. Then the LSS
Σ¯ returned by Algorithm 7 is an α-partial realization of
f = YΣ,x0 .
3) Let Σ be an LSS of the form (1). Let α be a nice
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Algorithm 6 Reduction for β -partial realization
Inputs: Σ = (p,m,n,Q,{(Aq,Bq,Cq)|q ∈ Q},x0), β nice col-
umn selection, A β0 , A
β
q, j NDFAs such that L(A
β
0 ) = L
β
0 and
L(A βq, j) = L
β
q, j for all (q, j) ∈ Jβ .
Output: Σ¯ = (p,m,r,Q,{(A¯q, B¯q,C¯q)|q ∈ Q}, x¯0) such that Σ¯
is a β -partial realization of Σ.
1: Use Algorithm 4 with inputs ({Aq}q∈Q,x0), j = 1 and
NDFA A β0 . Store the output Vˆ as Vx0 := Vˆ .
2: for (q, j) ∈ Jβ do
3: Use Algorithm 4 with inputs ({Aq}q∈Q,Bq), j and
NDFA A βq, j. Store the output Vˆ as Vq, j := Vˆ .
4: end for
5: V = orth(
[
Vx0 V1 · · · Vtβ−1
]
) where tβ = |Jβ |+ 1 is
the subset cardinality of β as in Def. 10.
6: Let r = rank(V ), V−1 be a left inverse of V and set
A¯q =V−1AqV , C¯q =CqV , B¯q =V−1Bq, x¯0 =V−1x0.
7: return Σ¯= (p,m,r,Q,{(A¯q, B¯q,C¯q)|q ∈ Q}, x¯0).
Algorithm 7 Reduction for α-partial realization
Inputs: Σ = (p,m,n,Q,{(Aq,Bq,Cq)|q ∈ Q},x0), α nice row
selection, A αq,i NDFAs such that L(A
α
q,i) = L
α
q,i for all (q, i) ∈
Iα .
Output: Σ¯ = (p,m,r,Q,{(A¯q, B¯q,C¯q)|q ∈ Q}, x¯0) such that Σ¯
is an α-partial realization of Σ.
1: for (q, i) ∈ Iα do
2: Use Algorithm 5 with inputs ({Aq}q∈Q,Cq), i and
NDFA A αq,i. Store the output Wˆ as Wq,i := Wˆ .
3: end for
4: W T = orth(
[
W T1 · · · W Ttα
]
) where tα = |Iα | is the subset
cardinality of α as in Def. 10. Let r = rank(W ) and let
W−1 be a right inverse of W . Set
A¯q =WAqW−1, C¯q =CqW−1, B¯q =WBq, x¯0 =Wx0.
5: return Σ¯= (p,m,r,Q,{(A¯q, B¯q,C¯q)|q ∈ Q}, x¯0).
Algorithm 8 Reduction for (α,β )-partial realization
Inputs: Σ = (p,m,n,Q,{(Aq,Bq,Cq)|q ∈ Q},x0), β nice col-
umn selection, α nice row selection, A β0 , A
β
q, j, A
α
q,i NDFAs
such that L(A β0 ) = L
β
0 and L(A
β
q, j) = L
β
q, j for all (q, j) ∈ Jβ
and L(A αq,i) = L
α
q,i for all (q, i) ∈ Iα .
Output: Σ¯ = (p,m,r,Q,{(A¯q, B¯q,C¯q)|q ∈ Q}, x¯0) such that Σ¯
is an (α,β )-partial realization of Σ.
1: Compute the matrix V as in Algorithm 6.
2: Compute the matrix W as in Algorithm 7.
3: if rank(W ) = r and rank(V ) = r and rank(WV ) = r then
4: P =V (WV )−1
A¯q =WAqP, C¯q =CqP, B¯q =WBq, x¯0 =Wx0.
5: end if
6: return Σ¯= (p,m,r,Q,{(A¯q, B¯q,C¯q)|q ∈ Q}, x¯0).
row selection, β be a nice column selection and as-
sume that Lβ0 , L
β
q, j, (q, j) ∈ Jβ , Lαq,i, (q, i) ∈ Iα are
regular languages. Let A β0 , A
β
q, j, (q, j) ∈ Jβ and A αq,i,
(q, i)∈ Iα be co-reachable NDFAs which accept Lβ0 , Lβq, j,
(q, j) ∈ Jβ , Lαq,i, (q, i) ∈ Iα respectively. Then the LSS Σ¯
returned by Algorithm 8 is an (α,β )-partial realization
of f =YΣ,x0 if the condition rank(W )= r and rank(V )= r
and rank(WV ) = r holds.
The final result of the paper will be to connect a certain
switching sequence for a continuous time LSS to a nice col-
umn or row selection. For this, we need additional definitions
as below.
Definition 12 (The generating language). The generating
languageL for a sequence of discrete modes υ = q1q2 · · ·qk ∈
Q∗, q1, . . . ,qk ∈ Q, k ≥ 2, is defined as
Lυ = {v ∈ Q∗ | v = (q1)ω1(q2)ω2 · · ·(qk)ωk , ω1, . . . ,ωk ∈ N}
(27)
Definition 13. (Nice selection related to a switching se-
quence). A nice column selection βµ related to a sequence
of discrete modes υ = q1q2 · · ·qk ∈ Q+, q1, . . . ,qk ∈ Q, k ≥ 2
is defined as
βυ = {(w,q0, j) | q0w ∈Lυ , j ∈ J,q0 ∈ Q}∪{w | w ∈Lυ}
(28)
In addition, a nice row selection αυ related to a sequence of
discrete modes υ = q1q2 · · ·qk ∈ Q+, q1, . . . ,qk ∈ Q, k ≥ 2 is
defined as
αυ = {(v,q, i) | vq ∈Lυ , i ∈ I,q ∈ Q} (29)
The following theorem makes it possible to use the model
reduction method with nice selections with respect to a specific
switching sequence.
Theorem 9. Consider a sequence of discrete modes υ =
q1q2 · · ·qk ∈ Q+, q1, . . . ,qk ∈ Q, k ≥ 2 Let Σ¯ be an LSS
which is a βυ (resp. αυ ) - partial realization of f = YΣ,x0 .
Then, for every switching signal which satisfies (8) for some
t1, . . . , tk > 0, and for all u ∈ Lloc(R+,Rm),
∀s ∈ [0, t] : YΣ,x0(u,σ)(s) = YΣ¯,x¯0(u,σ)(s)
where t = t1+ · · ·+ tk.
Intuitively, Theorem 9 says that if Σ¯ is a βυ (resp. αυ )
- partial realization of f = YΣ,x0 , then the outputs of Σ and
Σ¯ along the switching sequence µ = (q1, t1) . . .(qk, tk) are the
same. Hence, if we apply Algorithm 6 or Algorithm 7 with β =
βυ or respectively α = αυ , then we will get an LSS Σ¯ which
has the same input-output behavior as Σ along the switching
sequence µ .
Proof: (Theorem 9). Only the part related with the nice
column selection will be proven, similar arguments can be
used to prove the result for nice row selections.
Note that the output of Σ at a time s ∈ [t1 + · · ·+ ti−1, t1 +
· · ·+ ti−1+ ti], i= 2, . . . ,k due to the switching signal σ , initial
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state x0 and input u ∈ Lloc(R+,Rm) is given by
YΣ,x0(u,σ)(s) =Cqie
Aqi [s−(t1+···+ti−1)]eAqi−1 ti−1 · · ·eAq1 t1x0
+
i−1
∑
j=1
∫ t j
0
Cqi−1e
Aqi−1 ti−1 · · ·eAq j (t j−τ)Bq j u
(
τ+
j−1
∑
l=1
tl
)
dτ
+
∫ s
0
Cqie
Aqi [s−(t1+···+ti−1)−τ]Bqiu
(
τ+
i−1
∑
l=1
tl
)
dτ
(30)
whereas YΣ¯,x¯0 is given by
YΣ¯,x¯0(u,σ)(s) = C¯qie
A¯qi [s−(t1+···+ti−1)]eA¯qi−1 ti−1 · · ·eA¯q1 t1 x¯0
+
i−1
∑
j=1
∫ t j
0
C¯qi−1e
A¯qi−1 ti−1 · · ·eA¯q j (t j−τ)B¯q j u
(
τ+
j−1
∑
l=1
tl
)
dτ
+
∫ s
0
C¯qie
A¯qi [s−(t1+···+ti−1)−τ]B¯qiu
(
τ+
i−1
∑
l=1
tl
)
dτ.
(31)
Hence, for YΣ,x0 and YΣ¯,x¯0 to be equal, it is sufficient that the
following equations hold:
Cqie
Aqi [s−(t1+···+ti−1)]eAqi−1 ti−1 · · ·eAq1 t1x0 =
C¯qie
A¯qi [s−(t1+···+ti−1)]eA¯qi−1 ti−1 · · ·eA¯q1 t1 x¯0,
Cqi−1e
Aqi−1 ti−1 · · ·eAq1 t1Bq1 = C¯qi−1eA¯qi−1 ti−1 · · ·eA¯q1 t1 B¯q1 ,
...
Cqi−1e
Aqi−1 ti−1Bqi−1 = C¯qi−1e
A¯qi−1 ti−1 B¯qi−1 ,
Cqie
Aqi [s−(t1+···+ti−1)]Bqi = C¯qie
A¯qi [s−(t1+···+ti−1)]B¯qi .
(32)
By Definition 12, the generating language for υ can be defined
as the set
Lυ = {(q1)ω1(q2)ω2 · · ·(qk)ωk | ω1, . . . ,ωk ∈ N}.
Therefore, if the Taylor series expansion of the matrix expo-
nentials in the equations of (32) is taken around t = 0, it can
be seen that for (32) to hold, it is sufficient that
CqAwx0 = C¯qA¯wx¯0 for all wq ∈Lυ
CqAwBq0 = C¯qA¯wB¯q0 for all q0wq ∈Lυ .
(33)
holds. In turn, (33) follows from the assumption that Σ¯ is a
βυ -partial realization of YΣ,x0 , if we use the definition of βυ .
Hence, YΣ,x0(u,σ)(s) = YΣ¯,x¯0(u,σ)(s) for s ∈ [0, t1 + t2 + · · ·+
tk].
The theorem above builds the relationship between a certain
switching sequence and its related nice selection. Hence, it
makes it possible to acquire an approximation to an LSS whose
input-output behavior is identical for all switching sequences
µ = (q1, t1) · · ·(qk, tk) for a fixed sequence of discrete modes
q1, . . . ,qk, and whose order r is possibly smaller than n (Note
that since V ∈ Rn×r is of full column rank, r ≤ n).
VII. NUMERICAL EXAMPLES
In this section, two generic numerical examples are pre-
sented to illustrate the model reduction procedure. One of the
numerical examples is for an LSS who has stable local modes.
With this example, it is aimed to show the flexibility of the
nice selections about choosing the specific local modes, on
which the approximation should focus. Whereas in the other
numerical example, the LSS has unstable local modes, and
an N-partial realization is acquired for the original system to
illustrate a solution to the analogue of the moment matching
problem for linear systems.
Firstly, the procedure is applied to a SISO, 11th order
LSS with 2 discrete modes i.e., to an LSS Σ of the form
Σ = (p,m,n,Q,{(Aq,Bq,Cq)|q ∈ Q},x0) with p = m = 1, n =
11, Q = {1,2}. The randomly generated system has locally
stable modes. The data of Aq, Bq, Cq parameters and the
initial state x0 used for simulation is also available from
https://kom.aau.dk/~mertb/. A random switching signal with
minimum dwell time (time between two subsequent changes
in the switching signal) of 0.4 for mode 1 and 0.1 for mode 2
is used for simulation. Note that the minimum dwell time for
the first mode is chosen to be higher since for this example,
the approximation will be focused more on mode 1 than mode
2. The input u(t) used for simulation is an array of white
Gaussian noise. The simulation time interval used is t = [0,1]
2. For the nice selection β given as
β ={ε,1,(ε,1,1),(1,1,1),(11,1,1),
(111,1,1),(112,1,1),(ε,2,1)},
an approximation LSS Σ¯ of order 8 is acquired which is a β -
partial realization of Σ. Note that, from the set β , it can be seen
that the approximation is desired to be focused more on mode
1 than mode 2. In Fig. 1, 6 plots are shown for comparison of
the outputs of Σ and Σ¯ for random switching sequences σ(t)
with given properties. It can be seen from Fig. 1, whenever
the first operating mode is mode 1 and mode 1 operates much
more than mode 2 in total time horizon, the approximation
is better. Last point to mention about this example is that the
same simulation is ran for 500 hundred times with random
switching sequences with the given properties, for the case
when the first operating mode is mode 1. The best fit rates
(BFRs) for each simulation is calculated according to the
following ([19], [31])
BFR = 100%.max
(
1− ‖y(·)− y¯(·)‖2‖y(·)− ym‖2 ,0
)
and mean of the BFRs over these 500 simulations is acquired
as 73.5848%, whereas the best and worst acquired BFR is
88.6476% and 13.0214% respectively. The mean of BFR
values over 500 simulations for this example implies that the
method yields a good approximation for such a system Σ in
the given time horizon.
The procedure is also applied to get a reduced order
approximation to an LSS whose local modes are unstable.
The original LSS used in this case is an LSS of the form
Σ = (p,m,n,Q,{(Aq,Bq,Cq)|q ∈ Q},x0) with p = m = 1, n =
2Recall that the method is based on matching the coefficients of the Taylor
series expansion for YΣ,x0 around t = 0, hence the simulation time horizon
should be chosen “small enough”. It should be noted that coming up with a
priori error bounds for the moment matching problem is challenging even for
the linear case [1]. Consequently, the matter of up to which time horizon the
method gives a “good” approximation is an open problem, and for now, it
can be decided by a posteriori experiments related to the specific problem at
hand.
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Fig. 1. The response y(t) (in blue) of the original LSS Σ of or-
der 11 and the response y¯(t) (in red) of its β -partial realization Σ¯
of order 8 for various switching sequences. The switching sequences
µ for each plot are as follows: a) µ = (1,0.4)(2,0.3)(1,0.4), b) µ =
(1,0.8)(2,0.3), c) µ = (1,0.4)(2,0.1)(1,0.8), d) µ = (2,0.1)(1,1.2), e) µ =
(2,0.1)(1,0.4)(2,0.1)(1,0.4)(2,0.1), f ) µ = (2,0.1)(1,0.8)(2,0.1)(1,0.4)
12 and Q = {1,2}. The resulting reduced order model Σ¯1 is
a 1-partial realization of yΣ of order 9. Note that the precise
number of matched Markov parameters of the form M f (v) is
equal to the number of words in the set Q≤1, and it is given
by
DN+1−1
D−1 =
21+1−1
2−1 = 3.
The same parameters in the first example are used with the
exception of minimum dwell time for both modes being 0.1
and the simulation time horizon being t = [0,3]. Again the
output y(t) of the original system Σ and the output y¯(t) of
the reduced order system Σ¯1 are simulated for 500 random
switching sequences and input trajectories. The mean of the
BFRs for this example is 79.0518%; whereas, the best acquired
BFR is 90.8013% and the worst 62.7846%. The outputs y(t)
and y¯(t) of the most successful simulation for this example
are illustrated in Fig. 2.
VIII. CONCLUSION
Two moment matching procedures for model reduction of
continuous time LSSs has been given. The first method is
the direct analogue of the moment matching approaches in
the linear case, for LSSs. The second method relies on the
nice selections of some desired vectors in the reachability or
observability space of an LSS. The notion of nice selections
gives flexibility to the user of the procedure in the following
sense: It is possible to focus the approximation on some
preferred local modes more than the others. It has been proven
that with this procedure, as long as a certain criterion is
satisfied, it is possible to acquire at least one reduced order
approximation to the original LSS whose Markov parameters
related to the specific nice selection are matched with the
original one’s. Finally, it has been shown that nice selections
can be used for matching the input - output behavior of an
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t
y
(t
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y¯
(t
)
 
 
y(t): Response of the original LSS
y¯(t): Response of the reduced order LSS
Fig. 2. The response y(t) of the original LSS Σ of order 12 and the response
y¯(t) of the reduced order approximation LSS Σ¯1 of order 9.
LSS with another one of possibly lower order, for a specific
switching sequence. Discovering the relationship between a
set of switching sequences with nice selections for continuous
time LSSs would be a potential future research topic since it
would solve the problem of approximation or minimization
for restricted switching dynamics.
APPENDIX A
PROOF OF THEOREM 5
To present the proof of Theorem 5 we will introduce an
ordering on Q∗ as follows:
Definition 14. (Ordering on Q∗). Suppose that Q= {1, . . . ,D}.
Let the map φ : Q∗→ N be defined as follows:
φ(ε) = 0
φ(v) = q1(D+1)k−1+q2(D+1)k−2+ · · ·+qk.
(34)
where v = q1q2 · · ·qk, q1, . . . ,qk ∈ Q, k ≥ 1. Then an ordering
≺ on the elements of Q∗ can be defined as follows: For any
two words v,w ∈ Q∗, if φ(v)< φ(w), then v≺ w.
Intuitively, this ordering states that v≺w if w is bigger than
v when the words v,w are interpreted as integer numbers in
the basis D+ 1. Note that for any v,w ∈ Q∗, v ≺ w implies
|v| ≤ |w|, and |v|< |w| implies v≺ w.
Proof of Theorem 5: i) Let Rn−1 denote the matrix
Rn−1 =
[
Av1 B˜ Av2 B˜ · · · AvMn−1 B˜
]
where Mn−1 denotes the cardinality of the set Q≤n−1;
v1,v2, . . . ,vMn−1 ∈ Q≤n−1 and v1 ≺ v2 ≺ ·· · ≺ vMn−1 with re-
spect to the ordering in Definition 14.
In this part of the proof, x0 of Σ is assumed to be zero
for simplicity in notation, note that the proof can easily be
modified for the case when x0 is nonzero. Since Σ is assumed
to be minimal, for any r < n, there exists r linearly independent
columns of Rn−1. Suppose these columns are picked in the
following manner: Scanning through the columns of Rn−1 from
left to right, choose the first r columns linearly independent
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from the preceding columns. Our claim is that, this method
would yield a nice column selection. To prove the theorem, we
claim that if (AσAwBq):, j is an element of the selection defined,
(AwBq):, j must also be an element i.e., if (wσ ,q, j) ∈ β ,
(w,q, j) ∈ β . We prove this claim by contradiction. Suppose
the columns are chosen in this way and for a q,σ ∈Q, w∈Q∗
and j ∈ {1, ...,m}, the jth column of AσAwBq is an element of
this selection while the jth column of AwBq is not. This means
(AwBq):, j is a linear combination of the columns of Rn−1
preceding it while (AσAwBq):, j is not. Let x1, ...,xk denote
the columns of Rn−1 which precede the column (AwBq):, j and
x1, ...,xh with h≥ k denote the columns of Rn−1 which precede
the column (AσAwBq):, j. Note that for some c1, ...,ck ∈ R
(AwBq):, j = c1x1+ ...+ ckxk
Thus the column (AσAwBq):, j can be written as
(AσAwBq):, j = Aσ (AwBq):, j = Aσ (c1x1+ ...+ ckxk)
= c1Aσx1+ ...+ ckAσxk
(35)
and since all the vectors Aσx1, ...,Aσxk precede the column
(AσAwBq):, j, each of them can also be written as a linear com-
bination of the columns x1, ...,xh which precede (AσAwBq):, j.
That means for some ast ∈R, s= 1, ...,h, t = 1, ...,h, (35) can
be rewritten as
(AσAwBq):, j = c1Aσx1+ ...+ ckAσxk
= c1(a11x1+ ...+a1hxh)+ ...
+ ck(ah1x1+ ...+ah1xh)
i.e., the column (AσAwBq):, j is a linear combination of its
preceding columns. This contradicts our assumption and con-
cludes the proof of the reachability part.
ii) This part is the dual of part i.
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