In a randomized 2 2 factorial trial, more than one hypothesis is to be tested, so some method must be used to control the probability of falsely rejecting at least one true hypothesis. We contrast familiar elementary methods of controlling the family-wise error rate based on the Bonferroni-Holm procedure with a less familiar but equally elementary form of structured testing associated with the large class of procedures that descend from the closed testing approach of Marcus, Peritz and Gabriel. In a range of plausible situations, giving priority to main e¤ects in structured testing typically yielded greater power to detect main e¤ects for a given sample size or reduced sample size for a given power; it also permited testing for interaction when main e¤ects are found.
method are prominent and structured testing is infrequent. Our interpretation of Table 1 is that a change in emphasis towards structured testing may be appropriate. We focus on the 2 2 factorial design because it was the original motivation for this work and because it is su¢ ciently simple that we may present a fairly exhaustive power comparison.
Outside of randomized experiments, in nonrandomized or observational studies, structured testing has certain additional advantages when studying the sensitivity of conclusions to departures from random assignment. For discussion, see Rosenbaum and Silber (2009) and Rosenbaum (2010, §19).
2 Methods: three analytic plans that control the probability of falsely rejecting a true hypothesis
We contrast the power of three analytic plans to reach various conclusions in the 2 2
factorial. All three plans control the chance of falsely rejecting any true hypothesis, but they do this in di¤erent ways. We describe the plans in terms of level , 0 < < 1; in practice, this is commonly = 0:05. The …rst two are entirely standard plans, using Holm's (1979) improvement of the familiar Bonferroni inequality; see Hochberg and Tamhane (1987, §4) or Lehmann and Romano (2005, §9) . The two standard plans di¤er in that plan I tests for main e¤ects and interaction, allowing for three tests, while plan II tests only for main e¤ects, allowing for two tests, so plan II has more power to detect main e¤ects and no possibility of detecting an interaction. The third procedure (III) uses one simple version of structured testing. Each of the three analytic plans controls the probability of false rejection -though several hypotheses are tested, the chance of falsely rejecting at least one true hypothesis is at most -however, they do this in di¤erent ways, and in particular, they test slightly di¤erent hypotheses. In describing hypotheses, logical notation is used, so H^H 0 is the hypothesis that H and H 0 are both true, while H _ H 0 is the hypothesis that either H or H 0 or both are true.
The three analytic plans make reference to four P -values. These are: P M 1 testing the null hypothesis H 1 of no main e¤ect of factor 1, P M 2 testing the null hypothesis H 2 of no main e¤ect of factor 2, P I testing the null hypothesis H I of no interaction of factors 1 and 2, and P M;1^2 testing the hypothesis H 1^H2 of no main e¤ect for both factors 1 and 2.
Method II does not examine P I , so it cannot detect an interaction by rejecting H I . In the simplest case of a balanced 2 2 factorial with Gaussian errors, P M 1 , P M 2 , and P I might be derived from two-sided t-tests on single degree of freedom contrasts, and P M;1^2 might be derived from an F-test combining the two-degrees of freedom for the two main e¤ects. In an unbalanced Gaussian design, these are speci…c linear hypotheses in a linear model with a constant term, two main e¤ects and one interaction; in particular P M;1^2 is from an F -test about two parameters in this linear model. More generally, these P -values might instead come from likelihood ratio tests under some model or from nonparametric tests (e.g, Patel and Hoel 1973) . What is required of the four tests is simply that each test yields a valid P -value; that is, when its null hypothesis is true, the P -value is with probability at most for all 0 < < 1.
I. Bonferroni-Holm test of main e¤ects and interactions. Sort P M 1 , P M 2 , and P I into nondecreasing order as P (1) P (2) P (3) , so for instance P (1) = min (P M 1 ; P M 2 ; P I ). 
and P M 1 and
, and the interaction is tested, whereupon if also P I , then the hypothesis H I of no interaction is also rejected. If P M;1^2 and either P M 1 or P M 2 then at least one main e¤ect has been identi…ed, and the probability of this is labeled identify in Table 1 .
Although our main interest is quantitative comparisons of the power of these three procedures, one qualitative comparison provides some insight. The hypothesis
says at least one of the two treatments has no main e¤ect. If one were testing H 1 _ H 2 alone using intersection-union testing, then H 1 _ H 2 would be rejected at level if both
; see Berger (1982) and also Lehmann (1952 Figure 12 ), so in this case procedure III rejects
, so procedure II may fail to reject H 1 _ H 2 when intersection-union testing would reject it. Procedure I rejects
, so procedure I may fail to reject H 1 _ H 2 when procedure II would reject it, and it may fail to reject H 1 _ H 2 when procedure II would fail to reject it but intersection-union testing would reject it. Albeit limited in scope, this qualitative comparison favors Procedure III.
The Bonferroni-Holm procedures require a P -value smaller than =K if K hypotheses are tested, whereas Plan III rejects hypotheses when appropriate P -values are less than .
There are several ways to see that Plan III controls the probability of at least one false rejection. Here are two ways. 
Consideration of cases.
, goes on to reject H I if P I , so there is both splitting of in testing main e¤ects and a termination structure without splitting in testing interactions.
Our current purpose, however, is to contrast the power of a few quite distinct procedures, rather than introduce many shades of grey. . In closed testing in its original form, the investigator may never reach the stage where main e¤ects are tested separately from the interaction. In contrast, in method III, the investigator tests main e¤ects …rst without reference to the interaction, but nonetheless may test for interaction when two main e¤ects are discovered. As Holm (1979) observed, Holm's procedure is an instance of closed testing implemented using the Bonferroni inequality as the basis for testing the intersection of several hypotheses. The focus of the current paper is a comparison of the power of three procedures that test main e¤ects immediately.
The three methods can be applied also to an R C two-factor factorial design with R 2 and C 2, for instance by using suitable F -tests in a Gaussian linear model. We do not consider R > 2 and C > 2 because the focus in the current paper is on the power of the three procedures against various alternatives, and it is convenient that these alternatives for the 2 2 factorial may be described in terms of just three parameters. Although one can devise structured testing approaches for more than two factors, method III as described is not applicable with more than two factors.
3 Power of the three analytic plans Table 1 gives the powers of the three analytic plans, I, II, and III in §2 to reject various hypotheses for eight possible treatment e¤ects. The eight possible e¤ects, A-H, appear at the top of Table 1 . For instance, in setting A, each factor has a main e¤ect of size 0.5, and there is no interaction, so if both factors are applied at their high levels, the e¤ect is 1 = 0:5 + 0:5 when compared to the low-low group. The power is computed for Gaussian errors with known standard deviation one and ten observations per group. For some details of the computation, see the Appendix. (As is familiar with power calculations for the Normal distribution, it is not the sample size, the standard deviation or the treatment e¤ects that determine the power, but rather a noncentrality parameter that summarizes these quantities. For instance, if the e¤ects and the standard deviation were both doubled, the powers would be the same.)
The hypotheses tested by methods I, II, and III in §2 are not quite the same, and the methods terminate when di¤erent events occur. For instance, by de…nition: (a) hypothesis H 1^H2^HI is rejected in method I if any of H 1 , H 2 , H I is rejected -that is, if min (P M 1 ; P M 2 ; P I ) =3; (b) hypothesis H 1^H2 is rejected by method II if either
whereas, H 1^H2 is rejected by method III if P M;1^2 . In particular, even in an in…nitely large sample, method II might correctly conclude that both main e¤ects are present by rejecting H 1 _ H 2 , but this correct conclusion might fail to give an adequate description because a substantial but untested interaction is also present. In this sense, methods I, II and III are running somewhat di¤erent risks to test somewhat di¤erent hypotheses. With that caution …rmly in mind, we turn to an examination of power.
The chance of rejecting at least one hypothesis is much higher for structured testing.
For instance, in situation A, method III rejects H 1^H2 with probability 0.50, method II rejects H 1^H2 with probability 0.44, and method I rejects H 1^H2^HI with probability 0.38; otherwise, these methods reject no hypothesis. When structured testing rejects the hypothesis of no main e¤ect, it typically identi…es a speci…c e¤ect; see identify in Table 1 .
Because method I gives equal emphasis to main e¤ects and interactions, it generally has lower power than methods II and III to detect main e¤ects.
In case E, there are two substantial main e¤ects and an interaction of the same magnitude. Methods II and III operate under the premise that detecting main e¤ects is more important than detecting interactions, whereas Method I gives equal emphasis to main e¤ects and interactions. Method I is at its best and method II is at its worst in case E, because method I has an 86% chance of detecting each e¤ect, while method II cannot detect interactions. In case E, Method III has an 99% chance of rejecting the hypothesis of no main e¤ects, a 98% chance of identifying at least one main e¤ect, an 88% chance of detecting each main e¤ect, and a 69% chance of detecting the interaction.
In case C, there are two main e¤ects and a smaller interaction. None of the procedures has much chance of detecting the interaction: the power is zero for method II, and is low for methods I and III. Nonetheless, structured testing has the highest power to detect the main e¤ects. The situation is similar in case F. In case D, method I is more likely to detect the interaction than method III, but method III has more power to detect main e¤ects.
In case G, only one factor has an e¤ect, and the three methods exhibit similar performance. In case H, one factor has a larger e¤ect than the other, and structured testing has slightly better power than method II.
If higher responses are better responses and if both main e¤ects are positive, then from a clinician's point of view there is a marked asymmetry between failing to detect a positive and a negative interaction. A negative interaction might be a reason for avoiding joint use of the two treatments. Table 1 has both positive and negative interactions. The power of two-sided tests in balanced designs is, however, symmetrical in the sign of the interaction.
Indeed, this is also true of the signs of the main e¤ects. That is, if one erased the …rst four rows of Table 1 , keeping the main e¤ects and interactions, and if one changed the signs of the main e¤ects or the interactions, then the powers in the bottom of Table 1 would be unchanged. Table 1 : Power of three analytic plans to reach various conclusions with eight possible patterns of treatment e¤ects. In situations A and B, the two factors have e¤ects that are additive without interaction. In situations C, E and F, the simultaneous application of both factors has an e¤ect greater than the sum of their separate e¤ects. In situation D, the simultaneous application of both factors has an e¤ect less than the sum of their separate e¤ects. In situation G, only factor 1 has a main e¤ect. In situation H, factor 1 has a larger main e¤ect than factor 2. The event identify occurs if P M;1^2 and either P The calculations in Table 1 are exact but assume that the variance is known. Using simulation, we calculated the powers with an unknown variance and either 8 or 10 subjects per treatment group, which is a small number for a clinical trial, and the results were qualitatively very similar to Table 1 and so are not reported.
Summary
In the 2 2 factorial design, an investigator may give priority to main e¤ects, while wishing to look for interactions if main e¤ects are found. In the varied situations in Table 1 , structured testing yielded an increase in power for a given sample size, or a reduction in sample size for a given power, when compared to the most commonly used procedures that also control the probability of false rejections in multiple tests.
The Appendix presents a formula for power or sample size calculations when the degrees of freedom for error are su¢ ciently large that they have little e¤ect on power. Software for sample size calculations in small samples is available from the …rst author.
Appendix: example of power calculations
We illustrate one of the less standard power computations in Table 1 . In each situation in Table 1 , the two main e¤ects contrasts, say b 1 and b 2 , are independent Normal random variables, b j N j ; 2 j , where 2 j is known, so b 2 j = 2 j has a chi-square distribution with one degree of freedom and noncentrality parameter ! j = 2 j = 2 j ; write f ( ; ! j ) for this density and F ( ; ! j ) for the cumulative distribution. Let a be the upper percentile of the central chi-square distribution on one degree of freedom, and let b be the upper quantile of the central chi-square distribution on two degrees of freedom. For = 0:05, the constants are a = 3:84 and b = 5:99. In Table 1 In Table 1 , 2 j = 1=10, j = 1; 2. In situation C in Table 1 , 1 = 2 = 0:75, so ! 1 = ! 2 = 0:75 2 = (1=10) = 5:625, and (5:625; 5:625) = 0:64176, as in Table 1 . The R function tiopower computes (ncp 1 ; ncp 2 ) for given . 
