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Introduction
For three centuries, slit spectroscopes have been used to disperse the image of an illuminated slit into a spectrum of colored slit images [1, 2] . In the slit spectrum, each color is monochromatic, representing a specific wavelength of light [3, 4] . The wavelength composition allows one to quantify color qualities [1, 4] , to analyze the chemical composition of substances on earth [5] and in the sky [6, 7] , and to infer the thermodynamics and kinematics of galaxies [8] , stars [9] , or even sun spots [10] .
A basic slit spectroscope is a lightproof box with a slit at one end and a diffraction grating at the other [11] [12] [13] [14] [15] . With one's eye (or camera) close to the grating, one observes two types of virtual image. In the zeroth diffraction order, one looks straight through the slit. It reveals only a strip of the scene, which we will call a slit view. In the first diffraction order, one sees the spectrum.
The implicit notion is that this spectrum represents the slit view, split up into its monochromatic constituents, cf. [12] . After all, one general effect of dispersion has been persistently overlooked: Each monochromatic image in the spectrum shows a given object from a different viewpoint [16] . Consequently, a basic slit spectroscope should produce a spectral arrangement of different slit views. To test whether these slit views could compose the image of a whole scene, we explored the relationship between the geometry of the spectroscopic system and the spectroscopic image.
This paper reveals that a basic slit spectroscope is indeed capable of imaging a whole scene at once (the curious reader may peer into Section 4). A simple slit spectroscope is a three-dimensional (3D) imaging device in disguise, with potential applications in autostereoscopic 3D display and 3D spectroscopy.
In Section 2, I analyze the imaging process to predict the geometric features of spectroscopic images. In Section 3, horizontal and vertical setups are presented. In Section 4, the spectroscopic images are described. In Section 5, I discuss the implications, limitations, and applications of the study. In Section 6, the main ideas and findings are summarized.
Spectroscopic Image Geometry

A. Camera Obscura and Slit View Combined
As in a basic spectroscope [11] [12] [13] [14] [15] , the setup comprises a slit aperture A (with slit width w) and a grating G (with grating period g) with lines parallel to the slit. To understand the spectroscopic image in the first diffraction order, let us analyze the imaging process in two orthogonal planes; see Fig. 1 .
In a plane perpendicular to the slit aperture A, all rays pass a pinhole, yielding a camera-obscura projection on the grating [14] . We will call this plane the camera-obscura plane, see Fig. 1(a) .
In this camera-obscura plane, differently colored rays connect different object points with the viewer's eye. Correspondingly, each object point is seen from the direction of a wavelength-specific virtual viewer. For an actual viewer at a viewing distance d I from the grating, we find the position of each virtual viewer by following the incident ray from each object point and retracing it a distance d I beyond the grating, cf. [17] . With the specific geometry of Fig. 1 , the actual viewer sees an extended scene from the same direction as the virtual viewer of the blue ray, cf. Section 5.C. The image is a spectrally decoded camera-obscura projection.
In a plane parallel to the slit aperture A, rays connect object points and the virtual viewer's eye directly, yielding a single slit view. We will call this plane the slit-view plane; see Fig. 1(b) .
Let us now synthesize the imaging processes from the camera-obscura plane and the slit-view plane. Dispersion at the grating allows the viewer to look through the slit in multiple directions at once. The resulting spectrum is an arrangement of different slit views. Under broadband illumination, a potentially continuous image of a scene is formed by the differently colored rays.
B. Field of View and Visual Angles
With our ray geometry from Fig. 1(a) , we may predict the field of view α, the actual visual angle β, and the virtual visual angle φ. Here, α determines how much of a scene is visible at once; β determines the apparent size of the scene, and φ is the angle under which the virtual viewer would see that scene in direct view. For simplicity, we assume that the outermost blue ray (at wavelength λ B ) to the viewer's eye has a diffraction angle γ 0 B 0 at the grating. The well-known grating formula requires this blue ray to be incident on the grating at an angle
For a field of view α, the outermost red ray (at wavelength λ R ) must be incident on the grating at an angle
The angle of the observed red ray equals the actual visual angle
With the grating at a distance d A from the aperture, the outermost rays form two triangles. Their common base has width
Thus, the viewing distance d I affects the actual visual angle
As the viewer recedes along the blue ray, the red ray becomes almost parallel to it. The field of view approaches a maximum: Fig. 1 . Ray geometry for the spectroscopic system with slit aperture A, grating G, and a viewer looking at an object at a distance d S . (a) Camera-obscura plane. With the grating, the viewer spectrally decodes a camera-obscura projection. For clarity, only the outermost rays to the viewer are shown. α: field of view; β: actual visual angle; φ: virtual visual angle; γ B : incident angle of blue ray; γ R : incident angle of red ray; γ 0 R : diffraction angle of red ray. (b) Slitview plane for the blue rays. The rays are undeflected because the grating lines lie parallel to the slit-view plane.
Reinterpreting Eq. (6) as the angle between diffracted red and blue rays with normal incidence, we define the dispersion angle:
Then, the maximum field of view equals the dispersion angle
This angle solely depends on the grating period g and the spectral range S λ B ; λ R of the incident light. A grating with 1∕g 1000 lines∕mm yields α max ≈ 0.36 rad≙20.8°for S 400 nm; 700 nm, and α max ≈ 0.30 rad for S 420 nm; 670 nm.
The scene appears to the actual viewer under a visual angle β that usually differs from the virtual viewer's φ. For a scene of width w S tan αd S , the virtual visual angle is
For a first overview, let us plot the visual angles and field of view against viewing distance. With no straightforward way to calculate α αd I , we work backwards: First, for a set fα n g of given values of α (where 0 ≤ α n ≤ α max ), we compute the values β n βα n via Eqs. , we find values of φ n φd I;n . Finally, we plot the values of α n , β n , and φ n versus the values of d I;n , and interpolate, as in Fig. 2 . With such a graph, we can systematically predict how much of a scene is visible and how the image is proportioned.
C. Image Proportions, Magnification, and Perspective
Image size is determined by visual angle. In the slitview plane, image size is normal because the virtual viewer's visual angle always matches the actual viewer's. In the camera-obscura plane, however, image size is normal only if φ β, cf. Figs. 1(a) and 2.
Based on Eqs. (5) and (9), we can satisfy the condition β φ for only one set of distances (d S , d A , d I ) at a time. If these distances are not mutually adjusted, the actual visual angle β will differ from the virtual visual angle φ, causing angular magnification along the spectrum:
(Conventionally, the minus sign indicates that, in the camera-obscura plane, the image is inverted. This inversion can be reversed via reflection, cf. Section 3.A.)
The magnification along the spectrum stems from a hybrid of two perspectives: In the slit-view plane, the perspective has its center of projection at the virtual viewer's position; see Fig. 1(b) . In the cameraobscura plane, however, the center of projection is the aperture A; see Fig. 1(a) . The two perspectives become similar as the centers of projection approach each other. In other words, if objects at a distance d S undergo a given magnification, more distant objects will undergo a similar magnification, provided that d A d I ∕d S → 0. This is the case for distant scenes with small parallax, such as a landscape.
Setup Realizations and Observation Methods
A. Horizontal-Slit Spectroscope
To test our quantitative predictions, a horizontal-slit spectroscope-see Fig. 3 (a)-was built from two large metal plates as a slit aperture (thickness: 1 mm, slit width w 1 mm), and a grating (d A 28 0.2 cm; 1∕g 1000 lines∕mm, available at AstroMedia Germany, size ca. 14 cm × 15 cm, worth 7€≙$10, held between two glass plates, each 1.5 mm thin). In front of it, a still life was set up. It was composed of a white paper strip with black, 2.0 0.5 mm thick centimeter-scale marks, placed vertically at d S 92 2 cm for calculating the visual angle; a white modeling clay figure and a tilted, beige cup with blue ornaments for evaluating the three-dimensional effect; a Styrofoam ball for quantifying magnification along the spectrum; a toy police car for investigating parallax; and a black background for contrast. The still life was illuminated sideways with broadband white light from a nearby video projector (acer P7215; S 420 10 nm; 670 10 nm; luminous flux: 6000 lumens-caution: nearby objects may heat up and melt or smolder). A narrow mirror was horizontally attached outside the spectroscope, just above the slit, to obtain an upright image; see Fig. 3 (a).
To document how both the field of view and angular magnification vary with viewing distance, a Sony Ericsson phone camera MT15i was used (relative aperture: f ∕2.4; exposure time: 1∕16 s). Unlike a camera with a larger objective, the cell phone camera faithfully records the viewer's perspective. Experimental values for angular magnification M S were calculated via the height-to-width ratio of the images of the Styrofoam sphere. The relative heights and widths were obtained in Microsoft Paint by fitting an ellipse onto each image and reading off the pixel numbers.
To investigate how the spectroscopic image changes when moving transverse to the slit, a Panasonic camera DMC-FZ50 (63 1 cm behind the grating; relative aperture: f ∕11; exposure time: 6 s) was raised or lowered with wooden plates underneath it (each 22 1 mm thick). The camera height h was defined to be zero where the complete still life was visible (up being positive).
To demonstrate the horizontal parallax of the spectroscopic image, it was photographed with the Panasonic camera (63 1 cm behind the grating) from two positions 23 cm horizontally apart.
B. Vertical-Slit Spectroscope
To try the spectroscope with daylight, two metal plates were placed at the author's office window to form a vertical slit (width w 1 mm, length l 46 cm) before the grating (1∕g 1000 lines∕mm; d A ≈ 20 cm). The setup was shielded against stray light; see Fig. 3(b) . With a Panasonic DMC-FZ50 about 40 cm behind the grating (relative aperture: f ∕11; exposure time: 1 s), photos were taken through the spectroscope toward the basilica of Weingarten (its tower being 20 2 m wide, centered at d S 170 5 m, as measured in Google Maps). Unlike in Section 3.A, no mirror was built into the spectroscopic system. To test angular magnification at different object distances, a similar spectroscope was used (d A 14 0.2 cm, 1∕g 1000 lines∕mm, w 1 mm) for convenient measurement of precise angles and distances on a table. (Again, no mirror was installed.) A wooden sphere (45 1 mm in diameter) was backlit by the video projector via a translucent screen. The distance from the sphere's center to the slit was decreased from d S 100 0.5 cm to d S 12.5 0.5 cm. Photos were taken with a Sony Ericsson phone camera MT15i at d I 50 0.5 cm (relative aperture: f ∕2.4; exposure time: 1∕16 s). To avoid overexposure, the video projector was dimmed by projecting gray with red, green, and blue components (RjGjB 127j127j127 instead of white (RjGjB 255j255j255. Experimental values for angular magnification M S were calculated via the width-to-height ratio of the sphere's images.
Spectroscopic Image Results
A. Horizontal-Slit Spectra
As the viewing distance to the grating was increased, the abstract spectrum of a single slit view was transformed into a concrete image of the entire scene; see Changing the viewing height revealed different spatial and spectral parts of the scene. Meanwhile, the perspective appeared fixed; see Fig. 5 . Accordingly, no vertical parallax was observed.
Binocular vision through the horizontal-slit spectroscope felt natural and easy, producing sharp, 3D images. While the 2 mm thick scale marks were clearly visible, horizontal lines 1 mm thin were invisible. In the monochromatic direction, image sharpness was normal. The spectroscopic image had continuous horizontal parallax; see Fig. 6 . 
B. Vertical-Slit Spectra
The basilica was clearly visible both under direct and diffuse sunlight. Even details-decorative molding on the tower, nearby scaffold bars-were resolved along both image axes, cf. Fig. 7 . In the photographed spectroscopic image, the field of view was α 10 1°( based on the width and distance of the basilica tower).
Along the horizontal direction, each image spot had a fixed position on the grating, independent of the position of the viewer or the spectrum. Although the spectral color bands were slightly bent, cf. Figs. 7 and 8, the image had no spatial distortions.
With no mirror at the slit, left and right were reversed. Moving the head rightward moved the spectrum rightward, thereby shifting the view toward the left part of the scene, and vice versa. Unlike monocular vision, binocular vision tended to produce double images and visual fatigue with the vertical-slit setup.
The absolute value of angular magnification jM S j increased with decreasing object distance. For a given viewing distance, correct proportions arose only at a specific object distance. A more distant object appeared horizontally squashed (0 < jM S j < 1); see Figs. 8(a)-8(c). A closer object appeared horizontally stretched (jM S j > 1); see Figs. 8(d) and 8(e); cf . Fig. 9 . With no mirror in the spectroscopic system, left and right were reversed: When the object was moved to one side, its image moved to the other.
Discussion
A. Relation to Similar Imaging Systems
As predicted, a basic slit spectroscope displays a whole scene at once, if the viewer is not too close to the grating. Figuratively speaking, an image of the scene is carved from the spectrum of the light source. (Technically speaking, the spectrum of the light source is locally darkened according to the light absorption and shadow distribution in the observed scene.) We can understand this by relating the spectroscope to similar imaging systems. Without the slit, the scene behind the grating appears blurry in the first diffraction order [16, 17] . Here, one sees a composite of mutually displaced, monochromatic images [3, 18] . Each represents the complete scene from a different perspective [16] . Likewise, a slit between the scene and the grating is imaged at different positions, appearing blurry. Paradoxically, a sharp image of the scene emerges. Here, one sees a composite of mutually displaced, monochromatic slit images, cf. [19] . Each represents a different view through the slit.
We may reinterpret this setup as a modified camera obscura, cf. [14] . The slit acts as a series of pinholes, whereas the grating acts as a screen for a series of projections. However, the grating diffracts the rays only into wavelength-specific directions. Hence, each projection contributes only a linear, rainbow-colored segment to the spectroscopic image, as implied by Fig. 1(b) .
Adding a grating in front of the spectroscope leads to a double-diffraction setup with a slit in between [20, 21] . Whereas the front grating spectrally encodes different views of an object, the back grating spectrally decodes these as a depth-inverted image. A normal-depth image has previously been obtained by viewing the opposite diffraction order [22] . Now, we have produced normal-depth images by removing the front grating. This grating is neither essential for imaging nor necessary for magnifying an object along the spectrum. Both effects are achieved by the camera-obscura process at the slit. Conversely, parallax is reduced to the direction parallel to the slit because a camera-obscura projection has a fixed perspective.
Replacing the slit aperture with a linear light source behind the object leads to a 3D shadow display [23] . However, the spectroscope has three advantages: First, it is not limited to producing silhouettes. Second, it does not invert the object proportions from front to back, because it features camera-obscura projections instead of rear-projections. Third, the slit width can be adjusted for image sharpness.
Exchanging the slit with a linear Projected-Image Circumlineascopy (PICS) screen [19] leads to striking image similarities. First, moving transverse to the slit is analogous to moving the PICS screen transverse to the projection beam. Second, the width w A of a spectrally decoded PICS image is proportional to the distance d A from the linear screen to the dispersive element. Similarly, on the spectroscopic grating, the width w G of the spectrally decoded camera-obscura projection is proportional to the distance d A from the slit to the grating.
Contrary to PICS [19] , spectroscopic image proportions also depend on the viewing distance d I , because the spectroscopic image is composed of viewpointspecific slit views. For the same reason, the light from the slit lacks the mirror-immunity that is unique to PICS. This allowed us to reverse the image inversion along the spectrum; see Section 3.A.
B. Image Position, Accommodation, and Astigmatism
In the slit-view plane, the virtual image hovers at the same distance as the scene (based on accommodation, perspective, and parallax), cf. [17] . In the camera-obscura plane, however, a real projection lies on the grating. With a vertical-slit setup, the eyes must converge on the grating while accommodating beyond it. Double images and visual fatigue ensue. This cannot occur with a horizontal-slit setup, where the lines of sight converge at the distance of the scene.
Accidentally, the viewer may accommodate on the slit instead of the scene, as is intentionally done in a basic spectroscope when reading the wavelength scale against the spectrum [12] . Accommodating on the scene is easier in a horizontal-slit spectroscope. Here, horizontal parallax might give a focusing cue that is missing in a vertical-slit setup.
Astigmatism arises because light is diffracted only in the camera-obscura plane, cf. [21] . After diffraction, rays diverge at a different angle than before. Hence, the light bundle to the eye pupil has a different divergence angle in the camera-obscura plane than in the slit-view plane. A normal eye lens cannot bring such a bundle to a single focus. The astigmatism was inconspicuous because the divergence angle varies only slightly.
C. Limitations
To simplify the discussion of image geometry, we have assumed that the observed blue ray is orthogonal to the grating. Other viewing directions cause quantitative discrepancies. The experimental values are congruent with the theoretical values only because we tried to make our setups congruent with Fig. 1 . We only treated setups where the grating is neither rotated nor tilted relative to the slit aperture.
Achieving the maximum field of view requires an infinite viewing distance, which cannot be achieved except with a lens system; see Section 5.D. At least, the correctly proportioned still-life image already represented 65% of the maximum field of view. Moreover, one can increase the effective field of view manifold by moving transverse to the slit, as Fig. 5 shows.
D. Suggested Applications
Emulation of Rainbow Holograms
The spectroscopic images have three things in common with (Benton) rainbow holograms [24] . First, they appear 3D. Second, they represent only one slit view if viewed with monochromatic light, yet a whole scene if viewed with broadband light. Third, they have motion parallax along the monochromatic direction.
Stereoscopic images emerge only with a horizontal-slit setup, where each eye sees the scene from a different angle. With a vertical-slit setup, the image is nonstereoscopic because it lacks horizontal parallax. Still, it looks 3D thanks to vertical motion parallax and variable accommodation.
Although basic spectroscopy is simpler than rainbow holography, even the setup geometry is similar. To emulate a 360°rainbow hologram [25] [26] [27] , simply illuminate an object with a broadband light source and surround both with a cylindrical, horizontal-slit spectroscope. With 3D printing on the rise, this basic spectroscopy offers a cheap alternative to rainbow holography, especially for moving images. Even a 2D anaglyph image, through a vertical-slit spectroscope, appears as an autostereoscopic image (due to spectral decoding), as we will show elsewhere. Hologram emulations are applicable in entertainment, education, art, and advertisement.
A Fourth Technique of Hyperspectral Imaging
Each spectroscopic image represents a thin diagonal slice of a hyperspectral datacube, cf. Figs. 5 and 10. In the existing hyperspectral imaging techniquesnonscanning, spectral scanning, and spatial scanning-"the datacube is sliced along orthogonal dimensions" [28] , see Figs. 10(a)-10(c) . There has been no technique for diagonal slicing, "since it is not easy to rotate a slice within the cube" [28] . This gap was pointed out only a few years ago [28] . Since then, interference filters have been used to chop the cube into slanted slabs, but these slabs are undesirably short, thick, and uneven (with small spectral range and low spectral resolution) [29] [30] [31] . Closest to diagonal slicing is spectrally encoded endoscopy, but it yields only lines instead of planes [32] . Thus, the gap has remained [33] , cf. [34] [35] [36] [37] . To fill this gap, we introduce a fourth basic technique of hyperspectral imaging; see Fig. 10(d) . For the proposed spatiospectral scanning, we simply move a camera transverse to the slit of a basic spectroscope; see Fig. 11 .
The proposed spatiospectral scanning unites the complementary properties of spatial and spectral scanning. Whereas spectral scanning makes it easy to map the spectral data onto the spatial (x; y) coordinates, it requires a platform that does not move relative to the scene. Conversely, spatial scanning allows for a mobile platform, but the question is how to construct (from the slit spectra) a spatial (x; y) map of the scene, especially if the relative velocity of the platform varies over time.
Combining the individual strengths of spectral and spatial scanning, spatiospectral scanning compensates the corresponding weaknesses. Both static and mobile platforms are possible: Either the camera alone or the entire system is moved transverse to the slit. Moreover, each image represents the scene in its two spatial dimensions, one of which is spectrally . Spatiospectral scanning, shown in the camera-obscura plane. (a) While the actual camera is moved transverse to the slit A, the recorded virtual images represent the actual scene as if photographed from the direction of a virtual camera that is tilted. If β φ, the virtual image has the same width w I w S as the actual scene. (b) Shifting the camera produces a sequence (in time t) of diagonal slices of the hyperspectral datacube, as in Fig. 10(d) , cf. coded as y yλ; see Fig. 10(d) . Hence, the spectral data are easily mapped onto the objects in the scene, even if the scanning path is irregular or irretrievable. Tying spatial and spectral scanning together, spatiospectral scanning is more flexible and reliable in application than either of the two alone.
Let us now discuss spatial and spectral resolution along the direction y yλ of the spectrum, based on Fig. 12 . For practical purposes, we assume that the camera is at a distance d I where the spectroscopic image is correctly proportioned (β φ). For maximum spectral resolution, the camera needs to have a point-like entrance pupil [14, 15] , so we model it as a pinhole camera (neglecting diffraction).
The finite width w of the spectroscopic slit A causes an object point to be projected onto the grating G as an image spot of finite width Δw G ; see Fig. 12 . According to the intercept theorem, the width of each image spot is
The width Δw G of each image spot causes a visual widening of each object point, which we will denote Δy. This visual widening Δy relates to the total width w S of the scene (approximately) as the width Δw G of an image spot relates to the total width w G of the spectrally decoded projection on the grating (cf. Fig. 1 ):
The ratios from Eq. (12) become equal as the projection angle Δα in Fig. 12 approaches zero.
Combining Eqs. (11) and (12), we obtain the visual widening
By definition, two adjacent object points are resolved if their image spots overlap halfway. Accordingly, the smallest resolvable spatial feature has width
Furthermore, the finite width w of the spectroscopic slit causes multiple rays to exit the grating as a single ray. Comprising multiple wavelengths, that single ray has a spectral width Δλ. Such a ray may be composed of the full spectrum S λ B ; λ R if the relevant rays from the slit converge at about the dispersion angle δ; see Fig. 12(b) , cf. Eq. (7). This may happen if the slit has the full width
Equation (15) becomes an equality for a ray that exits along the grating normal, based on Eq. (7). Narrowing the slit reduces the number of rays that may converge into a single ray. As Newton already argued in Proposition IV, Problem I of his Opticks [1] , the spectral width relates to the full spectrum as the slit width relates to the full slit width:
The spectral width Δλ is roughly the same for all rays that exit the grating because dispersion is roughly linear, cf. Figs. 4, 7, and 8; cf. [12] . From Eqs. (15) and (16), we obtain the spectral width
Based on Eqs. (14) and (17), spectral resolution is directly proportional to spatial resolution. High spatiospectral resolution is achieved with a narrow slit. In our still-life situation (w 1 mm), the smallest resolvable spatial feature has width w res ≈ 5 mm, based on Eq. (14) . (For obliquely incident light, the aperture's finite thickness makes the slit width effectively smaller than w. In our case, w res is reduced to about 3 mm.) This explains why horizontal lines (a) Rays from a single object point diverge (black) toward the grating, forming an image spot with an apparent size Δβ that determines spatial resolution. Simultaneously, rays from various object points converge (gray) toward a single point on the grating, thus determining spectral resolution. (b) Each ray that exits the grating has a spectral width that is proportional to the slit width w. If w w full , a single ray may comprise the full spectrum.
narrower than the scale marks were invisible. In this example, the spectral width is Δλ ≈ 2 nm, based on Eq. (17) . Remember that Eqs. (14) and (17) are only valid for a camera with a point-like entrance pupil, such as a phone camera [14] , a webcam [15] , or a miniature surveillance camera. The formulas are still approximately correct for the human eye and for a camera with comparably small aperture. As with any hyperspectral imager, spatial and spectral resolutions vary with the width of the camera's entrance pupil, and the pixel resolution of the sensor.
If the camera alone is moved, all images have the same hybrid perspective (cf. Section 2.C), as in Fig. 5 . After all, the virtual camera is merely tilted in the camera-obscura plane; see Fig. 11(a) . The hybrid character is not noticeable if the scene has little parallax or if its depth is limited (compared to the average object distance d S ). Then-for all objects at once-the distance parameters d A and d I can be adjusted toward jM S j 1, using Eqs. (1)- (5), (9), and (10), as in Figs. 5 and 6. Such a stationary platform with a movable camera may be applicable in all areas of hyperspectral imaging, from biomedical imaging [14] to remote sensing, cf. [31] .
If the spectroscope is moved together with the camera, the images will differ along the y-axis. After all, the slit is shifted transverse to the scene, creating different projections in the camera-obscura plane. The difference is not noticeable if the scene has little motion parallax. Hence, the mobile imaging platform is especially suitable for remote sensing.
The basic slit spectroscope may serve as a prototype for advanced imaging platforms. For example, collecting lenses and a direct-vision prism could be added, as in Fig. 13 . Thanks to the lens system, the images would have normal (instead of hybrid) perspective, and the field of view would be equal to the dispersion angle of the prism, analogous to Eq. (7). Increased light throughput would minimize exposure time, thus maximizing the speed of data acquisition. By removing the prism, one could switch from spatiospectral scanning to spatial scanning. In both scanning modes, the same amount of light would hit the sensor (only from different parts of the scene). These potential advancements highlight the simplicity, flexibility, and efficiency of spatiospectral scanning.
Conclusion
Only now-three centuries after Newton's invention-have we discovered that a basic spectroscope can display a whole scene at once. For this insight, we literally had to take a step back.
As we recede from the spectroscopic grating, the field of view increases toward the dispersion angle. Dispersion at the grating allows a viewer to peer through the slit in multiple directions at once. In other words, spectrally decoded camera-obscura projections compose a viewpoint-specific image. The rainbow-colored image has continuous parallax parallel to the slit, emulating a Benton hologram.
Moving transverse to the slit yields thin diagonal slices of a hyperspectral datacube. Therefore, we propose a spatiospectral scanning technique for hyperspectral data acquisition. Both static and mobile platforms are applicable, and a spatial map of the scene is embedded in each spectrum. The narrower the spectroscopic slit, the higher the spatiospectral resolution. Using a basic spectroscope as a prototype, advanced setups can be designed for the proposed spatiospectral scanning technique.
Yielding a datacube, hyperspectral imaging is also called 3D spectroscopy. In hindsight, we may take this abstract term literally: Spectroscopy can produce concrete images with three spatial dimensions.
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