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Scalable clustering algorithms that can work with a wide variety of distance mea-
sures and also incorporate application specific requirements are critically important
for modern day data analysis and predictive modeling. In this thesis, we propose
and analyze a large class of such algorithms, evaluate their performance on bench-
mark datasets and investigate theoretical connections of the proposed algorithms to
lossy compression and stochastic prediction.
First, a wide variety of popular centroid based clustering algorithms are uni-
fied using a large class of distance measures known as Bregman divergences. We
present both hard and soft-clustering algorithms using Bregman divergences. By
establishing a bijection between regular exponential family distributions and reg-
ular Bregman divergences, we note that Bregman soft clustering algorithms are
vii
equivalent to learning mixtures of exponential family distributions, but can be com-
putationally more efficient in practice. We also design algorithms for clustering
directional data that generate balanced clusters, i.e., clusters of comparable sizes, a
desirable property in certain practical applications. Experimental results show that
such algorithms perform well for high-dimensional problems such as text clustering.
A general framework for scaling up balanced clustering algorithms is then
proposed. The framework is applicable to all the algorithms presented in this thesis
as well as a wide variety of other algorithms. Extensive experimental results on
benchmark datasets are provided to establish the efficacy of the proposed frame-
work. Further, we propose a new method for evaluation and model selection for
clustering that can be applied to practically any clustering algorithm. The method
is applicable in a transductive setting and measures the predictive accuracy of a
clustering algorithm.
A detailed analysis of the connections of rate distortion theory to the pro-
posed clustering algorithms, in particular the Bregman clustering algorithms, is also
presented. In the process, we establish some key theoretical results in rate distortion
theory for Bregman divergences, special cases of which has been studied in the liter-
ature using squared Euclidean distance. Also, we generalize a widely known result
in stochastic prediction by establishing that the conditional expectation is the op-
timal predictor of a random variable if and only if the prediction error is measured
by a Bregman divergence. This results explains the fundamental reason behind the





List of Tables xiv
List of Figures xv
Chapter 1 Introduction 1
1.1 Why Scalable Clustering Algorithms? . . . . . . . . . . . . . . . . . 2
1.2 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.2.1 Hard Clustering with Bregman Divergences . . . . . . . . . . 6
1.2.2 Soft Clustering with Bregman Divergences . . . . . . . . . . . 6
1.2.3 Clustering on the Hypersphere . . . . . . . . . . . . . . . . . 7
1.2.4 Scalable Clustering with Balancing Constraints . . . . . . . . 7
1.2.5 Evaluation and Model Selection for Clustering . . . . . . . . 7
1.2.6 Rate Distortion with Bregman Divergences . . . . . . . . . . 7
1.2.7 Optimal Stochastic Prediction . . . . . . . . . . . . . . . . . 8
1.3 Notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
Chapter 2 Related Work 10
2.1 Clustering techniques: A brief survey . . . . . . . . . . . . . . . . . . 11
ix
2.1.1 Partitioning methods . . . . . . . . . . . . . . . . . . . . . . . 11
2.1.2 Hierarchical methods . . . . . . . . . . . . . . . . . . . . . . . 13
2.1.3 Density-based methods . . . . . . . . . . . . . . . . . . . . . 14
2.1.4 Graph-based methods . . . . . . . . . . . . . . . . . . . . . . 16
2.2 Scalable Clustering . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.3 Learning with Bregman divergences . . . . . . . . . . . . . . . . . . 20
2.4 Evaluation of Clustering . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.5 Rate Distortion Theory . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.6 Stochastic Prediction . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
Chapter 3 Hard Clustering with Bregman Divergences 25
3.1 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.2 Bregman Information . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.2.1 Clustering Formulation . . . . . . . . . . . . . . . . . . . . . 34
3.2.2 Clustering Algorithm . . . . . . . . . . . . . . . . . . . . . . . 38
Chapter 4 Soft Clustering with Bregman Divergences 41
4.1 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.1.1 Exponential families . . . . . . . . . . . . . . . . . . . . . . . 42
4.1.2 Expectation parameters and Legendre duality . . . . . . . . . 44
4.1.3 Exponential families and Bregman divergences . . . . . . . . 46
4.1.4 Bijection with regular Bregman divergences . . . . . . . . . . 50
4.1.5 Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.2 Bregman Soft Clustering . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.2.1 Soft Clustering as Mixture Density Estimation . . . . . . . . 59
4.2.2 EM for Mixture Models based on Bregman Divergences . . . 60
4.2.3 An Alternative Formulation for Bregman Clustering . . . . . 65
x
Chapter 5 Clustering on the Hypersphere 67
5.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.2 Clustering on a Hypersphere . . . . . . . . . . . . . . . . . . . . . . 70
5.3 Frequency Sensitive Assignments . . . . . . . . . . . . . . . . . . . . 74
5.4 Algorithms for Static Data . . . . . . . . . . . . . . . . . . . . . . . 78
5.5 Algorithm for Streaming Data . . . . . . . . . . . . . . . . . . . . . . 79
5.6 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.6.1 Performance Measures . . . . . . . . . . . . . . . . . . . . . . 86
5.6.2 Experiments with Static Algorithms . . . . . . . . . . . . . . 88
5.6.3 Experiments with the Streaming Algorithm . . . . . . . . . . 92
5.7 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
Chapter 6 Scalable Clustering with Balancing Constraints 105
6.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
6.2 Sampling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
6.3 Clustering of the Sampled Set . . . . . . . . . . . . . . . . . . . . . . 112
6.3.1 Euclidean kmeans . . . . . . . . . . . . . . . . . . . . . . . . 113
6.3.2 Spherical kmeans . . . . . . . . . . . . . . . . . . . . . . . . . 114
6.4 Populating and Refining the Clusters . . . . . . . . . . . . . . . . . . 114
6.4.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
6.4.2 Details of Part 1: Populate . . . . . . . . . . . . . . . . . . . 117
6.4.3 Details of Part 2: Refine . . . . . . . . . . . . . . . . . . . . . 121
6.5 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
6.5.1 Datasets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
6.5.2 Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
6.5.3 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
6.5.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
xi
Chapter 7 Evaluation and Model Selection for Clustering 140
7.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
7.2 The PAC-MDL Bound . . . . . . . . . . . . . . . . . . . . . . . . . . 142
7.3 Application to Clustering . . . . . . . . . . . . . . . . . . . . . . . . 143
7.3.1 PAC-MDL Bound for Clustering . . . . . . . . . . . . . . . . 144
7.3.2 The Right Number of Clusters . . . . . . . . . . . . . . . . . 146
7.3.3 The Right Algorithm . . . . . . . . . . . . . . . . . . . . . . . 146
7.4 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
7.4.1 Datasets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
7.4.2 Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
7.4.3 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
7.4.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
7.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
Chapter 8 Rate Distortion with Bregman Divergences 159
8.1 Rate Distortion Theory for Bregman Divergences . . . . . . . . . . . 160
8.2 Rate Distortion for Fixed Finite Cardinality Reproduction Alphabet 162
8.3 Equivalence with Mixture Estimation for Exponential Families . . . 164
8.3.1 Equivalence Theorem . . . . . . . . . . . . . . . . . . . . . . 166
8.3.2 Equivalence with Soft Clustering . . . . . . . . . . . . . . . . 169
8.4 Compression vs. Bregman Information Trade-off . . . . . . . . . . . 170
8.4.1 Information Bottleneck Revisited . . . . . . . . . . . . . . . . 172
Chapter 9 Optimal Stochastic Prediction 174
9.1 The optimal Bregman predictor . . . . . . . . . . . . . . . . . . . . . 175
9.2 The Exhaustiveness property of BLFs . . . . . . . . . . . . . . . . . 178
9.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186
Chapter 10 Conclusion 188
xii
Appendix A Properties of Bregman Divergences 191
Appendix B Exponential Family and Bregman Divergences 195
B.1 Proof of Theorem 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195
B.2 A Related Theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . 198
Appendix C Rate Distortion Theory for Bregman Divergences 202
C.1 Proof of Theorem 9 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 202





3.1 Bregman divergences generated from some convex functions. . . . . . 28
4.1 Various functions of interest for some popular exponential distribu-
tions. For all the cases shown in the table, x is the sufficient statistic.
Note that for the Gaussian examples the variance σ is assumed to be
constant. The number of trials, N , for the binomial and multinomial
examples is also assumed to be constant. . . . . . . . . . . . . . . . . 55
6.1 Number of samples required to achieve a given confidence level for
k=10 and s=50 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
xiv
List of Figures
1.1 Flow of the thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
5.1 Comparison between the static algorithms on the Classic3 data: (a)
the normalized mutual information values, (b) the spkmeans objective
function values, (c) the standard deviation in cluster sizes, and (e)
the ratio of the minimum to expected cluster size values, averaged
over 10 runs of each algorithm. . . . . . . . . . . . . . . . . . . . . . 89
5.2 Comparison between the static algorithms on the News20 data: (a)
the normalized mutual information values, (b) the spkmeans objective
function values, (c) the standard deviation in cluster sizes, and (e)
the ratio of the minimum to expected cluster size values, averaged
over 10 runs of each algorithm. . . . . . . . . . . . . . . . . . . . . . 98
5.3 Comparison between the static algorithms on the Yahoo20 data: (a)
the normalized mutual information values, (b) the spkmeans objective
function values, (c) standard deviation in cluster sizes, and (e) the
ratio of the minimum to expected cluster size values, averaged over
10 runs of each algorithm. . . . . . . . . . . . . . . . . . . . . . . . . 99
xv
5.4 Comparison between streaming and static algorithms on the Classic3
data: (a) the normalized mutual information values, (b) the spkmeans
objective function values, (c) the standard deviation in cluster sizes,
and (d) the ratio of minimum to the expected cluster size values,
averaged over 10 runs of each algorithm. . . . . . . . . . . . . . . . . 100
5.5 Comparison between streaming and static algorithms on the News20
data: (a) the normalized mutual information values, (b) the spkmeans
objective function values, (c) the standard deviation in cluster sizes,
and (d) the ratio of the minimum to the expected cluster size values,
averaged over 10 runs of each algorithm. . . . . . . . . . . . . . . . . 101
5.6 Comparison between streaming and static algorithms on the Yahoo20
data: (a) the normalized mutual information values, (b) the spkmeans
objective function values, (c) the standard deviation in cluster sizes,
and (d) the ratio of minimum to the expected cluster size values,
averaged over 10 runs of each algorithm. . . . . . . . . . . . . . . . . 102
5.7 Comparison of NMI and SDCS values over epochs (infs100-spkmeans)
on particular runs for Classic3, News20 and Yahoo20 datasets. . . . 103
5.8 Comparison of NMI and SDCS values over epochs (infs1000-spkmeans)
on particular runs for Classic3, News20 and Yahoo20 datasets. . . . 104
6.1 Results on classic3: normalized mutual information at balancing frac-
tions (a) 0.3, and (b) 0.9; (c) normalized mutual information for 3
clusters; (d) standard deviation of cluster sizes at balancing fraction
0.7; minimum-to-average ratio of cluster sizes for balancing fractions
(e) 0.3, and (f) 0.9. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
xvi
6.2 Results on news20: normalized mutual information at balancing frac-
tions (a) 0.3, and (b) 0.9; (c) normalized mutual information for 3
clusters; (d) standard deviation of cluster sizes at balancing fraction
0.7; minimum-to-average ratio of cluster sizes for balancing fractions
(e) 0.3, and (f) 0.9. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
6.3 Results on small-news20: normalized mutual information at balancing
fractions (a) 0.3, and (b) 0.9; (c) normalized mutual information for 3
clusters; (d) standard deviation of cluster sizes at balancing fraction
0.7; minimum-to-average ratio of cluster sizes for balancing fractions
(e) 0.3, and (f) 0.9. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
6.4 Results on similar-1000: normalized mutual information at balancing
fractions (a) 0.3, and (b) 0.9; (c) normalized mutual information for 3
clusters; (d) standard deviation of cluster sizes at balancing fraction
0.7; minimum-to-average ratio of cluster sizes for balancing fractions
(e) 0.3, and (f) 0.9. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
6.5 Results on yahoo: normalized mutual information at balancing frac-
tions (a) 0.3, and (b) 0.9; (c) normalized mutual information for 3
clusters; (d) standard deviation of cluster sizes at balancing fraction
0.7; minimum-to-average ratio of cluster sizes for balancing fractions
(e) 0.3, and (f) 0.9. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
6.6 Results on nsf-top30: normalized mutual information at balancing
fractions (a) 0.3, and (b) 0.9; (c) normalized mutual information for
3 clusters; (d) standard deviation of cluster sizes at balancing fraction
0.7; minimum-to-average ratio of cluster sizes for balancing fractions
(e) 0.3, and (f) 0.9. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
xvii
7.1 Test set error rate bounds for KMeans and SPKMeans on cmu-different-
1000 and cmu-same-1000: 10 runs with different initializations for 3
clusters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
7.2 Test-set error-rate bounds for KMeans and SPKMeans on cmu-different-
1000 and cmu-same-1000: Best over 10 runs with different initializa-
tions over a cluster number range of (2 to 20). . . . . . . . . . . . . . 152
7.3 Test-set error-rate bounds for each algorithm on all the 11 datasets:
classic2, calssic3, cmu-different-1000, cmu-similar-1000, cmu-same-1000,
cmu-different-100, cmu-similar-100, cmu-same-100, cmu-newsgroup-clean-
1000, cmu-newgroup-clean-100, yahoo: Best over all number of clusters
and initializations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
7.4 Test set error rate bounds for classic2, classic3, cmu-different-100, cmu-
different-1000: Best over all algorithms, cluster numbers, initializations155
7.5 Test set error rate bounds for cmu-same-100, cmu-same-1000, cmu-
newsgroup-clean-100 and cmu-newsgroup-clean-1000: Best over all al-
gorithms, cluster numbers, initializations . . . . . . . . . . . . . . . . 156
7.6 Test-set error-rate bounds on 11 datasets for 4 languages: Simple,




Clustering can be defined as the process of organizing a collection of patterns into
groups or clusters whose members are similar in some way. As a branch of statis-
tics, cluster analysis has been studied extensively for many years, focusing on both
similarity-based as well as distance-based clustering [JD88, ELL80]. Clustering has
also been studied in the field of machine learning as a type of unsupervised learn-
ing because it does not rely on predefined class-labeled training examples [DHS00].
However, efforts to perform effective and efficient clustering on large datasets only
started in recent years with the emergence of data mining.
There are two major approaches to clustering: generative and discriminative.
In a generative approach, the patterns are assumed to have been generated by a
probabilistic pattern generation process that is dependent on certain parameters.
Quite often there is a well-defined mapping between these parameters and the data
clusters, though in some cases there is no such explicit mapping. The corresponding
clustering algorithm tries to make the best estimate of the parameters and obtains
the data clusters using these estimates. Such a framework corresponds to the model-
based or parametric approaches in classical pattern recognition. In a discriminative
approach, no assumption is made regarding the source or method of generation
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of the patterns. However, it is assumed that the patterns exist in a space that
has a well-defined distance or similarity measure between any pair of patterns in
that space. The patterns are placed into separate groups so that patterns within a
cluster have high similarity with one another but are dissimilar to patterns in other
clusters. This roughly corresponds to the non-parametric approaches in classical
pattern recognition.
Clustering comes in two flavors: hard and soft. In hard clustering, every data
point uniquely belongs to one cluster. Thus, a clustering algorithm effectively par-
titions the data into disjoint sets based on their cluster assignment. Hard clustering
algorithms can be either generative or discriminative. In soft clustering, data points
have a probability of being assigned to all the clusters. Soft clustering is naturally
more closely associated with generative models. Further, hard clustering can be
viewed as a special case of soft clustering where the probabilities are either 1 or 0.
1.1 Why Scalable Clustering Algorithms?
With the development of computational and information technology, a plethora
of digital data in various forms, e.g., content and link information from the web,
hyperspectral data from satellites, transaction data from businesses, microarray
gene expression data from computational biology, stock and currency trading data
from financial markets, are now readily available. We look at a few examples to
understand the scale of the current datasets where data analysis and clustering is
routinely performed:
1. A publicly available benchmark dataset sampled from 20 Usenet newsgroups,
has 1000 English text messages from each newsgroup [N20]. Using the “bag
of words” model for text analysis, the dimensionality of the data is around
25,000, which is the size of the dictionary used to model the data. Since each
newsgroup post uses only a small number of words from the entire dictionary,
2
the data is very sparse. Thus, the data has 20,000 very sparse data points in
a 25,000 dimensional space.
2. Another interesting dataset is based on National Science Foundation (NSF)
grant proposals [NSF]. The data consists of abstracts of more than 130,000
grant proposals that were given funding over a period of 14 years, from 1990 to
2003. With a “bag of words” model, the dimensionality of the data is around
45,000. The data is sparse since each abstract uses only a very small fraction
of the words in the entire dictionary.
3. Among the public domain movie recommendation data available, the popular
Eachmovie dataset, collected by HP/Compaq research for over 18 months from
1995 to 1997, consisted of 2,811,983 ratings entered by 72,916 users for 1628
different movies [Mov].
Such recent benchmark datasets are clearly orders of magnitude larger than the
classical predictive modeling datasets such as Iris, which contains 150 data points in
4 dimensions. However, certain real world datasets are orders of magnitude larger
than even these “large” benchmarks. We consider a few examples:
1. The actual Usenet has close to 950 top level categories and around 55,000
newsgroups. The total number of messages in all newsgroups cached over
several years is over a billion postings.
2. Web search is a domain that has motivated significant recent research in data
analysis and clustering. The popular search engine Google currently indexes
over 8 billion webpages.
3. The Dun & Bradstreet (D&B) database is a widely used resource where data
analysis techniques are frequently applied. The database contains relevant
information on more than a million American and Canadian companies, as
well as an equally large number of international companies.
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Data clustering has been applied to various degrees on all the above examples and
many others.
Since clustering often forms the first-stage analysis before applying other
data mining techniques, it is important in many (perhaps most) domains that the
clustering algorithm be fast and must be able to handle very large datasets. In fact,
clustering is often used as a pruning mechanism so that un-interesting and obvious
clusters as well as outliers can be discarded before proceeding with further analysis.
In other situations, such as clustering of genes using micro-array data, clustering
is the critically important step in the analysis and getting good quality clusters
is important. Such considerations motivate the study of both fast clustering algo-
rithms with provable properties as well as methods for scaling up existing clustering
algorithms.
In addition to the requirement of being scalable, modern day problems often
pose other requirements or constraints on clustering models and algorithms, that
need to be considered for the algorithms to be useful in practice:
1. Unlike classical datasets such as Iris, which were low-dimensional and well-
separated according to Euclidean distance, most of the modern day datasets
have diverse characteristics that violate such assumptions. Often they reside
in spaces where Euclidean distance is not meaningful. Hence, it is desirable
to have clustering algorithms that are applicable for a large class of distance
measures. Then, for a given application, the practical task will be only to
choose an appropriate distance function from that class.
2. Many practical clustering tasks require that the clusters generated be of com-
parable sizes. For example, a direct marketing campaign often starts with
segmenting customers into groups of roughly equal size or equal estimated
revenue generation, (based on, say, market basket analysis, or purchasing be-
havior at a web site), so that the same number of sales teams or marketing
4
dollars can be allocated to each segment. Even when such a balancing require-
ment is not there, it is often desirable to introduce such constraints to prevent
empty or degenerate cluster formation.
3. The typical view of a dataset being a fixed flat file is not very realistic in
many situations. In practice, datasets grow over time. For example, for a
large retail store such as Walmart or online business such as Amazon, every
transaction is recorded and the size of the purchase data grows every day.
Hence, it is desirable to have online clustering algorithms that are applicable
to ever growing data without having to store everything explicitly.
In this thesis, we focus on developing scalable clustering algorithms under one or
more of the requirements outlined above.
1.2 Overview
Chapters 3-7 are devoted to the development and analysis of efficient clustering
algorithms. Chapters 3 and 4 present clustering algorithms that can use a large
class of distance measures known as Bregman divergences. Chapter 5 focuses on
efficient clustering of directional data, such as certain text datasets, while generating
approximately balanced clusters. In Chapter 6, we present a general framework for
scaling up clustering algorithms. Evaluation and model selection is an important
issue in clustering and we propose a new method in Chapter 7. Chapters 8 and
9 present theoretical analyses showing connections of our work, in particular the
Bregman clustering algorithms, to rate distortion theory and stochastic prediction.
The flow of the thesis is shown in Figure 1.1.
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Chapter 3























Figure 1.1: Flow of the thesis
1.2.1 Hard Clustering with Bregman Divergences
In Chapter 3, we present a class of hard clustering algorithms based on a very general
class of distortion functions called Bregman divergences. Since there is a Bregman
divergence corresponding to every strictly convex and differentiable convex function,
the resulting class of algorithms is quite general. Further, it includes several popular
algorithms such as kmeans, information-theoretic clustering, LBG clustering etc., as
special cases for particular choices of convex functions.
1.2.2 Soft Clustering with Bregman Divergences
In Chapter 4, we present a class of soft-clustering algorithms based on Bregman
divergences. In the process, we prove a fundamental connection between Bregman
divergences and the exponential family of distributions, which include almost all
popular parametric distributions such as Gaussians, Bernoulli, multinomial, Poisson,
etc. Further, the connection also implies that our soft-clustering algorithms give an
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efficient way to fit mixtures of exponential family distributions to observed data.
1.2.3 Clustering on the Hypersphere
It has been observed that L2 normalization of data often forms a better representa-
tion in several important domains, such as information retrieval and recommender
systems. In Chapter 5, we present batch as well as online algorithms for clustering
data that is L2 normalized and hence lie on the unit hypersphere.
1.2.4 Scalable Clustering with Balancing Constraints
In many practical scenarios, the requirement is to get a scalable clustering algorithm
with a pre-specified minimum number of points per cluster. Chapter 6 presents a
general framework for obtaining scalable clustering algorithms in the presence of
such balancing constraints. The framework is applicable to a large class of clustering
algorithms including all algorithms discussed in the earlier chapters.
1.2.5 Evaluation and Model Selection for Clustering
Evaluation and model selection, in particular, selecting the number of clusters is a
critical issue in clustering. In Chapter 7, we present an objective evaluation selection
criterion for clustering based on its predictive performance. The criterion also gives
a way of model selection in that models that have low error-rate bounds on future
data are preferred.
1.2.6 Rate Distortion with Bregman Divergences
Rate distortion theory studies the fundamental limits of lossy compression of a
stochastic source. In Chapter 8, we present results in rate distortion theory when
distortion is measured by a Bregman divergence. In particular, we show that the
rate distortion function can be either obtained analytically or computationally. The
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computational algorithm is exactly the same as the corresponding Bregman soft
clustering algorithm. The analysis gives a theoretical understanding of what the
clustering algorithms are trying to achieve: optimal lossy compression.
1.2.7 Optimal Stochastic Prediction
In Chapter 9, we study optimal stochastic prediction when error in prediction is
measured using a Bregman divergence. A widely used result in probability theory
states that the conditional expectation is the least square predictor. We show that
the conditional expectation is the optimal predictor if and only if loss is measured
by a Bregman divergence. The well known result in probability theory follows as a
special case of our result since squared Euclidean distance is a Bregman divergence.
Further, a key property that makes our proposed Bregman clustering algorithms
efficient and scalable is also due to a special case of this result.
1.3 Notation
A word about the notation: bold faced variables, e.g., x,µ, are used to represent
vectors. Sets are represented by calligraphic upper-case alphabets, e.g., X ,Y. Ran-
dom variables are represented by upper-case alphabets, e.g., X,Y . The symbols
R,Z and Rd denote the set of reals, the set of integers and the d-dimensional real
vector space respectively. Further, R+ and R++ denote the set of non-negative and
positive real numbers. For x,y ∈ Rd, ‖x‖ denotes the L2 norm, and 〈x,y〉 denotes
the inner product. Unless otherwise mentioned, log will represent the natural loga-
rithm. Probability density functions (with respect to the Lebesgue or the counting
measure) are denoted by lower case alphabets such as p, q. If a random variable X
is distributed according to ν, expectation of functions of X are denoted by EX [·] or
by Eν [·] when the random variable is clear from the context. The interior, relative
interior, boundary, closure and closed convex hull of a set X are denoted by int(X ),
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ri(X ), bd(X ), cl(X ) and co(X ) respectively. The effective domain of a function f ,
i.e., set of all x such that f(x) < +∞ is denoted by dom(f) while the range is





This chapter gives a brief survey of previous work on data clustering and related
literature. The algorithms and techniques described in this survey are from both
the classical as well as the more recent data-mining oriented pattern recognition
community.
This chapter has six sections, each one appropriate for a set of subsequent
chapters. In section 2.1, a survey of existing well-known clustering techniques is
presented. This a summary of the basic ideas as well as the state of the art in
clustering, although it is far from comprehensive. In section 2.3, we review how
a large class of distortion functions called Bregman divergences have been used in
the machine learning literature. Section 2.2 summarizes various methods that have
been proposed in the data mining literature for scaling up clustering algorithms.
In section 2.4, we summarize standard evaluation and model-selection techniques
for clustering, which remains a widely debated issue to date. We briefly review
rate distortion theory in section 2.5. Finally, we discuss the basics of stochastic
prediction in section 2.6.
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2.1 Clustering techniques: A brief survey
Depending on the assumptions made while formulating the clustering problem as
well as the way the algorithm handles the data, clustering algorithms are typically
roughly divided into four major categories: partitioning methods, hierarchical meth-
ods, density-based methods, and graph-based methods. The basic model of clustering
used in each of these methods will be discussed as the algorithms are presented. In
fact, two different algorithms under the same method may actually be based on the
two different models of clustering. Most of these algorithms have been designed and
nurtured to work on vector type data only and there is no direct way to make them
handle sequences or other non-vector type data.
2.1.1 Partitioning methods
Partitioning algorithms for clustering have been popular long before the emergence
of data mining. Given a set of n objects in a d-dimensional space and the number
of clusters k, a partitioning algorithm organizes the objects into k clusters such
that the total deviation of each object from its cluster representative is minimized.
Typically, this approach follows the generative model for clustering.
This section presents a brief discussion on the three most well known parti-
tioning methods: the expectation maximization (EM) algorithm (for mixture densi-
ties) [DLR77], the KMeans algorithm [Mac67, DHS00], and variants of the KMedian
algorithm [JV01]. The three algorithms have different assumptions regarding the
representation of the clusters and hence try to optimize different objective func-
tions based on those assumptions. However, all of them essentially try to find k
cluster centers or distributions that best represent the observed data under certain
assumptions. Finding the globally optimum k centers or distributions is known to
be NP-hard and these algorithms only guarantee a local optimum.
The generative model assumptions typically used for such algorithms is as
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follows: the set of n observed points X = {xi}ni=1 actually come from a underlying
parametric distribution which is a mixture of k probability distributions so that for





where the parameter vector Γ = (α1, · · · , αk, θ1, · · · , θk) such that
∑k
i=1 αi = 1
and each ph is a density function parameterized by θh. The most commonly used
component density function is the d-dimensional Gaussian for which θh = (µh,Σh),









Each of these components are assumed to represent a cluster Ch, h = 1, · · · , k and
each of the n points are assumed to come from exactly one of the components and
hence belong to the corresponding cluster. The clustering problem is to make the
best possible estimate of the component densities under certain assumptions and
assign a cluster label to each of the data points based on the most likely component
that might have generated it. Let X denote the random variable corresponding
to the mixture distribution. Let us assume the existence of a random variable Z
that contain necessary information about the component generating any particular
sample, i.e., the cluster assignment of any sample. Let Z = {zi}ni=1 be the set of
such assignments for the entire observed data X . Assuming that the samples were
drawn independently, the clustering algorithm tries to find the values of the model




log p(xi, zi|Γ) (2.3)
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Note that unless Z is known, one cannot directly solve the maximum likelihood
estimation problem. However, Z is not known in practice. The classical way to
address this problem is to find the parameters so that the expected value of the
log-likelihood is maximized where the expectation is computed over the conditional




EZ|xi,Γ[log p(xi, Z|Γ)] (2.4)
Again, this cannot be directly solved since p(Z|X,Γ) is not known. This problem
is solved by the Expectation Maximization technique that starts from an arbitrary
choice of Θ and iteratively improves the estimates of Γ and p(Z|X,Γ) while trying
to maximize the current estimate of the expected log-likelihood [DLR77]. The tech-
nique is guaranteed to converge to a local maximum of the expected log-likelihood.
Clustering algorithms based on EM differ from each other depending on what
assumptions are made about the density components, the nature of Z and how the
conditional distribution p(Z|X,Θ) is computed. In EM for Mixture of Gaussians,
the individual components are assumed to be Gaussians and EM is applied to get
the clustering. In KMeans, it is further assumed that αh =
1
k , Σh = εI, where I is
the identity matrix, and ε → 0+ [KMN97]. KMedian is similar in flavor to KMeans
but has the extra assumption that µh ∈ X , h = 1, · · · , k. This makes KMedian an
integer programming problem that the general EM framework cannot handle. Hence
solving the KMedian problem requires a rather different approach [JV01].
2.1.2 Hierarchical methods
A hierarchical method creates a hierarchical decomposition of the given data objects
forming a dendogram. The dendogram can be formed in two ways: bottom-up and
top-down. The bottom-up approach, also called the agglomerative approach, starts
13
with each object forming a separate group. It successively merges the objects or
groups that are closest according to some distance measure, until a termination con-
dition is satisfied. The top-down approach, also called the divisive approach, starts
with all the objects in the same cluster. In each successive iteration, a cluster is split
into smaller clusters according to some measure until a termination condition is sat-
isfied. Typically hierarchical approaches use the discriminative model of clustering,
although generative interpretations of such models are possible.
Earlier hierarchical clustering methods such as AGNES and DIANA [KR90]
suffered from the use of over-simplified measures for splitting and merging. Also, the
merge or split operation was done irreversibly. This simple rigid approach resulted
in erroneous clusters being found. In order to enhance the effectiveness of hierar-
chical clustering algorithms, recent methods have adopted one of the two following
approaches. The first approach, represented by algorithms such as CURE [GRS98]
and CHAMELEON [KHK99], utilizes a more complex principle when splitting or
merging the clusters. Even though the split or merge operations are irreversible in
these algorithms, they are very effective because of the use of somewhat involved
techniques for the operations. The second approach, represented by algorithms such
as BIRCH [ZRL96], is to obtain an initial result by using a hierarchical agglomerative
algorithm and then refining the result using iterative relocation.
2.1.3 Density-based methods
Many partitioning methods cluster objects based on a variant of the Euclidean
distance between objects from the cluster representatives. Such methods can find
only “spherical” shaped clusters and encounter difficulty in discovering clusters of
arbitrary shapes. In order to discover clusters of arbitrary shapes, some clustering
methods have been developed based on the notion of density. These typically regard
clusters as dense regions of objects in the data space that are separated by regions
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of low density. Density-based methods can be used to filter out noise and discover
clusters of arbitrary shape.
The DBSCAN algorithm [EKSX96] judges the density around the neighbor-
hood of an object to be sufficiently high if the number of points within a distance
ε of an object is greater than MinPts number of points. As the clusters discovered
are dependent on the parameters ε and MinPts, DBSCAN relies on the user’s abil-
ity to select a good set of parameters. To help overcome this problem, a cluster
ordering method called OPTICS [ABKS99] was proposed. Rather than producing
a data set clustering explicitly, OPTICS computes an augmented cluster ordering
for automatic and interactive cluster analysis. Both these algorithms rely on spatial
index structures and are not very efficient for high-dimensional data.
To handle higher dimensional data, DENCLUE [HK98] models the overall
density of a point analytically as the sum of the influence functions of data points
around it. To compute the sum of influence functions efficiently, a grid structure
is utilized. Though DENCLUE seems to perform experimentally better than DB-
SCAN, a careful selection of clustering parameters is required.
As mentioned earlier, density-based methods like DBSCAN and OPTICS
are index-based methods that face a breakdown in efficiency when the number of
dimensions is high. To enhance the efficiency of clustering, a grid-based clustering
approach uses a grid data structure. It quantizes the data space into a finite number
of cells that form a grid structure on which all of the clustering are performed.
The main advantage of the approach is its fast processing time that is typically
independent of the number of data objects, yet dependent only on the number of
cells in each dimension in the quantized space.
Some typical examples of the grid-based approach include STING [WYM97],
that explores statistical information stored in the grid cells; WaveCluster [SCZ98],
that clusters objects using a wavelet transform method; and CLIQUE [AGGR98],
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that represents a grid- and density-based approach in high-dimensional data space.
A grid-based approach is usually more efficient than a density-based approach es-
pecially in high-dimensions. On the other hand, the use of summarized information
causes it to lose effectiveness under certain circumstances.
2.1.4 Graph-based methods
Graph-based methods transform the clustering problem into a combinatorial op-
timization problem that is solved using graph algorithms and related heuristics.
Typically, if n points are to be clustered, an undirected weighted graph G = (V,E)
is constructed whose vertices are the n points so that |V | = n. An edge connect-
ing any two vertices has a weight equal to a suitable similarity measure between
the corresponding data-points. The choice of the similarity measure quite often
depends on the problem domain, e.g., Jaccard coefficient for market baskets, nor-
malized dot products for text, etc. With this setup, the clustering problem becomes
one of finding a min-cut in the graph G. However, for k > 2, the min-cut problem
is NP-complete [GJ79] and so most of the graph-based techniques are approximate
solutions or good heuristics.
Some of the well known graph-based clustering algorithms include ROCK
[GRS99], Chameleon [KHK99], Metis [KK98] and Opossum [SG00]. ROCK is an
agglomerative hierarchical clustering technique for categorical attributes. It uses
the binary Jaccard coefficient and a thresholding criterion to form unweighted edges
connecting the data points. A key idea in ROCK is to define transitive neighbor
relationship, i.e., in addition to using simple neighbors (according to the adjacency
matrix A), all pairs having common neighbors (adjacency according to the ma-
trix ATA) are also considered neighbors. The common neighbors are used to de-
fine interconnectivity between clusters which is used to merge clusters. Chameleon
starts with partitioning the data into a large number of small clusters by parti-
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tioning the v-nearest neighbor graph. In the subsequent stages clusters are merged
based on inter-connectivity. Metis is a fast multi-level framework for partitioning
of weighted undirected graphs that has three stages: (a) coarsening of the graph by
collapsing appropriately chosen vertices, (b) an initial partitioning of the coarsened
graph, and (c) un-coarsening and refining the partitions of the graph. Opossum
uses the extended Jaccard coefficient to form undirected weighted edges connecting
the data-points and also allows weighing the data-points themselves. It performs
sample-balanced or value-balanced clustering of the data using Metis to partition
the weighted similarity graph.
2.2 Scalable Clustering
The past few years have witnessed a growing interest in clustering algorithms that
are suitable for data-mining problems [JMF99, HKT01, Fas99, Gho03]. Cluster-
ing algorithms for data-mining problems must be extremely scalable. In addition,
several data mining applications demand that the clusters obtained be balanced,
i.e., be of approximately the same size or importance. There are several notable
approaches that address the scalability issue. Some approaches try to build the
clusters dynamically by maintaining sufficient statistics and other summarized in-
formation in main memory while minimizing the number of database scans involved.
For example, Bradley et al. [BFR98b, BFR98a] propose out-of-core methods that
scan the database once to form a summarized model (for instance, the size, sum and
sum-squared values of potential clusters, and well as a small number of unallocated
data-points) in main memory. Subsequent refinement based on this summarized
information is then restricted to main memory operations without resorting to fur-
ther disk scans. Another method with a similar flavor [ZRL96] compresses the data
objects into many small subclusters using modified index trees and performs clus-
tering with these subclusters. A different approach is to subsample the original data
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before applying the actual clustering algorithms [CKPT92, GRS98]. Ways of effec-
tively sampling large datasets have also been proposed [PF99]. [DH01] suggest using
less number of points in each step of an iterative relocation optimization algorithm
like kmeans as long as the model produced does not differ significantly from the one
that would be obtained with full data.
Several of these methods are linear in the number of data-points N as well
as the number of clusters k and hence scale very well. However their “sequential
cluster building” nature prevents a global view of the emergent clustering that is
needed for obtaining well-formed as well as reasonably balanced clusters. Even
the venerable KMeans does not have any explicit way to guarantee that there is at
least a certain minimum number of points per cluster, though it has been shown
that KMeans has an implicit way of preventing highly skewed clusters [KMN97].
Experiments with KMeans show that it quite often generates some clusters that are
empty or extremely small, specially when the data is in high dimensional (> 100)
space. This is undesirable in certain practical scenarios where clusters should be
of comparable sizes to be actually useful and actionable. For example, a direct
marketing campaign often starts with segmenting customers into groups of roughly
equal size or equal estimated revenue generation, (based on, say, market basket
analysis, or purchasing behavior at a web site), so that the same number of sales
teams (or marketing dollars) can be allocated to each segment. In large retail
chains, one often desires product categories/groupings of comparable importance,
since subsequent procedures such as shelf space allocation and product placement
are influenced by the objective of allocating resources proportional to revenue or
gross margins associated with the product groups. In clustering of a large corpus of
documents to generate topic hierarchies, balancing greatly facilitates navigation by
avoiding the generation of hierarchies that are highly skewed, with uneven depth in
different parts of the hierarchy “tree” or having widely varying number of documents
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at the leaf nodes.
There are a few existing approaches for obtaining balanced clusters. First,
an agglomerative clustering method can be readily adapted so that once a cluster
reaches a certain size in the bottom-up agglomeration process, it can be removed
from further consideration. However, this may significantly impact cluster quality.
Moreover, agglomerative clustering methods have a complexity of Ω(N 2) and hence
does not scale well. A recent approach to obtain balanced clusters is to convert the
clustering problem into a graph partitioning problem[KK98, SG00]. A similarity
graph between data points is formed and partitioned by efficient algorithms such
as METIS [KK98] that also incorporate a soft balancing constraint. Though this
approach gives very good results, Ω(N 2) computation is required just to compute
the similarity matrix. Another approach is to iterate over kmeans but do the cluster
assignment by solving a minimum cost flow problem satisfying constraints [BBD00]
on the cluster sizes. This approach is O(N 3) and has even poorer scaling proper-
ties. A detailed study of constrained clustering in large databases is presented by
Tung et. al. [TNLH01]. In particular, the authors show that the decision version
of the balanced clustering problem is NP-hard, as expected, and go on to propose
algorithms for getting to a locally optimal solution to the problem.
An alternative approach to obtain balanced clustering is via frequency sensi-
tive competitive learning methods for clustering [AKCM90], where clusters of larger
sizes are penalized so that points are less likely to get assigned to them. Such a
scheme can be applied both in the batch as well as in the online settings [BG04].
Although frequency sensitive assignments can give fairly balanced clusters in prac-
tice, there is no obvious way to guarantee that every cluster will have at least a
pre-specified number of points.
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2.3 Learning with Bregman divergences
Bregman divergences [Bre67, CZ98] are a large class of distortion functions derived
from convex functions that play a central role in this thesis. Given any differentiable,
strictly convex function φ, the Bregman divergence between x and y, the domain
of φ, is defined as:
dφ(x,y) = φ(x)− φ(y)− 〈x− y,∇φ(y)〉 , (2.5)
where ∇φ(y) is the gradient of φ at y. Bregman divergences have gained popular-
ity in the machine learning literature over the past few years since they allow the
unified analyses of a large class of algorithms while bringing out the key (convexity)
properties that are used by such algorithms.
One important, and by now standard, usage of Bregman divergences in ma-
chine learning is for the analysis of regret bounds for online learning [GW00, KW01,
HW01, AW01, FW00]. The key idea is as follows: Given a set of experts for a certain
online decision problem, after going over T cycles of decision making, each expert
would have acquired a certain amount of gain (or loss) due to the particular deci-
sions they made. For example, if the decision problem is that of predicting whether
the weather will be “sunny” or “rainy” on a given day, and gain is measured simply
by number of correct predictions over a period of time, each expert on weather pre-
diction would have achieved a gain depending on its predictions. An algorithm that
is trying to compete with the set of experts has to be as good as the best expert
in the pool, although the best expert may change from day to day. The difference
in performance measured by a certain loss (or distortion) function between the best
expert and the algorithm is the regret of the algorithm. When the distortion is mea-
sured by a Bregman divergence, algorithms and corresponding analysis have been
developed for getting bounds on the regret of the algorithm. Under very general
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conditions, one can come up with algorithms with no regret on a per trial basis.
Another significant development using Bregman divergences was the unifica-
tion of boosting and logistic regression and the discovery of a large class of paramet-
ric algorithms of which the previously known ones were special cases [CSS00]. The
analyses also gave the first unconditional provable guarantees of the widely used
boosting algorithms. Along with the close connections between online learning and
boosting [FS97], the results of [CSS00] have given a strong foundation for and deep
understanding of this class of learning algorithms.
A large class of statistical parametric regression models, called generalized
linear models (GLMs) [MN89], that were earlier understood as log-likelihoods of
parametric probability distributions, have been recently alternatively understood in
terms of Bregman divergences [KW01]. Taking advantage of this viewpoint, one of
the most popular dimensionality reduction techniques, called principal component
analysis (PCA), has been successfully generalized to Bregman divergences [CDS01].
2.4 Evaluation of Clustering
There are two fundamentally different ways of evaluating the quality of results of
clustering [Gho03]. Internal quality measures evaluate a clustering based on a func-
tion of the data and the clustering only. Typically, the quality is measured by the
compactness of clusters or the intra-cluster similarities. In some cases, the separa-
tion between different clusters or the inter-cluster distances are measured. External
quality measures evaluate a clustering based on external input, that was not used
during by the clustering algorithm. If there are classification labels available for
the data, one evaluates the agreement of the clustering with the class labels using
various measures.
Almost all unsupervised clustering algorithms have an internal quality mea-
sure, i.e., one that does not depend on supervision such as labels, feedback in terms of
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rewards etc. Examples of internal measures include average squared loss from a clus-
ter representative [JD88], log-likelihood of a parametric probabilistic model [Bli98],
some variant of a normalized edge-cut value of a pairwise similarity graph [KHK99],
category utility function [Fis87] etc. A clustering algorithm typically tries to opti-
mize its internal quality measure. Further, there are several unsupervised methods
for comparing clusterings, e.g., Jaccard index, Rand index, Fowlkes-Mallows index,
Mirkin metric, variation of information etc., exist in the literature [JD88, Mei03].
Since the predictive ability of clustering algorithms is often key to their suc-
cessful application, external prediction-related quality measures are often appropri-
ate. Several supervised measures such as purity, entropy, normalized mutual infor-
mation, supervised F-measure etc. have been used in the literature (see [Gho03] for
details). The main goal of these measures is to give an idea of the prediction ability
of a clustering algorithm. It is however not clear how these measures are related to
the error-rate of the clustering algorithm when used for prediction. Furthermore,
none of these supervised measures help with cluster number selection, which is often
a big issue for these supervised measures.
An information theoretic external validity measure motivated by the mini-
mum description length (MDL) principle has been recently proposed [Dom01]. This
measure correctly captures the predictive ability of a clustering algorithm on a
train-set from the lossless compression and MDL viewpoint. Starting from a given
clustering, the measure computes the number of extra bits required to exactly get
the class label information. In spite of having several desirable properties, this mea-
sure has a few drawbacks: (i) the measure is not normalized to the interval [0,1] (and
not easily normalized to exercise that interval) which is desirable in several settings,
and many other quality measures actually satisfy this; and, (ii) the measure does
not provide guarantees of prediction ability for test data.
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2.5 Rate Distortion Theory
Rate distortion theory [Ber71, BG98] deals with the fundamental limits of quantizing
a stochastic source X ∼ p(x), x ∈ X , using a random variable X̂ over a reproduction
alphabet X̂ typically assumed to embed the source alphabet X , i.e., X ⊆ X̂ . In the
rate distortion setting, the performance of a quantization scheme is determined in
terms of the rate, i.e., the average number of bits for encoding a symbol, and the
expected distortion between the source and the reproduction random variables based
on an appropriate distortion function d : X × X̂ 7→ R+. The central problem in rate
distortion theory [CT91] is to compute the rate distortion function R(D), which is
defined as the minimum achievable rate for a specified level of expected distortion
D, and can be mathematically expressed as
R(D) = min
p(x̂|x):EX,X̂ [d(X,X̂)]≤D
I(X; X̂) , (2.6)
where I(X; X̂) is the mutual information of X and X̂.
The rate distortion problem is a convex problem that involves optimizing over
the probabilistic assignments p(x̂|x) and can be theoretically solved using the cele-
brated Blahut-Arimoto algorithm [Ari72, Bla72, Csi74, CT91]. However, numerical
computation of the rate distortion function through the Blahut-Arimoto algorithm
is often infeasible in practice, primarily due to the lack of knowledge of the optimal
support of the reproduction random variable X̂. Analytic closed form expressions of
the rate distortion function exist only for certain well-behaved source and distortion
measure combinations. Therefore, exact computation of the rate distortion function
has remained a difficult problem.
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2.6 Stochastic Prediction
The problem of predicting a random variable based on available information arises
in many contexts. Let X denote the random variable to be predicted and let Z be
the information one has about X from observations. For example, X may denote all
the relevant information about a flying aeroplane, and Z denotes the information
a pilot has from the readings in the cockpit [Kni94, section 2.1]. Now, given the
observation Z, what is the best guess about X one can make?
To put the problem into a mathematical framework, let (Ω,F ,P) be a prob-
ability space and let X be an F-measurable random variable that one wishes to
predict. If Z is the observation random variable, the available partial information
about X that can be obtained by observing Z is represented by σ(Z). Mathe-
matically, σ(Z) is the σ-algebra generated by Z and contains all Borel-measurable
functions of Z. Now, since Z is the observation, any predictor Y of X has to be
a function of Z, so that Y ∈ σ(Z). A basic question in stochastic prediction is:
among all functions of Z, which one is the best predictor of X?
The notion of best is usually specified by a non-negative loss function F and
achieved by solving a corresponding minimization problem. More precisely, the best
predictor of X is defined as the minimizer of E[F (X,Y )] over all Y ∈ σ(Z). A
particularly important case is when F is the so called L2-loss function, also known
as the squared error, i.e., F (x, y)
.
= ‖x−y‖2. It is well known [KT74, Kni94, Wil91]






‖X − Y ‖2
]
= E[X|Z] .
This makes conditional expectation crucially important for prediction.
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Chapter 3
Hard Clustering with Bregman
Divergences
Several algorithms for solving particular versions of parametric clustering problems
have been developed over the years. As far as hard clustering algorithms are con-
cerned, the most well-known is the iterative relocation scheme for the Euclidean
kmeans algorithm [Mac67, JD88, DHS00]. Another widely used clustering algorithm
with a similar scheme is the Linde-Buzo-Gray (LBG) algorithm [LBG80, BGGM80]
based on the Itakura-Saito distance, which has been used in the signal-processing
community for clustering speech data. The recently proposed information theo-
retic clustering algorithm [DMK03] for clustering probability distributions also has
a similar flavor.
For certain distortion functions, e.g., squared Euclidean distance, KL diver-
gence [DMK03], Itakura-Saito distance [BGGM80] etc., the clustering problem can
be solved using appropriate kmeans type iterative relocation schemes. In this con-
text, an interesting question to ask is: what class of distortion functions admit such
an iterative relocation scheme where a global objective function based on the distor-
0The work presented in this chapter has earlier appeared in part as [BMDG04].
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tion with respect to cluster centroids1 is progressively decreased? In this chapter, we
provide an answer to this question: we show that such a scheme works for arbitrary
Bregman divergences. The scope of this result is vast since Bregman divergences
include a large number of useful loss functions such as squared loss, KL-divergence,
logistic loss, Mahalanobis distance, Itakura-Saito distance, I-divergence, etc.
In this chapter, we pose the hard clustering problem as one of obtaining
an optimal quantization in terms of minimizing the loss in Bregman information,
a quantity motivated by rate distortion theory. A simple analysis then yields a
version of the loss function that readily suggests a natural algorithm to solve the
clustering problem for arbitrary Bregman divergences. Partitional hard clustering to
minimize the loss in mutual information, otherwise known as information theoretic
clustering [DMK03], is seen to be a special case of our approach. Thus, this chapter
unifies several parametric partitional clustering approaches.
3.1 Preliminaries
In this section, we define the Bregman divergence corresponding to a strictly convex
function and present some examples.
Definition 1 [Bre67, CZ98] Let φ : S 7→ R, S = dom(φ), be a strictly convex
function defined on a convex set S ⊆ Rd such that φ is differentiable on ri(S),
assumed to be nonempty. The Bregman divergence dφ : S × ri(S) 7→ [0,∞) is
defined as
dφ(x,y) = φ(x)− φ(y)− 〈x− y,∇φ(y)〉 ,
where ∇φ(y) represents the gradient vector of φ evaluated at y.
Example 1 Squared Euclidean distance is perhaps the simplest and most widely
1We use the term “cluster centroid” to denote the expectation of the data points in that cluster.
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used Bregman divergence. The underlying function φ(x) = 〈x,x〉 is strictly convex,
differentiable on Rd and
dφ(x,y) = 〈x,x〉 − 〈y,y〉 − 〈x− y,∇φ(y)〉
= 〈x,x〉 − 〈y,y〉 − 〈x− y, 2y〉
= 〈x− y,x− y〉 = ‖x− y‖2.
Example 2 Another widely used Bregman divergence is the KL-divergence. If
p is a discrete probability distribution so that
∑d
j=1 pj = 1, the negative entropy
φ(p) =
∑d





pj log2 pj −
d∑
j=1




pj log2 pj −
d∑
j=1
qj log2 qj −
d∑
j=1


















j=1 pj = 1.
Example 3 Itakura-Saito distance is another Bregman divergence that is widely
used in signal processing. If F (ejθ) is the power spectrum2 of a signal f(t), then
the functional φ(F ) = − 12π
∫ π
−π log(F (e
jθ))dθ is convex in F and corresponds to the
negative entropy rate of the signal assuming it was generated by a stationary Gaus-
sian process [Pal97, CT91]. The Bregman divergence between F (ejθ) and G(ejθ)
2Note that F (·) is a function and it is possible to extend the notion of Bregman divergences to
the space of functions [Csi95, GD04].
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Table 3.1: Bregman divergences generated from some convex functions.
Domain φ(x) dφ(x,y) Divergence
R x2 (x− y)2 Square loss
R+ x log x x log(xy )− (x− y)
[0, 1] x log x+ (1− x) log(1− x) x log( x
y
) + (1− x) log( 1−x
1−y ) Logistic loss
3
R++ − log x xy − log(
x
y
)− 1 Itakura-Saito distance
R ex ex − ey − (x− y)ey
Rd ‖x‖2 ‖x− y‖2 Squared Euclidean distance
Rd xTAx (x− y)TA(x− y) Mahalanobis distance 4
d-Simplex
∑d













)−∑dj=1(xj − yj) Generalized I-divergence



























which is exactly the Itakura-Saito distance between the power spectra F (ejθ) and
G(ejθ) and can also be interpreted as the I-divergence [Csi91] between the generat-
ing processes under the assumption that they are equal mean, stationary Gaussian
processes [KK80].
Table 3.1 contains a list of some common convex functions and their correspond-
ing Bregman divergences. Bregman divergences have several interesting and useful
properties, such as non-negativity, convexity in the first argument, etc. For details
see Appendix A.
In the next section, we introduce a new concept called the Bregman infor-
mation of a random variable based on ideas from Shannon’s rate distortion theory.




1−y ) = log(1+exp(−f(x)g(y))), i.e., the logistic loss with f(x) = 2x−1 and g(y) = log(
y
1−y ).
4The matrix A is assumed to be a positive definite matrix; (x − y)TA(x − y) is called the
Mahalanobis distance when A is the inverse of the covariance matrix.
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Then we motivate the Bregman hard clustering problem as a quantization problem
that involves minimizing the loss in Bregman information and show its equivalence
to a more direct formulation, i.e., the problem of finding a partitioning and a repre-
sentative for each of the partitions such that the expected Bregman divergence of the
data points from their representatives is minimized. We then present a clustering al-
gorithm that generalizes the iterative relocation scheme of KMeans to monotonically
decrease the loss in Bregman information.
3.2 Bregman Information
The dual formulation of Shannon’s celebrated rate distortion problem [CT91, GV03]
involves finding a coding scheme with a given rate, i.e., average number of bits per
symbol, such that the expected distortion between the source random variable and
the decoded random variable is minimized. The achieved distortion is called the
distortion rate function, which is the infimum distortion achievable for a given rate.
Now consider a random variable X that takes values in a finite set X = {xi}ni=1 ⊂
S ⊆ Rd (S is convex) following a discrete probability measure ν. Let the distortion
be measured by a Bregman divergence dφ. Consider a simple encoding scheme that
represents the random variable by a constant vector s, i.e., codebook size is one, or
rate is zero. The solution to the rate-distortion problem in this case is the trivial
assignment. The corresponding distortion-rate function is given by Eν [dφ(X, s)]
that depends on the choice of the representative s and can be optimized by picking
the right representative. We call this optimal distortion-rate function the Bregman








νi dφ(xi, s) . (3.1)
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The optimal vector s that achieves the minimal distortion will be called the Bregman
representative or, simply the representative of X. The following theorem states that
this representative always exists, is uniquely determined and, surprisingly, does not
depend on the choice of Bregman divergence. In fact, the minimizer is just the
expectation of the random variable X.
Proposition 1 Let X be a random variable that take values in X = {xi}ni=1 ⊂ S ⊆
Rd following a probability measure ν such that Eν [X] ∈ ri(S). Given a Bregman
divergence dφ : S × ri(S) 7→ [0,∞), the problem
min
s∈ri(S)
Eν [dφ(X, s)] (3.2)
has a unique minimizer given by s† = µ = Eν [X].
Proof: The objective function we are trying to minimize is Jφ(s) = Eν [dφ(X, s)] =
∑n
i=1 νidφ(xi, s). Since µ = Eν [X] ∈ ri(S), the objective function is well-defined at




















= φ(µ)− φ(s)− 〈µ− s,∇φ(s)〉
= dφ(µ, s) ≥ 0,
with equality only when s = µ by the strict convexity of φ (Appendix A, Property
1). Hence, µ is the unique minimizer of Jφ.
Note that the minimization in (3.2) is with respect to the second argument
of dφ. Proposition 1 is somewhat surprising since Bregman divergences are not
necessarily convex in the second argument as the following example demonstrates.
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y3j − 3(xj − yj)y2j ). For the random variable X distributed uniformly over the set
X = {(1, 1, 1), (2, 2, 2), (3, 3, 3), (4, 4, 4), (5, 5, 5)},







which is clearly not convex in y since the Hessian ∇2Jφ(y) = diag(12y− 18), is not
positive definite. However, Jφ(y) is uniquely minimized by y = (3, 3, 3), i.e., the
expectation of the random variable X.
Interestingly, the converse of Proposition 1 is also true, i.e., for all random variables
X, if E[X] minimizes the expected distortion of X to a fixed constant for a smooth
distortion function F (x, y) (see Chapter 9 for details), then F (x, y) has to be a
Bregman divergence [BGW05]. Thus, Bregman divergences are exhaustive with
respect to the property proved in Proposition 1.
Using Proposition 1, we can now give a more direct definition of Bregman
information as follows:
Definition 2 Let X be a random variable that takes values in X = {xi}ni=1 ⊂ S
following a probability measure ν. Let µ = Eν [X] =
∑n
i=1 νixi ∈ ri(S) and let
dφ : S×ri(S) 7→ [0,∞) be a Bregman divergence. Then the Bregman Information
of X in terms of dφ is defined as




Example 5 (Variance) Let X = {xi}ni=1 be a set in Rd, and consider the uni-
form measure, i.e., νi =
1
n , over X . The Bregman information of X with squared
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which is just the sample variance.
Example 6 (Mutual Information) This example shows that mutual informa-
tion is a special case of Bregman divergence. By definition, the mutual infor-
mation I(U ;V ) between two random variables U and V with joint distribution
{{p(ui, vj)}ni=1}mj=1 is given by




















p(ui)KL( p(V |ui) ‖ p(V ) ) .
Consider a random variable Zu that takes values in the set of probability distri-
butions Zu = {p(V |ui)}ni=1 following the probability measure {νi}ni=1 = {p(ui)}ni=1
over this set. The mean (distribution) of Zu is given by






p(ui, V ) = p(V ) .
Hence,
I(U ;V ) =
n∑
i=1




νidφ(p(V |ui),µ) = Iφ(Zu),
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i.e., mutual information is the Bregman information of Zu when dφ is the KL-
divergence. Further, for a random variable Zv that takes values in the set of proba-
bility distributions Zv = {p(U |vj)}mj=1 following the probability measure {νj}mj=1 =
{p(vj)}mj=1 over this set, one can similarly show that I(U ;V ) = Iφ(Zv). The Breg-
man information of Zu and Zv can also be interpreted as the Jensen-Shannon di-
vergence of the sets Zu and Zv [DMK03].
Example 7 The Bregman information corresponding to the Itakura-Saito distance
also has a useful interpretation. Let F = {Fi}ni=1 be a set of power spectra corre-
sponding to n different signals, and let ν be a probability measure on F . Then the
Bregman information of a random variable F that takes values in F following ν,






































where F̄ is the marginal average power spectrum. Based on the connection be-
tween the corresponding convex function φ and the negative entropy of Gaussian
processes [CT91, Pal97], it can be shown that the Bregman information Iφ(F ) is
the Jensen-Shannon divergence of the generating processes under the assumption
that they are equal mean, stationary Gaussian processes. Further, consider a n-class
signal classification problem where each class of signals is assumed to be generated
by a certain Gaussian process. Now, if Pe(t) is the optimal Bayes error for this
classification problem averaged upto time t, then Pe(t) is bounded above and be-
low by functions of the Chernoff coefficient B(t) [KK80] of the generating Gaussian
processes. The asymptotic value of this Chernoff coefficient as t tends to ∞ is a
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and is directly proportional to the optimal Bayes error.
Jensen’s Inequality and Bregman Information
An alternative interpretation of Bregman information can also be made in terms of
Jensen’s inequality [CT91]. Given any convex function φ, for any random variable
X, Jensen’s inequality states that
E[φ(X)] ≥ φ(E[X]) .
A direct calculation using the definition of Bregman information shows that [BGW04]
E[φ(X)]− φ(E[X]) (a)= E[φ(X)]− φ(E[X])− E[〈X −E[X],∇φ(E[X])〉]
(b)
= E[φ(X)− φ(E[X])− 〈X − E[X],∇φ(E[X])〉]
= E[dφ(X,E[X])] = Iφ(X) ≥ 0 ,
where (a) follows since the last term is 0, and (b) follows by the linearity of expec-
tation. Thus, the difference between the two sides of Jensen’s inequality is exactly
equal to the Bregman information.
3.2.1 Clustering Formulation
Let X be a random variable that takes values in X = {xi}ni=1 following the prob-
ability measure ν. When X has a large Bregman information, it may not suffice
to encode X using a single representative since a low quantization error may be
desired. In such a situation, a natural goal is to split the set X into k disjoint
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partitions {Xh}kh=1, each with its own Bregman representative, such that a random
variable M over the partition representatives serves as an appropriate quantization
of X. Let M = {µh}kh=1 denote the set of representatives, and π = {πh}kh=1 with
πh =
∑
xi∈Xh νi denote the induced probability measure on M. Then the induced
random variable M takes values in M following π.
The quality of the quantization M can be measured by the expected Bregman
divergence between X and M , i.e., EX,M [dφ(X,M)]. Since M is a deterministic














dφ(xi,µh) = Eπ[Iφ(Xh)] ,
where Xh is the random variable that takes values in the partition Xh following a
probability distribution νiπh , and Iφ(Xh) is the Bregman information of Xh. Thus,
the quality of the quantization is equal to the expected Bregman information of the
partitions.
An alternative way of measuring the quality of the quantization M can be
formulated from an infomation theoretic viewpoint. In information-theoretic clus-
tering [DMK03], the quality of the partitioning is measured in terms of the loss in
mutual information resulting from the quantization of the original random variable
X. Extending this formulation, we can measure the quality of the quantization M
by the loss in Bregman information due to the quantization, i.e., by Iφ(X)− Iφ(M).
For k = n, the best choice is of course M = X with no loss in Bregman information.
For k = 1, the best quantization is to pick Eν [X] with probability 1, incurring a
loss of Iφ(X). For intermediate values of k, the solution is less obvious.
Interestingly the two possible formulations outlined above turns out to be
identical (see Theorem 1 below). We choose the information theoretic viewpoint
to pose the problem, since we will study the connections of both the hard and soft
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clustering problems to rate distortion theory in Chapter 8. Thus we define the Breg-
man hard clustering problem as that of finding a partitioning of X , or, equivalently,
finding the random variable M , such that the loss in Bregman information due to
quantization, Lφ(M) = Iφ(X) − Iφ(M), is minimized. Typically, clustering algo-
rithms assume a uniform measure, i.e., νi =
1
n ,∀i, over the data, which is clearly a
special case of our formulation.
The following theorem shows that the loss in Bregman information and the
expected Bregman information of the partitions are equal.
Theorem 1 Let X be a random variable that takes values in X = {xi}ni=1 ⊂ S ⊆ Rd
following the positive probability measure ν. Let {Xh}kh=1 be a partitioning of X and
let πh =
∑
xi∈Xh νi be the induced measure π on the partitions. Let Xh be the
random variable that takes values in Xh following νiπh for xi ∈ Xh, for h = 1, . . . , k.
LetM = {µh}kh=1 denote the set of representatives of {Xh}kh=1, and M be a random
variable that takes values in M following π. Then,






























νi {φ(xi)− φ(µh)− 〈xi − µh,∇φ(µh)〉+ 〈xi − µh,∇φ(µh)〉























































Note that Iφ(X) can be interpreted as the “total Bregman information”, and Iφ(M)
can be interpreted as the “between-cluster Bregman information” since it is a mea-
sure of divergence between the cluster representatives, while Lφ(M) can be inter-
preted as the “within-cluster Bregman information”. Thus Theorem 1 states that
the total Bregman information equals the sum of the within-cluster Bregman infor-
mation and between-cluster Bregman information. This is a generalization of the
corresponding result for squared Euclidean distances [DHS00].
Using theorem 1, the Bregman clustering problem of minimizing the loss in
Bregman information can be written as
min
M











Thus, the loss in Bregman information is minimized if the set of representativesM
is such that the expected Bregman divergence of points in the original set X to their
corresponding representatives is minimized. We shall investigate the relationship of
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this formulation to rate distortion theory in Chapter 8.
3.2.2 Clustering Algorithm
The objective function given in (3.3) suggests a natural iterative relocation algo-
rithm for solving the Bregman hard clustering problem (see Algorithm 1). It is easy
to see that classical kmeans, the LBG algorithm [BGGM80] and the information the-
oretic clustering algorithm [DMK03] are special cases of Bregman hard clustering for
squared Euclidean distance, Itakura-Saito distance and KL-divergence respectively.
The following propositions prove the convergence of the Bregman hard clustering
algorithm.
Proposition 2 The Bregman hard clustering algorithm (Algorithm 1) monotoni-
cally decreases the loss function in (3.3).
Proof: Let {X (t)h }kh=1 be the partitioning of X after the tth iteration and letM(t) =




























h ) = Lφ(M
(t+1)),
where (a) follows from the assignment step, and (b) follows from the re-estimation
step and Proposition 1. Note that if equality holds, i.e., if the loss function value is
equal at consecutive iterations, then the algorithm will terminate.
Proposition 3 The Bregman hard clustering algorithm (Algorithm 1) terminates
in a finite number of steps at a partition that is locally optimal, i.e., the total loss
cannot be decreased by either (a) the assignment step or by (b) changing the means
of any existing clusters.
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Algorithm 1 Bregman Hard Clustering
Input: Set X = {xi}ni=1 ⊂ S ⊆ Rd, probability measure ν over X , Bregman divergence
dφ : S × int(S) 7→ R, number of clusters k.




xi∈Xh νidφ(xi,µh) where M =
{µh}kh=1, hard partitioning {Xh}kh=1 of X .
Method:




Set Xh ← ∅, h = 1, · · · , k
for i = 1 to n do
Xh ← Xh ∪ {xi}

















Proof: The result follows since the algorithm monotonically decreases the objective
function value, and the number of distinct clusterings is finite.
In addition to local optimality, the Bregman hard clustering algorithm has
the following interesting properties.
Exhaustiveness: The Bregman hard clustering algorithm with cluster centroids
as optimal representatives works for all Bregman divergences and only for
Bregman divergences since the centroid is the best predictor only for Breg-
man divergences [BGW05]. However, it is possible to have a similar alternate
minimization based clustering algorithm for distance functions that are not
Bregman divergences, the primary difference being that the optimal cluster
representative, when it exists, will no longer be the mean or the expectation.
The convex-kmeans clustering algorithm [MS03] and the generalizations of the
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LBG algorithm [LBG80] are examples of such alternate minimization schemes
where a (unique) representative exists because of convexity.
Linear Separators: For all Bregman divergences, the partitions induced by the
Bregman hard clustering algorithm are separated by hyperplanes. In particu-
lar, the locus of points that are equidistant to two fixed points µ1,µ2 in terms
of a Bregman divergence is given by X = {x | dφ(x,µ1) = dφ(x,µ2)}, i.e., the
set of points
{x | 〈x,∇φ(µ2)−∇φ(µ1)〉 = (φ(µ1)− 〈µ1,∇φ(µ1)〉)−(φ(µ2)− 〈µ2,∇φ(µ2)〉)} ,
which corresponds to a hyperplane.
Scalability: The computational complexity of each iteration of the Bregman hard
clustering algorithm is linear in the number of data points and the number
of desired clusters for all Bregman divergences, which makes the algorithm
scalable and appropriate for large clustering problems.
Applicability to mixed data types: The Bregman hard clustering algorithm is
applicable to mixed data types that are commonly encountered in machine
learning. One can choose different convex functions that are appropriate and
meaningful for different subsets of the features. The Bregman divergence
corresponding to a convex combination of the component convex functions
can then be used to cluster the data.
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Chapter 4
Soft Clustering with Bregman
Divergences
We now turn our attention to soft clustering with Bregman divergences. To this end,
we first establish the fact that there is a uniquely determined Bregman divergence
corresponding to every regular exponential family distribution. Later, we make this
relation more precise by establishing a bijection between regular exponential families
and regular Bregman divergences. The correspondence will be used to develop soft
clustering algorithms with Bregman divergences.
4.1 Preliminaries
To present the correspondence and related results, we first review some background
material on exponential families and Legendre duality in Sections 4.1.1 and 4.1.2.
0The work presented in this chapter has earlier appeared in part as [BMDG04].
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4.1.1 Exponential families
Consider a measurable space (Ω,B) where B is a σ-algebra on the set Ω. Let t be
a measurable mapping from Ω to a set T ⊆ Rd, where T may be discrete (e.g.,
T ⊂ N). Let p0 : T 7→ R+ be any function such that if (Ω,B) is endowed with a
measure with density dP0(ω) = p0(t(ω))dt(ω), then
∫
ω∈Ω dP0(ω) <∞. The measure
P0 is absolutely continuous with respect to the Lebesgue measure dt(ω). When T
is a discrete set, dt(ω) is the counting measure and P0 is absolutely continuous with
respect to the counting measure1.
Now, t(ω) is a random variable from (Ω,B, P0) to (T , σ(T )), where σ(T )
denotes the σ-algebra generated by T . Let Θ be defined as the set of all parameters
θ ∈ Rd for which ∫
ω∈Ω
exp (〈θ, t(ω)〉) dP0(ω) <∞ .







A family of probability distributions Fψ parameterized by a d-dimensional vector
θ ∈ Θ ⊆ Rd such that the probability density functions with respect to the measure
dt(ω) can be expressed in the form
f(ω;θ) = exp (〈θ, t(ω)〉 − ψ(θ)) p0(t(ω)) (4.2)
is called an exponential family with natural statistic t(ω), natural parameter space
Θ and natural parameter θ. In particular, if the t(ω) are affinely independent,
1For conciseness, we abuse notation and continue to use the Lebesgue integration sign even for
counting measures. The integral in this case actually denotes a sum over T . Further, the use of
absolute continuity in the context of counting measure is non-standard. We say the measure P0
is absolutely continuous with respect to the counting measure µc if P0(E) = 0 for every set with
µc(E) = 0, where E is a discrete set.
42
i.e., @ non-zero a ∈ Rd such that 〈a, t(ω)〉 = c, a constant ∀ω ∈ Ω2, then this
representation is said to be minimal. For a minimal representation, there exists a
unique probability density f(ω;θ) for every choice of θ ∈ Θ [WJ03]. Fψ is called a
full exponential family of order d in such a case. In addition, if the parameter space
Θ is open, i.e. Θ = int(Θ), then Fψ is called a regular exponential family.
It can be easily seen that if x ∈ Rd denotes the natural statistic t(ω), then
the probability density function g(x;θ) (with respect to the appropriate measure
dx) given by
g(x;θ) = exp(〈θ,x〉 − ψ(θ))p0(x) (4.3)
is such that f(ω;θ)/g(x;θ) does not depend on θ. Thus, x is a sufficient statis-
tic [AN01] for the family, and in fact, can be shown [BN78] to be minimally sufficient.
For our analysis, it is convenient to work with the minimal natural sufficient statis-
tic x and hence, we redefine regular exponential families in terms of the probability
density of x ∈ Rd, noting that the original probability space can actually be quite
general.
Definition 3 A multivariate parametric family Fψ of distributions {p(ψ,θ)|θ ∈ Θ =
int(Θ) = dom(ψ) ⊆ Rd} is called a regular exponential family if each probability
density is of the form
p(ψ,θ)(x) = exp(〈x,θ〉 − ψ(θ))p0(x) .
The function ψ(θ) is known as the log partition function or the cumulant function
corresponding to the exponential family. Given a regular exponential family Fψ,
the log-partition function ψ is uniquely determined up to a constant additive term.
It can be shown [BN78] that Θ is a non-empty convex set in Rd and ψ is a convex
function. In fact, it is possible to prove a stronger result that characterizes ψ in
2Strictly speaking, @a 6= 0 such that P0({ω : 〈t(ω), a〉 = c}) = 1.
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terms of a special class of convex functions called Legendre functions, which are
defined below.
Definition 4 ([Roc70]) Let ψ be a proper, closed3 convex function with Θ =
int(dom(ψ)). The pair (Θ, ψ) is called a convex function of Legendre type or a
Legendre function if the following properties are satisfied:
(L1) Θ is non-empty,
(L2) ψ is strictly convex and differentiable on Θ,
(L3) ∀θb ∈ bd(Θ), lim
θ→θb
‖∇ψ(θ)‖ → ∞ where θ ∈ Θ.
Based on this definition, we now state a critical property of the cumulant function
of regular exponential families.
Lemma 1 Let ψ be the cumulant function of a regular exponential family with nat-
ural parameter space Θ = dom(ψ). Then, ψ is a proper closed convex function with
int(Θ) = Θ and (Θ, ψ) is a convex function of Legendre type.
The above result directly follows from Theorems 8.2, 9.1 and 9.3 of [BN78].
4.1.2 Expectation parameters and Legendre duality
Consider a d-dimensional real random vector X distributed according to a regular
exponential family density p(ψ,θ) specified by the natural parameter θ ∈ Θ. The
expectation of X with respect to p(ψ,θ), also called the expectation parameter, is
given by




3A convex function ψ is proper if dom(ψ) is non-empty and ∀x ∈ dom(ψ), ψ(x) > −∞. A
convex function is closed if it is lower semi-continuous.
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It can be shown [BN78, Ama95] that the expectation and natural parameters have
a one-one correspondence with each other and span spaces that exhibit a dual rela-
tionship. To specify the duality more precisely, we first define conjugate functions.
Definition 5 ([Roc70]) Let ψ be a real-valued function on Rd. Then its conju-
gate function ψ∗ is given by
ψ∗(t) = sup
θ∈Rd
{〈t,θ〉 − ψ(θ)}. (4.5)
Conjugates of convex functions satisfy the following useful result.
Theorem 2 ([BN78]) If ψ is a proper closed convex function, ψ∗ is also a proper
closed convex function and ψ∗∗ = ψ.
When ψ is strictly convex and differentiable over Θ = int(dom(ψ)), we can obtain
the unique θ† that corresponds to the supremum in (4.5) by setting the gradient of
〈t,θ〉 − ψ(θ) to zero, i.e.,
∇(〈t,θ〉 − ψ(θ))
∣∣
θ=θ† = 0 and so t = ∇ψ(θ†) . (4.6)
The strict convexity of ψ implies that ∇ψ is monotonic and it is possible to define
the inverse function (∇ψ)−1 : Θ∗ 7→ Θ, where Θ∗ = int(dom(ψ∗)). If the pair (Θ,
ψ) is of Legendre type, then it can be shown [Roc70, BN78] that (Θ∗, ψ∗) is also
of Legendre type and (Θ, ψ) and (Θ∗, ψ∗) are called Legendre duals of each other.
Further, the gradient mappings are continuous and form a bijection between the two
open sets Θ and Θ∗. The relation between (Θ, ψ) and (Θ∗, ψ∗) is formally stated
below.
Theorem 3 ([Roc70]) Let ψ be a real-valued proper closed convex function with
conjugate function ψ∗. Let Θ = int(dom(ψ)) and Θ∗ = int(dom(ψ∗)). If (Θ, ψ) is a
convex function of Legendre type, then
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(i) (Θ∗, ψ∗) is a convex function of Legendre type,
(ii) (Θ, ψ) and (Θ∗, ψ∗) are Legendre duals of each other,
(iii) The gradient function ∇ψ : Θ 7→ Θ∗ is a one-to-one function from the open
convex set Θ onto the open convex set Θ∗,
(iv) The gradient functions ∇ψ,∇ψ∗ are continuous, and ∇ψ∗ = (∇ψ)−1.
Let us now look at the relationship between the natural parameter θ and the expec-
tation parameter µ defined in (4.4). Differentiating the identity
∫
p(ψ,θ)(x)dx = 1
with respect to θ gives us µ = µ(θ) = ∇ψ(θ), i.e., the expectation parameter µ is
the image of the natural parameter θ under the gradient mapping ∇ψ. Let φ denote
the conjugate of ψ, i.e.,
φ(µ) = sup
θ
{〈µ,θ〉 − ψ(θ)}. (4.7)
Since (Θ, ψ) is a convex function of Legendre type (Lemma 1), the pairs (Θ, ψ) and
(int(dom(φ)), φ) are Legendre duals of each other from Theorem 3, i.e., φ = ψ∗ and
int(dom(φ)) = Θ∗. Thus, the mappings between the dual spaces int(dom(φ)) and
Θ are given by the Legendre transformation
µ(θ) = ∇ψ(θ) and θ(µ) = ∇φ(µ) . (4.8)
Further, the conjugate function φ can be expressed as
φ(µ) = 〈θ(µ),µ〉 − ψ(θ(µ)), ∀µ ∈ int(dom(φ)) . (4.9)
4.1.3 Exponential families and Bregman divergences
We are now ready to explicitly state the formal connection between exponential fam-
ilies of distributions and Bregman divergences. It has been observed in the literature
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that exponential families and Bregman divergences have a close relationship that
can be exploited for several learning problems. In particular, [FW00, Section 5.1]
remarked that the log-likelihood of the density of an exponential family distribution
p(ψ,θ) can be written as the sum of the negative of a uniquely determined Breg-
man divergence dφ(x,µ) and a function that does not depend on the distribution
parameters. In our notation, this can be written as
log(p(ψ,θ)(x)) = −dφ(x,µ(θ)) + log(bφ(x)) , (4.10)
where φ is the convex conjugate of ψ and µ = µ(θ) = ∇ψ(θ) is the expectation
parameter corresponding to θ. The result was later used by [CDS01] to extend PCA
to exponential families. However, as we explain below, a formal proof is required to
show that (4.10) holds for all x of interest. We focus on the case when p(ψ,θ) is a
regular exponential family.
To get an intuition of the result, observe that the log-likelihood of any expo-
nential family, considering only the parametric terms, can be written as
〈x,θ〉 − ψ(θ) = (〈µ,θ〉 − ψ(θ)) + 〈x− µ,θ〉
= φ(µ) + 〈x− µ,∇φ(µ)〉 ,
from (4.8) and (4.9), where µ ∈ int(dom(φ)). Therefore, for any x ∈ dom(φ), θ ∈ Θ,
and µ ∈ int(dom(φ)), one can write
〈x,θ〉 − ψ(θ) = − dφ(x,µ) + φ(x) .
Then considering the density of an exponential family with respect to the appropri-
ate measure dx, we have
log(p(ψ,θ)(x)) = 〈x,θ〉 − ψ(θ) + log p0(x) = − dφ(x,µ) + log(bφ(x)) ,
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where bφ(x) = exp(φ(x))p0(x).
Thus (4.10) follows directly from Legendre duality for x ∈ dom(φ). However,
for (4.10) to be useful, one would like to ensure that it is true for all individual
“instances” x that can be drawn following the exponential distribution p(ψ,θ). Let
Iψ denote the set of such instances. Establishing (4.10) can be tricky for x ∈ Iψ
since the relationship between Iψ and dom(φ) is not apparent. Further, there are
distributions for which the instances space Iψ and the expectation parameter space
int(dom(φ)) are disjoint, as the following example shows.
Example 8 A Bernoulli random variable X takes values in {0, 1} such that p(X =
1) = π and p(X = 0) = 1− π, for some π ∈ [0, 1]. The instance space for X is just
Iψ = {0, 1}. The cumulant function for X is ψ(θ) = log(1 + exp(θ)) with Θ = R. A
simple calculation shows that the conjugate function φ(µ) = µ log µ+(1−µ) log(1−
µ), ∀µ ∈ (0, 1). Since φ is a closed function, we obtain φ(µ) = 0 for µ ∈ {0, 1} by
taking the limits. Thus, the effective domain of φ is dom(φ) = [0, 1] and π = µ,
whereas the expectation parameter space is given by int(dom(φ)) = (0, 1). Hence
the instance space Iψ and the expectation parameter space int(dom(φ)) are disjoint;
however Iψ ⊂ dom(φ).
In this particular case, since the “instances” lie within dom(φ), the relation (4.10)
does hold for all x ∈ Iψ. However, it remains to be shown that Iψ ⊆ dom(φ) for all
regular exponential family distributions.
In order to establish such a result for all regular exponential family distribu-
tions, we need to formally define the set of instances Iψ. If the measure P0 is abso-
lutely continuous with respect to the counting measure, then x ∈ Iψ if p(ψ,θ)(x) > 0.
On the other hand, if P0 is absolutely continuous with respect to the Lebesgue mea-
sure, then x ∈ Iψ if all sets with positive Lebesgue measure that contain x have
positive probability mass. Now, a closer look reveals that the set of instances Iψ
is independent of the choice of θ. In fact, Iψ is just the support of P0 and can be
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formally defined as follows.
Definition 6 Let Iψ denote the set of instances that can be drawn following p(ψ,θ)(x).
Then, x ∈ Iψ if ∀S such that x ∈ S and
∫
S dx > 0, we have
∫
S dP0(x) > 0, where
P0 is as defined in Section 4.1.1.
The following theorem establishes that the set of instances Iψ is always a subset of
dom(φ).
Theorem 4 Let Iψ be the set of instances as in Definition 6. Then, Iψ ⊆ dom(φ)
where φ is the convex conjugate of ψ.
The theorem follows from Theorem 9.1 and related results in [BN78]. Since the proof
of Theorem 4 is technical, we have relegated it and related results to Appendix B.
We are now ready to formally state and prove the relationship between ex-
ponential family distributions and Bregman divergences. Note that it is sufficient
to establish the relationship for all x ∈ dom(φ) since Theorem 4 establishes that
Iψ ⊆ dom(φ), thereby ensuring that the relationship holds for all individual instances
x ∈ Iψ that can be drawn following the regular exponential family distribution p(ψ,θ).
Theorem 5 Let p(ψ,θ) be the probability density function of a regular exponential
family distribution. Let φ be the convex conjugate of ψ so that (int(dom(φ)), φ) is the
Legendre dual of (Θ, ψ). Let θ ∈ Θ be the natural parameter and µ ∈ int(dom(φ)) be
the corresponding expectation parameter. Let dφ be the Bregman divergence derived
from φ. Then,
p(ψ,θ)(x) = exp(−dφ(x,µ))bφ(x), ∀x ∈ dom(φ) (4.11)
where bφ : dom(φ) 7→ R+ is a uniquely determined function.
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Proof: For all x ∈ dom(φ), we have
p(ψ,θ)(x) = exp(〈x,θ〉 − ψ(θ))p0(x)
= exp(φ(µ) + 〈x− µ,∇φ(µ)〉)p0(x) (using (4.8) and (4.9))
= exp(−{φ(x)− φ(µ)− 〈x− µ,∇φ(µ)〉}+ φ(x))p0(x)
= exp(−dφ(x,µ))bφ(x) ,
where bφ(x) = exp(φ(x))p0(x)).
We observe that p(ψ,θ) uniquely determines the log-partition function ψ to a
constant additive term so that the gradient space of all the possible functions ψ is
the same, i.e., the expectation parameter µ = ∇ψ(θ) corresponding to θ is uniquely
determined and the corresponding conjugate functions φ differ only by a constant
additive term. Hence the Bregman divergence dφ(x,µ) derived from any of these
conjugate functions will be identical since constant additive terms do not change
the corresponding Bregman divergence (Appendix A, Property 4). The Legendre
duality between φ and ψ also ensures that no two exponential families correspond
to the same Bregman divergence, i.e., the mapping is one-to-one. Further, since
p(ψ.θ)(x) is well-defined on dom(φ), and the corresponding dφ(x,µ) is unique, the
function bφ(x) = exp(dφ(x,µ))p(ψ,θ)(x) is uniquely determined.
4.1.4 Bijection with regular Bregman divergences
From Theorem 5 we note that every regular exponential family corresponds to a
unique and distinct Bregman divergence (one-to-one mapping). Now, we investi-
gate whether there is a regular exponential family corresponding to every choice of
Bregman divergence (onto mapping).
For regular exponential families, the cumulant function ψ as well as its con-
jugate φ are convex functions of Legendre type. Hence, for a Bregman divergence
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generated from a convex function φ to correspond to a regular exponential family, it
is necessary that φ be of Legendre type. Further, it is necessary that the Legendre
conjugate ψ of φ to be C∞, since cumulant functions of regular exponential families
are C∞. However, it is not clear if these conditions are sufficient. Instead, we pro-
vide a sufficiency condition using exponentially convex functions [Akh65, EGG03],
which are defined below.
Definition 7 A function f : Θ 7→ R++, Θ ⊆ Rd is called exponentially convex if





Kf (θi,θj)uiūj ≥ 0
for any set {θ1, · · · ,θn} ⊆ Θ with θi + θj ∈ Θ∀i, j, and {u1, · · · , un} ⊂ C (ūj
denotes the complex conjugate of uj), i.e, the kernel Kf is positive semi-definite.
Although it is well known that the logarithm of an exponentially convex function is a
convex function [Akh65], we are interested in the case where the logarithm is strictly
convex with an open domain. Using this class of exponentially convex functions, we
now define a class of Bregman divergences called regular Bregman divergences.
Definition 8 Let f : Θ 7→ R++ be a continuous exponentially convex function
such that Θ is open and ψ(θ) = log(f(θ)) is strictly convex. Let φ be the conjugate
function of ψ. Then we say that the Bregman divergence dφ derived from φ is a
regular Bregman divergence.
We will now prove that there is a bijection between regular exponential fam-
ilies and regular Bregman divergences. The crux of the argument relies on results in
harmonic analysis connecting positive definiteness to integral transforms [BCR84].
In particular, we use a result due to [Dev55] that relates exponentially convex func-
tions to Laplace transforms of bounded non-negative measures.
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Theorem 6 ([Dev55]) Let Θ ⊆ Rd be an open convex set. A necessary and suf-
ficient condition that there exists a unique, bounded, non-negative measure ν such





is that f is continuous and exponentially convex.
There are two parts to the argument leading to the bijection result. Note that we
have already established in Theorem 5 that there is a unique Bregman divergence
corresponding to every exponential family distribution. In Lemma 2 we show that
these Bregman divergences are regular (one-to-one). Further, in Lemma 3, we show
that there exists a unique regular exponential family determined by every regular
Bregman divergence (onto).
Lemma 2 Let Fψ be a regular exponential family with cumulant function ψ and
natural parameter space Θ. Let φ be the conjugate of ψ. Then dφ is a regular
Bregman divergence.
Proof: Since Fψ is a regular exponential family, there exists a non-negative bounded









Thus, from Theorem 6, exp(ψ(θ)) is a continuous exponentially convex function with
the open set Θ as its domain. Further, being the cumulant of a regular exponential
family, ψ is strictly convex. Therefore, the Bregman divergence dφ derived from the
conjugate function φ of ψ is a regular Bregman divergence.
52
Lemma 3 Let dφ be a regular Bregman divergence generated by the convex function
φ. Let (Θ, ψ) be the Legendre dual of (int(dom(φ)), φ) where Θ = int(dom(ψ)). Then
there exists a unique regular exponential family Fψ whose natural parameter space
is Θ and cumulant function equals ψ (upto a constant additive term).
We first need the following result for the proof of Lemma 3.
Lemma 4 Let ψ be the cumulant of an exponential family with base measure P0
and natural parameter space Θ ⊆ Rd. Then ψ is not strictly convex if and only if
P0 is concentrated on an affine subspace of Rd.
Proof: First we focus on the ‘only if’ part. If ψ is not strictly convex, then there
must exist a set I ⊆ Rd such that for any θ ∈ I, ψ(θ) = c + 〈a,θ〉. Hence,
exp(ψ(θ)) = exp(c + 〈a,θ〉). Since ψ(θ) is the cumulant of an exponential family
with base measure P0(x), ∀θ ∈ I we have
∫
x∈Rd




exp(〈x− a,θ〉)dP0(x) = exp(c) ,
which is possible only if P0(x) is concentrated on the affine subspace {x ∈ Rd|〈x−
a,θ〉 = constant} for θ ∈ I.
Now, we prove the ‘if’ part. Say P0(x) is concentrated on an affine subspace
S = {x ∈ Rd|〈x,b〉 = c} for some b ∈ Rd and constant c. Let I = {θ|θ = αb, α ∈

















= log(exp(αc)P0(S)) = αc+ log(P0(S))
= 〈x0,θ〉+ log(P0(S)) ,
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for any x0 ∈ S, implying that ψ is not strictly convex.
Proof of Lemma 3 Let the regular Bregman divergence dφ be generated by φ
and let ψ be the conjugate of φ. Since dφ is a regular Bregman divergence, by
definition 8, ψ is strictly convex with dom(ψ) = Θ being an open set. Further, the
function exp(ψ(θ)) is a continuous, exponentially convex function. From Theorem 6,
there exists a unique non-negative bounded measure ν that satisfies (4.12). Without









is same as the set {θ ∈ Rd| exp(ψ(θ) − ψ(0)) < ∞}, which is just Θ itself. Hence,
the exponential family Fψ consisting of densities of the form
p(ψ,θ) = exp(〈θ,x〉 − ψ(θ) + ψ(0))
with respect to the measure P0(x) has Θ as its natural parameter space and ψ(θ)−
ψ(0) as the cumulant function.
Since ψ is strictly convex on Θ, it follows from Lemma 4 that the measure
P0 is not concentrated in an affine subspace of Rd, i.e., x is a minimal statistic for
Fψ. Therefore, the exponential family generated by P0 and x is full. Since Θ is also
open, it follows that Fψ is a regular exponential family and the construction ensures
4We could have normalized ν to P0 using exp(ψ(b)) for any b ∈ Θ since Θ is non-empty.
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Table 4.1: Various functions of interest for some popular exponential distributions.
For all the cases shown in the table, x is the sufficient statistic. Note that for the
Gaussian examples the variance σ is assumed to be constant. The number of trials,
N , for the binomial and multinomial examples is also assumed to be constant.














log λ exp(θ) R
1-D Bernoulli qx(1− q)1−x log( q
1−q ) log(1 + exp(θ)) R
1-D Binomial N !
(x)!(N−x)! q
x(1− q)N−x log( q
1−q ) N log(1 + exp(θ)) R
1-D Exponential λ exp(−λx) −λ − log(−θ) R−−
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1-D Poisson λ µ log µ− µ x log( x
µ
)− (x− µ) R+
1-D Bernoulli q µ log µ+ (1− µ) log(1− µ) x log( x
µ
) + (1− x) log( 1−x
1−µ ) [0, 1]
1-D Binomial Nq µ log( µ
N
) + (N − µ) log(N−µ
N
) x log( x
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) + (N − x) log(N−x
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that it is unique since ψ can only differ by an additive constant.
Lemmas 2 and 3 imply the desired bijection result.
Theorem 7 There is a bijection between regular exponential families and regular
Bregman divergences.
4.1.5 Examples
Table 4.1 shows the various functions of interest for some popular exponential dis-
tribution families. We now look at two common exponential families in detail and
obtain the corresponding Bregman divergences.
Example 9 The most well-known exponential family is that of Gaussian distribu-
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where x,a ∈ Rd and σ ∈ R is a constant. As shown below, p(x,a) can be expressed
in the canonical form for exponential families with natural parameter θ = a
σ2
and
























= exp(〈x,θ〉 − ψ(θ))p0(x) ,
where p0(x) is independent of θ. By (4.8), the expectation parameter for this
distribution is given by
µ = ∇ψ(θ) = ∇(σ
2
2
‖θ‖2) = σ2θ = a .
By using (4.9), the Legendre conjugate function φ of ψ is









The corresponding Bregman divergence equals














The function bφ(x) in Theorem 5 is given by













and turns out to be a constant. Thus, p(ψ,θ)(x) = exp(−dφ(x,µ))bφ(x). qed











where xj ∈ Z+ are frequencies of events,
∑d
j=1 xj = N and qj ≥ 0 are probabilities
of events,
∑d
j=1 qj = 1. As shown below, p(x; q) can be expressed as the density of









































) +N log qd)p0(x)






= exp(〈x,θ〉 −N log(1 +
d−1∑
j=1
eθj ))p0(x) = exp(〈x,θ〉 − ψ(θ))p0(x),
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where p0(x) is independent of θ. The expectation parameter µ is given by















and the Legendre conjugate function φ of ψ is




















where µd = Nqd so that
∑d
i=1 µj = N . Note that φ(µ) is a constant multiple of
negative entropy for the discrete probability distribution given by {µjN }dj=1. From
Example 2, we know that the corresponding Bregman divergence will be a similar
multiple of KL-divergence.

































The function bφ(x) for this case is given by




















and p(ψ,θ)(x) = exp(−dφ(x,µ))bφ(x).
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4.2 Bregman Soft Clustering
Using the correspondence between regular exponential families and regular Breg-
man divergences, we now pose the Bregman soft clustering problem as a parameter
estimation problem for mixture models based on regular exponential family distri-
butions. We revisit the expectation maximization (EM) framework for estimating
mixture densities and develop a Bregman soft clustering algorithm (Algorithm 3)
for regular Bregman divergences. We also present the Bregman soft clustering algo-
rithm for a set of data points with non-uniform non-negative weights (or measure).
We show that the hard clustering algorithm can be interpreted as a special case
of the soft clustering algorithm. Further, we discuss an alternative formulation of
Bregman clustering in terms of the divergence derived from the conjugate function.
4.2.1 Soft Clustering as Mixture Density Estimation
Given a set X = {xi}ni=1 ⊂ Rd drawn independently from a stochastic source,
consider the problem of modeling the source using a single parametric exponen-
tial family distribution. This is the problem of maximum likelihood estimation, or,
equivalently, minimum negative log-likelihood estimation of the parameter(s) of a
given exponential family distribution. From Theorem 5, minimizing the negative
log-likelihood is the same as minimizing the corresponding expected Bregman di-
vergence. Using Proposition 1, we conclude that the optimal distribution is the one
with µ = Eν [X] as the expectation parameter where X is a random variable that
takes values in X following ν which, by the independence assumption, is the empiri-
cal distribution over X . Further, note that the minimum negative log-likelihood of X
under a particular exponential model with log-partition function ψ is the Bregman
information of X, i.e., Iφ(X), up to additive constants, where φ is the conjugate of
ψ.
Now, consider the problem of modeling the stochastic source with a mixture
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of k densities of the same exponential family. The model yields a soft clustering
where clusters correspond to the components of the mixture model, and the soft
membership of a data point in each cluster is proportional to the probability of
the data point being generated by the corresponding density function. For regular
Bregman divergences, the Bregman soft clustering problem is that of learning the









where the last equality follows from Theorem 5. Since the mixture components
are all assumed to be from the same family, the above problem is a special case of
the general maximum likelihood parameter estimation problem for mixture models
and can be solved by applying the EM algorithm. Note that, by the correspon-
dence between regular Bregman divergences and regular exponential families, (4.13)
encompasses the soft clustering problem for all regular exponential families.
4.2.2 EM for Mixture Models based on Bregman Divergences
Algorithm 2 describes the well known application of EM for mixture density esti-
mation. This algorithm has the property that the likelihood of the data, LX (Γ) is
non-decreasing at each iteration. Further, if there exists at least one local maximum
for the likelihood function, then the algorithm will converge to a local maximum of
the likelihood. For more details, the reader is referred to [Col97, MK96] and [Bil97].
The Bregman soft clustering problem is to estimate the maximum likelihood
parameters for the mixture model given in (4.13). Using the Bregman divergence
viewpoint, we get a simplified version of the above EM algorithm that we call the
Bregman soft clustering algorithm (Algorithm 3). Using Proposition 1, the computa-
60
Algorithm 2 Standard EM for Mixture Density Estimation
Input: Set X = {xi}ni=1 ⊆ Rd, number of clusters k.




h=1 πhph(xi|θh)) where Γ = {θh, πh}kh=1,
soft partitioning {{p(h|xi)}kh=1}ni=1.
Method:
Initialize {θh, πh}kh=1 with some θh ∈ Θ, and πh ≥ 0,
∑k
h=1 πh = 1
repeat
{The Expectation Step}
for i = 1 to n do
for h = 1 to k do
p(h|xi)← πhph(xi|θh)∑k














return Γ† = {θh, πh}kh=1
Algorithm 3 Bregman Soft Clustering
Input: Set X = {xi}ni=1 ⊂ S ⊆ Rd, Bregman divergence dφ : S × int(S) 7→ R, number of
clusters k.




h=1 πhfφ(xi) exp(−dφ(xi,µh))) where Γ =
{µh, πh}kh=1, soft partitioning {{p(h|xi)}kh=1}ni=1
Method:
Initialize {µh, πh}kh=1 with some µh ∈ int(S), πh ≥ 0, and
∑k
h=1 πh = 1
repeat
{The Expectation Step}
for i = 1 to n do
for h = 1 to k do
p(h|xi)← πh exp(−dφ(xi,µh))∑k














return Γ† = {µh, πh}kh=1
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tionally intensive M-step turns out to be very simple to solve. In fact, the Bregman
divergence viewpoint gives an alternative interpretation of a well known efficient
EM scheme applicable to learning a mixture of exponential distributions [RW84].
The resulting update equations are similar to those for learning mixture models of
identity covariance Gaussians. Note that these equations are applicable to mixtures
of any regular exponential distributions, as long as x is the (minimal) sufficient
statistic vector.
It is important to note that the simplification of the M-step is applicable
only when the parameterization is with respect to the expectation parameter space,
i.e., when dφ corresponding to an exponential family is known. Otherwise, if the
parameterization is with respect to the natural parameter space, i.e., the functional
form for a family is known in terms of its cumulant ψ and natural parameters θ, to
obtain φ(µ) = 〈θ,µ〉 − ψ(θ), the problem
µ(θ) = argsup
x∈Rd
(〈θ,x〉 − ψ(θ)) , (4.14)
needs to be solved. Since the function to be maximized in (4.14) is precisely the
log-likelihood of the exponential family density (with respect to an appropriate mea-
sure), the transformation is equivalent to solving a maximum likelihood estimation
problem, which is computationally expensive for several exponential family distribu-
tions. In such a situation, transforming the problem to the expectation space need
not lead to any tangible computational benefits. However, if the Bregman diver-
gence dφ corresponding to an exponential family is either known or easy to compute
from the natural parameterization, then Algorithm 3 is computationally much more
efficient. In fact, in some situations it may be easier to design regular Bregman
divergences for mixture modeling of data than to come up with an appropriate ex-
ponential family. Such situations can take full advantage of the computationally
efficient Bregman soft clustering algorithm.
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Finally we show that Algorithms 2 and 3 are exactly equivalent. the Bregman
soft The following result shows how Proposition 1 and Theorem 5 can be used to
simplify the M-step of Algorithm 2. Note that Proposition 4 has appeared in various
forms in the literature (see, for example, [RW84, MK96]). We give an alternative
proof using Bregman divergences.
Proposition 4 For a mixture model with density given by (4.13), the maximization







Proof: The maximization step for the density parameters in the EM algorithm,






For the given mixture density, the component densities, ∀h, 1 ≤ h ≤ k, are given by
p(ψ,θh)(x) = bφ(x) exp(−dφ(x,µh)).
Substituting the above into the maximization step, we obtain the update equations

























From Proposition 1, we know that the expected Bregman divergence is minimized


















, ∀h, 1 ≤ h ≤ k.
That completes the proof.
The update equations for the posterior probabilities (E-step) ∀x ∈ X , ∀h, 1 ≤ h ≤ k,
are given by
p(h|x) = πh exp(−dφ(x,µh))∑k
h′=1 πh′ exp(−dφ(x,µh′))
as the bφ(x) factor cancels out. The prior update equations are independent of
the parametric form of the densities and remain unaltered. Hence, for a mixture
model with density given by (4.13), the EM algorithm (Algorithm 2) reduces to the
Bregman soft clustering algorithm (Algorithm 3).
Thus far we have considered the Bregman soft clustering problem for a set
X where all the elements are equally important and assumed to have been inde-
pendently sampled from some particular exponential distribution. In practice, it
might be desirable to associate weights νi with the individual samples such that
∑
i νi = 1 and optimize a weighted log-likelihood function. A slight modification to
the M-step of the Bregman soft clustering algorithm is sufficient to address this new
optimization problem. The E-step remains identical and the new update equations
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Finally, we note that the Bregman hard clustering algorithm is a limiting
case of the above soft clustering algorithm. For every convex function φ and positive
constant β, βφ is also a convex function with the corresponding Bregman divergence
dβφ = βdφ. In the limit, when β →∞, both the E and M steps of the soft clustering
algorithm reduce to the assignment and re-estimation step of the hard clustering
algorithm.
4.2.3 An Alternative Formulation for Bregman Clustering
In earlier sections, Bregman divergence was measured with the data points as the
first argument and the cluster representative as the second argument. Since Breg-
man divergences are not symmetric (with the exception of squared Euclidean dis-
tance), we now consider an alternative formulation of Bregman clustering where
cluster representatives are the first argument of the Bregman divergence. Using
Legendre duality, we show that this alternate formulation is equivalent to our orig-
inal Bregman clustering problem in a dual space using a different, but uniquely
determined Bregman divergence.
We focus on the hard clustering case. Let X be a random variable that
takes values in X = {xi}ni=1 following a positive probability measure ν. Then
the alternative Bregman hard clustering problem is to find clusters {Xh}kh=1 and









As mentioned earlier, Bregman divergences are convex in the first argument and
hence, the resulting optimization problem for each cluster is convex so there is
a unique optimal representative for each cluster. However, unlike in the original
formulation, the optimal cluster representative is not always the expectation and
depends on the Bregman divergence dφ.
It is interesting to note that this alternative formulation, though seemingly
different, reduces to the original formulation with an appropriate representation. Let
φ be the generating convex function of dφ such that (int(dom(φ)), φ) is a convex func-
tion of Legendre type and let (int(dom(ψ)), ψ) be the corresponding Legendre dual.
Then for any x,y ∈ int(dom(φ)), the Bregman divergence dφ(x,y) = dψ(θy,θx)
where dψ is the Bregman divergence derived from ψ and θx = ∇φ(x),θy = ∇φ(y)
(Appendix A, Property 6). Using the above property, we can restate the alternative
Bregman clustering problem in the dual space. More specifically, let X θ = {θxi}ni=1
where θxi = ∇φ(xi), ∀xi, 1 ≤ i ≤ n, and let θh = ∇φ(µh), ∀µh, 1 ≤ h ≤ k. Then,








where X θh correspond to cluster h in the dual space. It is now straightforward to see
that this is our original Bregman hard clustering problem for the set X θ consisting
of the dual data points with the same measure ν and the dual Bregman divergence
dψ. The optimal cluster representative in this dual space is given by the expectation,
which is easy to compute. The efficiency of this approach has the same premise as
the efficient EM scheme for exponential families, i.e, the M-step can be simplified if
there is an easy way to transition to the dual space.
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Chapter 5
Clustering on the Hypersphere
5.1 Motivation
In some applications, the data points to be clustered reside in a high-dimensional
feature space even after suitable pre-processing, including feature selection, have
been carried out. For example, in the popular vector space representation of text
documents, the dimensionality of the feature space is the size of the vocabulary
[BYRN99]. Even after stemming is carried out and both very rare as well as very
common terms have been discarded, the residual vocabulary often contains thou-
sands of terms. In market basket analysis of large retail data, the number of signif-
icant products, each represented by one feature, may run in the thousands [SG02].
Both text and market basket data also have other properties in common: the data
matrix is typically very sparse and only contains non-negative entries, and the un-
derlying clusters are highly non-Gaussian in nature.
In general, sparsity and other issues due to the “curse of dimensionality”
[Fri94] make the clustering of highly non-Gaussian, high-dimensional data a very
difficult problem to solve using density based approaches. Partitional methods such
0The work presented in this chapter has earlier appeared as [BG04].
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as k-means and its variants also fail miserably since the underlying assumption that
the data can be well modeled by a mixture of k Gaussians (value of k being pre-
specified) with identical covariance matrices, is violated. The way out is to exploit
domain knowledge about the properties of the data and of the desired clusters.
For example, if it is known that the data actually resides in a manifold that is of
much lower dimensions than the embedding space, solving for a mixture of principal
surfaces can help [CG01, HDR97].
This chapter is aimed at applications for which the domain knowledge indi-
cates that data is directional [Mar75]. For such scenarios, the curse of dimensionality
is somewhat alleviated by normalizing the data to unit L2 norm, since only the di-
rection of a data vector is relevant. For example, many methods for document
clustering normalize the document vectors to unit length after all other preprocess-
ing and normalizations such as TF-IDF have been carried out. The cosine of the
angle between two such normalized vectors then serves as the default similarity mea-
sure between the two documents that they represent. Normalization prevents larger
documents from dominating the clustering results, and can be viewed as an appli-
cation of domain-specific characteristics and requirements to alleviate the “curse of
dimensionality” problems. A noteworthy algorithm for clustering normalized docu-
ment vectors is spherical kmeans (spkmeans) [DM01, DFG01], in which the cluster
representatives are also constrained to be of unit length, allocation of data points
to their nearest representatives is based on cosine similarity, and, after a full pass
through the data, the updated locations of the representatives are based on maxi-
mizing the average cosine similarity between the cluster “center” and all the points
assigned to that cluster. Note that, like kmeans, spkmeans is also a batch-iterative
procedure. This algorithm has been successfully used to cluster text documents
in 2000+ dimensional space, providing superior cluster definitions in the process
[DM01, DFG01]. We shall show in Section 2 that spkmeans is really a batch version
68
of a competitive learning algorithm.
Normalization of high-dimensional vectors before clustering is also fruitful for
some other applications. In fact, it is meaningful for market basket data analysis if
one is interested in, say, grouping customers based on the similarities between the
percentages of their money spent on the various products.
Having shown the need for clustering high dimensional data residing on hy-
perspheres by drawing examples from document clustering and market basket anal-
ysis, we use the same two domains to motivate the desirability of obtaining balanced
clusters, i.e., clusters of comparable sizes [BG02b, BBD00]. In general, the natural
clusters in the data may be of widely varying sizes, this variation may not be known
beforehand and balanced solutions may not be important. However, as discussed
in section 2.2, several applications in market basket analysis and text clustering
demand comparably sized segmentations of the data. In addition to application
requirements, balanced clustering is sometimes also helpful because it tends to de-
crease sensitivity to initialization and to avoid outlier clusters (highly under-utilized
representatives) from forming, and thus has a beneficial regularizing effect even in
situations where balancing is not a requirement. This will be evident from our
experimental results in Section 5.6.
Unfortunately, KMeans type algorithms (including the EM approach) as well
as the basic on-line competitive learning mechanisms for clustering are increasingly
prone to yielding imbalanced solutions as the input dimensionality increases. This
problem is exacerbated when a large (tens or more) number of clusters are needed,
and it is well known that both hard and soft kmeans invariably result in some near-
empty clusters in such scenarios.
Competitive Learning: Competitive learning techniques employ winner-take-all
mechanisms to determine the most responsive cell to a given input [Gro76, RZ85,
Gro87]. If this cell or exemplar then adjusts its afferent weights to respond even
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more strongly to the given input, the resultant system can be shown to perform un-
supervised clustering. For example, the non-normalized competitive learning version
of Rumelhart and Zipser [RZ85], essentially yields an on-line analogue of the popu-
lar k-means clustering algorithm. There are also soft competitive learning methods
with multiple winners per input [ZL02], that can be viewed as on-line analogues of
soft batch-iterative clustering algorithms such as fuzzy c-means [BP92] as well as
the expectation-maximization (EM)-based approach to clustering data modeled as
a mixture of Gaussians [Bli98].
To address the problem of obtaining clusters of widely varying sizes, a “con-
science” mechanism was proposed for competitive learning in 1988 [deS88], that
made frequently winning representatives less likely to win in the future because of
their heavier conscience. This work was followed by the notable frequency sensitive
competitive learning(FSCL) method [AKCM90]. FSCL was originally formulated
to remedy the problem of under-utilization of parts of a codebook in vector quanti-
zation. Motivated by earlier work of Grossberg [Gro76], the conscience mechanism
used in FSCL multiplicatively scaled the distortion (distance of the exemplar or
codebook vector from the input) by the number of times that exemplar was the
winner in the past. Thus highly winning exemplars were discouraged from attract-
ing new inputs. However, this mechanism was not derived from first principles or
applied to high-dimensional, normalized clustering.
5.2 Clustering on a Hypersphere
The classical kmeans clustering algorithm gives the (local) maximum likelihood es-
timates of the means of k Gaussians [Mit97] under certain assumptions [KMN97,
BBM02] by using the Expectation Maximization (EM) algorithm [DLR77]. The EM
algorithm is guaranteed to give a local optimum for these maximum likelihood esti-
mates. We use a similar approach for deriving the spkmeans algorithm for clustering
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points on the surface of a hypersphere. The von Mises-Fisher (vMF) distribution is
an analogue of the Gaussian distribution on a hypersphere [Mar75, SK01, BDGS03]
in that it is the maximum entropy distribution on the hypersphere when the first mo-
ment is fixed [KK92] under the constraint that the points are on a unit hypersphere.









where µ, with ‖µ‖ = 1, represents the mean direction vector and κ is the disper-
sion around the mean, analogous to the mean and covariance for the multivariate




where Ir(y) is the modified Bessel function of the first kind and order r [McL55].
Assume that there are n data points X = {x1, · · · ,xn} on the surface of a unit
hypersphere and there are k vMF distributions fh, h = 1, · · · , k, such that each
point has been generated following exactly one of these distributions. We want to
estimate the parameters of the k vMF distributions so that the likelihood of the
observed data is maximized. Like the Euclidean kmeans case, we initially assume
κ to be a constant for all the k distributions. Let Z = {z1, . . . , zn} be the set
of hidden random variables over {1, . . . , k} corresponding to the set of data points
X = {x1, . . . ,xn} so that zi = h if xi was generated following fh and 0 otherwise.
Assuming the data points have been drawn independently, the log-likelihood of the




ln f(xi;µzi , κ) =
n∑
i=1
(κxTi µzi − ln(Zd(κ))), (5.3)
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where µzi is the mean of the vMF distribution that generated xi. Since κ is a






under the constraint that ‖µh‖ = 1,∀h. Since the parameters µh as well as the dis-
tributions of the random variables zi are not known, we can use the EM algorithm to
do maximum likelihood estimation under incomplete information. If the parameters
are set to random values in a primal M-step, the E-step of the algorithm involves
assigning the data points to the most likely vMF distribution to have generated it.
More precisely, we compute h∗ so that1
h∗ = argmax
h
ln f(xi;µh) = argmax
h
xTi µh. (5.5)
Then, the M-step involves computing the µh, h = 1, · · · , k, using the current as-
signments of the data. The parameters are computed by maximizing the expected
log-likelihood, the expectation being over the distribution of the zis. Note that
unlike many other applications of the M-step, the maximization in this case is a
constrained maximization with the constraints ‖µh‖ = 1,∀h and hence is done by
using the Lagrange multiplier method. Let λh be the Lagrange multiplier corre-
sponding to the constraint µThµh = 1.
2 Then the Lagrangian is given by




















1One can also formulate a soft assignment based algorithm based on vMF distributions, but soft
clustering is outside the scope of this chapter. See [BDGS03] for details.
2There is a subtle difference between the constraints ‖µh‖ = 1 and µThµh = 1. Since this
difference is not important in the present analysis, we choose to ignore it for simplicity.
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where Xh is a set such that if the current zi = h, then xi ∈ Xh. In other words, Xh
the set of points assigned to the current h-th cluster. Now, taking derivatives of the
Lagrangian with respect to µh and λh, and setting it to zero, for h = 1, · · · , k, we







µThµh = 1. (5.7)














Repeating the steps given in (5.5) and (5.9) results in an iterative relocation scheme
that, being an EM algorithm, is guaranteed to give a local maxima of the likelihood
function in (5.3) and hence also (5.4) after convergence. This scheme was introduced
as the spherical kmeans (spkmeans) algorithm by Dhillon et. al. [DM01] since the
data points lie on the surface of the unit hypersphere. We have now provided
a derivation of the same from maximum likelihood principles. In fact, we have
obtained a batch mode version of normalized competitive learning [RZ85]. Note that
while the performance of this algorithm can be evaluated using (5.3), the following
objective function obtained by adding constant additive and multiplicative factors,
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J̄ can be interpreted as the average cosine similarity (cosine of the angle) between
any vector xi and its cluster representative µzi . It serves as an intrinsic measure of
cluster quality and will be called the spkmeans objective function.
5.3 Frequency Sensitive Assignments
From empirical studies [DM01, BG02a, BDGS03] in clustering, spkmeans has been
shown to be clearly superior to regular kmeans for directional data [BDGS03]. How-
ever, like its Euclidean space counterpart, it quite often gets stuck in poor local
solutions resulting in empty clusters or clusters having very few points, for moder-
ately large values of k. Both the formulations do not have any explicit way to guard
against such a scenario. A similar problem had been reported in the signal processing
community for the problem of vector quantization where some parts of the codebook
were under-utilized as a result of poor local solutions to the optimization problem
for codebook generation [RZ85]. The problem was empirically addressed by using
frequency sensitive competitive learning(FSCL) [AKCM90, GA96]. FSCL is a con-
science type competitive learning approach that overcomes the problems associated
with simple competitive learning [AKCM90] and Kohonen’s self-organizing feature
maps in vector quantization applications. In FSCL, the competitive computing units
are penalized in proportion to the frequency of their winning, so that eventually all
units participate in the quantization of the data space. Convergence properties of
the FSCL algorithm to a local minima have been studied by approximating the fi-
nal phase of the FSCL by a diffusion process described by a Fokker-Plank equation
[GMA97].
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As mentioned previously, the kmeans algorithm can be viewed as an EM
algorithm on a mixture of identity variance Gaussians assuming the cluster assign-
ment hidden variables are distributed such that they take one value in {1, · · · , k}
(for hard assignments) [BBM02]. A frequency sensitive learning mechanism can be
derived from this mixture of Gaussians framework by making each of the Gaussians
shrink in proportion to the number of points that have been assigned to it. More
precisely, if nh points have been assigned to the h-th cluster, the covariance of its
representative Gaussian is set to Σh =
1
nh
I where I is the identity matrix. Note that
if nh is large for a particular h, then that Gaussian shrinks more in the sense that
the density gets more peaked around the mean. The log-likelihood of a particular
point x with respect to this Gaussian is given by















where d is the dimensionality of the data. Since data points are assigned to the most







nh‖x− µh‖2 + d lnnh
}
. (5.11)
Thus, the higher nh is, the lower is the chances of a point getting assigned to
that cluster. This is exactly what any FSCL tries to achieve. Interestingly, the
empirically proposed FSCL method [AKCM90] only considers nh‖x − µh‖2. Our
formal treatment of the idea results in an extra second term, namely d lnnh.
Using the same basic idea, we propose a change in the formulation of spherical
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kmeans in order to prevent poor local solutions. Rather than keeping κ constant,
we propose to make it inversely proportional to the number of points assigned to
the corresponding distribution. Thus, if nh is the number of points assigned to fh,
then we set κh ∝ 1/nh. Intuitively, this is akin to using shrinking Gaussians in
the Euclidean space in the sense that as more points are assigned to a particular
cluster, the “width” of its representative Gaussian reduces. As a result, effective
distance of points from this cluster increases, or, in the spherical case, the similarity
of points from this cluster decreases. Thus, if a point x is such that xTµ1 = x
Tµ2
but nh1 < nh2 , then x has a higher likelihood of having been generated from fh1
than fh2 in the frequency sensitive setting. Hence, the likelihood of points going to
clusters having less number of points is higher and this implicitly discourages poor
local solutions having empty clusters or clusters having very small number of points.
Formally, let κh ∝ 1/nh ⇒ κh = c/nh, where c is a suitable proportionality
constant. Then, the log-likelihood of data-point xi having been generated from fh
is given by
log f(xi;µh, κh) =
c
nh







xTi µh − log(Id/2−1(c/nh))− (
d
2
− 1) log nh,
where F(h) ≡ G(h) means that argmaxh F(h) = argmaxh G(h). For simplifying the
expression further, we choose c = nd2/2k. Then, noting that nh = O(n/k) and d
is a large number so that nd2/2knh  d, using the fact that In(x) ≈ ex/
√
2πx for
fixed n and x n [McL55], we get
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Note, from (5.13), that the spherical kmeans assignment function (5.5) now gets a
multiplicative and an additive term, both of which penalize larger clusters. Further
note that this particular form of the likelihood function is due to our choice of the
proportionality constant and other values of the constant will give slightly different
forms for this likelihood function. However, this particular choice helps us use an
asymptotic behavior of the modified Bessel function of the first kind thereby making
the formulation computationally tractable.
In the next few sections, we shall present algorithms for clustering data based
on the frequency sensitive assignment rules as derived above (5.13). We focus on
two types of problems: (a) in which the data points are static and the algorithm
can read the data as many times as required, and (b) in which the data points are
streaming so that algorithm can read every data point exactly once. In section 5.4,
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we present three algorithms for clustering static data: (i) fs-spkmeans is a direct
extension of spkmeans using the frequency sensitive assignments from (5.13); (ii)
pifs-spkmeans is a partially incremental version of fs-spkmeans where the effective
number of points per cluster are updated incrementally after processing every point
and the mean of every cluster is updated in batch once in every iteration (after
processing all the points); and (iii) fifs-spkmeans is a fully incremental version of
fs-spkmeans where both the effective number of points per cluster and the cluster
means are updated after processing every point. Note that all these algorithms need
to know the number of points to be processed up-front and hence are applicable
to static data only. In section 5.5, we present sfs-spkmeans, an algorithm for
frequency sensitive clustering of streaming data, where knowing the number of data
points to be clustered is not necessary.
5.4 Algorithms for Static Data
Based on the analysis presented in section 5.3 and the frequency sensitive assign-
ments according to (5.13), we first present the algorithm fs-spkmeans (frequency
sensitive spkmeans) that is an extension of spkmeans and is applicable to static data
that can be read as many times as necessary (Algorithm 4).
Though the algorithm fs-spkmeans is motivated by the FSCL, it does not
have the incremental flavor of FSCL. To study the effect of the incremental behavior
of fs-spkmeans, we present and empirically evaluate two variants of this algorithm.
The first, called pifs-spkmeans (partially incremental fs-spkmeans), basically in-
corporates step 2b of fs-spkmeans into step 2a. In other words, in each iteration
t, as soon as a point gets assigned to the h-th cluster, the value of n
(t)
h is updated.
The algorithm is presented in Algorithm 5.
The second variant is called fifs-spkmeans (fully incremental fs-spkmeans),
and has the full flavor of competitive learning. In this scheme, in a particular epoch,
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Algorithm 4 Frequency Sensitive SPKMeans (fs-spkmeans)
Set iteration count t ← 0. Choose k points (unit vectors) as the cluster means µ(0)h , set
n
(0)
h ← nk , h = 1, · · · , k.
repeat
{The Assignment Step}
Set Xh ← ∅
for i = 1 to n do

















for h = 1 to k do
n
(t+1)














i.e., a run through all the data points, as soon as a point gets assigned to the h-th
cluster, both nh and µh are updated. Thus, in this scheme, we have shrinking as
well as moving vMF distributions trying to model the data. The basic algorithm is
presented in Algorithm 6.
Note that in both the incremental algorithms, after each point is assigned
to a cluster and its count incremented, a constant 1/k is subtracted from each nh.
This ensures that at any point of time, the total number of points in all the clusters
add up to n.
5.5 Algorithm for Streaming Data
The algorithms presented in section 5.4 necessarily need to know the number of
data points to be processed from beforehand. They also need to make multiple
read accesses over all the data points. Note that neither of these conditions is sat-
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Algorithm 5 Partially Incremental Frequency Sensitive SPKMeans
(pifs-spkmeans)
Set iteration count t ← 0. Choose k points (unit vectors) as the cluster means µ(0)h , set
n
(0)
h ← nk , h = 1, · · · , k.
repeat
{The Assignment Step}
Set Xh ← ∅
for i = 1 to n do























h − 1k , ∀h
end for
{The Re-estimation Step}













h , h = 1, · · · , k, t← (t+ 1)
end for
until convergence
isfied when the application demands clustering of streaming data. Streaming data
is often typical of non-stationary environments requiring continuous on-line adap-
tation [RG98]. The need for clustering streaming, normalized data is encountered,
for example, for real-time incremental grouping of news stories or message alerts
that are received on-line. In classical pattern recognition, streaming data are of-
ten encountered in the form of non-linear time series [GW93]. It is not surprising
that much work on analyzing streaming data has been done in the neural network,
signal processing and applied physics communities, starting from the early days of
ADALINE [WL90, Moz93, SDN87, SG97]. More recently, some machine learning
researchers have also got interested in this problem [Tur96, HSD01]. But to date,
there has been little work on clustering of such data [GMMO00, GG01], and there
is a lack of benchmark data sets for the same.
An algorithm working on streaming data gets to read the data only once.
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Algorithm 6 Fully Incremental Frequency Sensitive SPKMeans (fifs-spkmeans)
Choose k points (unit vectors) as the cluster means µh, set nh ← nk , h = 1, · · · , k.
repeat
{The Assignment and Re-estimation Steps}
Set Xh ← ∅
for i = 1 to n do
Xh∗ ← Xh∗ ∪ {xi}, where










nh∗ ← nh∗ + 1
for h = 1 to k do
nh ← nh − 1k , ∀h







Thus none of the algorithms presented in section 5.4 can be applied to streaming
data. In this section, we present sfs-spkmeans (streaming fs-spkmeans), a variant
of fs-spkmeans that can be applied to streaming data since it does not need to
know the number of points to be processed and reads every data-point exactly once.
Note that the online version may actually be more applicable in certain real life
scenarios, e.g., when data is being collected incrementally over time, or, when the
clustering has to be done by making a single pass over the data kept in a database.
For constructing the online variant, we first note that a non-normalized mean
µ(t+1) of (t+ 1) data points can be written as a recursion in terms of µ(t) [Tra91] as
follows:
µ(t+1) = µ(t) +
1
t+ 1
(xt+1 − µ(t)). (5.14)
If the data is obtained from a stationary process, i.e., the parameters of the underly-
ing generative model does not change with time, then µ(t), as computed by the above
recursion will converge, and do not need updating after sufficiently large t. However,
typical streaming data is non-stationary. There are two popular approaches taken in
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such cases: (i) if the data characteristics change abruptly, then such breakpoints can
be detected, and a model is fitted for each segment (regime) between two successive
breakpoints, assuming stationarity within such segments. Piecewise autoregressive
modeling is an example of such an approach. (ii) If the data characteristics vary
slowly over time, the problem may be addressed by discounting the past – an ap-
proximation recursion can be used that keeps an exponentially decaying window
over the history of observations and maintains the effective count ct+1 of the history
rather than the exact (t + 1). More precisely, the approximate recursion for the
mean [Tra91] is given by:




where ct+1 = (1 − 1/L)ct + 1 and L is a large number [Tra91, RG99, NH98]. Note
that this exponential decay factor of (1 − 1/L) ensures that ct+1 converges from
below to L. Thus, after the “cold start” period is over, the history maintained in
the computation has an effective length L. The choice of L depends on the degree
of non-stationarity, and a fundamental tradeoff between resolution and memory
depth is encountered [PKC94]. We take a similar approach for approximating the
normalized mean. The normalized mean of (t+ 1) data points can be written as a








xt+1 − (Lt+1 − Lt) µ(t)
}
‖ , (5.15)
where Lt = ‖
∑t
i=1 xi‖. Again, using Lt in this recursion results in similar issues
as outlined above for the non-normalized case. Using the same exponential decay
approximation, we have
L̃t+1 = (1− 1/L)L̃t + ‖xt+1‖ = (1− 1/L)L̃t + 1, (5.16)
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since ‖xt+1‖ = 1, and L̃0 = 0. It can be easily seen that lim
t→∞
Lt = L. A direct
calculation using the recursion above shows that
L̃t+1 − L̃t = (1− 1/L)t. (5.17)
Now, for a large L and t L, from (5.17) we have L̃t+1−L̃t ≈ 1. Using this and the
approximations of (5.16), following (5.15), the approximate normalized recursion for









where L̃t+1 is given by (5.16).
To make the frequency sensitive version of spherical kmeans applicable to
streaming data, as before, we want to make κh ∝ 1/nh. However, the number of
points to be processed, nh is unknown and may be unbounded. Therefore, we use
the same exponential decay recursion for nh so that ñ
(t+1)
h = (1− 1/L)ñ
(t)
h + 1 and
ñ
(0)
h = 0. Note that the recursion and the base case for ñ
(t)
h and L̃t are exactly the
same so that, for notation we can use only one of them. We choose to use ñ
(t)
h .











(xt+1 − µ̃(t)h )
‖µ̃(t)h + 1ñ(t+1)h
(xt+1 − µ̃(t)h )‖
, (5.19)
Now, in the limit, all the clusters will have a perfect balancing with effectively L
points per cluster and hence L plays the role of n/k in the static case. Thus, following




h is set to Ld
2/2. Since
Ld2/2nh  d, following the previous argument and replacing n/k with L, the most
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likely distribution to have generated a particular point xi is given by



















Using the above equation, we present sfs-spkmeans in Algorithm 7, the variant of
frequency sensitive spherical kmeans applicable to streaming data .
Algorithm 7 Streaming Frequency Sensitive SPKMeans (sfs-spkmeans)
Set data count t ← 0. Choose k points (unit vectors) as the cluster means µ̃(0)h , set
ñ
(0)
h ← 0, h = 1, · · · , k.
for the next data-point xt+1 do
Assign xt+1 to the cluster X (t)h∗ where























































Computational Requirements: Finally, a word on the complexity of the pro-
posed approaches. Since all of the proposed approaches follow the basic infrastruc-
ture of kmeans, each iteration is linear in the number of data-points and the num-
ber of clusters. For the static algorithms, under realistic assumptions [BDGS03],
the algorithms converge within a finite number of iterations. Note that, if need
be, the approximations can be totally avoided with some extra computational ef-
fort [BDGS03]. For the streaming data, since the data points are processed one at a
time, the algorithm is of course linear in the number of data points, but in a rather
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different sense. Further, for each data point, the streaming algorithm is linear in
the number of clusters. Hence, all the proposed approaches are very scalable and
can be employed in large scale clustering tasks.
5.6 Experimental Results
In this section, experimental results on the proposed ideas are described. We present
results on three high-dimensional text datasets - the Classic3 dataset3, the News 20
dataset4 and the Yahoo news dataset5(K1) for the empirical performance analysis.
In spite of being high-dimensional, sparse datasets, they have quite different prop-
erties that are quite useful in demonstrating the biases of the proposed algorithms.
The Classic3 dataset contains 3893 files, among which 1400 Cranfield
documents are from aeronautical system papers, 1033 Medline documents are from
medical journals, and 1460 Cisi documents are from information retrieval papers.
The toolkit MC [DFG01] was used for creating the high-dimensional vector space
model for the text documents and a total of 6061 words were used. Thus, each
document, after normalization, is represented as a unit vector in a 6061 dimensional
space. This is a relatively simple dataset in the sense that the documents in the
3 clusters are on completely different topics. Also, the natural clusters 6 are quite
balanced.
The News20 dataset is a collection of 19,997 messages, collected from 20 differ-
ent usenet newsgroups, with approximately 1000 messages per newsgroup. chosen




6All three data sets used have class labels. We call the clustering indicated by the class labels as
the “natural clustering” of the dataset. Evaluating clustering quality by comparing cluster labels
with class labels is quite common, but such results should be presented with a caveat, since some
classes can be multi-modal, and classes may overlap as well, as is quite evident in the News20
dataset.
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sages were removed so that they do not bias the results. Using the toolkit MC, the
high-dimensional model had a total of 26099 words. This is a typical dataset that
one may encounter in real life — it is very high-dimensional, sparse and there is
significant overlaps between the newsgroups. In fact, some cross-posted articles ap-
pear multiple times in the dataset – once under every group in which it was posted.
Another feature of this dataset is that the natural clusters are perfectly balanced.
The Yahoo20 dataset (K-series) is a collection of 2340 Yahoo news articles be-
longing one of 20 different Yahoo categories. The K1 set actually gives the high-
dimensional vector space model having 21839 words. After normalization, the data
points reside on the surface of a 21839 dimensional hypersphere. The salient fea-
ture of this dataset is that the natural clusters are not at all balanced, with cluster
sizes ranging from 9 to 494. This is where it significantly differs from the two pre-
vious datasets. This dataset helps in studying the effect of the balancing bias of
the proposed algorithms on the cluster quality if the natural clusters are highly
unbalanced.
5.6.1 Performance Measures
We study four performance measures to get a comparative understanding of the
proposed algorithms – two of them measure cluster quality whereas the other two
measure cluster balancing.
Cluster Quality is evaluated by an external and an internal measure. Exter-
nal measures such as purity and entropy of clusters [SGM00] can be used if external
information such as class labels for all data points can be obtained [Gho03]. An in-
creasingly popular external measure is the mutual information between the cluster
assignments and a pre-existing labeling of the dataset. Formally, if X is a random
variable for the cluster assignments and Y is a random variable for the pre-existing




is the amount of statistical information shared by X and Y [CT91]. If mhl is
the number of documents in the h-th cluster, h ∈ {1, · · · , k}, that has class label
l ∈ {1, · · · , c}, then the empirical estimate of the probability of the joint event
{X = h, Y = l} is computed as p(X = h, Y = l) = mhl/n, where n is the total
number of documents. The mutual information is computed using the empirical
estimates for the joint events and the corresponding empirical marginals. We shall
use a normalized mutual information (NMI) measure so that the numbers are in the
range [0, 1]. The normalization is done using the arithmetic mean of the maximum
possible entropies of the empirical marginals, i.e., NMI(X,Y ) = I(X,Y )(log k+log c)/2 . The
NMI [SG02] measures the amount of statistical similarity between the cluster as-
signments and the pre-existing labels under an appropriate (constant) scaling. This
measure is better than certain other commonly used external measures such as en-
tropy or purity [SGM00], in the sense that NMI does not necessarily increase with
increase in the number of clusters k, whereas both entropy and purity do. We shall
investigate another objective way of evaluating clustering in Chapter 7.
As a second point of reference, an internal measure of cluster quality, as
indicated by the spkmeans objective function (SOF) value (5.10), is used. Note
that using this measure favors spkmeans which optimizes this measure, while all the
proposed methods attempt to optimize modified versions of this objective that also
weave in balancing constraints.
Cluster Balancing is also evaluated by two measures. One measure is the
standard deviation in cluster sizes (SDCS) for a given number of clusters requested
from the algorithm. As mentioned earlier, obtaining balanced clusters, i.e., clusters
with approximately equal sized clusters, is often an application requirement, or a
desirable regularization property. SDCS is one measure that helps in understanding
the balancing behavior of a clustering algorithm. Thus, if {n1, · · · , nk} are the sizes




In addition, it is also useful to know whether an algorithm is returning empty
or extremely small clusters. To quantify this behavior, the second measure we use
is the ratio of the minimum cluster size generated by an algorithm to the expected
cluster size under perfect balancing. We shall refer to this measure as ratio of
minimum to expected (RME). By definition, RME = (min{n1, · · · , nk})/(n/k).
5.6.2 Experiments with Static Algorithms
In this section, we present results on the performance of the proposed static al-
gorithms — fs-spkmeans, pifs-spkmeans and fifs-spkmeans — and compare
them with that of the basic spkmeans algorithm7. We study the algorithms over
a reasonable (depending on the dataset under consideration) range of values for
the number of clusters to get a better understanding of their properties. All the
results presented are averaged over 10 runs. The initial k means of the spherical
kmeans were generated by computing the mean of the entire data and making k
small random perturbations to this mean [DFG01]. For stability and repeatability,
the frequency sensitive algorithms were initialized at points of local minima of the
spkmeans objective function.
The Classic3 dataset
On the Classic3 dataset, all the algorithms perform quite similarly in terms of the
two cluster quality measures. All the four algorithms achieve their individual highest
values of NMI at k = 3, which is the number of natural clusters in the data (Fig-
ure 5.1(a)). Even for other values of k, they perform quite similarly in terms of NMI,
though pifs-spkmeans seems to be perform a little differently from the rest of the
group. The SOF values for all the algorithms are almost the same (Figure 5.1(b)).
7We do not compare with kmeans or equivalent algorithms since they perform miserably on high
dimensional text data [SGM00]
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A difference in their performance is observed while studying the cluster bal-
ancing measures. The pifs-spkmeans algorithm gives a much lower SDCS as com-
pared to the other algorithms (Figure 5.1(c)). Also, it gives a much higher RME as
compared to the other algorithms (Figure 5.1(d)). This points out to the fact that
pifs-spkmeans has high bias towards balancing.






























































































Figure 5.1: Comparison between the static algorithms on the Classic3 data: (a) the
normalized mutual information values, (b) the spkmeans objective function values,
(c) the standard deviation in cluster sizes, and (e) the ratio of the minimum to
expected cluster size values, averaged over 10 runs of each algorithm.
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The News20 dataset
The News20 dataset demonstrates the basic nature of the four algorithms quite well.
In all the experiments, and in terms of all the performance measures, fs-spkmeans
and fifs-spkmeans show very similar behavior. As seen before in the Classic3
dataset, pifs-spkmeans has a high bias towards balancing, whereas spkmeans has
no explicit mechanism for balancing.
All the algorithms achieve their individual highest values of the NMI at
k = 20, which is the correct number of clusters (Figure 5.2(a)). At k = 20,
fifs-spkmeans and fs-spkmeans perform better than the other two in terms of
the NMI, and also show good balancing. For lower values of k, pifs-spkmeans per-
forms worse than the other three which have quite similar behavior. For much higher
values of k, spkmeans has significantly higher values of NMI compared to the three
proposed approaches, since it starts generating zero-sized clusters (Figure 5.2(d)) in
order to maintain the NMI and objective at a reasonable value. On the other hand,
since none of the proposed algorithms generate zero sized clusters, their performance
in terms of NMI suffers. As seen from Figures 5.2(c),(d), pifs-spkmeans has the
most bias towards balancing thereby achieving the lowest SDCS and the highest
RME values for the entire range of k over which experiments were performed. It is
interesting to note that fs-spkmeans and fifs-spkmeans seems to follow a middle
ground in terms of its cluster balancing and quality biases. It is also to be noted
that the SOF values for the proposed algorithms are equal or greater than those
achieved by spkmeans.
The Yahoo20 dataset
As mentioned earlier, the Yahoo20 dataset is highly unbalanced according to the
labelling it has. Hence, results on this dataset show how the proposed algorithms
handle the data when their balancing bias is not going to help.
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It is interesting to see that the performance of the algorithms in terms of
the NMI is quite similar to what was observed for the News20 dataset. As before
fs-spkmeans and fifs-spkmeans perform very similarly and the NMI values they
achieve deteriorate for values of k greater than 20, the correct number of clusters
(Figure 5.3(a)). pifs-spkmeans performs poorly in terms on the NMI because of
its high bias towards balancing that does not help in this particular dataset. It also
performs slightly worse than the other algorithms in terms of the SOF values (Fig-
ure 5.3(b)). However, as before, it consistently gives the lowest SDCS (Figure 5.3(c))
and highest RME values (Figure 5.3(d)). spkmeans maintains a reasonable value of
the NMI even for large values of k by generating empty clusters. It is interesting to
note that due to fact that the natural clusters are not at all balanced, fs-spkmeans
and fifs-spkmeans give quite low values of RME, but never actually give a zero-
sized cluster in the range of k over which experiments were performed. Again, these
two algorithms seem to have a good balance between the biases and can respond
quite well to the underlying nature of the dataset.
Summary of Results
Both fs-spkmeans and fifs-spkmeans perform admirably when the value of k cho-
sen is in the neighborhood of the number of classes in the data. They are comparable
to or superior than spkmeans in terms of cluster quality, and superior in terms of
balancing. This result is particularly remarkable for the Yahoo20 dataset where the
underlying classes have widely varying priors. This is indicative of the beneficial
effect of the regularization provided by the soft balancing constraint. However, if
k is chosen to be much larger than the number of natural clusters, spkmeans has
an advantage since it starts generating zero-sized clusters, while the others are now
hampered by their proclivity to balance cluster sizes. On the other hand, if balanc-
ing is very critical, then pifs-spkmeans is the best choice, but it has to compromise
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to some extent on cluster quality in order to achieve its superior balancing. So the
choice of algorithm clearly depends on the nature of the dataset and the clustering
goals, but in general, both fs-spkmeans and fifs-spkmeans are attractive even
when balancing is not an objective.
5.6.3 Experiments with the Streaming Algorithm
The primary problem in experimenting with the streaming algorithm is that there is
no well-known benchmark for clustering of high-dimensional, normalized streaming
data. So, the experiments with the streaming algorithms were done by artificially
“streaming” the public domain static datasets. The data points are presented se-
quentially to the sfs-spkmeans algorithm, repeating the process as many times as
necessary in order to simulate streaming data. We call the sequence of showing ev-
ery document in the selected dataset once as an epoch and the algorithm is run over
multiple epochs until it converges or some preset maxEpoch value is reached. Note
that the resulting scheme is very similar to fifs-spkmeans but there are subtle dif-
ferences. In order to understand the effect of the choice of L, the number to which
the norm and the effective cluster sizes of sfs-spkmeans converges, we present
results corresponding to two choices of L: 100 and 1000, and the corresponding
algorithms will be referred to as sfs100-spkmeans and sfs1000-spkmeans respec-
tively. Note that both these values of L are less than the data set sizes. This means
that sfs-spkmeans has less effective memory than the static algorithms. In fact,
such a low effective memory handicaps the streaming algorithm as compared to the
static ones which use all the data to update their parameters. As we shall see, the
streaming algorithm actually performs reasonably well even with this handicap.
There are three aspects to be considered when evaluating a streaming algo-
rithm [WS85]: (i) how quickly does it ramp up to a solution, (ii) the quality of the
solution, and (iii) if the data characteristics change, how quickly does the system
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respond to such changes. Since in this chapter, the streaming data sets are obtained
by reproducing a fixed data set end-to-end, all the solutions show an asymptotic
behavior. So we shall first address aspect (ii) and compare these asymptotic solu-
tions with those obtained by the static algorithms. Then, in the next subsection,
we address aspect (i) and look at the learning curves.
Asymptotic Results
The streaming algorithm ramps up to a “steady state” solution in a few epochs and
after that there are only minor perturbations to this solution. In this section, such
steady state solutions are averaged over 10 runs and then compared with spkmeans
and fs-spkmeans.
The Classic3 dataset: For the Classic3 dataset, all the algorithms achieve their
highest individual values of NMI at k = 3, the actual number of clusters in the
dataset. The streaming algorithms achieve higher NMI at k = 3 compared to the
batch algorithms (Figure 5.4(a)). All the four algorithms perform very similarly
in terms of the NMI for all other values of k. The SOF values achieved by the
static algorithms are consistently higher than that by the streaming algorithms (Fig-
ure 5.4(b)). There is no significant difference between the behavior of the algorithms
in terms of the two cluster balancing measures (Figures 5.4(c),(d)).
The News20 dataset: In the 20 News dataset, the streaming algorithms perform
significantly better than the static ones in terms of the NMI (Figure 5.5(a)). The
primary reason for this is that since the natural clusters in the data are perfectly
balanced and the streaming algorithms are biased towards balanced clustering, they
get the correct structure in the data due to their bias. Among the streaming al-
gorithms, infs100-spkmeans performs marginally better than infs1000-spkmeans
though the differences are not always significant. The SOF values for the static
algorithms are significantly better than those achieved by the streaming algorithms
93
(Figure 5.5(b)). There is no significant difference in the SDCS for the various al-
gorithms (Figure 5.5(c)). The frequency sensitive algorithms perform better than
spkmeans in terms of the RME values, and the streaming algorithms give higher
values of RME than fs-spkmeans(Figure 5.5(d)).
The Yahoo20 dataset: In the Yahoo dataset, the static algorithms seem to achieve
higher values of NMI than the streaming ones (Figure 5.6(a)). In the trade-off
between balancing and cluster quality, the streaming algorithms seem to give more
importance to the balancing aspect whereas the static ones seems to give higher
priority to the cluster quality. The streaming algorithms being biased towards the
balancing criterion, performs poorly in terms of the NMI in this dataset that has
highly unbalanced natural clusters. Due to this bias, they give significantly better
RME values as compared to the static algorithms (Figure 5.6(d)). Like the other two
datasets, the SOF values achieved by the static algorithms are significantly better
than those by the streaming ones (Figure 5.6(b)). Also, just like the other datasets,
there is not much difference in the SDCS across all the algorithms (Figure 5.6(c)).
Learning Curves
To get a better understanding of how quickly sfs-spkmeans reaches a steady state
solution, we study it closely on three randomly chosen runs on the three datasets
for different number of clusters. Note that we do not average over multiple runs
since then the corresponding epochs of the same run will be lost. The results are
presented for both sfs100-spkmeans. and sfs1000-spkmeans in Figures 5.7 and 5.8
respectively.
Consider Figure 5.7 first. In the Classic3 dataset, the NMI for k = 3, the
correct number of clusters, shoots up in the 2nd epoch itself and stays at that level
from that point onwards till convergence (Figure 5.7(a)). This shows that the data
set has a very simple structure and a single epoch was sufficient to capture it. For
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k = 2 and k = 4, the algorithm does not get any structure in the data as shown
by the NMI plots. In the News20 dataset, there is an initial increase in NMI for
k = 10, 20, 30 (Figure 5.7(b)). However, the plot for k = 30 plateaus at a much
lower value of NMI than that for k = 10, 20. It is interesting to note that although
the NMI values for k = 10, 20 are quite similar in the first few epochs, the algorithm
for k = 20 eventually finds a better structure in the data — this fact is reflected in
the plots as the NMI values for k = 20 crosses that for k = 10 before convergence.
The behavior in the Yahoo dataset is quite similar to that observed for the News20
dataset in terms of the NMI.
In the Classic3 dataset, the SDCS values for k = 3, 4 are significantly better
than that for k = 2 (Figure 5.7(b)). A similar pattern is observed for the other two
datasets. Note that we are showing results for three values of k for all the datasets
– one value k is less than the number of natural clusters in the data, one value k∗
is (approximately) equal to that, and the third value k is greater than that. The
general pattern we observe is that the algorithm performs well in terms of the NMI
for k = k, k∗, and performs well in terms of the SDCS for k = k∗, k. Thus, the values
at or around k∗ are always in the group that performs well for both the measures,
whereas the performance for the other values of k suffer in one measure or the other.
Also, the RME values for k = k∗ are higher or at least as good as that for k = k, k.
Thus, we note that the algorithm performs the best for the performance measures
under consideration at values close to the natural number of clusters, or, in other
words, gets the structure in the data quite well. This is a very desirable quality for
a clustering algorithm.
A similar behavior is observed for all the datasets while studying the learn-
ing curves generated by infs1000-spkmeans in Figure 5.8. The number of epochs
required to converge is normally higher than that for the L = 100 case since the
effective learning rate, being inversely proportional to L, is much lower in this case.
95
The NMI values for k∗ after convergence is higher than the others for the Classic3
and News20 datasets (Figures 5.8(a),(c)). For the Yahoo dataset, because of its
complicated structure, the preset maxEpoch value of 100 is reached before the al-
gorithms converges – the NMI values for k and k∗ are still increasing and the value
for k is slightly higher when the epochs are terminated (Figure 5.8(e)). As before,
the SDCS values for k∗, k are better than that for k across all datasets. Also, the
RME values for k∗, k are better than that for k. Thus, we once again see that
the algorithm tends to have the best balance across all the performance metrics for
values of k close to the natural number of clusters.
5.7 Discussion
Obtaining a balanced solution is an explicit goal in certain clustering applications
irrespective of the underlying structure of the data. More commonly, obtaining
clusters of comparable sizes is not a stated objective, but some amount of balancing
helps in countering poor initializations in iterative clustering algorithms that con-
verge to only a local optimum. The problem of poor initialization is exacerbated
when both the input dimensionality as well as the number of clusters sought are
high, thereby vastly expanding the solution space. In addition to incorporating a
conscience mechanism to competitive learning, a variety of other approaches have
been proposed over the years [MH98] to overcome poor initializations in iterative
clustering algorithms that are otherwise attractive because of simplicity, low com-
putational complexity, etc.
In this chapter, we focused on applications where the data is normalized to
lie on the surface of a hypersphere. For such datasets, the clustering problem was
posed as a maximum likelihood estimation of k vMF distributions that are assumed
to have generated the observed data. This generative model can be adapted, if
need be, to provide various degrees of balancing. In the process, we derived certain
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existing, heuristically proposed algorithms (spkmeans, FSCL) from first principles.
The empirical results were also encouraging in that they were are both superior
(using external as well as internal criteria) as well as significantly better balanced.
This was true even for the highly imbalanced Yahoo20 dataset.
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Figure 5.2: Comparison between the static algorithms on the News20 data: (a) the
normalized mutual information values, (b) the spkmeans objective function values,
(c) the standard deviation in cluster sizes, and (e) the ratio of the minimum to
expected cluster size values, averaged over 10 runs of each algorithm.
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Figure 5.3: Comparison between the static algorithms on the Yahoo20 data: (a) the
normalized mutual information values, (b) the spkmeans objective function values,
(c) standard deviation in cluster sizes, and (e) the ratio of the minimum to expected
cluster size values, averaged over 10 runs of each algorithm.
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Figure 5.4: Comparison between streaming and static algorithms on the Classic3
data: (a) the normalized mutual information values, (b) the spkmeans objective
function values, (c) the standard deviation in cluster sizes, and (d) the ratio of
minimum to the expected cluster size values, averaged over 10 runs of each algorithm.
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Figure 5.5: Comparison between streaming and static algorithms on the News20
data: (a) the normalized mutual information values, (b) the spkmeans objective
function values, (c) the standard deviation in cluster sizes, and (d) the ratio of
the minimum to the expected cluster size values, averaged over 10 runs of each
algorithm.
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Figure 5.6: Comparison between streaming and static algorithms on the Yahoo20
data: (a) the normalized mutual information values, (b) the spkmeans objective
function values, (c) the standard deviation in cluster sizes, and (d) the ratio of
minimum to the expected cluster size values, averaged over 10 runs of each algorithm.
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Figure 5.7: Comparison of NMI and SDCS values over epochs (infs100-spkmeans)
on particular runs for Classic3, News20 and Yahoo20 datasets.
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Figure 5.8: Comparison of NMI and SDCS values over epochs (infs1000-spkmeans)





In this chapter, we address the issue of developing scalable clustering algorithms that
satisfy balancing constraints on the cluster sizes. Unlike Chapter 5, where balancing
was done without any guarantees on the minimum number of points per cluster, we
now focus on algorithms with provable balancing guarantees. An O(kN logN) algo-
rithm is presented for clustering N data-points into k clusters so that each cluster
has at least m points for some given m ≤ Nk . The proposed scheme can be broken
down into three steps - sampling, clustering of samples and populating the clusters
while keeping the balance followed by refinements. We address each of the steps
separately and show that the three-step process gives a very general methodology
for scaling up clustering algorithms while satisfying balancing constraints. A brief
overview of the three steps is presented in Section 6.1. The three steps are discussed
and analyzed in detail in Sections 6.2, 6.3 and 6.4. A brief discussion of some impor-
tant issues regarding the proposed scheme is presented in Section 9.3. In Section 6.5
we present experimental results on high-dimensional text clustering problems.
0The work presented in this chapter has earlier appeared in part as [BG02b].
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6.1 Overview
Let X = {x1,x2, · · · ,xN}, xi ∈ Rd,∀i, be a set of data-points that needs to be
clustered. Let d : Rd×Rd 7→ R+ be a given distance function between any two points
in Rd. The clustering problem we consider is that of finding a disjoint k-partitioning
{Sh}kh=1 of X and a corresponding set of k cluster representatives M = {µh}kh=1 in







is minimized under the constraint that |Sh| ≥ m,∀h, for a given m with mk ≤ N .








for some integer l ≥ k. In other words, if samples are drawn uniformly at random
from the set X , the probability of picking a sample from any particular optimal
partition is at least 1l for some given l ≥ k. Note that l = k if and only if |S∗h| =
N/k,∀h, so that the optimal partitions are exactly of equal size.
For the clustering problem to be tractable, the distance function d has to be
well-behaved in the following sense: Given a set of points xi, · · · ,xn, there should






While a large class of distance functions are well-behaved in the above sense, in
this article, we focus on the squared Euclidean distance and the cosine distance,
for both of which the representative can be computed in O(n) time. As we dis-
cussed in Chapter 3, the representative can be computed in O(n) for all Bregman
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divergences [BMDG04]. For the general framework discussed in this article, any
meaningful distance function can potentially be used as long as the computation of
the representative can be done efficiently.
To make the solution of this constrained clustering problem scalable, we
break up the solution into three steps making use of the information regarding the
nature of the optimal clustering. The three steps in the proposed scheme are as
follows:
Step 1 Sampling of the given data: The given data is first sampled in order to
get a small representative subset of the data. One potential problem with
sampling is that one may end up sampling all the points from only a few
of the optimal partitions so that the sampled data is not a representative
subset for clustering. We show that this kind of a scenario is unlikely under
the assumptions of (6.2) and compute the number of samples we must must
draw from the original data in order to get a good representation from each
of the optimal partitions in the sampled set with high probability.
Step 2 Clustering of the sampled data: Any clustering algorithm that fits the prob-
lem domain can be used in this stage. The algorithm is run on the sampled
set. Since the size of the sampled set is much less than that of the original
data, one can use slightly involved algorithms as well, without much blow-up
in complexity. It is important to note that the general framework works for
a wide class of distance (or similarity) based clustering algorithms as long
as there is a concept of a representative of a cluster and the clustering ob-
jective is to minimize the average distance (or maximize the similarity) to
the corresponding representatives.
Step 3 Populating and Refining the clusters: The third step has two parts: Populate
and Refine. In the first part, the small clusters generated in the second
step are populated with the data-points that were not sampled in the first
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step. For populating, we propose an algorithm poly-stable, motivated by
the stable marriage problem [GI89], that satisfies the requirement on the
number of points per cluster, thereby generating a feasible and reasonably
good clustering.
In the second part, an iterative refinement algorithm refine is applied on
this stable feasible solution to monotonically decrease the clustering objective
function while satisfying the constraints all along. On convergence, the final
partitioning of the data is obtained.
Note that populating and refining of the clusters can be applied irrespective
of what clustering algorithm was used in the second step, as long as there
is a way to represent the clusters. In fact, the third step is the most critical
step and the first two steps can be considered a good way to initialize the
populate-refine step.
The three steps outlined above provide a very general framework for scaling up
clustering algorithms under mild conditions, irrespective of the domain from which
the data has been drawn and the clustering algorithm that is used as long as they
satisfy the assumptions.
6.2 Sampling
First, we examine the question: given the set X having k underlying optimal par-
titions {S∗h}kh=1 such that the probability of sampling a point uniformly at random
from any particular partition is at least 1l , what is the number n of samples that need
to be drawn from X so that there are at least s 1 points from each of the k parti-
tions with high probability? Let X be a random variable for the number of samples
that need to be drawn from X to get at least s points from each cluster. E[X] can be
computed by an analysis using the theory of recurrent events and renewals [Fel67].
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A simpler version of this analysis can be found in the so-called Coupon Collector’s
problem [MR95], or, equivalently in the computation of the cover time of a random
walk on a complete graph. With a similar analysis in this case, we get the following
result.
Lemma 5 If X is the random variable for the number of samples be drawn from X
to get at least s points from each partition, E[X] ≤ sl ln k +O(sl).
Proof: Let C1, C2, · · · , CX be the sequence of samples drawn where Ch ∈ {1, · · · , k}
denotes the partition number from which the ith sample was drawn. We call the
h-th sample Ch good if less than s samples have been drawn from partition Ch in the
previous (h−1) draws. Note that the first s samples are always good. The sequence
of draws is divided into epochs where epoch i begins with the draw following the
draw of the ith good sample and ends with the draw on which the (i + 1)-th good
sample is drawn. Since a total of sk good samples have to be drawn, the number
of epochs is sk. Let Xi, 0 ≤ i ≤ (sk − 1), be a random variable defined to be the





Let pi be the probability of success on any trial of the ith epoch. A sample drawn in
the ith epoch is not good if the draw is made from a partition from which s vertices
have already been drawn. In the ith epoch there can be at most b isc partitions from
which s samples have been already drawn. Hence, there are still at least (k − b isc)
partitions from which good samples can be drawn. Then, since the probability of
getting a sample from any particular partition is at least 1l , the probability of the
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≈ sl ln k +O(sl) .
That completes the proof.
Using this lemma, we present the following result that shows that if we draw n =
csl ln k ≈ cE[X] samples from X , where c is an appropriately chosen constant, then
we we will get at least s samples from each optimal partition with high probability.
Lemma 6 If csl ln k samples are drawn uniformly at random from X the probability
of getting at least s  1 samples from each of the optimal partitions is more than
(1 − 1
kd
), where c and d are constants such that c ≥ 1ln k and d ≤ sln k{c ln k −
ln(4c ln k)} − 1.
Proof: Let Enh denote the event that less than s points have been sampled from
the partition S∗h in the first n draws. Let qh be the probability that a uniformly
random sample is chosen from S∗h. Then, qh ≥ 1l . We shall consider the number of
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draws n = csl ln k for a constant c ≥ 1ln k . Then,





















Now, since the expectation for the binomial distribution B(csl ln k, 1l ) is cs ln k ≥
s > (s−1), the largest term in the summation is the term corresponding to i = s−1.
Hence,



























































Using the fact that the probability of a union of events is always less than the sum
of the probabilities of these events, we obtain
P [X > n] = P [∪ki=1Eni ] ≤
k∑
i=1









Putting n = csl ln k, we get






= kse−cs ln k
(cs ln k)s
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Then P [X ≤ n] ≥ (1 − 1
kd














is true if kc−
d+1
s ≥ ces 1s ln k. Now, s 1s ≤ e 1e , ∀s, and hence es 1s ≤ ee 1e < 4. So, the
probability bound is satisfied if kc−
d+1
s ≥ 4c ln k. A simple algebraic manipulation
of the last inequality gives our desired upper bound on d.
To help understand the result, consider the case where l = k = 10 and we want at
least s = 50 points from each of the partitions. Table 6.1 shows the total number
of points that need to be sampled for different levels of confidence. Note that if
d 1 2 3 4 5
Confidence, 100(1− 1
kd
)% 90.000 99.000 99.900 99.990 99.999
Number of Samples, n 1160 1200 1239 1277 1315
Table 6.1: Number of samples required to achieve a given confidence level for k=10
and s=50
the k optimal partitions are of equal size and csk ln k points are sampled uniformly
at random, the expected number of points from each partition is cs ln k. Thus the
underlying structure is expected to be preserved in this smaller sampled set and the
chances of wide variations from this behavior is very small. For example, for the
99.99% confidence level in Table 6.1, the average number of samples per partition
is 127, which is only 2.5 times the minimum sample size that is desired.
6.3 Clustering of the Sampled Set
The second step involves clustering the set of n sampled points, Xs. The only
requirement from this stage is to obtain a k-partitioning of Xs and have a represen-
tative µh, h = 1, · · · , k corresponding to each partition. There are several clustering
formulations that satisfy this requirement, e.g., clustering using Bregman diver-
gences [BMDG03] for which the optimal representatives are given by the centroids,
clustering using cosine-type similarities [DM01, BDGS03] for which the optimal rep-
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resentatives are given by the L2-normalized centroids, convex clustering [MS03] for
which the optimal representatives are given by generalized centroids, etc. Since
there are already a large number of clustering formulations that satisfy our require-
ment and the main issue we are trying to address is how to make the existing
clustering algorithms scalable, we do not propose any new algorithm for clustering
the sampled set. Instead, we just review two widely used existing algorithms, viz
Euclidean kmeans clustering [Mac67] and spherical kmeans clustering [DM01], for
which experimental results will be presented.
6.3.1 Euclidean kmeans
Euclidean kmeans takes the set of n points to be clustered, Xs, and the number of
clusters, k, as an input. The Euclidean kmeans problem [Mac67, DHS00] is to get









is minimized. The kmeans algorithm gives a simple greedy solution to this problem
that guarantees a local minimum of the objective function. The algorithm starts
with a random guess for {µh}kh=1. At every iteration, each point x is assigned to
the partition Sh∗ corresponding to its nearest centroid µh∗ . After assigning all the
points, the centroids of each partition is computed. These two steps are repeated till
convergence. It can be shown that the iterations converge in a finite number of itera-
tions to a local minimum of the objective function. The reason we chose the kmeans
algorithm is its wide usage. Further, since kmeans is a special case of Bregman clus-
tering algorithms [BMDG03] as well as convex clustering algorithms [MS03], the
experiments of section 6.5 gives some intuition as to how the proposed framework
will perform in more general settings.
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6.3.2 Spherical kmeans
Spherical kmeans [DM01] is applicable to data points on the surface of the unit
hypersphere and has been successfully applied and extended to clustering of natu-
ral high-dimensional datasets [BDGS03]. As discussed in Chapter 5, the spherical
kmeans problem is to get a k-partitioning {Sh}kh=1 of a set of n data points Xs on









is maximized. The spkmeans algorithm [DM01] gives a simple greedy solution to this
problem that guarantees a local maximum of the objective function. Like kmeans,
spkmeans starts with a random guess for {µh}kh=1. At every iteration, each point
x is assigned to the partition Sh∗ corresponding to its most similar centroid µh∗ ,
and finally, the centroids of each partition are computed. It can be shown that
the algorithms converge in a finite number of iterations to a local maximum of the
objective function. Successful application of this algorithm to natural datasets, e.g.,
text, gene-expression data, etc., gives us the motivation to study the algorithm in
greater detail.
6.4 Populating and Refining the Clusters
After clustering the n points sampled from the original data X , the remaining (N−n)
points can be assigned to the clusters, satisfying the balancing constraint. Subse-
quently, these clusters need to be refined to get the final partitioning. This is the
final and perhaps most critical step since it has to satisfy the balancing requirements
while maintaining the scalability of the overall approach. In fact, the previous two
steps can essentially be considered as a good way of finding an initialization for
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an iterative refinement algorithm that works with X and minimizes the objective
function L. In this section, we discuss a novel scheme for populating the clusters
and then iteratively refining the clustering.
6.4.1 Overview
There two parts in the proposed scheme:
1. Populate: First, the points that were not sampled, and hence do not currently
belong to any cluster, are assigned to the existing clusters in a manner that
satisfies the balancing constraints while ensuring good quality clusters.
2. Refine: Iterative refinements are done to improve on the clustering objective
function while satisfying the balancing constraints all along.
Hence, part 1 gives a reasonably good feasible solution, i.e., a clustering in which
the balancing constraints are satisfied. Part 2 iteratively refines the solution while
always remaining in the feasible space.
Let nh be the number of points in cluster h, so that
∑k
h=1 nh = n. Let
Xu = {x1, · · · ,xN−n} be the set of (N−n) non-sampled points. The final clustering
needs to have at least m points per cluster to be feasible. Let b = mkN , where
0 ≤ b ≤ 1 since m ≤ N/k, be the balancing fraction. For any assignment of the
members of X to the clusters, let `i ∈ {1, . . . , k} denote the cluster assignment of
xi. Further, let Sh = {xi ∈ X |`i = h}.
Part 1: Populate
In the first part, we just want a reasonably good feasible solution so that |Sh| ≥
m,∀h. Hence, since there are already nh points in Sh, we need to assign [m −
nh]+ more points to Sh, where [x]+ = max(x, 0). Ideally, each point in Xu should
be assigned to the nearest cluster so that ∀xi, d(xi, µ`i) ≤ d(xi, µh),∀h. Such
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assignments will be called greedy assignments. However, this need not satisfy the
balancing constraint. So, we do the assignment of all the points as follows:
(1) First, exactly [m− nh]+ points are assigned to cluster h,∀h, such that for each
xi that has been assigned to a cluster,
either it has been assigned to its nearest cluster, i.e.,
d(xi, µ`i) ≤ d(xi, µh), ∀h ,
or all clusters h′ whose representatives µh′ are nearer to xi than its own repre-
sentative µ`i already have the required number of points [m− nh′ ]+, all of
which are nearer to µh′ than xi, i.e.,
∀h′ such that d(xi, µ`i) > d(xi, µh′), d(xi, µh′) ≥ d(x′, µh′), ∀x′ ∈ Sh′ .
(2) The remaining points are greedily assigned to their nearest clusters.
Condition (1) is motivated by the stable marriage problem that tries to get a stable
match of n men and n women, each with his/her preference list for marriage over the
other set [GI89]. The populate step can be viewed as a generalization of the standard
stable marriage setting in that there are k clusters that want to “get married”, and
cluster h wants to “marry” at least [m − nh]+ points. Hence, an assignment of
points to clusters that satisfies condition (1) will be called a stable assignment and
the resulting clustering is called stable.
Part 2: Refine
In the second part, starting from the clustering obtained from the first part, feasible
iterative refinements are done until convergence. Note that at this stage, each point
xi ∈ X is in one of the clusters and the balancing constraints are satisfied, i.e.,
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|Sh| ≥ m,∀h. There are two ways in which a refinement can be done, and we iterate
between these two steps and the updation of the cluster representative:
(1) If a point xi can be moved, without violating the balancing constraint, to a
cluster whose representative is nearer than its current representative, then the
point can be safely re-assigned. First, all such possible individual re-assignments
are done.
(2) Once all possible individual re-assignments are done, there may still be groups
of points in different clusters that can be simultaneously re-assigned to reduce
the cost without violating the constraints. In this stage, all such possible group
re-assignments are done.
After all the individual and group reassignments are made, the cluster represen-
tatives are re-estimated. Using the re-estimated representatives, a new set of re-
assignments are possible and the above two steps are performed again. The process
is repeated until no further updates can be done, and the refinement algorithm
terminates.
6.4.2 Details of Part 1: Populate
In this subsection, we discuss poly-stable, an algorithm to make stable assignment
of [m−nh]+ points per cluster. The algorithm is presented in detail in Algorithm 8.
First the distance d(x, µh) between every unassigned point x ∈ Xu and every cluster
representative is computed. For each cluster Sh, all the non-sampled (N −n) points
are sorted in increasing order of their distance with µh, h = 1, . . . , k. Let the ordered
list of points for cluster Sh be denoted by Πh. Letmh denote the number of points yet
to be assigned to cluster Sh at any stage of the algorithm to satisfy the constraints.
Initially mh = [m− nh]+. The algorithm terminates when mh = 0,∀h.
The basic idea behind the algorithm is “cluster proposes, point disposes”. In
every iteration, each cluster Sh proposes to its nearest mh points. Every point that
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has been proposed, gets temporarily assigned to the nearest among its proposing
clusters and rejects any other proposals. Note that if a point has received only one
proposal, it gets temporarily assigned to the only cluster which proposed to it and
there is no rejection involved. For each cluster, mh is recomputed. If mh 6= 0,
cluster Sh proposes the next mh points from its sorted list Πh that have not already
rejected its proposal. Each of the proposed points accepts the proposal either if it
is currently unassigned or if the proposing cluster is nearer than the cluster Sh′ to
which it is currently assigned. In the later case, the point rejects its old cluster Sh′
and the cluster Sh′ loses a point so that mh′ goes up by 1. This process is repeated
until mh = 0,∀h and the algorithm terminates.
Now we show that this algorithm indeed satisfies all the required conditions
and hence ends up in a stable assignment. Before giving the actual proof, we take a
closer look at what exactly happens when an assignment is unstable. Let (xi → Sh)
denote the fact that the point xi has been assigned to the cluster Sh. An assignment
is unstable if there exist at least two assignments (xi1 → Sh1) and (xi2 → Sh2),
h1 6= h2, such that xi1 is nearer to µh2 than its own cluster representative µh1 and
µh2 is nearer to xi1 than xi2 . The point-cluster pair (xi1 , Sh2) is said to be dissatisfied
under such an assignment. An assignment in which there are no dissatisfied point-
cluster pairs is a stable assignment and satisfies the constraints. Next, we show that
there will no dissatisfied point-cluster pair after the algorithm terminates.
Lemma 7 poly-stable gives a stable assignment.
Proof: If possible, let poly-stable give an unstable assignment. Then there must
exist two assignments (xi1 → Sh1) and (xi2 → Sh2) such that (xi1 , Sh2) is a dissat-
isfied point-cluster pair. Then, since xi1 is nearer to Sh2 than xi2 , Sh2 must have
proposed to xi1 before xi2 . Since xi1 is not assigned to Sh2 , xi1 must have either
rejected the proposal of Sh2 meaning it was currently assigned to a cluster which was
nearer than Sh2 , or accepted the proposal initially only to reject it later meaning
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Algorithm 8 poly-stable
Input: The existing clusters {Sh}kh=1, the cluster representatives M = {µh}kh=1,
the required minimum cluster size m, and the set of unassigned data points Xu.
Output: A disjoint stable k-partitioning {Sh}kh=1 of X such that |Sh| ≥ m,∀h
Method:
Mark all x ∈ Xu as free
for h = 1 to k do
Πh ← Sort Xu in increasing order according to d(x, µh),x ∈ Xu, µh ∈M
mh ← [m− |Sh|]+ {number of points to be assigned}
ιh ← 1 {index in the sorted list Πh}
end for
λ←∑kh=1 mh
while λ > 0 do
for h = 1 to k do
if mh > 0 then
m∗h ← mh
{ Cluster Ch proposes to the next mh points Πh(i), i = ιh, · · · , (ιh+mh−1)
}
for i = ιh to (ιh +mh − 1) do
if Πh(i) is free then
Sh ← Sh ∪ {Πh(i)}
Mark Πh(i) ∈ X (u) as engaged to h
mh ← mh − 1
else if Πh(i) is engaged to h
′ but d(v, µh) < d(v, µh′) then
Sh ← Sh ∪ {Πh(i)}, Sh′ ← Sh′ \ {Πh(i)}
Mark Πh(i) ∈ Xu as engaged to h
mh ← mh − 1, mh′ ← mh′ + 1
end if
end for






it got a proposal from a cluster nearer than Sh2 . Since a point only improves its
assignments over time, the cluster Sh1 to which xi1 is finally assigned must be nearer
to it than the cluster Sh2 which it rejected. Hence xi1 cannot be dissatisfied which
contradicts the initial assumption. So, the final assignment is indeed stable.
Next we look at the total number of proposals that are made before the
algorithm terminates. After a cluster proposes to a point for the first time, there
are three possible ways this particular point-cluster pair can behave during the rest
of the algorithm: (i) the point immediately rejects the proposal in which case the
cluster never proposes to it again; (ii) the point accepts it temporarily and rejects
it later — the cluster obviously does not propose to it during the acceptance period
and never proposes to it after the rejection; (iii) the point accepts the proposal and
stays in that cluster till the algorithm terminates — obviously the cluster does not
propose to it again during this time. Hence, each cluster proposes each point at
most once and so the maximum number of proposals possible is k × (bN − n).
We take a look at the complexity of the proposed scheme. Following the
above discussion, the complexity from the proposal part is O(k(bN − n)). Before
starting the proposals, the sorted lists of distances of all the points from each of the
clusters have to be computed, which has a complexity of O(k(N − n) log(N − n)).
And after poly-stable terminates, the remaining N(1 − b) points are greedily
assigned to their nearest clusters. Note that the greedy assignments at this stage
does not hamper the feasibility or the stability of the resulting clustering. So, the
total complexity of the first part of the proposed scheme is O(k(N − n)(log(N −
n) + k(bN − n) +N(1− b)) = O(kN logN).
After all the points are assigned to clusters using poly-stable, the cluster







We assume that there is an efficient way to get the representatives. Note that each
new representative will be at least as good as the old representatives in terms of
the cost function. Hence, optimal updation of the cluster representatives results in
a decrease in the cost function value.
6.4.3 Details of Part 2: Refine
In this subsection, we discuss refine, an algorithm to do iterative refinements in or-
der to get a better solution to the clustering problem while satisfying the constraints
all along. Note that this part of the scheme applies to all points in X , and does not
differentiate between a sampled or non-sampled point. Further, the input to this
part is an existing disjoint partitioning {Sh}kh=1 of X such that |Sh| = nh ≥ m,∀h.
As outlined earlier, refine has two parts in every iteration: the first part involves
performing individual re-assignments, where individual points are re-assigned with
a guaranteed decrease in the objective while satisfying constraints; the second part
involves performing group reassignments with the same guarantees.
Individual Re-assignments
The individual re-assignment (IR) runs over all the points x ∈ X . If, for a point xi
in cluster S`i ,
(a) there is a cluster h whose representative µh is nearer to xi than its current
representative µ`i , i.e.,
∃h 6= `i, d(xi,µ`i) > d(xi,µh) ,
(b) cluster S`i can afford to let go a point without violating the constraints, i.e.,
n`i > m,
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then xi can be safely reassigned to (any such) cluster h. Clearly, the overall objec-
tive function decreases without violating any constraints. To obtain the maximum
decrease, xi should be assigned to its nearest cluster. After a pass through the entire
data, for any point xi
either it is in its nearest cluster, and hence there is no reason to re-assign it,
or it is not in its nearest cluster, but it cannot be re-assigned since that will violate
the balancing constraints for the cluster it is currently in.
For the first set of points, no updates are necessary. For the second set, we investigate
if group re-assignments can improve the objective while satisfying constraints.
Group Re-assignments
For every point x ∈ X , let H(x) be the set of clusters h whose cluster representatives
µh are nearer to x than its current cluster representative µ`i , i.e.,
H(x) = {h|d(x, µ`i) > d(x, µh)} ,
Clearly, for points already in their nearest cluster, H (x) is the null set. Using the
sets H(x), ∀x ∈ X , we construct a k-vertex potential assignment graph G = (V,E)
with V = {h}kh=1, one vertex corresponding to every cluster, such that for every
point xi ∈ X , there is a directed edge of unit capacity from vertex `i to all vertices
h ∈ H(xi). The total capacity on every directed edge is consolidated to get a single
integer value, and edges with zero capacity are considered non-existent. Note that a
cycle in this integer weighted directed graph, suggests a set of group re-assignments
of points that is guaranteed to decrease the clustering objective function. In order to
do group re-assignments, the algorithm finds the strongly connected components of
G and keeps removing weighted cycles from each component till there are no cycles
in the graph.
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The final step is to re-estimate the representatives of the individual clusters
so that the clustering objective function is further decreased. Note that the re-
estimation of the representatives should be followed by individual and group re-
assignments, and the process is to be repeated till convergence. The details of the
algorithm refine are presented in Algorithm 9.
6.5 Experimental Results
In this section, we first briefly discuss the complexity of the proposed framework.
Then, we present empirical results on several high-dimensional text datasets using
different performance evaluation criterion for comparison.
The sampling of the n points out of N uniformly at random has a complexity
of O(N). If the clustering algorithm on the sampled data is a variant of KMeans, the
computational complexity is O(t0kn) where t0 is the number of iterations. As shown
earlier, the poly-stable algorithm has a complexity ofO(kN logN). The individual
re-assignments of the refinement step is O(N), whereas the group re-assignments
take O(kN + tjk
2) where tj is the number of strongly connected components in the
jth iteration. If the refinement is performed for T iterations, then the complexity
of the step is O(TN + TkN +
∑T
j=1 tjk
2) = O(kN). So, the total complexity of
the scheme is O(kN logN), assuming t0, T, {tj}Tj=1 are constants. Note that this
is better than the Ω(N 2) complexity of graph-based algorithms that can provide
balancing. It is worse than the O(kN) complexity (assuming constant number of
iterations) of the iterative greedy relocation algorithms such as KMeans, but such
algorithms are not guaranteed to satisfy the balancing constraints.
6.5.1 Datasets
The datasets that we used for empirical validation and comparison of our algo-
rithms were carefully selected to represent some typical clustering problems. We
123
Algorithm 9 refine
Input: A disjoint stable k-partitioning {Sh}kh=1 of X such that |Sh| ≥ m; a set of
cluster representatives µh
Output: A disjoint k-partitioning {S∗h}kh=1 of X and a set of representatives
{µ∗h}kh=1 such that |S∗h| ≥ m, L({µ∗h, S∗h}kh=1) ≤ L({µh, Sh}kh=1) and {µ∗h, S∗h}kh=1




{Update the cluster means}






for all xi ∈ X do
H(xi) ← ∅
{Individual Reassignments}
for h = 1 to k do
if d(x, µh) < d(x, µh∗) then
if |S`i | > m then
Sh ← Sh ∪ {x}, S`i ← S`i \ {x}, `i ← h, θ ← θ + 1
else






Construct potential assignment graph G = (V,E) from {H (x)}x∈X
C ← strongly-connected-components(G)
for all γ ∈ C do
while there exists back-edge in DFS(γ) do
λ← the cycle corresponding to this back-edge
θ ← θ + minimum edge-weight in λ
λθ ← λ with all edge-weights set to θ
reassign points according to directed cycle λθ
γ ← γ \ λθ
end while
end for
until θ = 0
{S∗h}kh=1 ← {Sh}kh=1
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also created various subsets of some of the datasets for gaining greater insight into
the nature of clusters discovered or to model some particular clustering scenario
(e.g. balanced clusters, skewed clusters, overlapping clusters etc.). Although some
of the datasets were described in Chapter 5, we discuss all the datasets here for
completeness.
• classic3: Classic3 is a well known collection of documents used for text analysis.
It is an easy dataset to cluster since it contains documents from three well-
separated sources. Moreover, the intrinsic clusters are largely balanced. The
corpus contains 3893 documents, among which 1400 Cranfield documents
are from aeronautical system papers, 1033 Medline documents are from med-
ical journals, and 1460 Cisi documents are from information retrieval papers.
The particular vector space model used had a total of 4666 features (words).
Thus, each document is represented as a vector in a 4666-dimensional space.
The dataset serves as a sanity check for the algorithms.
• news20: The CMU Newsgroup dataset, hereafter called news20, is a widely
used compilation of documents. We tested our algorithms on not only the
original dataset, but on a variety of subsets with differing characteristics to
explore and understand the behavior of our algorithms. The standard dataset
is a collection of 19,997 messages, gathered from 20 different USENET news-
groups. One thousand messages are drawn from the first 19 newsgroups, and
997 from the twentieth. The headers for each of the messages are then re-
moved to avoid biasing the results. The particular vector space model used
had 25,924 words. The dataset embodies the features characteristic of a typical
text dataset—high-dimensionality, sparsity and some significantly overlapping
clusters.
• small-news20: We formed this subset of news20 by sampling 2000 messages
from original dataset. We sampled 100 messages from each category in the
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original dataset. Hence the dataset has balanced clusters (though there may be
overlap). The dimensionality of the data was 13,406. Since the dimensionality
of the data is much smaller than the number of data points, this is a harder
dataset to cluster.
• similar-1000: We formed another subset of news20 by choosing 3 somewhat
similar newsgroups: talk.politics.guns, talk.politics.mideast, talk.politics.misc.
The dataset has a total of 3000 documents, with 1000 documents per news-
group, and a dimensionality of 10,083. The dataset has a fair amount of
overlaps in high dimensions and is hence a difficult dataset to cluster.
• yahoo: The Yahoo20 dataset (K-series) is a collection of 2340 Yahoo news ar-
ticles belonging one of 20 different Yahoo categories, and has a dimensionality
of 24273. The salient feature of this dataset is that the natural clusters are
not at all balanced, with cluster sizes ranging from 9 to 494. This is where it
significantly differs from the previous datasets. This dataset helps in studying
the effect of forcing balanced clustering in a naturally unbalanced data.
• nsf-top30: The NSF dataset contains abstracts of all NSF proposals that were
granted funding over a period of 14 years from 1990-2003. The nsf-top30 is a
mildly pruned version of the data that contains the top 30 categories, in terms
of number of grants, that were funded. The data consists of 128,111 abstracts
from 30 categories with sizes ranging from 9911 to 1447. In fact, all categories
with more than 1000 grants were selected. The data has a dimensionality of
45,998. This is a rather large and quite sparse dataset since abstracts are
typically much smaller than normal documents.
6.5.2 Algorithms
We compared 6 different algorithms on every dataset.
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• KMeans is the widely used and popular iterative relocation clustering algo-
rithm. There is one important modification we make in the way the algorithm
was run — we ran the data on the L2 normalized version of the data. There
are two reasons for this: (i) all algorithms run on the same representation of
the data, and (ii) it has been well established that applying kmeans on the
original sparse high-dimensional data gives poor results [DM01].
• SPKMeans is the spherical kmeans algorithm [DM01] outlined in section 6.3.
Motivated by research in information retrieval, the algorithm uses cosine sim-
ilarity between data points and cluster representatives and has been shown to
give good results on several benchmark text datasets [DM01, BDGS03].
Note that both the above algorithms do not have any way to ensure balanced
clustering. The next algorithm uses all the components of the proposed frame-
work, and hence guarantees balanced clusterings with a scalable algorithm.
• SPKpr uses SPKMeans as the base clustering algorithm and uses both the pop-
ulate (p) and refine (r) steps as outlined in section 6.4. This algorithm is
guaranteed to satisfy any balancing constraints given as input, although the
quality of clusters may deteriorate under stringent conditions.
We also perform lesion studies using three other algorithms, in which one or
more components of the proposed framework are missing.
• SPKpnr uses SPKMeans as the base clustering algorithm. It uses the populate
(p) step, but does not refine (nr) the resulting clusters. The algorithm satisfies
any given balancing constraints but need not give good results since the feasible
solution is not refined.
• SPKgpnr also uses SPKMeans for clustering. It uses a greedy populate (gp)
scheme where every point is assigned to the nearest cluster. Further, no re-
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finements (nr) are done after the greedy populate step. Clearly, this algorithm
is not guaranteed to satisfy balancing constraints.
• SPKgpr uses SPKmeans as the base clustering algorithm. It uses greedy popu-
late (gp) to put points into clusters, but performs a full refinement (r) after
that. The algorithm is not guaranteed to satisfy the balancing constraints
since the populate step is greedy and the refinements do not start from a
feasible clustering.
In a tabular form, the four algorithms can be presented as follows:
No Refine Refine Balancing
Greedy Populate SPKgpnr SPKgpr No Guarantee
Populate SPKpnr SPKpr Guaranteed
6.5.3 Methodology
Performance of the algorithms are evaluated using one measure for the quality of
clustering and two measures for the balancing of cluster sizes. The measure for
cluster quality evaluates how the clustering agrees with the hidden true labels of the
data. The measures for cluster sizes evaluate how well balanced the cluster sizes are
in the average as well as worst case.
Quality of clustering is evaluated using the following measure:
• Normalized Mutual Information (NMI) is used to measure the agreement of the
assigned cluster labels and the true class labels from the confusion matrix of
the assignments. Mutual information (MI) gives the amount of statistical simi-
larity between the cluster and class labels [CT91]. If X is a random variable for
the cluster assignments and Y is a random variable for the true labels on the
same data, then their MI is given by I(X;Y ) = E[ln p(X,Y )p(X)p(Y ) ] where the expec-
tation is computed over the joint distribution of (X,Y ) estimated from the par-
ticular clustering of the dataset under consideration. In order to get a number
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in [0, 1], we normalize the MI to get NMI(X;Y ) = I(X;Y )/
√
H(X)H(Y ),
where H(X),H(Y ) are the entropies of the marginal distributions of X,Y
respectively.
Note that the above normalization is different from the one used in Chapter 5. There
is no consensus on the best normalization, or, for that matter, the best external
measure to evaluate clustering. We will discuss this issue in Chapter 7.
Quality of balancing is evaluated using the following measures:
• Standard Deviation in cluster sizes is the first and perhaps most obvious way
to evaluate balancing. For algorithms that are guaranteed to give balanced
clusters, the standard deviation becomes smaller as the balancing fraction is
increased.
• The ratio between the minimum to average cluster sizes is our second measure
of evaluation. For N data points put into k clusters, the average cluster size
is just N/k. For a given clustering, we compare the size of the smallest cluster
to this average.
All results reported here have been averaged over 10 runs. All algorithms
were started with the same random initialization to ensure fairness of comparison.
Each run was started with a different random initialization. However, no algorithm
was restarted within a given run and all of them were allowed to run to completion.
Since the standard deviations over 10 runs were reasonably small, to reduce clutter,
we have chosen to omit a display of error bars in our plots.
6.5.4 Results
Experiments were run for particular choices of datasets, algorithms, number of sam-
ples and balancing fraction. Note that the choice of number of samples and the
balancing fraction may be in conflict in the sense that both cannot be satisfied at
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the same time. For example, for a 3-clustering task with 10,000 points, if the num-
ber of samples is 5,000 and the balancing fraction is 0.9, then, if the preliminary
3-clustering of 5,000 points puts all points in one cluster with two other empty clus-
ters, it is not possible to achieve a balancing fraction of 0.9 in the final clustering,
i.e., at least 3000 points per cluster. In order to prevent such situations, we give
precedence to the balancing fraction and reduce the number of samples appropri-
ately. For the above example, if we sample at most 1000 points, then irrespective
of what the preliminary cluster sizes were, it is always possible to satisfy the bal-
ancing constraints. In general, sampling a maximum of bN(1 − b(1 − 1k ))c points
always leaves enough points to generate a balanced cluster with balancing fraction
b. Since bN(1 − b)c ≤ bN(1 − b(1 − 1k ))c, we draw at most bN(1 − b)c samples in
the first step of the reported experiments. Hence, for all the results reported, if s is
the attempted number of samples and strue is the actual number of samples, then
strue = bmin(s,N(1− b))c. Unless otherwise mentioned, all reported results are for
s = N/2 so that strue = bmin(N/2, (1−b)N)c. For the example above, since b = 0.9,
we draw strue = bmin(N/2, N/10)c = bN/10c samples.
The results on classic3 are shown in Figure 6.1. From the results in Fig-
ure 6.1(a), we see that most algorithms perform very similarly under very weak bal-
ancing requirements. KMeans performs poorly compared to all the other algorithms
that are well suited for high-dimensional data. Also, SPKgpnr achieves lower NMI
values compared to the other SPKMeans based algorithms since it uses greedy popu-
late and does not refine the resulting clusters. In Figure 6.1(b), since the balancing
fraction is 0.9, the algorithms that satisfy the balancing constraints, viz SPKpr and
SPKpnr, achieve lower NMI than those that do not satisfy the constraints. In partic-
ular, SPKgpr performs better than its corresponding balanced algorithm SPKpr, and
SPKgpnr performs better than its corresponding SPKpnr. This decrease in perfor-
mance is due to the fact that the balancing algorithms are satisfying the balancing
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constraints. In fact, the value of the refinement stage becomes clear as SPKpr, that
guarantees balancing, performs better than SPKgpnr, that is unconstrained but does
use the refinement phase. Figure 6.1(c) shows the variation in NMI across a range of
balancing fractions, with the results of KMeans and SPKMeans shown as points, since
their performance does not depend on the balancing fraction. Again, the algorithms
respecting balancing constraints perform better over the entire range. Figure 6.1(d)
shows the change in standard deviation in cluster sizes as the number of clusters
changes. The standard deviation goes down for all the algorithms, although it is
marginally more pronounced for the balancing algorithms. Figures 6.1(e) and 6.1(f)
show the minimum-to-average ratio of cluster sizes with varying number of clusters.
While there is not much difference in Figure 6.1(e) due to the weak balancing re-
quirement, Figure 6.1(f) clearly shows how SPKpr and SPKpnr respect the balancing
requirement while the fraction gets small for the other algorithms.
Figure 6.2 shows the results on news-20. This is a typical high-dimensional
text clustering problem and the true clusters are balanced. As shown in Fig-
ure 6.2(a), the balanced algorithms SPKpr and SPKpnr perform as good as SPKMeans,
whereas the unconstrained algorithms SPKgpr and SPKgpnr do not perform as well.
Clearly, the balancing constraints resulted in better results. As before, KMeans does
not perform as well as the other algorithms. Under a stricter balancing require-
ment in Figure 6.2(b), as before, SPKgpr performs marginally better than SPKpr,
but the latter satisfies the balancing constraints. The same behavior is observed
for SPKgpnr and its corresponding SPKpnr. Note that among the two balancing
algorithms, SPKpr performs much better than SPKpnr, thereby showing the value
of the refinement step. The same is observed for the unbalanced algorithms as
well. Figure 6.2(c) shows the variation in NMI across balancing constraints for
the right number of clusters. We note that the refined algorithms perform much
better, although the constraints do decrease the performance by a little amount.
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Interestingly, both KMeans and SPKmeans achieve very low minimum balancing frac-
tion. Figure 6.2(d) shows the standard deviation in cluster sizes. The balancing
algorithms achieve the lowest standard deviations, as expected. Figures 6.2(e) and
6.2(f) show the minimum-to-average ratio of cluster sizes. Clearly, the balancing
algorithms respect the constraints whereas the ratio gets really low for the other
algorithms. For a large number of clusters, almost all the unconstrained algorithms
start giving zero-sized clusters.
The overall behavior of the algorithms on small-news-20 (Figure 6.3) and
similar-1000 (Figure 6.4) are more or less the same as that described above for news-
20 and classic3.
Figure 6.5 shows the results on yahoo. This is a very different dataset from
the previous datasets since the natural clusters are highly unbalanced with cluster
sizes ranging from 9 to 494. The comparison on most measures of performance
look similar to that of other datasets. The major difference is in the minimum-
to-average ratio shown in Figures 6.5(e) and 6.5(f). As expected, the balanced
algorithms SPKpr and SPKpnr respect the constraints. The other algorithms (except
KMeans) start getting zero-sized clusters for quite low values of clusters. Also, as
the balancing requirement becomes more strict (as in Figure 6.5(f)), the disparity
between the balanced and other algorithms become more pronounced. Surprisingly,
even for such an unbalanced data, the balanced algorithms, particularly SPKpr,
perform almost as good as the unconstrained algorithms (Figures 6.5(c)).
Figure 6.6 shows the results on nsf-top30. Although this is a rather large
dataset with 128,111 points and 30 natural clusters, the performance of the scaled
algorithms are quite competitive. In fact, as shown in Figure 6.6(a), at a balanc-
ing fraction of 0.3, the refined algorithms SPKpr and SPKgpr often perform better
than the base algorithm SPKMeans. At a higher balancing fraction of 0.9, the NMI
values for the algorithms SPKpr and SPKpnr guaranteed to give balancing decreases
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(Figure 6.6(b)). Even under such a strict balancing requirement, which is violated
by the natural clusters themselves, SPKpr still performs quite well. At the correct
number of clusters, the performance of the algorithms, as shown in Figure 6.6(c),
are comparable over a range of balancing fractions. Interestingly, the balancing
fractions achieved by KMeans and SPKMeans are really low as seen in Figure 6.6(c).
In fact, SPKMeans has a balancing fraction of 0, meaning it generated at least one
empty cluster in all 10 runs. Figure 6.6(d) shows the variation in standard devia-
tion in cluster sizes. As expected, the algorithms guaranteed to generate balanced
clusters show a lower standard deviation. In Figures 6.6(e) and (f), we present
the minimum-to-average ratio of cluster sizes over a range of number of clusters.
Other than SPKpr and SPKpnr which are guaranteed to meet the balancing require-
ments, all other algorithms generate empty clusters even for moderate number of
clusters. Also, the low balancing fractions of KMeans and SPKMeans, as observed in
Figure 6.6(c), is better explained by these figures.
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Figure 6.1: Results on classic3: normalized mutual information at balancing frac-
tions (a) 0.3, and (b) 0.9; (c) normalized mutual information for 3 clusters; (d)
standard deviation of cluster sizes at balancing fraction 0.7; minimum-to-average
ratio of cluster sizes for balancing fractions (e) 0.3, and (f) 0.9.
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Figure 6.2: Results on news20: normalized mutual information at balancing fractions
(a) 0.3, and (b) 0.9; (c) normalized mutual information for 3 clusters; (d) standard
deviation of cluster sizes at balancing fraction 0.7; minimum-to-average ratio of
cluster sizes for balancing fractions (e) 0.3, and (f) 0.9.
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Figure 6.3: Results on small-news20: normalized mutual information at balancing
fractions (a) 0.3, and (b) 0.9; (c) normalized mutual information for 3 clusters; (d)
standard deviation of cluster sizes at balancing fraction 0.7; minimum-to-average
ratio of cluster sizes for balancing fractions (e) 0.3, and (f) 0.9.
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Figure 6.4: Results on similar-1000: normalized mutual information at balancing
fractions (a) 0.3, and (b) 0.9; (c) normalized mutual information for 3 clusters; (d)
standard deviation of cluster sizes at balancing fraction 0.7; minimum-to-average
ratio of cluster sizes for balancing fractions (e) 0.3, and (f) 0.9.
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Figure 6.5: Results on yahoo: normalized mutual information at balancing fractions
(a) 0.3, and (b) 0.9; (c) normalized mutual information for 3 clusters; (d) standard
deviation of cluster sizes at balancing fraction 0.7; minimum-to-average ratio of
cluster sizes for balancing fractions (e) 0.3, and (f) 0.9.
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Figure 6.6: Results on nsf-top30: normalized mutual information at balancing frac-
tions (a) 0.3, and (b) 0.9; (c) normalized mutual information for 3 clusters; (d)
standard deviation of cluster sizes at balancing fraction 0.7; minimum-to-average
ratio of cluster sizes for balancing fractions (e) 0.3, and (f) 0.9.
139
Chapter 7
Evaluation and Model Selection
for Clustering
7.1 Motivation
In Chapters 2-6, we reviewed as well as presented various types of clustering algo-
rithms suitable for different clustering tasks. Each one optimizes some unsupervised
internal quality measure such as minimizing the intra-cluster distances, maximizing
the inter-cluster distances, maximizing the log-likelihood of a parametric mixture
model, minimizing the cut-value of a pairwise similarity graph, etc. The differences
between these internal quality measures make it practically impossible to objectively
compare clustering algorithms. Due to the lack of an objective measure, choosing
the “right” algorithm for a particular task is confusing.
This chapter introduces a method which eliminates some of these confusions
in some settings. Clustering is often used as an intermediate exploratory data anal-
ysis step for a prediction problem. Hence, the answer to what is a good clustering
algorithm for my problem? often depends on how much prediction power the clus-
0The work presented in this chapter has earlier appeared as [BL04].
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tering step provides, or, more directly, what is the predictive accuracy of a clustering
algorithm? In other words, since clustering is often used as a method for gaining
insight into a dataset, our method here evaluates the degree to which clustering
aids the understanding of a dataset for the purpose of classification. On natural
semi-supervised learning datasets, if the clustering “agrees well” with a set of hid-
den labels using a small number of clusters, we say that the clustering algorithm
is good for prediction. The precise definition of “agrees well” is mediated by the
PAC-MDL bound [BL03] on the accuracy of a test set. Our proposed criterion has
several natural properties:
1. It applies to every clustering algorithm.
2. It is inherently normalized to the interval [0, 1].
3. All possible values are exercised on natural datasets.
4. The metric can flexibly incorporate prior information by proper design of a de-
scription language.
5. It can be used for model selection.
6. It is directly related to a concrete goal (good prediction).
It is important to note that this is not the only possible objective criterion for
evaluation of clustering algorithms. Clustering algorithms may be used for other
purposes, and when so used, other measures may be more appropriate. Our results
here are only directly applicable when the goal in clustering is related to prediction.
The rest of the chapter is organized as follows. First, we explain the PAC-
MDL bound [BL03] in section 7.2. In section 7.3, we discuss how the PAC-MDL
bound can be applied to a clustering setting for performance evaluation and model
selection. We present experimental results on benchmark text datasets in section 7.4
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to demonstrate the proposed approach. We end with a discussion on the proposed
criterion in section 7.5.
7.2 The PAC-MDL Bound
The PAC-MDL bound is the core mechanism used to trade off between a sufficiently
rich representation to capture the data and over-fitting on the data. Clustering
algorithms with a small bound must have a small number of clusters which agree
well with a set of (hidden) labels.
Consider the following learning setting: LetD be any distribution over (X,Y )
where X denotes the input and Y denotes the label. We assume Y can take one
of ` > 1 possible values, i.e., Y ∈ {1, · · · , `}. Consider a train set S = (Xm, Y m)
and a test set S ′ = (Xn, Y n), where (X i, Y i) denotes the set of i independently
drawn samples from the (unknown) joint distribution D over (X,Y ). The PAC-
MDL bound applies to a transductive learning algorithm, T : (X × Y )m×Xn 7→ σ,
where σ : Xm+n 7→ Ŷ m+n is a transductive classifier which produces a simultaneous
labeling Ŷ m+n for all of the data points Xm+n. Given the description complexity
of the transductive classifier measured by its bit description length |σ|, and the
prediction error count on the train set, σ̂S = |{Y m 6= Ŷ m}|, the bound limits the
error count on the test set σ̂S′ = |{Y n 6= Ŷ n}|.
The precise bound is defined in terms of a cumulative hypergeometric dis-
tribution. To understand this distribution, imagine a bucket with m red balls and
n blue balls, from which (a+ b) balls are drawn without replacement. Now, define
Bucket(m,n, a, b) to be the probability that at least b blue balls are drawn. That is,














The bound is actually defined in terms of a “worst case” over the value of b defined
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according to:
bmax(m,n, a, δ) = max{b : Bucket(m,n, a, b) ≥ δ}
Thus, for any b > bmax(m,n, a, δ), if (a + b) balls are drawn out of the (m + n)
balls, the probability of getting at least b blue balls is less than δ. In the PAC-MDL
bound, a plays the role of σ̂S , the number of errors on the train set, and b plays the
role of σ̂S′ , the number of errors on the test set, which is exactly the number we
wish to bound.
Theorem 8 (PAC-MDL bound [BL03]) For any distribution D, for any label
description language L = {σ}, with probability at least (1− δ) over the draw of the
train and test sets S, S ′ ∼ Dm+n: ∀σ, σ̂S′ ≤ bmax(m,n, σ̂S, 2−|σ|δ)}
Intuitively, the theorem says that if a transductive classifier with a short description
length achieves few errors on the train set, then the number of errors on the test
set is small with high probability. For details on this theorem, its proof, and its
connection to other PAC bounds, see [BL03]. For now, it is important to note that
the applicability of this theorem is only limited by the assumption that the train and
test sets are each drawn independently from the distribution D, and that L = {σ}
is a “valid” description language.
7.3 Application to Clustering
In this section, we discuss the application of the PAC-MDL bound to clustering.
Two important issues are relevant for clustering bounds:
A. How does a clustering algorithm produce a prediction?
B. What is a “valid” description language for transductive classifiers?
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For A, recall that the PAC-MDL bound is applicable to a transductive classifier. It
turns out that any clustering can be converted into a transductive classifier. Given
the entire train set (Xm, Y m), and Xn from the test set, consider Xm+n as the input
to the clustering algorithm. Say the clustering algorithm partitions Xm+n into k
subsets. To find the labels Ŷ m+n on all points, first compute the most common
label in each cluster using Y m. Then,
i. if the most common is of class i, i ∈ 1, · · · , `, label all points in that cluster as
class i;
ii. if there is a tie between two or more class labels, pick one of them uniformly at
random and label all points in that cluster with that label;
iii. if there are no labeled points in a cluster, choose a label i ∈ {1, · · · , `} uniformly
at random and label all points in that cluster with that label.
After the assignment of the new labels, all points in each cluster have the same
label.
For issue B above, note that the description σ of a classifier can be considered
a binary code that contains all the relevant information for generating the labels
Ŷ m+n. Hence, formally speaking, there is a Turing machine that takes σ as an
input, produces the labels Ŷ m+n as output and halts. Therefore, the description
language L = {σ} must be a prefix-free code (by the halting property) and hence
satisfy Kraft’s inequality (see [CT91], Theorem 5.2.1, Lemma 7.3.1, for details), i.e.,
∑
σ∈L 2
−|σ| ≤ 1. This is the only condition a label description language L = {σ}
must satisfy for the proposed bound to hold.
7.3.1 PAC-MDL Bound for Clustering
Consider the problem of clustering a dataset Xm+n, where m is the train-set size
and n is the test-set size. For any fixed1 clustering algorithm, we can construct a
1We mean fixed initialization and fixed cluster number here.
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description language L = {σ} by letting each description σ have a constant label on
each cluster, as discussed earlier. Given the clustering, this description is sufficient
to generate the new labels Ŷ m+n over the entire data. Now, if c is the number of
clusters and ` is the number of labels, then the set of descriptions, i.e., the language
L = {σ}, has size at most `c which can be indexed using only |σ| = c log ` bits
(“fractional bits” are ok here). Since |L| ≤ `c, it is straightforward to see that
Kraft’s inequality is indeed satisfied, and hence L is a valid description language.
On a more general note, if one assigns a probability measure p(σ) to all σ ∈ L, since
∑
σ∈L















always gives a valid bit description complexity for σ. Here, since
|L| = `c, we have essentially assigned a uniform probability of p(σ) = 1`c , ∀σ ∈ L.
We call the above description language Simple. Using a direct application of
the PAC-MDL bound, we get: With probability at least (1 − δ) over the draw of








In practice, clustering algorithms are highly dependent upon random initial-
izations, so the algorithm is run multiple times with the best2 performing run chosen.
Note that the description length of this scheme is higher since the description lan-
guage must specify which random initialization to use. If the best initialization is
chosen from r random initializations, the description length is |σ| = c log ` + log r.
We call this language Init. Applying the PAC-MDL bound for Init, we get with
2“Best” might be defined with respect to some algorithm-specific metric or with respect to bound
performance, depending on what you want to evaluate.
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7.3.2 The Right Number of Clusters
Most clustering algorithms need the number of clusters as an input to the algorithm.
The PAC-MDL bound provides a natural mechanism for cluster number selection
when some label information is available. Consider running a clustering algorithm
on a dataset over a range of cluster numbers and picking the cluster number with
the tightest bound on the test-set error. This process increases the size of our set of
descriptions again. We use a description language for the cluster number c requiring





c(c+1) = 1. One slight optimization is possible here: the nature of our
metric disallows the c = 1 case, implying that we can substitute c→ c−1. With this
description language, the length of our description is |σ| = c log `+log r+log(c(c−1))
bits. We call the language Cluster. Applying the PAC-MDL bound for Cluster, we
get that with probability at least (1 − δ) over the draw of the train and test sets,








7.3.3 The Right Algorithm
In practice, for a given dataset, it is not clear which clustering algorithm is appro-
priate for use. Typically an algorithm is chosen using domain knowledge, and there
is normally no objective way to verify whether the choice made was good or bad. To
cope with this, we can extend our description language to specify one of multiple al-
gorithms. More precisely, if we are choosing the best among s clustering algorithms,
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an extra log s bits are required to send the index of the clustering algorithm that
performs the best. Hence, |σ| = c∗ log `+log r+log((c∗−1)c∗)+log s. Being the best
over all algorithms, we call this language Algo. Applying the PAC-MDL bound, we
see that with probability at least (1−δ) over the draw of the train and test sets, the
best algorithm with the optimal cluster number and optimal initialization achieves









We present an empirical study of the proposed evaluation technique on the problem
of text clustering for several benchmark datasets using various algorithms.
7.4.1 Datasets
The datasets that we used for empirical validation and comparison of our algo-
rithms were carefully selected to represent some typical clustering problems: (a)
classic3 is a well known collection of documents that contains 3893 documents,
among which 1400 Cranfield documents are from aeronautical system papers,
1033 Medline documents are from medical journals, and 1460 Cisi documents
are from information retrieval papers; (b) classic2 is a subset of 2860 documents
from the classic3 collection formed with the 1400 Cranfield documents and the
1460 Cisi documents; (c) cmu-newsgroup-clean-1000, or, the CMU 20 newsgroups
dataset is a widely used text analysis dataset that is a collection of approximately
20,000 messages from 20 different USENET newsgroups, with approximately 1000
messages per group; (d) cmu-newsgroup-clean-100 was formed by sampling 100 mes-
sages per group from the full 20 newsgroup dataset; (e) cmu-different-1000 is a
subset of the original 20 newsgroups dataset consisting of 3 groups on very differ-
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ent topics: alt.atheism, rec.sport.baseball, sci.space; (f) cmu-different-100 is a sub-
set of (e) formed by sampling 100 documents per topic; (g) cmu-similar-1000 is a
subset of the original 20 newsgroups dataset consisting of 3 groups on similar top-
ics: talk.politics.guns, talk.politics.mideast, talk.politics.misc; (h) cmu-similar-100 is
a subset of (g) formed by taking 100 documents per topic; (i) cmu-same-1000 is
a subset of the original 20 newsgroups dataset consisting of 3 groups on the same
topic viz computers, with different subtopics : comp.graphics, comp.os.ms-windows,
comp.windows.x; (j) cmu-same-100 is a subset of (i) formed by sampling 100 doc-
uments per topic; and, (k) yahoo, or, the Yahoo News (K-series) dataset that has
2340 Yahoo news articles from 20 different categories.
7.4.2 Algorithms
We experiment with 6 algorithms that have been applied to text datasets with vary-
ing degrees of success. Since the motivation behind the experiments is to establish
the efficacy of the proposed criterion in evaluation, comparison and model selec-
tion for clustering, we have not tried to be exhaustive in the list of algorithms that
have been used. However, we have chosen algorithms that represent the state-of-
the-art and have been applied to text clustering in the literature. The algorithms
we consider are: SPKMeans [DM01], better known as spherical kmeans, that em-
ploys the widely used cosine similarity; FSKMeans [BG04], a frequency sensitive
version of spherical kmeans; Hard-moVMF [BDGS03], a generative model based clus-
tering that uses a mixture of von Mises-Fisher (vMF) distributions to model the
data; Soft-moVMF [BDGS03], that also uses a mixture of von Mises-Fisher dis-
tributions to model the data with soft-assignments that are finally converted to
hard assignments by the standard method assigning a data point to the highest
probability cluster; KMeans [JD88], the standard kmeans clustering algorithm; and
KLKMeans [DMK03], better known as information theoretic clustering, that uses KL-
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divergence between L1 normalized document vectors instead of squared Euclidean
distance in the kmeans framework.
7.4.3 Methodology
Before performing any experiments, an independent train-test split needs to be
made. All experiments reported in this chapter were performed on 5 different train-
test splits: 10-90, 30-70, 50-50, 70-30, 90-10. On each train-test split, we performed
4 sets of experiments for each dataset corresponding to the 4 bounds discussed in
section 3:
(a) Experiments for a particular algorithm, with a fixed cluster number, with a
particular initialization. The test-set error-rate bound is computed using (7.1).
(b) The best results for a particular algorithm with a fixed cluster number, where
the best is computed over all the r possible initializations. The test-set error-rate
bound is computed using (7.2).
(c) The best results for a particular algorithm, where the best is computed over
all the r possible initializations and all the cmax possible cluster numbers. The
test-set error-rate bound is computed using (7.3).
(d) The best performance for a given dataset, where the best is computed over all
algorithms over all possible cluster sizes and all possible initializations. The
bound on the test-set error-rate is computed using (7.4).
7.4.4 Results
Now we are ready to present results on the various datasets. We start with the
simplest language and using (7.1) present representative results comparing individ-
ual runs of a particular algorithm for a fixed cluster number with different random
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SPKMeans on cmu−different−1000 for 3 clusters

















KMeans on cmu−different−1000 for 3 clusters

















SPKMeans on cmu−same−1000 for 3 clusters

















KMeans on cmu−same−1000 for 3 clusters
Figure 7.1: Test set error rate bounds for KMeans and SPKMeans on cmu-different-
1000 and cmu-same-1000: 10 runs with different initializations for 3 clusters
initializations (Figure 7.1). Taking the best over 10 initializations for each cluster
number, we then compare performance of a particular algorithm over a range of
cluster numbers (Figure 7.2) using (7.2). Next, by taking the best over the entire
cluster number range considered, we compare the performance of various algorithms
(Figure 7.3) using (7.3). Finally, by taking the best over the best of all the algo-
rithms considered, using (7.4), we present the best results on particular datasets for
various train-test splits (Figure 7.4-7.5). Unless otherwise stated, all results are on
a 50-50 train-test split.
In Figure 7.1, we present test-set error-rate bounds for KMeans and SPKMeans
on cmu-different-1000 and cmu-same-1000 for 10 runs with different initializations
for 3 clusters. All bounds are computed using (7.1). cmu-different-1000 is a rela-
tively easy dataset in that its labels are reasonably separated being samples from 3
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quite different newsgroups. As a result, both algorithms achieve low bounds on the
error-rate. SPKMeans performs particularly well since it was designed to be a text
clustering algorithm [DM01]. Over the 10 runs, KMeans achieves a lowest bound
of 34.13 % with probability 0.9 in run 4, and SPKMeans achieves a lowest bound
of 4.93 % with probability 0.9 in run 6. The best constant classifier has error-rate
66.67 %. cmu-same-1000 is a relatively difficult dataset since the true labels have
significant overlaps. Again, SPKMeans achieves lower bounds than KMeans in most
runs, although the bounds are in general higher than those for cmu-different-1000.
Over the 10 runs, KMeans achieves a lowest bound of 50.8 % with probability 0.9 in
run 7, and SPKMeans achieves a lowest bound of 31 % with probability 0.9 in run 3,
the best constant classifier has error-rate 66.67 %.
Next, we consider the best performance over all the 10 iterations for each
cluster number and compare them over a range of cluster numbers. The bound
calculation is done using (7.2). In Figure 7.2, we present test-set error-rate bounds
for KMeans and SPKMeans on cmu-different-1000 and cmu-same-1000 over a range of
cluster numbers (2 to 20). We observe that SPKMeans achieves a lower bound than
KMeans for most cluster numbers for reasons described above. Over the entire range,
SPKMeans achieves a lowest bound of 5.46 % with a probability of 0.9 for 3 clusters.
This is marginally higher than the lowest bound of 4.93 % in Figure 7.1, since
the bound calculation uses (7.2) after incorporating the extra log 10 bits required to
index the best over the 10 runs with different random initializations. This is the extra
cost for not knowing upfront which random initialization is going to perform the
best. This demonstrates the trade-off between improvement in prediction accuracy
and considering more runs with different random initializations. On the other hand,
KMeans achieves a lowest bound of 17.2 % with a probability of 0.9 for 13 clusters.
For cmu-same-1000, over the entire range, SPKMeans achieves a lowest bound of 32.2
% with probability 0.9 for 3 clusters, which is marginally higher than the lowest of
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Figure 7.2: Test-set error-rate bounds for KMeans and SPKMeans on cmu-different-
1000 and cmu-same-1000: Best over 10 runs with different initializations over a
cluster number range of (2 to 20).
31 % in Figure 7.1 due to extra description complexity of log 10 bits in indexing the
best. KMeans achieves a lowest bound of 40.3 % with probability 0.9 for 10 clusters.
From the results in Figure 7.2, we make an interesting observation. Note
that for SPKMeans, the optimal number of clusters, as dictated by the lowest bound
over the entire range of cluster numbers considered, is 3 for both the datasets.
Interestingly, the number of true labels in both the datasets is 3. This demonstrates
how the proposed criterion can be used for model-selection, the “right” number of
clusters in this particular case, for a given algorithm and a dataset.
Next, we compare the best performance of each of the algorithms, with best



















































Performance of 6 algorithms on 11 datasets
Figure 7.3: Test-set error-rate bounds for each algorithm on all the 11 datasets:
classic2, calssic3, cmu-different-1000, cmu-similar-1000, cmu-same-1000, cmu-different-
100, cmu-similar-100, cmu-same-100, cmu-newsgroup-clean-1000, cmu-newgroup-
clean-100, yahoo: Best over all number of clusters and initializations.
parison is of great practical interest since this determines the appropriateness of
an algorithm for a given dataset. Since the best performance of each algorithm
over cluster numbers and initializations is considered, (7.3) is used to compute the
bounds in Figure 7.3. In Figure 7.3, we compare the test-set error-rate bounds for
all the 6 algorithms on all the 11 datasets under consideration. For datasets such
as cmu-different-100, cmu-similar-100, cmu-same-100, the low number of samples in
high-dimensions make the clustering problem hard for most algorithms. Among the
algorithms considered, Soft-moVMF performs quite well, e.g., it achieves the lowest
test-set error-rate bound of 18.6 % with a probability of 0.9 on cmu-different-100.
On the other hand, datasets such as cmu-different-1000 has more samples from the
same distribution that makes the clustering problem reasonably simple for quite a
few algorithms. We note that 4 algorithms have comparative performances, with
Soft-moVMF achieving the lowest bound of 5.67 % with a probability of 0.9. It is
interesting to note that SPKMeans achieves a bound of 5.87 % which is marginally
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higher than the bound of 5.46 % we observed in Figure 7.2. The marginal increase is
due to the extra description length of log((3−1)3) bits used to describe the fact that
the optimal cluster number is 3. As for the relative performance of the algorithms, as
expected, there is no clear winner across all datasets although Soft-moVMF appears
to win quite often.
We now present best bounds on the test-set error-rate by taking the best
over all algorithms, cluster numbers and initializations. We use (7.4) to compute
the bound. Results over 5 different train-test splits on all the datasets considered
are presented in Figures 7.4-7.5.
classic2 is a relatively simple dataset with only 2 reasonably separate classes.
As we see in Figure 7.4, for all train-test splits, the bound on the test-set error-rate
is very low. For the 50-50 train-test split, with probability 0.9 we get a PAC bound
of 1.68% on the error-rate on the test-set. (The best constant classifier has error-rate
of 48.95%.) This is a remarkably low error-rate bound by PAC standards3. classic3
is also a relatively simple dataset with 3 classes. As shown in Figure 7.4, for the
50-50 train-test split, with probability 0.9 we get a bound of 2% on the error-rate
on the test-set. (The best constant classifier has error-rate 62.50%.)
Although cmu-different-100 consists of samples from 3 relatively different
classes, the small number of samples and high dimensionality make the problem
difficult. As shown in Figure 7.4, with a probability of 0.9, we get a bound of
20.6% on the test-set error-rate for the 50-50 train-test split. (The best constant
classifier has error-rate 66.67%.) In cmu-different-1000, the extra samples make
finding structure in the data easier — a bound of 6 % is obtained.
Due to a large overlap between the underlying labels, both cmu-same-100 and
cmu-same-1000 are difficult datasets to get good predictions on by just clustering.
As shown in Figure 7.5, with a probability of 0.9, we achieve error-rate bounds of
3Note that increasing the train-set fraction need not increase prediction accuracy since the
clustering algorithms never actually look at the labels.
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Figure 7.4: Test set error rate bounds for classic2, classic3, cmu-different-100, cmu-
different-1000: Best over all algorithms, cluster numbers, initializations
64% and 28.4% respectively, while the best constant classifier has error-rate 66.67%.
cmu-newsgroup-clean-100 is a difficult dataset since there are 20 underlying
classes with significant overlaps and small number of samples per class. As Figure 7.5
shows, the lowest bound on the test-set error-rate is 84 % with probability 0.9 on
a 50-50 train test split, whereas the best constant classifier has an error-rate of 95
%. For cmu-newsgroup-clean-1000, with increased number of samples from the same
problem, a lowest bound of 47.94 % is achieved with probability 0.9.
yahoo is a dataset with 20 underlying classes and 2340 examples. The class
portions are highly skewed ranging from as low as 0.0038 to as high as 0.2111.
Naturally, unsupervised prediction is nontrivial. The best performance (not shown)
achieves a bound of 73.84% with probability 0.9 on the 50-50 train-test split. (The
best constant classifier has error-rate 78.89%).
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Figure 7.5: Test set error rate bounds for cmu-same-100, cmu-same-1000, cmu-
newsgroup-clean-100 and cmu-newsgroup-clean-1000: Best over all algorithms, cluster
numbers, initializations
At this point, we make two observations: (i) on all the datasets considered,
the test-set error-rate bound is always better than the best constant classifier; and,
more interestingly, (ii) for most datasets, the bound on the test-set error-rate for the
best clustering algorithm is comparable, perhaps even better than many supervised
learning bounds. Clustering appears to capture the structure of labeling in natural
datasets.
Finally, we present a comparison between the bounds obtained from the 4
language families considered: Simple, Init, Cluster and Algo, corresponding to (7.1)-
(7.4). It is difficult to directly compare languages because each optimizes over a
different set of possibilities. For example, it would be unfair to compare the best































































































Performance of 4 languages on 11 datasets
Figure 7.6: Test-set error-rate bounds on 11 datasets for 4 languages: Simple, Init,
Cluster, and Algo.
Cluster, since Cluster takes into account the optimization over all number of clusters
while Init does not. To make the comparison fair, we compare the average bound
of Init to that for Cluster. Similar arguments apply to other languages. Figure 7.6
displays comparisons of the 4 languages on all the datasets under consideration. As
shown in Figure 7.6, there seems to be some advantage to using a more compli-
cated language, i.e., trying to optimize over several iterations, cluster numbers and
algorithms. In practice, using a more complicated language of course implies more
computational effort.
7.5 Discussion
The PAC-MDL bound provides an objective criterion for evaluation, comparison
and model selection for clustering that is applicable when the goal of clustering is
related to prediction. Experimental results show that this criterion is practically
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and flexibly useful.
It is particularly striking (and perhaps even shocking) to notice test-set error-
rate bounds achieved by the best clustering algorithms are very competitive with
various supervised learning bounds on the true error rate of learned classifiers. This
good performance suggests that clustering algorithms are doing something funda-
mentally “right” for prediction purposes on natural datasets.
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Chapter 8
Rate Distortion with Bregman
Divergences
In this chapter, we study the connection between Bregman clustering algorithms
and lossy compression schemes. In particular, we focus on the relationship of our
work with Shannon’s rate distortion theory, showing connections between learning
mixtures of exponential distributions, the Bregman soft clustering problem, and
the rate distortion problem where distortion is measured using regular Bregman
divergences [BDGM04]. Then, we show that all these problems involve a trade-off
between compression and loss in Bregman information. The information bottleneck
method emerges as a special case of this viewpoint for a particular choice of Bregman
divergence. We restrict our attention to regular exponential families and regular
Bregman divergences in this chapter.
0The work presented in this chapter has earlier appeared in part as [BDGM04].
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8.1 Rate Distortion Theory for Bregman Divergences
The central problem in rate distortion theory [CT91] is to compute the rate distor-
tion function R(D), which is defined as the minimum achievable rate for a specified
level of expected distortion D, and can be mathematically expressed as
R(D) = min
p(x̂|x):EX,X̂ [d(X,X̂)]≤D
I(X; X̂) , (8.1)
where I(X; X̂) is the mutual information of X and X̂.
Rose (1994) showed that the rate distortion problem for the squared Eu-
clidean distortion and for any source whose support is a bounded set can be solved
either analytically or through a numerical computation technique called the map-
ping approach [Ros94]. In this section, we generalize this result to all Bregman
divergences. We start by presenting a new analytic lower bound on the rate distor-
tion function for Bregman divergences, which we call the Shannon-Bregman lower
bound.
Theorem 9 The rate distortion function for a source X ∼ p(x) and a Bregman
divergence dφ is always lower bounded by the Shannon-Bregman lower bound
RL(D) defined as
RL(D) = H(X) + sup
γ≥0
{−γD + EX [log fγφ(X)]} ,




exp(−dγφ(t, µ))fγφ(t) dt = 1, ∀µ ∈ dom(φ) .
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The proof of the theorem is given in Appendix C. The Shannon-Bregman lower
bound plays the same role for Bregman divergences as the Shannon lower bound
for “difference” distortion measures [Ber71], i.e., distortions of the form d(x, y) =
ρ(x − y) for any non-negative function ρ(·). Rose (1994) used the Shannon lower
bound for squared Euclidean distortion to reduce the rate distortion problem into
two mutually exclusive solvable cases. More specifically, Rose (1994) showed that
for squared Euclidean distortion and any source whose support is a bounded set,
either (a) the rate-distortion function equals the Shannon lower bound, or (b) the
optimal support of the reproduction random variable is finite, in which case the rate
distortion function can be numerically computed using the mapping approach. Our
following theorem states a significantly more general result.
Theorem 10 Consider the rate distortion problem for a source X ∼ p(x) and a
Bregman divergence dφ. Let X̂s(D) be the support of the optimal reproduction ran-
dom variable for an expected distortion D. If X̂s(D) contains an accumulation point,
then R(D) = RL(D).
The proof of the theorem is given in Appendix C. If R(D) > RL(D), then X̂s(D)
does not contain an accumulation point. Further, if the source alphabet is a bounded
set, X̂s(D) is a finite set using the Bolzano-Weierstrass theorem. Thus, the rate
distortion problem for Bregman divergences and sources with bounded support can
be divided into two cases, of which the first one can be solved analytically using the
Shannon-Bregman lower bound and the second one requires a numerical solution
involving a finite reproduction alphabet. Therefore, in the next section, we focus
only on the second case. In fact, we solve a simpler problem assuming that the
cardinality of the optimal support of the reproduction random variable is known.
This assumption is reasonable since deterministic annealing methods [Ros98] can be
applied to empirically determine the appropriate cardinality at any distortion value.
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8.2 Rate Distortion for Fixed Finite Cardinality Repro-
duction Alphabet
In this section, we consider the joint problem of finding the optimal support X̂s of
the reproduction random variable with |X̂s| = k as well as the optimal probabilis-
tic assignments p(x̂|x) that achieve the rate-distortion function for a given source.





{I(X; X̂) + βDEX,X̂ [dφ(X, X̂)], (8.2)
where βD is the optimal Lagrange multiplier that depends on the chosen tolerance
level D of the expected distortion. We shall refer to problem (8.2) as rate distortion
with a support of fixed finite cardinality (RDFC). It is important to note that
unlike the original rate distortion problem (8.1), the RDFC problem is not a convex
optimization problem, since it involves optimizing over both X̂s and p(x̂|x). Hence, it
is difficult to obtain the globally optimal solution. However, since the minimization
is over two sets of arguments, namely p(x̂|x) and X̂s, the objective function in (8.2)
can be greedily minimized by iteratively optimizing over the individual arguments
yielding a solution that is locally optimal.
Lemma 8 (Cover & Thomas, 1991) 1 The solution to the problem
min
p(x̂|x)
{I(X; X̂) + βDEX,X̂ [dφ(X, X̂)],




1Lemmas 8 and 9 hold irrespective of whether X is a continuous or discrete random variable.
162
Algorithm 10 Computation of Rate Distortion Curve for Bregman Divergences
Input: X ∼ p(x) over x = {xi}ni=1 ⊂ dom(φ) ⊆ Rm, Bregman divergence dφ, k = |X̂s|,
variational parameter β corresponding to a point on R(D) curve
Output: X̂ ∗s = {x̂h}kh=1, P ∗ = {{p(x̂h|xi)}kh=1}ni=1 that (locally) optimizes (8.2), rate-
distortion trade-off (Rβ , Dβ) at β.
Method:
Initialize with some {x̂h}kh=1 ⊂ dom(φ)
repeat
{Blahut Arimoto Step (p(x̂|x) using Lemma 8)}
repeat
for i = 1 to n do
for h = 1 to k do
p(x̂h|xi)← p(x̂h)N(xi,β) exp(−βdφ(xi, x̂h)),
end for
end for






{Support Estimation Step (X̂s using Lemma 9)}














where p(x̂) = EX|x̂[p(X)] and N(x, βD) is the partition function.
Lemma 9 The solution to the problem,
min
X̂s
{I(X; X̂) + βDEX,X̂ [dφ(X, X̂)],
for fixed probabilistic assignments p(x̂|x) is given by
x̂∗ = EX|x̂[X].
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Lemma 8 follows directly from the self-consistent equations for the solution of the
rate distortion problem [CT91] while Lemma 9 follows from Proposition 1. Based
on these results, we obtain an alternate minimization algorithm for computing the
rate distortion function (Algorithm 10), guaranteed to achieve local optimality.
Theorem 11 The alternate minimization algorithm (Algorithm 10) for the RDFC
problem (8.2) converges to a solution that is locally optimal, i.e., the objective func-
tion in (8.2) cannot be decreased by either changing p(x̂|x) or X̂s.
8.3 Equivalence with Mixture Estimation for Exponen-
tial Families
The maximum likelihood mixture estimation (MLME) problem involves finding the
mixture of k distributions from a specified parametric family F that best fits the
observed data in terms of the log-likelihood. This problem seems different from
the rate distortion problem since MLME only assumes knowledge of a finite set
of independent samples of the random variable and not the actual distribution.
However, as we shall show, it is equivalent to the rate distortion problem when the
source distribution in the rate distortion setting equals the empirical distribution
over the sampled data points.
The standard way to address the mixture estimation problem is to introduce a
hidden random variable associated with the choice of mixture component. Let Xd be
the finite set of independent samples corresponding to the observed random variable
X. Let X̂ be the hidden random variable corresponding to the choice of the mixture
component and taking values in X̂s with |X̂s| = k. The mixture distribution p(x) can
be viewed as the marginal induced from the joint distribution p(x, x̂) such that each
conditional distribution p(x|x̂) belongs to the specified parametric family F . The
mixture estimation problem can be formally stated as the problem of maximizing
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the average incomplete log-likelihood of the data, i.e., 1n
∑
x∈Xd log p(x), over all
mixture distributions p(x) consisting of k component distributions from F . The
MLME problem has been shown [NH98, Ros98] to be equivalent to the problem
of minimizing the variational free energy of a statistical system, where the physical
states correspond to the values of the unknown random variable X̂ and the energy of
each state is given by the negative joint log-likelihood (− log p(x, x̂)). The negative
of this variational free energy can be expressed as the sum of the entropy of the
conditional distribution p(x̂|x) and the expected complete log-likelihood with respect
to p(x, x̂). Therefore, the minimum free energy problem and hence, the MLME





−EX,X̂ [log p(X, X̂)]−H(X̂|X)
}
, (8.3)
where X ∼ pd(x), the empirical distribution over the sample set Xd, the joint distri-
bution p(x, x̂) = p(x̂)p(x|x̂) such that p(x|x̂) ∈ F and the minimization is performed
over X̂s and p(x̂|x), which uniquely determine the mixture distribution p(x).
Now, consider the case when the specified parametric family F is an expo-
nential family Fψ with a log-partition function ψ so that p(ψ,θ)(x) ∈ Fψ is given
by
p(ψ,θ)(x) = exp (〈x, θ〉 − ψ(θ)) ,
over some measure ν(x) where θ ∈ dom(ψ) is the natural parameter. Although, the
MLME problem (8.3) assumes that Fψ is fully specified, typically, only a meta family
Mψ consisting of scaled versions of Fψ is specified. To make this more precise, we











where p(ψ,θ)(x) ∈ Fψ and Mψ = {F (β)ψ , β ≥ 0}. It can be shown that each F
(β)
ψ
is itself an exponential family with a log-partition function ψβ(θ) = βψ(θ/β). For
example, the set of all unit variance Gaussian distributions over R is an exponential
family Fψ with ψ(θ) = θ2/2. All constant variance Gaussian families are the scaled
versions of this Fψ, andMψ is the set of all the scaled versions. To perform mixture
modeling, we need to choose a particular member of the meta family Mψ, i.e., a
particular value for the scaling factor β. Usually, β is implicitly chosen to be 1 with
Fψ being a canonical representation of the meta familyMψ. In practice, appropriate
choice of β has led to improved results on natural datasets, e.g., see [Nig01] for scaled
families on the mixture of multinomials model.
Using (8.4) in (8.3), we note that the scaling factor β determines the relative
importance of expected complete log-likelihood and the assignment entropy terms in
the maximum likelihood problem (8.3), and consequently, the degree of “softness”
in the assignments p(x̂|x). In particular, the assignment entropy term H(X̂|X) is
significant for low β leading to an almost uniform assignment, whereas for high β,
the entropy term becomes insignificant resulting in hard assignments between X
and X̂. It is, therefore, important to choose β appropriately based on the desired
accuracy and softness constraints. We present an information theoretic analysis for
making this choice by demonstrating an equivalence between the RDFC problem
for a specified distortion constraint and the MLME problem based on a particular
member of a meta exponential family with scaling factor β that depends on D.
8.3.1 Equivalence Theorem
Recall Theorem 7 that establishes a bijection between regular Bregman divergences
and regular exponential families. Then, the Bregman divergence dφ(x, µ) corre-
sponds to the exponential density p(ψ,θ)(x) ∈ Fψ. Based on the bijection theorem,
the conditional distribution p(ψ,x̂)(x) ∈ Fψ is given by p(ψ,ẑ)(x) = exp(−dφ(x, x̂)),
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where x̂ is the expectation parameter, φ is the Legendre conjugate of ψ and dφ is the
Bregman divergence derived from φ. Hence, the Bregman divergence dφ(x, x̂) is re-
lated to the negative log-likelihood (− log p(ψ,x̂)(x)) of the corresponding exponential
distribution. We use this observation to prove the following equivalence.
Theorem 12 Consider a source X ∼ pd(x). Then, the RDFC problem (8.2) for
X with Bregman distortion dφ, tolerable expected distortion D with |X̂s| = k is
equivalent to the MLME problem (8.3) for a mixture model with k distributions from
the scaled exponential family F (βD)ψ , where βD is the optimal Lagrange multiplier for
the RDFC problem and ψ is the Legendre conjugate of φ.
Proof: It is sufficient to compare the objective functions of the problems (8.2) and
(8.3) as both are minimization problems with identical arguments and constraints.
For the RDFC problem (8.2) based on Bregman divergence dφ and tolerable level
of distortion D, the objective function is given by
JRDFC(X̂s, p(x̂|x)) = I(X; X̂) + βDEX,X̂ [dφ(X, X̂)]
= EX,X̂ [log p(X̂|X)− log p(X̂) + βDdφ(X, X̂)] .
Since ψ is the conjugate of φ, the exponential family Fψ corresponding to the Breg-
man divergence dφ is given by (4.11) and the scaled version F (βD)ψ is obtained us-
ing (8.4). Hence, the objective function of the MLME problem (8.3) based on the
exponential family F (βD)ψ is given by
JMLME(X̂s, p(x̂|x)) = −EX,X̂ [log p(X, X̂)]−H(X̂|X)
= EX,X̂ [log p(X̂|X)− log p(X̂) + βDdφ(X, X̂)] .
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The objective functions JMLME and JRDFC are exactly same and hence, the equiv-
alence follows.
The equivalence theorem gives an information theoretic recipe for choos-
ing the appropriate scaled exponential family for a mixture modeling based on the
desired model accuracy constraints. In particular, the Bregman distortion con-
straint EX,X̂ [dφ(X, X̂)] ≤ D, which is equivalent to a conditional entropy constraint
H(X|X̂) ≤ D, specifies the desired level of model accuracy. Then, the appropriate
exponential family for mixture modeling is F (βD)ψ where βD is the optimal Lagrange
multiplier of the RDFC problem. This follows since the optimal solution (p(x̂|x), X̂s)
of the RDFC problem exactly satisfies the condition p(x|x̂) ∈ F (βD)ψ .
From Theorem 12, the objective function of the MLME problem correspond-
ing to F
(β)
ψ can be written as I(X, X̂) + βEX,X̂ [dφ(X, X̂)]. Therefore, solving
the MLME problem based on any exponential family F (β)ψ , β ≤ βD such that
EX,X̂ [dφ(X, X̂)] ≤ D yields a solution identical to that of the unconstrained MLME
problem based on F (βD)ψ , and the equivalent RDFC problem. In particular, the
constrained MLME problem based on Fψ ≡ F (1)ψ such that EX,X̂ [dφ(X, X̂)] ≤ D is
equivalent to RDFC problem for all D such that βD ≥ 1. Further, the constrained
MLME problem based on F
(0+)
ψ is equivalent to the RDFC problem for all D.
The equivalence also suggests that that the RDFC problem can also be solved
by the expectation maximization (EM) algorithm [RW84]. The update equations
in both the algorithms are identical, the only difference being the order in which
they are executed, i.e., the two algorithms correspond to two different ways of cyclic
minimization. Both the algorithms are guaranteed to converge to a locally optimal
solution, but the actual solutions could be different. In fact, any algorithm that
alternates between the three updates, viz, p(x̂|x), p(x̂) and x̂, will have similar guar-
antees. However, this class of algorithms have two drawbacks. First, the algorithms
assume that the optimal cardinality k(D) of the reproduction alphabet or the mix-
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ture model for a given tolerable distortion D is known though it is not the case in
practice. Secondly, the algorithms are guaranteed to provide only locally optimal
solutions. A practical technique that addresses these deficiencies is the determinis-
tic annealing approach that starts with a high value of D (i.e., a low positive βD),
where the optimal support of the reproduction random variable and the mixture
model have cardinality one, and slowly decreases the tolerable distortion level D
(i.e., increases βD) while detecting the phase transitions corresponding to changes
in the cardinality. For details, see Rose (1998).
8.3.2 Equivalence with Soft Clustering
From Chapter 4, we know that the maximum likelihood mixture estimation problem
for any regular exponential family is equivalent to the Bregman soft clustering prob-
lem for the corresponding regular Bregman divergence. Using this in conjunction
with Theorem 12, we obtain the following equivalence relation between the RDFC
problem and the Bregman soft clustering problem.
Theorem 13 Consider a source X ∼ p(x), where p(x) is the empirical distribution
over the samples. Then, the RDFC problem (8.2) for X with regular Bregman
distortion dφ, variational parameter β and support of reproduction random variable
assumed to have cardinality k is equivalent to the Bregman soft clustering problem
(4.13) based on the Bregman divergence dβφ with number of clusters set to k.
From the above theorem, it follows that Algorithm 3 can be used to solve the
RDFC problem. Note that the update steps for p(h|x) and πh in Algorithm 3
exactly correspond to the updates of p(x̂|x) and p(x̂) in the Blahut-Arimoto step in
Algorithm 10 for solving the RDFC problem. The update of µh in Algorithm 3 is
equivalent to the update of x̂ in the support estimation step in Algorithm 10. From
the viewpoint of alternate minimization, the order of the three updates p(x̂|x), p(x̂)
and x̂ is interchangeable and does not affect the local optimality guarantees.
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The Bregman soft clustering problem corresponds to the RDFC problem
and not to the basic rate distortion problem (8.1). However, as mentioned earlier,
both the problems yield the same solution for the rate distortion function when the
optimal support set |X̂s| is finite and k is suitably large. The solution is the rate
distortion function and refers to the asymptotic rate [CT91] that can be achieved
for a given distortion, when we are allowed to code the source symbols in blocks of
size m with m→∞.
It is also possible to consider a related rate distortion problem where the
source symbols are coded using blocks of size 1. The resultant rate distortion func-
tion is referred to as “scalar” or “order 1” rate distortion function R1(D) [GN98].
The problem is solved by performing hard assignments of the source symbols to the
closest codebook members, which is similar to the assignment step in the Bregman
hard clustering problem. In fact, the “order 1” or “1-shot” rate distortion problem,
assuming a known finite cardinality of the optimal reproduction support set, turns
out to be exactly equivalent to the Bregman hard clustering problem.
8.4 Compression vs. Bregman Information Trade-off
In this section, we provide an alternate view of the RDFC problem (and hence,
Bregman soft clustering) as a lossy compression problem where the objective is to
balance the trade-off between compression and preservation of Bregman information.
Intuitively, the reproduction random variable X̂ is a coarser representation of the
source random variable X with less “information” than X. In rate distortion theory,
the loss in “information” is quantified by the expected Bregman distortion between
X and X̂. The following Theorem [BDGM04], which is along the same lines as
Theorem 1, provides a direct way of quantifying the intuitive loss in “information”
in terms of Bregman information.
170
Theorem 14 The expected Bregman distortion between the source and the repro-
duction random variables is exactly equal to the loss in Bregman information due to
compression, i.e.,
Ep(x,x̂)[dφ(X, X̂)] = Iφ(X)− Iφ(X̂) ,
where x̂ = Ep(x|x̂)[X].
Proof: To prove the above result, we first show that the expectations of the random
variables X and X̂ are equal and use this to compute the loss in the Bregman
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p(x, x̂)dφ(x, x̂) = EX,X̂ [dφ(X, X̂)],
i.e., the expected distortion. That completes the proof.
The RDFC problem (8.2) can, therefore, be viewed as an optimization prob-
lem involving a trade-off between the mutual information I(X; X̂) that measures
the compression, and the loss in Bregman information Iφ(X) − Iφ(X̂). Since the
source random variable X is known, the Bregman information Iφ(X) is fixed and
minimizing the expected distortion is equivalent to maximizing the Bregman infor-
mation of the compressed random variable X̂. Hence, this constrained form of the
RDFC problem (8.2) can be written as:
min
p(x̂|x)
{I(X; X̂)− βIφ(X̂)}, (8.5)
where β is the variational parameter corresponding to the desired point in the rate
distortion curve and x̂ = EX|x̂[X]. The variational parameter β determines the
trade-off between the achieved compression and the preserved Bregman information.
8.4.1 Information Bottleneck Revisited
We now demonstrate how the information bottleneck method can be derived from
the RDFC problem (8.5) for a suitable choice of Bregman divergence.
Let Y ∼ p(y), y ∈ Y be a random variable. Let the sufficient statistic ran-
dom vector Z corresponding to a source X be the conditional distribution of Y given
X, i.e., Z = p(Y |X). Z is just a concrete representation of the possibly abstract
source X. Similarly, the random variable Ẑ = p(Y |X̂) represents the reproduction
random variable X̂. This choice of sufficient statistic mapping is appropriate when
the joint distribution of the random variables X and Y contains all the relevant
information about X. For the above choice of sufficient statistic mapping, an ad-
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ditional constraint that Ẑ is the conditional expectation of Z leads to the lossy
compression problem (8.5) where we need to find the optimal assignments that bal-
ance the trade-off between compression and the loss in Bregman information. Now,
from Example 5, the Bregman information Iφ(Ẑ) of the random variable Ẑ taking
values over the set of conditional distributions {p(Y |x̂)} with probability p(x̂) is
same as the mutual information I(X̂;Y ) of X̂ and Y when the Bregman divergence
is the KL-divergence. Hence, the original problem (8.5) reduces to
min
p(x̂|x)
{I(X; X̂)− βI(X̂;Y )}, (8.6)
since p(ẑ|z) = p(x̂|x) and I(Z; Ẑ) = I(X; X̂), where β is the variational parame-
ter. This is identical to the information bottleneck (IB) formulation [TPB99]. Our
framework reveals that the IB assumption that the mutual information with respect
to another random variable Y holds all the relevant information for comparing the
different source entities is equivalent to assuming that (a) P (Y |X) is the appropriate
sufficient statistic representation and (b) the KL-divergence between the conditional
distributions of Y is the appropriate distortion measure. Further, the assumption
about the conditional independence of Y and X̂ given X, i.e., the Markov chain
condition Y ↔ X ↔ X̂, is equivalent to the constraint that Ẑ is the conditional
expectation of Z, i.e., ẑ = p(Y |x̂) = Ep(X|x̂)[p(Y |X)] = Ep(Z|ẑ)[Z].
Thus, the information bottleneck problem is a special case of the RDFC
problem (8.2) and hence, also of the Bregman soft clustering problem and mixture
estimation problem for exponential families. In particular, it is exactly equivalent
to the mixture estimation problem based on the exponential family corresponding
to KL-divergence, i.e., the multinomial family [CDS01]. Further, the iterative IB
algorithm is the same as the EM algorithm for multinomial distributions, and also





Predicting the outcome of a random event based on partial information is an impor-
tant problem in many domains. As we saw in chapter 2, when accuracy of prediction
is measured by the squared loss, it is well known [Wil91] the conditional expectation
is the optimal predictor of a random variable. If X is the random variable to be
predicted and Z denotes the random variable for the available information, then
E[X|Z] = argmin
Y ∈σ(Z)
E[‖X − Y ‖2] , (9.1)
where σ(Z) denotes the σ-algebra generated by Z.
A question arises naturally: Are there other loss functions F for which
E[X|Z] is the unique best predictor? Some simple counter-examples lead to the
general conviction that the existence of such loss functions would be rare and would
have to possess very special properties. For example, if one uses the absolute er-
ror loss function ([LC98], Section 1.7) then any constant a satisfying P (X ≤ a) ≥
1/2 ≤ P (X ≥ a), i.e., the median of X and not E[X], proves to be the best constant
predictor. Recently [Ath99] studied the case of general convex loss functions and
0The work presented in this paper has earlier appeared in part as [BGW04].
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obtained a criterion for which a best constant predictor exists.
In this chapter, we provide necessary and sufficient conditions for general loss
functions under which the conditional expectation is the unique optimal predictor.
First, we show that the optimality property of the conditional expectation holds
for all Bregman Bregman Divergences. Since Bregman divergences are used as a
loss function for prediction, we shall refer to the loss functions as Bregman Loss
Functions (BLFs). Secondly, we show that the class of BLFs is exhaustive under
mild conditions, i.e., if argminy∈Rd E[F (X, y)] = E[X] for every random variable X,
then the loss function F has to be a BLF, up to an additive constant.
Note that since a differentiable convex function is necessarily continuously
differentiable [Roc70, Theorem 25.5], the function dφ is continuous. Moreover, if we
write ∇x as the gradient with respect to x, then the function
∇xdφ(x, y) = ∇φ(x)−∇φ(y)
is also continuous. Further, note that if G is a sub-σ-algebra of F and E[X|G]
denotes the conditional expectation, all the results presented in this chapter remain
true if one replaces E[·|Z] by E[·|G], and simultaneously replacing functions of Z by
G-measurable random variables.
9.1 The optimal Bregman predictor
In this section we will show that the conditional expectation is the unique opti-
mal predictor for all BLFs, and that any nearly optimal predictor will converge in
probability to the conditional expectation.
Theorem 15 (Optimality Property) Let φ : Rd 7→ R be a strictly convex, dif-
ferentiable function and let dφ be the corresponding BLF. Let X be an arbitrary
random variable taking values in Rd for which both E[X] and E[φ(X)] are finite.
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Then, among all functions of Z, the conditional expectation is the unique minimizer
(up to a.s. equivalence) of the expected Bregman loss, i.e.,
argminY ∈σ(Z) E[dφ(X,Y )] = E[X|Z].
Proof: Let Y be any function of Z, and Y ∗ .= E[X|Z]. It follows from the definition
that
E[dφ(X,Y )]−E[dφ(X,Y ∗)]
= E [φ(Y ∗)− φ(Y )− 〈X − Y,∇φ(Y )〉+ 〈X − Y ∗,∇φ(Y ∗)〉] .
Meanwhile, for Y being any function of Z , we have
E[〈X − Y,∇φ(Y )〉] = E[E[〈X − Y,∇φ(Y )〉|Z]] = E[〈Y ∗ − Y,∇φ(Y )〉].
In particular, E[〈X − Y ∗,∇φ(Y ∗)〉] = 0. Therefore,
E[dφ(X,Y )]−E[dφ(X,Y ∗)] = E[φ(Y ∗)− φ(Y )− 〈Y ∗ − Y,∇φ(Y )〉]
= E[dφ(Y
∗, Y )]. (9.2)
The theorem follows immediately from Property 1, Appendix A.
Theorem 16 (Convergence in Probability) In the setting of Theorem 15, if
{Yn} is a sequence of functions of Z, such that
E[dφ(X,Yn)]→ E[dφ(X,Y ∗)],
where Y ∗ .= E[X|Z], then Yn → Y ∗ in probability.
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Proof: It suffices to show that for any given ε, δ > 0, there exists a number N such
that
P (|Yn − Y ∗| ≥ δ) ≤ ε ,
∀n ≥ N . The integrability ofX (and hence of Y ∗) suggests that for a given ε > 0,∃M
such that
P (|Y ∗| ≥M) ≤ ε/2.
Hence
P (|Yn − Y ∗| ≥ δ) ≤ P (|Yn − Y ∗| ≥ δ, |Y ∗| ≤M) + P (|Y ∗| ≥M)
≤ P (|Yn − Y ∗| ≥ δ, |Y ∗| ≤M) + ε/2.
For every x ∈ Rd, if we define
h(x)
.
= inf{dφ(x, y) : y ∈ Rd, |y − x| ≥ δ},
then the strict convexity of φ implies that h(x) > 0,∀x ∈ Rd, and
h(x) = inf{dφ(x, y) : y ∈ Rd, |y − x| = δ}.




= inf{h(x) : |x| ≤M} > 0. (9.3)
For now assuming (9.3) to be true, we have
P (|Yn − Y ∗| ≥ δ) ≤ P (dφ(Y ∗, Yn) ≥ α) + ε/2 ≤ E[dφ(Y ∗, Yn)]/α+ ε/2.
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From the assumption on {Yn} and (9.2) it follows that E[dφ(Y ∗, Yn)] → 0. Hence,
there exists N such that for n ≥ N , E[dφ(Y, Yn)] ≤ εα/2. Therefore, for n ≥ N ,
P (|Yn − Y ∗| ≥ δ) ≤ ε,
and hence we have convergence in probability.
Finally, we show that α > 0. This is proved by contradiction. Clearly α 6< 0.
Suppose α = 0. Then there exists a sequence {xn} with |xn| ≤ M and a sequence
{yn} with |yn − xn| = δ such that
h(xn) = dφ(xn, yn)→ 0.
Since {xn} and {yn} are both bounded, there exists a subsequence (still indexed by
n) such that
xn → x̄, yn → ȳ.
Clearly |x̄| ≤ M and |ȳ − x̄| = δ. The continuity of dφ yields that dφ(x̄, ȳ) = 0,
which contradicts h(x̄) > 0. This completes the proof.
Remark 1 Other types of convergence results may be obtained by imposing proper
conditions on the function φ. For example, it is easy to see that Yn → Y ∗ in L2 if
the Hessian matrix of φ is uniformly positive definite over Rd (in the 1-dim case, it
amounts to infx∈R φ′′(x) > 0).
9.2 The Exhaustiveness property of BLFs
In this section we establish exhaustiveness results for the class of loss functions for
which the conditional expectation is the optimal predictor. More precisely, under
mild regularity conditions we show that for a non-negative loss function F : Rd ×
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Rd 7→ R if ∀X,Z,
argminY ∈σ(Z) E [F (X,Y )] = E[X|Z] , (9.4)
then F is a BLF.
Remark 2 Indeed, we will prove the following slightly stronger result: A non-
negative loss function F has to be a BLF if
argminy∈Rd E [F (X, y)] = E[X], (9.5)
for every random variable X. In other words, if the expectation E[X] is the best
constant predictor for every random variable X, then F is a BLF.
We will present the results separately for the one-dimensional (Theorem 17)
and the higher-dimensional (Theorem 18) case, since the latter needs slightly stronger
regularity conditions.
For ease of exposition, and without loss of generality, we will assume in
Theorem 17 and Theorem 18 that F (x, x) = 0,∀x. Indeed, if F is a loss function
satisfying (9.4), so is F̄ (x, y)
.
= F (x, y)− F (x, x) with F̄ (x, x) ≡ 0.
Theorem 17 (d = 1) Let F : R × R 7→ R be a non-negative function such that
F (x, x) = 0,∀x ∈ R. Assume that F and Fx are both continuous functions. If
for all random variables X, E[X] is the unique minimizer of E[F (X, y)] over all
constants y ∈ Rd, i.e.,
argminy∈Rd E[F (X, y)] = E[X],
then F (x, y) = dφ(x, y) for some strictly convex, differentiable function φ : R 7→ R.
Proof: The proof will be completed in three steps. First, we prove that F = dφ
for some convex, differentiable function φ, under an additional assumption that
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Fy is continuous; we then extend this result to the general case by a mollification
argument; finally, we show that φ is strictly convex.
Step 1: Assume Fx and Fy are both continuous. Fix arbitrarily a, b ∈ R, and
p ∈ [0, 1]. Consider a random variable X such that P (X = a) = p and P (X = b) = q
with p+ q = 1. Then from the assumption
pF (a, y) + qF (b, y) = E[F (X, y)] ≥ E[F (X,E[X])] = pF (a, pa+ qb) + qF (b, pa+ qb)
for all y ∈ R. Moreover, if we consider the left-hand-side as a function of y, it equals
the right-hand-side at y = y∗ .= E[X] = pa+ qb. Therefore, we must have
pFy(a, y
∗) + qFy(b, y∗) = 0. (9.6)
Substituting p = (y∗ − b)/(a− b) and rearranging terms yield
Fy(a, y
∗)/(y∗ − a) = Fy(b, y∗)/(y∗ − b).
Since a, b and p are arbitrary, the above equality implies that the function
Fy(x, y)/(y − x)
is independent of x. Thus one can write, for some function H,
Fy(x, y) = (y − x)H(y), (9.7)










Then φ is differentiable with φ(0) = φ′(0) = 0, φ′′(y) = H(y). Since F (x, x) = 0,
integration by parts for (9.7) leads to
F (x, y) =
∫ y
x
(s− x)H(s) ds = φ(x)− φ(y)− φ′(y)(x− y).
It follows from the non-negativity of F that φ is a convex function.
Step 2: Now we show that there exists a convex function φ such that F = dφ
under the assumption of the theorem. Consider a sequence of mollifiers, i.e., a
sequence of functions {gn} defined on R, which are non-negative, C∞ and with
compact support such that ∫
R
gn(x) dx = 1.











if |x| < 1,
0 if |x| ≥ 1,
where the constant c is to be chosen so that
∫
R g(x)dx = 1, and define gn(x)
.
=






F (x− u, y − u)gn(u) du =
∫
R
F (x− y + u, u)gn(y − u) du.
It is standard to show that [GT01, Section 7.2] Fn is continuously differentiable with
respect to x and y, and that
lim
n→∞
Fn(x, y) = F (x, y),
for every x, y ∈ R.
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Furthermore, it is easy to see that Fn has the same property as F , i.e., E[X]
is the minimizer for the loss function Fn. Therefore, by the proof in Step 1, there
exists a convex, differentiable function φn such that φn(0) = φ
′
n(0) = 0 and
Fn(x, y) = φn(x)− φn(y)− φ′n(y)(x− y). (9.8)
In particular, Fn(x, 0) = φn(x). Since Fn(x, 0)→ F (x, 0) for every x, we have
lim
n→∞
φn(x) = F (x, 0)
.
= φ(x)
for every x. Since φn’s are convex, so is their limit φ. In particular, φ is continuous
[Roc70, Theorem 10.1]. Setting x = y + 1 in equation (9.8), we have
φ′n(y) = Fn(y + 1, y)− φn(y + 1) + φn(y)
⇒ lim
n→∞
φ′n(y) = F (y + 1, y)− φ(y + 1) + φ(y)
.
= f(y).
Clearly f is continuous. Letting n→∞ in both sides of equation (9.8), we have
F (x, y) = φ(x)− φ(y)− f(y)(x− y),
where φ is continuously differentiable, since F is continuously differentiable with re-
spect to x. Furthermore, the non-negativity of F implies that f(y) is a subgradient
of φ [Roc70, Page 214]. Finally, the differentiability of φ suggests that its subdiffer-
ential is just its derivative [Roc70, Theorem 25.1]. It follows that φ′(y) = f(y), and
hence F = dφ.
Step 3: It remains to show that φ is strictly convex. From step 2, we already
know that φ is a convex function. We prove by contradiction that if φ is not strictly
convex, the assumption of uniqueness will be violated. Suppose φ is not strictly con-
vex. Then there exists an interval I = [`1, `2] such that `1 < `2 and φ
′(y) = φ′(`1) for
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all y ∈ I. Consider a random variable X such that P (X = `1) = P (X = `2) = 1/2.
It is not difficult to check that any y ∈ I is a minimizer. Indeed, E[dφ(X, y)] ≡ 0
for all y ∈ I. This is a contradiction, and we complete the proof.
Theorem 18 (d ≥ 2) Let F : Rd × Rd 7→ R be a non-negative function such that
F (x, x) = 0,∀x ∈ Rd. Assume that F (x, y) and Fxixj (x, y), 1 ≤ i, j ≤ d are all
continuous. For all random variables X taking value in Rd, if E[X] is the unique
minimizer of E[F (X, y)] over all constants y ∈ Rd, i.e.,
argminy∈Rd E[F (X, y)] = E[X],
then F (x, y) = dφ(x, y) for some strictly convex and differentiable function φ : Rd 7→
R.
The proof is divided into three analogous steps as those in Theorem 17. The only
essential difference is in Step 1, which relies on the following lemma. The lemma
itself is a direct consequence of the celebrated Poincaré Lemma.
Lemma 10 Given a collection of continuous functions {hij : 1 ≤ i, j ≤ d} defined







Then there exists a function Φ : U 7→ R such that Φxixj = hij.
Proof: (of Lemma 10) We first show that there exists a sequence of functions
{φi : 1 ≤ i ≤ d} defined on U such that, for every index i,
∇φi ≡ (hi1, . . . , hid)T . (9.9)
183
This follows from the given property for triplets of indices in conjunction with the
Poincaré Lemma [Edw73, Theorem 8.1] applied to 1-forms, noting that every convex
set is star-convex. It remains to show that there exists a function Φ such that
∇Φ = (φ1, . . . , φd)T .








The existence of Φ now follows via the Poincaré Lemma.
Proof: (of Theorem 18) Step 1: Assume that Fxixj , Fxiyj and Fyiyj , 1 ≤ i, j ≤ d
are all continuous (i.e., F is twice continuously differentiable). Fix arbitrarily a, b ∈
Rd, and p ∈ [0, 1]. Consider a random variable X such that P (X = a) = p and
P (X = b) = q with p+ q = 1. Similar to the proof of equation (9.6), we have
pFyi(a, y
∗) + qFyi(b, y
∗) = 0, ∀ i = 1, . . . , d,
at y∗ = pa+ qb. Taking derivatives over p on both sides of the above equation and
recalling q = 1− p, we arrive at
Fyi(a, y





∗) + qFyiyj (b, y
∗)
]
(aj − bj) = 0,
for every i = 1, . . . , d. In particular, setting p = 1 leads to
Fyi(a, a)− Fyi(b, a) +
d∑
j=1
Fyiyj (a, a)(aj − bj) = 0, ∀ i = 1, . . . , d.
Because F is non-negative and F (x, x) ≡ 0, we have Fyi(a, a) ≡ 0. Writing Hij(a)
.
=






Hij(y)(yj − xj), ∀ x, y ∈ Rd. (9.10)
Since Fyi is continuously differentiable for every i, it follows easily that Hij is also
continuously differentiable for all 1 ≤ i, j ≤ d. We now claim that there exists a
function φ : y ∈ Rd 7→ H(y) ∈ R such that
φyiyj (y) = Hij(y), 1 ≤ i, j ≤ d. (9.11)









(Hkj)yi(y)(yj − xj) +Hki(y),
Now, Fyiyk = Fykyi implies
Hik ≡ Hki, (Hij)yk ≡ (Hkj)yi . (9.12)
The existence of φ now follows from Lemma 10.




φyiyj (y)(yj − xj) =
∂
∂yi
[−φ(y)− 〈∇φ(y), x− y〉] ,
which, combined with the condition F (x, x) ≡ 0, readily yields
F (x, y) = φ(x)− φ(y)− 〈∇φ(y), x− y〉 = dφ(x, y).
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The convexity of φ is implied by the non-negativity of F .
Step 2 and Step 3: Now repeating the same steps as those in the proof of
Theorem 17, Theorem 18 is immediate.
9.3 Discussion
Throughout the chapter, for the purpose of concise presentation, we assume that the
convex function φ is finite on the whole Euclidean space Rd, and the random variable
X is allowed to take values in the whole Rd. However, the same methodology with
very minor modifications will lead to similar results when Rd is replaced by an open
convex subset of Rd, typically dom(φ), the domain of φ.
Loss functions that lead to the optimality of the conditional expectation have
been studied in earlier literature. An analysis applicable to difference distortion mea-
sures, i.e., distortions of the form F (x, y) = C(x − y), is presented in [Tre68]. In
particular, it is shown that if C is symmetric, i.e., C(z) = C(−z), and strictly con-
vex, and the conditional probability density of X given Z is symmetric around the
conditional expectation E[X|Z], then the conditional expectation is the best pre-
dictor. Note that the third assumption regarding the symmetry of the conditional
probability distribution of X given σ(Z) is very strong and makes the optimality
result very restricted. The results discussed in this chapter apply to all random vari-
ables and hence are direct generalizations of the well-known least-squares prediction
results [KT74, Wil91].
BLFs have been extensively studied in the context of convex optimization and
related problems; see [CZ98, Csi91] and reference therein. Ben-Tal et. al. [BTCT89]
applied one-dimensional BLFs to the analysis of entropic means, where the authors
studied a different optimization problem, namely minx∈RE[F (x, Y )] for a fixed ran-
dom variable Y . An axiomatic characterization of a wide class of distortion func-
tions, including f -divergences [Csi67] and BLFs, was obtained in Csiszár’s seminal
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work [Csi91]. In another paper by Csiszár [Csi95], BLFs were used primarily for
analyzing generalized projections for non-negative functions on convex sets. The in-
teresting connection between reverse I-divergence (which is a special case of BLFs)
and arithmetic mean was briefly mentioned in [Csi95] without further elaboration
and study. Therefore, compared to Csiszár’s work, we study BLFs from a differ-
ent (i.e., probabilistic) perspective and with different methodologies. We provide a





In this thesis, we studied scalable clustering algorithms that are applicable to diverse
problems, while taking into account one or more of the constraints that a practical
problem may have. Also, we presented methods of evaluation and model selection,
and analyzed connections of the proposed models to rate distortion theory and
stochastic prediction.
We establish several fundamental theoretical results in this thesis:
1. In Chapter 3, we unify a large class of centroid based partitional clustering
algorithms using Bregman divergences.
2. In Chapter 4, we establish a bijection between regular exponential family
distributions and regular Bregman divergences. As a result, the log-likelihood
of any exponential family distribution can always be written as the negative of
a uniquely determined Bregman divergence. This leads to a class of efficient
Bregman soft clustering algorithms.
3. In Chapter 8, we show that the rate distortion problem using Bregman di-
vergences to measure distortion can be solved either analytically using the
Shannon-Bregman lower bound, or computationally using the Bregman soft
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clustering algorithm.
4. In Chapter 9, we show that the conditional expectation is the optimal predictor
for a random variable if and only if the prediction error is measured by a
Bregman divergence. This is a direct generalization of a widely known and
utilized result regarding the least-mean-square predictor in probability theory,
stochastic prediction and control.
In addition to the theoretical results, there are several practical contributions
of this thesis:
1. In Chapter 5, a new class of algorithms are proposed and analyzed for cluster-
ing directional data. The algorithms can be applied to both the batch as well as
streaming data. The proposed algorithms perform surprisingly well for high-
dimensional text data. In fact, in a related work [BDGS03], we have extended
the directional model even further and have reported some of the best re-
sults in text clustering on certain benchmarks. Preliminary experiments show
that the algorithms are also effective in clustering micro-array gene-expression
data [BDGS03] and hence potentially valuable for computational biology.
2. In Chapter 6, a general framework for scaling up balanced clustering algo-
rithms is proposed. The simplicity of the proposed framework, its applicability
to a wide variety of base clustering algorithms, along with the guarantees it
gives makes the model practical for a large variety of real-life scenarios.
3. While evaluation and model selection remains a debated issue in clustering, in
Chapter 7 we propose a clean and objective method using PAC-MDL bounds in
a transductive setting. Interestingly, the same methodology for model selection
can be utilized by other predictive models that do model selection using a
validation set.
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In addition to the specific practical and theoretical results, the thesis strongly
suggests that there is a deep connection between unsupervised learning and lossy
compression. It seems that the study of lossy compression from a predictive mod-
eling viewpoint will give rise to better practical algorithms as well as theoretical





In this appendix, we list some well-known useful properties of Bregman Divergences.
Let φ : S 7→ R be a strictly convex, differentiable function defined on a convex set
S = dom(φ) ⊆ Rd and let dφ : S × int(S) 7→ [0,∞) be its Bregman divergence, i.e,
dφ(x,y) = φ(x)− φ(y)− 〈x− y,∇φ(y)〉. Further, let ψ : Θ 7→ R be the conjugate
function of φ. Then, the following properties are true.
1. Non-negativity: ∀x ∈ S,y ∈ int(S), dφ(x,y) ≥ 0 and equality holds if and
only if x = y.
2. Convexity: dφ is always convex in the first argument, but not necessarily con-
vex in the second argument. Squared Euclidean distance and KL-divergence
are examples of Bregman divergences that are convex in both their arguments,
but the Bregman divergence corresponding to the strictly convex function
φ(x) = x3, defined on R+, given by dφ(x, y) = x3 − y3 − 3(x − y)y2 is not
necessarily convex in y.
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3. Linearity: Bregman divergence is a linear operator i.e., ∀x ∈ S,y ∈ int(S),
dφ1+φ2(x,y) = dφ1(x,y) + dφ2(x,y) ,
dcφ(x,y) = cdφ(x,y) (for c ≥ 0) .
4. Equivalence classes: The Bregman divergences of functions differing only
in affine terms are identical i.e., if φ(x) = φ0(x) + 〈b,x〉 + c where b ∈ Rd
and c ∈ R, then dφ(x,y) = dφ0(x,y),∀x ∈ S,y ∈ int(S). Hence, the set of all
strictly convex, differentiable functions on a domain S can be partitioned into
equivalence classes of the form
[φ0] = {φ |dφ(x,y) = dφ0(x,y) ∀ x ∈ S, y ∈ int(S)}.
5. Linear separator: The locus of all the points x ∈ S that are equidistant
from two fixed points µ1,µ2 ∈ int(S) in terms of a Bregman divergence is a
hyperplane, i.e., the partitions induced by Bregman divergences have linear
separators given by dφ(x,µ1) = dφ(x,µ2), which is equivalent to
〈x,∇φ(µ2)−∇φ(µ1)〉 = (φ(µ1)− φ(µ2))− (〈µ1,∇φ(µ1)〉 − 〈µ2,∇φ(µ2)〉)
6. Dual Divergences: Bregman divergences obtained from Legendre functions
φ and their conjugates ψ satisfy the following duality:
dφ(µ1,µ2) = φ(µ1) + ψ(θ2)− 〈µ1,θ2〉 = dψ(θ2,θ1),
where µ1,µ2 ∈ int(S) are related to θ1,θ2 ∈ int(Θ) by the Legendre transfor-
mation.
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7. Relation to KL-divergence Let Fψ be an exponential family with ψ as the
cumulant function. Then, the KL divergence between two members p(ψ,θ1) and
p(ψ,θ2) in Fψ corresponding to natural parameters θ1 and θ2 can be expressed
as a Bregman divergence in two possible ways. In particular,
KL(p(ψ,θ1)||p(ψ,θ2)) = dφ(µ1,µ2) = dψ(θ2,θ1)
where µ1 and µ2 are the expectation parameters corresponding to θ1 and θ2.
Further, if ψ(0) = 0, then p(ψ,0)(x) = p0(x) is itself a valid probability density
and KL(p(ψ,θ)‖ p(ψ,0)) = φ(µ), where µ = ∇ψ(θ).
8. Generalized Pythagoras theorem: For any x1 ∈ S and x2,x3 ∈ int(S),
dφ(x1,x2) + dφ(x2,x3) = dφ(x1,x3) + 〈x1 − x2,∇φ(x3)−∇φ(x2)〉.
When the points, x1,x2 and x3 are such that x1 ∈ S ′ where S ′ is a convex




then the inner product term becomes negative and we have,
dφ(x1,x2) + dφ(x2,x3) ≤ dφ(x1,x3).
When the convex subset S ′ is an affine subspace, then the inner product term
becomes zero giving rise to an equality.
Necessary and Sufficient Conditions for Bregman Divergence
A divergence measure d : S × int(S) 7→ [0,∞) is a Bregman divergence if and only
if there exists a ∈ int(S) such that the function φa = d(x,a) satisfies the following
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conditions.
1. φa is strictly convex on S and differentiable on int(S).
2. d(x,y) = dφa(x,y), ∀x ∈ S,y ∈ int(S) where dφa is the Bregman divergence
associated with φa.
It is easy to see the sufficiency property from the second condition. To prove that the
conditions are necessary as well, we note that for any strictly convex, differentiable
function φ, the Bregman divergence evaluated with a fixed value for the second
argument differs from it only by a linear term, i.e.,
φa(x) = dφ(x,a) = φ(x)− φ(a)− 〈x− a,∇φ(a)〉
= φ(x) + 〈b,x〉+ c,
where b = −∇φ(a) and c = 〈a,∇φ(a)〉−φ(a). Hence, φa is also strictly convex and





B.1 Proof of Theorem 4
This section provides a proof of Theorem 4 and other related results. We be-
gin with definitions. Let P0 be any non-negative bounded measure on Rd and
Fψ = {p(ψ,θ), θ ∈ Θ ⊆ Rd} be a regular exponential family with dominating
measure P0, as discussed in section 4.1.1, and cumulant function ψ. For ease of
exposition, we will consider P0 to be a probability measure. Note that since any
non-negative bounded measure can be simply converted to a probability measure by
a multiplicative constant, our analysis remains practically unchanged in the general
case, except for an additive constant to the cumulant function. Let Iψ be the sup-
port of P0 (Definition 6) and hence, of all the probability measures in Fψ. Let φ be
the convex conjugate of ψ so that (int(dom(φ)), φ) and (Θ, ψ) are Legendre duals
of each other.
First, we focus on proving Theorem 4, i.e., Iψ ⊆ dom(φ) using the following
two lemmas (Lemmas 11, 12). Then, we present a related result connecting the
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closed convex hull of Iψ and the domain of φ in a more general sense. Most of the
ideas used in this analysis are from section 9.1 of [BN78]. For the sake of complete-
ness and also since all the proofs are not provided in [BN78], we give detailed proofs
of all the lemmas we use.
Lemma 11 For any θ ∈ Θ and x ∈ Rd,




P0 [〈e, X〉 ≥ 〈e,x〉]
)
where X ∼ P0 and the infimum is taken over all the unit vectors e in Rd.
Proof: Let eθ be the unit vector in the direction of θ. Given any x ∈ Rd, it is
possible to divide Rd into two half spaces G1 = {x′ ∈ Rd| 〈eθ,x′〉 < 〈eθ,x〉} and

























′) (∵ 〈eθ,x′〉 ≥ 〈eθ,x〉 for x′ ∈ G2 )
= exp(〈θ,x〉)P0[〈eθ, X〉 ≥ 〈eθ,x〉]
≥ exp(〈θ,x〉) inf
e
P0[〈e, X〉 ≥ 〈e,x〉] .
On taking logarithms and re-arranging terms, we obtain the desired result.
196
Lemma 12 For any x ∈ Rd,
inf
e
P0[〈e, X〉 ≥ 〈e,x〉] > 0 ⇒ x ∈ dom(φ)
where X ∼ P0 and the infimum is taken over all the unit vectors e in Rd.
Proof: Let ρ(x) = inf
e
P0[〈e, X〉 ≥ 〈e,x〉] > 0. From Lemma 11, we know that
〈θ,x〉 − ψ(θ) ≤ − log(ρ(x)), ∀x ∈ Rd.
Hence, ρ(x) > 0 implies that ∀θ, 〈θ,x〉 − ψ(θ) ≤ − log(ρ(x)) <∞, so that
φ(x) = sup
θ
(〈θ,x〉 − ψ(θ)) ≤ − log(ρ(x)) <∞,
i.e., x ∈ dom(φ).
Proof of Theorem 4 Let x ∈ Iψ and let e be any unit vector. Let H(e,x)
be the hyperplane through x with unit normal e. Let H(e,x) be the closed half-
space determined by the hyperplane H(e,x) and the unit vector e, i.e., the set
H(e,x) = {x ∈ Rd|〈e, X〉 ≥ 〈e,x〉}. Using this notation, we give separate proofs
for the cases when P0 is absolutely continuous with respect to the counting measure
and with respect to the Lebesgue measure.
Let P0 be absolutely continuous with respect to the counting measure. Now,
by definition, H(e,x) always contains x. Since x ∈ Iψ, applying Definition 6 to
the set S = {x} we have p(ψ,θ)(x) > 0. Hence p0(x) > 0 as the exponential family
distribution is absolutely continuous with respect to P0. Therefore, the closed half-
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space H(e,x) has a positive measure of at least p0(x) for any unit vector e, i.e.,
P0{〈e, X〉 ≥ 〈e,x〉} ≥ p0(x) > 0 ∀e
⇒ inf
e
P0{〈e, X〉 ≥ 〈e,x〉} ≥ p0(x) > 0 .
From Lemma 12, it follows that x ∈ dom(φ). Therefore, Iψ ⊆ dom(φ).
Now, we consider the case when P0 is absolutely continuous with respect to
the Lebesgue measure. If x ∈ Iψ, then ∀S ⊆ Rd with x ∈ S and
∫
S dx > 0, we have
∫
S
p(ψ,θ)(x)dx > 0 .
Note that since x ∈ H(e,x),
∫
H(e,x) dx > 0 and further x ∈ Iψ, we must have
∫
H(e,x)
p(ψ,θ)(x)dx > 0 ∀e.
Since the exponential family distribution is absolutely continuous with respect to
P0, we have P0(H(e,x)) > 0,∀e ⇒ P0(〈e, X〉 ≥ 〈e,x〉) > 0,∀e. Now, since the set
of unit vectors is a compact set, infe P0(〈e, X〉 ≥ 〈e,x〉) is achieved by some e∗ in
the set of unit vectors itself, so that
inf
e
P0(〈e, X〉 ≥ 〈e,x〉) = P0(〈e∗, X〉 ≥ 〈e∗,x〉) > 0 .
Again, from Lemma 12 it follows that x ∈ dom(φ) so that Iψ ⊆ dom(φ).
B.2 A Related Theorem
We now present a more general theorem involving the closed convex hull of Iψ. The
result is not essential to chapter 4, but may be interesting in its own right.
198
Theorem 19 Let Iψ be as in Definition 6. Let Cψ be the closure of the convex hull
of Iψ, i.e., Cψ = co(Iψ). Then,
int(Cψ) ⊆ dom(φ) ⊆ Cψ
where φ is the convex conjugate of ψ.
In order to prove the above theorem, we need a few additional lemmas.
Lemma 13 Let Cψ = co(Iψ). Then, int(Cψ) ⊆ dom(φ).
The proof of this result requires the following result from [Val64].
Lemma 14 For any set G ⊆ Rd, if x ∈ int(co(G)), then there exists a positive
integer m ≤ 2d and points x1, · · · ,xm ∈ G such that x ∈ int(co(x1, · · · ,xm)).
Proof of Lemma 13 Let x ∈ int(Cψ). Using the fact that Cψ = co(Iψ) and Lemma
14, we observe that x ∈ int(co(a1, · · · ,am)) where a1, · · · ,am ∈ Iψ and m ≤ 2d. Let
H(e,x) be the hyperplane through x with unit normal e and let δi(e) be the distance
from ai to the hyperplane H(e,x) and let δ(e) = max
1≤i≤m
δi(e). The mapping δ defined
on the set of unit vectors is a continuous mapping on a compact set and hence, it
attains an infimum δ0. Clearly δ0 > 0 since δ0 = 0 would imply that ai ∈ H(e,x)
for some unit vector e, which violates x ∈ int(co(a1, · · · ,am)). Consequently, for
every unit vector e, the closed positive space determined by H(e,x) and e contains
at least one of the open balls B(ai, δ0) with center ai, 1 ≤ i ≤ m and radius δ0 and
each of these balls have positive P0 measure since ai ∈ Iψ. Hence,
inf
e
P0{〈e, X〉 ≥ 〈e,x〉} ≥ min
1≤i≤m
P0(B(ai, δ0)) > 0 .
Now, from Lemma 12, it follows that x ∈ dom(φ). Therefore, int(Cψ) ⊆ dom(φ).
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Lemma 15 Let Cψ = co(Iψ). Then, dom(φ) ⊆ Cψ.
Proof: Let x 6∈ Cψ. Since Cψ is a closed set, there exists a hyperplane H that
strongly separates x and Cψ. Let e be the unit vector in Rd that is normal to H
such that Cψ lies in the negative half space determined by H and e. Then, x lies
in the positive half space. Therefore, for all a ∈ Cψ, we have 〈e,x〉 ≥ 〈e,a〉+ δ for
some δ > 0. For any α > 0, let θα = αe so that α = ‖θα‖. Then, ∀a ∈ Cψ, 〈θα,x〉 ≥

















= exp(〈θα,x〉 − αδ) (∵
∫
x′∈Iψ⊆Cψ dP0(x
′) = 1 ) .
By taking logarithms and rearranging terms, we obtain
〈θα,x〉 − ψ(θα) ≥ αδ
⇒ lim
α→∞
(〈θα,x〉 − ψ(θα)) ≥ lim
α→∞




(〈θ,x〉 − ψ(θ)) ≥ 〈θα,x〉 − ψ(θα), ∀α
⇒ φ(x) ≥ lim
α→∞
(〈θα,x〉 − ψ(θα)) ≥ lim
α→∞
αδ
⇒ φ(x) = ∞ .
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Hence, x 6∈ dom(φ). Therefore, dom(φ) ⊆ Cψ.
Theorem 19 follows directly from Lemmas 13 and 15. In addition to this
theorem, there are other results that specify the relation between Cψ and dom(φ)
more exactly for special cases. In particular, when Iψ is finite or countable, it can
be shown [BN78, Theorem 9.4] that dom(φ) = Cψ. Further, it can also be proved
[BN78, Theorem 9.5] that if x ∈ bd(Cψ) and x 6∈ Iψ, then x /∈ dom(φ).
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Appendix C
Rate Distortion Theory for
Bregman Divergences
C.1 Proof of Theorem 9
To prove the theorem on Shannon-Bregman lower bound, we need the following
well-known theorem on the rate distortion function for general distortion measures.
Theorem 20 ([Ber71]) Let X be a source with a distribution p(x) over x, X̂ be
the reproduction alphabet and d(·, ·) the distortion measure. Let Λβ be the set of all




λ(x)p(x) exp(−βd(x, x̂))dx ≤ 1 ∀x̂ (C.1)






p(x) log λ(x)dx}. (C.2)
Further, for each β ≥ 0, a necessary and sufficient condition for λ(x) to realize the
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supremum in (C.2) is the existence of a probability density q(x̂) that is related to







and is such that c(x̂) = 1 for almost all x̂ for which q(x̂) ≥ 0.
Proof of theorem 9 : From the bijection theorem (Theorem 5) and the linearity
of Bregman divergences [BMDG03], we note that for every Bregman divergence dφ
and a choice of β ≥ 0, there exists a unique non-negative function fβφ(x) such that
∫
x
exp(−dβφ(x, x̂))fβφ(x)dx = 1
for all x̂. Defining λ(L,β)(x) =
fβφ(x)




λ(L,β)(x)p(x) exp(−βd(x, x̂))dx =
∫
x
fβφ exp(−βd(x, x̂))dx = 1,




























p(x) log fβφ(x)dx} = RL(D).
That completes the proof.
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C.2 Proof of Theorem 10
First, we provide the proof of a slightly weaker result. We prove that the existence of
a non-empty open ball in the support of the optimal reproduction random variable
for a given distortion implies that the Shannon-Bregman lower bound for the rate
distortion holds with equality at that distortion.
Proof of weaker version of theorem 9 : The rate distortion problem involves op-
timizing the objective function J1(p(x̂|x)) = I(X; X̂) + β
∫
x,x̂ p(x)p(x̂|x)dφ(x, x̂)dx,
where β is the variational parameter corresponding to the desired distortion level.
Rewriting the objective function J1(p(x̂|x)) in terms of p(x̂) using the stationary
point conditions (corollary 8), we obtain














































dx = J2(p(x̂)) ,
where (a) follows since p(x̂|x) = p(x̂)N(x,β) exp(−βdφ(x, x̂)) where the normalization
term N(x, β) =
∫
x̂ p(x̂) exp(−βdφ(x, x̂))dx̂. Solving the rate distortion problem now
involves finding the optimal distribution p(x̂) over the reproduction alphabet X̂ .
An alternate way to address this problem is through the mapping approach [Ros94],
where instead of searching for the optimal p(x̂, we search for the optimal map-
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ping from the unit interval to the reproduction alphabet such that the Lebesgue
measure over the unit interval results in the optimal p(x̂) over the reproduction
alphabet. The equivalence of the two approaches is guaranteed by the Borel iso-
morphism theorem [KF75], which states that a complete separable metric space
with a finite Borel measure (in this case X̂ with p(x̂)) is isomorphic to the unit
interval with the Lebesgue measure (denoted by µ). Hence, for each probability
measure corresponding to p(x̂) on X̂ , there exists a unique mapping x̂ : [0, 1] 7→ X̂





u∈[0,1] f(x̂(u))dµ(u). Therefore, the rate distortion objective
































Let X̂s be the support of the optimal reproduction random variable, i.e., the subset
of X̂ for which p(x̂ 6= 0. From the isomorphism result, X̂s is also the range of the













dx = 0. (C.4)
Let us now assume that the optimal support X̂s contains a non-empty open ball














exp(−βdφ(x, x̂))dx = k0 .
for all x̂ ∈ Bε ⊆ X̂s where k0 is a constant. Considering the expectation of the left






























⇒ 1 = k0




x̂ p(x̂) exp(−βdφ(x, x̂))dx̂)−1, we obtain
∫
x
p(x)λ∗β(x) exp(−βdφ(x, x̂))dx = 1 ∀x̂ ∈ Bε (C.5)
From the bijection theorem (Theorem 5), this implies that p(x)λ∗β(x) = fβφ(x), ∀x ∈




λ∗β(x)p(x) exp(−βd(x, x̂))dx =
∫
x
fβφ(x) exp(−βd(x, x̂))dx = 1 .
Therefore, the function λ∗β(x) satisfies the conditions (C.1) and (C.3) mentioned in
theorem 20 and attains the supremum in the (C.2) for the given β, i.e.





where Dβ is the distortion value for which the supremum is attained at the given β.
Further, λ∗β(x) =
fβφ(x)
p(x) = λ(L,β)(x),∀x ∈ x, p(x) 6= 0 and so, the Shannon-Bregman
lower bound
RL(Dβ) = −βDβ +
∫
x
p(x) log λ∗β(x)dx = R(Dβ).
That completes the proof.
Proof of theorem 9 : From the condition of the theorem, the optimal support X̂s
contains an accumulation point x̂0, i.e., for every ε > 0, there exists a σ such that
0 < |σ| < ε and x̂0 +σ is a point in the optimal support X̂s of Z. Then, following the








exp(−βdφ(x, x̂0 + σ)
)
















p(x)λ∗β(x) exp(−βdφ(x, x̂0 + σ)dx = 0 , (C.7)
where the interchange is justified since the integrals in (C.6) and (C.7) are universally










Θs = {θ0 + δ|∇ψ(θ0 + δ) ∈ X̂s} ,
the conjugate of X̂s. Now, note that

















dx = 0, (C.9)
for all δ such that θ0 + δ ∈ Θ̂s. Again, the rearrangement is justified by the use of
Lebesgue’s dominated convergence theorem [Ros94, CL00]. Since the power series






dx = 0, n ≥ 1 . (C.10)
Note that the above equation determines ∂
(n)ψ(θ0)
∂θ(n)
, for each value n. Since dφ is a
regular Bregman divergence, ψ() is the cumulant function of a regular exponential
family with a base measure, say pβ(x). Then, with p(x)λ
∗
β(x) exp(−βφ(x)) = pβ(x),
an obvious solution to the above set of equations is given by the regular exponential
family distribution
p(ψ,θ0) = exp(β(θ0x− ψ(θ0)))pβ(x) . (C.11)
It remains to show that the above distribution is the (substantially) unique distri-
bution.
Since dφ is a regular Bregman divergence, then, by definition, ψ is the cu-
mulant function of a regular exponential family. More generally, βψ gives the
cumulant of the scaled exponential family [MN89]. Since the family is regular,
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exp(βψ(θ)) < ∞ for an open ball including 0. Hence, there exists δ > 0 such that

















= exp(βψ(δ)) + exp(βψ(−δ)) < ∞ .
Then, from [Har17] and [ST43, Corollary 1.2], it follows that (C.11) is the unique
distribution that satisfies the set of equations (C.10).




λ∗β(x)p(x) exp(−βd(x, x̂))dx =
∫
x
exp(−β(θ0x− ψ(θ0)))pβ(x)dx = 1.
Therefore, the function λ∗β(x) satisfies the conditions (C.1) and (C.3) mentioned in
theorem 20 and attains the supremum in (C.2) for the given β, i.e.




where Dβ is the distortion value for which the supremum is attained at the given
β. Further, λ∗β(x) =
pβ(x)
p(x) = λ(L,β)(x),∀x ∈ X , p(x) 6= 0. Hence, the Shannon-
Bregman lower bound
RL(Dβ) = −βDβ +
∫
x
p(x) log λ∗β(x)dx = R(Dβ) .
That completes the proof.
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