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ABSTRACT
In biomedical area, medical concepts linked to external knowledge
bases (e.g., UMLS) are frequently used for accurate and effective
representations. There are many studies to develop embeddings for
medical concepts on biomedical corpus and evaluate overall quality
of concept embeddings. However, quality of individual concept
embeddings has not been carefully investigated. We analyze the
quality of medical concept embeddings trained with word2vec in
terms of embedding stability. From the analysis, we observe that
some of concept embeddings are out of the effect of different hy-
perparameter values in word2vec and remain with poor stability.
Moreover, when stability of concept embeddings is analyzed in
terms of frequency, many low-frequency concepts achieve high
stability as high-frequency concepts do. The findings suggest that
there are other factors influencing the stability of medical concept
embeddings. In this paper, we propose a new factor, the distribution
of context words to predict stability of medical concept embeddings.
By estimating the distribution of context words using normalized
entropy, we show that the skewed distribution has a moderate
correlation with the stability of concept embeddings. The result
demonstrates that a medical concept whose a large portion of con-
text words is taken up by a few words is able to obtain high stability,
even though its frequency is low. The clear correlation between the
proposed factor and stability of medical concept embeddings allows
to predict the medical concepts with low-quality embeddings even
prior to training.
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1 INTRODUCTION
Medical concepts linked to external knowledge bases (e.g., UMLS1)
are frequently used in biomedical domain for accurate and effective
representations. Using unified representations of medical concepts
helps avoid misunderstanding, and allows to utilize semantic infor-
mation of medical concepts provided by the knowledge bases.
1Unified Medical Language System (https://www.nlm.nih.gov/research/umls/)
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Table 1: Examples of input inConceptText andConceptOnly.
In each input, the original sentence is transformed with
identified medical concepts. After training, each medical
concept will have a concept embedding. The identified med-
ical concepts are presented in square brackets.
Original
sentence
Calcium carbonate appears to be as effective as
aluminum hydroxide in binding dietary phos-
phorus in hemodialysis patients.
ConceptText [calcium_carbonate] appears to be as effective as
[aluminum_hydroxide] in binding dietary [phos-
phorus] in [hemodialysis] patients.
ConceptOnly [calcium_carbonate] [aluminum_hydroxide]
[phosphorus] [hemodialysis]
As distributional word representations (word embeddings) show
a large success in Information Retrieval and Natural Language Pro-
cessing fields, there have been many studies to develop embeddings
for medical concepts. Various types of medical textual data such as
biomedical literature [4, 11], electronic health records (EHRs) [5, 8]
and health insurance claims [10] are used to train medical concept
embeddings. Moreover, as a large amount of data is accumulated
and tools to train word embeddings are publicly available, people
often train embeddings on their own data or customize pre-trained
embeddings by retraining them with the collected data. In this pa-
per, we focus on a word2vec model [16] as it is a popular model
to train embeddings. We choose biomedical literature, since it is
freely available and has a plain natural language, while EHRs and
insurance claim data are hard to obtain due to privacy issue and
they do have unique formats (more details in Section 2).
There are two simple and effective approaches to train concepts
embeddings on biomedical literature: ConceptText [4] and Con-
ceptOnly [11]. They incorporate different inputs. Both approaches
first identify medical concepts appeared in biomedical literature.
Then, ConceptText uses medical concepts as well as surrounding
tokens as input and ConceptOnly uses concepts only without sur-
rounding tokens. Table 1 shows an original example sentence from
biomedical literature and its transformed inputs in ConceptText
and ConceptOnly. With a given input, at the beginning of training,
embeddings for every token in the input are randomly initialized.
While training, word2vec model updates them to encode semantic
meanings of concepts using their neighboring words. Despite the
difference in inputs, both approaches achieve good performance
on average [4]. In the following discussion, we use “concept” and
“medical concept” interchangeably .
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It is, however, challenging to ensure that all medical concepts
result in robust concept embeddings. In medical domain data, the
occurrence of medical concepts shows an uneven distribution. For
instance, while common diseases may appear many times, rare
disease with low incidence rate may appear only few times. Thus,
limited training opportunities are given for low-frequency medical
concepts, and the quality of their concept embeddings is likely to
be poor. Furthermore, meanings of medical concepts are inherently
complicated. For instance, a symptom can be related to a variety of
diseases, and co-occurred symptoms and history of patients lead to
different diagnosis.
It is known that hyperparameter settings in word2vec affect the
quality of word embeddings [6, 12]. We train concept embeddings
with various sets of hyperparameter values, and investigate the
quality of individual concept embeddings in terms of embedding sta-
bility. As one aspect of the quality of embeddings, stabilitymeasures
how stable the embeddings are, by computing the overlapped por-
tion of the nearest neighbor (most similar) words derived from the
embedding spaces [2, 22]. In other words, if a concept embedding
has the consistent nearest concepts when it is repeatedly trained
with random initialization, its embedding is stable (high stability).
Besides, one of the prominent factors influencing the quality of em-
beddings is frequency. We study stability of concept embeddings in
terms of their frequencies. From the comprehensive investigations,
we make the following observations.
• Observation 1.While different values for hyperparameters
improve the overall stability of medical concept embeddings,
30% of concept embeddings remain with low stability regard-
less values of hyperparameters.
• Observation 2. There is a large overlap among the sets of
low-stability embeddings occurred in different combinations
of hyperparameters. It describes that these low-stability em-
beddings are not sensitive to hyperparameters.
• Observation 3. High stability embeddings include not only
high-frequency medical concepts, but also low-frequency
medical concepts.
These observations tell us the existence of low-stability concept
embeddings regardless of hyperparameters. Also they confirmed
that frequency is not the only factor causing low stability of concept
embeddings [22].
In this paper, we propose a new factor, the distribution of con-
text words, to predict stability of medical concept embeddings. The
rational is this: as word/concept embeddings are trained based on
co-occurrences with context (neighboring) words, a word/concept
whose context words are more evenly distributed undergoes train-
ing led by various directions. On contrary, a word/concept whose
context words are coherent goes through training with a consistent
guidance. To systematically estimate the distribution of context
words, we adopt a measure called normalized entropy. It quantifies
how flat or peaked a distribution of context words is, not consider-
ing the total number of context words. Large normalized entropy
value for a concept means its context words are widespread, and it
indicates low stability of concept embeddings.
In our experiment, we compute a linear correlation coefficient
between the values for the distribution of context words and the
stability of concept embeddings. Our evaluation results show a
moderate correlation between the distribution of context words
and the stability of concept embeddings. The high linear correlation
demonstrates that the proposed factor can predict the stability of
concept embeddings prior to training. Moreover, it allows us to
choose appropriate additional resources/procedures to enhance the
concept embeddings that are predicted to have poor quality.
In summary, we make the following contributions in this work:
• Through comprehensive analysis, we report the impact of
hyperparameters of word2vec on stability of medical con-
cept embeddings. Even though different hyperparameters
improve the overall quality of concepts embeddings, about
30 percent of concepts remain with low stability regardless
hyperparameters.
• We present a frequency is not the major factor to influence
the stability of concept embedding by showing an interesting
behavior of low-frequency concept embeddings. More than
a half of low-frequency concepts achieve high stability as
high-frequency concepts do.
• We propose a new factor, the distribution of context words,
which is able to predict stability of medical concept em-
beddings, prior to training. The proposed factor shows a
moderate correlation with stability of concepts embeddings.
The evaluation result explains the reason that low-frequency
concept embeddings can achieve high stability.
2 PRELIMINARIES AND RELATEDWORK
In this section, we begin with a brief overview of word2vec and
hyperparameters in word2vec. We then discuss the related studies
on training medical concept embeddings with different types of
medical data, followed by existing studies on factors influencing of
word embeddings.
Word2vec. The main idea behind various algorithms for word em-
beddings (i.e., word2vec, GloVe, FastText) is that semantically simi-
lar words are likely to be seen in similar contexts. Word2vec [16]
trains word embeddings based on co-occurrence information with
neighboring words within a context window size. We focus on
word2vec, particularly the skip-gram model, since skip-gram model
shows superior performance than its counterpart cbow model in
the original paper [16].
A skip-gram model trains word embeddings by predicting con-
text words for a given target word. Formally, given a sequence of
word,w1,w2, . . . ,wT , the aim is to maximize the following average
log probability
1
T
T∑
i=1
∑
−k≤j≤k, j,0
log P
(
wi+j |wi
)
, (1)
where k is a context window size, and wi+j indicates a context
word for a given target wordwi , apart by j positions. The sign of j
indicates a preceding or following direction ofwi . The conditional
probability is computed over the sum of the entire vocabularies
by softmax function. To increase computational efficiency, hier-
archical softmax or a negative sampling (NS) is commonly used
during training [16]. In this work, we choose NS over hierarchical
softmax because it outperforms the other in [16]. NS uses sampled
2
negative cases instead of the entire vocabularies when computing
the conditional probability in Equation 1.
When a skip-gram model is repeatedly trained with the same
hyperparameter values and the same training corpus, the same
embeddings are supposed to be trained. The elements that may
cause the different embedding results are: randomly initialized
embeddings and a random sampling involved in NS. These elements
are a formal part of the design of skip-gram models. Hence, the
individual skip-grammodels are expected to have consistent results.
Hyperparameters in word2vec. In a skip-gram model with NS,
several hyperparameters are to be specified for effective represen-
tation learning. Epoch is the number of times the entire dataset is
used in the training. One epoch denotes that a model goes through
the entire dataset once. Besides, it is common to ignore rare words
and exclude them from training. The rare words are determined by
minimum frequency. In addition to handle infrequent words, fre-
quent words such as stopwords are also managed by sub-sampling
technique (subsample). Subsample controls the training so as not
to concentrate on extremely frequent words. The frequent words
are selected by subsampling rate (t ). The NS technique mainly in-
volves two hyperparameters: number of negative samples (n)
and smoothing parameter for negative sample distribution
(α ). It selects the n number of negative samples and uses them
instead of the entire vocabularies. Before selecting n samples, the
distribution of samples is smoothed by a smoothing parameter
(α ). Embedding size is the dimension of embedding vectors. The
higher embedding size is, the more parameters to train. In our anal-
ysis (Section 3), we experiment various hyperparameter values and
study how they affect stability of medical concept embeddings.
Training Medical Concept Embeddings with Different Medi-
cal Data. Embeddings for medical concepts can be learned from var-
ious biomedical resources such as electronic health records (EHRs),
health insurance claim data, and biomedical literature. As each data
type has unique characteristics, many studies suggest a specialized
model depending on each data type.
First of all, EHRs consist of visit records with patient infor-
mation. Each visit record contains a group of medical concepts
coded with external knowledge bases such as UMLS and ICD-10,2.
Med2vec jointly learns medical concept embeddings and visit em-
beddings from groups of medical concepts appeared in visit records
of EHRs [8, 9]. A recent paper incorporates time information in
EHRs using attention mechanism for further improvement [5].
Next, health insurance claim documents are longitudinal non-
textual data. They are composed of a list of medical concepts tagged
with timestamps indicating when they are occurred. As the occur-
rences of the concepts are irregular and sparse, it is not trivial to
estimate the relatedness of the medical concepts. In [10], the au-
thors suggest grouping and shuffling techniques in order to resolve
the challenges of health insurance claim data.
Biomedical literature is publicly available for free and documents
are in a free text format. By extracting medical concepts from the
free text, medical concept embeddings can be trained, similar with
training word embeddings. De Vine et al. [11] (ConceptOnly) train
medical concept embeddings from a sequence of medical concepts
2International Statistical Classification of Diseases and Related Health Problems 10th Revision http:
//apps.who.int/classifications/icd10/browse/2010/en
extracted from biomedical literature. The rational is that semanti-
cally similar medical concepts appear together in biomedical liter-
ature. Similarly, in [4], Beam et al. (ConceptText) adopt not only
extracted medical concepts but also the rest word tokens which
surround the extracted medical concepts. The motivation is that
all words including non-medical words can contribute to represent
semantic meaning of the medical concepts. As shown earlier, the
examples of their input formats are presented in Table 1. In this
work, we use these approaches to evaluate the quality of medical
concept embeddings as they are simple and effective to train med-
ical concept embeddings on biomedical literature. Lastly, several
studies suggest to utilize external resources to improve medical
concept embeddings trained on biomedical literature [15, 18, 23].
In most existing studies, medical concept embeddings are evalu-
ated on a subset of concept embeddings. For instance, Pak10 dataset,
developed by Pakhomov et al. [19] is frequently used evaluation
dataset [4, 11, 24]. It consists of 587 medical concepts pairs and there
are 374 distinct medical concepts. Compared to the total number of
trained medical concept embeddings (typically, several thousands),
the evaluation is much limited to the small number of concepts,
and quality of the concept embeddings not included in Pak10 is
little known. In this work, we focus on examining quality of every
medical concept embedding. Moreover, we investigate a factor to
affect quality of medical concept embeddings.
Factors Influencing Word Embeddings. Despite the popularity
of word embeddings, how to train good word embeddings has not
been fully understood. It is well-known that examining different
hyperparameters can improve word embeddings [6, 12]. Apart from
the hyperparameters, there has been the emerging attention to
possible factors influencing the quality of word embeddings. Most
related studies are on word embeddings in general domain [1, 2,
12, 13, 22], and a few studies are conducted on word embeddings
in biomedical domain [7, 24]. In this subsection, we introduce the
factors suggested by existing studies and discuss how our work is
different from them.
Existing factors can be classified into corpus-level factors and
word-level factors. Corpus-level factors are the size of corpus, doc-
ument lengths in corpus, and topic specificity of corpus. In [2],
the authors explore various values for corpus size and document
lengths in corpus. In [1, 22, 24], it is shown that despite the small
size of corpus, using topic-specific corpus help to train more accu-
rate word embeddings than a large corpus containing documents
on various topics. These studies suggest factors by evaluating the
average quality of word embeddings. Hence, how the factors affect
individual word embeddings is not unexplored.
Word-level factors are frequency and part-of-speech tags. In [22],
the authors report that though frequency contributes to stability of
word embeddings, it is not a major factor, and it is the similar claim
to our finding. But in this paper, one step further from the similar
finding, we propose a new factor to be able to predict stability of
concept embeddings. Additionally, they also suggest part-of-speech
tags as a factor. However, it cannot be directly applied to medical
concepts because medical concepts usually contain multiple word
tokens.
3
3 ANALYSIS ON EMBEDDING STABILITY
While there are many previous studies for training medical con-
cept embeddings and evaluating the overall quality of concept
embeddings, qualities of individual medical concept embeddings
have not been carefully investigated. In this section, we adopt the
stability measure [2, 22] and analyze quality of medical concept
embeddings. The medical concept embeddings are obtained by two
state-of-the-art approaches, named ConceptText and ConceptOnly.
Both approaches are trained with skip-gram model with negative
sampling [16]. In this section, we first explain the stability measure
(Section 3.1) and the datasets and the detailed settings in skip-gram
models (Section 3.2). Then, we present our analysis on stability of
medical concept embeddings (Section 3.3).
3.1 Stability Measure
We adopt a stability measure to evaluate quality of medical concept
embeddings [2, 22]. The stability is proposed for word embeddings
but it can be applied for concept embeddings as well. We first
explain the stability measure in the context of word embeddings
and then introduce how it is used for concept embeddings in this
work.
The stability calculates the percentage of overlapped words be-
tween lists of the nearest neighbors from different embeddings
spaces. The embedding spaces are obtained from the same dataset
with the same word2vec model except random initialization.
Formally, given a wordw and two embedding spaces, P and Q ,
let Pw be the n nearest neighbors of w from P , and Qw be the n
nearest neighbors from Q based on the embedding similarities (i.e.,
cosine similarity). The stability of wordw ’s embedding is the ratio
of intersection of neighbor words in the two different neighbor
lists.
Stability(w) = |Pw ∩Qw |
n
(2)
If both neighbor lists are the same set of neighbor words then
Stability(w) = 1.0. In other words, the embedding representation of
w consistently encodes the relationships betweenw and its nearest
words. Hence, its embedding is stable.
In this paper, we replace a wordw with a medical concept c in the
above definition and evaluate stability of concept embeddings based
on the number of overlapped nearest concepts. Specifically, we use
three different concept embedding spaces P , Q , and R. The overlap
of n nearest concept lists from the three spaces for concept c , i.e.,
|Pc∩Qc∩Rc |
n is the stability of concept c . The number of the nearest
neighbors (n) is set to 10, as suggested in [22]. Cosine similarity
is used to calculate a distance between concept embeddings. Note
that we define stability in a more strict way (i.e., using three spaces
instead of two) because biomedical applications need a high level
of accuracy.
3.2 Medical Concept Embeddings
There have been many studies to suggest approaches for medi-
cal concept embeddings based on characteristics of different types
of biomedical data (see Section 2). We select two state-of-the-art
approaches, ConceptText [4] and ConceptOnly [11], proposed for
biomedical literature data. The selection has been made because
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Figure 1: Distributions of words and medical concepts over
frequencies in the Ohsumed dataset. Similar with the dis-
tribution of words, the majority of concepts have low fre-
quency.
biomedical literature is freely available in contrast to EHRs or in-
surance claim data.
Dataset.We use Ohsumed dataset to train medical concept embed-
dings. This dataset is also used when ConceptOnly [11] is proposed.
Ohsumed dataset was originally introduced in TREC 2000 Filtering
Track and it consists of 348,566 abstracts of MEDLINE biomedical
literature. Though there is a MEDLINE corpus which is much larger,
it is reported by multiple studies that larger corpus size does not
necessarily increase performance of embeddings [7, 24]. Hence, we
choose the Ohsumed dataset over the MEDLINE corpus for effi-
ciency. For medical concept identification, there are several tools
available such as MetaMap [3], NCBO BioPortal [17], PubTator [21],
and QuickUMLS [20]. We use QuickUMLS due to its high speed [20].
As a result, total 40,625 medical concepts are extracted and a set of
medical concepts is 25,491.
Figure 1a plots the frequency distribution of words in the original
documents, as a reference. Figure 1b plots the frequency distribu-
tion of the 25,491 extracted medical concepts. Shown in Figure 1a,
it is common that word frequencies follow a power-law distribu-
tion. Similar with words, the majority of concepts have also low
frequency. Observe that concept frequency also shows the similar
distribution in Figure 1b. As a low frequency is equivalent to fewer
opportunities to be trained, the majority of concepts are likely to
end up with low quality of embeddings. Hence, it is important to
understand the embedding quality of low-frequency concepts.
Hyperparameters for Skip-gram Model with NS. Skip-gram
model with negative sampling (NS) involves multiple hyperparam-
eters (see Section 2 for detail). We choose five hyperparameters as
examples and analyze their impact on stability of medical concept
embeddings. They are: context window size, epoch, number of nega-
tive samples, smoothing parameter for negative sample distribution,
and subsampling rate. Table 2 presents the values examined in our
analysis. For each hyperparameter, three different values are tested
while keeping default values in the rest hyperparameters, under-
lined in Table 2. We used Gensim implementation3. The embedding
size is set to 200 and the minimum frequency for removing rare
words is 5. The rest parameters are defined as the default settings
in Gensim, if not specified. Note that, in this work, the different
hyperparameter values are explored to see its effect on embedding
stability, not finding the optimal values for a given dataset.
3https://radimrehurek.com/gensim/index.html
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Table 2: Hyperparameter values used in analyzing stability
of medical concept embeddings. Default values are under-
lined.
Hyperparameter Values
Context window size 5, 7, 10
Epoch 30, 50, 100
Number of NSs 5, 10, 15
Smoothing parameter for NS distribution 0.0, 0.75, 1.0
Subsampling rate 0.0001, 0.001, 0.01
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Figure 2: Stability of medical concept embeddings trained
with different context window sizes. The average stability of
all medical concept embeddings is shown in a line graph. A
portion of medical concepts with low stability (i.e., stability
is smaller than 0.5) is presented in a bar graph. (best viewed
in color)
3.3 Stability of Medical Concept Embeddings
Now we analyze stability of medical concept embeddings with
different combinations of hyperparameter values. To estimate sta-
bility, three different embedding spaces are learned by using the
chosen hyperparameter settings, but with random initialization.
The analysis is conducted on all medical concepts extracted from
the Ohsumed dataset. We make the following observations from
our results.
Observation 1. While hyperparameters contribute to the over-
all stability of medical concept embeddings, about 30% of medical
concepts have low-stability embeddings ( i.e., stability measure < 0.5)
regardless hyperparameter values.
Figure 2 shows stability of medical concept embeddings trained
with different context window sizes (i.e., 5, 7, 10). Likewise, Fig-
ure 3 shows stability with different value sets of epoch, number
of NSs, smoothing parameter in NS distribution, and subsampling
rate. In these figures, a line graph shows the average stability of
embeddings, and a bar graph represents the portion of low-stability
concept embeddings (i.e., the number of low-stability concepts di-
vided by the total number of concepts). A concept embedding is
considered as having low stability if its stability is lower than 0.5
(see Section 3.1). Different colors represent the different approaches
(ConceptText in orange and ConceptOnly in purple) used to train
concept embeddings. Observe that a similar trend is found across
the effect of five hyperparameters in Figures 2 and 3. Hence, we
mainly focus on context window size (Figure 2) for ease of explana-
tion of our finding.
As shown in the line graph in Figure 2, as different context win-
dow sizes are applied, the overall stability changes. It shows that
indeed exploring different hyperparameters yields different quality
of embeddings on average [6, 16]. However, a portion with low-
stability concept embeddings accounts for about 30% of all medical
concepts (see the bar graph in Figure 2) regardless hyperparameter
values. It describes that some medical concepts are out of the effect
of different hyperparameter values and remain with low embedding
stability. The similar trend is observed in the other four hyperpa-
rameters in Figure 3. Note that, our focus here is to observe the
behavior of stability depending on different hyperparameter values.
Identifying optimal values for each hyperparameter is out of the
scope of this paper.
Observation 2. There is a large overlap between the low-stability
medical concepts resulted from different hyperparameter settings. That
is, the low-stability medical concepts are not sensitive to hyperparam-
eter settings.
As discussed, different hyperparameter values constantly leave
around 30% medical concepts embeddings with low-stability. One
step further, we analyze whether the different hyperparameter set-
tings result in different sets of low-stability concept embeddings. To
this end, we measure Jaccard similarity coefficient (or Intersection
over Union) in a pair of low-stability concept sets. For instance,
for context window size, three different values (5, 7, and 10) are
examined, so that we have three sets of low-stability concepts. Then
we average the Jaccard similarity coefficients obtained from the
three pairs. Table 3 lists the average Jaccard coefficients of the low-
stability concepts with respect to the five hyperparameters. Within
every hyperparameter, relatively high Jaccard similarities are found.
The last row in Table 3 (named “All”) reports the average Jaccard
similarity coefficient across all five hyperparameters. Specifically,
for each hyperparameter, we union three sets of low-stability con-
cepts obtained from the different values. Then we calculate the
Jaccard similarity between the low-stability concepts from two
hyperparameters (e.g., context window size and epoch). The aver-
age Jaccard similarity across all hyperparameter pairs is 0.773 for
ConceptText and 0.715 for ConceptOnly. These two values show
that a large portion of low-stability concepts are insensitive to
hyperparameters. This result motivates us to investigate factors
influencing stability of medical concept embeddings, beyond the
hyperparameters.
Observation 3. High-stabilitymedical concept embeddings con-
sist of not only high-frequencymedical concepts, but also low-frequency
medical concepts.
One can easily think that frequency can influence quality of
word/concept embeddings. In this subsection, we examine stability
of medical concept embeddings with respect to frequency. Figure 4
and Figure 5 show a distribution of stability of medical concept
embeddings over their frequencies trained on ConceptText and
ConceptOnly, respectively. Recall that from different settings of
hyperparameters, we have 15 stability values for each medical
concept. (see Table 2). We use the average stability in these plots.
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Figure 3: Stability of medical concept embeddings trained with different values of epoch, number of NS, smoothing for NS
distribution, and subsampling rate. A line graph indicates the average stability of all medical concept embeddings, and a bar
graph shows a portion of medical concepts whose stability is lower than 0.5. (best viewed in color)
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Figure 4: Stability distribution of medical concept embeddings trained by ConceptText in terms of frequency
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Figure 5: Stability distribution of medical concept embeddings trained by ConceptOnly in terms of frequency
Table 3: Average Jaccard similarity coefficient of low-
stability concepts by different hyperparameter values
Hyperparameter ConceptText ConceptOnly
Context window size 0.576 0.483
Epoch 0.587 0.495
Number of NSs 0.569 0.464
Smoothing for NS dist. 0.520 0.412
Subsampling rate 0.534 0.465
All 0.773 0.715
We divide the frequency into multiple ranges and bin the concepts
into corresponding frequency ranges. Similarly, we bin stability
into 10 ranges and plot the number of concepts in each stability
bin.
Figure 4a and Figure 5a present the distribution of stability
of all medical concepts, trained on ConceptText [4] and Concep-
tOnly [11], respectively. The two approaches show very similar
patterns. The average stability estimated by ConceptText and Con-
ceptOnly are 0.594 and 0.631, respectively. Additionally, both figures
give an indication that a high frequency contributes to stable em-
beddings as expected.
What is interesting is the stability of low-frequency medical
concepts. The stability of low-frequency concepts varies over the
entire range (observe the frequency ranges [5,10) and [10, 100)
in Figures 4a and 5a). Some of low-frequency medical concepts
show stability as high as high-frequency medical concepts do. More
than 57% and 72% of medical concepts with low frequency (<100)
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achieve high stability (≥ 0.5) in ConceptText and ConceptOnly,
respectively. Although they have limited training data due to their
low frequencies, they are able to achieve high stability.
Since low-frequency medical concepts show the surprising dis-
tribution in stability, we zoom into low-frequency medical concepts
for a closer look. Figure 4b and Figure 5b plot stability distribution
of medical concepts whose frequency is smaller than 100. Recall
that the majority of medical concepts in the dataset have frequency
lower than 100, due to the long tail distribution over frequency
(see Figure 1b). As shown in Figures 4b and 5b, the low-frequency
medical concepts indeed have a widespread distribution in stability,
with the average stability slightly higher than 0.5. Additionally,
we present two examples of medical concept with low frequency
and their different stability values. The concept embeddings are
trained with default values of the five hyperparameters by Concep-
tOnly. Two concepts, Knee joint operation and Arthrotomy, appear
32 and 66 times in Ohsumed, respectively. Both have a relatively
low frequency. However, they show very distinct stability values
in their embeddings. While Arthrotomy has stability of 0.4, Knee
joint operation has stability of 0.8, twice higher than Arthrotomy’s
stability even with the smaller frequency.
In biomedical applications, four types ofmedical concepts (namely
disease, symptom, treatment, and diagnostic test)4 are frequently
used concepts by healthcare professionals [14]. Here we call them
major concepts. In Figures 4c and 5c, we also look into a stability
distribution of major concepts with low frequency. Concepts pre-
sented in Figures 4c and 5c are a subset of concepts presented in
Figures 4b and 5b. By comparing between Figure 4b and Figure 4c,
and Figure 5b and Figure 5c, the majority of low frequency medical
concepts are also major concepts, since the number of concepts
in each cell show a small decrease. More importantly, the stability
distribution of the major and low-frequency concepts (Figures 4c
and 5c) shows the similar pattern found in low-frequency medical
concepts in Figures 4b and 5b (i.e., widespread stability values).
Lastly, we briefly study a stability distribution of Pak10 dataset,
which is the common evaluation dataset for medical concept em-
beddings [4, 11, 24]. Figure 4d and Figure 5d show the stability
distribution of the 374 concepts included in Pak10. Most concepts
in Pak10 have high frequency and also relatively high stability. The
stability distribution of Pak10 is different from that of all concepts
shown in Figures 4a and 5a, where the majority of medical con-
cepts have low frequency and varying stability. It indicates that the
evaluation conducted on Pak10 dataset alone might not accurately
reflect the quality of the concept embeddings.
Summary. In this section, we first investigate the impact of hyper-
parameters on stability of medical concept embeddings. Next, we
analyze the distribution of stability in terms of frequency. Through
the comprehensive analysis, we make three observations. These
three observations suggest that there might be more clear factors
causing low stability of concept embeddings. Especially, high stabil-
ity of low-frequency concepts is a surprising result. Low frequency
4There are total 133 semantic types in UMLS and they are more explicit than the four types (dis-
ease, symptom, treatment, and diagnostic test). We define the following semantic types as the major
concept types. Their semantic type IDs defined in UMLS are presented within parentheses. Disease:
[Disease or Syndrome(T047)], Symptom: [Sign or Symptom(T184), Anatomical Abnormality (T190),
Injury or Poisoning(T037), Pathologic Function(T046)], Treatment: [Therapeutic or Preventive Pro-
cedure(T061), Pharmacologic Substance(T121)], ’Diagnostic test’: [Diagnostic Procedure (T060)].
may constrain stability of embeddings, but it does not necessarily
lead to poor embeddings.
Based on the above analysis, we propose a new factor to influence
stability of concept embeddings. Furthermore, we develop a method
measuring the new factor and we demonstrates it can predict the
stability of concept embeddings.
4 PREDICTION OF CONCEPT EMBEDDING
STABILITY
In Section 3, we showed that regardless of hyperparameters there
are concept embeddings with low stability at all time, and frequency
does not provide a complete explanation for them. Among infre-
quent concepts, some concepts achieve high stability, but some
concepts end up with very low stability. This raises an important
question about low-stability concept embeddings: what makes the
difference in stability among low-frequency concepts?
To find out a factor that discriminates stability among low-
frequency concepts, we first formulate a hypothesis: the noisiness in
distribution of context words determines stability of embeddings. Re-
gardless the total number of context words for a given word, if the
concept has a skewed distribution of context words, the stability of
its concept embedding is high; if it has a flat distribution of context
words, the stability is low. For easy presentation, we use “words”
instead of “medical concepts" in this discussion and the idea is the
same.
We propose to use normalized entropy to estimate the distribu-
tion of context words. We choose normalized entropy instead of
entropy because our hypothesis ignores the total number of con-
text words which is determined by frequency of the given word.
The normalized entropy H (w) for a given wordw is computed as
follows.
H (w) = −
∑
wi ∈Cw
P(wi ) · log P(wi )
log |Cw | (3)
In the above equation, Cw denotes a set of context words which
co-occur with word w within the window size. P(wi ) is the rela-
tive frequency of context wordwi in the collection of all context
words. If context words of a target word are evenly distributed (flat
distribution), then the estimated normalized entropy value is high;
if a few context words account for a large portion of the entire
context words (skewed distribution), its normalized entropy value
is estimated as low. Hence, the normalized entropy value quantifies
the distribution of context words.
To test our hypothesis, we measure a correlation between nor-
malized entropy and stability using Pearson correlation coefficient.
Table 4 reports the correlation coefficients between normalized
entropy and stability of concept embeddings trained by Concept-
Text and ConceptOnly with different hyperparameter values. The
hyperparameter values are presented in Table 2, as discussed. The
correlation result of the default value in each hyperparameter is
repeated.5 Across the different hyperparameters, the distribution of
context words has a moderate correlation with stability of medical
concept embeddings. It is worth mentioning that the correlations
are consistent via different window sizes. The setting of window
size directly changes the distribution of context words. Observe
5In each hyperparemter, one of the three values is a default value . Hence the same correlation
values are presented for the default value across the hyperparameters.
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Table 4: Pearson correlation coefficient of normalized entropy with stability of all medical concept embeddings trained with
different hyperparameter values. All correlation values are statistically significant by p < 0.001.
Proposed Context window size Epoch Number of NSs Smoothing for NS dist. Subsampling rate5 7 10 30 50 100 5 10 15 0 0.75 1 0.01 0.001 0.0001
ConceptText -0.577 -0.593 -0.605 -0.618 -0.593 -0.584 -0.593 -0.564 -0.556 -0.519 -0.593 -0.601 -0.59 -0.593 -0.578
ConceptOnly -0.484 -0.477 -0.470 -0.478 -0.477 -0.501 -0.477 -0.471 -0.469 -0.335 -0.477 -0.506 -0.484 -0.477 -0.454
Table 5: Pearson correlation coefficient of normalized en-
tropy with stability of three subsets of medical concepts.
The subsets are medical concept with low-frequency (<100)
(Low freq), and major medical concepts with low-frequency
(Major&low), and medical concepts listed in Pak10 dataset
(Pak10). All correlation values are statistically significant by
p < 0.001.
Approach Low freq Major&low Pak10
ConceptText -0.540 -0.549 -0.728
ConceptOnly -0.370 -0.329 -0.601
that the proposed factor consistently shows the correlation with
concept embeddings trained by different distributions of context
words. In general the correlation is stronger in ConceptText than
ConceptOnly.
As shown in Section 3, low-frequency concepts embeddings
have widespread stability. We evaluate the proposed factor on low-
frequency concepts to provide a closer look. We report the corre-
lations for two subsets of medical concepts: low-frequency (<100)
medical concepts among all medical concepts (Low freq), major
medical concepts among the low-frequency medical concepts (Ma-
jor&low). Besides, we report the correlation for medical concepts
listed in the Pak10 evaluation dataset (Pak10). Again, the average
stability of different hyperparameters is used here. Table 5 presents
the correlation estimated on them. While the correlation estimated
in ConceptOnly is slightly weak, the normalized entropy of con-
text words and stability of concept embeddings show a moderate
correlation in ConceptText. As shown in Low freq and Major&low
in Table 4, the proposed method estimates a modest correlation
even though stability of low-frequency concept embeddings is var-
ious and widespread. In both ConceptText and ConceptOnly, the
medical concepts from Pak10 show a strong correlation with the
proposed factor. All of Pearson correlation coefficients are statisti-
cally significant by p-value smaller than 0.001.
Summary. In this section, we propose a new factor to influence
stability of concept embeddings. We present normalized entropy
to estimate the proposed factor. The experiment shows a moderate
correlation between stability of concept embeddings and the distri-
bution of their context words. Our understanding is that coherent
context words (i.e., low entropy) are likely to guide embeddings in
a consistent direction during training, even if the number of con-
text words can be relatively small. Hence, it is possible to predict
stability of concept embeddings by computing normalized entropy
values prior to training. More importantly, by predicting stabilities
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Figure 6: Average depth of medical concepts in semantic
hierarchy for each stability bin. Low-frequency (<100) con-
cepts are divided into four bins according to their stability.
The higher depth is, the more specific concept meaning is.
of concept embeddings beforehand, one can have a much clearer
direction on how to adopt additional procedures for improvement.
Eventually, the prediction will help to generate more stable embed-
dings.
5 SUGGESTIONS ON IMPROVING
LOW-STABILITY CONCEPT EMBEDDINGS
The proposed factor, the distribution of context words, can iden-
tify low-stability concept embeddings from high-stability concept
embeddings. The high correlation values between the factor and
embedding stability show that the noisiness of context word dis-
tribution can distinguish the difference in embedding stability. In
this section, we provide suggestions on improving medical con-
cepts that are identified as low embedding stability by the proposed
factor.
We first study possible causes of the difference in their context
word distributions. As low-frequency concepts have widespread
stability, we focus on low-frequency concepts (<100). To investigate
the difference, we look into the scope of concept meanings by
using semantic relations between concepts. The broad scope of
concept meaning may contribute to the noisiness of context word
distribution, as concept with broad meaning is likely to appear in
various context words.
Before discussing the scope of concepts, we briefly explain the
semantic relations between medical concepts. The external knowl-
edge base, i.e.,UMLS, provides hierarchical relations amongmedical
concepts. The hierarchical structure is tree-like and the relation
between two concepts represents a parent-child (IsA) relation. Re-
garding the scope of concept, if a concept is close to the root, its
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meaning is considered broad as it covers all the meanings of its
children concepts. As the depth from the root increases (leaf nodes),
the meaning of concepts becomes more specific.
We present the depth of concepts in the hierarchy structure in
Figure 6. We bin the stability into four ranges from the lowest stabil-
ity to the highest stability, [0.0,0.25], (0.25,0.5], (0.5,0.75], (0.75,1.0]
by 0.25 increment. For concepts falling into each stability bin, we
calculate their averaged depths in the hierarchy. In Figure 6, y-axis
indicate the depth in the hierarchy. The larger value in depth repre-
sents the narrower scope of the meaning. As shown in Figure 6, the
concepts in the lowest stability bin have the smaller depth value
than the higher stability bins. In other words, the concepts with the
lowest stability have broad scope in meaning. As stability increases
the depth increases, except the highest stability bin in ConceptText.
This result describes that the widespread context word distribution
occurred in low-stability concepts is related to a broad scope of
concept meaning.
In order to reduce the noisiness in context word distribution, we
suggest the following approaches. Since low stability is related to
the scope of concept meanings, incorporating topic-specific corpus
may strengthen stability of concept embeddings. When concepts
appear within a certain topic (scope), they are likely to be used as a
consistent meaning. It will contribute to have peaked distribution
of context words. The analysis sheds light on the similar direction
studied in existing studies [1, 24]. Besides, if a concept has the broad
scope of meaning so that have various context words, the usage
of the concept can be divided into multiple cases depending on its
context words and train multiple concept embeddings. By dividing
the concept occurrences based on context words, we can manage
the noisiness of context word distribution.
6 CONCLUSION
In this paper, we provide a new perspective to analyze stability of
medical concept embeddings. We propose a factor, the distribution
of context words, to identify stability of medical concept embed-
dings. Then, we quantify the proposed factor by using normalized
entropy. The proposed method is based upon the comprehensive
analysis of embedding stability. Specifically, the analysis shows that
about 30% of all medical concepts remain with low stability regard-
less different hyperparameter values. We also show that concept
embeddings do not attribute low stability to frequency since some
low-frequency concepts have high stability. The evaluation results
show that the estimation of the noisiness of context words can
predict stability of medical concept embeddings since it presents a
high correlation with embedding stability. At the same time, the
proposed factor provides the better understanding of the cause of
low stability of medical concept embeddings. In the future, we plan
to develop an approach for improving stability of medical concept
embeddings based on our findings.
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