Abstract Suppose that X = {X t : t ≥ 0} is a supercritical super Ornstein-Uhlenbeck process, that is, a superprocess with an Ornstein-Uhlenbeck process on
Introduction

Model
Throughout this paper, d ≥ 1 is an integer and b > 0 is a number. We use ξ = {ξ t : t ≥ 0} to denote an Ornstein-Uhlenbeck process (OU process, for short) on R d , that is, a diffusion process with infinitesimal generator
For any x ∈ R d , we use Π x to denote the law of ξ starting from x. The semigroup of ξ will be denoted by {T t : t ≥ 0}.
Consider a branching mechanism of the form Let M F (R d ) be the space of finite measures on R d . In this paper we will always assume that X = {X t : t ≥ 0} is a super-Ornstein-Uhlenbeck process (super-OU process, for short) with underlying spatial motion ξ and branching mechanism ψ . We will sometimes call X a (ξ, ψ)-superprocess. The existence of such superprocesses is well-known, see, for instance, [13] . X is a Markov branching process taking values in M F (R d ). For any μ ∈ M F (R d ), we denote the law of X with initial configuration μ by P μ . The total mass of the process X is a continuous-state branching process with branching mechanism ψ . The assumption (1.3) implies that the total mass process of X does not explode. Since we always assume that α > 0, X is a supercritical superprocess. In addition, we assume that ψ(∞) = ∞ which implies that the probability of the extinction event E := {lim t→∞ X t = 0} is contained in (0, 1), see for example the summary at the end of [23, Sect. 10.2.2] . Since ψ is convex with ψ(0) = 0, ψ(∞) = ∞ and ψ (0+) < 0, ψ has exactly two roots in [0, ∞); let λ * be the larger one. We have
Using the expectation formula of X t and the Markov property of X, it is not hard to prove that (see Lemma 3.1 for a proof), under P μ , the process W t = e −αt X t is a positive martingale. Therefore it converges:
W t → W ∞ , P μ -a.s. as t → ∞.
(1.6)
Using the assumption (1.3) one can show that, as t → ∞, W t also converges in L 2 (P μ ), so W ∞ is non-degenerate and the second moment is finite. Moreover, we have P μ (W ∞ ) = μ and {W ∞ = 0} = E.
The purpose of this paper is to establish some spatial central limit theorems for the super-OU process. More precisely, we want to find A t and C t , for suitable test functions f , such that C t ( f, X t − A t ) converges to some non-degenerate normal random variable as t → ∞. It turns out that C t is determined by the second moment of f, X t which depends on the sign of α − 2γ (f )b, where γ (f ) is a quantity to be defined later.
There are many papers studying laws of large numbers for branching processes, branching diffusions and superprocesses. For example, see [2, 3, 17] for branching processes, [10, 11, 31] for branching diffusions and [16, 18, 26, 27] for superprocesses. For super-OU processes with binary branching mechanism, the following weak law of large numbers was proved in [18] : 2 ) and f, ϕ = R d f (x)ϕ(x)dx. When f, ϕ = 0, it is natural to consider central limit theorems for f, X t , that is, to find a normalization C t so that C t f, X t converges to a non-degenerate Gaussian random variable as t → ∞. For branching processes, there are already papers dealing with central limit theorems. In 1966, Kesten and Stigum [21, 22] gave a central limit theorem for multi-type Galton-Watson processes by using the Jordan canonical form of the expectation matrix M. Then in [6] [7] [8] , Athreya proved central limit theorems for multi-type continuous time branching processes; the main tools used in [6] [7] [8] are also the Jordan canonical form and the eigenvectors of the matrix M t , the mean matrix at time t . Asmussen, Hering and Keiding discussed central limit theorems for some general branching Markov processes, see [4, 5] for example. Recently, central limit theorems for branching OU particle systems and for super-OU processes were established in [1] and [29] respectively. However, the limiting normal random variables in the central limit theorems in [1, 29] (see [1, Theorems 3.2 and 3.6] and [29, Theorems 3 and 4] ) may be degenerate (i.e., equal to zero), so the central limit theorems in [1, 29] are not completely satisfactory.
In this paper, we sharpen the results of [29] and establish central limit theorems for super-OU processes which are more satisfactory in the sense that the limiting normal random variables in our results are non-degenerate. The setup of this paper is more general than that of [29] since we allow a general branching mechanism as opposed to the binary branching mechanism in [29] . The only assumption on the branching mechanism is the second moment condition (1.3), which is necessary for central limit theorems.
We mention that we are following Athreya's argument for multi-type (finite type) branching processes, also called multidimensional Galton-Watson processes, and show that Athreya's ideas for multi-type branching processes also work for super-OU processes, which can be regarded as an infinite-type branching process. The main tool of this paper is, similar to that of [29] , also the backbone decomposition of supercritical superprocesses, see [9] . The main idea of the backbone decomposition is that a supercritical super-OU process can be constructed from a branching OU process (known as the backbone), in which particles live forever (known as immortal particles). After dressing the backbone with subcritical super-OU processes, we get a measure-valued Markov process, which gives a version of the super-OU process. Since subcritical super-OU process will become extinct in finite time, we can imagine that the limit behavior of super-OU process is determined by the backbone branching OU process. In this paper we prove that these intuitive ideas work well. For the precise backbone decomposition, see Sect. 2.1.
We remark here that, under the extra condition
dλ < ∞ on the branching mechanism, we could use the excursion measures {N x , x ∈ R d } of our superprocess instead of the backbone decomposition to prove our central limit theorems. In fact, in this case, the arguments are somewhat shorter. We choose to use the backbone decomposition argument since we could not make the excursion measure argument work in the general case. The main difficulty is that N x is not a finite measure. Under the assumption
dλ < ∞, the event E is equal to the event {ζ 0 < ∞}, P μ -a.s., where ζ 0 = inf{t > 0, X t = 0}, and more importantly, N x (·, ζ 0 > t) < ∞ is a finite and non-zero measure for any t > 0. Without the extra assumption, it might happen that P δx (ζ 0 ≤ t) = 0 for all t > 0 and thus N x (ζ 0 > t) = ∞.
The main feature of the super OU processes used in this paper is that the spectrum of the generator of the OU process is discrete and that eigenfunctions form a complete orthonormal basis in a certain L 2 space. A natural and important follow-up question is the following: can one extend the central limit theorems to supercritical superprocesses with general spatial motion and with spatial-dependent branching mechanism? In the sequel [30] to the present paper, we formulated a general setup and established spatial central limit theorems for supercritical branching Markov processes with general spatial motion and general spatial-dependent branching mechanism. By combining the ideas of the present paper with that of [30] , one could extend the central limit theorems of this paper to supercritical superprocesses with general spatial motion and with spatial-dependent branching mechanism. We will carry this out later.
Eigenfunctions of OU Processes
Recall that {T t , t ≥ 0} is the semigroup of the OU process ξ . It is well-known that ξ has an invariant density
In this subsection, we recall some results on the spectrum in L 2 (ϕ) of the operator L defined in (1.1), more details can be found in [28] .
The eigenvalues of L are {−mb, m = 0, 1, 2, . . .} and the corresponding eigenspaces A m are given by
where
In particular, φ 0,0,.
, where e i stands for the unit vector in the x i direction. The function φ p is an eigenfunction of L corresponding to the eigenvalue −|p|b and therefore 12) where
where we use the usual convention inf ∅ = ∞. In this paper we will use P to denote the function class
We easily see that P ⊂ L 2 (ϕ) and for f ∈ P, there exists k ∈ N such that
where we used the following notation: for two positive functions f and g, f (x) g(x) means that there exists a constant c > 0 such that f (x) ≤ cg(x).
Main Results for Super-OU Processses
In this subsection we give the main results of this paper. The proofs will be given in the later sections. In the remainder of this paper, whenever we deal with an initial configuration μ ∈ M F (R d ), we are implicitly assuming that it has compact support. 
Therefore by Theorem 1.1 and the fact that a 0 = f, ϕ , we get that, as t → ∞,
In particular, the convergence also holds in P μ -probability, so it implies the results in [18] in the case of super-OU processes. Moreover, by (1.6), on E c , we have
Remark 1.3
We think that the convergence in Theorem 1.1 is also valid in the almost sure sense. In fact, from the proof below we see that the first-order term is a L 2 (P μ )-bounded martingale, and the second moment of the remainder term decays exponentially fast, which implies that we have almost sure convergence along the discrete time sequences {nδ, n ≥ 1} for any δ > 0. However, we have not been able yet to prove the almost sure convergence for continuous time. In [10] , Conner gave a proof of a similar almost sure convergence result for branching Brownian motion in a finite interval with absorbing boundary, however, his technology does not work in the present case. 14) where
Small Branching Rate
Obviously, under the assumptions of this paper, A ∈ (0, ∞). In the rest of this paper, A will always stand for this constant. 
where G 1 (f ) is the same as in the theorem above.
The Critical Case
where W * has the same distribution as
Remark 1.7 Using the theorem above, we get that if α = 2γ (f )b, then, under P μ , we have
where G 2 (f ) is the same as in the theorem above.
Remark 1.8
Note that the limiting normal random variables in our Theorems 1.4 and 1.6 are non-degenerate.
Remark 1.9
The results of [29] correspond to the case γ (f ) = 1 in the present paper. For the small branching rate case of [29] , the definition of σ 2 f in [29, (3.1) ] can be simplified and there is a minor mistake in [29, (3.1) ]. In fact, using the notation of [29] ,
it is easy to check that the sum of the last two parts of [29, (3.1) ] is 0, that is
Furthermore, the factor β/α on the right side of [29, (3.1) ] should also be deleted. In the critical branching case of [29] , the factor β/α on the right side of [29, (3. 2)] should be deleted. The correct form of [29, (3. 2)] should be (in the notation of [29] )
With these minor corrections, the results of [29] coincide with our Theorems 1.1, 1.4 and 1.6 when γ (f ) = 1.
For convenience, we introduce the following notation. For any f ∈ L 2 (ϕ), we define
and 
Further Results in the Large Branching Rate Case
In this subsection we give two central limit theorems for the case α > 2γ (f )b. These two theorems have no counterparts in [29] . Define
In Sect. 3.3 we will see that β 
). Moreover, W * and
). In particular, for |p| = 0, we have
Remark 1.12 Using the theorem above, we get that if α > 2γ (f )b and f (c) = 0, then under P μ , we have, as t → ∞,
is the same as in the theorem above. 
Moreover, W * and
Remark 1.14 Note that the limiting normal random variables in our Theorems 1.10 and 1.13 are non-degenerate.
Preliminaries
Backbone Decomposition of Super-OU Processes
In this subsection, we recall the backbone decomposition of [9] . Define another branching mechanism ψ * by
It is easy to see that α
Note that it follows from (2.1) that the measure n * associated with ψ * is e −λ * x n(dx), thus for any n ∈ N, ∞ 0 x n n * (dx) < ∞. It follows from [9, Lemma 2] that the (ξ, ψ)-superprocess conditioned on E has the same law as the (ξ, ψ * )-superprocess. Let P * μ be the law of the (ξ, ψ * )-superprocess with initial configuration μ, and define
It was shown in [14] that one can associate with {P *
on the same measurable space as the probabilities {P * δx : x ∈ R d } and satisfying
and t > 0. The branching property implies that P * δx is an infinitely divisible measure on the path space of X, that is to say, the space of measure-valued cadlag functions,
, and (2.2) is a Lévy-Khinchine formula in which N * x plays the role of its Lévy measure. The measures {N * x : x ∈ R d } are also called excursion measures, see [14] and [25] for further details on N
Markov process in which individuals, from the moment of birth, live for an independent and exponentially distributed period of time with parameter α * during which they move according to the OU-process issued from their position of birth and at death they give birth at the same position to an independent number of offspring with distribution (p n : n ≥ 0), where p 0 = p 1 = 0 and for n ≥ 2,
The generator of Z is given by
Z is referred as the (ξ, F )-backbone in [9] . Moreover, when referring to individuals in Z we will use the classical Ulam-Harris notation so that every particle in Z has a unique label, see [20] . Let T be the set of labels of individuals realized in Z. Let |Z t | be the number of particles alive at time t . For each individual u ∈ T we shall write τ u and σ u for its birth and death times respectively and {z u (r) : r ∈ [τ u , σ u ]} for its spatial trajectory. Now we follow [9] and describe three kinds of immigrations along the backbone Z as follows.
Continuous immigration:
The process I N * is measure-valued on R d such that
where, given Z, independently for each u ∈ T with τ u < t, the processes X (1,u, (3,u) t−σu , where, given Z, independently for each u ∈ T with σ u ≤ t , the process X (3,u) · is an independent copy of the canonical process X issued at time σ u with law P * Yuδ zu (σu) where, given u has n ≥ 2 offspring, Y u is an independent random variable with distribution η n (dy), where
where the processes I N * = {I N * t : t ≥ 0}, I P * = {I P * t : t ≥ 0} and I η = {I η t : t ≥ 0}, conditioned on Z, are independent of each other. We denote the law of I by Q ν . Recall that ν is the initial configuration of Z.
For μ ∈ M F (R d ), let X be an independent copy of X under P * μ and be independent of I . Then we define a measure-valued process Λ = {Λ t : t ≥ 0} by
Note that Z, X and the three immigration processes above are defined on the same probability space. We denote the law of Λ by P μ×ν . When ν is a Poisson random measure with intensity measure λ * μ, then we write this law by P μ . The following result is proved in [9] .
Proposition 2.1 For any μ ∈ M F (R d ), the process (Λ, P μ ) is Markovian and has the same law as (X, P μ ).
We will need the following σ -fields later on:
Moments
Now we use Laplace transforms to calculate the moments of X. We will omit some details, for these omitted details, see [13] . For any f ∈ P, we define
For convenience, we use u
. Differentiating both sides of (2.7) with respect to θ , we get
The moments are given by
In particular,
f (x, t, 0), μ = e αt T t f, μ , (2.10)
Recall that X t is defined in Sect. 2.1. It is a subcritical superprocess with branching mechanism ψ
Differentiating both sides of (2.12) with respect to θ , we have
By (2.12), the moments of X are given by
In particular, we have
Estimates on the Semigroup T t
Recall that ξ = {ξ t : t ≥ 0} is the OU process and {T t } is the semigroup of ξ . It is well-known that under
Using this, we can easily get that 22) where c(n) does not depend on t .
Lemma 2.2 For any
Moreover, there exists c > 0 such that for t ≥ 1,
Proof For every f ∈ L 2 (ϕ), using the fact that ϕ(x) is the invariant density of ξ we get that
By linearity, we have
We claim that the series 
K n e −2nbt < ∞.
Using the fact that
Therefore the claim is true. By (2.27) and (2.28), for t ≥ 1, we have
Therefore, for t ≥ 1,
which implies (2.24). The proof is now complete.
It can be easily shown that, for any f ∈ P, T t f (x) ∈ P * for every t > 0.
Lemma 2.3 For any f ∈
Proof By the definition of φ p and ϕ, it is easy to check that
,
Integrating by parts, we get
there exists p such that |p| = k and
In the following lemma, we give another estimate for T t f , which will be very useful later.
Lemma 2.4
For every f ∈ P, there exist r ∈ N and c > 0 such that
32)
i . Then for s > 0 we have
It follows from (2.25) and the fact that γ (g (p) ) ≥ γ (g) − |p|, we have
Using Taylor's formula and the fact |g
where θ is a point on the line segment connecting y and y + xe −bs . Then by the fact that
Consequently,
.
combining T t f (x) = T t−1 (g)(x)
with the above inequality, we arrive at (2.32) for t ≥ 1. For t < 1,
so (2.32) is also valid. It follows from (2.32) that there exists r 2 ∈ N such that
Now (2.33) follows immediately.
From the above calculations, we have 
≤ T t−s e γ (f )bs T s f (x) 2 − h(x) + T t−s h(x)
e −2(α−γ (f )b)t Var δx f, X t = A t 0 e −(α−2γ (f )b)s T s e γ (f )b(t−s) T t−s f 2 (x) ds.
By Lemma 2.4, there exists r ∈ N such that [e γ (f )b(t−s) T t−s f (x)]
Now by the dominated convergence theorem and (2.24), we have
The proof of (iii) is now complete.
According to [9] , under P δx , we have that, conditioned on F t (see (2.5)), the backbone Z t is a Poisson point process with the intensity λ * Λ t . In particular, Z 0 = Nδ x , where N is a Poisson random variable with parameter λ * . Then we have 
(2.56) 
Proofs of the Main Theorems
In this section, we will prove the main results of this paper. Recall that we assume that the initial measure μ is a finite measure on R d with compact support, and that (X t , P μ ) and (Λ t , P μ ) have the same law. Thus in the remainder of this paper, we will replace (X t , P μ ) by (Λ t , P μ ). Define
which is the collection of particles which are alive at time t . From the construction of Λ t , we have 
(x) ds μ(dx).
Thus, when α > 2|p|b, we have by the definition of H p t ,
Since |φ
from which the convergence asserted in the lemma follows easily.
We now present the proof of Theorem 1.1.
Proof of Theorem 1.1 Define
It is clear that γ ( f ) ≥ γ (f ) + 1. From Lemma 2.5 and (2.32), we have
exists, thus we have
(2) If α = 2γ ( f )b, then lim t→∞ t −1 e −αt P μ f , X t 2 exists. Thus we have
exists. Thus we have
Combining the three cases above, we get lim t→∞ M t = 0 in L 2 (P μ ). Now using Lemma 3.1, we easily get the convergence in Theorem 1.1.
The Small Rate Case: α < 2γ (f )b
First, we recall some property of weak convergence. For f :
Then β is a metric. By [12, Theorem 11.3.3] , the topology generated by this metric is equivalent to the weak convergence topology. From the definition, we can easily see that, if ν 1 and ν 2 are the distributions of two R d -valued random variables X and Y respectively, then
We will use the following elementary fact later: If X is a real-valued random variable with E|X| n < ∞, then
which is an immediate consequence of the simple inequality
Now we are ready to prove Theorem 1.4.
Proof of Theorem 1.4
We define an R 2 -valued random variable U 1 (t) by
To get the conclusion of Theorem 1.4, it suffices to show that, under P μ ,
. Let s, t > 0 and write
Recall the representation (3. 
f z u (t) .
Then we have
By (2.59), there exists r ∈ N such that V s (x) e −α * s (1 + x 2r ). Thus
Next we consider J 2 (s, t). We have
By (2.10) and (2.11), we have 12) here the last inequality follows from the fact that there exists r ∈ N such that
Since, given Λ t , Z t is a Poisson random measure with intensity λ * Λ t , we have 14) here the last inequality follows from (3.12) and (3.13). Thus by (3.11), (3.12) and (3.14), we get
Thus by (3.10) and (3.15), we have
Now we consider J 1 (s, t). We define an R 2 -valued random variable U 2 (s, t) by
We claim that, under P μ ,
f (s) will be given later. Denote the characteristic function of U 2 (s, t) under P μ by κ(θ 1 , θ 2 , s, t):
where h s (x, θ ) = Q δx e iθ(Ys −Q δx Ys ) . The last equality in the display above follows from the fact that, given Λ t , Z t is a Poisson random measure with intensity λ * Λ t . Define
By (3.5), we have
By (2.10),
Then letting u → ∞, we get lim t→∞ e s (·, e −(α/2)t θ 2 ), Λ t = 0 in probability, which implies that lim t→∞ J 1,2 (s, t) = 1 in probability. Furthermore, by Remark 1.2, we have
Since h s (x, θ ) is a characteristic function, its real part is less than 1, which implies
Hence by the dominated convergence theorem, we get 20) which implies our claim (3.17) . Since e −α(t+s) Λ t+s − e −αt Λ t → 0 in probability as t → ∞, we easily get that, under P μ , 
From the fact that N is independent of I j , we have for any s, t ≥ 0, 
On the other hand, by Lemma 3.1, we get To get the conclusion of Theorem 1.10, it suffices to show that 
It follows that
and V (x) := Var δx H ∞ . Then, by (3.33), we have
which implies that
It is clear that g(x, t) ↓ 0 as t ↑ ∞. Thus Thus by the dominated convergence theorem, we get that as t → ∞, (l) )b, by Theorem 1.4, we have that as t → ∞,
). Therefore,
By (3.35), we get
The proof is now complete.
The Critical Case: α = 2γ (f )b
To prove Theorem 1.6, we need the following lemma. The idea of the proof is mainly from [8] . 
Then for any c > 0 and δ > 0, we have
Proof We write t = [t] + t , where [t] is the integer part of t . Let
By the definition of f , we get T α u f (x) = e αu/2 f (x). Note that
Thus we have
Since A 1 (t, x) ∈ F t and P δx (R(t, f )|F t )=0, we have by (3.47) that
and
Iterating (3.48), we get
First, we consider L 1 (t, x). By (2.36) and (2.32), there exist C > 0 and r ∈ N such that, for any s > 0 and
We claim that for any x ∈ R d ,
Then, for any > 0, there exists K ∈ N such that s ≥ K implies F 1 (s, x) < . So, by (3.50), we get that for any x ∈ R d and t > 0,
Thus lim sup t→∞ L 1 (t, x) ≤ for any x, which implies
Now we prove the claim (3.51). First, we will show that, for any x ∈ R d , as t → ∞,
By Chebyshev's inequality and (2.38), we have that, for any x ∈ R d , as t → ∞,
It is easy to see that, under P δx , for any t > 0,
Similarly, by Chebyshev's inequality, we have that
By (2.24), we get that
In the rest of the proof of (3.51), we will replace (X t , P μ ) by (Λ t , P μ ). Using (3.9) with s = 1, we have
where Y u,t 1 , y u,t 1 are defined in (3.8) . So for any > 0, 
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