Abstract. In this contribution we give an explicit formula for the eigenvectors of Hamiltonians of open Bazhanov-Stroganov quantum chain. The Hamiltonians of this quantum chain is defined by the generation polynomial A n (λ) which is upper-left matrix element of monodromy matrix built from the cyclic L-operators. The formulas for the eigenvectors are derived using iterative procedure by Kharchev and Lebedev and given in terms of w p (s)-function which is a root of unity analogue of Γ q -function.
Introduction
In the papers [1, 2] it was observed that the six-vertex R-matrix at root of unity intertwines not only the six-vertex L-operators, but also some other L-operators (which are called cyclic L-operators). These L-operators define n-particle Bazhanov-Stroganov quantum chain (BSQC) by the standard procedure in quantum inverse scattering method: the product of L-operators defines the monodromy matrix
which in turn provides us with commuting set of operators -Hamiltonians of quantum chain. It was observed by Baxter that the so-called "Inverse SOS" model discovered by him [3] is equivalent to Bazhanov-Stroganov quantum chain. Thus the same model (which is called the τ 2 -model) has two formulations: the formulation as face model by Baxter and the formulation as quantum chain (or vertex model) by Bazhanov and Stroganov. The connection between sixvertex model, τ 2 -model and chiral Potts model gave a possibility to formulate the system of functional relations [1, 4] for transfer-matrices of these models. This system provides the main tool for derivation the free energy [5] and the order parameter [6] for chiral Potts model. The goal of this contribution is to find common eigenvectors of the set of commuting Hamiltomians H k , k = 1, 2, . . . , n, of open n-particle BSQC. These Hamiltonians are defined by the coefficients of the A n (λ) given by (1):
A n (λ) = 1 + λH 1 + λ 2 H 2 + · · · + λ n H n .
The main idea how to find the eigenvectors is to use iterative procedure. Namely we build the eigenvectors of A n (λ) using the eigenvectors of A n−1 (λ) which is the generation function of Hamiltonians for open (n − 1)-particle BSQC. This procedure in essential is an adaptation of iterative procedure by Kharchev and Lebedev [7] for quantum Toda chain. The mentioned idea has origin in the paper by Sklyanin [8] , where he used separated variables of subsystems to construct the separated variables of the whole system. The models where the iterative procedure was realized are relativistic Toda chain [9] , Toda chain with boundary interaction [10] , periodic Bazhanov-Stroganov model [11] . It is worth to note that these models do not admit algebraic Bethe ansatz procedure because in the case of generic parameters these models do not possess "highest weight vectors". The method used in this contribution is an evolution of the method of separated variables (or functional Bethe ansatz method). At the end of the introduction we would like to mention that the Bazhanov-Stroganov model at special values of parameters reduces to the relativistic Toda chain at a root of unity. Also it is worth noting direct (not through the chiral Potts model!) relation [12] between lattice formulation of the model at N = 2 and Ising model. This relation gave a possibility to find the eigenvalues [12] and the eigenvectors [13] of the transfer-matrix by means of auxiliary grassmann field technique.
Bazhanov-Stroganov quantum chain
Let ω = e 2πi/N , N ≥ 2. For each particle k, k = 1, 2, . . . , n, of Bazhanov-Stroganov quantum chain (BSQC) with n particles there corresponds N -dimensional linear space (quantum space) V k with the basis |γ k ,γ ∈ Z N , and a pair of operators {u k , v k } acting on V k by the formulas:
The space of quantum states of BSQC with n particles is
We extend the action of operators {u k , v k } to V defining this action to be identical on V s , s = k. Thus we have the following commutation relations
For each particle of BSQC model we put into correspondence the cyclic L-operator
where {a k , b k , c k , d k , κ k } are (in general complex) parameters attached to kth particle. In the papers [1, 2] it was observed that the six-vertex R-matrix
at root of unity ω = e 2πi/N intertwines not only the six-vertex L-operator, but also the cyclic L-operators (3):
In fact the formulas for L-operators and Rmatrix given in this contribution are close to formulas from the paper by Tarasov [14] . Original formulas given in [1] and [2] are a bit different (but equivalent). The monodromy matrix for the BSQC with n particles is defined as
and satisfies the same intertwining relation
The intertwining relation (5) gives [A n (λ), A n (ν)] = 0. Therefore A n (λ) is the generating function for the commuting set of operators H 1 , . . . , H n :
We interpret these operators H 1 , . . . , H n as Hamiltonians of the open BSQC. The simplest Hamiltonians are
At b k = 0 and c k = 0, the BSQC model reduces to Relativistic Toda Chain (RTC) at root of unity. The corresponding L-operators are 
As in BSQC model
Note that these operators H 
Eigenvalues and associated amplitudes
In this section we give a procedure of obtaining the eigenvalues for open n-particle BSQC Hamiltonians H k , k = 1, 2, . . . , n, or equivalently for A n (λ).
In the case of
We interpret the corresponding Hamiltonians as free (without interaction between particles) Hamiltonians. Due to (2) the standard basis vectors |γ 1 , γ 2 , . . . , γ n = |γ 1 1 ⊗|γ 2 2 ⊗· · ·⊗|γ n n ∈ V are eigenvectors of A n (λ):
We claim that in the general case the spectrum of A n (λ) has the form as in the case of non-interacting particles but with modified amplitudes κ n,k :
The corresponding eigenvectors |γ 1 , γ 2 , . . . , γ n are not standard basis vectors of course. To obtain their coordinates in the standard basis we will use an iterative procedure as was promised in the introduction. We start from the eigenvectors of open 1-particle BSQC. Then we construct eigenvectors of open 2-particle BSQC by addition in an appropriate way one more particle. And so on. In parallel with this procedure we have an iterative procedure of obtaining the amplitudes:
(κ 11 := κ 1 )
Now we will describe the procedure how to find these amplitudes κ m,s , m = 1, 2, . . . , n, s = 1, 2, . . . , m. We will need the variables 
We would like to mention that this iterative procedure has a similarity to iterative procedures in [15, 16] . To solve these equations we first take N -th power of them. It gives us system of linear equations . . , κ m,m } can be found up to N -th roots of 1. We fix their phases in a way to satisfy (7) and (8) .
To compare these formulas with the formulas for eigenvalues proposed by Tarasov [14] we consider polynomials A m (λ N ) with zeroes /κ N m,s , s = 1, 2, . . . , m, where = (−1) N :
Then the relations (9) and (10) can be rewritten compactly as recursion relation for A m (λ N ), m ≥ 2:
Indeed, the relation (9) follows from the relation for coefficients in (12) at (λ N ) m . If we fix sequentially λ N = /κ N m−1,l , l = 1,2, . . . ,m − 1, (that is by the zeroes of A m−1 (λ N )) we obtain the relations (10).
This recursion relation for A m (λ N ) can be obtained by means of averaged L-operators [14] . Using
In particular, we have
Excluding B m−1 (λ N ) from these two relations we get
Substituting the right-hand side of this equation with m replaced by m − 1 instead of B m−1 (λ N ) in (14) we get (12) . Therefore two formulas (12) and (13) for A m (λ N ) are equivalent. Summarizing, in order to find amplitudes κ m,s , s = 1, . . . , m, for some m, we have to find A m (λ N ) using (12) or (13) . Then solving equation A m (λ N ) = 0 of mth degree with respect to λ N and taking into account (11) we can find κ N m,s , s = 1, . . . , m. This gives us the set κ m,s up to N th roots of 1. At last step, we have to fix their values in a way to satisfy (7) and (8) .
It seems to the author that the equation A m (λ N ) = 0 can not be solved explicitly in the case of generic parameters. In the next section, the solution for the homogeneous RTC is given explicitly. The author does not know other interesting special cases of parameters which admit explicit solution for the spectrum of A m (λ). As shown in [11] , it is possible to give an explicit solution for the spectrum of B m (λ) in the homogeneous case of m-particle Bazhanov-Stroganov quantum chain.
Amplitudes for the homogeneous Relativistic Toda Chain
In this section we sketch the method described in [15] of obtaining the amplitudes for the homogeneous RTC:
In this case the amplitudes κ m,s , s = 1, . . . , m, can be expressed in terms of solutions of some quadratic equation. Since
we obtain
Applying the fact that 2 × 2 matrix M with eigenvalues µ + and µ − satisfies
where x + (λ N ) and x − (λ N ) are eigenvalues of L(λ N ). These eigenvalues are roots of characteristic polynomial x 2 − τ (λ N )x + δ(λ N ) = 0:
where, using (15),
Taking into account (17) we rewrite (16) as
Introducing the variable φ by x + /x − = e iφ we find that roots of A m correspond to roots φ m,s of e i(m+1)φ = 1 (without φ = 0) that is φ m,s = 2πs/(m + 1), s = 1, 2, . . . , m.
Now we need to find an explicit relation between λ N and φ. We have
Taking into account (17) and (18) we consider (20) as quadratic equation with respect to λ N : 
Eigenvectors and eigenvalues
In order to give explicit formulas for the eigenvectors of A n (λ) we remind the definition (see for example [17] ) of w p (s) which is an analogue of Γ q -function at root of unity. For any point p = (x, y) of Fermat curve x N + y N = 1, we define w p (s), s ∈ Z N , by
The function w p (s) is cyclic: w p (s + N ) = w p (s). We will use the notation |γ n ∈ V 1 ⊗ · · · ⊗ V n for eigenvectors of the operator A n (λ) of the BSQC with n particles. These eigenvectors are labeled by n parameters γ n,s ∈ Z N , s = 1, 2, . . . , n, collected into a vector
The following theorem gives a procedure of obtaining the eigenvectors |γ n of A n (λ) from the eigenvectors |γ n−1 ∈ V 1 ⊗ · · · ⊗ V n−1 of A n−1 (λ) and basis vectors |γ n n ∈ V n . To find the formula for |γ n−1 we can use the same theorem and so on. At the last step we need the eigenvectors of 1-particle quantum chain.
From (3) and (4), it is easy to see that the vectors |γ 1,1 1 ∈ V 1 , γ 1,1 ∈ Z N , are eigenvectors for A 1 (λ):
where
In what follows, the vector γ ±k n means the vector γ n in which γ n,k is replaced by γ n,k ± 1. Theorem 1. The vector |γ n = |γ n1 , . . . , γ nn
if |γ n−1 = |γ n−1,1 , . . . , γ n−1,n−1 ∈ V 1 ⊗ · · · ⊗ V n−1 satisfies the same relations with n replaced by n − 1. In the above formulas we used
Proof . We suppose that the formulas (23) and (25) with n replaced by n − 1 are proved. To prove the action formulas (23) and (25) we use the recurrent relations
which follow from (4). The action formula for A n (λ): To prove the action formula (23) we act by both sides of (28) on (22) and use the formulas (23) and (25) with n replaced by n − 1. After shifting in an appropriate way the variables of summation γ n−1 we reduce the problem to verification of relation
Using
which follows directly from (27) and (8), we rewrite (30) as
(1 − λ n−1,l /λ n,k ) .
Taking into account
which follows from (7), we obtain finally
To verify this equality we note that both sides are polynomials in λ of degree n − 1 (not n due to (31)) without free term. Therefore it is sufficient to verify this relation at n − 1 different values of λ. Taking these values to be λ = λ n−1,l , l = 1, 2, . . . , n − 1, we easily prove the relation. Thus we proved (23).
The action formula for B n (λ n,k ): Next we show the validity of (24). The action formulas for B 1 (λ) and B 2 (λ) can be verified in a direct way. Thus we suppose n > 2.
Excluding B n−1 (λ) from (28) and substituting it into (29) we get
Let us apply (32) to |γ n for λ = λ n,k = −ω −γ n,k /κ n,k , i.e. at the zeros of eigenvalue of A n (λ). This gives, by virtue of the definitions (6) of x m,s andx m,s : u n (c n − d n v n )B n (λ n,k )|γ n = −λ n,k ωa n d n 1 − x n,k ω −γ n,k −1 1 −x n,k ω γ n,k × γ n−1 ∈(Z N ) n−1 ω σn Q(γ n−1 |γ n )A n−1 (λ n,k )|γ n−1 ⊗ |σ n .
From (23) we know how to apply A n−1 to |γ n−1 :
A n−1 (λ n,k )|γ n−1 = n−1 s=1 1 − κ n−1,s κ n,k ω γ n,k −γ n−1,s |γ n−1 .
Using (2) we find the action of the inverse of the operator u n (c n − d n v n ) on |σ n n :
(u n (c n − d n v n )) −1 |σ n n = c n − d n ω σn+1 −1 |σ n + 1 n .
Taking into account (27) and (21) 
Finally, using (34), (35) and (36), we reduce (33) to (24). The action formula for B n (λ): From (3) and (4) it is easy to find that the operator B n (λ)/λ is a polynomial in λ of (n − 1)th order. Due to (24) we know the action formulas for B n (λ)/λ at the n particular values of λ: λ = λ n,k , k = 1, 2, . . . , n. This data is enough to reconstruct the action of the polynomial B n (λ) on |γ n uniquely. Lagrange interpolation formula gives
Finally using (24) we get (25). This completes the proof of the Theorem.
Discussion
In this contribution we applied the iterative procedure of obtaining the eigenvectors for quantum integrable systems by Kharchev and Lebedev [7] (which has origin in [8] by Sklyanin) to open Bazhanov-Stroganov quantum chain. We plan to extend this result (along the line of the paper [10] ) to the case of Bazhanov-Stroganov chain with integrable boundary interaction.
