We consider optimization problems with polynomial inequality constraints in noncommuting variables. These non-commuting variables are viewed as bounded operators on a Hilbert space whose dimension is not fixed and the associated polynomial inequalities as semidefinite positivity constraints. Such problems arise naturally in quantum theory and quantum information science. To solve them, we introduce a hierarchy of semidefinite programming relaxations which generates a monotone sequence of lower bounds that converges to the optimal solution. We also introduce a criterion to detect whether the global optimum is reached at a given relaxation step and show how to extract a global optimizer from the solution of the corresponding semidefinite programming problem.
Introduction
A standard problem in optimization theory is to find the global minimum of a polynomial 
where p(x) and q i (x) are real-valued polynomials in the variable x ∈ R n . To deal with such non-convex problems, Lasserre [1] introduced a sequence of semidefinite programming (SDP) 1 relaxations of increasing size, whose optima converge monotonically to the global optimum p ⋆ ; a similar approach has been proposed by Parrilo [2] . This paper presents a generalization of Lasserre's method for a non-commutative version of the optimization problem (1) . That is,
we consider a polynomial optimization problem where the variables x = (x 1 , . . . , x n ) are not simply real numbers, but non-commuting (NC) variables for which, in general, x i x j = x j x i .
Our motivation comes from quantum theory, whose basic objects are matrices and operators that do not commute. But our approach might also find applications in other fields that involve optimization over matrices or operators, such as in systems engineering [3] .
To write down the non-commutative version of (1), let p(x) and q i (x) be polynomial expressions in the non-commuting variables x = (x 1 , . . . , x n ). Given an Hilbert space H and a set X = (X 1 , . . . , X n ) of bounded operators on H, we define operators p(X) and q i (X) by substituting the variables x by the operators X in the expressions p(x) and q i (x). Given in addition a normalized vector φ in H, we evaluate the polynomial p(X) as φ, p(X)φ . The non-commutative version of the optimization problem (1) considered here is then 
where q i (X) 0 means that the operator q i (X) should be positive semidefinite. In other words, given the input data p(x) and q i (x), we look for the combination (H, X, φ) of Hilbert space H, operators X, and normalized state φ (both defined on H) that minimizes φ, p(X)φ subject to the constraints q i (X) 0. It is important to note that the dimension of the Hilbert space H is not fixed, but subject to optimization as well.
Taking inspiration from Lasserre's method [1] and from the papers [4, 5] , we introduce a hierarchy of SDP relaxations for the above optimization problem. The optimal solutions 1 See Appendix A for a brief introduction to semidefinite programming.
The connection to Putinar's representation arises when considering the dual problems of the SDP relaxations. A non-commutative analogue of Putinar's result, the Positivstellensatz for non-commutative positive polynomials, has been introduced by Helton and McCullough [12] . Although we first prove the convergence of the hierarchy introduced here through the primal version of our SDP relaxations (in the spirit of [5] ) we also provide an alternative proof through the duals, which exploits Helton and McCullough's result (as used in [9] and [10] ).
Note that the problem (2) can also account for equality constraints q i (X) = 0, which can be enforced through the inequalities q i (X) 0 and −q i (X) 0. When constraints of the form x i x j − x j x i are explicitly added to (2) , that is, when we require that the variables x commute, our method reduces to the one introduced by Lasserre. It is interesting to note that the results presented here, such as the convergence of the hierarchy or the criterion to detect optimality, are easier to establish in the general non-commutative framework than they are in the specialized commutative case. This commutative setting has generated quite a large literature and the properties of the corresponding SDP relaxations have been thoroughly investigated. We refer to [13] for a review. Our work provides a NC analogue only of the most basic results in the commutative case. It would be interesting to reexamine from a NC perspective other topics in this subject.
Organization of the paper
In Section 2, we define some notation and introduce in more detail the class of problems that we consider here. Section 3 contains our main results: we introduce our hierarchy of SDP relaxations, prove its convergence, show how to detect optimality at a finite step in the hierarchy and how to extract a global optimizer. We then explain the relation between our approach and the works of Helton and McCullough. We proceed by mentioning briefly how to modify our method to deal efficiently with equality constraints. In particular, we discuss how it can be simplified when dealing with hermitian variables and how it reduces to Lasserre's method in the case of commuting variables. We end Section 3 by showing how our method can be extended to solve a slightly more general class of optimization problems.
In Section 4, we illustrate our method on concrete examples. Finally, we briefly discuss practical applications of our method in the quantum setting in Section 5.
Notation and definitions
Let K ∈ {R, C} denote the field of real or complex numbers. We consider the algebra
of polynomials in the 2n noncommuting variables x = (x 1 , . . . , x n ) and x * = (x * 1 , . . . , x * n ) with coefficients from K. That is, an element p ∈ K[x, x * ] is a linear combination
of words w in the 2n letters x and x * , where the sum is finite and p w ∈ K. We interpret * as an involution (that is, loosely speaking, a conjugate transpose) defined as follows: on letters, n . In the following, we will often view these 2n variables as x 1 , . . . , x n , x n+1 , . . . , x 2n by identifying x n+i with x * i . Throughout this paper, the symbols u, v, w always denote words and we denote the empty word by 1. We use the notation W d for the set of all words of length |w| at most d, and W ∞ for the set of all words (of unrestricted length). The number of words in W d is A polynomial p is said to be hermitian if p * = p, or in term of its coefficients, if p * w = p w * . Note that words can be interpreted as monomials and we will sometimes use the two terms interchangeably. We will then also refer to the length |w| of a word as the degree of the monomial w and to W d as a monomial basis for
Let B(H) denote the set of bounded operators on a Hilbert space H defined on the field K. Consider a set of operators X = (X 1 , . . . , X n ) from B(H). Given the polynomial
, we define the operator p(X) ∈ B(H) by substituting every variable x i by the operator X i and every variable x * i by X * i , where * denotes the adjoint operation on H. If p * = p is a hermitian polynomial, then p(X) = p * (X) is a hermitian operator and the quantity φ, p(X)φ is real for every vector φ in H. A hermitian operator O is said to be positive semidefinite, a fact that we denote by O 0, if φ, Oφ ≥ 0 for all φ ∈ H.
Formulation of the optimization problem
Let p and q i (i = 1, . . . , m) be hermitian polynomials in K[x, x * ]. We are interested in the following optimization problem:
where the optimization should be understood over all Hilbert spaces H (of arbitrary dimension), all sets of operators X = (X 1 , . . . , X n ) in B(H), and all normalized vectors φ in H. We assume throughout the remaining of the paper that this problem admits a feasible solution, that is, that there exists a triple (H, X, φ) such that φ, φ = 1 and q i (X) 0 for
Let Q = {q i : i = 1, . . . , m} be the set of polynomials determining the positivity constraints in (4). The following definitions follow those used in [14] . The positivity domain S Q associated to Q is the class of tuples X = (X 1 , . . . , X n ) of bounded operators on a Hilbert space making each q i (X) a positive semidefinite operator. The quadratic module M Q is the set of all elements of the form i f *
. We say that M Q is Archimedean if there exists a real constant C such that
In this case, the positivity domain S Q is bounded: for all X ∈ S Q , C 2 − (X 1 x 1 + · · · + x * 2n x 2n ) to Q for a sufficiently large C to make M Q Archimedean without changing S Q . In the following we will always assume that the constraints in Q are such that M Q is Archimedean.
Main results

Moment and localizing matrices
Let y = (y w ) |w|≤d ∈ K |W d | be a sequence of real or complex numbers indexed in W d , i.e., to each word w ∈ W d corresponds a number y w ∈ K. We define the linear mapping L y :
By analogy with [1] , given a sequence y = (y w ) |w|≤2k indexed in W 2k , we define the moment matrix M k (y) of order k as a matrix with rows and columns indexed in W k and whose entry (v, w) is given by
If q = |u|≤d q u u is a polynomial of degree d and y = (y w ) |w|≤2k+d a sequence indexed in W 2k+d , we define the localizing matrix M k (qy) as the matrix with rows and columns indexed in W k , and whose entry (v, w) is
We say that a sequence y = (y w ) |w|≤2k admits a moment representation, if there exists a triple (H, X, φ) with a normalized φ such that
for all |w| ≤ 2k.
Lemma 1. Let y = (y w ) |w|≤2k be a sequence admitting a moment representation. Then
Proof. Eq. (8) immediately implies y 1 = 1 since φ, φ = 1. The positivity of the moment matrix M k (y) follows from the fact that for any vector z ∈ K
where the last inequality follows from the fact that q(X) 0.
Convergent SDP relaxations
For 2k ≥ max {deg(p), max i deg(q i )}, consider the SDP problem
where d i = ⌈deg(q i )/2⌉ and the optimization is over y = (y w ) |w|≤2k ∈ K |W 2k | . The optimum p k provides a lower-bound on the global optimum p ⋆ of the original problem P, since any feasible solution (H, X, φ) of P yields a feasible solution y of R k through Eq. (8) and Lemma 1. We refer to R k as the SDP relaxation of order k of P. Since the positivity of the moment and localizing matrices of a given order k ′ implies the positivity of the moment and localizing matrices of lower orders k, the sequences of SDP relaxations form a hierarchy in the sense
Remember that if M Q is Archimedean, there exists polynomials f i and g ij and a constant
In the following, we
Although the asymptotic behavior of the hierarchy of SDP relaxations only depends on the quadratic module being Archimedean, it may be advantageous in practice to add the constraint C 2 − (x * 1 x 1 + · · · + x * 2n x 2n ) to Q. This will guarantee in particular that the first step of the hierarchy has a bounded solution (see Lemma 3) .
The proof of Theorem 1 is based on the following four lemmas.
) and let y be a sequence satisfying
Proof. The diagonal elements of M k−1 (cy) are of the form C 2 y w * w − 2n i=1 y w * x * i x i w with |w| ≤ k − 1. Since the localizing matrix M k−1 (cy) is positive semidefinite, these diagonal entries must be positive, that is,
In addition, it also holds that y w * x * i x i w ≥ 0 since these numbers are diagonal entries of the moment matrix M k (y). It thus follows that y w * x * i x i w ≤ C 2 y w * w for all |w| ≤ k − 1 and all i = 1, . . . , 2n. Given that y 1 = 1, we deduce by induction that y w * w ≤ C 2|w| for all |w| ≤ k.
The moment matrix M k (y) admits the following matrix
as a submatrix, where |w|, |v| ≤ k. Since M k (y) 0, the above submatrix must also be positive semidefinite, which is equivalent to the condition that y w * v y v * w ≤ y w * w y v * v .
Combining this relation with the previous bound on y w * w and the fact that y v * w = y * w * v which follows from the hermicity of M k (y), we deduce that |y w | ≤ C |w| for all |w| ≤ 2k.
0. This follows from the fact that M k+d (y) 0 im-
, and the left-hand side of this last inequality
Now, let y be the optimal solution of the relaxation R k−1+d M as in the statement of the lemma and let c = C Proof.
, max i deg(q i )}, and let y be the solution of the relaxation R l with objective value p l . From Lemma 3, the entries y w with |w| ≤ 2l ′ are bounded, i.e., |y w | ≤ C |w| . Thus the solution p l = |w|≤l ′ p w y w is bounded as well. We also have that p ⋆ is bounded since for M Q Archimedean, the positivity domain S Q is bounded. 
and
for all k large enough. with |w| ≤ 2k are bounded, i.e., |y
is the subsequence of (4) is well defined, i.e., it is not an infimum, as one would have expected in general.
To build (Ĥ,X,φ), we perform a Gelfand-Naimark-Segal like construction. Letŷ be the infinite sequence defined in Lemma 5. Consider the linear functional Lŷ :
Define the set
By the Cauchy-Schwarz inequality (which is valid for semi-inner products), the set I is a
Archimedean, there is some C such that c = C 2 − i x * i x i ∈ M Q and, as in the proof of Lemma 3, one can show that M k (cŷ) 0, from which it follows that
Since
For all p ∈ I, we thus have that Lŷ(p
LetĤ denote the Hilbert space corresponding to the completion of K[x, x * ]/I with respect to this scalar product. We will now construct operatorsX onĤ. For every x i , letX i be the operator of left multiplication by x i on K[x, x * ]/I, i.e.,
Since I is a left ideal, this map is well-defined for every x i . It is linear, and by (18) it is bounded. Thus it extends uniquely to a bounded operator on H, which we denote by the same symbolX i . Note that the map is also consistent with the involution on
Letφ be the vector of K[x, x * ]/I corresponding to the identity polynomial 1. The fact thatŷ 1 = 1 implies that the vectorφ is normalized: φ ,φ = 1. From (13) , it follows that
To show that (Ĥ,X,φ) yields a feasible solution to P with objective valuep, it remains to
show that the operatorsX satisfy q i (X) 0 (i = 1, . . . , m), i.e., that r, q i (X)r ≥ 0 for all r ∈Ĥ. But since any r ∈Ĥ can be approximated to arbitrary precision by elements of the
This follows from
a w with |w| ≤ k, can be associated a vector w ∈ K r such that M k (y k )(w, v) = y k w * v = w, v . We define the Hilbert space H as H = span{w : |w| ≤ k}, with dimension dim H = r. Note that (22) implies that
We now define 2n linear operators X i through their actions on the w's with |w| ≤ k − 1 in the following way
Note that when d ≥ 1, the operators are well defined on the whole space H since by (23) the set of vectors w with
This definition is also consistent in the sense that if f ∈ H admits two different decompositions f = a w w = b w w as a linear combination of the vectors {w :
holds for all v, with |v| ≤ k − d ≤ k − 1. Since these vectors span the Hilbert space H, this implies that both vectors a w x i w and b w x i w are identical. The definition (24) is also consistent with the involution on K x , i.e., it satisfiesX * i =X i+n . Indeed, for all v, w of length |v|, |w| ≤ k − 1,
Let us now, define φ = 1. Let w be of length |w| ≤ 2k and write w = w 1 w 2 with
It remains to check that the operators X satisfy
To verify this it is only necessary, because of (23), to show that the matrix A with entries A(v, w) = v, q i (X)w with |v|, |w| ≤ k − d is a positive semidefinite matrix. This is the case, since A is equal to M k−d (q i y k ), and is thus a submatrix of
which is itself positive semidefinite because y k is a solution of the relaxation of order k.
Note that there exists a related optimality detection criterion in the commutative case, which is based on the flat extension theorem of Curto and Fialkow [16, 13] . The matrix
this condition holds, the flat extension theorem permits (in the commutative case) to extend the finite sequence y k to an infinite sequenceŷ satisfying rank
The proof of Theorem 2 yields an NC analogue of this important result (simply define the infinite sequenceŷ throughŷ w = φ, w(X)φ where φ and X are the vectors and operators defined in the proof of Theorem 2).
Relation to the Positivstellensatz for non-commutative polynomials
We now explain the link between the convergence of the SDP relaxations and the Positivstellensatz for non-commutative polynomials introduced by Helton and McCullough [12] .
We proceed by analogy with the link that exists in the commutative case between the convergence of Lasserre's relaxations [1] and Putinar's Positivstellensatz [11] .
Consider the problem
where b j and c ij are polynomials. The expression i b * i b i is known as a sum of squares (SOS) and the above problem is a polynomial SOS problem. As shown in Appendix B, this polynomial SOS problem can be formulated as an SDP problem, which turns out to be the dual of R k . This implies that the optimal solution of (27) provides a lower bound on the solution of R k , i.e.,
Alternatively, this last relation can be established as follows. Let λ, b j , c ij be a feasible solution of (27) and y be a feasible solution of (11) . We show that L y (p−λ) = w p w y w −λ ≥ 0, which implies (28). As
where we have used the definition (6) of the moment matrix M k (y) in the second equality and the property that M k (y) 0 to deduce the last inequality. Similarly,
where we have used the definition (7) of the localizing matrix M k (q i y) and the property
So far, we thus have that
We note now from the definition (4) that for any ǫ > 0, the polynomial p(X) − (p ⋆ − ǫ) is strictly positive on S Q . It then follows from the Positivstellensatz representation theorem of Helton and McCullough 2 [12] that
for some polynomials b j and c ij .
feasible solution of (27) with objective value p ⋆ − ǫ and therefore
We thus have just shown that the convergence of the relaxations R k can be proved, alternatively to the proof given in Subsection 3.2, using the Positivstellensatz for noncommutative polynomials. In fact, both proofs are somewhat equivalent and the proof presented in Subsection 3.2 can itself be viewed as an undirect proof of the Positivestellensatz for non-commutative polynomials. The advantage of the proof given in Subsection 3.2 is that it is more constructive in spirit and it inspired the proof of Theorem 2 where a procedure is given to build an optimizer (H ⋆ , X ⋆ , φ ⋆ ). The proof that we have just given, on the other hand, connects with the fascinating theory of positive polynomials. We see for instance that an a priori bound on the maximal degree k necessary in the SOS decomposition (31) would yield information on the speed of convergence of the relaxations R k .
Dealing with equality constraints
The problem P can contain a set of equality constraints e i (X) = 0 (i = 1, . . . , m e ), which can be enforced through the pairs of inequalities e i (X) 0 and −e i (X) 0. Rather than writing down directly the corresponding relaxations R k , it can be advantageous to exploit these equalities to reduce the complexity of the problem.
The set of equalities
generates the ideal
which is such that any p ∈ I satisfies p(X) = 0 for operators X such that e i (X) = 0 Then we only need to consider polynomial expressions of the form q = w∈B q w w since for
, there exists a unique q = w∈B q w w such that p − q ∈ I. It is readily seen that all the results presented so far still hold when we work at relaxation step k with the reduced monomial basis B k = B ∩ W k . The relaxation R k then corresponds to an optimization over the set variables (y w ) w∈B 2k and involves matrices M k (y) and 
Hermitian variables
Polynomials in hermitian variables are elements of the free * -algebra K[x] with generators x = (x 1 , . . . , x n ) and anti-involution * defined on letters as x * i = x i . Our previous results carry over to this situation if words are now viewed as built on the n letters x 1 , . . . , x n rather than the 2n letters x 1 , . . . , x n , x n+1 , . . . , x 2n and if the anti-involution * is re-interpreted accordingly. Since the algebra is now based on n generators, the set of words of length d has
elements, compared to ((2n) k+1 − 1)/(2n − 1) for the general case in 2n variables. The size of the optimization variables y and the dimension of the moment and localizing matrices in the SDP problem R k are reduced accordingly.
Commuting variables and link with Lasserre's results
The method that we have presented to solve optimization problems in non-commuting variables also contains, as a particular case, the commutative version (1) considered by Lasserre since constraints of the type X i X j − X j X i = 0 can explicitly be imposed on the operators X i . More precisely, the problem
where the variables X i are assumed to be hermitian and all polynomials are expressed in terms of real coefficients, is identical to (1) . To show that (34) and (1) are equivalent note that the operators X in any feasible solution (H, X, φ) of (34) generate an abelian algebra.
Hence the Hilbert space H (or at least the part of H on which the operators X and the
Hilbert spaces H x , and the operators X i are decomposable as
where each x i is a scalar operator that acts only on H x [18] . A priori, any point x ∈ R n defines a possible n-uple of operators (x 1 , . . . , x n ) and can be associated with a factor H x , but to satisfy (34) the measure dµ(x) should be such that S dµ(x) = 1 and R n \S dµ(x) = 0, where
m}. Thus (34) is equivalent to
where the minimum is taken over all measures µ on R n . As shown by Lasserre [1] , the problems (35) and (1) are equivalent. Indeed, as p(x) ≥ p ⋆ on S, pdµ ≥ p ⋆ and thus
On the other hand, if x ⋆ is a global minimizer of (1), then the measure µ ⋆ = δ x ⋆ is admissible for (35), and thus p c ≤ p ⋆ .
The relaxations R k are constructed on the canonical basis of non-commutative monomials, for instance for n = 2,
Simplifying these relaxations using the constraints x i x j − x j x i = 0 amounts to consider only the canonical basis of commutative monomials, e.g., W c 2 = {1, x 1 , x 2 , x 2 1 , x 1 x 2 , x 2 }, which lead to the exact same construction as the one introduced by Lasserre. In particular, the criterion for detecting global optimality presented in subsection 3.3 coincides with the detection criterion introduced in the commutative situation [19] . If we apply the procedure outlined in the proof of Theorem 2 to extract optimal solutions from the solution of a finite order relaxation R k , we end up with a set of operators X = (X 1 , . . . , X n ) which are matrices each of dimension r = rank M k (y k ).
As these matrices all commute, they can be simultaneously diagonalized, with each set of common eigenvalues (x 1 (j), . . . , x n (j)) (j = 1, . . . , r) corresponding to one optimal solution of (1). We thus see that if the rank of the moment matrix r = rank M k (y (k) ) is related to the Hilbert space dimension of the global optimal solution in the non-commutative case, it is related to the number of global solutions extracted by the algorithm in the commutative case.
It is interesting to note that most of our results, such as the convergence of the hierarchy or the criterion to detect optimality, are easier to establish in the general non-commutative framework than they are in the specialized commutative case. Note also that it may be easier, from a computational point of view, to solve the non-commutative version of a problem than it is to solve the commutative one. In particular, the speed of convergence of the SDP relaxations may be faster in the non-commutative case than in the commutative one. This is dramatically illustrated on the following example.
Let p be a polynomial of degree 2 and consider the quadratic problem
where the variables X i are assumed to be hermitian. Its first order relaxation is
Any feasible point y of the above SDP problem with objective value p(y) = w p w y w defines a feasible point of (36) with objective value φ, p(X)φ = p(y), and therefore p 1 = p ⋆ , i.e., the first order relaxation already yields the global optimum of the original problem. To see this, perform a Gram decomposition of the matrix M 1 (y):
where |v|, |w| ≤ 1, i.e., v, w ∈ {1, x 1 , . . . , x n }. Define the vector φ = 1, which is normalized since 1, 1 = y 1 = 1, and the operator X i (i = 1, . . . , n) as the projectors on x i . Obviously,
, where the last equality follows from the fact that x i , φ − x i = y i − y ii = 0. This implies that y vw = φ, v(X)w(X)φ for v, w ∈ {1, x 1 , . . . , x n } and therefore that p(y) = φ, p(X)φ since p is of degree 2. Using similar arguments, one can actually show that the minimization of a polynomial of arbitrary degree evaluated over projection operators can always be determined from the first relaxation of the problem.
The commutative version of (36) is the quadratically constrained quadratic program
Since 0-1 integer programming can be formulated in this form, it is NP-hard to solve a general instance of (38). Thus, contrary to the non-commutative case, it is highly unlikely that considering relaxations up to some bounded order might be sufficient to solve this problem.
Generalization
In this subsection, we introduce a slight generalization of the problem (4) to which our method readily extends. We state the results without entering in the details of the proofs.
In addition to the polynomials p and {q i : i = 1, . . . , m q } defined in (4), consider the sets of polynomials {r i : i = 1, . . . , m r } and {s i : i = 1, . . . , m s }, where the s i 's are hermitian.
The problem that we consider is
We thus not only require that the operators X satisfy q i (X) 0 but we also require that r i (X) acting on φ yield the null vector and that the average value of s i (X) be positive. As before we assume that Q = {q i : i = 1, . . . , m q } is such that the quadratic module M Q is Archimedean. M k (y) 0
where
, and the optimization is over y ∈ K |W 2k | . It is easily
The results obtained in Subsection 3.2 and 3.3 can easily be adapted to the above situation.
Theorem 4. Assume that the optimal solution y k of the relaxationR k of order k satisfies
where d = max i d i ≥ 1, and
the optimum of the relaxation of order k is the global optimum of the original problemP. Moreover, there exists a global optimizer (H
The proof of both these theorems follow along the same line as the proofs of (44) is satisfied. The duals of the relaxationsR k can be shown to be equivalent to the problems Finally, we mention that it is possible, taking inspiration from [20] , to generalize the problem (4) and the results associated to it to the case of matrix-valued polynomials, that is, polynomials w p w w, where each coefficient p w is now an a × b matrix with entries from K. A Positivstellensatz also exists in this case [12] .
Illustration of the method
For the sake of illustration, we now apply our approach on simple examples. To simplify the notation, through all this section we label monomials (i.e. words) by the indices of the ordered non-commutative variables of which they are composed. For instance, the word w = x 2 x 1 x 2 x 2 will be referred to as 2122. The empty word 1 corresponding to the identity element of the algebra will be labeled by the symbol ∅.
Our first example involves two hermitian variables X 1 = X * 1 and X 2 = X * 2 and has the form
Since all constraint and objective variables are at most of degree 2, the first order relaxations is associated with the monomial basis W 2 = {1, x 1 , x 2 , x 1 x 2 , x 2 x 1 , x 2 2 }, where, following the approach of Subsection 3.5, we used that x 2 1 = x 1 . The first relaxation step thus involves the relaxed variables {y ∅ , y 1 , y 2 , y 12 , y 21 , y 22 } and corresponds to the SDP problem
We solved this SDP problem using the Matlab toolboxes YALMIP [21] and SeDuMi [22] .
After rounding, we obtain the solution p 1 = −3/4, achieved for the moment matrix
with eigenvalues 0, 1 ± √ 37/8. The second order relaxation is 
−y 221 + y 21 + 
with solution p 2 = −3/4. The moment matrix associated to this solution is 
which as two non-zero eigenvalues 3/32 × 14 ± √ 61 .
Optimality criterion and extraction of optimizers. Since the matrix M 2 has two non-zero eigenvalues, it has rank 2. Let M 1 (y 2 ) be the upper-right 3 × 3 submatrix of
. This submatrix is, in fact, equal to (48) and has thus also rank 2. The matrices M 1 (y 2 ) and M 2 (y 2 ) have thus the same rank and the condition (22) of Theorem 2 is satisfied. It follows that p ⋆ = p 2 = −3/4. It also follows that we can extract a global optimizer for (47), which will be realized in a space of dimension 2. For this, write down the
Following the procedure specified in the proof of Theorem 2, we find the optimal solutions
Dual. Solving the dual of the order 1 relaxation (47) yields, in the notation of Appendix B, the solutions
The matrix V has only one non-zero eigenvalue and can be written as V = aa T where
In the formlation of (27) , this corresponds to an SOS decomposition for
It immediately follows that φ, X 1 X 2 + X 2 X 1 φ ≥ −3/4 for every (H, X, φ) satisfying X Comparison with the commutative case. To illustrate the differences and similarities between the non-commutative and commutative case, let
be the commutative version of (46). The first relaxation step associated to this problem involves the monomial basis W
2 } (we used x 1 x 2 = x 2 x 1 ) and the corresponding relaxation variables {y ∅ , y 1 , y 2 , y 12 , y 22 },. This should be compared to 
Note that (47) and (56) are in fact identical, because the hermicity of the moment matrix in (47) implies that y 12 = y 21 . In general, it always happen that the first order relaxations of the commutative and non-commutative version of a problem coincide. We thus find as before that 
Solving it, we obtain p 2 = 1 − √ 3 ≃ −0.7321. Again, it can be verified that the rank condition (22) of Theorem 2 is satisfied, so that this solution is optimal, and the following optimizer can be reconstructed:
As expected, the global minimum of (55) is higher than the one of (46) as the commutative case is more constrained than the non-commutative one.
Additional constraints. We now consider a problem of the form (39) by adding two constraints to (46): 
where J 1 = {(1, 2, ∅), (1, 12, 1), (2, 22, 2) }. This problem admits the solution
achieved for the moment matrix
with eigenvalues 0, 2/3, and 7/6. The solution p 1 = −2/3 thus yields a lower-bound on p ⋆ , which is already higher, as expected, than the optimal solution of (46 
which as two non-zero eigenvalues 17/12 and 5/3. As in the previous examples, it is easily verified that the rank condition (22) is satisfied, and we thus deduce that p
From the Gram decomposition M 2 = R T R, with
one obtains the global optimizer
Finally, the dual of the first order relaxation (60) yields the SOS decomposition:
which clearly implies p ⋆ ≥ −2/3.
Applications
The results presented so far have immediate applications in quantum theory and quantum information science. Since the dimension of the underlying Hilbert space is not specified in the optimization problem (4) or (39), they are well adapted to situations where we want to optimize a quantity over all its possible physical realizations, that is to say, over Hilbert spaces of arbitrary dimension. Computing the maximal quantum violation of a Bell inequality is an example of this sort.
Let S 1 , . . . , S N be a collection of finite disjoint sets. Each S k represents a measurement that can be performed on a given system and the elements i ∈ S k are the possible outcomes of the k-measurement. We suppose that the system is composed of two non-interacting subsystems, and that measurements S 1 , . . . , S n are performed on the first system and measurements S n+1 , . . . , S N on the second. We put A = S 1 ∪ . . . ∪ S n , B = S n+1 ∪ . . . ∪ S N , and denote by P (ij) the joint probability to obtain outcome i ∈ A and outcome j ∈ B when measurements associated to these outcomes are made on the first and second subsystems, respectively. In quantum theory, these probabilities are given by P (ij) = φ, E i E j φ , where φ describes the state of the system under observation and the self-adjoint operators E i describe the measurements performed on φ. The measurement operators {E i : i ∈ S k } associated to the measurement S k form an orthogonal resolution of the identity, and operators corresponding to different subsystems commute, i.e., [E i , E j ] = 0 when i ∈ A and j ∈ B.
For our purposes, a Bell inequality is simply a linear expression ij c ij P (ij) in the joint probabilities. We are interested in the maximal value that this quantity can take over all probabilities P (ij) that admit a quantum representation. This amounts to solve the problem
which is a particular instance of the non-commutative optimization problem (4) and involves polynomials of degree at most 2.
i ) = 0, and thus the quadratic module associated to the constraints in (67) is Archimedean. The sequence of SDP relaxations associated to (67) thus converges to the optimal solution. This particular sequence of SDP relaxations is the one already introduced in [4, 5] and the source of inspiration for the present work. It represents the unique tool that is currently available to compute the maximal violation of a generic Bell inequality. It has been applied up to the third order in [23] to derive upper-bounds on the maximal violation of 241 Bell inequalities.
The resulting upper-bounds are tight for all but 20 of these inequalities; for the remaining systems, such as spin systems or systems described by unbounded operators satisfying the canonical relations [x, p] = i (in which case it has to be slightly adapted). These applications will be presented in a forthcoming paper.
Finally, the method presented here might also prove useful for problems where the Hilbert space dimension is fixed in advance. Consider for instance a polynomial optimization problem of the form (4) where dim H = r, i.e, where the operators X are r × r matrices. We may in principle solve such a problem by introducing an explicit parametrization of the matrices X and by using Lasserre's method for polynomial scalar optimization [1] or its extension taking into account polynomial matrix inequalities [20] . This would necessitate, however, to introduce of the order of r 2 scalar variables for each operator X i . This renders this approach impractical even for small problems. In comparison, the method presented here treats each matrix as a single variable. Although it only represents a relaxation of the original problem since the Hilbert space dimension is not fixed (in particular we have no guarantee that the sequence of relaxations will converge to a solution with dim H = r), it may nevertheless provide a cheap way to compute lower-bound on the optimal solutions of these problems when it is too costly to introduce an explicit parametrization.
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Appendix A: Basics of semidefinite programming
Semidefinite programming [27] is a subfield of convex optimization concerned with the following optimization problem, known as the primal problem
The problem variable is the vector x with m components x i and the problem parameters are the n × n matrices G, F i and the scalars c i . A vector x is said to be primal feasible when 
Z 0 where the optimization variable is the n×n matrix Z. The dual problem is also a semidefinite program, i.e., it can be put in the same form as (70). A matrix Z is said to be dual feasible if it satisfies the conditions in (70).
The key property of the dual program is that it yields bounds on the optimal value of the primal program. To see this, take a primal feasible point x and a dual feasible point Z. Then c T x − tr(GZ) = m i=1 tr(ZF i )x i − tr(GZ) = tr(ZF (x)) ≥ 0. This proves that the optimal primal value p * and the optimal dual value d * satisfy d * ≤ p * . In fact, it usually happens that d * = p * . A sufficient condition for this to hold is that the dual (primal) problem admits a strict feasible point, that is, that there exists a matrix Z ≻ 0 (F (x) ≻ 0)) that is dual (primal) feasible [27] . We refer the reader to the review of Vandenberghe and Boyd [27] for further information on SDP.
There exist many available numerical packages to solve SDPs, for instance for Matlab, the toolboxes SeDuMi [22] and YALMIP [21] . These algorithms solve both the primal and the dual at the same time and thus yields bounds on the accuracy of the solution that is obtained.
In the case of polynomials defined on C[x, x * ], the dual of (11) has the same form as above, but now all polynomials are allowed to take complex coefficients.
A similar analysis can be carried to show that the problems (42) and (45) are dual to each other.
