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In this paper we prove for 1 < p < 1 + 2N+k , where k is an integer in 1,N, the
existence of an initial value ψ , odd with respect to the k ﬁrst coordinates, and with∫
RN
x1 · · · xkψ dx1 · · ·dxN = 0, such that the resulting solution of ut −u = |u|p−1u is global.
In the case k = 1 and 1 < p < 1+ 1N+1 , it is known that the solution u with the initial value
u(0) = λψ blows up in ﬁnite time if λ > 0 either suﬃciently small or suﬃciently large. The
result in this paper extends a similar result of Cazenave, Dickstein, and Weissler in the case
k = 0, i.e. with ∫
RN
ψ = 0 and 1 < p < 1+ 2N .
© 2011 Elsevier Inc. All rights reserved.
1. Introduction and results
We study here solutions of the following equation{
ut − u = |u|p−1u in [0, T ) ×RN ,
u(0, x) = u0(x) in RN ,
(1.1)
where p > 1. Let us recall that for every u0 ∈ C0(RN ), the Banach space of continuous functions on RN that goes to 0 at
inﬁnity, there exists a unique solution of (1.1) with the initial condition u(0) = u0, which is deﬁned on a maximal time
interval [0, Tu0 ). Tu0 denotes the maximal existence time of the solution u with its corresponding initial value u0, i.e.
u ∈ C([0, Tu0 ),C0(RN )). One has,
• if Tu0 < ∞, then the solution blows up in ﬁnite time, i.e. ‖u(t)‖L∞ → ∞ as t → Tu0 ,• if Tu0 = ∞, then the solution is called global in time.
The main result of this paper is the following:
Theorem 1. Let k be an integer in 1,N. If 1 < p < 1 + 2N+k , then there exists ψ ∈ C0(RN ) ∩ L2(RN , e
|x|2
4 dx), anti-symmetric in
x1 · · · xk, such that∫
RN
x1 · · · xkψ dx1 · · ·dxN = 0, (1.2)
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2
4 dx), and (1+ t) 1p−1 ‖u(t)‖L∞ → 0
as t → ∞.
This result is motivated by two recent papers, the ﬁrst by Cazenave, Dickstein, and Weissler [3] where they prove the
same result for k = 0, and the other by the author [6]. However, the result [3] was motivated by an earlier result of
Dickstein [4]. Indeed, Dickstein [4] proves that if
1 < p < 1+ 2
N
= pF
and ψ ∈ L1(RN ) ∩ C0(RN ) is such that
∫
RN
ψ = 0, then there exists λ > 0 such that the solution of (1.1) with the initial
value λψ blows up in ﬁnite time for all 0 < λ < λ. The hypothesis that ψ has nonzero mean is crucial to his proof.
The result in [3] is that if 1 < p < pF , then there exists ψ ∈ C0(RN ) ∩ L1(RN ) ∩ H2(RN ) such that
∫
RN
ψ = 0, and for
which Tψ = ∞. Note that by Fujita’s classical result [5], ψ has to be a sign-changing function. Thus, combining the results
of [3] and [4], we see that there exists an initial value ψ for which the resulting solution of (1.1) is global, but with initial
value λψ , with λ > 0 small, the solution blows up in ﬁnite time. This situation is quite counter intuitive. Of course, by
Levine’s energy criteria [8], a solution with initial value λψ (λ > 0 large) also blows up in ﬁnite time.
The purpose of [6] and the current article is to extend these result to situations which allow
∫
RN
ψ = 0. In [6] the result
of Dickstein was extended to allow that
∫
RN
ψ = 0 but for 1 < p < 1 + 1N+1 , and with the condition that a primitive of ψ
with respect to some variable does not have mean value zero. More precisely, the following result was proved.
Theorem 2. Let 1 < p < pN = 1 + 1N+1 , and let ψ ∈ L1(RN ) ∩ C0(RN ) satisfy
∫
RN
ψ = 0 and let ζ ∈ C0(RN ) ∩ W 1,1(RN ) satisfy∫
RN
ζ = 0 and ψ = ∂x j ζ . It follows that Tλψ < ∞ for λ > 0 suﬃciently small.
It turns out that the following result is a consequence of Theorem 1 (with k = 1).
Corollary 1. In Theorem 2, ψ can be chosen such that Tψ = ∞ and Tλψ < ∞ for λ > 0 suﬃciently large.
Thus we obtain for 1 < p < 1+ 1N+1 , an example of ψ with
∫
RN
ψ = 0, with Tψ = +∞, but Tλψ < +∞ for λ > 0 either
suﬃciently small or suﬃciently large.
To prove Theorem 1 we show that the desired function ψ is on the stable manifold of the zero solution. However,
since the differential operator − on L2(RN ) has a continuous spectrum we can’t apply stable manifold theory to (1.1). We
therefore use forward self-similar variables to transform (1.1) into (1.5) where the differential operator L (which is deﬁned
below) has a discrete spectrum. Let u be a solution of (1.1). Set
v(s, y) = (1+ t) 1p−1 u(t, x), where s = log(1+ t), y = x√
1+ t , (1.3)
i.e.
v(s, y) = e sp−1 u(es − 1, ye s2 ). (1.4)
Then problem (1.1) can be written in the form⎧⎨
⎩
vs = −Lv + 1
p − 1 v + |v|
p−1v in [0, T ] ×RN ,
v(0, x) = v0(x) in RN ,
(1.5)
where Lv = −v − 12 y · ∇v is a linear operator deﬁned by (2.1) with discrete spectrum (see Proposition 1 below).
To prove the existence of a stable manifold for the zero solution we will need to study the spectrum of L and the
well-posedness of (1.5) on a space made up of functions which are odd with respect to x1 · · · xk .
The rest of the paper is organized as follows. In the next section we show well-posedness of (1.5) in Lq(RN , e
|x|2
4 dx) for all
q > 1. Also we study the spectrum of L on the subspace of L2(RN , e
|x|2
4 dx) of functions which are odd with respect to
x1 · · · xk . In the third section, we give the proof of Theorem 1, and we ﬁnish with the proof of Corollary 1.
2. Preliminary results
In this section we begin by establishing well-posedness of (1.5), and a regularity property of the resulting semiﬂow.
We start by introducing some function spaces. Let θ(x) = e |x|
2
4 for all x ∈RN . For 1 q < ∞ we set
Lqθ
(
R
N)=
{
f ∈ Lq(RN);
∫
N
∣∣ f (y)∣∣qθ(y)dy < ∞
}
,R
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∫
RN
| · |qθ(y)dy) 1q ,
H1θ
(
R
N)= { f ∈ L2θ (RN); ∇ f ∈ L2θ (RN)} and
H2θ
(
R
N)= { f ∈ H1θ (RN); ∇ f ∈ H1θ (RN)},
L∞θ
(
R
N)= L∞(RN).
As mentioned in the introduction, we use the operator L obtained by self-similar variables:
Lv := −v − 1
2
y · ∇v = −1
θ
∇ · (θ∇v), (2.1)
which is well deﬁned for all v ∈ D(L) = H2θ (RN ). In the next proposition we recall some well-known properties of the
operator L (see [2,7]).
Proposition 1.
• The embedding H1θ (RN ) ↪→ L2θ (RN ) is compact.
• L with D(L) = H2θ (RN ) is a positive self-adjoint operator on L2θ (RN ), with compact inverse.
• −L is the generator of an analytic semigroup of compact operators (e−sL)s0 on L2θ (RN ).
• The eigenvalues of L on L2θ (RN ) are λ j = N+ j−12 , j  1 and the eigenvectors corresponding to the eigenvalue λ j are spanned by
the functions Dβ jϕ1 , where Dβ j = ∂β11 · · · ∂βNN , |β j | = β1 + · · · + βN = j − 1, and ϕ1(x) = 1θ(x) . Moreover L2θ (RN ) =
⊕
n1 Kn,
where Kn = Vect{Dβnϕ1; |βn| = n − 1}.
In addition, we need the following lemma.
Lemma 1. Let 1 r  q∞. There exists C > 0 such that for all u ∈ Lrθ (RN ),
∥∥e−sLu∥∥Lqθ  C
(
es − 1)− N2 ( 1r − 1q )‖u‖Lrθ . (2.2)
Proof of Lemma 1. By interpolation it suﬃces to prove the two cases r = 1,q = ∞, and 1 r = q ∞. Moreover the case
1 < r = q < ∞ was treated in [7], with C = 1 in this case. It follows that the result is true with r = q = 1 and r = q = ∞.
Thus it suﬃces to treat the case r = 1, q = ∞. To begin, we recall the deﬁnition of the heat semigroup. For all φ ∈ S ′(RN )
we denote etφ = Gt ∗ φ where
Gt(x) = (4πt)− N2 e −|x|
2
4t .
The solution of
ut − u = 0, u(0) = u0 (2.3)
is u(t, x) = etu0 = Gt ∗ u0(x). By setting v(s, y) = u(t, x), where s = log(1+ t) and y = x√1+t we transform (2.3) to
vs + Lv = 0, v(0) = u0. (2.4)
It follows that v(s, y) = e−sLu0 = u(es −1, e s2 y) = (Ges−1 ∗u0)(e s2 y), and ‖e−sLu0‖Lqθ = ‖(Ges−1 ∗u0)(e
s
2 ·)‖Lqθ . For all y ∈R
N ,
one has
|Ges−1 ∗ u0|
(
e
s
2 y
)
θ(y)
∫
RN
Ges−1
(
e
s
2 y − z)∣∣u0(z)∣∣ϕ1(z)θ(y)θ(z)dz (2.5)
where ϕ1θ = 1. Then, since
Ges−1
(
e
s
2 y − z)ϕ1(z)θ(y) = (4π(es − 1))− N2 e− |y−e
s
2 z|2
4(es−1) 
(
4π
(
es − 1))− N2 ,
we obtain that
∥∥e−sLu0∥∥L1θ  ‖u0‖L1θ , (2.6)
and
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(
4π
(
es − 1))− N2 ‖u0‖L1θ , (2.7)
which concludes the proof of Lemma 1. 
The following well-posedness result is a consequence of Lemma 1 and standard results for semilinear parabolic equations
(for example Theorem 1 and Theorem 2.2 in Weissler [9]).
Proposition 2. Let 1 < p < 1+ 2N , q  p. It follows that the Cauchy problem of (1.5) is well posed in Lqθ (RN ). Moreover, given η > 0
there exists S > 0 such that U(s) : B → Lqθ (RN ) the semiﬂow on Lqθ (RN ) generated by (1.5) is a C1 map for all 0 s  S, where B is
the ball of radius η in Lqθ (R
N ).
We deﬁne now the following subspace of L2θ (R
N ):
Hk =
{
f ∈ L2θ
(
R
N); f is odd with respect to the k ﬁrst coordinates}, (2.8)
and we denote by Nk the following subset of NN :
Nk =
{
β ∈ NN ; the ﬁrst k coordinates are odd integers}.
Proposition 3.
Hk =
⊕
j1
Kkj,
where
Kkj = Span
{
Dβ jϕ1; β j ∈ Nk and |β j| = k + j − 1
}
.
Proof of Proposition 3. Let f be in Hk then f ∈ L2θ (RN ). It follows by Proposition 1 that
f =
+∞∑
j=1
∑
|β j |= j−1
( f , Dβ jϕ1)L2θ
‖Dβ jϕ1‖2L2θ (RN )
Dβ jϕ1.
Since ϕ1 is an even function with respect to all coordinates, then Dβ jϕ1 is even or odd with respect to the ith coordinate
for all i ∈ 1,N. Moreover, since f is an odd function with respect to the ﬁrst k coordinates we deduce that for all j  1
( f , Dβ jϕ1)L2θ (RN )
= 0 if β j /∈ Nk and for all f ∈ Hk ,
f =
+∞∑
j=1
∑
β j∈Nk
( f , Dβ jϕ1)L2θ
‖Dβ jϕ1‖2L2θ (RN )
Dβ jϕ1,
which concludes the proof. 
Remark 1. We can remark that the ﬁrst eigenvalue of operator L on Hk is μ1 = N+k2 and a corresponding eigenvector is
y1 · · · ykϕ1. In fact, the eigenvalues of L on Hk are μ j = N+k+ j−12 and the eigenvectors corresponding to the eigenvalue μ j
are in Kkj . Moreover, if we set L = L − 1p−1 Id then L is the generator of the semigroup e−sL = e
s
p−1 e−sL for all s > 0.
Since we consider 1< p < 1+ 2N+k , we can deﬁne the unique nonnegative integer J such that
N + J + k − 1
2
 1
p − 1 <
N + J + k
2
.
We set
Xs =
⊕
j J
Kkj ⊂ Hk, Xu =
⊕
j J−1
Kkj ⊂ Hk.
Then we deduce the following corollary from Remark 1 and Proposition 3:
Corollary 2.
• Hk = Xu ⊕ Xs.
• The eigenvalues of e−sL are e−s(μ j− 1p−1 ) .
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Proposition 4. Hk, D(L), and C0(RN ) are invariant under the semiﬂow U(s) of (1.5).
Proof. The invariance of D(L) under the semiﬂow U(s) follows from Theorem 2.2 in [9]. The invariance of C0(RN ) follows
from the equivalence between (1.1) and (1.5). Since if the same initial data of (1.1) and (1.5) is in L2θ (R
N ) ∩ C0(RN ), then
there exists an L2θ (R
N ) solution of (1.5) by Proposition 2 and by a bootstrap argument we obtain that this solution remains
in C0(RN ). Finally, since the iterative procedure used to construct the solution preserves the oddness at each step, if the
initial data ψ is odd the solution remains odd, and which gives the invariance of Hk under the semiﬂow U(s). 
To ﬁnish this section of preliminary results we prove the following lemma, which is analogous to Lemma 2.5 in [3].
Lemma 2. There exists ψ ∈ Xs ∩ (⋂n1 D(Ln)) such that∫
RN
y1 · · · yk|ψ |p−1ψ dy1 · · ·dyN = 0. (2.9)
Proof of Lemma 2. We argue by contradiction. Suppose that for all ψ ∈ Xs ∩ (⋂n1 D(Ln)),∫
RN
y1 · · · yk|ψ |p−1ψ dy1 · · ·dyN = 0.
Let β,γ ∈ Nk such that |β|, |γ | J + k, and η > 0. Set u = Dβϕ1 and ψ = u + ηDγ ϕ1. The function ψ ∈ Xs ∩ (⋂n1 D(Ln))
thanks to the choice of β,γ , and the fact that ψ is a combination of eigenvectors of L. It follows for all γ ∈ Nk such that
|γ | J + k that
∫
RN
y1 · · · yk
∣∣u + ηDγ ϕ1∣∣p−1(u + ηDγ ϕ1)dy1 · · ·dyN = 0.
By taking the derivative at 0 with respect to η, we obtain
∫
RN
y1 · · · yk|u|p−1Dγ ϕ1 dy1 · · ·dyN = 0,
for all γ ∈ Nk such that |γ | J + k. Using θϕ1 = 1, it follows that
(|u|p−1 y1 · · · ykϕ1, Dγ ϕ1)L2θ = 0, (2.10)
for all γ ∈ Nk such that |γ |  J + k. In other words, |u|p−1 y1 · · · ykϕ1 is orthogonal to Xs , and must therefore be in Xu .
This, however, is impossible since Xu is spanned by {Dαϕ1; α ∈ Nk and |α|  J − 1 + k} and Dαϕ1 is the product of a
polynomial by ϕ1. This concludes the proof. 
3. Proof of Theorem 1
The proof presented here is an adaptation of the proof of Theorem 1.1 in [3]. Let U(s) be the semiﬂow on L2θ (RN ) of
Eq. (1.5), which we consider as acting on Hk . By Proposition 2 and Proposition 4 we deduce that for η > 0 there exists
S > 0 such that U(s) : B → Hk is a C1 map for all 0 s S , where B is the ball of radius η in Hk .
Moreover we see that the Frechet derivative at 0 of the semiﬂow U(s) is e−sL , whose spectrum on Hk is σ(e−sL) =
σ1 ∪ σ2 with σ1 ⊂ (0, e−s[μ J−
1
p−1 ]) ⊂ (0,1) and σ2 ⊂ [e−s[μ J+1−
1
p−1 ],+∞) ⊂ [1,∞), and Hk = Xu ⊕ Xs . Moreover, Xu and
Xs are e−sL-invariant subspaces of Hk corresponding to spectral sets σ1 and σ2. It follows by (the continuous version of)
Theorem C.6 in [1] that there exists a local stable manifold W 0loc which is tangent at 0 to Xs . More precisely, there exists a
neighborhood V of 0 in Hk , a neighborhood Vs of 0 in Xs , and a C1 map g : Vs → Xu with g(0) = 0, and g(ϕ) = o(‖ϕ‖L2θ )
such that W 0loc ∩ V = {a + g(a); a ∈ Vs}. Moreover, Tψ = ∞, and ‖U(s)ψ‖L2θ → 0 as s → ∞ for all ψ ∈ W
0
loc ∩ V .
Since Xu is ﬁnite dimensional, and by Proposition 4, we obtain that
W 0 ∩ V ∩ D(L) ∩ C0
(
R
N)= {a + g(a); a ∈ Vs ∩ D(L) ∩ C0(RN)}.loc
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∫
RN
y1 · · · ykψ dy1 · · ·dyN = 0. We
argue by contradiction. Suppose that for all ψ ∈ W 0loc ∩ V ∩ D(L) ∩ C0(RN ) we have
∫
Ωk
y1 · · · ykψ dy1 · · ·dyN = 0. It follows
from (1.5) that the solution v with v(0) = ψ verify
d
ds
∫
RN
y1 · · · ykv(s)dy1 · · ·dyN =
∫
RN
y1 · · · yk
(−Lv(s) + F (v(s)))dy1 · · ·dyN
= (−Lv(s), y1 · · · ykϕ1)L2θ +
∫
RN
y1 · · · yk F
(
v(s)
)
dy1 · · ·dyN
= −
(
v(s),
N + k
2
y1 · · · ykϕ1
)
L2θ
+
∫
RN
y1 · · · yk F
(
v(s)
)
dy1 · · ·dyN ,
where F (v(s)) = 1p−1 v(s) + |v(s)|p−1v(s). Take s = 0, we obtain∫
RN
y1 · · · yk|ψ |p−1ψ dy1 · · ·dyN = 0,
for all ψ ∈ W 0loc ∩ V ∩ D(L) ∩ C0(RN ). Then for all a ∈ Vs ∩ D(L) ∩ C0(RN ), we have∫
RN
y1 · · · yk
∣∣g(a) + a∣∣p−1(a + g(a))dy1 · · ·dyN = 0.
By setting a = εa˜, using g(0) = 0 and g(ϕ) = o(‖ϕ‖L2θ ), and letting ε ↓ 0 we deduce that∫
RN
y1 · · · yk|a˜|p−1a˜ dy1 · · ·dyN = 0,
for all a˜ ∈ Vs ∩ D(L) ∩ C0(RN ), which contradicts Lemma 2 since Vs is a neighborhood of 0 in Xs and Xs is a vector space.
It follows that there exists ψ ∈ W 0loc ∩ V ∩ D(L)∩ C0(RN ) such that
∫
Ωk
y1 · · · ykψ dy1 · · ·dyN = 0 and the solution v of (1.5)
with the initial data ψ is global and we obtain that ‖v(s)‖L2θ → 0 as s → ∞. By standard parabolic regularity argument, it
follows that ‖v(s)‖H1θ → 0 and ‖v(s)‖L∞ → 0 as s → ∞. Therefore by (1.3) (1+ t)
1
p−1 ‖u(t)‖L∞ → 0 as t → ∞.
4. Proof of Corollary 1
By Theorem 1 for k = 1 we have that there exists ψ ∈ D(L) ∩ C0(RN ) ∩ H1 (where H1 is deﬁned in (2.8)) such that∫
RN
x1ψ = 0 and Tψ = +∞.
By setting
ζ(x) = −
+∞∫
x1
ψ(y1, x2, . . . , xN )dy1, (4.1)
we obtain that ζ is an even function with respect to x1, and ζ ∈ W 1,1(RN ) since ∇ψ ∈ L2θ (RN ). Therefore, we deduce that
∫
RN
ζ(x)dx = 2
∫
RN−1
+∞∫
0
ζ(x1, . . . , xN )dx1 · · ·dxN
= −2
∫
RN−1
+∞∫
0
+∞∫
x1
ψ(y1, . . . , xN )dy1 dx1 · · ·dxN
= −2
∫
RN−1
+∞∫
0
y1∫
0
ψ(y1, x2, . . . , xN )dx1 dy1 dx2 · · ·dxN
= −
∫
N
x1ψ(x1, . . . , xN )dx1 · · ·dxN .
R
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∫
RN
ζ = 0, and we deduce by Theorem 2 that there exists λ > 0 such that Tλψ < +∞ for all 0 < λ < λ.
Furthermore, since ψ is in C0(RN )∩ D(L) then by Levine’s classical energy criteria [8], we deduce that there exists λ¯ > 0
such that Tλψ < +∞ for all 0< λ < λ¯, which concludes the proof.
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