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Abstract
A sign pattern matrix is a matrix whose entries are from the set {+,−, 0}.
If A is an m×n sign pattern matrix, the qualitative class of A, denoted Q(A),
is the set of all real m×n matrices B = [bi,j] with bi,j positive (respectively,
negative, zero) if ai,j is + (respectively, −, 0). The minimum rank of a sign
pattern matrix A, denoted mr(A), is the minimum of the ranks of the real
matrices in Q(A). Determination of the minimum rank of a sign pattern
matrix is a longstanding open problem.
For the case that the sign pattern matrix has a 1-separation, we present
a formula to compute the minimum rank of a sign pattern matrix using the
minimum ranks of certain generalized sign pattern matrices associated with
the 1-separation.
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1
Introduction
A sign pattern matrix (or sign pattern) is a matrix whose entries are from the set
{+,−, 0}. If B = [bi,j ] is a real matrix, then sgn(B) is the sign pattern matrix A =
[ai,j] with ai,j = + (respectively, −, 0) if bi,j is positive (respectively, negative,
zero). If A is a sign pattern matrix, the sign pattern class of A, denoted Q(A), is
the set of all real matrices B = [bi,j ] with sgn(B) = A. The minimum rank of a
sign pattern matrix A, denoted mr(A), is the minimum of the ranks of matrices in
Q(A); see [5]. Recently, Li et al. [7] obtained a characterization of sign pattern
matrices A with mr(A) ≤ 2. In this paper, we present a formula to compute the
minimum rank of a sign pattern matrix with a 1-separation using the minimum
ranks of certain generalized sign pattern matrices associated with the 1-separation.
The notion of sign pattern matrix can be extended to generalized sign pattern
matrices by allowing certain entries to be #; see [5]. For a generalized sign pattern
matrix A, the generalized sign pattern class of A, denoted Q(A), is defined by
allowing entries of a matrix B = [bi,j ] ∈ Q(A) to be any real number if the
corresponding entries of A are #. The minimum rank mr(A) of a generalized sign
pattern matrix A is defined in the same way as for a sign pattern matrix: mr(A) is
the minimum of the ranks of matrices in Q(A). If A = [ai,j] and C = [ci,j ] are
generalized sign pattern matrices of the same size, we write A ≤ C if for each
entry of A, ai,j = ci,j or ci,j = #. It is clear that if A ≤ C, then Q(A) ⊆ Q(C).
For a generalized sign pattern C, let C be the set of all sign pattern matrices A
such that A ≤ C. Then, clearly, Q(C) = ∪A∈CQ(A). Hence the minimum rank
of a generalized sign pattern matrix C equals minA∈C mr(A).
We define subtraction of two elements from {+,−, 0} as follows:
1. (+)− (0) = +, (0)− (−) = +, (+)− (−) = +,
2. (−)− (+) = −, (0)− (+) = −, (−)− (0) = −,
3. (0)− (0) = 0,
4. (+)− (+) = #, (−)− (−) = #.
The idea behind the definition of, for example, (−)− (+) = − is that subtracting
a positive number from a negative number gives a negative number.
Let
M =

A1,1 A1,2 0A2,1 a2,2 A2,3
0 A3,2 A3,3


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be a sign pattern matrix, where A1,2 has only one column and A2,1 only one row.
We also say that the sign pattern matrix M has a 1-separation. For p ∈ {+,−, 0},
let
Rp =
[
A1,1 A1,2
A2,1 p
]
and Sp =
[
a2,2 − p A2,3
A3,2 A3,3
]
.
(Indeed Sp might be a generalized sign pattern matrix.) In this paper, we prove
that the following formula holds:
mr(M) = min{mr(A1,1) + mr(A3,3) + 2,
mr([A1,1 A1,2]) + mr([A3,2 A3,3]) + 1,
mr(
[
A1,1
A2,1
]
) + mr(
[
A2,3
A3,3
]
) + 1,
mr(R+) + mr(S+),
mr(R0) + mr(S0),
mr(R−) + mr(S−)}
(1)
In the next section, we show that each of the terms in the minimum is at least
mr(M). In Section 2, we show that at least one of the terms in the minimum
attains mr(M).
Formula (1) is analogous to the formula for the minimum rank of 1-sums of
graphs. This formula was given by Hsieh [6], and, independently, by Barioli,
Fallat, and Hogben [2]. In case the graph is permitted to have loops, a formula
was given by Mikkelson [8].
The reader can see Fallat and Hogben [3] for a survey on the minimum ranks
of graphs.
1 Inequalities
Let 0 ≤ k ≤ m,n, r, s and let
A =
[
A1,1 A1,2
A2,1 A2,2
]
and B =
[
B1,1 B1,2
B2,1 B2,2
]
be m × n and r × s matrices with real entries, respectively, where A2,2 and B1,1
are k × k. In [4], the k−subdirect sum of A and B, denoted by A ⊕k B, was
introduced; this is the matrix
A⊕k B =

A1,1 A1,2 0A2,1 A2,2 +B1,1 B1,2
0 B2,1 B2,2


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Lemma 1. [1] Let
C =
[
C1,1 C1,2
C2,1 C2,2
]
and D =
[
D1,1 D1,2
D2,1 D2,2
]
,
where C2,2 and D1,1 are k × k matrices. Then rank(C ⊕k D) ≤ rank(C ⊕D).
In the next theorem, we show that each term in the minimum of Formula (1)
is at least mr(M).
Theorem 2. Let
M =

A1,1 A1,2 0A2,1 a2,2 A2,3
0 A3,2 A3,3


be a sign pattern matrix, where A1,1 is m1 × n1, A1,2 is m1 × 1, A2,1 is 1 × n1,
a2,2 is 1× 1, A2,3 is 1× n2, A3,2 is m2 × 1 and A3,3 is m2 × n2. Then each of the
following inequalities hold:
(i) mr(A1,1) + mr(A3,3) + 2 ≥ mr(M),
(ii) mr([A1,1 A1,2]) + mr([A3,2 A3,3]) + 1 ≥ mr(M),
(iii) mr(
[
A1,1
A2,1
]
) + mr(
[
A2,3
A3,3
]
) + 1 ≥ mr(M), and
(iv) for each p ∈ {+,−, 0},
mr(
[
A1,1 A1,2
A2,1 p
]
) + mr(
[
a2,2 − p A2,3
A3,2 A3,3
]
) ≥ mr(M).
Proof. To see that mr(A1,1) + mr(A3,3) + 2 ≥ mr(M), let C1,1 ∈ Q(A1,1) and
C3,3 ∈ Q(A3,3) such that rank(C1,1) = mr(A1,1) and rank(C3,3) = mr(A3,3).
Let C1,2 ∈ Q(A1,2), C2,1 ∈ Q(A2,1), C2,3 ∈ Q(A2,3), C3,2 ∈ Q(A3,2), and
sgn(c2,2) = a2,2. Then
mr(A1,1) + mr(A3,3) + 2 = rank(
[
C1,1 0
0 C3,3
]
) + 2
≥ rank(

C1,1 C1,2 0C2,1 c2,2 C2,3
0 C3,2 C3,3

)
≥ mr(M),
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To see that mr([A1,1 A1,2]) + mr([A3,2 A3,3]) + 1 ≥ mr(M), let [C1,1 C1,2] ∈
Q([A1,1 A1,2]) and [C3,2 C3,3] ∈ Q([A3,2 B3,3]) be such that rank([C1,1 C1,2]) =
mr([A1,1 A1,2]) and rank([C3,2 C3,3]) = mr([A3,2 A3,3]). Clearly,
rank([C1,1 C1,2]) + rank([C3,2 C3,3]) ≥ rank(
[
C1,1 C1,2 0
0 C3,2 C3,3
]
).
Since
rank(
[
C1,1 C1,2 0
0 C3,2 C3,3
]
) + 1 ≥ rank(

C1,1 C1,2 0C2,1 c2,2 C2,3
0 C3,2 C3,3

),
we obtain mr([A1,1 A1,2]) + mr([A3,2 A3,3]) + 1 ≥ mr(M).
The proof that mr(
[
A1,1
A2,1
]
) + mr(
[
B1,2
B2,2
]
) + 1 ≥ mr(M) is similar to the proof
of the previous case.
Let p ∈ {+,−, 0}. To shorten notation, let
Rp =
[
A1,1 A1,2
A2,1 p
]
and Sp =
[
a2,2 − p A2,3
A3,2 A3,3
]
.
To see that mr(Rp) + mr(Sp) ≥ mr(M), let
C =
[
C1,1 C1,2
C2,1 c
]
∈ Q(Rp) and D =
[
d C2,3
C3,2 C3,3
]
∈ Q(Sp)
be such that rank(C) = mr(Rp) and rank(D) = mr(Sp).
We now do a case-checking.
Suppose first that a2,2 − p = 0. Then p = 0 and a2,2 = 0. Hence c = 0 and
d = 0. Then C ⊕1 D ∈ Q(M), and, by Lemma 1, mr(M) ≤ rank(C ⊕1 D) ≤
rank(C) + rank(D) = mr(Rp) + mr(Sp).
Suppose next that a2,2 − p = +. Then one of the following holds:
1. p = − and a2,2 = 0,
2. p = 0 and a2,2 = +, and
3. p = − and a2,2 = +.
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Suppose p = − and a2,2 = 0. By scaling D by a positive scalar, we may assume
that d = −c. Then C ⊕1 D ∈ Q(M), and, by Lemma 1, mr(M) ≤ rank(C ⊕1
D) ≤ rank(C) + rank(D) = mr(Rp) + mr(Sp). Suppose p = 0 and a2,2 = +.
Then C⊕1D ∈ Q(M), and, by Lemma 1, mr(M) ≤ rank(C⊕1D) ≤ rank(C)+
rank(D) = mr(Rp) + mr(Sp). Suppose p = − and a2,2 = +. By scaling D by a
positive scalar, we may assume that c + d > 0. Then C ⊕1 D ∈ Q(M), and, by
Lemma 1, mr(M) ≤ rank(C ⊕1 D) ≤ rank(C) + rank(D) = mr(Rp) + mr(Sp).
The case where a2,2 − p = − is similar.
Suppose finally that a2,2 − p = #. Then one of the following holds:
1. p = + and a2,2 = +, and
2. p = − and a2,2 = −.
Suppose p = + and a2,2 = +. Then C ⊕1 D ∈ Q(M), and, by Lemma 1,
mr(M) ≤ rank(C ⊕1 D) ≤ rank(C) + rank(D) = mr(Rp) + mr(Sp). The case
where p = − and a2,2 = − is similar.
2 Minimum Rank of Sign Pattern with 1-Separation
In this section we finish the proof that Formula (1) is correct. First we prove some
lemmas.
Lemma 3. For any m × n real matrix B with m,n ≥ 1, and any nonzero real
numbers a and c,
rank(

0 a 0c b1,1 B1,2
0 B2,1 B2,2

) = rank(B2,2) + 2.
Proof. Let
P =


1
a
0 0
−
b1,1
2a
1 0
−B2,1
a
0 Im−2

 and Q =


1
c
−
b1,1
2c
−
B1,2
c
0 1 0
0 0 In−2

 .
Then
P

0 a 0c b1,1 B1,2
0 B2,1 B2,2

Q =

0 1 01 0 0
0 0 B2,2

 .
From this the lemma easily follows.
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Lemma 4. Let A =
[
A1,1 A1,2
A2,1 A2,2
]
be a real matrix, where A1,1 is m1× n1, A1,2 is
m1×n2, A2,1 is m2×n1, and A2,2 is m2×n2. If x ∈ ker(AT2,2) and y ∈ ker(A2,2),
then
rank

 0 x
TA2,1 0
A1,2y A1,1 A1,2
0 A2,1 A2,2

 = rankA.
Proof. Let
P =

 0 x
T
Im1 0
0 Im2

 and Q =
[
0 In1 0
y 0 In2
]
.
Then
PAQ =

 0 x
TA2,1 0
A1,2y A1,1 A1,2
0 A2,1 A2,2

 .
Hence, rank

 0 x
TA2,1 0
A1,2y A1,1 A1,2
0 A2,1 A2,2

 ≤ rankA. The other inequality is clear.
Lemma 5. Let A =

A1,1 A1,2 0A2,1 a2,2 A2,3
0 A3,2 A3,3

 be an m × n real matrix, where A1,1 is
m1 × n1 and A3,3 is m2 × n2, (and so m = m1 +m2 + 1 and n = n1 + n2 + 1).
Then at least one of the following holds:
(i) There exist vectors v ∈ Rm1 and z ∈ Rn1 such that
rank(
[
A1,1 A1,2
A2,1 v
TA1,1z
]
) + rank(
[
a2,2 − v
TA1,1z A2,3
A3,2 A3,3
]
) = rank(A).
(ii) rank(
[
A1,1
A2,1
]
) + rank(
[
A2,3
A3,3
]
) + 1 = rank(A).
(iii) rank([A1,1 A1,2]) + rank([A3,2 A3,3]) + 1 = rank(A).
(iv) rank(A1,1) + rank(A3,3) + 2 = rank(A).
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Proof. Suppose first that [A2,1 A2,3]x = 0 for all x ∈ ker(A1,1 ⊕ A3,3) and that
yT
[
A1,2
A3,2
]
= 0 for all y ∈ ker((A1,1 ⊕A3,3)T ). Then there exist a vector v ∈ Rm1
such that vTA1,1 = A2,1 and a vector z ∈ Rn1 such that A1,1z = A1,2. Let
P =


Im1 0 0
vT 0 0
−vT 1 0
0 0 Im2

 and Q =

In1 z −z 00 0 1 0
0 0 0 In2

 .
A calculation shows that
PAQ =
[
A1,1 A1,2
A2,1 v
TA1,1z
]
⊕
[
a2,2 − v
TA1,1z A2,3
A3,2 A3,3
]
.
Hence
rank(A) ≥ rank(
[
A1,1 A1,2
A2,1 v
TA1,1z
]
) + rank(
[
a2,2 − v
TA1,1z A2,3
A3,2 A3,3
]
)
By Lemma 1, the opposite inequality also holds.
Suppose next that [A2,1 A2,3]x = 0 for all x ∈ ker(A1,1 ⊕ A3,3) and that there
exists a y ∈ ker((A1,1 ⊕A3,3)T ) such that yT
[
A1,2
A3,2
]
= e 6= 0. By Lemma 4,
rank(


0 0 e 0
0 A1,1 A1,2 0
0 A2,1 a2,2 A2,3
0 0 A3,2 A3,3

) = rank(A).
Hence
1 + rank(

A1,1 0A2,1 A2,3
0 A3,3

) = rank(A).
Since
nullity (

A1,1 0A2,1 A2,3
0 A3,3

) = nullity (
[
A1,1 0
0 A3,3
]
),
we obtain
rank(

A1,1 0A2,1 A2,3
0 A3,3

) = rank(
[
A1,1 0
0 A3,3
]
).
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Hence rank(A) = rank(A1,1)+rank(A3,3)+1. From [A2,1 A2,3]x = 0 for all x ∈
ker(A1,1 ⊕A3,3), it follows that rank(
[
A1,1
A1,2
]
) = rank(A1,1) and rank(
[
A2,3
A3,3
]
) =
rank(A3,3). Thus rank(
[
A1,1
A2,1
]
) + rank(
[
A2,3
A3,3
]
) + 1 = rank(A).
The case that there exists an x ∈ ker(A1,1 ⊕ A3,3) such that [A2,1 A2,3]x is
nonzero and yT
[
A1,2
A3,2
]
= 0 for all y ∈ ker((A1,1⊕A3,3)T ) yields rank([A1,1 A1,2])+
rank([A3,2 A3,3]) + 1 = rank(A).
Hence, we are left with the case that there exist an x ∈ ker(A1,1 ⊕ A3,3) such
that f = [A2,1 A2,3]x is nonzero and there exists a y ∈ ker((A1,1 ⊕ A3,3)T ) such
that e = yT
[
A1,2
A3,2
]
is nonzero. Then, by Lemma 4,
rank(


0 0 e 0
0 A1,1 A1,2 0
f A2,1 a2,2 A2,3
0 0 A3,2 A3,3

) = rank(A).
By Lemma 3,
rank(
[
A1,1 0
0 A3,3
]
) + 2 = rank(A).
Thus rank(A1,1) + rank(A3,3) + 2 = rank(A).
Remark 1. The proof shows that if Case (ii) happens, then A2,1 belongs to the row
space of A1,1, and A2,3 belongs to the row space of A3,3. Similarly, if Case (iii)
happens, then A1,2 belongs to the column space of A1,1, and A2,3 belongs to the
column space of A3,3.
Theorem 6. Let
M =

A1,1 A1,2 0A2,1 a2,2 A2,3
0 A3,2 A3,3

 ,
where A1,2 is n1 × 1, A2,1 is m1 × 1, and, for p ∈ {+,−, 0}, let
Rp =
[
A1,1 A1,2
A2,1 p
]
and S =
[
a2,2 − p A2,3
A3,2 A3,3
]
.
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Then
mr(M) = min{mr(A1,1) + mr(A3,3) + 2,
mr([A1,1 A1,2]) + mr([A3,2 A3,3]) + 1,
mr(
[
A1,1
A2,1
]
) + mr(
[
A2,3
A3,3
]
) + 1,
mr(R+) + mr(S+),
mr(R0) + mr(S0),
mr(R−) + mr(S−)}
Proof. By the previous section,
mr(M) ≤ min{mr(A1,1) + mr(A3,3) + 2,
mr([A1,1 A1,2]) + mr([A3,2 A3,3]) + 1,
mr(
[
A1,1
A2,1
]
) + mr(
[
A2,3
A3,3
]
) + 1,
mr(R+) + mr(S+),
mr(R0) + mr(S0),
mr(R−) + mr(S−)}
(2)
We now show that at least one of the terms in the minimum on the right-hand side
of (2) equals mr(M).
Let
C =

C1,1 C1,2 0C2,1 c2,2 C2,3
0 C3,2 C3,3

 ∈ Q(M)
be such that rank(C) = mr(M). Then, by Lemma 5, at least one of the following
holds:
(i) There exist vectors v ∈ Rn1 and z ∈ Rm1 such that
rank(
[
C1,1 C1,2
C2,1 v
TC1,1z
]
) + rank(
[
c2,2 − v
TC1,1z C2,3
C3,2 C3,3
]
) = rank(C).
(ii) rank(
[
C1,1
C2,1
]
) + rank(
[
C2,3
C3,3
]
) + 1 = rank(C).
(iii) rank([C1,1 C1,2]) + rank([C3,2 C3,3]) + 1 = rank(C).
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(iv) rank(C1,1) + rank(C3,3) + 2 = rank(C).
Suppose first that (ii) holds. Then
mr(
[
A1,1
A2,1
]
) + mr(
[
A2,3
A3,3
]
) + 1 ≤ rank(
[
C1,1
C2,1
]
) + rank(
[
C2,3
C3,3
]
) + 1
= rank(C) = mr(M).
Case (iii) is similar to (ii).
Suppose next that (iv) holds. Then
mr(A1,1) + mr(A3,3) + 2 ≤ rank(C1,1) + rank(C3,3) + 2
= rank(C) = mr(M).
Suppose finally that (i) holds. If vTC1,1z > 0, then[
C1,1 C1,2
C2,1 v
TC1,1z
]
∈ Q(R+) and
[
c2,2 − v
TC1,1z C2,3
C3,2 C3,3
]
∈ Q(S+).
Hence
mr(M) = rank(C) = rank(
[
C1,1 C1,2
C2,1 v
TC1,1z
]
) + rank(
[
c2,2 − v
TC1,1z C2,3
C3,2 C3,3
]
)
≥ mr(R+) + mr(S+).
The cases where vTC1,1z = 0 and vTC1,1z < 0 are similar.
3 Examples
We exhibit several examples of sign pattern matrices illustrating that each term in
Formula (1) is needed.
To see that the term mr(A1,1) + mr(A3,3) + 2 is needed in Formula (1), let
M =

A1,1 A1,2 0A2,1 a2,2 A2,3
0 A3,2 A3,3

 =

0 + 0+ 0 +
0 + 0

 ,
and, for p ∈ {+,−, 0}, let
Rp =
[
0 +
+ p
]
and Sp =
[
−p +
+ 0
]
.
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Observe that mr(M) = 2. Note that mr(A1,1)+mr(A3,3)+2 = 0+0+2 = 2, while
mr([A1,1 A1,2])+mr([A3,2 A3,3])+1 = 1+1+1 = 3, mr(
[
A1,1
A2,1
]
)+mr(
[
A2,3
A3,3
]
)+
1 = 1+1+1 = 3, mr(R+)+mr(S+) = 2+2 = 4, mr(R0)+mr(S0) = 2+2 = 4,
and mr(R−) + mr(S−) = 2 + 2 = 4.
To see that the term mr(
[
A1,1 A1,2
]
) + mr(
[
A3,2 A3,3
]
) + 1 is needed in
Formula (1), let
M =

A1,1 A1,2 0A2,1 a2,2 A2,3
0 A3,2 A3,3

 =


+ + 0 0 0
+ + 0 0 0
0 + + + 0
0 0 + 0 +

 ,
and let
Rp =
[
A1,1 A1,2
A2,1 p
]
=

+ + 0+ + 0
0 + p


and
Sp =
[
a2,2 − p A2,3
A3,2 A3,3
]
=
[
(+)− p + 0
+ 0 +
]
.
Observe that mr(M) = 3. Note that mr(A1,1) + mr(A3,3) + 2 = 1 + 1 + 2 = 4,
mr([A1,1 A1,2])+mr([A3,2 A3,3])+1 = 1+1+1 = 3,mr(
[
A1,1
A2,1
]
)+mr(
[
A2,3
A3,3
]
)+
1 = 2+2+1 = 5, mr(R+)+mr(S+) = 2+2 = 4, mr(R0)+mr(S0) = 2+2 = 4,
mr(R−) + mr(S−) = 2 + 2 = 4.
Taking the transpose of M in the previous example shows that the term mr(
[
A1,1
A2,1
]
)+
mr(
[
A2,3
A3,3
]
) + 1 is needed in Formula (1).
To see that the term mr(R+) + mr(S+) is needed in Formula (1), let
M =

A1,1 A1,2 0A2,1 a2,2 A2,3
0 A3,2 A3,3

 =

+ + 0+ − −
0 + +

 ,
and let
Rp =
[
A1,1 A1,2
A2,1 p
]
=
[
+ +
+ p
]
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and
Sp =
[
a2,2 − p A2,3
A3,2 A3,3
]
=
[
(−)− p −
+ +
]
.
Observe that mr(M) = 2. Note that mr(A1,1) + mr(A3,3) + 2 = 1 + 1 + 2 =
4,mr([A1,1 A1,2])+mr([A3,2 A3,3])+1 = 1+1+1 = 3,mr(
[
A1,1
A2,1
]
)+mr(
[
A2,3
A3,3
]
)+
1 = 1 + 1 + 1 = 3,mr(R+) + mr(S+) = 1 + 1 = 2,mr(R0) + mr(S0) = 2+ 1 =
3,mr(R−) + mr(S−) = 2 + 1 = 3.
Taking −M in the previous example shows that the term mr(R−) +mr(S−) is
needed in Formula (1).
To see that the term mr(R0) + mr(S0) is needed in Formula (1), let
M =

A1,1 A1,2 0A2,1 a2,2 A2,3
0 A3,2 A3,3

 =

+ 0 0+ − +
0 + −

 ,
and let
Rp =
[
A1,1 A1,2
A2,1 p
]
=
[
+ +
+ p
]
and
Sp =
[
a2,2 − p A2,3
A3,2 A3,3
]
=
[
(−)− p −
+ +
]
.
Observe that mr(M) = 2. Note that mr(A1,1) + mr(A3,3) + 2 = 1 + 1 + 2 =
4,mr([A1,1 A1,2])+mr([A3,2 A3,3])+1 = 1+1+1 = 3,mr(
[
A1,1
A2,1
]
)+mr(
[
A2,3
A3,3
]
)+
1 = 1 + 1 + 1 = 3,mr(R+) + mr(S+) = 2 + 1 = 3,mr(R0) + mr(S0) = 1+ 1 =
2,mr(R−) + mr(S−) = 2 + 1 = 3.
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