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0. INTRODUCTION 
Let P = P(D, D,) be a semielliptic partial differential operator with constant 
coefficients such that P is d = (d, ,. .., d,+,)-hypoelliptic and has type ,u. Let 
Q1(D, Dt),..., QU(D, Dt) be y partial differential operators with constant coeffi- 
cients and let a be an open subset of R’J+’ = {(x, t) E Rn+l: t > 0} with a plane 
piece of boundary w contained in Roe = {(x, t) E Rn+l: t = O), n > 1. Consider 
the boundary value problem 
P(D, Dt) u =y f in 9, 
QdD> Dt) u Iw = g, 3 1 <I).<.&, 
(O-1) 
where u E Ck(Q u w), with k equal to the maximum of the orders of the opera- 
tors P, Q1 ,..., Q, . If all solutions of (0.1) belong to the Gevrey space P(S2 u W) 
wheneverfe P(&? u w) andg, E F(di*~..,d~~)(~), 1 < v < CL, we say that (0.1) is a 
regular semielliptic boundary value problem. Such problems fall into the class of 
regular hypoelliptic boundary value problems first studied by Hikmander [5]. 
Hijrmander’s results concerning the differentiability and analyticity of solutions 
were extended in several directions to the case of Gevrey regularity up to the 
boundary [l-3]. In [3], several necessary and sufficient conditions for problem 
(0.1) to be regular hypoelliptic were described (see Theorem 1.1, below). Using 
these results, Artino has studied semielliptic boundary value problems, assuming 
that all the operators involved were semihomogeneous [2]. A fundamental 
solution of the boundarv problem was constructed using the theorv of semi- 
homogeneous distributions. 
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In the present paper we assume only P(D, DJ to be a semielliptic operator 
(no semihomogeneity assumptions are made either on P or on (Qv)l~<vgU) and 
we prove a necessary and sufficient condition for boundary problem (0.1) to be a 
regular semielliptic one. The condition, an algebraic one, is given in terms of the 
semihomogeneous part [S] of the characteristic function associated to (0.1) 
(Theorem 2.1). It generalizes Hiirmander’s algebraic condition in the case of 
elliptic boundary value problems [S, Theorem]. 
The plan of this paper is as follows. In Section 1, regular hypoelliptic boundary 
value problems are defined and the main results are summarized. Semi- 
elliptic boundary value problems are described in Section 2, where the algebraic 
characterization is proved. In Section 3, we sketch the proof of Theorem 1.1, 
making some corrections and modifications needed in the original proof given 
in [3]. 
1. &HYPOELLIPTIC BOUNDARY VALUE PROBLEMS 
Throughout this paper we use the following notation. R’ denotes the 
Z-dimensional Euclidean space x = (x1 ,..., x2), a variable element in R”, and 
f = (tr ,..., [t) denotes the dual variable. We set 
and D = (Or ,..., Dl). For any tuple p = (p, ,..., pJ of nonnegative integers and 
any d = (dl ,.. ., d,) E R1 we write 
P =P, f ... i-p,, p! = p,! ... p,! and (p!)” = (Pl!)“’ ..’ (PJ)““. 
If Q is an open subset of Rz and d = (dl ,..., d,) is a given I-tuple of nonnegative 
real numbers, we denote by P(Q) the set of all functions u E C”(Q) such that 
for every compact subset KC Sz, there is a constant C = C(K, U) such that, for 
all p = (PI ,..., Pl), 
sup 1 D%(x)l < +‘+‘(p,!)“l 1.. (p&)““, 
XEK 
(1.1) 
The elements of P(Q) are called functions of Gevrey type d = (dl ,..., d,). 
Let 
P == P(D) = c a,D” 
0 
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be a partial differential operator with constant coefficients a, E C and denote by 
P(5) = c 4” P 
its characteristic polynomial. 
DEFINITION 1 .I. A partial differential operator P(D) in Rl is said to be 
d-hypoelliptic, with d = (4 ,..., d,), if, for every open subset Q C R’ and ever\- 
- distribution T E 9’(Q), the condition PT E P(Q) implies T E Z’d(Q). 
Denote by 
N = (5 E C’: P(c) = 01 
the variety of zeros of the characteristic polynomial and by d([, 1Y) the distance 
from 6 E Rz to N. The following conditions are equivalent to d-hypoellipticity [6]. 
(H,), There is a constant C > 0 such that 
(Hd)a There is a constant C > 0 such that 
i / ti llinj .< C(I + d(6, iv)), for all 5 E R’. 
i=l 
(Hd)3 There is a constant C > 0 such thut,,fDr ullp = (p, ,..., pI) andfor u2E 
4 E R1 
Moreover, if the order of P is > 1, every dj must necessarily be 2: 1. 
Every d-hypoelliptic diefferential operator P is hypoelliptic. Conversely, if P 
is a hypoelliptic operator there exist I-tuples (dlo,..., d,O) such that (Hd) holds. 
Moreover, the djo’s for which (Hd) holds belong to closed half-lines [dj , +a) 
with dj rational numbers 21. The I-tuple (dr ,..., dL), with dj = inf dj for which 
(Hd) holds, is called the index of hypoellipticity of P. 
In what follows let I = n + 1 and denote the elements of R’l+l by (xr ,..., X, , 
s,,r) = (x, t) with x = (x1 ,..., x,) and t = x,+i . The corresponding dual 
variables are denoted by (5, T) with t = (5, ,..., 4,). Assume that P(D) is a 
hypoelliptic operator of the form 
a-* 
P(D) 5 P(D, Dt) = D,” + 1 q(D) zyi, 
j-1 
(1.2) 
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where aj(u) is a constant coefficient polynomial in D. Its corresponding charac- 
teristic polynomial is then 
(1.3) 
We say that P(D) is properly hypoelliptic if the number of roots T = T(,$) 
of P(l, T) == 0 with positive imaginary parts is constant for all [ outside some 
compact set of Rn. The number of such roots, denoted by p, is called the type 
of P. It is well known that, when n > 1, all hypoelliptic operators are properly 
hypoelliptic [SJ. 
Assume that P = P(D, DJ is a Q = (dl ,..., d,+J hypoelliptic differential 
operator with constant coefficients and of type CL. Let &(D, D,),...,QJD, Dt) 
be p arbitrarily given partial differential operators with constant coefficients. Let 
-0 be an open subset of R”;;’ = {(x, t) E Rn+l: 1 > 0) with a plane piece of 
boundary w contained in R,” = ((x, t) E RnmC1; t = 01. 
DEFINITION 1.2. Under the above assumptions, we say that (P, Q1 ,..., Q2,) 
defines a regular d-hypoelliptic boundary value problem if, for every open set 
Q C RF+’ with a plane piece of boundary w C Ron, all solutions u E C”(G u W) 
(where k denotes the maximum order of P and (2” , 1 < u < p) of the boundar! 
problem 
P(D, Dt) u = f in Q,, 
Q&Q> Q) u lw = g, , 1 < v < p, 
(1.4) 
where f~ P(SZ u W) and g, E Pdl*...*d*)(~) belong to rd(Q u w). 
Den&e by JZ? the subset of Cc” consisting of all 4 = (5, ,..., 5,) such that the 
equation P(<, T) = 0 has exactly p roots (counting multiplicities) with positive 
imaginary part. The operator P(D, DJ being hypoelliptic and its leading term 
being independent of (& ,.,., D,), it follows that ~2 is an open subset of Cn 
containing a neighborhood of infinity in R” [SJ. Moreover, in [3] the following 
result was proved. 
There is u constant C > 0 such that d contains the set 
(1.5) 
For every < E A?‘, let TV,..., ~~(5) denote the p roots of P(i,‘, 7) = 0, with 
positive imaginary part, set 
(1.6) 
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and define 
C(L) = R(k; Q, ,..., Q!,) = det~y”‘(‘ij:p-&u , (1.7) 
h<) 73 
called the characteristic function of the boundary problem (P, Qr ,.,., QJ. Note 
that C(LJ is well defined even in the case of repeated roots. Moreover, C(t) is an 
analytic function in zz? [5]. 
In Section 2 we use the following result. 
THEOREM 1.1. The ,following are equivalent conditions. 
(a) (P, QI ,..., QJ defines a regular d-hypoelliptic boundary value problem. 
(b) Every solution C”(9 u W) of the boundary problem 
P(D, Dr) u = 0 in 52, 
QGA Wiu u = 0, 1 <I’ c/L, 
belongs to Pd(S2 u w). 
(c) There is a constant M > 0 such that the set 
(1.8) 
is contained in & and C(t) + 0, fey all 5 ED. 
(d) There are distributions K(x, t), (K,(a, t)),G,<, belonging to Pe(RT+‘\{O)) 
which satisfy the boundary value problems 
P(D, Dt) K(x, t) = LO 8, - P(x) 0 St in ET+‘, 
QJQ DJ K IRo. I= 0, l<v<tL, 
(1.10) 
P(D, Dr) K(x, t) = 0 
Q,(D> “J K, IRon = Sv.L*z - B(4), 
in Ry+*, 
1 dv<p, 
(1.11) 
where S,,l is the Kronecker symbol, 6 the Dirac measure and /3(x) E v(R”). 
Theorem 1.1 is a generalization of [7, Theorem I .I]. Its proof in [3] contains 
several gaps. A corrected proof is sketched in Section 3. 
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2. SEMIELLIPTIC BOUNDARY VALUE PROBLEMS 
Let 
P(D) == c a,DP (2.1) 
be a partial differential operator in R’, with constant coefficients a2, E @. For 
some I-tuple of positive integers m = (m, ,..., m,), mj > 1, we can write 
with 
P(D) -= 1 a,Dp, 
,,:nllgl 
(2.2) 
n 
i P: m I .= C (Pj/mj), (2.3) 
j=l 
and then define the principal symbol of P(D) by 
(2.4) 
In general, the I-tuple m such that P(D) can be represented by (2.2) is not 
unique. 
DEFINITION 2.1. We say that the partial differential operator P(D) is semi- 
elliptic if PO(t) # 0 for all [ E Ii’, 6 f 0. 
In this case, it can be shown that the Z-tuple m is unique [6, p. 4421. As 
examples, we mention that all elliptic, parabolic, and k-parabolic operators [6, 
p. 4451 are semielliptic. 
If P(D) is semielliptic, set 
iii = max mj and 
lQ@ 
dj = fiilmi . 
It can be shown that P(D) is a hypoelliptic operator with index of hypoellipticity 
d = (dl ,..,, d,) [6]. 
At times it is convenient to write the principal symbol of P(D) as 
P”(t) = C apt” 
<p&=iil 
(2.4’) 
with (p, d) =p,d, + ... +p,d, . 
DEFINITION 2.2. We say that a function f(x) in Rz is semihomogeneous of 
degree k with respect to the tuple (4 ,..., d,) if 
f(t%cl )..., t%) = P&x, ,...) ix,), vt > 0. 
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It is easily seen that PO([) is semihomogeneous of degree % with respect to 
(4 >‘.‘> 4). 
Set I = n + 1, with n 2 1. After renaming the variables, if necessary, let us 
assume that the operators P and PO can be written as 
P = D,” + i ~~(0’) OF-’ 
j=l 
and 
PO -= DLo + i aj(D’) D”-’ 
j=l 
with q(D’) and a?(D) polynomials in D’ = (D, ,.. ., D,) with constant coeffi- 
cients. Remark that, in general, CT < ord P. Moreover, from the semiellipticity 
of P(D) it follows that (T = mL 
From now on, we set x = (xi ,..., s,,J, xI L= t, D = (Dl ,..., D,), D, = D, , 
and rewrite our operators as 
P(D, Dt) = Dt” + i &j(D) DT-’ (2.5) 
i=l 
and 
P’(D, Dt) = D,” + i q(D) D,-j. 
i=l 
(2.6) 
Assume that P(D, Dt) is a semielliptic operator with index of hypoellipticity 
d = (4 ,..., d,,,) and type of hypoellipticity p, with p < 0. Then, there is a 
compact subset KC [w” such that, for all [ E lFP\K, P([, T) = 0 as a polynomial 
in the complex variable 7, has p roots with positive imaginary part and none 
that are real. 
A simple semihomogeneity argument shows that the type of hypoellipticity of 
PO(D, DJ is also II. The roots of P([, T) = 0 and PO([, T) = 0 are related in the 
following manner. If TO(~) denotes a root of the second equation, it is the limit 
as t -+ +co of t-d=+lT(tdl[l ,..., tdnfn), where ~(6) is some root of the first 
equation. Also, ~a([) is semihomogeneous of degree d,,, with respect to 
(4 ,..., dn>- 
Suppose that we are given p partial differential operators with constant 
coefficients &(D, Dt),..., f&(0, DJ and that each operator can be written as 
Qv(D, Dt) = !2yO(D, Dt) f ***p 
(2.7) 
Q;(D) DJ = c CZ~,~D~‘D~+~, 1 <v<cL, 
<p,d>=n, 
with n, nonnegative integers. 
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Next, let Q be an open set in R”-’ with a plane piece of boundary as described 
in Section 1. We can consider, in Gr u w, the two boundary value problems 
(P; Qr ,..., Q,) and (PO; &iO,..., Quo). We denote by C(c) and CO(<) the character- 
istic functions of the first and second boundary problems, respectively. 
The following theorem characterizes a regular semielliptic boundary value 
problem (P; 0 r ,..., Q2,) in Q u w in terms of the characteristic function CO(<) of 
(PO; QIO,..., Q2). 
THEOREM 2.1. (a) If CO([) + 0 f or all 6 E R”, E # 0, the boundary value 
problem (P; Q1 ,..., Q,), in Sz U W, is a regular semielliptic one. 
(b) Conversely, if (P; Q1 ,..., Q,) defines a regular semielliptic boundary 
value problem, in !2 u w, we have either CO(& = 0 identically or CO(L$ # 0 fvr all 
PER”, 5#0. 
Before proving the theorem we establish some properties of the characteristic 
function CO(l). First, taking into account its definition (cf. (1.7)), relations (2.7), 
and the fact that each root TO(<) of PO([, T) = 0 is semihomogeneous of degree 
4+, with respect to (dI ,..., d,), we conclude that Co(<) is, wherever defined, a 
semihomogeneous function of degree 
N=n,f~~.+nn,-dd,+,(l +2$-,.+-(p-1)) (2.8) 
with respect to (dI ,. .., d,). 
Next, suppose that Co(t) f 0, for all [E Rn, 5 # 0. Then for some small 
E > 0 and some constant C, > 0 we have 
I C”(5)l 3 C, if i E C”, 
(2.9) 
11% = 1 ’ and f IImi,(l’dj<<f IRe<i\“dj. 
j=l j-1 
Indeed, the assumption that CO(f) f 0, \df E R”, 4 # 0, implies the existence 
of a constant C, > 0 such that 
C”(f) 3 c, ? Vf E R”, lldj = 1. 
But the last inequality can be extended to a small complex neighborhood of the 
set (4 E Rn: x.j”=, 1 fj l1id, = l}, thus yielding (2.9). 
On the other hand, (2.9) is equivalent to 
(2.10) 
40916111-4 
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if 5 E C” and 
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‘fl 1 Im lj ll’dj < E i 1 Re 5j ll’d’. 
i=l 
Proof of Theorem 2.1(a). First we observe that 
lim t-NC(tdl{, ,..., P”{,) = C”(i). 
t-r+m 
(2.11) 
This follows easily from the definition of the characteristic functions and the 
semihomogeneity of P and Qy , 1 < Y < ct. From our assumption, (2.10) holds. 
We claim that 
2 1 <j llldj 3 C and $J j Im & )‘ldf < E i j Re [j llldj, (2.12) 
j=l 61 j=l 
with C a large constant, imply C(c) # 0. 
Indeed, writing C(c) = Co(<) + C(l) - CO({) we have 
I C(C)1 3 I CO(i)1 - I C(5) - CO(Ol 
b Cl (c I 5j IP)” - I C(t;> - co(c)1 f 
Let 
and q3 = [jp. 
From (2.1 l), given 6 > 0, there is a constant C > 0 such that 
I t-NC(S) - CO(dl 9 8 
provided that t > C. Hence, 
Substituting in (2.13) we get 
I C(l>i 3 (Cl - 6) tN, Vt > c, 
which implies (2.12) provided we choose 6 sufficiently small. 
Finally, let a = maxrcjgn(dj) and choose or < 1, so that 
1 1 l’d>l -- 
n t ) 61 ’ E 
(2.13) 
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Take M >, 1 so large that M > max( 1 icl , C) and that the set 
15 E C”: 1 1 Re & jl’d~ > M(l + j Im 5 I)/ (2.14) 
is contained in the set ..& (cf. (1.5)). If 5 E C” belongs to set (2.14) we derive that 
2 jj ;l:dj > C. 
On the other hand. we also have 
Raising both sides to the power d;l, taking into account that d, > 1, M 3 1, 
and the choice of cl , we get 
Thus any 4 belonging to (2.14) satisfies inequalities (2.12) which imply C(c) # 0; 
that is to say, the (P; Q1 ,..., (2,) is a regular (dl ,..., d,, 1) hypoelliptic boundary 
value problem. 
Proof of Theorem 2.1(b). Let 5 E Rn, < # 0 be such that CO(.$ = 0. Let 77 
be a real vector and let w be a complex number. Define 
and 
uj = 0 if ej = 0 (.i E Jl) 
w if Ej#O and dj z 1 (i E 12) 
= 1 Re w jdj if tj f 0 and 4 > 1 (i E 1x1 
lj = sd’(i7j + ujrlj), 1 <j<?Z. 
From our semihomogeneity assumption it follows that 
Case (a). The index j is such that sj # 0 and dj = 1. We have 
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For / w I small and s large, we impose 
s(l Ej I - i Re w I I -s I) 3 M(1 + s j Im w j I Q I). (2.15) 
Case (b). The index j is such that & f 0 and dj > 1. We have 
Re & = sdj(Sj + / Re w jdj qj) and Im & = 0. 
It follows, since dj > 1, that 
] Re cj I1ldj = s 1 5, + 1 Re w jdj Q Ilid, > s (I tj [lid, - 1 Re w 1 / 7j I1’,d). 
We now impose, for ; w / small and s large, 
~(1 (j I1’dj - / Re w 1 j yj j l’dj ‘3 M(1 + s 1 Im w 1 1 vi I). (2.16) 
Inequalities (2.15) and (2.16) imply 
[Re iI1 3 s (2 I 5j /l’dj - 
j 
I Re w I C / q I”‘,) > M (1 + 1 s I Im w I I Q I) 
i j 
2 M (1 + C I Im 5i I) 3 JJ(l + I Im I 1); (2.17) 
i 
that is, 5 E G? and C(J) is analytic and f0. 
On the other hand, (1) is implied by 
and (2) is implied by 
provided that j Q j < 1. 
Let us now take 
(2.18) 
(2.19) 
We claim that for such w, the limit CO([r + alyl ,..., 4, + unqn) is either ~0 or 
never zero. Indeed, suppose that for some 1 w. 1 < 6 we had C”(e, + arO~, ,..., 
&, + a,Orl,) = 0. Then, it would be possible to find s sufficiently large that 
(2.18) and (2.19) hold for w. and so that 
rM I C(5,0,..., 531 < E 
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with E > 0 arbitrary. By continuity, this would imply C”([r + ur~r ,..., 
[, $ u,~,) = 0 with (ur ,..., 0,) associated to w in a suitable neighborhood of w, . 
But by assumption, CO([, + a,~r ,..., E,, -1 a,~,) is zero when w = 0; thus 
this function must vanish in the circle 1 w 1 < 6. Now if we take 
Vj such that ti # 0 and dj = 1, 
z 171 ) <. > 
, Vj such that tj # 0 and di ;> 1, 
7!j j  arbitrary for all other j, (2.21) 
the circle (2.20) contains w = 1. It then follows that CO(t + 7) = 0 for all r) in 
the neighborhood of zero defined by (2.21). S ince Co is analytic it must vanish 
identically. Q.E.D. 
3. SKETCH OF THE PROOF OF THEOREM 1.1 
The fact that (a) implies (b) is obvious. To prove that (b) implies (c), consider 
the linear space 
H(L? u W) = {u E C”(Q u w): Pu = 0 in 52, Qyu jw = 0,l < v ;< p} 
(where k is the maximum order of P and Qy , 1 < v < p) and define on it two 
locally convex topologies. The first one is defined by the seminorms 
(3.1) 
where K runs over the compact subsets of LJ u w; while the second one is 
defined by the seminorms 
SK,,(U) = sup c (1/p!)‘“+“V’ / PU(X)l ) 
xEK p 
(3.2) 
where K runs through the compact subsets of Q U w and v = 1, 2,.... 
Clearly, C”(L’ u w) equipped with the first topology is a FrCchet space. 
Since H(G) u w) is closed in C’(-Q u o), it is also a FrCchet space. On the other 
hand, equipped with the second topology, H(SZ u w) is also a FrCchet space. 
The two topologies being comparable, it follows that they coincide. Therefore, 
for any compact set K C a u W, there is, for each v = 1, 2,..., a compact subset 
H, C LLr and a constant R, > 0 such that, for all u E H(O u w) we have 
sK,~(u) d B~Hv,k(u). (3.3) 
From now on the proof is the same as the proof of [3, Theorem 1, pp. 513, 5141. 
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(c) implies (d). The distributions K, Kr ,..., K,, satisfy the boundary 
value problems (1.10) and (1.11) and are constructed in the same way as those 
in [3]. For each II = 1, 2 ,..., let 
H tE f) _ W; Q1(E, ~(5),..., eitTfE),-., Q,(5, T(E))) 
Y 7 
C(6) 
(3.4) 
be the unique solution of the initial value problem 
when 1 5 1 is sufficiently large. Next, let 
W, t> = Gd5, t> - f K?v(5, ot) G&f, 0) ffv(s, t) (3.5) 
,,=l 
be a solution of the initial value problem 
WA) W, t) = 6,) 
Qv(5,R) G(5,O) = 0, 1 < v < P, 
for 1 6 / sufficiently large. Let c > 0 be a large constant such that G([, t) and 
(H,(&?, t)),sVsp are well defined when j [ / > c and let ~(5) E C,m(R~) be such 
thatx(~)=l,when/~I~cand=O,when~41>c+l.Asprovedin[5], 
are tempered distributions; hence their inverse Fourier transforms 
and 
K(x, f) = =%;‘((I - x(5)) G(t, t)) 
Kv(x, t) -= C’((1 - x(5>) ffv(t, W, l<V<F, 
are well defined. They satisfy the boundary value problems (1.10) and (1.11) 
and are C* functions in m\(O) [ 1. We want to show that they belong 
to P(P+l\{O}). The p roof is based on [3, Lemmas 1.3, and 41 and on the 
following corrected version of [3, Lemma 21. 
LEMMA 3.1. Suppose that conditkn (c) of Theorem 1.1 holds. There are 
constants A, B, and C such that 
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and 
1 , (3.7) 
forall1;ED,alltb0,andallj,withO~jdo-1. 
Moreover, the constants A and C are independent of j but B may depend on j. 
Recall that D is the set defined by (1.9), u is the degree of P(D) with respect 
to D, (see (1.2)), G(j)(<, t) = D,jG(c, t), and H:)(c, t) = D,iH,(<, t). The proof 
of Lemma 3.1 is, with slight modifications, the same as Lemma 2 of [3]. For the 
sake of completeness we reproduce it here. 
Proof 1. The differential operator P being d-hypoelliptic, there is a constant 
C, > 0 such that 
implies P(<, 7) # 0. Thus, if r is a complex root of P([, T) = 0 we must have, 
with some constant C, , 
hence 
i I Re l;j ll’dj < Cd1 + I Im 5 I + I Im 7 I); 
j=l 
Cl 1 Im T j > f I Re <j I1.‘dJ - Cdl + I Im i I). 
j=l 
Assuming, as we always can, that for all 5 E D, 
2 1 Re <j I1ldj 3 2Ci(l f I Im 5 I), 
j=l 
we get 
Cl 1 Im 7 / > 4 c I Re ci llidi, 
i=l 
(3.8) 
for all (5, T) such that P(t;, T) = 0 and i E D. 
On the other hand, since di 3 1, / {j j < / Re <j 1 + I Im 5j / implies 
I 5j I 1’dj < 1 Re Cj llldj + j Im cj jlidj < j Re & llldj 1; 1 + / Im & I , 
it follows that 
gl 1 cj llidj < gl j Re cj jlidj + n(1 -C / Im 5 I) G Ca ii I Re b I1’d’ (3.9) 
54 ARTINO AND BARROS-NET0 
for all 4 E D. Combining (3.8) and (3.9) we get 
jImr/ > c, $ I ii I? (3.10) 
I-1 
for all (5, T) such that P(<, T) = 0, with 6 ED. 
Proof 2. It is easy to see that the roots of P(<, r) = 0 satisfy the inequality 
I T(l;)l < A’(1 5 IB’ + l), (3.11) 
where A’ and B’ are suitable constants. 
Pmof 3. From (3.4) we get 
On the other hand, we have the estimates 
1 R(k,; Q1(l;, 7(l)),..., (i+L'))j eifT(c),..., Q,(L T(LJ)>I 
(3.12) 
< JJ (‘f’ SUP I Ql’“‘(i, ~(l;,,l) . (‘is; S;P 1 -$ ((W eit7(‘)) 1) , 
L=l k=O K 
Z#i’ 
where K is the convex hull of or,..., T,(C) [4, 61, and 
l/l WJ < 24” I 5 Ia, (3.13) 
for all 5 E D and suitable constants A” and a [3, Lemma I]. 
In view of (3.11), the terms Q’,“)({, T(J)) can be estimated by a power of j 5 I . 
Next we have 
From (3.10) and (3.11) and taking into account that if 5 ED, Cyz, / & I1ld~ is 
large we obtain 
l(dkjd~“) ((in)’ eitTce))l < (A’)’ C,(l 5 IB’ + 1)’ exp 1 . (3.14) 
Inequalities (3.12), (3.13), and (3.14) imply, then, inequality (3.7). With the 
same method one can prove (3.6). Q.E.D. 
Returning to the distributions K(x, t), (K”(x, t)),c,l;, , we prove that each 
KJx, t) belongs to P(RVL+l\{O}). Th e same proof applies with minor modifica- 
tions to K(x, t). 
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Let (p, ,..., p, , p,+r) be an (n + I)-tuple of nonnegative integers and set 
P = 0% ,.“> pn) and j = p,+r . If 4 = (qr ,..., qn) is an n-tuple of nonnegative 
integers the integral 
splits into the sum of the integrals 
To = (2T)-n j e-i:x.f> (1 - x(t)) 4”(5”H”‘(t t)) d5 Y , 
R” 
and 
rr;, = (2m)-‘L j e-i’“~*)D’(I - x({)) DeS((~‘H(‘)(~, t)) df, 
Rfl 
where Y + s = q and Y > 0. With the same techniques of [3, pp. 522-5251, and 
now using Lemma 3.1, we first show that for a suitable choice of q, there are 
constants C, and C, independent of p and q, such that 
and 
j To 1 < Cy+j+l(p,!)dl -‘* (P,!)““, 0 < j < (T - 1, 
Combining the&equalities we arrive at the following conclusion. To every 
compact set K _C R y” there is a constant C = C(K, K,,) such that for every 
(n + I)-tuple 
(Pl 9*.-j Pn 7 Pn+d = (P,.d, with o<j<a-1, 
there is an n-tuple q = (q, ,..., q,,) with 
where 01 and /3 are independent of p, such that 
sup 1 xqDDs”D,iKV(x, t)j < C”‘+i+l(p,!)dl ... (p,!)? 
(x.tEK 
(3.15) 
By assumption P(D, DJ K, = 0, which by (1.2) we can write 
o--l 
Dpk; = x P,(D) D,jK,, 
j=lJ 
(3.16) 
with P,(D) a differential operator with constant coefficients in the tangential 
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variable only and of order .<m -j, where m denotes the order of P(D). (Notice 
that (T < m.) From inequality (3.15) we derive 
(3.17) 
/ c’p’+j+1 jJ/p((p, _tj)!)dl . . . ((p, +j))“n (j!)“n-, Vp and Vj, 
where M is a suitable constant. 
Inequality (3.17) is proved by induction on j. It is clearly true for 0 < j < 
CJ - 1. Supposing it true for j < _T + (T with J > 0, let us show it for / + IT. 
Differentiating equation (3.16), we get 
0-l 
D”D;+“K,, = c P,(D) D’DpJKV. 
1=0 
Let aj,Du, with 1 p 1 < m -j, be a term of P,(D). By the induction assumption, 
we have the estimate 
sup 1 ai,xaD”‘“D~“KV(x, t)l 
(+*t)EK 
< I ah I C 
l~l+lUl+~+~+l~~~+J((pl + ~1 + j + /)!)“’ 
**a ((p, + f-h + j -$- _T)!)“* ((j + J)!)““+l 
G I % I C ‘s’+m+J+lMJco-l((pl + m + J)!)“’ ..f ((pn + m + J)!)“” ((1 + IJ)!)~,+~. 
By writing m = (m -- U) + 0, by using the inequality 
(a + b)! ,< Fba!b!, (3.18) 
and by taking M1J2 larger than CT,’ C”,r’, 1 a,, / and 
we get 
sup 1 x*D”D;+“K,(x, t)l 
(+.t)EK 
<lC ‘s’+J+o+lMJ+o((p, + J + o)!)~’ ... ((pn -+ J + CJ)!)~~ ((J + o)!)“*+~, 
which proves (3.17). 
Finally once more using inequality (3.18) we reach the the following con- 
clusion. To every compact set KC RT+’ and every (n + 1)-tuple (p,j) there is a 
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suitable constant C, independent of (p, j) and there is an n-tuple q, zuith [ q 1 < 
/ p j a + 17, where 01 and /3 are independent of p, such that 
( “‘ltPK 1 x9D”D,K(x, t)1 < C’“‘+jfl(p,!)di . . . (pnqd” (i!)“““. 
a, E 
(3.19) 
This last inequality implies that K, E Pd)(R~+‘\{O}), which completes the 
proof of Theorem 1.1. 
ACKNOWLEDGMENT 
This work was partially supported by the Faculty Research Award Program of the City 
University of New York, Grant No. 11116. 
REFERENCES 
1. R. A. ARTINO, Gevrey classes and hypoelliptic boundary value problems, Pacific J. 
Math. 61, No. 2 (1976). 
2. R. A. ARTINO, On semielliptic boundary value problems, J. Math. Anal. Appl. 42 
(1973), 610-626. 
3. J. BARROS-NETO, On regular hypoelliptic boundary value problems, J. Math. Anal. 
Appl. 41 (1973), 508-530. 
4. J. BARROS-NETO, The parametrix of a regular hypoelliptic boundary value problem, 
Ann. Scuola Norm Sup. Pisa 26, Fast. 1 (1972), 242-268. 
5. L. H~~RMANDER, The regularity of solutions of boundary value problems, Acta Math. 
99 (1958). 
6. F. TREVES, “Linear Partial Differential Equations with Constant Coefficients,” 
Gordon and Breach, New York, 1969. 
