We study a multi-echelon joint inventory-location model that simultaneously determines the location of warehouses and inventory policies at the warehouses and retailers. The model is formulated as a nonlinear mixed-integer program, and is solved using a Lagrangian relaxation-based approach. The efficiency of the algorithm and benefits of integration are evaluated through a computational study.
Introduction
Two important considerations that arise in supply chain design are facility location and inventory management. Facility location decisions impact the firm over a significantly longer time scale than inventory management decisions; hence the former are regarded as strategic level decisions, whereas the latter are regarded as tactical level decisions. Facility location decisions and inventory management decisions are interrelated in the sense that a change in the location or number of warehouses can affect lead times and thereby affect inventoryrelated costs, and likewise a change in warehouse or retailer inventory policy can affect assignment decisions and thereby affect location-related costs. However, supply chain design has traditionally considered facility location decisions and inventory management decisions independently, leading to excess costs because the supply chain is managed sub-optimally (Cavinato 1992; Chopra and Meindl 2006; Gunasekaran et al. 2001 Gunasekaran et al. , 2004 Silver et al. 1998; Simchi-Levi et al. 2007; Stevens 1993) .
In this paper we study a model that addresses these concerns by simultaneously determining the locations of warehouses and the inventory policies at the warehouses and retailers so as to minimize system-wide costs, and we develop a Lagrangian relaxation-based heuristic approach to solving it. Much of the previous work on joint inventory-location models considered the inventory policy at warehouses, but not at retailers. However, there have been a few exceptions: You and Grossman (2010) , Romeijn et al. (2007) , Teo and Shu (2004) , and Shu (2010) all consider the inventory policy of the retailers in their joint inventory-location models. There are, however, important differences between our work and these previous works: our inventory policy uses an Economic Order Quantity (EOQ) formulation, whereas You and Grossman formulate their inventory policy in terms of guaranteed service levels; we solve our model using a Lagrangian relaxation approach, whereas Romeijn et al. (2007) , Teo and Shu (2004) , and Shu (2010) solve their models by formulating them as set-covering problems.
This paper is organized as follows. In Sect. 2, we review the literature on joint inventorylocation models. In Sect. 3 we describe the Multi-echelon Joint Inventory-Location (MJIL) problem. In Sect. 4 we describe a Lagrangian relaxation-based heuristic approach to solving the MJIL problem. In Sect. 5, we evaluate the effectiveness and efficiency of our algorithm through a computational study. Finally, in Sect. 6 we summarize our results and discuss future research directions.
Literature review
The literature on supply chain network design has traditionally considered facility location decisions and inventory management decisions independently: Amiri (2006) , Daskin et al. (2005) , Hindi and Pienkosz (1999) , Pirkul and Jayaraman (1998) , and Tsiakis et al. (2001) focus on location decisions, while Axsäter (2004) , Jones and Riley (1987) , Muckstadt and Roundy (1987) , Svoronos and Zipkin (1991) , and Wee and Yang (2004) focus on inventory management decisions.
Only recently have models that integrate these decisions been investigated. Barahona and Jensen (1998) integrate an economic order quantity (EOQ) inventory model with a location model, formulated as a large-scale integer program, and solve its linear programming relaxation using Dantzig-Wolfe decomposition. Erlebacher and Meller (2000) study an analytical joint location-inventory model that considers the fixed costs of operating warehouses, inventory holding costs at the warehouses, and transportation costs, and develop heuristic procedures to solve it. Teo et al. (2001) use an analytical modeling approach to study the impact on facility investments and inventory costs of consolidating warehouses; their model suggests that consolidation reduces costs when demands are independent and identically distributed or are independent and Poisson distributed. Miranda and Garrido (2006) propose a joint inventory-location model featuring two capacity constraints: a limit on the lot size for orders received from the warehouse, and a stochastic bound on the inventory capacity of warehouses; they solve their model using Lagrangian relaxation in conjunction with subgradient optimization. Daskin et al. (2002) and Shen et al. (2003) study a location-inventory model with risk pooling (Eppen 1979) . Daskin et al. (2002) formulate the problem as a mixed-integer nonlinear program, and, for the special case in which the ratio of the variance of demand to the mean of demand is identical for all retailers, solve the problem using a Lagrangian relaxation approach. Shen et al. (2003) formulate the problem as a set-covering problem, and solve the resulting problem using a column generation approach for two special cases: (i) the case in which the ratio of the variance of the demand to the mean of the demand is identical for all retailers, and (ii) the case in which the variance of the demand at each retailer is zero. There has been considerable effort devoted to extending the applicability of this model and to improving the associated solution procedures. Such extensions include the introduction of capacity constraints (Ozsen et al. 2008) , assuming a specific functional form for the lead time (Sourirajan et al. 2007 (Sourirajan et al. , 2009 , stochastic lead times (Tanonkou et al. 2008) , and relaxing the constraint that the variance-to-mean ratio of the random demands at each retailer are identical (Shu et al. 2005; Tanonkou et al. 2008; You and Grossman 2008) .
There has been increasing interest in multi-echelon location-inventory models that consider inventory policy not only at warehouses, but also at retailers. You and Grossman (2010) propose a multi-echelon location-inventory model that considers location and periodic review inventory decisions simultaneously. Their formulation uses a guaranteed service level model to manage inventory at each retailer and at each warehouse, and also incorporates risk pooling at the warehouses. Romeijn et al. (2007) propose a generic modeling framework for two-echelon supply chains that considers location-specific costs, inventory costs at warehouses and retailers, and safety stock costs; by formulating their model as a set-covering problem, they obtain an efficient solution algorithm based on column generation. Teo and Shu (2004) , and Shu (2010) also consider inventory policy at the retailer level in their joint inventory-location models, which are solved using a set-covering formulation.
Description and formulation of the problem
The multi-echelon joint inventory-location problem deals with the distribution of a single commodity from a single manufacturer to a set of retailers I (indexed by i) through a set of warehouses that can be located at various predetermined sites (indexed by j ), where J is the set of possible sites. The retailers face deterministic demands and hold working inventory, representing product that has been ordered from a warehouse but has not yet been requested by end-customers. The warehouses order a single commodity from the manufacturer at regular intervals and distribute the product to the retailers. The warehouses hold working inventory representing product that has been ordered from the manufacturer but has not been yet requested by the retailers. Lateral supply among the warehouses is not allowed, that is, warehouses are supplied only by the manufacturer, and shortages are not allowed. Lead times are assumed to be negligible, although this restriction can easily be lifted to allow fixed lead times without significant changes to the model. The four major cost components in the system are:
-fixed order cost: the cost of placing an order regardless of the size of the order, -unit-inventory cost: the cost of holding one unit of product for one unit of time, -unit-shipping cost: the cost of shipping one unit of product between facilities, and -fixed location cost: the cost of establishing and operating a warehouse.
The objective is to determine: (i) the number of warehouses to establish; (ii) their location; (iii) the sets of retailers that are assigned to each warehouse; and (iv) and the size and timing of orders for each facility, so as to minimize the sum of inventory, shipping, ordering, and location costs, while satisfying end-customer demand.
It has been shown for the one-warehouse multi-retailer inventory problem that if an optimal solution exists, then an optimal solution can be found that satisfies the following three properties (Roundy 1985; Schwarz 1973 ):
-Zero-Inventory Ordering: Each warehouse or retailer orders only when its inventory level reaches zero (Schwarz 1973 ). -Last-Minute Ordering: The warehouse orders only when at least one of the retailers orders. -Stationarity-Between-Orders: For each retailer, the order quantities are identical for all orders placed between two successive orders at the warehouse.
For the multi-warehouse, multi-retailer inventory problem we are considering, it is unknown if the existence of an optimal solution implies that the above three properties hold. To simplify the problem, we assume single-sourcing, in which each retailer is served by exactly one warehouse; under this assumption, for a fixed assignment of retailers to warehouses, the problem decomposes into independent one-warehouse multi-retailer problems, each of which has an optimal solution satisfying the above three properties (if an optimal solution exists at all).
In view of the above, the Stationarity-Between-Orders property suggests that it may be reasonable to assume that the orders placed by a given retailer have identical sizes, which suggests that a natural inventory policy to assume at the retailers is an Economic Order Quantity (EOQ) policy, which features a fixed order size for each retailer. Furthermore, by making use of the notion of system inventory, we can treat the demand at each warehouse as constant, which suggests that an EOQ inventory policy may be appropriate for the warehouses as well. We therefore assume an EOQ inventory policy at the warehouses and at the retailers. The EOQ inventory policy has the advantages that it is simple to implement, is widely used, and tends to work well in practice.
The problem we are considering is a generalization of the one-warehouse multi-retailer inventory problem, in that we are also considering multiple warehouses and the assignment of retailers to warehouses. Given that even the one-warehouse multi-retailer inventory problem is difficult to solve to optimality (Roundy 1985) , we must make some simplifying assumptions. We therefore assume power-of-two inventory policies, which have the desirable property of being 98% effective for the one-warehouse multi-retailer problem (Roundy 1985) , meaning that the ratio of the average cost of the best policy to the average cost of the power-of-two policy is at least 0.98. We will show later that a power-of-two inventory policy is also 98% effective for our problem, for a fixed assignment of retailers to warehouses.
A power-of-two inventory policy is one in which the ratio of the time between orders at the warehouse to the time between orders at each retailer it serves is a power of two. Let T j be the time between orders placed by warehouse j to the plant, and let T ij be the time between orders placed by retailer i to warehouse j (assuming that retailer i is served by warehouse j ). Then, assuming a power-of-two inventory policy,
where N ij ∈ Z for all i, j . We assume that T j and T ij are given in days.
Consider now the inventory problem faced by a single warehouse j and the retailers it serves. Let j be the set of retailers served by warehouse j , and letĥ j ,ô j be respectively the unit-inventory holding cost per unit time at warehouse j , and the fixed cost per order at warehouse j . Let h i , o i be respectively the unit-inventory holding cost per unit time at retailer i, and the fixed cost per order at retailer i. Since the number of orders placed by warehouse j to the plant per base planning period is t b / T j , and the cost per order isô j , the ordering cost per base planning period at warehouse j isô j t b / T j . LetĈ j denote the total inventory and ordering costs over the base planning period for the system composed of warehouse j and the retailers it serves. ThenĈ j , which is a function of T j and {T ij : i ∈ j }, has the formĈ
where C ij represents the inventory and ordering costs imputable to retailer i. We next derive an explicit form for C ij . Consider T j as fixed. Then the retailers i fall into two groups: those for which T ij ≤ T j , and those for which T ij > T j .
Case 1: T ij > T j In this case, the warehouse places an order simultaneously with every order placed by retailer i, hence the warehouse will not carry an inventory of goods to be shipped to retailer i. It follows that the inventory cost at the warehouse for goods to be shipped to retailer i is zero. We next determine the inventory and ordering costs at retailer i. Let Q i be the order quantity for retailer i and T ij be the length of an order cycle for retailer i (assumed to have units of days). Under our assumptions, the demand at retailer i has the characteristic sawtooth pattern shown in Fig. 1 
so that the average inventory level at retailer i is
Then the total inventory holding cost at retailer i over the base planning period is the holding cost per unit per day, h i , multiplied by the average daily inventory level at re- 
· number of days per base planning period
To (4) we must add the ordering costs at the retailer. Since the number of orders placed by retailer i to warehouse j is t b /T ij , and the cost per order is o i , the cost of orders placed by retailer i over the base planning period is o i t b /T ij . It follows that for this case
Case 2: T ij ≤ T j For this case the inventory holding cost at the warehouse will be nonzero. In general, an inventory vs. time plot for the warehouse can have an arbitrary shape, as shown in Fig. 2 , making it difficult to determine the average inventory level. To overcome this problem, Roundy (1985) used the echelon method of computing holding costs (Clark and Scarf 1960) , and we shall do the same. Define the system inventory at a retailer i that is served by warehouse j as the inventory at retailer i plus the inventory at the warehouse that is destined for retailer i. Then the system inventory has a sawtooth pattern with an order interval of T j (Roundy 1985) , as shown in Fig. 3 . We can therefore calculate the contribution to the holding costs due to the system inventory using the same method that was used in Case 1 to find the total inventory holding cost at retailer i over the base planning period, except that T j is used in place of T ij , and the per-unit holding cost at the warehouse,ĥ j , is used in place of h i , thus obtaining
To (6) we must add the inventory holding cost at the retailer, which is calculated as in Case 1, except that instead of using h i , we use the per-unit echelon holding cost at retailer i, h i −ĥ j , thus obtaining We also must include the ordering cost at the retailer, which, by the same calculation used in Case 1, is o i t b /T ij . Adding these costs, we find that
The expressions for C ij in Case 1 (5) and Case 2 (8) can be unified as
Substituting (9) into (1), we find that the total inventory and ordering costs for warehouse j and the retailers it serves over the base planning period arê
To specify the open warehouses and the assignments of retailers to warehouses, we introduce decision variables X j and Y ij as follows: Using these variables in (10) and summing over all warehouses j , we obtain
To (11), which only takes account of inventory and ordering costs, we must add the location and shipping costs. Let f j be the fixed cost of opening and operating warehouse j , let s ij be the per-unit shipping cost from warehouse j to retailer i, and letŝ j be the per-unit shipping cost from the plant to warehouse j . Adding the costs of opening and operating warehouses and shipping costs to (11), we obtain:
where we have used the fact that the demand seen by retailer i over the base planning period is d i t b . Rearranging terms in (12), and introducing a weighting factor β trn for transportation costs and a weighting factor β inv for inventory and ordering costs gives
For convenience we define
Then the total inventory, ordering, location, and shipping costs can be expressed as
We can now formulate the Multi-echelon Joint Inventory-Location (MJIL) problem as
Constraints (16) require that each retailer be assigned to exactly one warehouse. Constraints (17) prevent retailers from being assigned to warehouses that are closed. Constraints (18) and (19) require that Y ij and X j be binary. Finally, Constraints (20) through (23) require a power-of-two inventory policy at the retailers and the warehouses. Next we reformulate (15)- (23) as a nonlinear uncapacitated facility location problem by first optimizing over T and T for any given X and Y satisfying (16)- (19), and then optimizing over X and Y . We obtain:
s.t.
where j = {i ∈ I |Y ij = 1} and where
Solving the MJIL problem using Lagrangian relaxation
The MJIL problem is a generalization of the uncapacitated fixed-charge location problem, which is known to be NP-hard (Daskin 1995) ; it follows that the MJIL problem is also NPhard. A number of algorithms have shown success in solving such problems, including Lagrangian relaxation (Chen and Chu 2003; Eskigun et al. 2005; Fisher 1981 Fisher , 1985 Jayaraman and Pirkul 2001; Min et al. 2005; Pirkul and Jayaraman 1998; Putz 2007) , column generation (Romeijn et al. 2007) , and various heuristic methods such as genetic algorithms (Chan et al. 2005) , simulated annealing (Jayaraman and Ross 2003) , and tabu search (Shiguemoto and Armentano 2010); here we develop a Lagrangian relaxation approach to solving the MJIL problem. The first step in developing this approach is to consider the Lagrangian dual problem obtained by relaxing Constraints (25):
where
Thus we see that the Lagrangian relaxation problem decomposes into |J | subproblems, one for each warehouse j ∈ J . The subproblem corresponding to warehouse j is denoted S j (λ), and the value of the objective function of this subproblem at optimality is denoted S * j (λ). The strategy we will use to solve the subproblems S j (λ) is to alternate between optimizing over X j and {Y ij : i ∈ I } for fixed T j and {T ij : i ∈ I }, and optimizing over T j and {T ij : i ∈ j } for fixed X j and {Y ij : i ∈ I } until a convergence criterion is satisfied. For a fixed assignment of retailers to warehouses, that is, for fixed X j and Y ij , Z * j ( j , X j ) is the optimal value of a power-of-two multi-echelon inventory problem for warehouse j , and is thus an instance of the problem considered by Roundy (1985) . Roundy developed an algorithm to solve this problem which relaxes the power-of-two constraints; the solution to this relaxed problem, when appropriately rounded, gives a nearly optimal solution to the problem with the power-to-two constraints in place. More specifically, Roundy showed that for one warehouse serving multiple retailers, this approach to generating a power-of-two inventory policy is at least 98% effective (Roundy 1985) , meaning that if Z j ( j , X j ) is the contribution to the inventory costs, on average, of a single warehouse j and the retailers it serves for the power-of-two inventory policy found using the above algorithm, and ifZ j ( j , X j ) is the infimum of the average cost over all policies at warehouse j , then
However, the inventory term in our objective function (24) has the form j ∈J Z j ( j , X j ), so we need to bound
Such a bound can be obtained as follows. From (34) it follows that
Hence, summing over j , we obtain
or 100
If follows that the overall power-of-two inventory policy considering all warehouses j is 98% efficient for a fixed assignment of retailers to warehouses. As Roundy's algorithm provides a means of obtaining a near-optimal power-of-two inventory policy for fixed X j and {Y ij : i ∈ I }, we use this method to obtain T j and {T ij : i ∈ j } for fixed X j and {Y ij : i ∈ I }. We now turn to the optimization over X j and {Y ij : i ∈ I } for fixed T j and {T ij : i ∈ I } in subproblem S j (λ) (33). For fixed T j and {T ij : i ∈ I }, the coefficients of X j and {Y ij : i ∈ I } in subproblem S j (λ) become constant, so that the optimal values of X j and {Y ij : i ∈ I } can be found by the following algorithm:
1. If the coefficient of Y ij is positive and Y ij is 1, set Y ij = 0. 2. Fixing {Y ij : i ∈ I }, and keeping T j and {T ij : i ∈ I } fixed, set X j = 0 or 1 according to whichever value minimizes the objective function (33). If a zero value results for X j , go back and set Y ij = 0 for i ∈ I .
Solving the subproblems S j (λ) (33) and substituting the result back into the objective function (32) gives a lower bound on the objective function value for the MJIL problem, provided the subproblems S j (λ) are solved to optimality. If any of the subproblems are not solved to optimality, then the "lower bound" on the optimal objective function value of the original problem that results from a particular value of λ may not be a lower bound at all. Since in our case the subproblems S j (λ) are nonlinear and nonconvex in the decision variables, they are difficult to solve to optimality. Nevertheless, if the algorithm that carries out the minimizations indicated by the subproblems S j (λ) is sufficiently effective, the overall process may still function as a useful heuristic for obtaining a good solution to the original problem, but with no guarantee that the "lower bound" is a true lower bound.
An upper bound on the MJIL problem, which is useful for the optimization over the λ i 's, is provided by any feasible solution. Our approach to constructing a feasible solution uses the solution of (32) as a starting point. Retailers i that have not been assigned to any warehouse are assigned to the warehouse j having the smallest coefficient of Y ij in (15) over all the warehouses that are open, while retailers i that have been assigned to multiple warehouses j belonging to a set J are assigned to the warehouse j ∈ J having the smallest coefficient of Y ij in (15). This procedure produces a solution (X,Ỹ ) that satisfies (25) The overall Lagrangian relaxation procedure consists of an outer loop and inner loop. The outer loop maximizes over the λ i 's using a subgradient optimization procedure (see Putz 2007) , while the inner loop minimizes over X, Y , T , and T . The subgradient optimization uses an "agility" parameter π , which is initially set to 2, and is reduced by dividing by an "agility reduction factor" (denoted α) every time N π iterations are performed without improvement in the solution. We experimented with several different values of α and N π , and chose values for these parameters that gave the best results; in particular, we set α = 1.2 and N π = 100. Since the lower bound obtained is not necessarily a true lower bound, the algorithm includes a test to ensure that the best upper bound at a given point in the optimization is greater than the best lower bound to this point; if not, the best lower bound solution is discarded. Details of the Lagrangian relaxation are provided in procedure SolveMJIL (Algorithm 2). 
Computational study
We tested our algorithm on the following data sets, derived from Daskin (1995) :
-a 49-node data set (48 continental US state capitals plus Washington, DC; 1990 census data); -an 88-node data set (49-node dataset plus the 50 largest US cities minus duplicates; 1990 census data); and -a 150-node data set (150 largest US cities; 1990 census data).
The Lagrangian relaxation algorithm described in Sect. 4 was implemented in C#, and computer experiments were run on a 2.8 GHz dual core processor with 8 GB of RAM.
In order to determine the value of integrating location and inventory decisions, we generated 36 scenarios for each data set by varying the values of the transportation cost weighting factor β trn and the inventory cost weighting factor β inv such that β trn ∈ {0.001, 0.01, 0.1, 1, 10, 100} and β inv ∈ {0.001, 0.01, 0.1, 1, 10, 100}.
These values allow the benefits of integration to be evaluated for different relative weightings of transportation costs and inventory costs.
We computed the Value of Integration (VOI), which measures the benefit obtained from integrating location, transportation, and inventory decisions, as follows:
Value of Integration = 100 × (Best UB for Sequential Opt.) − (Best UB for Joint Opt.) Best UB for Joint Opt. .
In the above expression, "Best UB for Joint Opt." refers to the best upper bound obtained by integrating location, transportation, and inventory decisions, while "Best UB for Sequential Opt." refers to the best upper bound obtained by first solving a transportation-location problem to obtain an assignment of retailers to warehouses, and then solving an inventory problem at each warehouse based on these assignments. Table 1 provides results for a small problem with 11 retailers and 5 warehouses that is derived from the 49-city data set for which the optimal solution can be calculated by exhaustive search; this table shows that the algorithm found an optimal solution in 36 out of 36 scenarios. On this problem, there was only one positive VOI, with all other VOI being zero, indicating that over much of the (β trn , β inv ) parameter space, there is little benefit to integration. The positive VOI occurred at (β trn , β inv ) = (0.1, 100), indicating a clear benefit to integration in this region of the parameter space.
Tables 2-4 provide results for the 49-city, 88-city, and 150-city data sets, in which every city represents a retailer location as well as a candidate warehouse location. Again, most of the VOI were zero, indicating that there is little benefit to integration over much of the (β trn , β inv ) parameter space. However, there were some positive VOI: for the 49-city data set, positive VOI occurred at (β trn , β inv ) = (0.1, 10), (0.1, 100), (1, 10), (1, 100) ; for the 88-city data set, positive VOI occurred at (β trn , β inv ) = (0.01, 10), (0.01, 100), (.1, 1) , (.1, 10), (.1, 100); and for the 150-city data set, positive VOI occurred at (β trn , β inv ) = (0.1, 100), (1, 100). These positive VOI reveal a clear benefit to integration over the corresponding regions of the parameter space.
Tables 1-4 also reveal that in some cases the VOI was negative, indicating that sequential (non-integrated) optimization gave a better solution than joint (integrated) optimization. One of the reasons that this can occur is that the joint optimization approach uses Lagrangian relaxation to solve a combined transportation-location-inventory problem. In this case the Table 1 Results for 11 retailers and 5 candidate warehouse locations chosen from the 49-city data set (retailers in cities {1 − 11}, candidate warehouse locations in cities {4, 11, 24, 35, 47}), for β trn ∈ {0.001, 0.01, 0.1, 1, 10, 100}, β inv ∈ {0.001, 0.01, 0.1, 1, 10, 100}. The plant is at a location near Atlanta, Georgia, at longitude 84 and latitude 33. Per-unit shipping costs between the plant and warehouses were obtained by multiplying the great-circle distances between the locations by .04, and per unit shipping costs between the warehouses and the retailers were obtained by multiplying the great-circle distances between the locations by .05. Demand at a retailer was obtained by multiplying the 5th column in the 49-city dataset by .0001. The fixed order cost at a warehouse was obtained by multiplying the 6th column in the 49-city dataset by 2.5. For each retailer, the unit inventory cost and the fixed order cost were respectively $4.30 and $2.10, while for each warehouse, the unit inventory cost and the fixed order cost were respectively $2.60 and $1.80. Table 4 Results for 150 retailers and 150 candidate warehouse locations chosen from the 150-city data set (retailers in cities {1 − 150}, candidate warehouse locations in cities {1 − 150}), for β trn ∈ {0.001, 0.01, 0.1, 1, 10, 100}, β inv ∈ {0.001, 0.01, 0.1, 1, 10, 100}. The plant is at a location near Atlanta, Georgia, at longitude 84 and latitude 33. Per-unit shipping costs between the plant and warehouses were obtained by multiplying the great-circle distances between the locations by .04, and per unit shipping costs between the warehouses and the retailers were obtained by multiplying the great-circle distances between the locations by .05. Demand at a retailer was obtained by multiplying the 5th column in the 150-city dataset by .0001. The fixed order cost at a warehouse was obtained by multiplying the 6th column in the 150-city dataset by 2.5. For each retailer, the unit inventory cost and the fixed order cost were respectively $4.30 and $2.10, while for each warehouse, the unit inventory cost and the fixed order cost were respectively $2.60 and $1.80. joint optimization algorithm is not guaranteed to find the optimal solution to the subproblems S j (λ); if it does not solve all such subproblems to optimality, then the "lower bound" obtained by Lagrangian relaxation is not necessarily a true lower bound. In contrast, the sequential optimization approach uses Lagrangian relaxation to solve a transportation-location problem. In this case, the subproblems S j (λ) can be solved to optimality, and as a result a it is more likely that a true lower bound will be obtained. Thus negative VOI highlight a fundamental tradeoff between the benefits gained from integration versus the costs associated with using a Lagrangian-relaxation-based algorithm that is not guaranteed to solve the associated subproblems to optimality. It should be mentioned that it is possible to modify the joint optimization algorithm SolveMJIL (Algorithm 2) so that negative VOI do not arise. The modification is simply to first obtain a solution using SolveMJIL (Algorithm 2), then obtain a solution using the sequential optimization algorithm, and finally to take whichever of these solutions gives the smallest value for the objective function (15) as the solution to the MJIL problem. Since the value of this solution cannot be larger than the value obtained by sequential optimization alone, the VOI cannot be negative. While the resulting algorithm would perform no worse than either the current SolveMJIL or the sequential optimization algorithm, and would yield non-negative VOI, there is no guarantee that the resulting solution would be optimal.
Based on the results in Tables 1-4 , the region of the (β trn , β inv ) parameter space in which there appears to be a clear benefit to integration is a subset of
We therefore decided to investigate this region further for each data set by varying the values of the transportation cost weighting factor β trn and the inventory cost weighting factor β inv such that β trn ∈ {0.001, 0.01, 0.05, 0.1, 0.5, 1} and β inv ∈ {100, 150, 225, 337.5, 506.25, 759.375}.
These results, provided in Tables 5-8 , reveal many positive VOI (along with some that are non-positive), demonstrating a clear benefit to integration over much of this region. The regions of the (β trn , β inv ) parameter space in which there is a benefit to integration will likely be problem-dependent.
Another pattern that emerged is that the number of opened warehouses tended to increase as the transportation cost weighting factor β trn was increased. This effect was particularly evident in Tables 1-4 , which include larger values of β trn than Tables 5-8. An explanation for this behavior is that as transportation costs increase, the fixed cost of opening and operating a warehouse becomes less of a barrier to opening a warehouse.
Conclusions and future research directions
In this paper we developed a Lagrangian relaxation-based heuristic for solving an integrated supply chain model that simultaneously considers facility location decisions as well as inventory policies at warehouses and retailers. We observed that, while over much of the (β trn , β inv ) parameter space there was no discernible benefit to integration for these particular datasets and parameter values, over specific regions of this space there was a clear benefit to integration. We further observed that the number of opened warehouses tended to increase as the transportation cost weighting factor β trn was increased.
There are a number of ways in which these results can be extended: 1. The model, which assumes the movement and storage of a single product, can be extended to consider multiple products. 2. Capacity constraints at the warehouses can be introduced. Stochastic capacity constraints can also be considered. 3. The single sourcing restriction can be relaxed to allow a single retailer to be supplied by more than one warehouse, which may be advantageous in capacitated models or in models with multiple products. 4. The assumption that lead times are negligible can be relaxed, and can be generalized to the case of stochastic lead times. 5. The inventory policy can be extended to include consideration of safety stock. 6. The model can be extended to allow lateral shipments between warehouses, which can result in substantial cost savings when the warehouses are owned by the same firm. 7. The assumption of direct shipments from warehouses to retailers can be relaxed, thus allowing routing decisions to be incorporated into the model, resulting in a model that combines location, inventory, and routing decisions. 8. The algorithm used to optimize the model can be improved.
