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Abstract. E-commerce platforms explore the interaction between users
and digital content – user generated streams of events – to build and
maintain dynamic user preference models which are used to make mean-
ingful recommendations. However, the accuracy of these incremental
models is critically affected by the choice of hyper-parameters. So far,
the incremental recommendation algorithms used to process data streams
rely on human expertise for hyper-parameter tuning. In this paper we
apply our Self Hyper-Parameter Tuning (SPT) algorithm to incremental
recommendation algorithms. SPT uses the Nelder & Mead optimisation
algorithm to perform hyper-parameter tuning. It creates three models
with different hyper-parameters, assesses them at dynamic size inter-
vals and applies the Nelder & Mead operators to update their hyper-
parameters until they converge. The main contribution of this work is
the adaptation of the SPT method to incremental matrix factorisation
recommendation algorithms. The proposed method was evaluated with
well-known recommendation data sets. The results show that SPT sys-
tematically improves data stream recommendations.
Keywords: Parameter Tuning, Hyper-parameters, Optimisation, Nelder-
Mead, Recommendation
1 Introduction
With the increase of strategic information retained by businesses, the adoption
of machine learning algorithms is essential to retrieve valuable information and
increase profits. However, these machine learning tools still face a set of complex
problems such as on-line hyper-parameter optimisation and model selection.
The hyper-parameter optimisation problem has been addressed in the liter-
ature using grid-search [12], random-search [1] and gradient descent [19] algo-
rithms. So far, these approaches have been applied to off-line scenarios since they
require train and validation stages. To overcome this limitation, this work focus
on the on-line hyper-parameter optimisation for stream-based recommendation.
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Self Parameter Tuning (SPT) is a direct-search hyper-parameter optimisation
algorithm based on the Nelder-Mead algorithm [23] and dynamic data stream
samples. Our proposal applies SPT [28] to stream-based recommendation, con-
tinuously searching for the optimal learning rate and regularisation parameter,
i.e., for the best incremental matrix factorisation model.
The contribution of this paper is the application of the SPT algorithm to
incremental recommendation algorithms. Our extension of the Nelder-Mead al-
gorithm not only processes successfully recommendation problems, but is, to the
best of our knowledge, the single one which effectively works with data streams.
The rest of the paper is organised as follows: Section 2 describes the related
automatic machine learning work; Section 3 presents the proposed solution for
the identified problem; Section 4 describes the experiments and discusses the
results obtained; and Section 5 presents the conclusions and suggests future
developments.
2 Related Work
In machine learning, the ability to select appropriate features, work flows, ma-
chine learning paradigms, algorithms, and their hyper-parameters requires expert
knowledge [13]. The few contributions found in the literature addressing this pro-
gressive automation of machine learning or auto-ML include tools [1,27,9], model
selection algorithms [7,6], hyper-parameter optimisation algorithms [18,10,24]
and Nelder-Mead optimisation solutions [16,8,25].
These on-line auto-ML tools adopt Bayesian optimisers to tune the hyper-
parameters of the specified model [1,27,9]; [1,27] use cross-validation to guide
the search direction; and [9] takes into account the performance on similar data
sets to improve the efficiency of the algorithm. In terms of automatic hyper-
parameter selection, there are several different techniques: (i) particle swarm
optimisation [7], which is flexible and can be applied to ensemble models [6]; (ii)
grid search [18], which minimises the estimated error until converges on a local
minima; (iii) gradient-based search, e.g., Stochastic Gradient Descent (SGD),
which converges to an optimal solution [24]; and (iv) Nelder-Mead direct search,
which relies on heuristics to optimise model parameters [16] or tensor based
models [8]. The Nelder-Mead algorithm has been used together with exponen-
tially decay centrifugal forces to improve the results at the cost of the number
of iterations needed to converge [15] as well as with reinforcement techniques
(e-greedy) to select the best model of each iteration [25].
Our proposal differs from all the above because it operates on-line by auto-
matically adjusting the hyper-parameters of the models based on the stream of
events. Nevertheless, it is also applicable to off-line batch learning.
3 Self Parameter Tuning
This paper presents the application of the SPT algorithm to stream-based rec-
ommendation algorithms. The SPT algorithm was designed to optimise a set
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of hyper-parameters,namely the learning rate and regularisation parameter. We
adopt a direct-search algorithm, that uses heuristics to avoid algorithms which
rely on hyper-parameters. Specifically, we adapt the Nelder-Mead method [23]
to work with stream-based recommendation algorithms. Figure 1 represents the
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Fig. 1. Application of the proposed algorithm to the data stream.
application of the proposed algorithm. In particular, to find a solution for n
hyper-parameters, it requires n + 1 input models, e.g., to optimise two hyper-
parameters, the algorithm needs three alternative input models, corresponding
to the three vertexes of the Nelder-Mead algorithm. The models are initialised
with randomly selected learning rate and regularisation parameters, and the
Nelder-Mead operators are then applied over dynamic sample intervals. The al-
gorithm processes each data stream sample, using the three models until they
converge. The following subsections describe the implemented Nelder-Mead al-
gorithm, including the dynamic sample size selection.
3.1 Nelder-Mead Optimization
This algorithm is a simplex search algorithm for multidimensional unconstrained
optimization without derivatives. The vertexes of the simplex, which define a
convex hull shape, are iteratively updated in order to sequentially discard the
vertex associated with the largest cost function value.
The Nelder-Mead algorithm applies four simple operations to the three ver-
texes (models): reflection, shrinkage, expansion and contraction (Figure 2). The
three vertexes are ordered by root mean square error (RMSE) value: best (B),
good (G), which is the second best, and worst (W ). While Algorithm 1 imple-
ments the reflection and extension operations, Algorithm 2 addresses the con-
traction and shrinkage operations. Each operation computes an additional set of
vertexes (midpoint M , reflection R, expansion E, contraction C and shrinkage
S) and ensures they belong to the search space. First, Algorithm 1 determines
the midpoint (M) of the best side of the triangle – connecting the best vertex
(B) and the good vertex G – as well as the reflection point (R). After this initial
step, it heuristically decides whether to reflect or expand (lines 3, 4 and 8).
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(a) Reflection (b) Shrink
(c) Contraction (d) Expansion
Fig. 2. Nelder-Mead Operations
Algorithm 1 Nelder-Mead - reflect or expand
1: M = (B +G)/2
2: R = 2M −W
3: if f(R) < f(G) then
4: if f(B) < f(R) then
5: W = R
6: else
7: E = 2R−M
8: if f(E) < f(B) then
9: W = E
10: else
11: W = R
12: end if
13: end if
14: end if
Algorithm 2 calculates the contraction point (C) of the worst side of the
triangle – the midpoint between the worst vertex (W ) and the midpoint M –
and shrinkage point (S) – the midpoint between the best (B) and the worst (W )
vertexes. Then, it determines whether to contract or shrink based on the set of
predetermined heuristics (lines 3, 4, 8, 12 and 15).
In this case, we intend to optimise the learning rate and the regularisation
parameter, which are constrained to values between 0 and 1. The violation of
this constraint results in the adoption of the nearest lower or upper bound.
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Algorithm 2 Nelder-Mead - contract or shrink
1: M = (B +G)/2
2: R = 2M −W
3: if f(R) ≥ f(G) then
4: if f(R) < f(W ) then
5: W = R
6: else
7: C = (W +M)/2
8: if f(C) < f(W ) then
9: W = C
10: else
11: S = (B +W )/2
12: if f(S) < f(W ) then
13: W = S
14: end if
15: if f(M) < f(G) then
16: G =M
17: end if
18: end if
19: end if
20: end if
3.2 Adaptive Sample Size
The outcome of the Nelder-Mead algorithm depends on the sample size. We
calculate a dynamic sample size based on the RMSE metric every time the
Nelder-Mead tries to find an optimal solution. The sample size Ssize is given
by Equation 1 where σ represents the RMSE standard deviation and M is the
desired error margin. We use 95 % in our experimental work.
Ssize =
4σ2
M2
(1)
However, to avoid using small samples, we defined a lower bound of 30 samples.
4 Experimental Evaluation
The following subsections describe the experiments performed, including the
data sets, the evaluation metrics and protocol, the tests and the results. The
experiments were performed with an Intel Xeon CPU E5-2680 2.40 GHz Central
Processing Unit (CPU), 32 GiB DDR3 Random Access Memory (RAM) and
1 TiB of hard drive platform running the Ubuntu 16.04. The SPT approach
was compared against a default hyper-parameter initialisation – hereafter called
baseline. The baseline hyper-parameter initialisation was, 1.0 for the learning
rate and 0.05 for the regularisation parameters.
4.1 Data Sets
For the experiments, we selected the following recommendation data sets: (i)
MovieLens 100k (ML100k) [21] contains information about 943 users and 1682
movies, including 100 000 user ratings together with timestamps; (ii) MovieLens
6 Bruno Veloso et al.
1M (ML1M) [22] holds information about 6040 users and 3900 movies, including
1 000 209 user ratings together with timestamps; (iii) Jester [2] data set stores
information about 59 132 users and 150 jokes, including 1.7 million user ratings;
and (iv) GoodBooks [14] data set contains information on 10 000 books, including
1 000 000 user ratings.
4.2 Evaluation Metrics and Protocol
The evaluation protocol defines the data ordering, partitioning, distribution and
evaluation metrics. To evaluate the proposed method we applied two different
protocols: holdout evaluation [17] and the predictive sequential (prequential)
evaluation [11]. The holdout evaluation protocol is used to find an optimal so-
lution for the hyper-parameters and verify the reproducibility of the algorithm.
Then, we apply the prequential evaluation to the data as a stream to assess the
performance of our method.
In terms of evaluation metrics we adopt the incremental RMSE adopted by
Taka´cs et al. (2009) [26], which is calculated incrementally after each new viewer
rating event. Additionally, we calculate incrementally the Recall@N proposed by
Cremonesi et al. [4]. For each new event, we randomly select 1000 items not yet
rated by the active user, add the newly rated item and, then, make predictions
for this subset of 1001 items. Finally, we sort these 1001 items by descending
prediction value and, if the newly rated item belongs to the list of the top N
viewer predicted items, we count a hit.
Figure 3 presents holdout data partition. The data is ordered temporally
and, then, partitioned in two halves: 50 % to “Train” and the remaining 50 % to
“Test”. First, the holdout algorithm finds an optimal solution for the selected
hyper-parameters using the train data. Then, it builds a model using the train
data and the identified optimal hyper-parameters. Finally, the holdout algorithm
updates and evaluates the created model using the test data. The holdout pro-
tocol was repeated 30 times to compute the average and standard deviation of
the evaluation metrics.
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Fig. 3. Holdout – data splitting and processing.
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In the case of the prequential protocol, the entire data is simultaneously used
for training and testing as represented in Figure 4. First, the data are ordered
temporally, then, they are used to build incrementally the three models and,
finally, the results are evaluated with a sliding window of 1000 instances. In order
to produce the best recommendations, the prediction model used throughout the
experiment is dynamic. In fact, it corresponds to the best model found so far by
the SPT algorithm.
Fig. 4. Prequential – data splitting and processing [3].
4.3 Significance Tests
To detect the statistical differences between the proposed and the baseline ap-
proaches we applied three different significance tests: (i) the Wilcoxon test [29]
to verify if the mean ranks of two samples differ; (ii) the McNemar test [20]
to assess if a statistically significant change occurs on a dichotomous trait at
two time points on the same population; and (iii) the critical distance measure
proposed by [5] for a graphical interpretation of the statistical results. We define
a 5 % of significance level for all tests. The goal of the Wilcoxon and McNemar
tests is to reject the null-hypothesis, i.e., that both approaches have the same
performance. We run 30 trials for each experiment. At 5 % significance, the criti-
cal value of McNemar test (MTcrit) is 3.84 and the critical value of the Wilcoxon
test (WTcrit) is 137. In the case of the McNemar, two samples are statistically
different if MTstat > MTcrit, whereas, in the case of Wilcoxon, two samples are
statistically different if the |WTstat| > WTcrit.
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4.4 Experiments
The goal is to optimise the learning rate and regularisation hyper-parameters
of the recommendation algorithm proposed by Taka´cs et al. (2009) [26]. First,
we created three identical initial models with randomly selected learning rate
and regularisation values and, then, applied our hyper-parameter optimisation
algorithm. Figure 5 shows that the convergence of the three recommendation
models occurs in less than 5000 events with all data sets.
(a) ML100K (b) ML1M
(c) Jester (d) GoodBooks
Fig. 5. Recommendation - Model convergence
After the verification of the model convergence, we applied the holdout eval-
uation protocol to assess the performance of the algorithm with the new hyper-
parameters. The experiment was performed 30 times to compute the average and
standard deviation of the RMSE and Recall@10 for the SPT and baseline (B) ap-
proaches. Table 1 not only displays these results, but highlights for each data set
the best case of each evaluation metric, including the corresponding coefficients
of variation (CV). The ML100k data set displays a RMSE decrease of 1.4 %
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and a Recall@10 increase of 2.1 %. With ML1M, the prediction error decreases
1.9 % and the Recall@10 drops 1.9 %. The Jester data set shows an improvement
of 5.5 % and 6.6 % in terms of RMSE and Recall@10, respectively. Finally, the
GoodBooks data set presents a decrease of 2.8 % in RMSE and an increase of
1.0 % in Recall@10. Regarding the holdout results, the statistical results for the
Table 1. Recommendation – Holdout results
Dataset Approach Metric µ CV (%)
ML100K
B
RMSE 2.046× 10−1 0.074
Recall@10 0.097× 10−1 3.166
SPT
RMSE 2.018× 10−1 0.066
Recall@10 0.099× 10−1 3.427
ML1M
B
RMSE 2.016× 10−1 0.048
Recall@10 0.106× 10−1 1.908
SPT
RMSE 1.978× 10−1 0.038
Recall@10 0.104× 10−1 1.672
Jester
B
RMSE 2.400× 10−1 0.226
Recall@10 0.855× 10−1 0.265
SPT
RMSE 2.269× 10−1 0.192
Recall@10 0.911× 10−1 0.284
GoodBooks
B
RMSE 1.952× 10−1 0.013
Recall@10 0.988× 10−1 0.325
SPT
RMSE 1.897× 10−1 0.023
Recall@10 0.996× 10−1 0.449
Wilcoxon and McNemar tests reject the null hypothesis, regardless of the data
set. The McNemar test statistic value (MTstat) is 28.03 which corresponds to
a p-value of 1.19× 10−7 and the Wilcoxon statistic value (WTstat) is 465 with
a p-value of 1.86× 10−9. The calculated McNemar and Wilcoxon test statistic
values are higher than the corresponding reference values for p-value=0.05 and
their significance levels are smaller than 0.05. Figure 6 plots the critical distance
between the proposed and baseline optimisation algorithms, showing that they
are statistically different. The critical distance between both approaches was
determined using the Nemenyi test.
Fig. 6. Recommendation – Holdout Critical Distance
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The prequential evaluation shows that the proposed dynamic model outper-
forms the baseline approach. Figure 7 displays the relative RMSE results between
the baseline and SPT methods. Considering the Recall@10, there is an increase
of 1.8 % with ML100k, 16.5 % with ML1M, 6.3 % with Jester and a decrease of
19.5 % in the case of GoodBooks.
(a) ML100K (b) ML1M
(c) Jester (d) GoodBooks
Fig. 7. Recommendation – Relative RMSE prequential results
5 Conclusions
This paper describes the application of SPT to incremental recommendation
algorithms. In this case, SPT was used to find dynamically the best learning
rate and regularisation hyper-parameters.
The main contribution of this paper is an extension of the Nelder-Mead op-
timisation algorithm to stream-based recommendation. The SPT algorithm is,
in terms of existing hyper-parameter optimisation algorithms, less computation-
ally expensive than Bayesian optimisers, stochastic gradients or even grid search
algorithms. This proposal is, to the best of our knowledge, the single one which
effectively works with data streams in a recommendation scenario.
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Taking into consideration that the selection of the hyper-parameters has a
substantial impact on the outcome of recommendation algorithms, we applied
the proposed method and studied its performance in with holdout and pre-
quential evaluation protocols. The results shows that, not only our algorithm
converged rapidly with both evaluation protocols, but also outperformed the
baseline results.
Future work will includes three key points: (i) application of the algorithm
to classification algorithms; (ii) selection of machine learning models; and (iii)
thorough comparison with other optimisation algorithms.
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