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A NOTE ON EQUIVARIANTIZATION OF ADDITIVE CATEGORIES AND
TRIANGULATED CATEGORIES
CHAO SUN
ABSTRACT. In this article, we investigate the category 퐺 of equivariant objects of an
additive category  with respect to an action of a finite group 퐺. We show that if 퐺 is
solvable then we can reconstruct  from 퐺 via a finite sequence of equivariantization.
We also consider the possibility of a triangulated structure on 퐺 canonical in certain
sense when is triangulated and give several instances in which퐺 is indeed canonically
triangulated.
1. INTRODUCTION
In this article, we investigate the category퐺 of equivariant objects of an additive cat-
egory  with respect to an action of a finite group 퐺. We refer the reader to [20, 21] for
generalities (see also §2.2) and to [8, 47] for classical results in some classical settings. Be-
sides these works, [16, 19, 23, 25] are among recent works whose settings are close and/or
closely related to ours.
The motivating example of this article is as follows. Recall that given a collection 푝 =
(푝1,… , 푝푡) of integers ≥ 2 and a collection 휆 = (휆1,… , 휆푡) of distinct closed points of the
complex projective line ℙ1
ℂ
, if (푝1,… , 푝푡) ≠ (푞, 푞
′), where 푞 ≠ 푞′ then there is a ramified
Galois covering 휋∶ 푌 → 푋, where 푌 is a smooth projective curve, such that the branch
locus is
∑푡
푖=1 휆푖 and the ramification index over 휆푖 is 푝푖. Denote by 퐺 the Galois group of
휋. Let 핏 be the weighted projective line attached to the data (푝, 휆) in the sense of Geigle
and Lenzing [26]. Then we have an equivalence coh퐺(푌 ) ≃ coh핏 (see [44]). See also [19]
for the case of a weighted projective line of virtual genus 1.
In the remaining of this introduction, we describe the content of this article. For sim-
plicity and clarity, we assume in this introduction that all categories are linear over a field
푘 and |퐺| is invertible in 푘.
In §2.1, we briefly recall necessary background on separable functor and comonad.
Comonad as well as its dual concept monad provides an important approach to the category
of equivariant objects with repect to an action of a finite group on an additive category. For
example, monad is used in [16, 19], while comonad is used in [23, 25] as well as here. In
§2.2, we collect mostly standard materials on equivariantization of an additive category
with respect to a 퐺-action on . In §2.3, we consider 퐺-equivariant functors between ad-
ditive categories with 퐺-actions, i.e. those functors compatible with 퐺-actions. We show
that an adjoint of a 퐺-equivariant functor is naturally 퐺-equivariant and a 퐺-equivariant
functor that is fully faithful (resp. an equivalence) induces a fully faithful functor (resp. an
equivalence) between the categories of equivariant objects. In §2.4, we consider a trivial
action and two related facts are included. In §2.5, we show that if 푘 is algebraically closed,
퐺 is solvable and  is idempotent-complete then we can obtain  from 퐺 after a finite
sequence of equivariantization. This is a common generalization of Elagin’s result [23,
Theorem 1.4] in the special case when 퐺 is abelian and Reiten and Riedtman’s result [47,
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Propsition 5.3] in the special case when  is the module category of a finite dimensional
algebra.
In §3.1, we consider the possibility of a triangulated structure as well as a pretriangulated
structure on퐺 when is triangulated. To achieve this, we introduce an admissible action
of 퐺 on, which we will assume, and define a canonical triangulated structure as well as
a canonical pretriangulated structure on 퐺. We show that there is a unique canonical
pretriangulated structure on 퐺. This was first observed by Chen [18] in a slightly less
general setting. Consequently, a canonical triangulated structure on 퐺 is unique once
it exists. To give instances of existence of canonical triangulated structures, we consider
how equivariantization commutes with localization and with the formation of the stable
category of a Frobenius category. We show that if  is a triangulated subcategory of 
closed under the action of 퐺 then (∕)퐺 is canonically triangulated and there is an exact
equivalence up to retracts 퐺∕퐺 → (∕)퐺 which is an equivalence when 퐺∕퐺 is
idempotent-complete. For an idempotent-complete Frobenius category  with a 퐺-action
that preserves the exact structure on  , we show that its stable category  has an admissible
action of 퐺, 퐺 is canonically triangulated and there is an exact equivalence up to retracts
퐺 → 퐺 which is an equivalence when the stable category 퐺 is idempotent-complete,
where 퐺 is shown to be a Frobenius category in a canonical way. We then apply these
results to homotopy categories, derived categories and singularity categories to give some
concrete examples in §3.2. We assume that퐺 is canonically triangulated in §3.3-3.5. In
§3.3 and §3.4, we show how one can construct a t-structure on 퐺 (resp. a (weak) semi-
orthogonal decomposition of 퐺, an exceptional collection in 퐺, a tilting object in 퐺)
given one on (resp. of, in, in). In §3.5, we show that퐺 has the same dimension
with and that when is idempotent-complete and saturated,퐺 is also saturated.
Notation and conventions. Any ring in this article is assumed to be unital and associative.
Modules over a ring always means a right module. We denote by Mod퐴 (resp. mod퐴,
resp. proj퐴) the category of arbitrary (resp. finitely generated, resp. finitely generated
projective) 퐴-modules.
For a finite group퐺, |퐺| denotes its order. Given a base field 푘, a퐺-representationover 푘
refers to a group homomorphism퐺 → 퐺퐿푘(푉 )
op, where 푉 is a 푘-space. If |퐺| is invertible
in 푘 then Irr(퐺) denotes a complete set of finite dimensional irreducbile퐺-representations
over 푘. We denote by 퐺∗ the group of characters over 푘.
When we write an adjoint pair 퐹 ∶  ⇄  ∶ 퐻 between two categories, we always
mean that 퐹 ∶  →  is left adjoint to퐻 ∶ → . An object푋 in a category is called
a retract of another object 푌 ∈  if there is a morphsim 푢∶ 푋 → 푌 with a retraction (i.e.,
a morphism 푣∶ 푌 → 푋 such that 푣푢 = Id푋). A functor 퐹 ∶  →  is said to be dense up
to retracts (resp. dense up to direct summands) if each object in  is a retract (resp. direct
summand) of an object in the essential image of 퐹 . An equivalence up to retracts (resp.
direct summands) is a functor that is fully faithful and dense up to retracts (resp. direct
summands).
An integer 푛 is said to be invertible in an additive category  if for each morphism 푓
in , there exists a unique morphism 푔 such that 푛푔 = 푓 . The unique morphism is also
denoted by
1
푛
푓 .
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2. EQUIVARIANTIZATION OF ADDITIVE CATEGORIES
2.1. A reminder on separable functor and comonad. In this subsection, we review some
necessary background on separable functors and comonads and our exposition mainly fol-
lows [18, §2-3].
Following [41], a functor 퐹 ∶  →  between two categories is called separable if the
natural transformation
퐹 ∶ Hom(−,−)⟶ Hom(퐹−, 퐹−)
between bifunctors from op ×  to the category of sets admits a retraction
Φ∶ Hom퐵(퐹−, 퐹−)⟶ Hom (−,−),
i.e., a natural transformationΦ such that Φ퐹 = Id. The following fact characterizes when
a left adjoint is separable (see [46, Theorem 1.2], [18, Lemma 2.2]).
Lemma 2.1. Given an adjoint pair 퐹 ∶  ⇄  ∶ 퐻 with unit 휂 ∶ Id → 퐻퐹 and counit
휖 ∶ 퐹퐻 → Id, the following are equivalent:
(1) 퐹 is separable;
(2) there exists a natural transformation 휉 ∶ 퐻퐹 → Id such that 휉휂 = Id;
(3) there exist two natural transformations 휙∶ 퐻퐹 → Id and 휑∶ Id → 퐻퐹 such that
휙휑 = Id.
Now we turn to comonad. We refer the reader to [33, 3], where the dual concept monad
is considered, for a detailed account. Recall that a comonad on a category  is a triple
푇 = (푇 , 휖,Δ), where 푇 is an endofunctor of , 휖 ∶ 푇 → Id is a natural transform called
the counit and Δ∶ 푇 → 푇 2 a natural transform called the comultiplication, making the
following diagrams commute
푇
Δ //
Δ

푇 2
푇Δ

푇
❄❄
❄❄
❄❄
❄❄
푇 2
푇 휖oo 휖푇 // 푇
⑧⑧
⑧⑧
⑧⑧
⑧⑧
푇 2
Δ푇 // 푇 3 푇 .
Δ
OO
(2.1)
An adjoint pair 퐹 ∶  ⇄  ∶ 퐻 with unit 휂 ∶ Id → 퐻퐹 and counit 휖 ∶ 퐹퐻 → Id gives
rise to a comonad (퐹퐻, 휖, 퐹휂퐻) on .
Remark 2.2. Dually, one can define a monad (푀, 휂, 휇) on a category  consisting of an
endofunctor푀 ∶  → , the unit 휂 ∶ Id → 푀 and the multiplication 휇∶ 푀2 → 푀 ,
subject to the relations 휇◦푀휇 = 휇◦휇푀 and 휇◦푀휂 = Id푀 = 휇◦휂푀 .
A comonad (푇 , 휖,Δ) is called separable (see [7, 6.3] or [6, 2.9]) if there exists a natural
transformation 휎 ∶ 푇 2 → 푇 making the following diagrams
푇 2
푇Δ //
휎
  ❆
❆❆
❆
Δ푇

푇 3
휎푇

푇
Δ
✶
✶✶
✶✶
✶✶
✶ 푇
푇
Δ
  ❇
❇❇
푇 3
푇휎 // 푇 2, 푇 2.
휎
FF✌✌✌✌✌✌✌✌
(2.2)
commute.
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Wealready know that an adjoint pair yields a comonadand one solution (due to Eilenberg-
Moore) of the converse problem is the construction of the category푇 of 푇 -comodules for
a given comonad 푇 = (푇 , 휖,Δ) on . Recall that a 푇 -comodule is a pair (푋, 푓 ) consisting
of an object 푋 ∈  and a morphism 푓 ∶ 푋 → 푇푋 in  making the following diagrams
commute
푋
푓 //
푓

푇푋
Δ푋

푋
푓
 ❈
❈❈
❈❈
❈❈
❈
푇푋
푇푓 // 푇 2푋 푇푋
휖푋 // 푋.
(2.3)
A morphism 푎∶ (푋, 푓 )→ (푋′, 푓 ′) of 푇 -comodules is a morphism 푎∶ 푋 → 푋′ rendering
commutative the diagram
푋
푓 //
푎

푇푋
푇푎

푋′
푓 ′ // 푇푋′.
(2.4)
There is an adjoint pair 퐹푇 ∶ 푇 ⇄  ∶ 퐻푇 . 퐹푇 ∶ 푇 →  (called the forgetful functor)
is defined by the assignment 퐹푇 ((푋, 푓 )) = 푋 for an object (푋, 푓 ) ∈ 푇 and 퐹푇 (ℎ) = ℎ
for a morphism ℎ in 푇 ;퐻푇 by the assignment퐻푇 (푋) = (푇푋,Δ푋) for an object 푋 ∈ 
and 퐻푇 (ℎ) = 푇 (ℎ) for a morphism ℎ in . The counit 휖푇 of the adjoint pair (퐹푇 , 퐻푇 ) is
휖푇 = 휖 and the unit 휂푇 is given by (휂푇 )(푋,푓 ) = 푓 for (푋, 푓 ) ∈ 푇 . Note that the comonad
defined by the adjoint pair (퐹푇 , 퐻푇 , 휂푇 , 휖푇 ) coincides with 푇 . The forgetful functor 퐹푇 is
a separable functor iff 푇 is a separable comonad (see [6, 2.9(2)]).
Let 퐹 ∶  ⇄  ∶ 퐻 be an adjoint pair with unit 휂 and counit 휖, and 푇 = (퐹퐻, 휖, 퐹휂퐻)
the comonad that it defines in . Then there is a unqiue functor 퐾 ∶  → 푇 (see [33,
TheoremVI.3.1]), called the comparison functor, such that퐾퐻 = 퐻푇 , 퐹푇퐾 = 퐹 . In fact,
퐾 is defined such that 퐾(푋) = (퐹푋, 퐹휂푋) for an object 푋 ∈  and 퐾(푓 ) = 퐹 (푓 ) for a
morphism 푓 in . 퐾 is fully faithful on the essential image of 퐻 (see e.g. [18, Lemma
3.3]). The functor 퐹 is called comonadic (or of effective descent type) resp. precomonadic
(or of descent type) if퐾 is an equivalence resp. fully faithful. A characterizationwhen 퐹 is
precomonadic or comonadic is given by Beck’s theorem. We don’t try to recall it here since
we will not need it and we refer the reader to [4], [39, Thereom 2.1], [3, Theorem 3.3.4]
and [33, Theorem VI.7.1], where the conclusion for the dual concept monad is stated.
The following fact (see [18, Proposition 3.5]) relates separability of 퐹 to separability of
푇 and (“almost”) comonadicity of 퐹 .
Proposition 2.3. Let 퐹 ∶  ⇄  ∶ 퐻 be an adjoint pair with unit 휂 and counit 휖, and
푇 = (퐹퐻, 휖, 퐹휂퐻) the comonad that it defines on. Then 퐹 is separable iff 푇 is separable
and if the comparison functor 퐾 ∶  → 푇 is an equivalence up to retracts.
Here is an immediate corollary (see [39, Corollary 3.17, Proposition 3.18], [22, Corol-
laries 3.10-3.11], [18, Corollary 3.6]).
Corollary2.4. With the same notationas in Proposition 2.3, assume further is idempotent-
complete. Then 퐹 is separable iff 푇 is separable and if 퐹 is comonadic.
2.2. Recollections on equivariantization. Let 푘 be a field, an additive category and 퐺
a finite group with unit 푒.
Definition 2.5. A (right) action of 퐺 on an additive categorymeans the following data:
∙ a collection {퐹푔 ∣ 푔 ∈ 퐺} of autoequivalences of;
∙ a collection {훿푔,ℎ ∶ 퐹푔퐹ℎ → 퐹ℎ푔 ∣ 푔, ℎ ∈ 퐺} of natural isomorphisms satisfying
a 2-cocyle condition, i.e., such that for each 푔, ℎ, 푙 ∈ 퐺, the following diagram
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commutes
퐹푔퐹ℎ퐹푙
훿푔,ℎ퐹푙

퐹푔훿ℎ,푙 // 퐹푔퐹푙ℎ
훿푔,푙ℎ

퐹ℎ푔퐹푙
훿ℎ푔,푙 // 퐹푙ℎ푔 .
(2.5)
We will denote such a 퐺-action by {퐹푔 , 훿푔,ℎ ∣ 푔, ℎ ∈ 퐺}. If each 퐹푔 is an automorphism
and 훿푔,ℎ = Id for each 푔, ℎ ∈ 퐺 then we say that the action is a strict action. Note that a
strict action of 퐺 on  amounts to a group homomorphism 퐺 → Aut(), where Aut()
is the group of automorphisms of . When  is 푘-linear, we will insist that the action be
푘-linear, i.e., 퐹푔’s are 푘-linear. So we will not mention a 푘-linear action explicitly.
Remark 2.6. Here we record a point of view in the language of monoidal categories (see
[21]). Let 퐺 be the monoidal category: the objects of 퐺 are elements of 퐺, the only mor-
phisms are the identities and the tensor product is given by multiplication in퐺. Let End()
denote the category of (푘-linear) additive endofunctors of (푘-linear), which is a monoidal
(푘-linear) category with composition of functors as its tensor product. A (푘-linear) action
of퐺 on is the same as an action of퐺 on End(), that is, we are given a monoidal functor
퐹 ∶ 퐺 → End().
Remark 2.7. One can similarly define a left action of 퐺 on, that is, a collection of {퐸푔 ∣
푔 ∈ 퐺} of autoequivalences of  and a collection {훾푔,ℎ ∶ 퐸푔퐸ℎ → 퐸푔ℎ ∣ 푔, ℎ ∈ 퐺} of
natural isomorphisms satisfying a similar 2-cocyle condition. The assignment
퐸푔 = 퐹푔−1 , 훾푔,ℎ = 훿푔−1,ℎ−1 , 푔, ℎ ∈ 퐺
allows one to transfer a right action {퐹푔 , 훿푔,ℎ} to a left action {퐸푔 , 훾푔,ℎ} and vice versa.
Given a 퐺-action {퐹푔 , 훿푔,ℎ ∣ 푔, ℎ ∈ 퐺} on, there exists a unique natural isomorphism
Ξ∶ 퐹푒
≅
→ Id, which is called the unit of the action, such that 퐹푒Ξ = 훿푒,푒 = Ξ퐹푒. For
푔 ∈ 퐺, we have 퐹푔Ξ = 훿푔,푒,Ξ퐹푔 = 훿푒,푔 . Moreover, for each 푔 ∈ 퐺, we have an adjoint
pair (퐹푔 , 퐹푔−1) with unit 훿
−1
푔−1,푔
◦Ξ−1 and counit Ξ◦훿푔,푔−1 .
The following commutative diagrams are necessary in checking commutativity of dia-
grams occuring later.
Lemma 2.8. For 푔, ℎ, 푘, 푙 ∈ 퐺, the following diagram
퐹푔퐹ℎ퐹푘퐹푙
퐹푔퐹ℎ훿푘,푙 //
훿푔,ℎ퐹푘퐹푙

퐹푔퐹ℎ퐹푙푘
훿푔,ℎ퐹푙푘

퐹ℎ푔퐹푘퐹푙
퐹ℎ푔훿푘,푙 // 퐹ℎ푔퐹푙푘
(2.6)
commutes.
Proof. This follows readily from the 2-cocyle condition satisfied by {훿푔,ℎ}. 
Corollary 2.9. For 푔, ℎ ∈ 퐺, we have a commutative diagram of natural isomorphisms
Hom(퐹푔퐹ℎ퐴,퐵) //

Hom(퐹ℎ퐴, 퐹푔−1퐵)
// Hom(퐴, 퐹ℎ−1퐹푔−1퐵)

Hom(퐹ℎ푔퐴,퐵) // Hom(퐴, 퐹(ℎ푔)−1퐵),
(2.7)
where each horizontal arrow is given by the relevant adjoint pair and the left (resp. right)
vertical arrow is induced by 훿−1
푔,ℎ
(resp. 훿ℎ−1,푔−1).
Proof. One can use Lemma 2.8. We leave the details to the reader. 
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Suppose  admits a 퐺-action {퐹푔 , 훿푔,ℎ} with unit Ξ. A 퐺-equivariant object of  is
a pair (퐴, {휆퐴푔 ∣ 푔 ∈ 퐺}), where 퐴 is an object in  and {휆
퐴
푔 ∣ 푔 ∈ 퐺} is a collection
{휆퐴푔 ∶ 퐹푔(퐴) → 퐴} of isomorphisms, called an equivariant structure on 퐴, such that for
each 푔, ℎ ∈ 퐺, the following diagram commutes
퐹푔퐹ℎ퐴
훿푔,ℎ,퐴

퐹푔 (휆
퐴
ℎ
)
// 퐹푔퐴
휆퐴푔

퐹ℎ푔퐴
휆퐴
ℎ푔 // 퐴.
(2.8)
In this case, we have 휆퐴푒 = Ξ퐴. By abuse of language, we will also say that 퐴 ∈  is 퐺-
equivariant with its equivariant structure implicit. An object 퐵 ∈  is called 퐺-invariant
if 퐹푔(퐵) ≅ 퐵 for all 푔 ∈ 퐺. If 퐵 ∈  is 퐺-equivariant then obviously it is 퐺-invariant.
Let (퐴, {휆퐴푔 }), (퐵, {휆
퐵
푔 }) be 퐺-equivariant objects of . Then there is a right action of
퐺 on Hom(퐴,퐵) defined by
푓.푔 = 휆퐵푔 ◦퐹푔(푓 )◦(휆
퐴
푔 )
−1
for 푔 ∈ 퐺, 푓 ∈ Hom(퐴,퐵). Moreover, 퐺 acts on the endomorphism ring End(퐴)
of 퐴 by automorphism of a ring. The category 퐺 of equivariant objects consists of 퐺-
equivariant objects of and a morphism 푓 ∶ (퐴, {휆퐴푔 })→ (퐵, {휆
퐵
푔 }) in
퐺 is a morphism
푓 ∈ Hom(퐴,퐵) that is invariant under the induced action of 퐺 on Hom(퐴,퐵). 
퐺 is
called the equivariantization of  with respect to the action of 퐺. 퐺 is also an additive
category. If is an abelian category then so is퐺.
Suppose is 푘-linear. Given a퐺-representation휌∶ 퐺 → 퐺퐿푘(푉 )
op, we have a 푘-linear
endofunctor
−⊗ 휌∶ 퐺⟶ 퐺, (퐴, {휆퐴푔 }) ↦ (퐴⊗ 푉 , {휆
퐴
푔 ⊗ 휌푔})
sending a morphism 푓 in퐺 to 푓 ⊗ Id푉 . (⊗ is always short for⊗푘 in this article.)
We need the following standard fact.
Lemma 2.10. If is 푘-linear and퐴,퐵 ∈  are퐺-equivariant then for finite dimensional
퐺-representations 푉 ,푊 over 푘, we have an isomorphism of 퐺-representations
Hom(퐴⊗ 푉 ,퐵 ⊗푊 ) ≅ Hom(퐴,퐵)⊗ Hom푘(푉 ,푊 ).
Proof. This follows from direct verification. 
We have the following
Corollary 2.11 (cf. [12, Lemma 4.1]). If is 푘-linear, |퐺| is invertible in 푘 and퐴,퐵 ∈ 
are 퐺-equivariant then we have a decomposition of Hom(퐴,퐵) as a 퐺-representation
Hom(퐴,퐵) ≅
⨁
휌∈Irr(퐺)
Hom퐺 (퐴⊗ 휌, 퐵)⊗ 휌.
Proof. For a finite dimensional퐺-representation푉 , we have isomorphismsof퐺-representations
Hom푘(푉 ,Hom(퐴,퐵)) ≅ 푉
∨ ⊗ Hom(퐴,퐵) ≅ Hom(퐴⊗ 푉 ,퐵).
The desired follows readily. 
Here are two standard examples of equivariantization.
Example 2.12. Let 푅 be a ring and 퐺 a finite group. Suppose 푅 admits a right 퐺-action
by automorphisms, that is, we are given a group homomorphism 휌∶ 퐺 → Aut(푅)op. We
also write 휌(푔)(푎) = 푎푔 for 푔 ∈ 퐺, 푎 ∈ 푅. For 푔 ∈ 퐺 and푀 ∈ Mod푅, the twisted module
푀푔 is defined such that푀푔 = 푀 as an abelian group and the new 푅-action .푔 is defined
by 푚.푔푎 = 푚.푎
푔−1 for 푚 ∈ 푀 and 푎 ∈ 푅. This yields an automorphism (−)푔 ∶ Mod푅 →
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Mod푅 sending a morphism 푓 in Mod푅 to 푓 , which is actually isomorphic to extension
by scalars along the ring isomorphism 휌(푔)∶ 푅 → 푅. Then we have a strict 퐺-action
{퐹푔 = (−)
푔} on Mod푅. Recall also that we have a skew group algebra푅퐺, which is a free
left푅-modulewith elements in퐺 as a basis and has multiplication defined by (푎푔)(푎′푔′) ∶=
푎푎′푔
−1
푔푔′ for 푎, 푎′ ∈ 푅, 푔, 푔′ ∈ 퐺. There is a canonical isomorphism
Φ∶ Mod푅퐺
≅
⟶ (Mod푅)퐺
such thatΦ(푀) = (푀, {휆푀푔 }) for an object푀 ∈ Mod푅퐺, where 휆
푀
푔 is defined by
휆푀푔 ∶ 푀
푔
→푀, 푚↦ 푚.푔,
and Φ(푓 ) = 푓 for a morphism 푓 in Mod푅퐺. Φ restricts to an isomorphism mod푅퐺 ≅
(mod푅)퐺; if |퐺| is invertible in 푅, Φ restricts to an equivalence proj푅퐺 ≃ (proj푅)퐺.
Example 2.13. Let푋 be a scheme of finite type over a field 푘 and let coh(푋) be the category
of coherent sheaves on푋. Suppose푋 admits a right퐺-action by 푘-automorphisms, that is,
we are given a group homomorphism 휌∶ 퐺 → Aut푘(푋)
op, where Aut푘(푋) is the group of
automorphisms of푋 as a 푘-scheme. Then there is a strict퐺-action {퐹푔} on coh(푋), where
퐹푔 = 휌(푔)∗ is pushout along the 푘-automorphism 휌(푔)∶ 푋 → 푋.
There are an obvious forgetful functor휔∶ 퐺 → , forgetting the퐺-equivariant struc-
ture, and an induction functor Ind∶  → 퐺 such that Ind(퐴) is ⊕푔∈퐺퐹푔(퐴) equipped
with an obvious equivariant structure. Sometimes we will denote the induction functor by
Ind퐺 to avoid possible confusion.
The following properties are essential for us.
Lemma 2.14. (1) 휔 is a faithful conservative additive functor. Ind is left and right adjoint
to 휔 such that the composition푋 → Ind◦휔(푋)→ 푋 of adjunctions equals |퐺| ⋅ Id푋 .
(2) Ind is a separable functor. If |퐺| is invertible in then 휔 is a separable functor.
(3) If  is idempotent-complete and |퐺| is invertible in  then each object 푋 ∈ 퐺 is a
direct summand of Ind◦휔(푋) in퐺.
(4) If is idempotent-complete then so is퐺.
Proof. For (1), see e.g. [21, Lemma 4.6]. (3) follows from (1). That 휔 is separable under
the assumption that |퐺| is invertible in follows from (1) and Lemma 2.1. The argument
for Ind being separable is similar since the composition퐴 → 휔◦Ind(퐴)→ 퐴 of adjunctions
is Id퐴. (4) is [16, Lemma 2.3]. 
Let  be a strictly full additive subcategory of . We say that  is 퐺-invariant if for
푔 ∈ 퐺, 퐹푔() ⊂ , equivalently, for 푔 ∈ 퐺, 퐹푔() = . In this case, the 퐺-action on 
restricts to an action on . 퐺 is naturally identified with the full subcategory 휔−1() of
퐺. Thus we will not distinguish 퐺 with 휔−1(). If 퐴 ∈  is 퐺-invariant then we have
add Ind(퐴) = (add퐴)퐺,where add퐴 refers to the full subcategory of consisting of direct
summands of finite direct sums of 퐴.
We will also need to consider restriction of a 퐺-action on to an action of a subgroup
퐻 of 퐺. Let 퐺∕퐻 = {퐻푔1,… , 퐻푔푛}, where {푔1 = 푒,… , 푔푛} is a fixed complete set of
representatives of right cosets of퐻 in 퐺. The퐺-action on restricts to an퐻-action on
in an obviousway. We have an obvious restriction functor Res퐻퐺 ∶ 
퐺
→ 퐻 , generalizing
the forgetful functor above, and an induction functor Ind퐺퐻 ∶ 
퐻
→ 퐺, generalizing the
induction functor above, such that Ind((퐴, {휆퐴
ℎ
∣ ℎ ∈ 퐻})) is⊕푛
푖=1
퐹푔푖 (퐴) endowed with an
obvious equivariant structure. Still, we have the following similar fact.
Lemma 2.15. (1) The triple (Ind퐺퐻 ,Res
퐻
퐺 , Ind
퐺
퐻 ) is an adjoint triple such that the compo-
sition 푈 → Res퐻퐺 ◦Ind
퐺
퐻 (푈 ) → 푈 of adjunctions is Id푈 and the composition 푋 →
Ind퐺퐻◦Res
퐻
퐺 (푋)→ 푋 of adjunctions is |퐺∕퐻| ⋅ Id푋 .
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(2) Ind퐺퐻 is a separable functor; if |퐺∕퐻| is invertible in  then Res퐻퐺 is a separable
functor.
We now investigate the relation between equivariantization and idempotent-completion.
Recall that the idempotent-completion ̂ of is defined as follows: objects of ̂ are pairs
(퐴, 푎), where 퐴 ∈  and 푎 ∈ Hom(퐴,퐴) is an idempotent; a morphism 푓 ∶ (퐴1, 푎1) →
(퐴2, 푎2) in ̂ is a morphism 푓 ∶ 퐴1 → 퐴2 in satisfying 푓 = 푎2푓푎1.We have a canonical
functor 휄∶  → ̂ sending an object퐴 ∈  to (퐴, 1) ∈ ̂ and sending a morphism 푓 in
to 푓 , which is an equivalence up to direct summands. Given an additive functor퐹 ∶  → 
between two additive categories, there is an induced additive functor 퐹̂ ∶ ̂ → ̂ sending
an object (퐴, 푎) ∈ ̂ to (퐹 (퐴), 퐹 (푎)) ∈ ̂ and sending a morphism 푓 in ̂ to 퐹 (푓 ). 퐹̂ is
an equivalence iff 퐹 is an equivalence up to retracts.
Observe that a 퐺-action {퐹푔 , 훿푔,ℎ} on  induces a 퐺-action {퐹̂푔 , 훿̂푔,ℎ} on ̂, where
퐹̂푔 ∶ ̂ → ̂ is induced by the autoequivalence 퐹푔 ∶  →  and 훿̂푔,ℎ is defined by
훿̂푔,ℎ,(퐴,푎) = 훿푔,ℎ,퐴◦퐹푔퐹ℎ(푎).
Lemma 2.16. There is a fully faithful functor ̂퐺 → ̂퐺 that is an equivalence when |퐺|
is invertible in.
Proof. Define a functor 퐹 ∶ ̂퐺 → ̂퐺 such that
퐹 (((퐴, {휆퐴푔 }), 푎)) = ((퐴, 푎), {휆
(퐴,푎)
푔 = 푎◦휆
퐴
푔 })
and such that 퐹 (푓 ) = 푓 for a morhpim 푓 in ̂퐺. 퐹 is well-defined and one readily sees
that 퐹 is fully faithful. Now suppose |퐺| is invertible in . By Lemma 2.14(4), ̂퐺 is
idempotent-complete. Then each object ((퐴, 푎), {휆(퐴,푎)푔 }) in ̂
퐺 is a direct summand of
Ind((퐴, 푎)). Since ̂퐺 is idempotent-complete, to see that 퐹 is an equivalence, it sufficies
to note that
Ind((퐴, 푎)) = 퐹 ((Ind(퐴), Ind(푎)))
lies in the essential image of 퐹 . 
Remark 2.17. Given an action of 퐺 on , one can associate another category ∕퐺, the
orbit category. ∕퐺 has the same objects with. For 퐴,퐵 ∈ ∕퐺,
Hom∕퐺(퐴,퐵) ∶= ⊕푔∈퐺Hom(퐴, 퐹푔(퐵)).
Composition of morphisms is defined in an obvious way. It’s shown in [16, Proposition
2.4] that there is a fully faithful comparison functor
Ind∶ ∕퐺⟶ 퐺, 푋 ↦ Ind(푋),
which is an equivalence up to retracts if |퐺| is invertible in. In constrast, a severe problem
with∕퐺 is that∕퐺 need not be idempotent-complete even if  is.
2.3. G-equivariant functors. For additive categories with 퐺-actions, it’s very natural to
consider functors between them that are compatible with 퐺-actions. In the language of
monoidal categories, such a functor bears the name of a module functor [43].
Let,  and  be additive categories equipped with 퐺-actions {푀푔 , 훼푔,ℎ}, {푁푔 , 훽푔,ℎ}
and {푃푔 , 훾푔,ℎ}, respectively.
Definition 2.18. (1) An additive functor퐹 ∶  →  is called퐺-equivariant if there exists
a collection {휙푔 ∶ 퐹푀푔
≅
→ 푁푔퐹 ∣ 푔 ∈ 퐺} of natural isomorphisms such that for all
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푔, ℎ ∈ 퐺 the following diagrams commute
퐹푀푔푀ℎ
휙푔푀ℎ//
퐹훼푔,ℎ

푁푔퐹푀ℎ
푁푔휙ℎ// 푁푔푁ℎ퐹
훽푔,ℎ퐹

퐹푀푒
휙푒 //
퐹Ξ
❀
❀❀
❀❀
❀❀
푁푒퐹
Υ퐹
✄✄
✄✄
✄✄
✄
퐹푀ℎ푔
휙ℎ푔 // 푁ℎ푔퐹 , 퐹 ,
(2.9)
where Ξ resp. Υ is the unit of the 퐺-action on resp. .
(2) Let 퐹1, 퐹2 ∶  →  be two퐺-equivariant additive functorswith equivariant structures
{휙1푔}, {휙
2
푔}, respectively. Let 휃 ∶ 퐹1 → 퐹2 be a natural transform. 휃 is called 퐺-
equivariant if for 푔 ∈ 퐺, the following diagram commutes
퐹1푀푔
휃푀푔 //
휙1푔

퐹2푀푔
휙2푔

푁푔퐹1
푁푔휃 // 푁푔퐹2.
(2.10)
Some immediate observations are in order:
(1) A 퐺-equivariant functor 퐹 ∶  →  induces an additive functor 퐹퐺 ∶ 퐺 → 퐺.
For (퐴, {휆퐴푔 }) ∈ 
퐺, 퐹퐺((퐴, 휆퐴푔 )) = (퐹퐴, {휅
퐹퐴
푔 }), where 휅
퐹퐴
푔 = 퐹 (휆
퐴
푔 )◦휙
−1
푔,퐴
; for a
morphism 푓 in퐺, 퐹퐺(푓 ) = 퐹 (푓 ). We have an equality 휔◦퐹퐺 = 퐹◦휔 and a natural
isomorphism⊕휙푔 ∶ 퐹
퐺◦Ind
≅
→ Ind◦퐹 .
(2) If 1 is a 퐺-invariant additive subcategory of  and 휄∶ 1 ↪  is the inclusion
functor then 휄 is naturally 퐺-equivariant. In particular, Id is naturally 퐺-equivariant
and we have Id퐺

= Id퐺 .
(3) Let 퐹 ∶  → , 퐻 ∶ →  be two퐺-equivariant functorswith equivariant structures
{휙푔 ∶ 퐹푀푔
≅
→ 푁푔퐹}, {휑푔 ∶ 퐻푁푔
≅
→ 푃푔퐻}, respectively. For 푔 ∈ 퐺, define 휏푔 =
휑푔퐹◦퐻휙푔 . It’s direct to check that {휏푔}makes퐻◦퐹 a퐺-equivariant functor and that
(퐻◦퐹 )퐺 = 퐻퐺◦퐹퐺.
(4) Let 퐹1, 퐹2 ∶  →  be two 퐺-equivariant functors and 휃 ∶ 퐹1 → 퐹2 a 퐺-equivariant
natural transformation. 휃 induces a natural transformation 휃퐺 ∶ 퐹퐺
1
→ 퐹퐺
2
such that
휃퐺
(퐴,{휆퐴푔 })
= 휃퐴.
Now we show that an adjoint of a 퐺-equivariant funcor is also 퐺-equivariant. This may
remind one of the fact that an adjoint of an exact functor between triangulated categories is
also exact.
Lemma 2.19. Let, be additive categories with 퐺-actions. Suppose 퐹 ∶  ⇄  ∶ 퐻
is an adjoint pair. If 퐹 is 퐺-equivariant then 퐻 is naturally 퐺-equivariant for which the
unit 휈 ∶ Id → 퐻퐹 and the counit 휇∶ 퐹퐻 → Id are 퐺-equivariant. Moreover, (퐹퐺, 퐻퐺)
is an adjoint pair with unit 휈퐺 and counit 휇퐺. A similar result holds if퐻 is 퐺-equivariant.
Proof. In this proof, we will sometimes write a morphism set Hom(퐶,퐷) as (퐶,퐷) for
short and one will see that there will be no ambiguity about which category the morphism
set belongs to. Let {푀푔 , 훼푔,ℎ} resp. {푁푔, 훽푔,ℎ} be the 퐺-action on  resp.  with unit Ξ
resp. Υ. For 푔 ∈ 퐺, let
훼푔 = Ξ◦훼푔−1 ,푔, 훽푔 = Υ◦훽푔−1 ,푔 .
Suppose {휙푔 ∶ 퐹푀푔
≅
→ 푁푔퐹} makes 퐹 퐺-equivariant. For 푔 ∈ 퐺, the composition of
the following isomorphisms
(퐴,퐻푁푔퐵)→ (퐹퐴,푁푔퐵) → (푁푔−1퐹퐴,퐵)→ (퐹푀푔−1퐴,퐵)→ (푀푔−1퐴,퐻퐵) → (퐴,푀푔퐻퐵)
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defines a natural isomorphism 휎푔 ∶ 퐻푁푔 → 푀푔퐻 . We will show that {휎푔} makes 퐻
퐺-equivariant. Consider the following diagram
(퐹푀푔푀ℎ퐴,퐵)
//
))❘❘
❘❘❘
❘❘❘

(푁푔퐹푀ℎ퐴,퐵)
// (푁푔푁ℎ퐹퐴,퐵)
((❘❘
❘❘❘
❘❘❘
(퐹푀ℎ푔퐴,퐵)
//

 
(푁ℎ푔퐹퐴,퐵)

(퐴,푀ℎ−1푀푔−1퐻퐵)
((❘❘
❘❘❘
❘❘❘
// (퐴,푀ℎ−1퐻푁푔−1퐵) // (퐴,퐻푁ℎ−1푁푔−1퐵)
((❘❘
❘❘❘
❘❘❘
(퐴,푀(ℎ푔)−1퐻퐵)
// (퐴,퐻푁(ℎ푔)−1퐵),
where each vertical arrow is the adjunction map of the corresponding adjoint pair, the top
rectangle is induced by the rectangular diagram of (2.9) and the bottom rectangle is induced
by a similar diagram for퐻 involving certain 휎푔’s. Since 퐹 is퐺-equivariant, the top rectan-
gle commutes. One can see that the two squares on the left and right side commute, where
one needs to use Corollary 2.9, and that the rectangles on the front and back side commute,
where one needs to use the definition of 휎푔’s. So the bottom rectangle commutes. This
establishs the rectangular commutative diagram for퐻 to be 퐺-equivariant. The triangular
commutative diagram for퐻 to be퐺-equivariant is easy to be established. Thus퐻 is indeed
퐺-equivariant.
Now we show that the unit 휈 ∶ Id→ 퐻퐹 is 퐺-equivariant. For퐴 ∈  and 푔 ∈ 퐺, since
퐹 is 퐺-equivariant, we have a commutative diagram
(퐹퐴, 퐹퐴)
−◦퐹훼푔,퐴 //
푁푔

(퐹푀푔−1푀푔퐴, 퐹퐴)
−◦휙−1
푔−1,푀푔퐴// (푁푔−1퐹푀푔퐴, 퐹퐴)

(푁푔퐹퐴,푁푔퐹퐴)
−◦휙푔,퐴 // (퐹푀푔퐴,푁푔퐹퐴),
where the unadorned arrow is given by the corresponding adjoint pair. Moreover, there is
a unique morphism
휃푔,퐴 ∶ Hom(퐹퐴, 퐹퐴)⟶ Hom(퐹푀푔퐴, 퐹푀푔퐴)
rendering commutative the following diagram
(퐹퐴, 퐹퐴)
푁푔 //
휃푔,퐴

(푁푔퐹퐴,푁푔퐹퐴)
−◦휙푔,퐴

(퐹푀푔퐴, 퐹푀푔퐴)
휙푔,퐴◦− // (퐹푀푔퐴,푁푔퐹퐴).
Note that 휃푔,퐴(Id퐹퐴) = Id퐹푀푔퐴. Then it is ready to see the existence of the following
commutative diagram
(푀푔퐴,푀푔퐻퐹퐴) (푀푔퐴,푀푔퐻퐹퐴)

(푀푔퐴,푀푔퐻퐹퐴)
휎푔,퐹퐴◦−
{{
(퐴,퐻퐹퐴)

푀푔
OO
−◦훼푔,퐴 // (푀푔−1푀푔퐴,퐻퐹퐴)

(퐹퐴,퐹퐴)
−◦퐹훼푔,퐴 //
휃푔,퐴

(퐹푀푔−1푀푔퐴, 퐹퐴)
−◦휙−1
푔−1 ,푀푔퐴// (푁푔−1퐹푀푔퐴, 퐹퐴)

(퐹푀푔퐴, 퐹푀푔퐴)
휙푔,퐴◦− //

(퐹푀푔퐴,푁푔퐹퐴)

(푀푔퐴,퐻퐹푀푔퐴)
퐻휙푔,퐴◦− // (푀푔퐴,퐻푁푔퐹퐴),
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where each unadorned arrow is given by the corresponding adjoint pair. It follows that we
have 퐻휙푔◦휈푀푔 = 휎푔퐹◦푀푔휈 for 푔 ∈ 퐺. That is, 휈 is 퐺-equivariant. So we have proved
that 퐻 is 퐺-equivariant and the unit 휈 of the adjoint pair (퐹 ,퐻) is 퐺-equivariant if 퐹 is
퐺-equivariant. Then by duality, we can see that the counit 휇 is also 퐺-equivariant.
And then it is easy to show that the adjunction map
Hom(퐹퐴,퐵)
≅
⟶ Hom(퐴,퐻퐵)
is 퐺-equivariant if 퐴, 퐵 are equivariant and 퐹퐴,퐻퐵 are endowed with the induced equi-
variant structure. It follows that we have an adjoint pair
퐹퐺 ∶ 퐺 // 퐺 ∶ 퐻퐺oo
with unit 휈퐺 and counit 휇퐺 .
By duality, we see that a similar result holds if퐻 is 퐺-equivariant. 
A퐺-equivariant functor that is fully faithful (resp. an equivalence) induces a fully faith-
ful functor (resp. an equivalence).
Proposition 2.20. Suppose,  are additive categories with 퐺-actions. Let 퐹 ∶  → 
be a 퐺-equivariant functor. If 퐹 ∶  →  is an equivalence (resp. fully faithful) then so is
퐹퐺 ∶ 퐺 → 퐺.
Proof. The assertion when 퐹 is fully faithful is obvious. The assertion when 퐹 is an equiv-
alence follows readily from this and Lemma 2.19. 
Here are examples of 퐺-equivariant functors.
Example 2.21. Suppose  has a 퐺-action. Let the idempotent-completion ̂ of  be
endowedwith the induced퐺-action. It’s easy to check that the canonical functor 휄∶  → ̂
is 퐺-equivariant. Thus we have a fully faithful functor 휄퐺 ∶ 퐺 → ̂퐺.
Example 2.22. Suppose  is idempotent-complete and {푀푔 , 훼푔,푔′} is a 퐺-action on 
with unit Ξ. Let (퐴, {휆퐴푔 }) ∈ 
퐺. Recall that we have an equivalence
Hom(퐴,−)∶ add퐴
≃
⟶ projEnd(퐴).
If we equip projEnd(퐴) with the 퐺-action {푁푔 = (−)
푔} induced by the 퐺-action on the
ring End(퐴) (see Example 2.12) then Hom(퐴,−) is 퐺-equivariant. Indeed, for 퐵 ∈
add퐴, define a mapping
휙푔,퐵 ∶ Hom(퐴,푀푔(퐵))⟶ 푁푔(Hom(퐴,퐵))
by
휙푔,퐵(ℎ) = Ξ퐵◦훼푔−1,푔,퐵◦푀푔−1 (ℎ)◦(휆
퐴
푔−1
)−1.
One easily sees that 휙푔,퐵 is an isomorphism of right End(퐴)-modules and is functorial in
퐵, whereby yielding a natural isomorphism
휙푔 ∶ Hom(퐴,푀푔(−))⟶ 푁푔◦Hom(퐴,−),
and {휙푔} makes Hom(퐴,−) 퐺-equivariant. Then we have an equivalence
Hom(퐴,−)
퐺 ∶ (add퐴)퐺
≃
⟶ (projEnd(퐴))
퐺.
If |퐺| is invertible in then we have an equivalence
add Ind(퐴) = (add퐴)퐺 ≃ projEnd(퐴)퐺
and thus End퐺 (Ind(퐴)) is Morita equivalent to the skew group ring End(퐴)퐺.
Suppose additionally that  is 푘-linear and End(퐴) = 푘. By the discussion above, we
have
(add퐴)퐺 = add {퐴⊗ 휌 ∣ finite dimensional indecomposable 푘퐺-modules 휌},
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where the second 퐴 is equipped with any fixed equivariant structure. If |퐺| is invertible in
푘 then we have
(add퐴)퐺 = add
⨁
휌∈Irr(퐺)
퐴⊗ 휌 = add퐴⊗ 푘퐺,
where 푘퐺 is the regular representation of 퐺, and for 휌, 휌′ ∈ Irr(퐺), by Lemma 2.10, we
have
Hom퐺 (퐴⊗ 휌,퐴⊗ 휌
′) =
{
푘 if 휌 = 휌′
0 otherwise.
Example 2.23. Let  be a Hom-finite additive 푘-category, where 푘 is a field. Recall
from [10, 48] that a Serre functor of  is an autoequivalence 핊 of  such that there is
a bifunctorial isomorphism
Hom(퐴,퐵)
∗ ≅ Hom(퐵,핊퐴),
where (−)∗ = Hom푘(−, 푘). Now suppose 퐺 acts on  with |퐺| invertible in 푘. It’s shown
in [16] that 퐺 also admits a Serre functor, induced by 핊. Here we describe a different
proof. In this example, we write a morphism space Hom(퐶,퐷) as (퐶,퐷) for short. As
usual, we obtain a natural isomorphism
휎푔 ∶ 핊퐹푔
≅
⟶ 퐹푔핊
from the following isomorphisms
(퐵,핊퐹푔퐴) ≅ (퐹푔퐴,퐵)
∗ ≅ (퐴, 퐹푔−1퐵)
∗ ≅ (퐹푔−1퐵,핊퐴) ≅ (퐵, 퐹푔핊퐴).
We make our first claim that {휎푔} makes 핊 퐺-equivariant. So 핊 induces a 푘-linear autoe-
quivalence 핊퐺 ∶ 퐺 → 퐺. Moreover, we have
핊휔 = 휔핊퐺, 휎 = ⊕푔∈퐺휎푔 ∶ 핊
퐺Ind
≅
→ Ind핊.
For 푋, 푌 ∈ 퐺, let
푓푋,푌 ∶ (Ind휔(푋), 푌 )
∗
⟶ (푌 ,핊퐺Ind휔(푋))
be the composition of the following isomorphisms
(Ind휔푋, 푌 )∗ → (휔푋,휔푌 )∗ → (휔푌 ,핊휔푋)→ (푌 , Ind핊휔푋)→ (푌 ,핊퐺Ind휔푋).
For each푋 ∈ 퐺, recall that the composition푋
휂푋
→ Ind◦휔(푋)
휖푋
→ 푋 of adjunctions equals|퐺| ⋅ Id푋 . Let 푒푋 ∶ Ind◦휔(푋)→ Ind◦휔(푋) be the idempotent 1 − 1|퐺|휂푋휖푋 . We make our
second claim that there is a commutative diagram
(Ind휔(푋), 푌 )∗
(−◦푒푋)
∗
//
푓푋,푌

(Ind휔(푋), 푌 )∗
푓푋,푌

(푌 ,핊퐺Ind휔(푋))
핊
퐺푒푋◦− // (푌 ,핊퐺Ind휔(푋)),
bifunctorial in 푋, 푌 ∈ 퐺. Then there is a unique bifunctorial isomorphism
휅푋,푌 ∶ (푋, 푌 )
∗
⟶ (푌 ,핊퐺푋)
making the following diagram commute
(푋, 푌 )∗
(−◦휂푋)
∗
//
휅푋,푌
✤
✤
✤ (Ind휔(푋), 푌 )
∗
(−◦푒푋)
∗
//
푓푋,푌

(Ind휔(푋), 푌 )∗
푓푋,푌

(푌 ,핊퐺푋)
핊
퐺휂푋◦− // (푌 ,핊퐺Ind휔(푋))
핊
퐺푒푋◦− // (푌 ,핊퐺Ind휔(푋))
because the two left horizontal arrows are kernels. This shows that 핊퐺 is a Serre functor of
퐺.
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It remains to prove our two claims. Let us show our first claim. The trianglular com-
mutative diagram for 핊 to be 퐺-equivariant is easy to be established and to establish the
rectangular commutative diagram, it sufficies to prove the commutativity of the following
diagram
(핊퐹푔퐹ℎ퐶,핊퐹푔퐹ℎ퐶)
휎푔,퐹ℎ퐶◦− //

(핊퐹푔퐹ℎ퐶, 퐹푔핊퐹ℎ퐶)

(퐹푔−1핊퐹푔퐹ℎ퐶,핊퐹ℎ퐶)
휎ℎ,퐶 ◦−

(핊퐹푔퐹ℎ퐶,핊퐹ℎ푔퐶)
휎ℎ푔,퐶◦−

(퐹푔−1핊퐹푔퐹ℎ퐶, 퐹ℎ핊퐶)

(핊퐹푔퐹ℎ퐶, 퐹ℎ푔핊퐶)
// (핊퐹푔퐹ℎ퐶,퐹푔퐹ℎ핊퐶),
where the unadorned arrows represent the obvious isomorphisms. Indeed, the commuta-
tivity of the above diagram can be obtained by combining a few commutative diagrams,
among which two diagrams take the form (2.7) given in Corollary 2.9 and the others are
evidently commutative. To show our second claim, note that for (퐴, {휆퐴푔 }) ∈ 
퐺, since 핊
is 퐺-equivariant, 핊퐴 has an induced equivariant structure {휆핊퐴푔 ∶= 핊(휆
퐴
푔 )◦휎
−1
푔,퐴
}. Given
another object (퐵, {휆퐵푔 }) ∈ 
퐺, one can check that the isomorphism
Hom(퐴,퐵)
∗ ≅ Hom(퐵,핊퐴)
is in fact an isomorphism of퐺-representations. To do this, one needs the commutativity of
the following diagram
(퐴,퐵)∗ //
(퐹푔 )
∗

(퐵,핊퐴)
퐹푔 // (퐹푔퐵, 퐹푔핊퐴)
휎−1
푔,퐴
◦−

(퐹푔퐴, 퐹푔퐵)
∗ // (퐹푔퐵,핊퐹푔퐴),
which can be obtained by combining a few obviously commutative diagrams. And then
one readily sees that there is a commutative diagram
(Ind휔푋, 푌 )∗ //
(−◦푒′
푋
)∗

(휔푋, 휔푌 )∗ //
푎∗

(휔푌 ,핊휔푋) //
푏

(푌 , Ind핊휔푋) //
푐

(푌 ,핊퐺Ind휔푋)
핊퐺푒′
푋
◦−

(Ind휔푋, 푌 )∗ // (휔푋, 휔푌 )∗ // (휔푌 ,핊휔푋) // (푌 , Ind핊휔푋) // (푌 ,핊퐺Ind휔푋),
where
푒′푋 = 1 − 푒푋 =
1|퐺|휂푋휀푋 ,
푎 = {푢↦
1|퐺| ∑
푔∈퐺
푢.푔},
푏 = {푣↦
1|퐺| ∑
푔∈퐺
푣.푔},
푐 = {푤↦ 휎퐴◦핊
퐺푒′푋◦휎
−1
퐴 ◦푤}.
We are done.
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2.4. Trivial action. Now let us define a trivial action (see [38, §3.3]). Let 퐺 be a finite
group with unit 푒 and an additive category.
Definition 2.24. An action {퐹푔 , 훿푔,ℎ ∣ 푔, ℎ ∈ 퐺} of 퐺 on  is said to be trivial if there
is a trivialization of this action, i.e., a collection {휉푔 ∶ 퐹푔
∼
→ Id ∣ 푔 ∈ 퐺} of natural
isomorphisms such that for each 푔, ℎ ∈ 퐺, the following diagram
퐹푔퐹ℎ
훿푔,ℎ //
퐹푔휉ℎ

퐹ℎ푔
휉ℎ푔

퐹푔
휉푔 // Id
commutes.
In this case, 휉푒 coincides with the unit of the action. Moreover, each 퐴 ∈  has an
equivariant structure {휉푔,퐴 ∣ 푔 ∈ 퐺}, which is called the trivial equivariant structure. 퐺
acts trivially on Hom(퐴,퐵) if 퐴,퐵 are equipped with the trivial equivariant structures. If
 is linear over a field 푘 then for 퐴 ∈  we have an isomorphism
⊕휉푔,퐴∶ Ind(퐴)
≅
⟶ 퐴⊗ 푘퐺
in퐺, where the 퐴 on the right hand side is equipped with the trivial equivariant structure
and 푘퐺 is the (right) regular representation of 퐺.
In case of a trivial action, it is known that퐺 decomposes as in the following proposition
(cf. [12, §4.2], [38, Proposition 3.3]).
Proposition 2.25. If퐺 acts trivially on an idempotent-complete additive 푘-category and|퐺| is invertible in 푘 then
퐺 =
∐
휌∈Irr(퐺)
⊗ 휌 ≃
∐
휌∈Irr(퐺)
,
where for each 퐴⊗ 휌 ∈ ⊗ 휌, 퐴 is equipped with the trivial equivariant structure.
Proof. As in [38, Proposition 3.3], one uses Lemma 2.10 to conclude that
Hom퐺 (⊗ 휌,⊗ 휌
′) = 0
for 휌 ≠ 휌′ ∈ Irr(퐺) and that the functor
⟶ ⊗ 휌, 퐴 ↦ 퐴⊗ 휌
sending a morphism푓 in to 푓⊗Id휌 is an equivalence for each 휌 ∈ Irr(퐺). To show
퐺 =∐
휌∈Irr(퐺)⊗ 휌, it remains to show that each 푋 ∈ 
퐺 decomposes as 푋 = ⊕휌∈Irr(퐺)푋휌,
where푋휌 ∈ ⊗ 휌. We need the following simple
Lemma 2.26. Suppose  is an idempotent-complete additive category. Let 푌1, 푌2 ∈ 
with Hom(푌1, 푌2) = 0 = Hom(푌2, 푌1). If 푌 ∈  is a direct summand of 푌1 ⊕ 푌2 then 푌
decomposes as 푌 = 푌3 ⊕ 푌4 such that 푌3 resp. 푌4 is a direct summand of 푌1 resp. 푌2.
Since 푋 is a direct summand of
Ind◦휔(푋) ≅ 휔(푋)⊗ 푘퐺 ≅ ⊕휌∈Irr(퐺)휔(푋)
⊕푛휌 ⊗ 휌,
where 푛휌 = dim푘 휌
∨, we know that 푋 = ⊕휌∈Irr(퐺)푋휌 by the above lemma, where 푋휌 is a
direct summand of 휔(푋)⊕푛휌 ⊗ 휌. Since⊗ 휌 ≃  (휌 ∈ Irr(퐺)) is idempotent-complete,
⊗휌 as a full subcategory of퐺 is closed under direct summands. So 푋휌 ∈ ⊗ 휌. We
are done. 
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Remark 2.27. We remark thatwe cannot drop the assumption that is idempotent-complete
(which is missing in [38, Proposition 3.3]). For example, let the bounded derived category
푏(mod푘) be endowed with the trivial 퐺-action induced by the trivial action of 퐺 on 푘.
Let  be the smallest triangulated subcategory of 푏(mod푘) containing 푘⊕2. Take two
characters 휒1 ≠ 휒2 of 퐺 over 푘 (suppose the character group 퐺
∗ is not trivial). Then the
object 푘 ⊗ 휒1 ⊕ 푘⊗ 휒2 ∈ 
퐺 does not lie in the subcategory
∐
휌∈Irr(퐺)⊗ 휌.
Given a group homomorphism휙∶ 퐺1 → 퐺2 between two finite groups and a퐺2-action
{푀푎, 훼푎,푎′ ∣ 푎, 푎
′ ∈ 퐺2} on, restriction along 휙 yields a 퐺1-action
{푁푏 ∶=푀휙(푏), 훽푏,푏′ ∶= 훼휙(푏),휙(푏′) ∣ 푏, 푏
′ ∈ 퐺1}
on . In particular, consider a normal subgroup 퐻 of a finite group 퐺. If  admits a
퐺∕퐻-action then restriction along the quotient map 퐺 ↠ 퐺∕퐻 yields a 퐺-action on ,
which in turn restricts to a trivial퐻-action on.
Now suppose  is an idempotent complete additive 푘-category with a 퐺∕퐻-action,
where 푘 is a field, and equip with the induced퐺-action. We want to relate퐺∕퐻 to퐺.
Since the action of퐻 on is trivial, there is a decomposition
퐻 =
∐
휌∈Irr(퐻)
⊗ 휌.
Since the restriction functor Res퐻퐺 ∶ 
퐺
→ 퐻 is faithful, there is a decomposition
퐺 =
∐
휌∈Irr(퐻)
(퐺)휌,
where (퐺)휌 = (Res
퐻
퐺 )
−1(⊗휌) is the full subcategory of퐺 consisting of those objects
whose images under Res퐻퐺 lie in ⊗ 휌.
Proposition 2.28. Let  be an idempotent-complete additive 푘-category with a 퐺∕퐻-
action. Then we have an equivalence
퐹 ∶ 퐺∕퐻
≃
⟶ (퐺)휌0
such that
pr◦Ind퐺 ≅ 퐹◦Ind퐺∕퐻 ,
where 휌0 is the trivial 퐻-representation over 푘 and pr is the projection of 
퐺 to its com-
ponent (퐺)휌0 .
Proof. Let 퐺∕퐻 = {퐻푔푖 ∣ 1 ≤ 푖 ≤ 푛}, where we have fixed a complete set of repre-
sentatives {푔1 = 푒,… , 푔푛} and let {퐹퐻푔푖 , 휇퐻푔푖,퐻푔푗} be the 퐺∕퐻-action on . Define a
functor
퐹 ∶ 퐺∕퐻⟶ (퐺)휌0
as follows: 퐹 sends an object (퐴, {휇퐴
퐻푔푖
}) in퐺∕퐻 to (퐴, {휈퐴푔 }), where 휈
퐴
푔 = 휇
퐴
퐻푔푖
(suppose
푔 ∈ 퐻푔푖); 퐹 sends a morphism 푓 in 
퐺∕퐻 to 푓 . One readily sees that 퐹 is well-defined.
In particular, we have (퐴, {휈퐴푔 }) ∈ (
퐺)휌0 . It’s also easy to see that 퐹 is an equivalence.
Let 휄∶ (퐺)휌0 ↪ 
퐺 be the inclusion functor. Note that we have two adjoint pairs
(pr◦Ind퐺, 휔◦휄) and (퐹◦Ind퐺∕퐻 , 휔◦퐹−1),
where 퐹−1 is a quasi-inverse of 퐹 . Since 휔 = 휔◦휄◦퐹 , we have pr◦Ind퐺 ≅ 퐹◦Ind퐺∕퐻 .

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2.5. Reconstructionof from퐺 via equivariantization. Let 푘 be a field. Suppose퐺 is
a finite groupwith |퐺| invertible in 푘 and is an idempotent-complete additive 푘-category
with an action of퐺. It’s well-known that there is a de-equivariantization process (−)퐺 such
that (퐺)퐺 ≃  (see [21]). We show in this subsection that if moreover 퐺 is solvable and
푘 is algebraically closed then it is possible to obtain  from 퐺 via equivariantization.
This is a common generalization of Reiten and Riedtman’s result [47, Propsition 5.3] and
Elagin’s result [23, Theorem 1.3]. Our proof is almost along the same lines with Elagin’s
proof of [23, Theorem 1.3].
Denote by 퐺′ the commutator group of퐺. Observe that we have a strict action {−⊗휒 ∣
휒 ∈ 퐺∗} of the character group 퐺∗ on퐺.
Theorem 2.29. Suppose that  is an idempotent-complete 푘-linear additive category,
where 푘 is an algebraically closed field, and that |퐺| is invertible in 푘. Then there is an
equivalence
(퐺)퐺
∗
≃ 퐺
′
.
In particular, if 퐺 is solvable then we can obtain  from 퐺 after a finite sequence of
equivariantization; if 퐺 is abelian then we have an equivalence (퐺)퐺
∗
≃ .
The special case when 퐺 is abelian is Elagin’s result. When  = Mod푅 for a finite
dimensional algebra 푅, our proposition specializes to Reiten and Riedtman’s results [47,
Proposition 5.3] and [47, Corollary 5.2].
Proof. The adjoint pair
휔∶ (퐺)퐺
∗ //
퐺 ∶ Indoo
gives us a comonad 푇1 = (퐹1 = 휔◦Ind, 휖1,Δ1) on
퐺; the adjoint pair
Ind퐺
퐺′
∶ 퐺
′ //
퐺 ∶ Res퐺
′
퐺
oo
gives us another comonad 푇2 = (퐹2 = Ind
퐺
퐺′
◦Res퐺
′
퐺
, 휖2,Δ2) on
퐺. Since 휔 and Ind퐺
퐺′
are
separable functors and since (퐺)퐺
∗
and퐺
′
are idempotent-complete by Lemma 2.14(4),
we know from Corollary 2.4 that the comparison functors
(퐺)퐺
∗
⟶ (퐺)푇1 , 
퐺′
⟶ (퐺)푇2
are equivalences. To show (퐺)퐺
∗
≃ 퐺
′
, it sufficies to show that the two comonads푇1, 푇2
on퐺 are isomorphic.
We have
퐹1 = −⊗ (⊕휒∈퐺∗휒)∶ 
퐺
⟶ 퐺.
Moreover, 휖1 ∶ 퐹1 → Id is induced by the morphism of 퐺-representations
⊕휒∈퐺∗휒⟶ 푘trivial, 1휒 ↦
{
1 if 휒 = 푘trivial
0 otherwise
where 푘trivial is the trivial representation, and that Δ1 ∶ 퐹1 → 퐹1◦퐹1 is induced by the
morphism of 퐺-representations
⊕휒∈퐺∗휒⟶ (⊕휒∈퐺∗휒)⊗ (⊕휒∈퐺∗휒), 1휒 ↦
∑
휒 ′∈퐺∗
1휒휒 ′−1 ⊗ 1휒 ′ .
Suppose 퐺∕퐺′ = {퐺′푔푖 ∣ 1 ≤ 푖 ≤ 푛} (푔1 = 푒) and let 푘퐺∕퐺
′ be the 푘-space with basis
{퐺′푔푖 ∣ 1 ≤ 푖 ≤ 푛} equipped with the natural 퐺-action. We have still another comonad
푇3 = (퐹3 = −⊗ 푘퐺∕퐺
′, 휂3,Δ3) on 
퐺, where 휖3 ∶ 퐹3 → Id is defined by the morphism
of 퐺-representations
푘퐺∕퐺′⟶ 푘trivial, 퐺
′푔푖 ↦ 1
and Δ3 ∶ 퐹3 → 퐹3◦퐹3 is defined by the morphism of 퐺-representations
푘퐺∕퐺′⟶ 푘퐺∕퐺′ ⊗ 푘퐺∕퐺′, 퐺′푔푖 ↦ 퐺
′푔푖 ⊗퐺
′푔푖.
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We first show that 푇1 ≅ 푇3. Since the abelian group 퐺∕퐺
′ by assumption has order
invertible in the algebraically closed field 푘, we have an isomorphism
훼 ∶ ⊕휒∈퐺∗ 휒⟶ 푘퐺∕퐺
′
as 퐺-representations (and as 퐺∕퐺′-representations). By the linear independence of char-
acters of 퐺∕퐺′, we can suppose 훼(
∑
휒∈퐺∗ 1휒 ) = 퐺
′푒. 훼 induces a natural transform
휀∶ 퐹1 → 퐹3. To see that 휀 is compatible with the counits and comultiplications, it suf-
ficies to note that we have two commutative diagrams of 퐺-representations
⊕휒∈퐺∗휒 //
훼

푘trivial ⊕휒∈퐺∗휒 //
훼

(⊕휒∈퐺∗휒)⊗ (⊕휒∈퐺∗휒)
훼⊗훼

푘퐺∕퐺′ // 푘trivial, 푘퐺∕퐺
′ // 푘퐺∕퐺′ ⊗ 푘퐺∕퐺′.
This allows us to conclude 푇1 ≅ 푇3.
Now we show 푇3 ≅ 푇2. Define a natural transform 휃 ∶ 퐹2 → 퐹3 by 휃(퐴,{휆퐴푔 })
= ⊕푛
푖=1
휆퐴푔푖
for (퐴, {휆퐴푔 }) ∈ 
퐺. 휃 is well-defined and is obviously an isomorphism. It’s direct to
check that 휃 is compatible with the counits and the comultiplications and thus yields an
isomorphism 푇3 ≅ 푇2 of comonads.
In conclusion, we have 푇1 ≅ 푇3 ≅ 푇2. We are done.

Remark 2.30. We remark here that [47, Proposition 5.1, Corollary 5.2] hold in greater
generality. In fact, if 푘 is an algebraically closed field, 퐴 a 푘-algebra and 퐺 a finite group
with |퐺| invertible in 푘 then there is an algebra isomorphism
휙∶ (퐴퐺)퐺∗ ⟶ End퐴퐺′(퐴퐺),
푎푔휒 ↦ {푏ℎ ↦ 휒(ℎ)푎푔푏ℎ, for 푏 ∈ 퐴, ℎ ∈ 퐺}, for 푎 ∈ 퐴, 푔 ∈ 퐺, 휒 ∈ 퐺∗,
where퐴퐺 is considered as a right퐴퐺′-module; in particular, the skew group ring (퐴퐺)퐺∗
is Morita equivalent to the skew group ring퐴퐺′. All arguments in [47] work in the current
setting except the arguments showing the surjectiveness of 휙. Actually, one can use the
linear independence of characters of 퐺 to conclude that 휙 is surjective.
3. EQUIVARIANTIZATION OF TRIANGULATED CATEGORIES
Throughout this section, 퐺 denotes a finite group.
3.1. (Pre-)triangulated structure on categories of equivariant objects. Let  be a tri-
angulated (resp. pretriangulated) category with a 퐺-action. With an expectation that the
category 퐺 of equivariant objects is also triangulated (resp. pretriangulated), it’s natu-
ral to consider an action that is compatible with the triangulated (resp. pretriangulated)
structure.
Definition 3.1. A 퐺-action {퐹푔 , 훿푔,ℎ} on  is said to be admissible if 퐹푔’s are exact au-
toequivalences with commutating isomorphisms 휃푔 ∶ 퐹푔◦[1] → [1]◦퐹푔 such that {휃
−1
푔 }
makes the translation functor [1] of  퐺-equivariant.
In this case, the 퐺-equivariant translation functor [1] of  induces a translation functor
(i.e. an autoequivalence) 퐺 → 퐺, which is also denoted by [1]. We have an equality
휔◦[1] = [1]◦휔 and a natural isomorphism
휃 = ⊕푔∈퐺휃푔 ∶ Ind◦[1]
∼
→ [1]◦Ind.
Definition 3.2. Given an admissible 퐺-action on a triangulated (resp. pretriangulated)
category , a triangulated (resp. pretriangulated) structure on 퐺 such that the forgetful
functor 휔∶ 퐺 →  is exact is called a canonical triangulated (resp. pretriangulated)
structure.
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By virtue of Balmer’s theorem [2, Theorem 4.1], Chen observed in [18] that under cer-
tain assumptions there exists a unique canonical pretriangulated structure on 퐺. Here we
slightly generalize his result [18, Lemma 4.4(3)].
Proposition 3.3. Suppose 퐺 acts admissibly on  with |퐺| invertible in . Then there
exists a unique canonical pretriangulated structure on 퐺 and exact triangles in 퐺 are
precisely those triangles whose images under 휔 are exact in .
To prove this, the following fact is basic for us.
Lemma 3.4 ([1]). (1) Let  be a category and let us be given a commutative diagram in

퐴
푎 //
푒1

퐵
푏 //
푒

퐶
푒3

퐴
푎 // 퐵
푏 // 퐶.
If 푒1, 푒3 are idempotents and 푏 is a pseudo-cokernel of 푎 then there is an idempotent
푒2 ∶ 퐵 → 퐵 making the diagram commute with 푒2 in lieu of 푒.
(2) Let  be a pretriangulated category and let
Δ1 = (푋, 푌 ,푍, 푢, 푣, 푤), Δ2 = (푋
′, 푌 ′, 푍′, 푢′, 푣′, 푤′)
be two triangles in  . Then the direct sum
Δ1 ⊕ Δ2 = (푋 ⊕푋
′, 푌 ⊕ 푌 ′, 푍 ⊕ 푍′, 푢 ⊕ 푢′, 푣 ⊕ 푣′, 푤 ⊕ 푤′)
is an exact triangle in  iff so are Δ1 and Δ2.
(3) Let  be a triangulated (resp. pretriangulated) category. Then its idempotent-completion
̂ admits a unique triangulated (resp. pretriangulated) structure such that the canon-
ical functor 휄∶  → ̂ is exact. More precisely, an exact triangle in ̂ is a triangle
(푇1, 푇2, 푇3, 푢, 푣, 푤) for which there is a triangle (푇
′
1
, 푇 ′
2
, 푇 ′
3
, 푢′, 푣′, 푤′) such that the tri-
angle
(푇1 ⊕ 푇
′
1
, 푇2 ⊕ 푇
′
2
, 푇3 ⊕ 푇
′
3
, 푢 ⊕ 푢′, 푣 ⊕ 푣′, 푤 ⊕ 푤′)
in ̂ is isomorphic to a triangle ((푈, 1), (푉 , 1), (푊 , 1), 푟, 푠, 푡) for some exact triangle
(푈, 푉 ,푊 , 푟, 푠, 푡) in  .
Proof. (1) follows from the proof of [1, Lemma 1.13]. (2) is [1, Lemma 1.6]. The assertion
in (3) on a pretriangulated category follows from the proof of [1, Theorem 1.5] and the
assertion in (3) on a triangulated category is [1, Theorem 1.5] (the nontrivial part is the
verification of (TR4), the octahedron axiom).

Proof of Proposition 3.3. Let Σ be the set of triangles in 퐺 whose images under 휔 are
exact triangles in .
Step 1. We show that Σ defines a pretriangulated structure on 퐺 under an additional
assumption that is idempotent-complete1. In this case, we can use the full strength of the
adjoint triple (Ind, 휔, Ind).
1When the 퐺-action is strict, Chen obtained this assertion (i.e., [18, Lemma 4.4(3)]) by applying Balmer’s
theorem [2, Theorem 4.1]. We believe that Balmer’s theorem could be adapted to imply our assertion. More
precisely, some related commutativity in the strict sense required in [2] could be weakened to cover our situation.
Anyway, we give a direct proof of our assertion here and our proof essentially follows the proof of [2, Theorem
4.1].
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We first prove (TR3). Let us be given a commutative diagram with rows being triangles
in Σ
푋
푎 //
푢

푌
푏 //
푣

푍
푐 // 푋[1]
푢[1]

푋′
푎′ // 푌 ′
푏′ // 푍′
푐′ // 푋′[1].
We have a commutative diagram in  with rows being exact triangles
휔(푋)
휔(푎) //
휔(푢)

휔(푌 )
휔(푏) //
휔(푣)

휔(푍)
휔(푐) //
푟

휔(푋)[1]
휔(푢)[1]

휔(푋′)
휔(푎′) // 휔(푌 ′)
휔(푏′) // 휔(푍′)
휔(푐′) // 휔(푋′)[1].
Define 푤 = 1|퐺| ∑푔∈퐺 푟.푔. Then there is a commutative diagram in 퐺
푋
푎 //
푢

푌
푏 //
푣

푍
푐 //
푤

푊
푢

푋′
푎′ // 푌 ′
푏′ // 푍′
푐′ // 푊 ′,
This proves (TR3).
All conditions in (TR1) and (TR2) are ready to be verified except that each morphism
푎∶ 푋1 → 푋2 embeds into a triangle in Σ, which we now show. Let
휔(푋1)
휔(푎)
⟶ 휔(푋2)
푑
⟶ 퐴
푓
⟶ 휔(푋1)[1]
be an exact triangle in. Let 휂 ∶ Id→ Ind◦휔 resp. 휖 ∶ Ind◦휔 → Id be the unit resp. counit
of the adjoint pair (휔, Ind) resp. (Ind, 휔). There is a commutative diagram with rows being
triangles in Σ
Ind◦휔(푋1)
Ind◦휔(푎) //
푒1

Ind◦휔(푋2)
Ind(푑) //
푒2

Ind(퐴)
휃휔(푋1)
◦Ind(푓 )
//
푒3

Ind◦휔(푋1)[1]
푒1[1]

Ind◦휔(푋1)
Ind◦휔(푎) // Ind◦휔(푋2)
Ind(푑) // Ind(퐴)
휃휔(푋)◦Ind(푓 )// Ind◦휔(푋)[1].
where 푒푖 (푖 ∈ {1, 2}) is the idempotent 1 −
1|퐺|휂푋푖휖푋푖 and the existence of 푒3 follows from
(TR3). Since Ind as a left adjoint preserves pseudo-cokernel, Ind(푑) is a pseudo-cokernel
of Ind◦휔(푎). So we can take 푒3 to be an idempotent by Lemma 3.4(1). Moreover, we have
휖푋푖 = coker (푒푖) (푖 ∈ {1, 2}) and 푢 = coker (푒3) exists since 
퐺 is idempotent-complete.
Then there is a morphism of triangles
Δ
훾1

Ind◦휔(푋1)
Ind◦휔(푎) //
휖푋1

Ind◦휔(푋2)
Ind(푑) //
휖푋2

Ind(퐴)
휃휔(푋1)
◦Ind(푓 )
//
푢

Ind◦휔(푋1)[1]
휖푋1
[1]

Δ1 푋1
푎 // 푋2
푏 // 푋3
푐 // 푋1[1],
where 푏 and 푐 are the unique morphismsmaking the above diagram commutative. Further-
more, the commutative diagram
Ind◦휔(푋1)
Ind◦휔(푎) //
1−푒1

Ind◦휔(푋2)
Ind(푑) //
1−푒2

Ind(퐴)
휃휔(푋1)
◦Ind(푓 )
//
1−푒3

Ind◦휔(푋1)[1]
1−푒1[1]

Ind◦휔(푋1)
Ind◦휔(푎) // Ind◦휔(푋2)
Ind(푑) // Ind(퐴)
휃휔(푋)◦Ind(푓 )// Ind◦휔(푋)[1]
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yields a morphism of triangles
Δ
훾2

Ind◦휔(푋1)
Ind◦휔(푎) //
푓1

Ind◦휔(푋2)
Ind(푑) //
푓2

Ind(퐴)
휃휔(푋1)
◦Ind(푓 )
//
푓3

Ind◦휔(푋1)[1]
푓1[1]

Δ2 푋
′
1
푎′ // 푋′
2
푏′ // 푋′
3
푐′ // 푋′
1
[1],
where 푓푖 = coker (1−푒푖) and 푎
′, 푏′, 푐′ are the uniquemorphismsmaking the above diagram
commutative. Then we have an isomorphism of triangles
(훾1, 훾2)
푡∶ Δ⟶ Δ1 ⊕ Δ2.
Now that휔(Δ) is an exact triangle in, so is the direct summand휔(Δ1) by Lemma 3.4(2).
Hence Δ1 lies in Σ. This shows that each morphism in 
퐺 embeds into a triangle in Σ.
Step 2. We show that Σ defines a pretriangulated structure on퐺 without assuming that
 is idempotent-complete. Let ̂ be the idempotent-completion of . By Lemma 3.4(3),
̂ admits a unique pretriangulated structure such that the canonical functor 휄∶  → ̂ is
exact. By Step 1, the set of triangles in ̂퐺 whose images under 휔 are exact triangles in
̂ defines a pretriangulated structure such that the forgetful functor 휔∶ ̂퐺 → ̂ is exact.
Now that the essential image of the fully faithful functor 휄퐺 ∶ 퐺 → ̂퐺 induced by the
canonical functor 휄∶  → ̂ is closed under shifts and taking cone, 퐺 admits a unique
pretriangulated structure such that 휄퐺 ∶ 퐺 → ̂퐺 is exact and the set of exact triangles in
퐺 is precisely Σ. Hence Σ defines a pretriangulated structure on퐺.
Step 3. We show the uniqueness of the desired pretriangulated structure on 퐺. This
follows from the well-known fact that if two sets Σ and Σ′ of triangles satisfying Σ′ ⊂ Σ
defines a pretriangulated structure on an additive category then Σ′ = Σ.

Remark 3.5. The condition that |퐺| is invertible in  is necessary. For example, let 푘 be
a field whose characteristic divides |퐺|. The semisimple abelian category mod푘 admits
a triangulated structure, while the abelian category (mod푘)퐺 ≃ mod푘퐺 does not admit a
pretriangulated structure since it is not semisimple.
As an immediate corollary, we have the following fact on the uniqueness of a canonical
triangulated structure under the assumption of its existence.
Corollary 3.6. If a triangulated category has an admissible퐺-action and |퐺| is invert-
ible in  then a canonical triangulated structure on 퐺 is unique once it exists and exact
triangles consists of those triangles in 퐺 whose images are exact in .
Here are two examples of existence of a canonical triangulated structure.
Example 3.7. Suppose 퐺 acts trivially on a triangulated category  linear over a field 푘
and |퐺| is invertible in 푘. Then 퐺 admits a canonical triangulated structure2. Indeed,
let the idempotent-completion ̂ of be equipped with the induced action, which is also a
trivial action. Equip ̂퐺 with the canonical pretriangulated structure. Then the equivalence
̂퐺 ≃
∐
휌∈Irr(퐺) ̂ given in Proposition 2.25 is an exact equivalence. Thus the canonical
pretriangulated structure on ̂퐺 is actually a triangulated structure. And then we can see
that퐺 admits a canonical triangulated structure.
Example 3.8. Suppose퐺 acts admissibly on a triangulated category with |퐺| invertible
in  and suppose 퐺 admits a canonical triangulated structure. Then ̂퐺 also admits a
canonical triangulated structure and there is an exact equivalence 퐹 ∶ ̂퐺 → ̂퐺, where 퐹
is the equivalence defined in the proof of Lemma 2.16. It sufficies to note that 퐹 is exact in
2This trivial action case was considered in [38, Proposition 3.3] but the proof there is flawed.
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the current setup. Indeed, we have 퐹◦휄 = 휄퐺, where 휄퐺 ∶ 퐺 → ̂퐺 is as in Example 2.21
and 휄∶ 퐺 → ̂퐺 is the canonical functor. Then one readily concludes from Lemma 3.4
that 퐹 is exact.
In general, we don’t know the existence of a canonical triangulated structure. In the
remaining of this subsection as well as the next subsection, we are going to give several
instances of existence of a canonical triangulated structure. We will show that certain for-
mations of a new triangulated category almost commute with equivariantization. In each
case to be considered, we have a natural comparison functor. We will prove that such a
comparison functor induces an equivalence between idempotent-completions and thus the
functor itself is an equivalence up to retracts. This will imply the existence of a canonical
triangulated structure on the category of equivariant objects under concern. And then the
corresponding comparison functor becomes an exact equivalence up to retracts. This is
exactly what we mean by saying “almost commute”.
We start with localization. See [19, Corollary 4.4] for an analogue of the following fact
for abelian categories.
Theorem 3.9. Suppose  is a triangulated category with an admissible 퐺-action, |퐺| is
invertible in, and퐺 admits a canonical triangulated structure. Let  be a 퐺-invariant
triangulated subcategory of. Then:
(1) The Verdier quotient∕ carries an induced admissible퐺-action and (∕)퐺 admits
a unique canonical triangulated structure.
(2) There is a natural exact functor 퐺∕퐺 → (∕)퐺 that is an equivalence up to re-
tracts. In particular, we have an exact equivalence 퐺∕퐺 ≃ (∕)퐺 if 퐺∕퐺 is
idempotent-complete.
To prove this, we need the following two simple lemmas.
Lemma 3.10 (See e.g. [42, Lemma 1.1]). Suppose 퐹 ∶  ⇄  ∶ 퐻 is an adjoint pair of
exact functors between triangulated categorieswith unit 휂 and counit 휖. Suppose1,1 are
respectively triangulated subcategories of  and  such that 퐹 (1) ⊂ 1, 퐻(1) ⊂ 1.
Then the adjoint pair (퐹 ,퐻, 휂, 휖) induces an adjoint pair 퐹 ∶ ∕1 ⇄ ∕1 ∶ 퐻 with
unit 휂 and counit 휖 such that 휂
퐴
= 휂퐴∕1 and 휖퐵 = 휖퐵∕1. Moreover, if 퐹 is a separable
functor then so is 퐹 .
Lemma 3.11. Let 퐹 ∶  ⇄  ∶ 퐻 be an adjoint pair between additive categories with
unit 휂 and counit 휖. Then the adjoint pair (퐹 ,퐻, 휂, 휖) induces an adjoint pair 퐹̂ ∶ ̂ ⇄ ̂ ∶
퐻̂ between the idempotent-completions with unit 휂̂ and counit 휖̂ such that 휂̂(퐴,푒퐴) = 휂퐴◦푒퐴
and 휖̂(퐵,푒퐵 ) = 푒퐵◦휖퐵 . Moreover, if 퐹 is a separable functor then so is 퐹̂ .
Proof of Theorem 3.9. Obviously 퐺 admits a unique triangulated structure such that the
inclusion 퐺 → 퐺 is exact, which in fact coincides with the canonical triangulated struc-
ture. The admissible action of퐺 on induces an admissible퐺-action on∕ in an obvious
way. If we endow (∕)퐺 with the canonical pretriangulated structure then the forgetful
funtor 휔∶ (∕)퐺 → ∕ is exact. The Verdier quotient functor 푄∶  → ∕ is evi-
dently퐺-equivariant and thenwe have an exact functor푄퐺 ∶ 퐺 → (∕)퐺. Since 퐺 lies
in the kernel of 푄퐺, 푄퐺 induces an exact functor 퐹 ∶ 퐺∕퐺 → (∕)퐺, which further
extends to an exact functor
퐹̂ ∶ ̂퐺∕퐺 // ̂(∕)퐺
between the idempotent completions. Moreover, the adjoint pair 휔∶ 퐺 ⇄  ∶ Ind of
exact functors induces an adjoint pair 휔∶ 퐺∕퐺 → ∕ ∶ Ind, which in turn induces an
adjoint pair
휔̂∶ ̂퐺∕퐺 // ̂∕ ∶ Înd;oo
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on the other hand, the adjoint pair 휔∶ (∕)퐺 ⇄ ∕ ∶ Ind induces an adjoint pair
휔̂ ∶ ̂(∕)퐺 // ̂∕ ∶ Înd.oo
Then we have two comonads on ̂∕
푇1 = (퐹1 = 휔̂◦Înd, 휖1,Δ1), 푇2 = (퐹2 = 휔̂◦Înd, 휖2,Δ2).
One readily sees 푇1 = 푇2, which we redenote by 푇 . Since 휔̂ and 휔̂ are separable functors,
by Corollary 2.4, we have equivalences
퐾1 ∶ ̂
퐺∕퐺
≃
⟶ (̂∕)푇 , 퐾2 ∶
̂(∕)퐺
≃
⟶ (̂∕)푇 ,
where 퐾푖’s are the comparison functors. Since 퐾2◦퐹̂ = 퐾1, 퐹̂ is an equivalence. So the
pretriangulated structure on ̂(∕)퐺 is a triangulated structure. It follows that the canonical
pretriangulated structure on (∕)퐺 is a triangulated structure. This finishes the proof.

A standard construction of a triangulated category is the stabilization of a Frobenius
category, due to Heller [30] and Happel [28]. First let us recall that an exact category
( ,Σ) (or simply ) is an additive category  with an exact structure, that is, a collection
Σ of kernel-cokernel pairs closed under isomorphism and satisfying a system of axioms in
the sense of Quillen [45], where a kernel-cokernel pair in  means a pair 푋
푖
→ 푌
푑
→ 푍
of composable morphisms in  for which 푖 is the kernel of 푑 and 푑 is the cokernel of 푖. If
푋
푖
→ 푌
푑
→ 푍 lies inΣ then it is called a conflation in  , 푖 an inflation and 푑 a deflation. Here
we will follow the following simplified yet equivalent system of axioms given by Keller in
[35, Appendix A]:
(Ex0) 10 is a deflation.
(Ex1) A composition of two deflations is a deflation.
(Ex2) For each morphism 푓 ∶ 푍′ → 푍 and each deflation 푑 ∶ 푌 → 푍 in , there is
a cartesian square with 푑′ a deflation
푌 ′
푑′ //
푓 ′

푍′
푓

푌
푑 // 푍.
(Ex2)op For each morphism ℎ∶ 푋 → 푋′ and each inflation 푖∶ 푋 → 푌 in  , there is a
co-cartesian square with 푖′ an inflation
푋
푖 //
ℎ

푌
ℎ′

푋′
푖′ // 푌 ′.
For example, an additive category admits an exact structure consisting of split short ex-
act sequences; an abelian category admits an exact structure consisting of all short exact
sequences.
An object 푃 in an exact category  is called projective if for each deflation 푑 ∶ 푋 → 푌
in  and each morphism 푓 ∶ 푃 → 푌 , there exists 푢∶ 푃 → 푋 such that 푓 = 푑푢.  is said
to have enough projectives if for each 퐸 ∈  , there is a deflation 푃 → 퐸 with 푃 ∈ Proj .
Dually one defines the concept of an injective object and having enough injectives. We
denote by Proj resp. Inj the full subcategory of projective resp. injective objects in  .
An exact category  is called a Frobenius category if it has enough projectives and enough
injectives and if projectives coincide with injectives.
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An additive functor 퐹 ∶ 1 → 2 between two exact categories is called exact if it pre-
serves exact structures, that is, 퐹 maps conflations in 1 to conflations in 2. An action
{퐹푔 , 훿푔,ℎ} of 퐺 on the exact category  is called admissible if 퐹푔’s are exact autoequiva-
lences. We show that given an admissible action, 퐺 admits an induced exact structure.
Lemma 3.12. Let  be an exact category with an admissible 퐺-action. There is a unique
maximal exact structure on 퐺 such that the forgetful functor 휔∶ 퐺 →  is exact. If |퐺|
is invertible in  then we have
Proj퐺 = (Proj)퐺, Inj 퐺 = (Inj)퐺.
Proof. Define Ω be the collection of pairs of composable morphisms in 퐺 whose images
under 휔 are conflations in  . One readily sees that Ω consists of kernel-cokernel pairs and
is closed under isomorphism. We show thatΩ defines an exact structure on 퐺. Evidently,
the axioms (Ex0) and (Ex1) hold for Ω. We check (Ex2). For each 푓 ∈ Hom퐺 (푍
′, 푍)
and each deflation 푑 ∈ Hom퐺 (푌 ,푍), there is a cartesian square
푈
푑′ //
푓 ′

휔(푍′)
휔(푓 )

휔(푌 )
휔(푑) // 휔(푍),
where 푑′ is a deflation in  . One easily sees that 푈 admits an equivariant structure {휆푈푔 }
such that 푌 ′ = (푈, {휆푈푔 }) ∈ 
퐺 fits into a cartesian square
푌 ′
푑′ //
푓 ′

푍′
푓

푌
푑 // 푍,
and 푑′ is a deflation in 퐺. Similarly one checks (Ex2)op. Hence Ω defines an exact struc-
ture on 퐺. Obviously, if another collection Ω′ of kernel-cokernel pairs defines an exact
structure on 퐺 such that휔∶ 퐺 →  is exact thenΩ′ ⊂ Ω. ThusΩ is the uniquemaximal
exact structure with the desired property.
Suppose |퐺| is invertible in  . We want to show Proj퐺 = (Proj)퐺 and similar ar-
guments allow one to conclude Inj퐺 = (Inj)퐺. Obviously Proj is closed under the
action of 퐺 and so the expression (Proj)퐺 makes sense. We first show (Proj)퐺 ⊂
Proj퐺. Let 푃 ∈ (Proj)퐺. We have Ind◦휔(푃 ) ∈ Proj퐺. Since the composition
푃 → Ind◦휔(푃 ) → 푃 of adjunctions is |퐺|⋅Id푃 , 푃 is projectiveby [14, Corollary 11.4]. This
shows (Proj)퐺 ⊂ Proj퐺. Now we show the converse inclusion. Suppose 푃 ∈ Proj퐺.
Let 푣∶ 푌 → 푍 be a deflation in  and 푢∶ 휔(푃 ) → 푍 be a morphism in  . Denote by 휏
the counit of the adjoint pair (휔, Ind). Let ℎ be the image of 푢 under the adjunction map
Hom(휔(푃 ), 푍) ≅ Hom(푃 , Ind(푍)). Then we have a commutative diagram
휔(푃 )
휔(ℎ)

휔(푓 )
xxqqq
qqq
qqq
q
푢
{{
휔◦Ind(푌 )
휔◦Ind(푣)
//
휏푌

휔◦Ind(푍)
휏푍

푌
푣 // 푍,
where the existence of 푓 follows from the fact that 푃 is projective in 퐺. Then we have
푢 = 푣푤, where 푤 = 휏푌 ◦휔(푓 ). Thus 휔(푃 ) ∈ Proj . This shows Proj
퐺 ⊂ (Proj)퐺.
Hence Proj퐺 = (Proj)퐺.
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
Corollary 3.13. Let  be a Frobenius category with an admissible 퐺-action and suppose|퐺| is invertible in  . Endow 퐺 with the exact structure asserted in Lemma 3.12 and
suppose further that 퐺 has enough projectives and injectives (say, when  is idempotent-
complete). Then 퐺 is a Frobenius category.
Proof. We first show that if  is idempotent-complete then 퐺 contains enough projectives
and injectives. Let 푋 ∈ 퐺. The adjunction Ind◦휔(푋) → 푋 is a split epimorphism
and thus is a deflation since  is idempotent-complete. Moreover, we have a deflation
푓 ∶ 푀 → 휔(푋) in  with푀 projective. Then the composition of deflations
Ind(푀)
Ind(푓 )
⟶ Ind◦휔(푋)⟶ 푋
yields a deflation Ind(푀) → 푋. This allows us to conclude that 퐺 has enough projectives
since Ind(푀) is projective in 퐺. Similar arguments apply to conclude that 퐺 has enough
injectives.
Now we show 퐺 is Frobenius under the given assumptions. By Lemma 3.12, we have
Proj퐺 = Inj퐺. So 퐺 is a Frobenius category provided that 퐺 contains enough pro-
jectives and injectives.

Let  be a Frobenius category. Let us recall from [28] the definiton of the stable category
 of  .  shares the same objects with  . For 푋, 푌 ∈  ,
Hom (푋, 푌 ) ≔ Hom (푋, 푌 )∕(푋, 푌 ),
where (푋, 푌 ) is the subgroup consisting of those morphisms 푓 ∈ Hom (푋, 푌 ) such that
푓 factors through an injective object in  .  is a triangulated category with translation
functor  such that for each 푋 ∈  , 푋 fits into a chosen conflation 푋 → 푋 → 푋 in
 , where 푋 is injective in  . An exact triangle in  is a triangle in  that is isomorphic
to a triangle푋
푢̄
→ 푌
푣̄
→ 푍
−푤̄
→ 푋 in  for which there is a commutative diagram in 
푋
푢 // 푌
푣 //

푍
푤

푋 // 푋 // 푋,
where the upper row is a conflation in  and the lower row is the chosen conflation to define
 .
Theorem 3.14. With the same assumptions as in Corollary 3.13, we have:
(1)  carries an induced admissible 퐺-action and 퐺 admits a unique canonical triangu-
lated structure.
(2) There is a natural exact functor 퐺 → 퐺 that is always an exact equivalence up to
retracts and that is an exact equivalence if 퐺 is idempotent-complete.
The proof of this theorem is in spirit much like the proof of Theorem 3.9 whereas there
are some different ingredients. In particular, we need recall a lemma on a 휕-functor in
the sense of Keller [36]. Recall that given a Frobenius category  and a pretriangulated
category, a 휕-functor 퐹 ∶  →  is an additive functor 퐹 such that for any conflation
∇∶ 푋
푢
⟶ 푌
푣
⟶ 푍
in  , there is a morphism 훼∇∶ 퐹 (푍) → 퐹 (푋)[1]making
퐹 (푋)
퐹 (푢)
⟶ 퐹 (푌 )
퐹 (푣)
⟶ 퐹 (푍)
훼∇
⟶ 퐹 (푋)[1]
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an exact triangle in , functorial in the sense that given a morphism
∇

푋
푢 //
푟

푌
푣 //
푠

푍
푡

∇′ 푋′
푢′ // 푌 ′
푣′ // 푍′
of conflations, the following diagram commutes
퐹 (푋)
퐹 (푢) //
퐹 (푟)

퐹 (푌 )
퐹 (푣) //
퐹 (푠)

퐹 (푍)
퐹 (푡)

훼∇ // 퐹 (푋)[1]
퐹 (푟)[1]

퐹 (푋′)
퐹 (푢′) // 퐹 (푌 ′)
퐹 (푣′) // 퐹 (푍′)
훼∇′ // 퐹 (푋′)[1].
Lemma 3.15 (See e.g. [17, Lemma 2.5]). If 퐹 ∶  →  is a 휕-functor, where  is a
Frobenius category and is a pretriangulated category, and Inj ⊂ ker 퐹 then 퐹 induces
an exact functor 퐹 ∶  → . Consequently, if 퐻 ∶  →  ′ is an exact fuctor between
Frobenius categories preserving injectives then퐻 induces an exact functor퐻 ∶  →  ′.
We also need the following two simple lemmas, whose proofs are left to the reader.
Lemma 3.16. Let  and 퐺 be as assumed in Corollary 3.13. Let  be a pretriangulated
category with an admissible 퐺-action and suppose |퐺| is invertible in . If 퐹 ∶  → 
is a 퐺-equivariant 휕-functor then the induced functor 퐹퐺 ∶ 퐺 → 퐺 is also a 휕-functor,
where 퐺 is equipped with the canonical pretriangulated structure.
Lemma 3.17. Let퐹 ∶ 1 ⇄ 2 ∶ 퐻 be an adjoint pair of exact functors betweenFrobenius
categories. Suppose further 퐹 and 퐻 preserve injective objects. Then the adjoint pair
(퐹 ,퐻) induces an adjoint pair 퐹 ∶ 1 ⇄ 2 ∶ 퐻 of exact functors between the stable
categories. Moreover, if 퐹 is separable then so is 퐹 .
Proof of Theorem 3.14. It’s easy to see that an admissible퐺-action on  induces an admis-
sible 퐺-action on  . Moreover, the canonical functor퐻 ∶  →  is 퐺-equivariant and the
induced functor퐻퐺 ∶ 퐺 → 퐺 is a 휕-functor by Lemma 3.16. Since Inj퐺 ⊂ ker퐻퐺 ,
퐻퐺 induces an exact functor 퐻퐺 ∶ 퐺 → 퐺 by Lemma 3.15. We claim that 퐻퐺 is an
equivalence up to retracts. Indeed, the adjoint pair 휔 ∶ 퐺 ⇄  ∶ Ind induces an adjoint
pair 휔 ∶ 퐺 ⇄  ∶ Ind between the stable categories, which in turn induces an adjoint pair
휔̂ ∶ ̂퐺 // ̂ ∶ Îndoo
between the idempotent-completions. This gives us a comonad
푇1 = (휔̂◦Înd, 휖1,Δ1)
on ̂ . Moreover, the adjoint pair 휔 ∶ 퐺 ⇄  ∶ Ind induces an adjoint pair
휔̂ ∶ ̂퐺 // ̂ ∶ Îndoo
between the idempotent-completions, which gives us a comonad
푇2 = (휔̂◦Înd, 휖2,Δ2).
We have 푇1 = 푇2 and the composition
̂퐺 ≃ ̂푇1
= ̂푇2
≃ ̂퐺
gives us an equivalence which is isomorphic to the exact functor
퐻̂퐺 ∶ ̂퐺⟶ ̂퐺
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induced by 퐻퐺 ∶ 퐺 → 퐺. So 퐻퐺 is an equivalence up to retracts, as claimed. More-
over, as argued in Theorem 3.9, the canonical pretriangulated structure on 퐺 is actually a
triangulated structure. This finishes our proof.

Remark 3.18. Sonsa [50] proposed a solution to a triangulated equivariant category as fol-
lows. Suppose  is a pretriangulated DG category with a 퐺-action and  the homotopy
category퐻0() of. By definition,  퐺

is the homotopy category퐻0((퐺)pretr) of the pre-
triangulated hull (퐺)pretr of the DG category 퐺 (see [50, Definition 3.9]). His approach
does not directly deal with the problem whether there is a triangulated structure on  퐺 (in
our notation, not in Sonsa’s notation). Moreover, in general, we don’t know whether there
is an equivalence  퐺

→  퐺. For example, if  is an additive category with a 퐺-action
and  = 푑푔() is the DG category of differential complexes over  equipped with the
induced 퐺-action then ()퐺

is triangle isomorphic to (퐺). But from Exmaple 3.19,
we know that generally we only have an equivalence up to retracts(퐺)→ ()퐺.
3.2. Examples of canonically triangulated categories of equivariant objects. We shall
apply the previous two propositions to homotopy categories, derived categories and singu-
larity categories.
Let ∗∈ {∅,+,−, 푏}. For an additive category , we denote by ∗() the category of
arbitrary (resp. bounded below, bounded above, bounded) differential complexes over if
∗= ∅ (resp. +, −, 푏) and by ∗() the corresponding homotopy category.
Example 3.19. Let be an additive categorywith a퐺-action and suppose |퐺| is invertible
in . Then ∗() carries an induced admissible 퐺-action, ∗()퐺 admits a canonical
triangulated structure and we have an exact equivalence up to retracts
∗(퐺)⟶ ∗()퐺,
which is an exact equivalence if ∗(퐺) is idempotent-complete.
Indeed, recall that a pair 푋∙
푢
→ 푌 ∙
푣
→ 푍∙ of composable morphisms in ∗() is called
termwise split if each term 푋푛
푢푛
→ 푌 푛
푣푛
→ 푍푛 is a split short exact sequence. It’s well-
known (see [34]) that the set of all such termwise split pairs defines an exact structure on
∗(), ∗() is then a Frobenius category whose projective objects are precisely those
null-homotopic complexes and∗() is the corresponding stable category of ∗(). The
퐺-action on  induces an admissible 퐺-action on the Frobenius category ∗(). There
is an obvious isomorphism ∗(퐺) ≅ ∗()퐺 of exact categories. So there is an exact
isomorphism
∗(퐺) = ∗(퐺) ≅ ∗()퐺.
By Theorem 3.14, ∗()퐺 admits a canonical triangulated structure and there is an exact
equivalence up to retracts ∗()퐺 → ∗()퐺. Hence we have an exact equivalence up to
retracts
∗(퐺)⟶ ∗()퐺.
For example, if is idempotent-complete, inwhich case푏(퐺) is idempotent-complete
by [31, Theorem 2.9], we have an exact equivalence
푏(퐺)
≃
⟶ 푏()퐺.
In particular, we have an exact equivalence
푏(Proj퐺) = 푏((Proj)퐺)
≃
⟶ 푏(Proj)퐺
provided that퐺 acts on an idempotent-complete exact category with |퐺| invertible in .
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For an abelian category, we denote by∗() ∶= ∗()∕∗푎푐() the corresponding
derived category of, where∗푎푐() is the full subcategory of
∗() consisting of acyclic
complexes.
Example 3.20. Let 퐺 act on an abelian category with |퐺| invertible in. Then∗()
carries an induced admissible 퐺-action,∗()퐺 admits a canonical triangulated structure
and there is an exact equivalence up to retracts
∗(퐺)⟶ ∗()퐺,
which is an exact equivalence if ∗(퐺) is idempotent-complete.
Indeed, we can identify ∗(퐺) canonically as a strictly full triangulated subcategory
of ∗()퐺 by Example 3.19 and meanwhile∗푎푐(
퐺) can be identified with a strictly full
triangulated subcategory of ∗푎푐()
퐺. Note that Ind◦휔(푈 ) ∈ ∗푎푐()
퐺 actually lies in
∗푎푐(
퐺) for푈 ∈ ∗푎푐()
퐺 and that eachmorphism푓 ∶ 푋 → 푌 in∗()퐺 factors through
Ind◦휔(푌 ) ∈ ∗푎푐(
퐺), where 푋 ∈ ∗(퐺) and 푌 ∈ ∗푎푐()
퐺. Thus the induced exact
functor
퐹 ∶ ∗(퐺)∕∗푎푐(
퐺)⟶ ∗()퐺∕∗푎푐()
퐺
is fully faithful by [51, §2, Théorème 4-2], which is moreover dense up to retracts. By
Theorem 3.9, we have an exact equivalence up to retracts
퐻 ∶ ∗()퐺∕∗푎푐()
퐺
⟶ (∗()∕∗푎푐())
퐺.
The composition yields an exact equivalence up to retracts
퐻퐹 ∶ ∗(퐺)⟶ ∗()퐺.
For example, since푏(퐺) is idempotent-complete by [1, Corollary 2.10] or [32, Theo-
rem], we have an exact equivalence푏(퐺) ≃ 푏()퐺. For another example, if satifies
AB 4) (resp. AB 4∗))3 in the sense of Grothendieck [27], then we have an exact equiva-
lence(퐺) ≃ ()퐺. Indeed, in this case,퐺 also satisfies AB 4) (resp. AB 4∗)). Then
(퐺) has arbitrary direct coproducts (resp. direct products) by [11, Lemma 1.5] and thus
is idempotent-complete by [40, Proposition 1.6.8, Remark 1.6.9].
That there is an equivalence푏(퐺) ≃ 푏()퐺 is already shown in [18, 23] (the equiv-
alence ismoreover shown to be an exact equivalence in [18]). And the result for idempotent-
complete unbounded derived categories is also mentioned in [18, Remark 4.2].
Example 3.21. Let be an abelian categorywith enough projectives. Recall that an object
푀 ∈  is called a Gorenstein projective object if there is an exact sequence of projectives
푃 ∙ ∶ …⟶ 푃−1
푑−1
⟶ 푃 0
푑0
⟶ 푃 1⟶…
such that Hom(푃
∙, Proj) are exact and 푀 ≅ im 푑−1. The full subcategory GProj()
of  consisting of Gorenstein-projectives is a Frobenius category whose exact structure
is given by those short exact sequences in  with terms lying in GProj() and we have
ProjGProj() = Proj. Denote
푏
Sg
() ∶= 푏()∕푏(Proj).
This yields Orlov’s triangulated categories of singularities [42] for a (two-sided) notherian
graded algebra 푅 over a field 푘 when  is taken to be the category of finitely generated
right modules over 푅 and the category of finitely generated graded right modules over 푅.
A generalization of Buchweitz’s theorem [13, Theorem 4.4.1] and Happel’s theorem [29,
Theorem 4.6] states that the exact functor
퐹 ∶ GProj()⟶ 
푏
Sg
(),
3Recall that AB 4) means that  has arbitrary direct coproducts and direct coproducts are exact. AB 4∗) is
the dual condition on.
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induced by the canonical inclusions GProj() ↪  ↪ 푏(), is fully faithful, and 퐹
is an equivalence if each object in  has finite Gorenstein projective dimension. For the
above statements, one can see Zhang’s book [52], Chapter 8 if one is able to read Chinese.
The most general form of Buchweitz’s theorem and Happel’s theorem is due to Chen [17],
who introduced relative singularity categories as a generalization of Orlov’s singularity
categories for a noetherian graded algebra.
Now suppose  has a 퐺-action and |퐺| is invertible in . GProj() is obviously 퐺-
invariant and is equipped with an admissible 퐺-action. Thus GProj() is equipped with
an admissible 퐺-action by Proposition 3.14. It’s also evident that 퐹 is 퐺-equivariant and
thus we have an induced functor
퐹퐺

∶ GProj()퐺⟶ 푏
Sg
()퐺.
Wehave Proj퐺 = (Proj)퐺 by Lemma3.12 and one readily sees GProj(퐺) = GProj()퐺,
where one needs to use the fact that GProj() is closed under direct summands to con-
clude GProj()퐺 ⊂ GProj(퐺). Moreover, Since the composition of the canonical in-
clusions GProj() ↪  ↪ 푏() is a 퐺-equivariant 휕-functor, the induced functor
GProj()퐺 → 푏()퐺 as a 휕-functor (by Lemma 3.16) induces an exact functor
퐻 ∶ GProj()퐺⟶ 푏()퐺∕푏(Proj)퐺.
Then one sees that there is a commutative diagram
GProj(퐺)
퐹
퐺

GProj()퐺 //
퐻

GProj()퐺
퐹퐺


푏
Sg
(퐺)
≃ // 푏()퐺∕푏(Proj)퐺 // 푏
Sg
()퐺,
where the existence of the left lower horizontal equivalence follows from Example 3.19 and
Example 3.20, the right upper resp. lower horizontal arrow represents the functor asserted
in Theorem 3.14 resp. Theorem 3.9. One can obtain a similar result involving relative
singularity categories by starting from the setup of [17].
In particular, consider a positively graded Iwanaga-Gorenstein ring푅 = ⊕푖∈ℕ푅푖, that is,
a positively graded notherian ring 푅 such that 푅 has finite injective dimension as a graded
left 푅-module and as a graded right푅-module. Suppose푅 has a right퐺-action preserving
degree and |퐺| is invertible in푅. Clearly the skew group ring푅퐺 is also a positively graded
Iwanaga-Gorenstein ring. Denote by modℤ푅 the category of finitely generated graded right
푅-modules with homogeneous maps of degree zero and by Gprojℤ푅 resp. projℤ푅 its full
subcategory consisting of Gorenstein-projective resp. projective modules. By adapting
classical arguments for a usual(=ungraded) Iwanaga-Gorenstein ring, one can show that
Gprojℤ푅 = {푀 ∈ modℤ푅 ∣ Ext푖
modℤ푅
(푀, projℤ푅) = 0, ∀푖 > 0}
and then that each object in modℤ푅 has a finite Gorenstein projective dimension. Denote

gr
Sg
(푅) = 푏(modℤ푅)∕푏(projℤ푅).
Then there is a commutative diagram
Gprojℤ푅퐺
≃

// Gprojℤ푅
퐺
≃


gr
Sg
(푅퐺) // 
gr
Sg
(푅)퐺.
The horizontal arrows are exact equivalences if additionally푅0 has finite global dimension.
Indeed, in this case, 푅0퐺 has finite global dimension and by the arguments in [15, §5],
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푏(modℤ푅퐺) admits a weak semi-orthogonal decomposition ⟨1,2,3⟩ with an exact
equivalence 2 ≃ 
gr
Sg
(푅퐺). It follows that 
gr
Sg
(푅퐺) is idempotent-complete. See §3.3
for the definition of a weak semi-orthogonal decomposition.
In the remaining of this section, we will work with triangulated categories satisfying
the following
(Hypothesis) 퐺 acts admissibly on with |퐺| invertible in  and
퐺 admits a canonical triangulated structure.
3.3. T-structure and semi-orthogonal decomposition. T-structures are introduced by
Beilinson, Bernstein and Deligne in [5].
Definition 3.22. A t-structure on a triangulated category is a pair (≤0,≥0) of strictly
full subcategories of satisfying the following axioms: (denoting≤푛 = ≤0[−푛],≥푛 =
≥0[−푛])
(i) ≤0 (resp. ≥0) is closed under suspension (resp. desuspension),
(ii) Hom(
≤0,≥1) = 0,
(iii) each object 퐴 in  fits into an exact triangle 푋 → 퐴 → 푌 → 푋[1] with 푋 ∈
≤0, 푌 ∈ ≥1.
A t-structure (≤0,≥0) is called nondegenerate if ∩푛∈ℤ
≤푛 = 0 = ∩푛∈ℤ
≥푛 and is
called bounded if each푋 ∈  lies in some[푚,푛] ∶= ≥푚∩≤푛. A t-structure (≤0,≥0)
is called a stable t-structure if ≤0 (equivalently,≥0) is a triangulated subcategory of.
Proposition 3.23. Suppose  is a triangulated category satisfying (Hypothesis). Let
(≤0,≥0) be a퐺-invariant t-structure on, i.e., a t-structure such that≤0 is퐺-invariant.
Then ((≤0)퐺, (≥0)퐺) is a t-structure on 퐺. If (≤0,≥0) is nondegenerate (resp.
bounded) then so is ((≤0)퐺, (≥0)퐺). If (≤0,≥0) is a stable t-structure then we have a
stable t-structure ((≤0)퐺, (≥0)퐺).
Proof. Let {퐹푔 , 훿푔,ℎ} be the admissible 퐺-action on  and let 휃푔 ∶ 퐹푔◦[1] → [1]◦퐹푔 be
the commutating isomorphism for 퐹푔 . It’s well-known that
≥1 = {푋 ∈  ∣ Hom(≤0, 푋) = 0}, ≤0 = {푋 ∈  ∣ Hom(푋,≥1) = 0}.
So ≤0 is 퐺-invariant iff ≥0 is 퐺-invariant iff (퐹푔(
≤0), 퐹푔(
≥0)) = (≤0,≥0) for all
푔 ∈ 퐺. In this case, ≥푚, ≤푛 and [푚,푛] are 퐺-invariant and we have (≥푚)퐺[푖] =
(≥푚−푖)퐺, (≤푛)퐺[푖] = (≤푛−푖)퐺.
It’s easy to see that (≤0)퐺 (resp. (≥0)퐺) is closed under suspension (resp. desuspen-
sion) and that
Hom퐺 ((
≤0)퐺, (≥1)퐺) = 0.
It remains to prove that each푋 ∈ 퐺 fits into an exact triangle 퐴 → 푋 → 퐵 → 퐴[1] with
퐴 ∈ (≤0)퐺, 퐵 ∈ (≥1)퐺. Let (퐸, {휆퐸푔 }) ∈ 
퐺 and
퐸1
푢
⟶ 퐸
푣
⟶ 퐸2
푤
⟶ 퐸1[1]
be an exact triangle with퐸1 ∈ 
≤0, 퐸2 ∈ 
≥1. We will show that the equivariant structure
on퐸 induces equivariant structures on퐸1 and퐸2. Since (
≤0,≥0) is퐺-invariant, for each
푔 ∈ 퐺, we have 퐹푔(퐸1) ∈ 
≤0 and thus
Hom−1

(퐹푔(퐸1), 퐸2) = 0 = Hom(퐹푔(퐸1), 퐸2).
Then by [5, Proposition 1.1.9], there exist unique
휆
퐸1
푔 ∶ 퐹푔(퐸1)⟶ 퐸1 and 휆
퐸2
푔 ∶ 퐹푔(퐸2)⟶ 퐸2
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producing a morphism of exact triangles
퐹푔(퐸1)
퐹푔 (푢) //
휆
퐸1
푔
✤
✤
✤
퐹푔(퐸)
퐹푔 (푣) //
휆퐸푔

퐹푔(퐸2)
휃푔,퐸1
◦퐹푔(푤)//
휆
퐸2
푔
✤
✤
✤
퐹푔(퐸1)[1]
휆
퐸1
푔 [1]
✤
✤
✤
퐸1
푢 // 퐸
푣 // 퐸2
푤 // 퐸1[1].
Moreover, for 푔, 푔′ ∈ 퐺 we have
휆퐸
푔′푔
◦퐹푔′푔(푢) = 휆
퐸
푔 ◦퐹푔(휆
퐸
푔′
)◦훿−1
푔,푔′ ,퐸
◦퐹푔′푔(푢)
= 휆퐸푔 ◦퐹푔(휆
퐸
푔′
)◦퐹푔퐹푔′ (푢)◦훿
−1
푔,푔′,퐸1
= 휆퐸푔 ◦퐹푔(푢)◦퐹푔(휆
퐸1
푔′
)◦훿−1
푔,푔′ ,퐸1
= 푢◦휆
퐸1
푔 ◦퐹푔(휆
퐸1
푔′
)◦훿−1
푔,푔′,퐸1
,
By the uniqueness of 휆
퐸1
푔′푔
, we have
휆
퐸1
푔′푔
= 휆
퐸1
푔 ◦퐹푔(휆
퐸1
푔′
)◦훿−1
푔,푔′ ,퐸1
.
Hence (퐸1, {휆
퐸1
푔 }) ∈ (
≤0)퐺. Similarly, one sees (퐸2, {휆
퐸2
푔 }) ∈ (
≥1)퐺. Then the exact
triangle in 퐺
(퐸1, {휆
퐸1
푔 })
푢
⟶ (퐸, {휆퐸푔 })
푣
⟶ (퐸2, {휆
퐸2
푔 })
푤
⟶ (퐸1, {휆
퐸1
푔 })[1]
allows us to conclude that ((≤0)퐺, (≥0)퐺) is a t-structure in 퐺.
The assertion on nondegeneracy and boundedness is obvious. If ≤0 is a triangulated
subcategory of  then (≤0)퐺 admits a unique triangulated structure, which actually co-
incides with the canonical triangulated structure, such that the inclusion (≤0)퐺 ↪ 퐺 is
exact. Thus we have a stable t-structure ((≤0)퐺, (≥0)퐺).

Let be a triangulated category. For two full subcategories  , of , denote
 ∗  = {퐴 ∣ ∃ exact triangle푋 → 퐴→ 푌 → 푋[1] in  with 푋 ∈  , 푌 ∈ }.
By the octahedron axiom, ∗ is associative. An admissible subcategory [9] of  is a trian-
gulated subcategory  such that the inclusion  ↪  admits a left and a right adjoint. We
continue to recall the definition of a (weak) semi-orthogonal decomposition in the sense of
Bondal and Kapranov [10] and Orlov [42].
Definition 3.24. An 푛-tuple ⟨1,… ,푛⟩ of strictly full triangulated subcategories of is
called a weak semi-orthogonal decomposition if (1 ∗⋯ ∗ 푖,푖+1 ∗⋯ ∗ 푛) is a stable
t-structure on  for each 푖 and is called a semi-orthogonal decomposition if it is a weak
semi-orthogonal decomposition and if additionally each 푖 is an admissible subcategory
of .
One readily sees that our definitions above are equivalent to the origininal ones given
in [10] and [42]. Here is a generalization of [38, Theorem 3.2].
Proposition 3.25. Let  be a triangulated category satisfying (Hypothesis). If  admits
a (weak) semi-orthogonal decomposition ⟨1,… ,푛⟩, where each푖 is퐺-invariant, then
퐺 admits a (weak) semi-orthogonal decomposition ⟨퐺
1
,… ,퐺푛 ⟩.
Proof. It suffices to prove the assertion for 푛 = 2. If ⟨1,2⟩ is a weak semi-orthogonal
decomposition of then by Proposition 3.23, (퐺
1
,퐺
2
) is a stable t-structure on, in other
words, ⟨퐺
1
,퐺
2
⟩ is a weak semi-orthogonal decomposition of. If moreover ⟨1,2⟩ is
a semi-orthogonal decomposition of  then by Lemma 2.19, the left resp. right adjoint of
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the inclusion 푖 ↪  induces the left resp. adjoint of the inclusion 
퐺
푖 ↪ 
퐺, and thus
(퐺
1
,퐺
2
) is a semi-orthogonal decomposition. 
3.4. Exceptional collectionand tilting object. The following simple observation is needed
shortly. Recall that a collection  of objects in a triangulated category is said to classi-
cally generate  if the thick closure of  coincides with .
Lemma 3.26. Suppose is an idempotent-complete triangulated category satisfying (Hy-
pothesis). If 푇 is a classical generator for  then Ind(푇 ) is a classical generator for퐺.
Proof. Since 퐺 is idempotent-complete, the exact functor Ind∶  → 퐺 is dense up to
direct summands. It follows that the thick closure of Ind(푇 ) is the whole 퐺. 
Recall from [9] that a sequence (퐸1,… , 퐸푛) in a triangulated 푘-category, where 푘 is
a field, is called an exceptional collection if{
Hom
≠0

(퐸푖, 퐸푖) = 0,Hom(퐸푖, 퐸푖) = 푘 for each 푖,
Hom푙

(퐸푗 , 퐸푖) = 0 for 푗 > 푖 and any 푙 ∈ ℤ.
It is called full if (퐸1,… , 퐸푛) classically generates . Generalizing [24, Theorem 2.1],
we show that an exceptional collection in  consisting of equivariant objects can yield an
exceptional collection in 퐺.
Proposition 3.27. Suppose  is an idempotent-complete triangulated 푘-category satisfy-
ing (Hypothesis). Suppose Irr(퐺) = {휌1,… , 휌푚}. If  admits an exceptional collection
(퐸1,… , 퐸푛), where each 퐸푖 is 퐺-equivariant, then
퐺 admits an exceptional collection
⎛⎜⎜⎝
퐸1 ⊗ 휌1 … 퐸푛 ⊗ 휌1
⋮ ⋮ ⋮
퐸1 ⊗ 휌푚 … 퐸푛 ⊗ 휌푚
⎞⎟⎟⎠ ,
where the order between items in any fixed column can be arbitrary. If (퐸1,… , 퐸푛) is full
then the above exceptional collection is also full.
Proof. In light of Example 2.22, we have
add Ind(퐸푖) = (add퐸푖)
퐺 = add
⨁
휌푗∈Irr(퐺)
퐸푖 ⊗ 휌푗 ,
where each 퐸푖 ⊗ 휌푗 is exceptional, and
Hom푙
퐺
(퐸푟 ⊗ 휌푖, 퐸푠 ⊗ 휌푗) = 0 for 푟 > 푠, 푙 ∈ ℤ or 푟 = 푠, 푖 ≠ 푗, 푙 ∈ ℤ.
Then the given collection is clearly an exceptional collection and the assertion on fullness
follows from Lemma 3.26. 
Recall that an object 푇 in a triangulated category is called tilting if Hom≠0

(푇 , 푇 ) = 0
and 푇 classically generates. A 퐺-invariant tilting object in can yield a tilting object in
퐺.
Proposition 3.28. Suppose  is an idempotent-complete triangulated category satisfying
(Hypothesis). If 푇 is a 퐺-invariant tilting object in  then Ind(푇 ) is a tilting object in퐺
whose endomorphism ring is Morita equivalent to the skew group ring End(휔◦Ind(푇 ))퐺.
Moreover, we have
gl.dimEnd퐺 (Ind(푇 )) = gl.dimEnd(푇 ),
where gl.dim푅 denotes the right global dimension of a ring 푅.
Proof. Since 푇 is 퐺-invariant, we have 휔◦Ind(푇 ) ≃ 푇⊕|퐺|. Since 푇 is a tilting object,
Hom
≠0

(휔◦Ind(푇 ), 휔◦Ind(푇 )) = 0,
hence
Hom
≠0
퐺
(Ind(푇 ), Ind(푇 )) = 0.
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Combining with Lemma 3.26, we know that Ind(푇 ) is a tilting object. Since
Ind◦휔◦Ind(푇 ) ≃ Ind(푇 )⊕|퐺|,
End퐺 (Ind(푇 )) is Morita equivalent to End퐺 (Ind◦휔◦Ind(푇 )) and thus is Morita equiva-
lent to End(휔◦Ind(푇 ))퐺 (see Example 2.22). Then we have
gl.dimEnd퐺 (Ind(푇 )) = gl.dimEnd(휔◦Ind(푇 ))퐺
= gl.dimEnd(휔◦Ind(푇 ))
= gl.dimEnd(푇 ).

Example 3.29. Let ℙ푑
푘
be the 푑-dimensional projective space over an algebraically closed
field 푘 and 퐺 be a finite subgroup of 푃푆퐿푑+1(푘) ≅ Aut푘(ℙ
푑
푘
)op with |퐺| invertible in 푘.
It’s well-known that (,… ,(푑)) is a full exceptional collection and 푇 ∶= ⊕푑
푖=0
(푖) is a
tilting bundle in 푏(cohℙ푑
푘
). Since each (푖) (푖 ∈ ℤ) is 퐺-invariant, by Proposition 3.28,
푏(coh퐺ℙ푑
푘
) ≃ 푏(cohℙ푑
푘
)퐺 contains a tilting bundle Ind퐺(푇 ). It’s not obvious how direct
summands of Ind퐺(푇 ) look like. Let us consider the natural action of 퐺 on ℙ푑
푘
, where퐺 is
the preimage of 퐺 in 푆퐿푑+1(푘). In this case, each (푖) is 퐺-equivariant. We have
Ind퐺(푇 ) = add
⨁
휌∈Irr(퐺),0≤푖≤푑
(푖)⊗ 휌
and
(푖)⊗ 휌, 0 ≤ 푖 ≤ 푑, 휌 ∈ Irr(퐺)
can be ordered to form an exceptional collection by Proposition 3.27. Then by Proposi-
tion 2.28, we see that indecomposable direct summands of Ind퐺(푇 ) can be ordered to form
an exceptional collection.
When 푑 = 1, this example is explored in [37].
3.5. Dimension and saturatedness. Rouquier introduced in [49] the notion of the dimen-
sion of a triangulated category. Let us recall its definition. Suppose  is a triangulated
category. For a full subcategory  of , denote by ⟨⟩ the smallest full subcategory of 
containing  and closed under finite direct sums, direct summands and shifts. For two full
subcategories 1,2 of , denote 1 ⋄ 2 = ⟨1 ∗ 2⟩. Now put ⟨⟩0 = 0 and define
inductively ⟨⟩푖 = ⟨⟩푖−1 ⋄ ⟨⟩ for 푖 ≥ 1. Put ⟨⟩∞ = ⋃푖≥0⟨⟩푖.
Definition 3.30. The dimension dim of  is defined as the minimal interger 푑 ≥ 0
such that there is some 퐸 ∈  such that ⟨퐸⟩푑+1 = . If there is no such 퐸 then define
dim = ∞.
The following simple fact is enough for us.
Lemma 3.31 ([49]). Let be a triangulated category. If there is an exact functor dense up
to direct summands 퐹 ∶  → ′ between triangulated categories then dim′ ≤ dim.
If  is a full triangulated subcategory of  and each object in  is a direct summand of
some object in  then dim = dim. In particular, a triangulated category has the same
dimension with its idempotent completion.
We use the above fact to show that dimension is invariant through equivariantization.
Proposition 3.32. Let  be a triangulated category satisfying (Hypothesis). We have
dim퐺 = dim.
Proof. First suppose that  is idempotent-complete. Then both the induction functor and
the forgetful functor are exact functors, dense up to direct summands. By Lemma 3.31, we
have dim퐺 = dim. In general, we have
dim퐺 = dim ̂퐺 = dim ̂퐺 = dim ̂ = dim,
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where ̂ denotes the idempotent-completion of a category. 
Example 3.33. Let 푋 be a separated scheme of finite type over a perfect field 푘. Suppose
푋 has a right 퐺-action by 푘-automorphisms and |퐺| is invertible in 푘. Denote by [푋∕퐺]
the associated quotient stack and by coh[푋∕퐺] the category of coherent sheaves on [푋∕퐺].
Then we have
dim푏(coh[푋∕퐺]) = dim푏(coh퐺(푋)) since coh[푋∕퐺] ≃ coh퐺(푋)
= dim푏(coh(푋))퐺 since 푏(coh퐺(푋)) ≃ 푏(coh(푋))퐺
= dim푏(coh(푋)) by Proposition 3.32
<∞ by [49, Theorem 7.38].
Let 푘 be a field. A triangulated 푘-category is said to be of finite type if
⊕푖∈ℤHom
푖

(푋, 푌 )
is finite dimensional for any 푋, 푌 ∈ . Let us recall the definition of saturatedness of a
triangulated category in the sense of Bondal and Kapranov [10].
Definition 3.34. A triangulated 푘-category  of finite type is called left (resp. right) sat-
urated if any cohomological functor
퐻 ∶ ⟶ mod푘 (resp. 퐻 ∶ op⟶ mod푘)
of finite type (i.e., such that ⊕푖∈ℤ퐻(퐴[푖]) is finite dimensional for any 퐴 ∈ ) is repre-
sentable.  is called saturated if it is both left and right saturated.
We show that saturatedness is inherited through equivariantization.
Proposition 3.35. Suppose  is an idempotent-complete triangulated category of finite
type satisfying (Hypothesis). If  is left saturated (resp. right saturated, saturated) then
so is 퐺. The converse also holds if 퐺 is solvable.
Proof. We show that if  is left saturated then so is 퐺. Similar arguments allow one to
conclude that if  is right saturated then so is 퐺 and thus 퐺 is saturated if  is. Let
퐻 ∶ 퐺 → mod푘 be a cohomological functor of finite type. Then 퐻◦Ind∶  → mod푘
is a cohomological functor of finite type. Now that  is left saturated, we have a natural
isomorphism퐻◦Ind ≅ Hom(퐴,−) for an object 퐴 ∈ . So
퐻◦Ind◦휔 ≅ Hom(퐴,휔(−)) ≅ Hom퐺 (Ind(퐴),−).
Recall that the composition Id→ Ind◦휔 → Id of adjunctions is |퐺| ⋅ Id. Thus퐻 is a direct
summand of 퐻◦Ind◦휔. Since 퐻◦Ind◦휔 is representable and since 퐺 is idempotent-
complete,퐻 is also representable. This shows that퐺 is left saturated. When퐺 is solvable,
by combining Propsition 2.29 and the conclusion that we just obtained, we see that  is
left saturated (resp. right saturated, saturated) iff so is 퐺. 
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