Chemometric analysis of comprehensive two-dimensional chromatography coupled to time-of-flight mass spectrometry (GC×GC-TOFMS) data has been reported with various workflows, yet little effort has been devoted to evaluating the impacts of workflow variation on study conclusions. The report presented herein aims to investigate the effects of different pre-processing and variable selection strategies on the scores' plot outputs from GC×GC-TOFMS data acquired from lavender and tea tree essential oils. Our results suggest that pre-processing, such as applying log transformation to the data set, can result in significant differentiation of sample clustering when compared to only mean centering. Additionally, exploring differences between analysis of variance, Fisher-ratio, and partial least squares-discriminant analysis feature selection resulted in little variation in scores plots. This work highlights the effects different chemometric workflows can have on results to help facilitate harmonization efforts.
Introduction
Comprehensive two-dimensional gas chromatography (GC×GC) coupled to time-of-flight mass spectrometry (TOFMS) has become an established technique for the analysis of complex samples [1] [2] [3] . The increased peak capacity and sensitivity obtained through non-targeted GC×GC-TOFMS analysis result in complex data sets, which are time-consuming to analyze [4, 5] . As such, multiple data reduction strategies have been implemented for the analysis of GC×GC-TOFMS data [6] [7] [8] [9] [10] [11] [12] . Algorithms aimed at exploiting mass-to-charge ratios of common classes of compounds have shown much utility in environmental and petrochemical analysis [6] [7] [8] [9] [10] .
Recently, the field of GC×GC-TOFMS has embraced the non-targeted analysis of sample groups, where differences between sets of sample groups are of interest. Applications of sample group analysis have included archeological, forensic, environmental, and metabolomic samples and have relied on chemometric methods as data reduction strategies to visualize sample class differences [13] [14] [15] [16] [17] [18] [19] [20] [21] . Most commonly, principal component analysis (PCA) is used as an exploratory data analysis tool in group-based GC×GC-TOFMS analysis. Many workflows have been published in the literature which take various pre-processing paths [7, 16] . PCA with varied pre-processing approaches can lead to variation in the final grouping of samples and to the determination of the features responsible for the differentiation between groups. These variations may result in an incorrect interpretation of the results. Unsupervised data analysis tools, like PCA, are used in conditions where the sample information is unknown. Notably, normalization and feature selection are also quite varied among the literature [7, 16] .
Non-targeted and other 'omics analyses utilizing other instrumental platforms, such as liquid chromatography -high resolution mass spectrometry (LC-HRMS), have made efforts to harmonize chemometric analyses [22, 23] . To facilitate harmonization in GC×GC-TOFMS analysis, exploration of different pre-processing and feature selection methods must be undertaken. Here, we report a comparison of scores obtained from various pre-processing and feature selection approaches of GC×GC-TOFMS data of lavender and tea tree oils to better understand the implication of these data manipulations on sample grouping outcomes.
Materials and Methods
Commercially obtained samples of lavender (L) and tea tree (TT) oils were diluted 1:100 in methanol and analyzed in triplicate by comprehensive two-dimensional gas chromatography coupled to a time of flight mass spectrometer (LECO Pegasus 4D GC×GC-TOFMS, St. Joseph, MI, USA). Additionally, a pooled quality control (QC) sample was analyzed, which was a mixture of the oils that were subjected to the same sample preparation and treatment. For separation, the first-dimension column was a Restek Rxi-624Sil MS (30 m × 0.25 mm × 1.4 µm; Bellafonte, PA, USA), a low-to mid-polarity stationary phase composed of 6% cyanopropylphenyl methypolysilozane. This was coupled to a Restek Stabilwax (2.0 m × 0.25 mm × 0.25 µm) in the second dimension, a high-polarity stable polyethylene glycol stationary phase. The column set was selected to maximize the separation of low-volatility, polar analytes in the essential oils. The inlet was operated in split mode (1:75) at 250 • C. A temperature ramp of 4.7 • C/min was used from 40 • C to 240 • C with a 5.0 min hold at 240 • C under a constant 1 mL/min He flow rate. The modulator temperature was offset at 5 • C positive to the primary GC oven and operated with a 3 s modulation period. Modulation was performed on the second dimension column, and the second dimension oven was offset by + 5 • C to the primary GC oven to minimize peak wraparound in the second dimension. The mass spectrometer was operated with a 250 • C ion source temperature, and −70 eV ionization energy. The collected mass range was 35 to 550 amu at 200 Hz with a positive mass defect offset of 20 mu/100 u. Data processing was performed using LECO ChromaTOF software version 4.51.6.0. The baseline level was offset to be at the noise (0.8), and automated peak finding was performed utilizing mass spectral deconvolution algorithms built into the ChromaTOF software. For identification, peaks required a signal-to-noise ratio (S/N) greater than 1000. Tentative identifications were based on a forward search in the NIST17 library for peaks with a spectral similarity score of 700. GC×GC subpeaks required a S/N greater than 6 and a spectral similarity score of 500 to recombine.
Chromatographic alignment was performed using the StatCompare feature of ChromaTOF Software. A mass threshold of 5 and a minimum match similarity of 600 were required for spectral matching amongst groups. Retention time differences of <1 s and a deviation of 3 modulation periods were required for positive alignment. The alignment results, represented as a peak list with corresponding peak areas for each individual sample, were exported for chemometric analysis in MetaboAnalyst 4.0. The peak lists of the 12 samples are provided in the Supplemental Information. For PCA, gap filling was performed through small value estimation and all peak areas were mean-centered and not auto-scaled. The evaluated pre-processing parameters include log-transformation of area and variable selection parameters. The supervised variable selection method is an approach aimed at reducing the number of features (peaks) that do not contribute to significant variability between the samples. For variable selection, two methods were used: F-statistic and ANOVA, which remove features that are not significant contributors to the between-sample variability.
Results and Discussion
Lavender and tea tree essential oils were analyzed by GC×GC-TOFMS, and the data were subjected to, group-based chemometric analysis. The GC×GC-TOFMS total ion chromatograms, as shown in Figure 1 , had many similarities. Of the total compounds identified (211), there were 115 compounds found in common between lavender oil and tea tree oil, with 50 compounds found only in lavender oil and 46 compounds found only in tea tree oil. The identified compounds primarily consisted of terpenes and small molecular weight ketones and aldehyde, which provide the oils with their characteristic fragrances [24] [25] [26] [27] . By simply evaluating chromatographic information, it was difficult to determine the chemical differences among the two oils. To facilitate the differentiation, chemometric analysis was employed, and the effects of manipulating chemometric parameters were explored, which was the main goal of the presented study. Because the oils shared many chemical characteristics, this data set was an ideal candidate for comparison of pre-processing and variable selection strategies in group-based GC×GC-TOFMS analysis.
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