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Abstract—In this paper we analyze synthetic mobility traces
generated for three-lane unidirectional motorway traffic to find
that the locations of vehicles along a lane are better modeled
by a hardcore point process instead of the widely-accepted
Poisson point process (PPP). In order to capture the repulsion
between successive vehicles while maintaining a level of analytical
tractability, we make a simple extension to PPP: We model
the inter-vehicle distance along a lane equal to the sum of
a constant hardcore distance and an exponentially distributed
random variable. We calculate the J-function and the Ripley’s K-
function for this hardcore point process. We fit its parameters to
the available traces, and we illustrate that the higher the average
speed along a lane, the more prominent the hardcore component
becomes. In addition, we consider a transmitter-receiver link
on the same lane, and we generate simple formulae for the
moments of interference under reduced Palm measure for that
lane, and without conditioning for other lanes. We illustrate that
under Rayleigh fading a shifted-gamma approximation for the
distribution of interference per lane provides a very good fit to
the simulated outage probability using the synthetic traces, while
the fit using the PPP is poor.
Index Terms—Headway distance models, probability generat-
ing functional, reduced Palm measure, synthetic mobility traces.
I. INTRODUCTION
Applications and protocols for vehicle-to-vehicle commu-
nication have been extensively investigated during the past
two decades [1], [2]. The cost of deploying large scale
testbeds is high, and the proposed solutions had been mostly
assessed using computer simulations [3]. Modern simulators
can include street maps, and realistic micro-mobility behav-
ior, e.g., lane changing, acceleration/deceleration and car-
following patterns [4]. In addition, they may be calibrated with
real measurement data for macroscopic features like intensity
and average speed of vehicles, giving rise to synthetic mobility
traces. The traces available in [5], [6] are valuable, because
they can be used to validate the performance obtained with
simplified deployment models, as we will do in this paper.
With the recent advent of wireless networks with irregu-
lar structure, e.g., small cells, sensors and wireless ad hoc
networks, point processes have been employed to model the
locations of network elements and investigate their perfor-
mance [7]. In vehicular networks, the spatial model can be
divided into two components: the road infrastructure and the
deployment of vehicles along a road. Instead of running time-
consuming simulations, the analysis with point processes can
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give a quick insight into the impact of various parameters on
the properties of the network. The analytical results should be
trusted only if the adopted processes are realistic.
Modeling the road infrastructure and the distribution of
headways has long been a subject studied in transportation
research. The adopted models are often complicated: Random
iterated tessellations have been fitted to real data of inter-
city main roads and side streets, minimizing some distance
metric [8]. In addition, empirical studies revealed that the
distribution of time headway (measured from the tip of a
vehicle to the tip of its successor as they pass a point on
the roadway) depends on traffic status; it follows closely
the log-normal distribution under free flow [9] and the log-
logistic distribution under congestion [10]. Alternatively, the
distribution of vehicles may also be modeled with a two-
dimensional point process. The Thomas, Mate`rn cluster and
log-Gaussian Cox processes fit well real snapshots of taxis,
independently of the regularity of urban street layouts [11].
Despite their impressive accuracy, these models seem quite
complex to incorporate into the performance evaluation of
Vehicular ad hoc networks (VANETs). In order to balance
between accuracy and analytical tractability, the Poisson line
process can be used to model roads with random orientation,
coupled with one-dimensional (1D) Poisson Point Processs
(PPPs) for the locations of vehicles along each road [12], [13].
Under these assumptions, the distribution of vehicles becomes
a Cox process in the plane, and the coverage probability
of a typical vehicle is available in [12, Theorem 1]. The
conflicting effect of road intensity (higher intensity increases
the interference level) and vehicle intensity (higher intensity
increases the average link gain) has also been investigated. The
Manhattan Poisson line process can model a regular layout
of streets, with the empty space filled-in with buildings to
resemble urban districts [14]. Near intersections, the packet
reception probability decreases because there is dominant
interference both from horizontal and vertical streets [15].
Inter-city motorway traffic does not require a complex
model for the road network. A superposition of 1D point
processes should suffice to model the locations of vehicles
along multi-lane motorways. Not surprisingly, the PPP has
been widely adopted in these scenarios. Due to its simplicity,
it has been used in the performance evaluation of complex
communication protocols with multi-hop interference [16]
and channel access schemes with collision-avoidance [17].
Unfortunately, the PPP will be accurate only under certain
conditions. For instance, its independence assumption may
not hold near traffic lights due to clustering [18]. Also, in
high-speed motorways, the drivers maintain a safety distance
from the vehicle ahead, depending on their speed and reaction
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2time [25]. The study in [19] shows that for a Poisson flow
of vehicles entering a road, the headway distance follows
the exponential distribution in the steady state, under the
assumption that the vehicles select in the entrance of the
road their speed from a common Probability Distribution
Function (PDF). The study in [20] establishes the suitability
of 1D PPP for low transmission probability per vehicle. This
assumption might be true with the underlying automotive radar
application, where each vehicle sends a short pulse and waits
for the response during the duty cycle. Intuitively, under strong
thinning, the interference field due to a lattice converges to
that due to a PPP of equal intensity, and the PPP becomes
a valid model for target detection. Diverting from the PPP’s
independence assumption adds very high complexity in the
performance evaluation. The lifetime for a link with log-
normally distributed headway distances is studied in [21],
but the impact of interference is neglected. The bit error
probability and channel capacity are studied in [22] with a
non-uniform intensity measure modeling clusters of vehicles,
but the interference is neglected there too.
In [23], [24], we have taken a step away from the PPP,
modeling the headway distance equal to the sum of a constant
hardcore distance and an exponentially distributed Random
Variable (RV). The hardcore distance models the minimum
spacing between successive vehicles along a lane. This model
is known in transportation research as the Cowan M2 [25]. Its
correlation properties have been studied since the early 1950’s
in statistical mechanics, under the name of radial distribution
function for hard spheres, where the spheres are the particles of
1D fluids [26]. In [23], [24] we simplified its Pair Correlation
Function (PCF) keeping only short-range correlations, and we
generated simple expressions for the variance of interference,
the skewness and the probability of outage at the origin.
In the current paper, we extend the interference and outage
models of [23], [24] to multi-lane VANETs, super-imposing
independent Cowan M2 models for each lane. Most impor-
tantly, we analyze synthetic traces of motorway traffic [5],
[6] using spatial statistics to justify the selection of Cowan
M2. We devise simple models for the probability of outage
under multi-lane interference, and we illustrate that the model
predictions using Cowan M2 agrees well with the empirical
probability of outage simulated using the traces. On the
other hand, the performance predictions using the PPP fail.
To the best of our knowledge, the interference performance
of multi-lane VANETs has not been assessed before with
a repulsive point process for the vehicles. In addition, the
existing interference models based on the PPP have not been
validated against real traces.
Empirical data has already been used in performance eval-
uation of cellular wireless networks. In [27], real snapshots of
macro base stations are fitted by pseudo-likelihood maximiza-
tion and minimum contrast to PPP, Strauss and Poisson hard-
core processes. The poor fit of PPP is demonstrated through
spatial statistics, while the Strauss process gives the best fit to
the coverage probability. The study in [11] uses real locations
of taxis and points out the dependency in their locations
through sampling. It identifies the point process minimizing
the contrast to the Ripley’s K-function and to the connection
probability. In [5], [6], the authors processed measurement
data about the intensity and speed of vehicles per lane as
they pass a point of a motorway. They generated synthetic
traces to investigate the topology of traffic, and highlight the
impact of communication range on full connectivity, however,
without considering interference. We would like to see whether
a simple enhancement to PPP, i.e., Cowan M2, can predict
well the empirical (using the traces of [5], [6]) distribution of
Signal-to-Interference Ratio (SIR) in motorway VANETs. The
contributions of our work are:
• We analyze the synthetic traces from [5], [6], and we
illustrate that the envelopes of the J- and the L- functions
for small distances indicate repulsion for all lanes. The
leftmost lane which is characterized by the highest aver-
age speed of vehicles experiences the highest degree of
repulsion. This suggests that Cowan M2 might be a better
model than PPP, because the repulsion can be captured
through the hardcore distance.
• We calculate the J-function of the hardcore process in
closed-form and the Ripleys’s K-function as a finite sum.
These functions can be used for fitting the parameters of
the hardcore process to the snapshot. We illustrate that the
J-function of the hardcore process fits well the empirical
J-function for small distances.
• We generate simple but accurate approximations for the
mean, the variance and the skewness of interference under
reduced Palm for the hardcore point process. Then, we
approximate the Laplace Transform (LT) of interference
from the lane containing the transmitter-receiver link.
Note that the moments of interference derived in [23],
[24] are without conditioning and thus, they will be used
to approximate the LT of interference from other lanes.
• We illustrate that the hardcore process coupled with a
shifted-gamma approximation for the distribution of inter-
ference per lane fits well the empirical outage probability
generated from the synthetic traces, while the fit using
PPP is poor. We assess the approximation accuracy by
goodness-of-fit metrics.
The remainder of this paper is organized as follows: In
Section II, we introduce the system model for single lane.
In Section III, we calculate the summary statistics for the
hardcore point process. In Section IV we analyze the syn-
thetic traces, and we show how to fit the parameters of the
hardcore point process. In Section V, we approximate the
first three moments of interference under reduced Palm, and
we fit a shifted-gamma approximation for the distribution of
interference. In Section VI, we extend the models to multiple
lanes, and in Section VII we validate our approximation for the
outage probability against the synthetic traces. In Section VIII,
we summarize the main results of this study.
II. SYSTEM MODEL
We consider 1D point process of vehicles Φ, where the inter-
vehicle distance follows the shifted-exponential PDF. The shift
is denoted by c>0 and the rate by µ>0. The intensity λ of
vehicles is calculated from λ−1 = c+µ−1, or equivalently
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Fig. 1. Normalized PCF ρ(2)(x, y) (λµ)−1 with respect to the normalized
distance |y− x|c−1. The dashed horizontal lines correspond to ρ(2)(x, y)=
λ2, or, ρ(2)(x, y) (λµ)−1=1−λc [23, Fig.2].
λ= µ1+µc . The joint probability that there are two vehicles at
x and y>x, is ρ(2)(y, x)=
∑∞
k=1 ρ
(2)
k (y, x), where
ρ
(2)
k (y, x)=
{
λ
k∑
j=1
µj(y−x−jc)j−1
Γ(j)eµ(y−x−jc) , y∈(x+kc, x+(k+1)c)
0, otherwise,
(1)
k≥1 and Γ(j)=(j−1)! [26, equation (32)].
The PCF, ρ(2)(y, x), is depicted in Fig. 1. For small
hardcore distance c as compared to the mean inter-vehicle
distance λ−1, the PCF converges quickly to λ2, which is the
PCF of a PPP of intensity λ. Indeed, the locations of vehicles
become uncorrelated at few multiples of c for λc1.
The higher-order correlations are naturally more compli-
cated than the PCF. For n ordered points, x1, x2, . . . xn,
the n−th order correlation is ρ(n)(x1, x2, . . . xn) =
1
λn−2
∏n−1
i=1 ρ
(2)(xi+1−xi) [26, equation (27)]. For instance,
the third-order correlation describing the probability to find a
triple of distinct vehicles at x, y and z, is
ρ(3)(x, y, z) =
1
λ
ρ(2)(x, y) ρ(2)(y, z) , x>y>z. (2)
We condition the location of a transmitter at the origin. The
associated receiver is at distance d away, see Fig. 2. Inter-
vehicle communication between successive vehicles located at
the same lane of a motorway would find possible applications
in velocity, brake and adaptive cruise control. The locations
of vehicles behind the transmitter and in front of the receiver
follow the point process Φ. The distance d follows the shifted-
exponential distribution too, with shift c and rate µ. We
assume that only the vehicles behind the transmitter generate
interference. Other vehicles may also interfere due to antenna
backlobes radiation, but this would not dominate the overall
interference level. Given d, the distance-based useful signal
level at the receiver is denoted by Pr(d).
The transmit power level is normalized to unity for all the
vehicles. The propagation pathloss exponent is denoted by η>
2. The distance-based pathloss is g(r)=r−η . The fading power
level over the interfering links, h, and over the transmitter-
receiver link, ht, is exponential (Rayleigh distribution for the
fading amplitudes) with mean unity. The fading is independent
and identically distributed (i.i.d.) over different links. Each
interferer is active with probability ξ.
(+)
exp(1/µ)c
x
o
d
Fig. 2. The vehicles are modeled as identical impenetrable disks of diameter c.
Their antenna is placed at the right side of the disk. A transmitter (black disk)
is conditioned at the origin and paired with the receiver (hollow disk) at x=
−d. The vehicles behind the transmitter (red disks) generate interference at the
receiver, while the rest (blue disks) do not. All vehicles move rightwards but
the interferers are assumed in the positive half-axis to simplify the expressions.
III. SPATIAL STATISTICS
A classic measure characterizing the behavior for a set of
points (repulsion, clustering or complete randomness) is the J-
function at distance r, J(r), 1−G(r)1−F (r) [28, Chapter 2.8]. It is the
ratio of two complementary Cumulative Distribution Functions
(CDFs): the nearest-neighbor distance CDF G(r) divided by
the contact CDF F (r). The nearest-neighbor distance is the
distance between a point x ∈ Φ and its nearest neighbor
miny‖x−y‖, y∈Φ\ {x}. The contact distance is the distance
between a reference location u and the nearest point x∈Φ, i.e.,
minx∈Φ‖u−x‖. For a PPP J(r)=1, e.g., in 1D both G(r) and
F (r) are exponential with rate twice the intensity. For a re-
pulsive point process with hardcore distance c, G(r)=0, r≤c
and F (r)≥ 0, r≤ c, resulting to J(r)≥ 1, r≤ c. On the other
hand, J(r)<1 is associated with clustering.
The function G(r) for the point process Φ, see Section II is
shifted-exponential, G(r) = 1−e−2µ(r−c), r≥ c. The function
F (r) for the point process Φ has been derived in [24, Section
III], and it has a piecewise form with breakpoint at c2 . After
substituting G,F , into J, we end up with
J(r) =
{ (1−2λr)−1 , r≤ c2
(1− λc)−1 eµ(2r−c), c2 <r≤c
(1− λc)−1 eµc, r>c.
(3)
It is straightforward to see that J(r)>1 ∀r>0 since λc<1.
The J-function can indicate the repulsion, however, it uses
empty-space distributions and thus, it does not inform about
the long-range behavior of the process. A more comprehensive
metric directly targeting the second-order properties is the
Ripley’s K-function [29, Chapter 2.5]. The K-function counts
the mean number of points within a distance r from a point of
the process (without counting this point), and normalizes the
outcome with the intensity λ: K(r) , 1λE {Φ (B(x, r))−1},
where B(x, r) is a ball with radius r centered at x∈Φ. For
1D PPP of intensity λ, the mean number of points within
B(x, r) and excluding x is 2λr. Therefore normalizing the K-
function by two can be used to distinguish between repulsion
and clustering in 1D. For instance, L(r), K(r)2 <r means that
the point process contains fewer points as compared to the
PPP of equal intensity within B(x, r) indicating repulsion.
The normalized Ripley’s K-function is referred to as the L-
function. Informally speaking, the K-function is the integral
of 1λρ
(2)(y, x) within the area centered at x∈Φ and extending
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Fig. 3. Spatial statistics for the hardcore process. Intensity λ= 0.025m−1
and hardcore distance c=16 m, giving λc=0.4. 106 simulations within a
line segment of 10 km. In each simulation, we measure the nearest-neighbor
distance for a point of the process, and the contact distance at the origin. The
calculation is given in (3). In order to generate the inset, in each simulation
we select a point of the process close to the origin and we count the points
of the process within distance r from that point. Then we normalize by 2λ.
The calculation is given in (4) after scaling by half. The calculated curve for
the L-function practically overlaps with the simulations.
up to distance r from x [29, Chapter 2.5]. In our system and
notational set-up we get
K(r) =
2
λ2
∫ r
0
ρ(2)(r) dr =
2
λ2
∫ r
0
br/cc∑
k=1
ρ
(2)
k (r) dr
=
2
λ
∫ r
0
br/cc∑
k=1
k∑
j=1
µj (r−jc)j−1 1 (kc≤r≤ (k+1) c)
Γ (j) eµ(r−jc)
dr,
where x ≡ o, 1 is the indicator function, the factor two
accounts for the negative half-axis, and also note that in (1),
the PCF ρ(2)(y, x) is defined as the joint probability to find a
pair of vehicles at x, y, thereby we have to divide by λ since
the K-function conditions on the location of a vehicle at x.
The above expression can be simplified by exchanging the
orders of summation (over k) and integration. After adding up
terms of the same j-th order, we end up with
K(r) =
2
λ
br/cc∑
k=1
∫ r
0
k∑
j=1
µj(r−jc)j−1 1 (kc≤r≤ (k+1) c)
Γ (j) eµ(r−jc)
dr
=
2
λ
br/cc∑
k=1
∫ r
kc
µk (r − kc)k−1
Γ (k) eµ(r−kc)
dr.
After carrying out the integration in terms of r we get
K(r) =
2
λ
∑br/cc
k=1
(
1−Γ(k, µ (r−ck))
Γ(k)
)
, (4)
where Γ(a, x)=
∫∞
x
ta−1
et dt is the incomplete Gamma function.
Example illustrations for the J(r) and L(r) are depicted
in Fig. 3. Both functions capture the repulsive property of
the point process Φ and quantify the hardcore distance c by
visual inspection. For a realization of the process within a finite
domain, the evaluation of F(r) is constrained by the half of
the maximum inter-point distance, denoted by rf , while the
evaluation of G(r) is constrained by the maximum nearest-
neighbor distance rg . Both rf , rg increase logarithmically with
the total system size. In most realizations of the hardcore point
process we have rf <rg , which means that the function J(r)
will start to take very large values close to rf . Because of
that, in Fig. 3, the simulated average starts to rise for r>70.
In the inset of Fig. 3, the slope of the L-function for r > 50
m becomes practically unity, indicating that the correlation for
distance separations larger than approximately 3c is not strong
for λc = 0.4. This remark is in accordance with the ’blue
curve’ in Fig. 1, and it cannot be deduced from the graph of
J-function. Next, we shall generate the summary statistics of
synthetic traces, and study whether the hardcore process Φ can
capture them better than the PPP.
IV. VALIDATING THE MODEL WITH SYNTHETIC TRACES
The studies in [5], [6] use measurement data from a three-
lane unidirectional motorway, M40, outside Madrid, Spain
from 8:30 a.m. to 9:00 a.m. (busy hour), and from 11:30 a.m.
to 12:00 p.m. (off-peak) on May 7 2010. Sensors buried under
the concrete layer of the roadway collected per-lane mea-
surements every second about the number of passing vehicles
and their speed. The measurements calibrated a microscopic
simulator, whose output is the location of each vehicle, i.e.,
lane and horizontal position over a road segment of 10 km with
one second granularity. The corresponding simulation time is
half an hour, which means that 1 800 snapshots of vehicles
per time span are available. The traces have been calibrated
to represent quasi-stationary road traffic for each lane [5]. In
the validation of our models, we will drop 600 snapshots from
the initial ten minutes of the simulation, in order to allow the
first vehicles entering the roadway reach at the exit. This is
to have enough samples of inter-vehicle distances for each
snapshot while constructing its empirical CDF. The locations
of a vehicle and subsequently, the distribution of inter-vehicle
distances between the snapshots are correlated. We will fit the
PPP and the hardcore point process for each snapshot and lane,
independently of other snapshots and lanes. The interference
and outage models in the following sections are for a single
snapshot too. Modeling the temporal aspects of interference,
see for instance [30], [31] is left for future work.
In order to simulate the per-lane distributions Gi, Fi, i ∈
{1, 2, 3} for a snapshot, we first take an inner segment (or
window) of the i-th lane to avoid boundary effects. The
endpoints of the window must be at least rmax away from
the endpoints of the roadway, where rmax is the maximum
considered r in the evaluation of the J-function [29, Chapter
1.10]. In order to simulate the distribution of Gi, we calculate
the nearest-neighbor distance for each point in the window. In
order to simulate the distribution of Fi, we randomly distribute
104 locations within the window, and for each of them we
calculate its minimum distance over the snapshot’s points. In
Fig. 4, it is evident that all lanes exhibit repulsion for small
distances, J(r)> 1, r≤ 20m. The repulsion is stronger at the
left lane, because this lane experiences the highest average
speeds [6, Fig. 5b]: The envelope stays larger than unity up
to 40 m and there are only few instances of clustering for
the considered range of distances. The J-function for the right
lane indicates that the traces may also exhibit clustering for
5(a) Left lane (b) Middle lane (c) Right lane
Fig. 4. Envelope of J-function over 1200 snapshots for the busy hour (gray-shaded areas). The solid line is an example illustration of J(r) for the 1000-th
snapshot. The CDFs G,F are estimated within a window of 9 km to avoid boundary effects. The PPP corresponds to J(r)=1, dashed-line.
(a) Left lane (b) Middle lane (c) Right lane
Fig. 5. Envelope of J-function over 1200 snapshots during off-peak. See the caption of previous figure for explanation of the lines.
distance r > 20 m. Nevertheless, for small distances, the
empirical J-function behaves similarly to the J-function of the
hardcore process, see Fig. 3. This is due to the safety distance
maintaining from the vehicle ahead. During off-peak, there
is still clear repulsion at small distances, but the differences
between the lanes are less prominent. Off-peak is characterized
by lower intensity of vehicles. Because of that, the drivers
select their lane more freely as compared to the busy hour,
making the lanes to look more alike to each other. In Fig. 6
we reconfirm, through the envelope of L-function, that the
left lane has the highest repulsion. In order to simulate the L-
function for a snapshot, we take each point in the window and
count the number of points within a distance r from that point.
Then, we average over all points and normalize by 2λ. The
envelope quantifies the range of hardcore distance for each
lane. As expected, the left lane exhibits the highest values.
The summary statistics have justified that a hardcore process
is more suitable to model the available traces than a PPP. We
will use Cowan M2 for the locations of vehicles along each
lane. Apart from being used in transportation research [25],
this model will allow us to construct simple approximations for
the moments of interference in the following sections. Before
starting with interference modeling, we still need to estimate
the model parameters for a snapshot, i.e, per-lane intensity and
hardcore distance. Also, it is worth demonstrating whether the
summary statistics for a snapshot fall within the simulated
envelope of the fitted hardcore process.
Let us denote the inter-vehicle distances for the i-th lane
i ∈ {1, 2, 3} by zi,j , j = 1, 2, . . . ni, where ni is the sample
size. For the PPP, we will estimate the intensity as being
equal to the inverse of the mean inter-vehicle distance obtained
from the sample, i.e., λˆi =
(
1
ni
∑ni
j=1 zi,j
)−1
, which is
the Maximum Likelihood Estimate (MLE). For the hardcore
process, we will parameterize the intensity and the hardcore
distance using various methods. (i) The method of moments
matches the mean,
(
ci+µ
−1
i
)
, and the variance, µ−2i , of
the shifted-exponential distribution to the sample mean and
variance. (ii) The MLE is the minimum inter-vehicle dis-
tance obtained from the sample cˆi = minj {zi,j}, and λˆi =(
1
ni
∑ni
j=1 zi,j−cˆi
)−1
. (iii) The (non-linear) least-squares it-
eratively estimate the µˆi, cˆi minimizing the square difference
between the empirical CDF and the shifted-exponential CDF,(
1−e−µˆi(xd−cˆi)), where xd are the bins of the empirical CDF.
In order to reduce computational complexity, we may set first
λˆi =
(
1
ni
∑ni
j=1 zi,j
)−1
, then estimate a single parameter ci.
In that case, the PPP and the hardcore process are forced
to have the same intensity. In either case, we must constrain
0≤ cˆi≤ λˆ−1i .
In Fig. 7 we have selected the 1000-th snapshot, and plot the
empirical CDF of inter-vehicle distances. The fitting methods
perform similarly for other snapshots too. The exponential
CDF cannot capture at all the repulsion between successive
vehicles. The method of moments may give a negative estimate
for the hardcore distance, see Fig. 7b and Fig. 7c. The MLE
for the shifted-exponential distribution fits very well the lower
tail but it fails elsewhere. The least-squares estimation provides
relatively good fit over the full range. When λˆi is fixed equal
to the MLE of PPP, the fit becomes slightly worse.
6(a) Left lane (b) Middle lane (c) Right lane
Fig. 6. Envelope of L(r)= K(r)
2
over 1200 snapshots for the busy hour. Example illustration of L(r) for the 1000-th snapshot (solid line). For each snapshot
the intensity per lane required in the calculation of the K-function is estimated as being the inverse of the mean inter-vehicle distance. The L-function is
evaluated within an inner window of 9 km to avoid boundary effects, rmax =500 m. The dashed-line corresponds to PPP.
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Fig. 7. Empirical CDF of inter-vehicle distances at the 1000-th snapshot of the busy hour along with approximations.
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Fig. 8. Estimation of intensity and hardcore distance per lane using synthetic traces between 8:40 a.m. and 9:00 a.m.
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Fig. 9. Estimation of intensity and hardcore distance per lane using synthetic traces between 11:40 a.m. and 12:00 p.m.
In Fig. 8, we depict the estimates for the intensity and the
hardcore distance over 1 200 snapshots with least-squares. We
have used the curve fitting toolbox in MatLab. The right lane
has the highest intensity and the left lane, due to the high
7(a) Left lane (b) Middle lane (c) Right lane
Fig. 10. The empirical J-function for the 1000-th snapshot of the busy hour (solid line), the calculated J(r), see equation (3), for the fitted hardcore point
process (dashed-line), the simulated envelope of the J-function for the fitted hardcore process over 99 runs (gray-shaded area), and the simulated envelope of
the J-function for the fitted PPP over 99 runs (lightly gray-shaded area).
speeds, gives the highest values for the hardcore distance and
for the product λc. During off-peak, see Fig. 9, the discrepancy
of λˆi, cˆi between the lanes becomes less prominent. This is
in accordance with the behavior of the J-function during busy
hour and off-peak, see Fig. 4 and Fig. 5.
Finally, we illustrate in Fig. 10 that the envelope of J-
function for the fitted hardcore process contains the J-function
generated by the snapshot. Only for the right lane, the snapshot
may fall slightly outside the envelope. As illustrated in Fig. 4
− Fig. 9, Cowan M2 best describes the distribution of vehicles
in the left lane. On the other hand, the envelope of J-function
using the fitted PPP cannot capture at all the J-function of the
snapshot for all lanes and distances r≤20 m. This is another
evidence about the suitability of the hardcore process to model
motorway traffic in comparison with PPP. Even though the
calculated J(r) for the fitted hardcore process matches that
of the snapshot only in the initial increasing part, we will
illustrate in the next section that Cowan M2 considerably
improves the outage probability predictions of PPP.
V. OUTAGE PROBABILITY UNDER REDUCED PALM
Recall from Section II that the interfering vehicles follow
the hardcore point process Φ. Unfortunately, the Probability
Generating Functional (PGFL) of the hardcore point process,
which can be used to calculate the LT of interference, is not
available. Also, due to the complicated form of the PCF,
only the first few terms of the factorial moment expansion
of the PGFL, see [32], can be approximated. The simplest
way to get around these issues, is to calculate a few moments
and fit the interference distribution to well-known functions
with simple LTs. The method of moments have been widely-
used in wireless communications research to model signal-
to-noise ratio in composite fading channels [33], aggregate
interference [34] and spectrum sensing channels [35].
In order to select appropriate candidate distributions, we
first note that the interference CDF decays exponentially fast
near the origin because the point process is stationary [36,
Theorem 4]. In addition, for bounded propagation pathloss (the
hardcore distance c essentially makes the pathloss function
bounded), the decay at the tail is dominated by the fading
distribution [36, Theorem 3], thus this is exponential too.
Popular distributions for interference modeling in wireless
networks with irregular geometry can be found in [37], [38]
including gamma, inverse Gaussian and Weibull. Even though
the inverse Gaussian distribution seems the best candidate
because it decays exponentially fast near the origin and at
the tail, it has only two free parameters, and it does not
provide very good fit via moment matching in our system
set-up. Its generalized counterpart has three free parameters,
but numerical methods are required to calculate them. We will
use the shifted-gamma distribution that allows to express its
parameters as simple functions of the mean, the variance and
the skewness of interference. The gamma distribution decays
polynomially at the origin and thus, we expect to see some
discrepancy in the upper tail of the SIR CDF. In some recent
work [39], the parameters of the approximating distribution
have been calculated using a combination of moment match-
ing and MLE. An apparent advantage of this method is its
extention to mixture models using expectation maximization
algorithm which provides a very good fit. Nevertheless, the
major drawback is the requirement for interference samples.
In our system set-up the interference depends on the link
distance d, the road traffic parameters λ, c, the activity ξ and
the channel models. Therefore extensive measurements (or
simulations) are needed before regression analysis.
In order to approximate the mean, the variance and the
skewness of interference, we may approximate the PCF of the
hardcore process Φ by the PCF of PPP for distance separations
larger than 2c. We have followed the same approach in [23],
[24], however, without conditioning on the location of a point
of the process (the transmitter). The calculation details under
reduced Palm measure are available in the supplementary
material (optional reading). Over there, we see that the re-
sulting expressions are quite complex, not providing us with
enough insight about the impact of different parameters on
the interference. Because of that, we have also included the
expressions after approximating the PCF of Φ by the PCF of
PPP for distance separation larger than c instead of 2c. Note
that even with this simplification, the correlated locations of
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Fig. 11. Interference statistics with respect to the hardcore distance c. Intensity of vehicles λ= 0.025m−1, pathloss exponent η = 3, activity probability
ξ= 1
2
, and useful link distance d=40m. 105 simulations per marker. For the approximations of the statistics using ρ(2)(r)=λ2 for r>c see (5). For the
approximations using ρ(2)(r)=λ2 for r>2c see the supplementary material.
vehicles are still retained by the model. Finally, we get
E!o{I} ≈ λξ (c+ d)
1−η
η − 1
V!o{I} ≈ 2λξ (c+d)
1−2η
(1− λcξ)
2η − 1
S!o{I} ≈ 6λξ (c+d)
1−3η
(1−λcξ)2
3η − 1 V
!o{I}−3/2 .
(5)
In Fig. 11 we depict the mean, the standard deviation
and the skewness of interference for λc≤ 12 . Approximating
the PCF for distance separation larger than 2c seems very
accurate in the estimation of moments. Fortunately, the simpler
approximation (ρ(2)(y, x)≈ λ2, |y−x|> c, see (5)) captures
the general trend in the behavior of interference statistics.
The parameters of the shifted-gamma distribution, fI(x)=
(x− )k−1 e−(x−)/β/ (Γ (k)βk), as functions of the link
distance d can be estimated as k = 4/S!o{I}2 , β =(
V!o{I} /k)1/2, and =E!o{I}−kβ. The LT of interference
evaluated at s=θ/Pr (d) is LI(s)=e−s (1+sβ)−k. Finally,
the calculation of the outage probability requires to average
the LT over the link distance d, which follows the shifted-
exponential distribution.
Pout(θ) = 1−
∫ ∞
c
e−θ r
η(r)(1+θ rηβ(r))
−k(r)
µe−µ(r−c)dr. (6)
In Fig. 12a we see that the shifted-gamma approximation
is somewhat off in the upper tail due to the polynomial,
(x−)k−1, decay of the gamma distribution near x=. On the
other hand, the PPP fails in the high reliability regime (lower
tail), and it significantly underestimates the outage probability
in the upper tail. For presentation completeness, the outage
probability due to PPP has been calculated as
PPPPout (θ) = 1−
∫ ∞
0
e
−λξ ∫∞
r
θrηx−η
1+θrηx−η dxλe−λrdr (7)
= 1− η−1
η−1+ξ θ 2F1(1, 1−η−1, 2−η−1,−θ) . (8)
It is worth to mention that the outage probability in (8) does
not depend on the intensity of vehicles λ. This resembles the
calculation of downlink coverage probability in PPP cellular
networks, which is also independent of the intensity of base
stations in the interference-limited regime with nearest base
station association [40, equation (14)]. For the hardcore pro-
cess, the outage probability in (6) depends on the intensity λ
through the parameter µ and also through the parameters of
the shifted-gamma distribution, see (5).
VI. MULTI-LANE MOTORWAY VANETS
Let us consider another lane, L2, with same road traffic
parameters λ, c and same activity probability ξ for the vehicles.
Extension to more lanes is straightforward, and numerical
examples will be given in the next section. The link under
consideration is still located at L1; L2 is just an extra source
of interference. Let us denote by ` the inter-lane separation
and by φ the beamwidth of the vehicle antenna. Then, the
interfering vehicles from L2 are located at distances larger
than r0 = `/ tan φ2 behind the receiver, see Fig. 13 for an
illustration. Note that the guard zone r0 is expected to be
much larger than the lane separation ` for practical values of
φ and `. Because of that, we may neglect the impact of ` in
the distance-based pathloss of other-lane interference without
introducing much error as compared to the simulations.
Unlike L1, the interference analysis for L2 does not require
conditioning. Keeping in mind that the point process is station-
ary, the mean interference due to L2 does not depend on the
correlation properties but only on the intensity λ. The variance
of interference due to L2 has been calculated in [23, Equation
(14)] and the skewness in [24, Lemma 1]. After scaling all
moments by half to consider only the vehicles behind the
receiver, the approximations become
E{I} = λξr
1−η
0
η − 1
V{I} ≈ 2λξr
1−2η
0
2η − 1
(
1−λcξ+ 1
2
λ2c2ξ2
)
S{I} ≈ 6λξr
1−3η
0
3η − 1
(
2λξr1−2η0
2η − 1
)−3/2(
1− λcξ
2
)
.
(9)
We will use a shifted-gamma approximation for the distri-
bution of interference from L2. The moments of interference
and subsequently the gamma parameters for L2, k, β, , do not
depend on the link distance d as in (5) and (6). The outage
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Fig. 12. Probability of outage at the receiver when the interference originates from (a) the lane L1 containing the transmitter-receiver link, (b) another lane
L2 parallel to L1, and (c) both lanes. Intensity of vehicles λ=0.025m−1, pathloss exponent η=3 and hardcore distance c=16m. Inter-lane spacing `=6
m and antenna beamwidth φ= pi
20
give r0≈75 m for L2. 105 simulations. In (a) we have used (6) to generate the approximation curve and (8) to generate
the outage probability due to a PPP. In (b) we have used (10) and (12) respectively.
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Fig. 13. The vehicles of lane L2 at distances larger than r0 behind the receiver
(red disks) are potential sources of interference. The receiver (hollow disk)
is placed at the origin to facilitate the interference analysis due to vehicles at
lane L2. See also the caption of Fig. 2.
probability due to L2 only can be calculated by integrating
the LT of interference over the link distance.
Pout(θ) = 1−
∫ ∞
c
e−θ r
η (1+θ rηβ)
−k
µe−µ(r−c)dr (10)
PPPPout (θ) = 1−
∫ ∞
0
e
−λξ ∫∞
r0
θrηx−η
1+θrηx−η dxλe−λrdr (11)
= 1−
∫ ∞
0
e−λξt(r,r0,θ)λe−λrdr, (12)
where t(r, r0, θ)= piη csc
(
pi
η
)
θ
1
η r−r0 2F1
(
1, 1η 1+
1
η ,−
rη0
θrn
)
.
Note that the function t(·) does not depend only linearly on
r. This is because the lower integration limit with respect to
x in (11) is a constant and not r as in (7). Because of that, a
closed-form calculation of (12) is not possible. In Fig. 12b we
have validated (10) and (12) against simulations. In order to
calculate the outage probability under aggregate interference
from L1 and L2, we need to multiply the LTs of interference
from the two lanes before integrating over the link distance.
The results are shown in Fig. 12c.
VII. PROBABILITY OF OUTAGE − SYNTHETIC TRACES
For the synthetic traces we denote by L3 the left lane
characterized by the highest average speed, by L2 the middle
lane and by L1 the right lane. We will carry out 105 simu-
lation runs for the outage probability per snapshot. For each
snapshot, we construct the empirical CDFs of inter-vehicle
distances. In each simulation run, we sample the empirical
CDFs (using linear interpolation), generating enough samples
to cover a roadway of 10 km. The link is located, without loss
of generality, in the middle lane, and the link distance d is
generated by sampling the empirical CDF of L2. Independent
samples for the fading and the activity for each vehicle are
also generated. Finally, the interference levels from the three
lanes are aggregated at the receiver.
For the outage probability predictions using the hardcore
point process, we use the least-square estimates λˆi, cˆi, see
Section IV, and generate the LT of interference for each lane,
LIi(θ, r). Then, we integrate the product of LTs over a shifted-
exponential distribution with parameters µˆ2, cˆ2.
Pout(θ)=1−
∫ ∞
cˆ2
∏3
j=1
LIj(θ, r) µˆ2e
−µˆ2(r−cˆ2)dr, (13)
where LIj (θ, r) = e
−θ rηj (1+θ rηβj)
−kj , j ∈ {1, 3} and
LI2(θ, r) = e
−θ rη2(r)(1+θ rηβ2(r))
−k2(r). The parameters
kj , βj , j do not depend on r, and they are calculated via
moment matching using the estimates λˆj , cˆj in (9). The param-
eters k2(r) , β2(r) , 2(r) are calculated via moment matching
using the estimates λˆ2, cˆ2 in (5).
For the outage probability predictions using PPP, we use the
MLE λˆi for PPP, and we integrate the product of LTs over an
exponential distribution with parameter λˆ2.
PPPPout (θ)=1−
∫ ∞
0
∏3
j=1
LPPPIj (θ, r) λˆ2e
−λˆ2rdr, (14)
where LPPPI2 (θ, r)=e
− λˆ2ξrθη−1 2F1(1,1− 1η ,2− 1η ,−θ) and LPPPIj (θ, r)=
e−λˆjξt(r,r0,θ), j∈{1, 3}.
For illustration purposes, we select the 1000-th snapshot.
In the busy hour, we estimate λˆ1 = 0.0248, λˆ2 = 0.0218 and
λˆ3 = 0.0205, and cˆ1 = 7.10, cˆ2 = 11.05 and cˆ3 = 14.82 for
the hardcore processes. In Fig. 14, we see that equation (13)
predicts very well the simulated outage probability using the
sampled point set. On the other hand, the PPP prediction
using (14) with estimates λˆ1 = 0.0215, λˆ2 = 0.0196 and
λˆ3 = 0.0195 is poor. In Fig. 14 we also note that the outage
probability at 0 dB during off-peak becomes slightly higher in
comparison with that during the busy hour. During off-peak,
the estimated intensities for the hardcore processes decrease
λˆ1 = 0.0210, λˆ2 = 0.0184 and λˆ3 = 0.0189. Apart from the
interference level, it is also the useful signal level becoming
less in probability. In addition, in Fig. 14 we illustrate that with
higher pathloss exponent, the resulting lower interference level
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Fig. 14. Probability of outage due to interference originated from three lanes
with synthetic traces. 105 simulation runs. The simulations converged already
from 50 000 runs. Activity ξ = 1
2
, inter-lane spacing ` = 4 m and antenna
beamwidth φ= pi
20
give r0≈50 m for L1 and L3.
dominates over the lower useful received signal level, and the
outage probability decreases.
In order to assess the quality of the approximations, we
calculate the maximum vertical difference between the simu-
lated CDF and the CDFs obtained from the two models (this
is the metric used in Kolmogorov-Smirnov test). In Fig. 15,
we depict the goodness-of-fit metrics over 30 snapshots for
two motorways M40 and A6 outside Madrid collected at the
same day and time. The motorway A6 exhibits higher (lower)
traffic intensity than M40 during the busy hour (off-peak),
see [5, Table II] for a comparison of the average road traffic
characteristics between M40 and A6. We see that our model
consistently gives much closer predictions to the empirical
CDF than the PPP.
The estimates λˆi, cˆi for the hardcore point processes could
have been obtained by directly fitting them to minimize the
square difference between the estimated and empirical outage
probabilities. This is the method of minimum contrast, see [27,
Section IV] for fitting the Strauss and Poisson hardcore
processes to snapshots of macro base stations. It would require
extensive numerical search in our case, because there are six
parameters λi, ci, i ∈ {1, 2, 3} to optimize, and the outage
probability is a complicated function of these parameters.
On the other hand, estimating λi, ci from the traces, and
plugging them into the interference model has much lower
complexity, while providing a very good estimate for the
outage probability.
VIII. CONCLUSIONS
In this paper we developed a low-complexity model for
the probability of outage in multi-lane VANETs. The model
consists of two parts: Firstly, it borrows from transportation
(and statistical mechanics) literature a simple extension to the
PPP for the deployment of vehicles along a lane. This does
not come without cost because the hardcore distance makes
the locations of vehicles correlated. Secondly, it applies the
method of moments using a shifted-gamma distribution to
approximate the Laplace transform of generated interference
per lane. We constructed simple but accurate approximations
for the first three moments of interference under Rayleigh
fading with and without conditioning. The main contribution is
the validation of the deployment and interference models with
synthetic traces [5], [6]. We have seen very good prediction
of the outage probability in realistic motorway setups, while
the PPP fails. Instead of running time-consuming simulations,
the system designer may estimate the intensity of vehicles
and the hardcore distance from the available traces, and
use a single numerical integration, see (13), to assess the
probability of outage. Generalization to more than three lanes
is straightforward. The model should be particularly useful in
cases with high transmission probability because, with strong
thinning, the hardcore process converges to PPP [20]. Potential
direction for future work is the application of more realistic
propagation functions and fading channels for vehicle-to-
vehicle communication. In addition, while a hardcore process
has fitted well the available motorway traces, the development
of point processes tailored to strong clustering of vehicles
might be needed to model urban traffic conditions.
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