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POLYNOMIAL TAU-FUNCTIONS OF THE KP, BKP, AND THE
s-COMPONENT KP HIERARCHIES
VICTOR G.KAC, NATASHA ROZHKOVSKAYA, AND JOHAN VAN DE LEUR
Abstract. We show that any polynomial tau-function of the s-component KP and the BKP
hierarchies can be interpreted as a zero mode of an appropriate combinatorial generating function.
As an application, we obtain explicit formulas for all polynomial tau-functions of these hierarchies
in terms of Schur polynomials and Q-Schur polynomials respectively. We also obtain formulas
for polynomial tau-functions of the reductions of the s-component KP hierarchy associated to
partitions in s parts.
1. Introduction
In [14] M. Sato introduced the KP hierarchy of evolution equations, and his ideas were further
developed by the Kyoto school [1] – [4]. In particular, related hierarchies were introduced and studied
in these papers, including the BKP and the DKP hierarchy [3], [4], the modified KP-hierarchy [4],
the s-component KP hierarchy [1]. M. Sato expressed in [14] solutions of the KP hierarchy through
tau-functions, and showed that the set of polynomial tau-functions form an infinite Grassmann
manifold and contains the Schur polynomials, see [11] (resp. [10]) for an exposition of the theory
of tau-functions for the KP (resp. s-component KP) hierarchy. In [16], [17] Y.You proved that
polynomial tau-functions of the BKP, DKP and MDKP hierarchies include Schur Q-polynomials.
In the recent series of papers [8], [9], [10] the first and the third authors described all polynomial
tau-functions of the KP, BKP, DKP, MDKP, s-component KP, and the modified KP hierarchies. In
particular, they showed in [8], [10] that any polynomial tau-function of the KP-hierarchy is obtained
from a Schur polynomial by certain shifts of arguments, and in [9] they proved that any polynomial
tau-function of the BKP or the DKP hierarchy is described by a Pfaffian formula that can be
also related to Schur Q-polynomials by certain shifts of arguments. In the recent paper [13] the
second author showed that the modes of certain generating series, involving Schur Q-polynomials,
are tau-functions of the BKP hierarchy.
In this note we show that any polynomial tau-function of the KP, the BKP and the s-component
KP hierarchy can be interpreted as a zero-mode of an appropriate combinatorial generating function.
We give explicit formulae for these generating functions, which have determinant type in the KP and
s-component KP cases, and Pfaffian type in the BKP case. As a result we recover the formulas for
all polynomial tau-functions of the KP and the BKP hierarchies obtained in [8] and [9]. Moreover,
we find a new beautiful formula for all polynomial tau-functions of the s-component KP hierarchy
that generalizes the one for s = 1 from [8], and its reductions associated to arbitrary partitions in s
parts introduced in [7].
The main instrument of our proofs is the identification of the polynomials of the boson space
with symmetric functions. Using the boson-fermion correspondence and the well-known properties
of symmetric functions, we consider the explicit description of the actions of charged free fermions
and neutral fermions on these spaces of symmetric functions. Application of these quantum fields
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to the vacuum vector produces the generating functions for polynomial tau-functions, which are
identified with solutions of the corresponding bilinear identities.
In Section 2 we review necessary facts on symmetric functions. We describe polynomial tau-
functions for the KP case in Section 3, the BKP case in Section 4, and the s-component KP case in
Section 5. We treat the polynomial tau-functions of the reductions of the s-component KP hierarchy
associated to partitions in s parts in Section 6.
Throughout the paper N (resp. Z+) denotes the set of positive (resp. non-negative) integers.
2. Symmetric functions and formal distributions: overview
2.1. Symmetric functions. Recall the definition and properties of symmetric functions [12], [15].
Let x = {x1, x2, x3 . . . } be an infinite set of indeterminates. Consider the algebra of formal power
series C[[x]] = C[[x1, x2, x3, . . . ]]. By a symmetric function we mean an element of this algebra,
invariant with respect to all permutations of the indeterminates, which lies in the span of monomial
symmetric functions. Let λ = (λ1 ≥ · · · ≥ λl ≥ 0) be a partition. The monomial symmetric function
corresponding to λ is
mλ =
∑
(i1,...,il)∈Nl
xλ1i1 . . . x
λl
il
.
Then the vector space spanned by all monomial symmetric functions is a subalgebra Λ of C[[x]],
called the subalgebra of symmetric functions.
For a partition λ = (λ1 ≥ · · · ≥ λl ≥ 0), the Schur symmetric function sλ is defined as
sλ(x1, x2, . . . ) =
∑
T
xT ,
where the sum is over all semistandard tableaux of shape λ (see e.g. [15] for details). These functions
form a basis of the vector space Λ.
Complete symmetric functions hk = s(k) are given by the formula
hk(x1, x2 . . . ) =
∑
1≤i1≤···≤ik<∞
xi1 . . . xik ,
while elementary symmetric functions ek = s(1k) by
ek(x1, x2 . . . ) =
∑
1≤i1<···<ik<∞
xi1 . . . xik .
Power sums pk are symmetric functions defined by
pk(x1, x2, . . . ) =
∑
i∈N
xki .
It will be convenient to set h−k(x1, x2 . . . ) = e−k(x1, x2 . . . ) = p−k(x1, x2 . . . ) = 0 for k > 0 and
h0 = e0 = p0 = 1. Recall that each of these three families generate Λ as the algebra of polynomials
Λ = C[h1, h2, . . . ] = C[e1, e2, . . . ] = C[p1, p2, . . . ].
For every symmetric function f ∈ Λ we can associate a polynomial F (t1, t2, . . . ) by expressing f
as a polynomial in the pj’s and replacing pj by jtj .
Introduce the polynomials Sk(t1, t2, . . . ), k ∈ Z, by the generating series
∑
k∈Z
Sk(t1, t2, . . . , )u
k = exp

∑
j∈N
tju
j

 .
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For a partition λ having l parts, the corresponding Schur polynomial Sλ(t1, t2, . . . ) is defined by the
Jacobi –Trudi formula
Sλ(t1, t2, . . . ) = det[Sλi+j−i(t1, t2, . . . )]1≤i,j≤l.
This polynomial is associated to the symmetric function sλ as described above ([12] I.2 Example 8
and I.3 (3.4)).
We introduce on Λ a natural scalar product, where the set of Schur symmetric functions {sλ},
labeled by partitions λ, form an orthonormal basis: < sλ, sµ >= δλ,µ. Then for any linear operator
acting on the vector space Λ one can define the corresponding adjoint operator. In particular, any
symmetric function f ∈ Λ defines an operator of multiplication f : g 7→ fg for any g ∈ Λ, and the
corresponding adjoint operator f⊥ is defined by the standard rule < f⊥g1, g2 >=< g1, fg2 > for all
g1, g2 ∈ Λ.
It is known ([12], I.5 Example 3) that p⊥n = n
∂
∂pn
. Since any element f ∈ Λ can be expressed as
a polynomial function of power sums
f = F (p1, p2, p3, . . . ),
the corresponding adjoint operator f⊥ is a polynomial differential operator with constant coefficients
f⊥ = F (∂/∂p1, 2∂/∂p2, 3∂/∂p3, . . . ).
In particular, ek and hk are homogeneous polynomials of degree k in (p1, p2, p3, . . . ), so the adjoint
operators e⊥k and h
⊥
k are homogeneous polynomials of degree k in (∂/∂p1, 2∂/∂p2, . . . ), which implies
the following statement.
Lemma 2.1. For any symmetric function f ∈ Λ there exists a positive integer N = N(f), such that
e⊥l (f) = 0 and h
⊥
l (f) = 0 for all l ≥ N.
2.2. Digression on formal distributions and quantum fields [6]. Given a vector space M , an
M -valued formal distribution is a biletaral series in the indeterminate u with coefficients in M :
a(u) =
∑
n∈Z
anu
n, an ∈M.
We denote as M [[u, u−1]] the vector space of all M -valued formal distributions. We also use the
notation M [u] for the space of polynomials, M [[u]] for the space of power series, M [u, u−1] for the
space of Laurent polynomials, and M((u)) for the space of formal Laurent series.
A formal distribution in two indeterminates u and v is defined similarly. The most famous example
is the formal delta-function δ(u, v), which is the C-valued formal distribution in variables u and v,
characterized by the condition
Resua(u)δ(u, v) = a(v)
for any M -valued formal distribution a(u), where Resu denotes the coefficient of u
−1. The following
is an explicit formula:
δ(u, v) =
∑
i,j∈Z
i+j=−1
uivj = iu,v
(
1
u− v
)
− iv,u
(
1
u− v
)
,
where iu,v (resp. iv,u) denotes the expansion in geometric series in the domain |u| > |v| (resp. |u| >
|v|). The main property of the formal delta-function is that for any M -valued formal distribution
a(u) one has
a(u)δ(u, v) = a(v)δ(u, v). (2.1)
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A special case of a formal distribution is a quantum field, which is an End M -valued formal
distribution a(u), such that a(u)m ∈M((u)) for all m ∈M . The following lemma is obvious.
Lemma 2.2. If a(u) ∈ (EndM) [[u]], and b(u) is a quantum filed, then a(u)b(u) is a quantum field.
2.3. Generating series of polynomial differential operators acting on Λ. Denote by D the
algebra of differential operators acting on Λ = C[p1, p2, . . . ], which consists of finite sums∑
i1,...,im
Fi1,...im(p1, p2, . . . )∂
i1
p1 . . . ∂
im
pm ,
where coefficients Fi1,...im(p1, p2, . . . ) are polynomials in (p1, p2, . . . ). Then operators of multiplica-
tion pn, hn, en, their adjoints p
⊥
n , h
⊥
n , e
⊥
n along with their products are elements of D.
Consider the generating series of complete and elementary symmetric functions
H(u) =
∑
k∈Z+
hku
k =
∏
i∈N
1
1− xiu
, E(u) =
∑
k∈Z+
eku
k =
∏
i∈N
(1 + xiu), (2.2)
which are elements of Λ[[u]]. We will use the same notation for the generating series of the cor-
responding multiplication operators H(u), E(u) ∈ D[[u]]. Similarly, we define E⊥(u), H⊥(u) ∈
D[[u−1]] as
E⊥(u) =
∑
k∈Z+
e⊥k
uk
, H⊥(u) =
∑
k∈Z+
h⊥k
uk
. (2.3)
The following properties of these generating series with coefficients in D are well known (e.g. [12],
I.5).
Proposition 2.1. We have in D[[u]] (resp. in D[[u−1]] )
H(u)E(−u) = 1, H⊥(u)E⊥(−u) = 1, (2.4)
H(u) = exp
(∑
n∈N
pn
n
un
)
, E(u) = exp
(
−
∑
n∈N
(−1)npn
n
un
)
, (2.5)
E⊥(u) = exp
(
−
∑
k∈N
(−1)k
∂
∂pk
1
uk
)
, H⊥(u) = exp
(∑
k∈N
∂
∂pk
1
uk
)
, (2.6)
The next set of commutation relations follows from the definitions of the generating series above
([12], I.5 Example 29). These are the main identities that we use to prove other commutation
relations later in this note.
Lemma 2.3. We have the following equations in D[[u−1, v]].
(
1−
v
u
)
E⊥(u)E(v) = E(v)E⊥(u),(
1−
v
u
)
H⊥(u)H(v) = H(v)H⊥(u),
H⊥(u)E(v) =
(
1 +
v
u
)
E(v)H⊥(u),
E⊥(u)H(v) =
(
1 +
v
u
)
H(v)E⊥(u).
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2.4. Schur symmetric Q-functions and Schur Q-polynomials. Introduce one more family of
symmetric functions {qk(x1, x2, . . . )}k∈Z as the coefficients of the expansion of Q(u) ∈ Λ[[u]], where
Q(u) =
∑
k∈Z
qku
k = E(u)H(u). (2.7)
Note that qk =
∑k
i=0 eihk−i for k > 0, q0 = 1, and qk = 0 for q < 0. For a, b ∈ Z+ let
qa,b = qaqb + 2
∑
i∈Z
(−1)iqa+iqb−i.
Then ([12], III.8)
qa,b = −qb,a. (2.8)
Proposition 2.2. ([12], III.8) We have in D[[u]] (resp. in D[[u−1]] )
Q(u) = S(u)2, where S(u) = exp
( ∑
n∈Nodd
pn
n
un
)
, (2.9)
S⊥(u) = exp
( ∑
n∈Nodd
∂
∂pn
1
un
)
.
Here Nodd = {1, 3, 5, . . .}.
Let Qk(t1, t3, . . . ) be the polynomial associated to the symmetric function qk as described above.
By (2.9) we have:
Qk(t1, t3, . . . ) = Sk(2t1, 0, 2t3, 0, . . . ).
Recall that the Pfaffian of a skew-symmetric matrix M = [Mij ] of size 2l × 2l is defined as
Pf [M ] =
∑
σ∈S′2l
sgn(σ)Mσ(1)σ(2) · · ·Mσ(2l−1)σ(2l),
where S′2l is the subset of the permutation group S2l that consists of σ ∈ S2l such that σ(2k − 1) <
σ(2k) for 1 ≤ k ≤ l and σ(2k − 1) < σ(2k + 1) for 1 ≤ k ≤ l − 1.
If λ = (λ1, . . . , λ2m) is a strict partition, i.e. λ1 > · · · > λ2m ≥ 0, then the matrix Mλ = (qλi,λj )
is skew-symmetric by (2.8), and the Schur symmetric Q-function qλ is defined as
qλ(x1, x2, . . . ) = PfMλ.
For the strict partition λ = (λ1, . . . , λ2m) introduce the extended Schur Q-polynomial Q˜λ(t) as
follows:
Q˜a(t) = Sa(2t) for a ∈ Z+,
Q˜a,b(t) = Q˜a(t)Q˜b(t) + 2
∑
i∈Z
(−1)iQ˜a+i(t)Q˜a−i(t) for a > b, a, b ∈ Z+,
Q˜a,b(t) = −Q˜b,a(t) for a < b, a, b ∈ Z+, and Qa,a(t) = 0 for a ∈ Z+,
Q˜λ(t) = Pf [Q˜λi,λj (t)].
Then Qλ(t1, t3, . . . ) = Q˜λ(t1, 0, t3, 0 . . . ) is the Schur Q-polynomial associated to the Schur symmet-
ric Q-function qλ.
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3. Polynomial tau-functions of the KP hierarchy
The goal of this section is to describe polynomial tau-functions of the KP hierarchy. We use the
bosonic formulation of the bilinear KP identity and write the action of the Clifford algebra of charged
free fermions on the boson Fock space through symmetric functions. Using commutation relations
of Lemma 2.3 we prove that all polynomial tau-functions of the KP hierarchy can be obtained as
coefficients of certain generating functions. For more information on formal distributions, quantum
fields, Clifford algebra of fermions, and the boson-fermion correspondence we refer to [6], [11].
3.1. Fermionic fields on the boson Fock space. Let Λ = C[p1, p2, . . . ], and consider the boson
Fock space B = C[z, z−1]⊗ Λ. Note that we have the charge decomposition
B = ⊕m∈ZB
(m), where B(m) = zmΛ.
Let R(u) act on the elements of the form zmf , f ∈ Λ, m ∈ Z, by the rule
R(u)(zmf) = zm+1um+1f,
then R−1(u) acts as
R−1(u)(zmf) = zm−1u−mf.
Define the formal distributions ψ±(u) of operators acting on the space B through the action of
R±1(u) and the D-valued generating series (2.2), (2.3):
ψ+(u) = u−1R(u)H(u)E⊥(−u), (3.1)
ψ−(u) = R−1(u)E(−u)H⊥(u), (3.2)
or, in other words, for any m ∈ Z and any f ∈ Λ,
ψ+(u)(zmf) = zm+1umH(u)E⊥(−u)(f), (3.3)
ψ−(u)(zmf) = zm−1u−mE(−u)H⊥(u)(f). (3.4)
Let the operators {ψ±i }i∈Z+1/2 be the coefficients of the expansions
ψ±(u) =
∑
i∈Z+1/2
ψ±i u
−i−1/2.
Obviously, the operators ψ±i change the charge by ±1. These operators are called the charged free
fermions.
Proposition 3.1. a) Formulae (3.3) and (3.4) define quantum fields ψ±(u) of operators acting
on the space B.
b) The following relations of quantum fields hold:
ψ±(u)ψ±(v) + ψ±(v)ψ±(u) = 0, (3.5)
ψ+(u)ψ−(v) + ψ−(v)ψ+(u) = δ(u, v). (3.6)
Equivalently, (3.3) and (3.4) define the action of the Clifford algebra of charged free fermions
on the space B:
ψ±k ψ
±
l + ψ
±
l ψ
±
k = 0, (3.7)
ψ+k ψ
−
l + ψ
−
l ψ
+
k = δk,−l, k, l ∈ Z+ 1/2. (3.8)
c) zψ±n = ψ
±
n±1z, n ∈ Z+ 1/2.
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Proof. a) Follows from and Lemma 2.1 and Lemma 2.2.
b) By Lemma 2.3, for any m ∈ Z and f ∈ Λ we can write
ψ+(u)ψ+(v)(zmf) = zm+2um+1vmH(u)E⊥(−u)H(v)E⊥(−v)(f)
= zm+2um+1vm
(
1−
v
u
)
H(u)H(v)E⊥(−u)E⊥(−v)(f)
= zm+2umvm (u− v)H(u)H(v)E⊥(−u)E⊥(−v)(f),
and, similarly,
ψ−(u)ψ−(v)(zmf) = zm−2u−m+1v−mE(−u)H⊥(u)E(−v)H⊥(v)(f)
= zm−2u−m+1v−m
(
1−
v
u
)
E(−u)E(−v)H⊥(u)H⊥(v)(f)
= zm−2u−mv−m (u− v)E(−u)E(−v)H⊥(u)H⊥(v)(f).
Switching the roles of u and v and adding the corresponding products of quantum fields we get (3.5).
Using the notation iu,v F (u, v) for the expansion of a rational function F (u, v) in the region
|u| > |v|, write
iu,v
(
1−
v
u
)−1
= 1 +
v
u
+
v2
u2
+
v3
u3
+ . . . .
It is an inverse of
(
1− vu
)
in the algebra D[[u−1, v]]. Hence we get from Lemma 2.3 that in D[[u−1, v]]
E⊥(−u)E(−v) = iu,v
(
1−
v
u
)−1
E(−v)E⊥(−u),
and similarly in D[[u, v−1]]
H⊥(v)H(u) = iv,u
(
1−
u
v
)−1
H(u)H⊥(v).
For the proof of (3.6), using these relations and claim a), we can write for any f ∈ Λ and any m ∈ Z,
ψ+(u)ψ−(v)(zmf) = zmum−1v−mH(u)E⊥(−u)E(−v)H⊥(v)(f),
= iu,v
(
1−
v
u
)−1
zmum−1v−mH(u)E(−v)E⊥(−u)H⊥(v)(f),
and similarly,
ψ−(v)ψ+(u)(zmf) = iv,u
(
1−
u
v
)−1
zmumv−m−1H(u)E(−v)E⊥(−u)H⊥(v)(f).
Then for the sum of products of quantum fields ψ+(u)ψ−(v) + ψ−(v)ψ+(u) ∈ D[[u, v, u−1, v−1]]
we can write
(ψ+(u)ψ−(v) + ψ−(v)ψ+(u))(zmf)
=
(
1
u
iu,v
(
1−
v
u
)−1
+
1
v
iv,u
(
1−
u
v
)−1) zmum
vm
H(u)E(−v)E⊥(−u)H⊥(v)(f).
Note that
1
u
iu,v
(
1−
v
u
)−1
+
1
v
iv,u
(
1−
u
v
)−1
= iu,v
(
1
u− v
)
+ iv,u
(
1
v − u
)
= δ(u, v).
Hence
ψ+(u)ψ−(v) + ψ−(v)ψ+(u)(zmf) = zm
um
vm
δ(u, v)H(u)E(−v)E⊥(−u)H⊥(v)(f).
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Using (2.1) and Proposition 2.1 we get
δ(u, v)
um
vm
H(u)E(−v)E⊥(−u)H⊥(v) = δ(u, v)H(u)E(−u)E⊥(−u)H⊥(u) = δ(u, v).
Hence
(ψ+(u)ψ−(v) + ψ−(v)ψ+(u))(zmf) = zmδ(u, v)f,
and (3.6) is proved.
c) is straightforward from definitions. 
Remark 3.1. From (2.5), (2.6) one immediately gets the bosonic form of ψ±(u) :
ψ+(u) = u−1R(u) exp

∑
n≥1
pn
n
un

 exp

−∑
n≥1
∂
∂pn
1
un

 ,
ψ−(u) = R−1(u) exp

−∑
n≥1
pn
n
un

 exp

∑
n≥1
∂
∂pn
1
un

 .
It follows that ψ+k (z
m) = 0 and ψ−k (z
m) = 0 if k > 0.
3.2. The bilinear KP identity. Recall [2], [3], [11] that the bilinear KP identity is the equation
of the form
Ω (τ ⊗ τ) = 0 (3.9)
on a function τ = zmτ(p1, p2, . . . ) from the formal completion of the space B
(m) = zmΛ, where
Ω =
∑
k∈Z+1/2
ψ+k ⊗ ψ
−
−k.
Note that this equation is independent on m ∈ Z, By Proposition 3.1 c) zτ is a solution of the
bilinear equation (3.9) iff τ is. Hence the solutions of (3.9) in B(m) are obtained from those in B(n)
by multiplying by zm−n.
Non-zero solutions of (3.9) are called tau-functions of the KP hierarchy. Accordingly, we will
say that a non-zero solution of (3.9) is a polynomial tau-function, if it is a polynomial function
in the variables (p1, p2, . . . ) times z
m (hence, an element of B(m) rather than a completion of the
space B(m)). By Remark 3.1, the vector zm is obviously a solution of (3.9). With the help of the
commuting with Ω operators one can construct more examples of tau-functions.
Lemma 3.1. Let X =
∑
i>M Aiψ
+
i , where Ai ∈ C, M ∈ Z. Then X
2 = 0.
Proof. Note that by Proposition 3.1 (a) for any f ∈ Λ and m ∈ Z there exists N , such that
X(zmf) =
∑N+1/2
i=M+1/2 Aiψ
+
i (z
mf), hence X and X2 are well-defined operators on B. Commutation
relations (3.7) complete the proof. 
Lemma 3.2. Let X =
∑
i>M Aiψ
+
i , where Ai ∈ C, M ∈ Z. Then
Ω(X ⊗X) = (X ⊗X)Ω.
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Proof. Note that ψ−−kX = −Xψ
−
−k +Ak. Then
Ω(X ⊗X) =
∑
k∈Z+1/2
ψ+k X ⊗ ψ
−
−kX =
∑
k∈Z+1/2
(−Xψ+k )⊗ (−Xψ
−
−k +Ak)
= (X ⊗X)Ω−X
∑
k∈Z+1/2
Akψ
+
k ⊗ 1 = (X ⊗X)Ω−X
2 ⊗ 1 = (X ⊗X)Ω.

Corollary 3.1. Let τ ∈ B(m) be a tau-function of the KP hierarchy. Let X =
∑∞
i>M Aiψ
+
i , where
Ai ∈ C, M ∈ Z. Then τ
′ = Xτ ∈ B(m+1) is also a tau-function of the KP hierarchy.
3.3. Generating function for polynomial tau-functions of the KP hierarchy. Let
Q(u1, . . . , ul) =
∏
1≤i<j≤l
(uj − ui)
l∏
i=1
H(ui). (3.10)
be a formal power series in u1, . . . , ul with coefficients in the algebra Λ. From Lemma 2.3 we have
ψ+(ul) . . . ψ
+(u1) (z
kf) = zk+luk+l−1l . . . u
k
1H(ul)E
⊥(−ul) . . . H(u1)E
⊥(−u1)(f)
= zk+luk+l−1l . . . u
k
1
∏
1≤i<j≤l
(
1−
ui
uj
)
H(ul) . . . H(u1)E
⊥(−ul) . . . E
⊥(−u1)(f).
In particular,
ψ+(ul) . . . ψ
+(u1) (z
k) = zk+lukl . . . u
k
1Q(u1, .., ul). (3.11)
Note that in the decomposition
Q(u1, . . . , ul) =
∑
α=(α1,...,αl)∈Zl+
Qαu
α1
1 . . . u
αl
l
one has
Qα = z
−lψ+−αl−1/2 . . . ψ
+
−α1−1/2
(1)
In [8], [10], polynomial tau-functions of the KP hierarchy are described as determinants of Jacobi -
Trudi type. Below we describe polynomial tau-functions as coefficients of certain family of generating
functions that have a form similar to (3.10).
Consider a collection of formal Laurent series A1(u), . . . , Al(u) ∈ C((u)). Define the Λ-valued
formal Laurent series Ti(u) = Ai(u)H(u) ∈ Λ((u)), i = 1, . . . , l, and let Ti; k ∈ Λ be the coefficients
of the expansion
Ti(u) =
∑
k∈Z
Ti; ku
k ∈ Λ((u)), i = 1, . . . , l.
Define also the formal Laurent series in the variables u1, . . . , ul
T (u1, . . . , ul) =
∏
1≤i<j≤l
(uj − ui)
l∏
i=1
Ai(ui)H(ui) ∈ Λ[[u1, . . . , ul]][u
−1
1 , . . . , u
−1
l ].
For any vector α = (α1, . . . , αl) ∈ Z
l let Tα be the coefficient of the corresponding monomial in the
expansion
T (u1, . . . , ul) =
∑
α∈Zl
Tαu
α1
1 . . . u
αl . (3.12)
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Theorem 3.1. a)
T (u1, . . . , ul) = det[u
j−1
i Ti(ui)]i,j=1,...,l. (3.13)
b) For any (α1, . . . , αl) ∈ Z
l the coefficient Tα of the monomial u
α1
1 . . . u
αl
l is given by
Tα = det[Ti;αi+1−j ]i,j=1,...,l. (3.14)
c) For any (α1, . . . , αl) ∈ Z
l the element Tα ∈ Λ = B
(0) is a tau-function of the KP hierarchy.
d) If A1(u), . . . , Al(u) ∈ C[u, u
−1] are non-zero Laurent polynomials, then the element Tα is a
polynomial tau-function of the KP hierarchy.
e) Let τ ∈ B(0) be a polynomial tau-function of the KP hiearchy. Then there exists a collection
of Laurent polynomials A1(u), . . . , Al(u) ∈ C[u, u
−1] such that τ is the zero-mode of the
Laurent series expansion of (3.12).
Proof. Proof of a) and b) repeats word-to-word calculations of [5] Section 2.2:
T (u1, . . . , ul) =
∏
i<j
(uj − ui)
l∏
i=1
Ti(ui) = det[u
j−1
i ]
l∏
i=1
Ti(ui) = det[u
j−1
i Ti(ui)]
=
∑
σ∈Sl
sgn(σ)
∑
a1...al
T1,a1u
a1+σ(1)−1
1 · · ·Tl,alu
al+σ(l)−1
l
=
∑
α1...αl
∑
σ∈Sl
sgn(σ)T1,α1+1−σ(1) · · ·Tl,αl+1−σ(l)u
α1
1 · · ·u
αl
l
=
∑
α1...αl
det[Ti,αi+1−j ]u
α1
1 · · ·u
αl
l .
c) From (3.11) we have
Al(ul) . . . A1(u1)ψ
+(ul) . . . ψ
+(u1)(z
r · 1) = zr+lurl . . . u
r
1 T (u1, . . . , ul).
Let Aj(u) =
∑
k≥Mj
Aj,k−1/2u
k (here Aj,k−1/2 ∈ C, Mj ∈ Z, k ∈ Z, j = 1, . . . , l). Then the
coefficient of uα11 . . . u
αl
l in T (u1, . . . , ul) has the form Tα = z
−l−rXl . . . X1(z
r · 1) with
Xj =
∑
i≥Mj−αj+r−1/2
Aj, αj+i−rψ
+
i . (3.15)
In particular, take r = 0 to deduce that the coefficient of uα11 . . . u
αl
l in T (u1, . . . , ul) is a tau-function
of the KP hierarchy by Corollary 3.1.
d) If Aj,k−1/2 = 0 for all i = 1, . . . , l and for all but finitely many k ∈ Z, the expression X1 . . .Xl(1)
in c) is a finite linear combination of elements of the form ψ+k1 . . . ψ
+
kl
(1), hence it is a polynomial
tau-function.
e) The group GL∞ of automorphisms of the vector space C
∞ = ⊕j∈ZCej, which fix all but finitely
many ej’s, acts naturally on the semi-infinite wedge space
∧ 1
2 C∞, for which all semi-infinite mono-
mials of the form ei1 ∧ ei2 ∧ ei3 ∧ . . . , where i1 > i2 > i3 > . . . and il+1 = il − 1 for l >> 0,
form a basis. Let |m〉 = em ∧ em−1 ∧ ..... Through the boson-fermion correspondence the space
B is identified with
∧ 1
2 C
∞, so that zm is identified with |m〉, see [11] Lecture 5 for more details.
Furthermore, the orbit of GL∞ · 1 in B coincides with the set of polynomial tau-functions, see [11]
Proposition 7.2.
Let W be the group of permutations of basis vectors ei’s of the vector space C
∞, which fix all
but finitely many of them. Let W0 ⊂ W be the subgroup of permutations that fix vectors ei with
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indices i > 0. By the Bruhat decomposition of GL∞ (cf. [10]), any element of the orbit of C|0〉 has
the form Bw(λ) · |0〉, where B = (bij)i,j∈Z ∈ GL∞ is an upper-triangular matrix with 1’s on the
diagonal (bij = 0 for i > j, and bii = 1), and w(λ) ∈ W/W0, where λ = (λ1, . . . , λl) is a partition, is
defined by:
w(λ) · |0〉 = eλ1 ∧ · · · ∧ eλl−l+1 ∧ e−l ∧ e−l−1 ∧ . . . .
Hence
Bw(λ) · |0〉 = Beλ1 ∧ · · · ∧Beλl−l+1 ∧ e−l ∧ e−l−1 ∧ . . .
= f1 ∧ f2 ∧ · · · ∧ fl ∧ e−l ∧ e−l−1 ∧ . . . ,
where
fj =
λj−j+1∑
s=−l+1
bs,λj−j+1es.
Note that fj is just the ‘truncated at the level −l+1’ column (bi,λj−j+1)i∈Z of the matrix B, due to
the operation of wedge product with | − l〉 = e−l ∧ e−l+1 ∧ . . . . Using that ψ
+
−s+1/2 (ei1 ∧ ei2 . . . ) =
es ∧ ei1 ∧ ei2 . . . , write
Bw(λ) · |0〉 = Y1 . . . Yl| − l〉,
where
Yj =
λj−j+1∑
s=−l+1
bs,λj−j+1ψ
+
−s+1/2, j = 1, . . . , l. (3.16)
For a fixed vector (α1, . . . , αl) ∈ Z
l set
Aj(u) =
αj∑
t=αj−λj+j−l
Aj,t−1/2u
t, j = 1, . . . , l,
with non-zero terms of the sum defined by entries of the λj − j + 1-th column of the matrix B:
Aj,t−1/2 = b−l+1+αj−t,λj−j+1.
Then ∑
i
Aj, αj+i+lψ
+
i =
∑
i
b1/2−i, λj−j+1ψ
+
i =
∑
s
bs,λj−j+1ψ
+
−s+1/2,
and we see that Xj in (3.15) coincides with Yj in (3.16). Hence, with such choice of A1(u), . . . , Al(u),
the coefficient Tα of u
α1
1 . . . u
αl
l in T (u1, . . . , ul) coincides with the given polynomial tau-function
Yl . . . Y1| − l〉 = ±Bw(λ) · |0〉. Note that we proved that for any polynomial tau-function τ and any
given vector (α1, . . . , αl) ∈ Z
l of the appropriate length l there exists T (u1, . . . , ul) such that τ is
the coefficient of uα11 . . . u
αl
l in T (u1, . . . , ul). In particular, we can consider α1 = · · · = αl = 0 to
represent the given polynomial tau-function as the zero-mode of certain T (u1, . . . , ul). 
3.4. Remarks and corollaries.
a) We proved that polynomial tau-functions are zero-modes of appropriate generating functions
T (u1, . . . , ul), but changing back Aj(u) 7→ u
αjAj(u) allows one to get any polynomial tau-
function as a coefficient of a given monomial uα11 . . . u
αl
l .
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b) Consider non-zero Laurent series A1(u), . . . , Al(u) in the definition of T (u1, . . . , ul). One
can represent each of them in the form
Aj(u) = u
Mjbj
∞∑
i=0
aj,iu
i
for suitable choice of Mj ∈ Z, bj, aj,i ∈ C, and aj,0 = 1, bj 6= 0. Note that there exists a
collection of constants {cj,s} ⊂ C such that
∞∑
i=0
aj,iu
i = exp
(
∞∑
s=1
cj,su
s
)
,
in other words, aj,i = Si(cj,1, cj,2, . . . ). Then, letting tk = kpk, we obtain by (2.5)
Tj(u) = Aj(u)H(u) = u
Mjbjexp
(
∞∑
k=1
cj,ku
k
)
exp
(
∞∑
k=1
tku
k
)
= uMjbjexp
(
∞∑
k=1
(tk + cj,k)u
k
)
= uMjbj
∞∑
k=0
Sk(t1 + cj,1, t2 + cj,2, . . . )u
k.
Hence Tj;k = bjSk−Mj (t1 + cj,1, t2 + cj,2, . . . ), and by Theorem 3.1, polynomial KP tau-
functions have the form
Tα =
(∏
k
bk
)
· det[Sαi−Mi+1−j(t1 + ci,1, t2 + ci,2, . . . )]i,j=1,...,l
for any choice of constants {cj,k}. This recovers the description of all polynomial tau-
functions of the KP hierarchy of [8] and, in particular, Sato’s theorem [14] that all Schur
polynomials are tau-functions of the KP hierarchy. Obviously, it suffices to take here for
Aj(u) Laurent polynomials.
4. Polynomial tau-functions of the BKP hierarchy
In this section we describe polynomial tau-functions of the BKP hierarchy as coefficients of certain
generating functions.
4.1. Neutral fermions action on the boson Fock space. Through all of Section 4 denote
Q(u) = E(u)H(u) = S(u)2 =
∑
k∈Z qku
k as in (2.7) and (2.9). Consider the boson Fock space
generated by odd power sums:
Bodd = C[p1, p3, p5, . . . ].
Recall ([12], III.8 (8.5)) that qk ∈ Bodd, and that Bodd = C[q1, q3, . . . ]. From (2.6) it is clear that Bodd
is invariant with respect to action of e⊥k , and h
⊥
k , and one can prove [13] that restrictions to Bodd
of the operators E⊥(u), H⊥(u), S⊥(u) coincide. We can define the following formal distribution of
operators acting on Bodd:
ϕ(u) = E(u)H(u)E⊥(−u) = Q(u)S⊥(−u). (4.1)
Let {ϕi}i∈Z be coefficients of the expansion ϕ(u) =
∑
j∈Z ϕju
−j. Similarly to Proposition 3.1 one
proves the following statements [13].
Proposition 4.1. a) Formula (4.1) defines a quantum field ϕ(u) of operators acting on the
space Bodd.
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b) One has relations
ϕ(u)ϕ(v) + ϕ(v)ϕ(u) = 2vδ(v,−u),
where δ(u, v) is the formal delta function. Hence (4.1) is the action of the Clifford algebra
of neutral fermions on the space Bodd:
ϕmϕn + ϕnϕm = 2(−1)
mδm+n,0 for m,n ∈ Z. (4.2)
Remark 4.1. Using (2.5), (2.6) one gets the bosonic form of ϕ(u):
ϕ(u) = Q(u)S(−u)⊥ = exp
( ∑
n∈Nodd
2pn
n
un
)
exp
(
−
∑
n∈Nodd
∂
∂pn
1
un
)
.
It follows that ϕn(1) = 0 for n > 0 and ϕ0(1) = 1.
4.2. The bilinear BKP identity. The bilinear BKP identity [2], [3], [9] is the equation of the form
Ω(τ ⊗ τ) = τ ⊗ τ (4.3)
on elements τ = τ(p1, p3, p5 . . . ) from the completion of Bodd, where
Ω =
∑
n∈Z
ϕn ⊗ (−1)
nϕ−n.
Non-zero solutions of (4.3) are called the tau-functions of the BKP hierarchy. We will say that a solu-
tion of (4.3) is a polynomial tau-function if it is a polynomial function in the variables (p1, p3, p5 . . . )
(hence, it is an element of Bodd rather than its completion). By Remark 4.1, τ = 1 is a tau-function
of the BKP hierarchy. Similarly to Lemma 3.2 and statements of [13] we prove the following lemma.
Lemma 4.1. Let X =
∑
n≥M Anϕn, where An ∈ C and M ∈ Z. Then
X2 =
∑
M≤k≤−M
(−1)kAkA−k · Id, (4.4)
in particular, X2 = A20 · Id if M = 0, and X
2 = 0 if M > 0.
Proof. Note that due to Proposition 4.1 part a) X and X2 are well-defined operators on the space
Bodd. Split X = X
− + A0ϕ0 + X
+, where X− =
∑
n<0Anϕn , X
+ =
∑
n>0Anϕn. Due to
commutation relations (4.2),
(X±)2 = 0, ϕ0(X
+ +X−) + (X+ +X−)ϕ0 = 0, ϕ
2
0 = Id,
and
X+X− +X−X+ =
∑
M≤n<0
2(−1)nAnA−n · Id = 2
∑
M≤n≤−M
n6=0
(−1)nAnA−n · Id.
if M < 0, and X+X− +X−X+ = 0 if M ≥ 0. Applying these identities in the expansion of X2 we
get
X2 = (X− +A0ϕ0 +X
+)2 =
−M∑
k=M
(−1)kAkA−k · Id.

Lemma 4.2.
Ω(X ⊗X) = (X ⊗X)Ω. (4.5)
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Proof. For any n ∈ Z,
ϕnX +Xϕn = 2(−1)
n
∑
k≥M
Akδk+n,0 =
{
2(−1)nA−n, if n ≤ −M,
0 otherwise.
Then
Ω(X ⊗X) = (X ⊗X)Ω− 2
∑
n∈Z
∑
l≥M
Xϕn ⊗Alδl−n,0 − 2
∑
n∈Z
∑
k≥M
Akδk+n,0 ⊗Xϕ−n
+4
∑
n∈Z
∑
k,l≥M
(−1)nAkδk+n,0 ⊗Alδl−n,0
= (X ⊗X)Ω− 2(X2 ⊗ 1 + 1⊗X2) +

4 ∑
M≤k≤−M
(−1)kAkA−k

 1⊗ 1.
Using (4.4) we complete the proof of (4.5).

Corollary 4.1. Let τ ∈ Bodd be a tau-function of the BKP hierarchy, and let X =
∑
n≥M Anϕn,
where An ∈ C and M ∈ Z. Then τ
′ = Xτ is also a tau-function of the BKP hierarchy.
4.3. Generating functions for polynomial tau-functions of the BKP hierarchy. Let
f(u, v) = iu,v
(
u− v
u+ v
)
=
(
1−
v
u
) ∑
k∈Z+
(−1)k
vk
uk
= 1 + 2
∑
k∈N
(−1)k
vk
uk
∈ C[[v/u]].
Note that
f(u, v) + f(v, u) = (u− v)δ(u,−v) = 2
∑
k∈Z
uk
(−v)k
. (4.6)
Define a formal distribution Q(u1, . . . , ul) with coefficients in Bodd as a result of application of a
product of quantum fields ϕ(ui) to the vacuum vector 1 ∈ Bodd.
ϕ(ul) . . . ϕ(u1)(1) = Q(u1, . . . , ul), (4.7)
By (4.1) and Lemma 2.3 we get
Q(u1, . . . , ul) =
∏
1≤i<j≤l
f(uj, ui)
l∏
i=1
Q(ui)
where Q(u) is the generating series (2.7). Define the elements Qα ∈ Bodd as the coefficients of the
formal distribution Q(u1, . . . , ul) =
∑
α∈Zl Qαu
α1
1 . . . u
αl
l . Note that
Qα = ϕ−α1 . . . ϕ−αl(1).
Let A1(u), . . . , Al(u) ∈ C[u, u
−1] be a collection of Laurent polynomials. Define a Bodd - valued
formal distribution
T (u1, . . . , ul) =
l∏
i=1
Ai(ui)Q(u1, . . . , ul). (4.8)
For any α = (α1, . . . , αl) ∈ Z
l let Tα be the coefficient in the expansion
T (u1, . . . , ul) =
∑
α∈Zl
Tαu
α1
1 . . . u
αl
l . (4.9)
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Note that for any choice of Laurent polynomials A1(u), . . . , A2l−1(u) and with A2l(u) = 1 in (4.8)
we have
T (u1, u2, . . . , u2l−1) = −T (u1, u2, . . . , u2l−1, 0).
Hence, it is sufficient to consider only the case of even number of variables (u1, . . . , u2l).
Let (u1, u2, . . . , ul) be a collection of variables. Introduce the matrix F˜ = [f˜i,j ]i,j=1,...,2l with
coefficients
f˜i,j =


f(ui, uj), if i < j,
0, if i = j,
−f(uj, ui), if i > j.
For i, j ∈ {1, . . . , 2l} consider formal distributions
T (i)(ui) = Ai(ui)Q(ui) and T˜
(i,j)(ui, uj) = f˜i,jT
(i)(ui)T
(j)(uj).
Note that T˜ (i,j)(ui, uj) = −T˜
(j,i)(uj , ui).
For any (a, b) ∈ Z2 and i < j let T˜
(i,j)
a,b be the coefficients of the expansion
T˜ (i,j)(ui, uj) =
∑
a,b∈Z
T˜
(i,j)
a,b u
a
i u
b
j.
For i > j set T˜
(i,j)
a,b = −T˜
(j,i)
a,b , and set T˜
(i,i)
a,b = 0.
Theorem 4.1. a)
T (u1, u2, . . . , u2l) = Pf
[
T˜ (i,j)(ui, uj)
]
i,j=1,...,2l
.
b) For any (α1, . . . , α2l) ∈ Z
2l the coefficient Tα of the monomial u
α1
1 . . . u
α2l
2l in (4.9) equals
Tα = Pf[T˜
(i,j)
αi,αj ]i,j=1,...,2l.
c) For any (α1, . . . , αl) ∈ Z
l the coefficient Tα of u
α1
1 . . . u
αl
l in (4.9) is a polynomial tau-
function of the BKP hierarchy.
d) Let τ be a polynomial tau-function of the BKP hierarchy. Then there exists a collection of
Laurent polynomials A1(u), . . . , Al(u) such that τ is the zero-mode of the series expansion
of (4.8).
Proof. The proof of of a) and b) follows the steps of the proof of similar statement in [5], Section
2.3. Recall ([12], III.8) the equality of rational functions
Pf
[
ui − uj
ui + uj
]
i,j=1,...,2l
=
∏
1≤i<j≤2l
ui − uj
ui + uj
. (4.10)
Let i(g(u1, . . . , ul)) be the series expansion of the rational function g(u1, . . . , ul) in the variables
u1, . . . , ul in the region |u1| > · · · > |ul|. Then i
(
ui−uj
ui+uj
)
= f˜(ui, uj), and
i
(
Pf
[
ui − uj
ui + uj
])
=
∑
σ∈S′2l
sgn(σ)f˜σ(1)σ(2) . . . f˜σ(2l−1)σ(2l) = Pf F˜ .
Expanding the rational function in the right-hand side of (4.10) we get
Pf F˜ =
∏
1≤i<j≤2l
f(ui, uj).
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Then
T (u1, u2, . . . , u2l) =
∏
1≤i<j≤2l
f(ui, uj)
2l∏
i=1
T (i)(ui) = Pf F˜
2l∏
i=1
T (i)(ui)
=
∑
σ∈S′2l
sgn(σ)f˜σ(1)σ(2) · · · f˜σ(2l−1)σ(2l)
2l∏
i=1
T (i)(ui)
=
∑
σ∈S′2l
sgn(σ)f˜σ(1)σ(2)T
σ(1)(uσ(1))T
σ(2)(uσ(2)) · · · f˜σ(2l−1)σ(2l)T
σ(2l−1)(uσ(2l−1))T
σ(2l)(uσ(2l))
= Pf[f˜ijT
(i)(ui)T
(j)(uj)]i,j=1,...,2l = Pf[T˜
(ij)(ui, uj)]i,j=1,...,2l.
b) Observe that
Pf[T˜ (ij)(ui, uj)]i,j=1,...,2l = Pf

∑
αi,αj
T˜ (i,j)αi,αju
αi
i u
αj
j


i,j=1,...,2l
=
∑
σ∈S′2l
sgn(σ)
∑
αi,αj
T˜ (σ(1),σ(2))ασ(1),ασ(2)u
ασ(1)
σ(1) u
ασ(2)
σ(2) · · · T˜
(σ(2l−1),σ(2l))
ασ(2l−1),ασ(2l)
u
ασ(2l−1)
σ(2l−1) u
ασ(2l)
σ(2l)
=
∑
σ∈S′2l
sgn(σ)
∑
αi,αj
T˜ (σ(1),σ(2))ασ(1),ασ(2) · · · T˜
(σ(2l−1),σ(2l))
ασ(2l−1),ασ(2l)
uα11 . . . u
α2l
2l =
∑
α
Pf[T˜ (i,j)αi,αj ]u
α1
1 · · ·u
α2l
2l .
Therefore, the coefficient of uα11 · · ·u
α2l
2l in (4.8) equals Pf[T˜
(i,j)
αi,αj ]i,j=1,...2l.
c) Let Ai(u) =
∑
Ni≥j≥Mi
Ai,ju
j ∈ C[u, u−1], i = 1, . . . , l, Ni,Mi ∈ Z. Then from (4.7),
T (u1, . . . , ul) = A1(u1)ϕ(u1) . . . Al(ul)ϕ(ul)(1)
=
∑
N1≥j1≥M1
∑
k1∈Z
A1,j1ϕk1u
j1−k1
1 · · ·
∑
Nl≥jl≥Ml
∑
kl∈Z
Al,jlϕklu
jl−kl
l (1)
=
∑
α∈Z,l
∑
N1−α1≥k1≥M1−α1
A1,α1+k1ϕk1u
α1
1 · · ·
∑
Nl−αl≥kl≥Ml−αl
Al,αl+klϕklu
αl
l (1).
Then the coefficient Tα of u
α1
1 . . . u
αl
l is equal to X1 . . . Xl (1), where
Xj =
∑
Nj−αj≥k≥Mj−αj
Aj,αj+kϕk. (4.11)
By Corollary 4.1 and Remark 4.1, the coefficient Tα is a tau-function of the BKP hierarchy. Since it
is a finite linear combination of elements of the form ϕk1 . . . ϕkl(1), it is a polynomial tau-function.
d) Following [9] Proposition 3, any polynomial tau-function has the form
τ = X1 . . .Xl(1),
where λ = (λ1 > λ2 > · · · > λl ≥ 0) is a strict partition, and
Xj =
∑
Nj≥i≥−λj
bi,jϕi (4.12)
with bi,j ∈ C, and b−λj ,j 6= 0, Nj ∈ Z for j = 1, . . . , l. Fix (α1, . . . , αl) ∈ Z
l. In the definition of
T (u1, . . . , ul) set the Laurent polynomial
Aj(u) =
∑
Nj+αj≥k≥αj−λj
bk−αj ,ju
k, j = 1, . . . , l.
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With such a choice of A1(u), . . . , Al(u) the operator (4.11) becomes exactly of the form (4.12), and
the coefficient Tα coincides with the given polynomial tau-function τ . In particular, take α1 = · · · =
αl = 0 to represent τ as the constant coefficient of some T (u1, . . . , ul). 
4.4. Remarks and corollaries. Theorem 4.1 implies several corollaries.
a) We proved that polynomial tau-functions are zero-modes of appropriate generating functions
T (u1, . . . , ul), but changing back Aj(u) 7→ u
αjAj(u) allows one to get any polynomial tau-
function as a coefficient of a monomial uα11 . . . u
αl
l of any degree (α1, . . . , αl).
b) Consider non-zero Laurent polynomials A1(u), . . . , Al(u) in the definition of T (u1, . . . , ul).
Due to remark above we can assume without loss of generality they are polynomials
Aj(u) = bj
Nj∑
i=0
aj,iu
i ∈ C[u]
where Nj ∈ Z, bj, aj,i ∈ C, and aj,0 = 1. Note that there exists a collection of constants
{cj,s} ⊂ C such that
Nj∑
i=0
aj,iu
i = exp
(
∞∑
s=1
cj,su
s
)
,
in other words, aj,i = Si(cj,1, cj,2, . . . ). Letting (t˜1, t˜2, t˜3 . . . ) = (p1/2, 0, 3p3/2, 0, . . . ), we
obtain by (2.9)
T (j)(uj) = Aj(uj)Q(uj) = bjexp
(∑
k∈N
cj,ku
k
j
)
exp
(∑
k∈N
t˜ku
k
j
)
=bj
∑
k∈N
Sk(t˜1 + cj,1, t˜2 + cj,2, . . . )u
k
j ,
Then for i < j
T˜ (i,j) = bibj
(
1 + 2
∑
k∈N
(
uj
−ui
)k) ∑
a,b∈N
Sa(t˜+ ci)Sb(t˜+ cj)u
a
i u
b
j .
and
T˜
(i,j)
a,b = 2bibjχa,b(t˜+ ci, t˜+ cj),
where
χa,b(t˜+ ci, t˜+ cj) =
1
2
Sa(t˜+ ci)Sb(t˜+ cj) +
∑
k∈N
(−1)kSa−k(t˜+ ci)Sb+k(t˜+ cj)
for a < b, χa,b = −χb,a for a > b, and χa,a = 0. By Theorem 4.1, polynomial tau-functions
of the BKP hierarchy have the form
Tα = 2
2l ·
(∏
k
b2k
)
· Pf[χa,b(t˜+ ci, t˜+ cj)]i,j=1,...,2l
for any choice of constant vectors cj = (cj,k)k∈N. This recovers the description of all poly-
nomial tau-functions of the BKP hierarchy of [9] and, in particular, the result of You [16]
that Schur Q-polynomials are polynomial tau-functions of the BKP hierarchy.
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5. Polynomial τ-functions of the bilinear s-component KP hierarchy
In this section we consider the s-component KP hierarchy which generalizes Section 3 that treats
the case s = 1. Fix a positive integer s. Following [10], [7], consider s copies Λ(1), . . . ,Λ(s) of the
algebra of symmetric functions Λ. We assume that for a 6= b the operators H(a), E(a), H⊥(a), E⊥(a),
etc. acting on the copy Λ(a), commute with the operators H(b), E(b), H⊥(b), E⊥(b), etc., acting on
Λ(b).
5.1. Fermionic fields on the s-component boson Fock space. Introduce the boson Fock space
B⊗s as the tensor product of s copies of the algebra B from Section 3.1:
B⊗s = C[za, z
−1
a ; p
(a)
1 , p
(a)
2 , p
(a)
3 , . . . ; 1 ≤ a ≤ s],
where {p
(a)
k }a=1,...,s are collections of power sums in s different sets of variables, p
(a)
k ∈ Λ
(a). We
have the charge decomposition
B⊗s = ⊕m∈Z B
⊗s (m),
where
B⊗s (m) =
∑
(m1,...,ms)∈Z
s,
m1+···+ms=m
zm11 . . . z
ms
s C[p
(a)
1 , p
(a)
2 , p
(a)
3 , . . . ].
Define the action of operators R±(a)(u) on B⊗s by
R±(a)(u)(zm11 . . . z
ms
s f) = (−1)
m1+···+ma−1zm11 . . . z
ma±1
a . . . z
ms
s u
±maf
for (m1, . . . ,ms) ∈ Z
s, f ∈ C[p
(a)
1 , p
(a)
2 , p
(a)
3 , . . . ; 1 ≤ a ≤ s], which change the charge by ±1.
It is straightforward to check the following lemma.
Lemma 5.1. For a 6= b,
R±(a)(u)R±(b)(v) +R±(b)(v)R±(a)(u) = 0,
R+(a)(u)R−(b)(v) +R−(b)(v)R+(a)(u) = 0,
vR±(a)(u)R±(a)(v) − uR±(a)(v)R±(a)(u) = 0,
uR+(a)(u)R−(a)(v)− vR−(a)(v)R+(a)(u) = 0.
Let D⊗s be the algebra of differential operators with polynomial coefficients acting on B⊗s (cf.
Section 2.3). Similarly to (3.1), (3.2), define for a ∈ {1, . . . , s} a collection of D⊗s-valued formal
distributions
ψ+(a)(u) = R+(a)(u)H(a)(u)E(a)⊥(−u), (5.1)
ψ−(a)(u) = R−(a)(u)E(a)(−u)H(a)⊥(u). (5.2)
Define the operators {ψ
±(a)
i }i∈Z+1/2 as the coefficients of expansions
ψ±(a)(u) =
∑
i∈Z+1/2
ψ
±(a)
i u
−i−1/2, a = 1, . . . s.
Using Lemmas 5.1 and 2.3, along the same lines as the proof of Proposition 3.1, we obtain the
commutation relations for ψ±(a)(u):
Proposition 5.1. a) Formulae (5.1), (5.2) define quantum fields ψ±(a)(u) of operators acting
on B⊗s.
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b) For all a, b = 1, . . . , s,
ψ±(a)(u)ψ±(b)(v) + ψ±(b)(v)ψ±(a)(u) = 0, (5.3)
ψ+(a)(u)ψ−(b)(v) + ψ−(b)(v)ψ+(a)(u) = δa,bδ(u, v). (5.4)
Relations (5.3), (5.4) are equivalent to
ψ
±(a)
k ψ
±(b)
l + ψ
±(b)
l ψ
±(a)
k = 0, (5.5)
ψ
+(a)
k ψ
−(b)
l + ψ
−(b)
l ψ
+(a)
k = δk,−lδa,b, k, l ∈ Z+ 1/2. (5.6)
c) Let εab = 1 if b ≤ a and = −1 if b > a, then
zaψ
±(b)
n = εabψ
±(b)
n±δa,b
za. (5.7)
Remark 5.1. From (2.5), (2.6) the bosonic form of ψ±(a)(u) is
ψ+(a)(u) = R+(a)(u) exp

∑
n≥1
p
(a)
n
n
un

 exp

−∑
n≥1
∂
∂p
(a)
n
1
un

 ,
ψ−(a)(u) = R−(a)(v) exp

−∑
n≥1
p
(a)
n
n
un

 exp

∑
n≥1
∂
∂p
(a)
n
1
un


for a = 1, . . . , s. It follows that ψ
+(a)
k (z1 . . . zm) = 0 and ψ
−(a)
k (z1 . . . zm) = 0 for k > 0.
5.2. Bilinear s-component KP identity. The bilinear s-component KP identity [7], [10] is the
equation
Ω(τ ⊗ τ) = 0 (5.8)
on a function τ = τ(z1, . . . , zs, p
(1)
1 , . . . , p
(s)
1 , p
(1)
2 , . . . , p
(s)
2 , . . . ) from the completion of B
⊗s (m), where
Ω =
s∑
a=1
Ω(a), Ω(a) =
∑
k∈Z+ 12
ψ
+(a)
k ⊗ ψ
−(a)
−k .
Non-zero solutions of (5.8) are called tau-functions of chargem of the s-component KP hierarchy. We
say that a non-zero solution τ of (5.8) is a polynomial tau-function if τ =
∑
a∈Zs,|a|=m z
afa ∈ B
⊗s (m),
where fa are polynomial functions in the variables (p
(1)
1 , . . . , p
(s)
1 , p
(1)
2 , . . . , p
(s)
2 , . . . ) and the sum is
finite. The vacuum vector 1, as well as za, are obviously tau-functions of the s-component KP
hierarchy. Similarly to Section 3.2, we use a family of commuting with Ω operators to construct
other tau-functions.
Remark 5.2. Note that, by (5.7), zi ⊗ zi commutes with Ω for every 1 ≤ i ≤ s. Thus, if
τ =
∑
m∈Zs, |m|=l
zmτm
is a tau-function of the s-component KP hierarchy of charge l, then for a = (a1, . . . , as) ∈ Z
s,∑
m∈Zs, |m|=l
zm+aτm
is its tau-function of charge l + |a|.
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Lemma 5.2. Let X(a) =
∑
k>M A
(a)
k ψ
+(a)
k , where A
(a)
k ∈ C, M ∈ Z, a = 1, . . . , s. Let X =∑s
a=1X
(a). Then (
X(a)
)2
= 0, X2 = 0,
X(a)X(b) +X(b)X(a) = 0 for a 6= b,
ψ
−(a)
k X
(b) +X(b)ψ
−(a)
k = δa,bA
(b)
k .
Proof. Note that X(a), (X(a))2, X andX2 are well-defined operators by Proposition 5.1 (a). Identity(
X(a)
)2
= 0 follows from the KP case, Lemma 3.1. Commutation relations for a 6= b follow from
(5.5), (5.6). Finally,
X2 =
s∑
a=1
(X(a))2 +
∑
s≥a>b≥1
(X(a)X(b) +X(b)X(a)) = 0.

Lemma 5.3. Let X(a) =
∑
k>M A
(a)
k ψ
+(a)
k where A
(a)
k ∈ C, M ∈ Z, a = 1, . . . , s. Let X =∑s
a=1X
(a). Then
Ω(X(a) ⊗X(a)) = (X(a) ⊗X(a))Ω and Ω(X ⊗X) = (X ⊗X)Ω.
Proof. For obvious reasons Ω(b)(X(a)⊗X(a)) = (X(a)⊗X(a))Ω(b) for a 6= b, while Ω(a)(X(a)⊗X(a)) =
(X(a) ⊗X(a))Ω(a) from the KP case Lemma 3.2. Then the statement follows. 
Corollary 5.1. Let τ ∈ B⊗s be a tau-function of charge m of the s-component KP hierarchy. Let
X(a) =
∑
k>M A
(a)
k ψ
+(a)
k where A
(a)
k ∈ C, M ∈ Z, a = 1, . . . , s. Let X =
∑s
a=1X
(a). Then
τ ′(a) = X(a)τ and τ ′ = Xτ are tau-functions of this hierarchy of charge m+ 1.
5.3. Generating function for polynomial tau-functions of the s-component KP hierarchy.
For 1 ≤ ai ≤ s, i = 1, . . . , l let
Q(al,...,a1)(u1, . . . , ul) =
∏
i<j
(uj − ui)
δai,aj
l∏
i=1
H(ai)(ui)
be a power series in the variables u1, . . . , ul with coefficients in B
⊗s.
Definition 5.1. Define the function ε(al, . . . , a1) on the sets of finite sequences of natural numbers
with values in ±1 by the following recurrent formula: Set
ε(a) = 1, and ε(a, al, . . . , a1) = (−1)
s(a,al,...,a1)ε(al, . . . , a1),
where s(a, al, . . . , a1) = #{ai| ai < a, i = 1, . . . , l}.
The following lemma is straightforward.
Lemma 5.4. a)
ε(
ms︷ ︸︸ ︷
s, . . . , s, . . . ,
m1︷ ︸︸ ︷
1, . . . , 1) = (−1)
∑
i<j
mimj
b)
s(a, al, . . . , a1) =
a−1∑
r=1
mr,
where mr is the multiplicity of r in the sequence (al, . . . , a1).
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c) Let ρ ∈ Sl be a permutation which does not change the order of the ai which are the same.
Then ε(aρ(l), . . . aρ(1)) = sgn(ρ)ε(al, . . . , a1).
Proposition 5.2. Let 1 ≤ ai ≤ s , i = 1, . . . , l. Then
ψ+(al)(ul) . . . ψ
+(a1)(u1)(1) = ε(al, . . . , a1)za1 . . . zalQ
(al,...,a1)(u1, . . . , ul). (5.9)
Proof. By induction on l. Observe that ψ+(a)(u)(1) = H(a)(u). Assume that for (a1, . . . , al) formula
(5.9) holds. Let (al, . . . , a1) be a permutation of
1, . . . , 1︸ ︷︷ ︸
m1
, . . . s, . . . , s︸ ︷︷ ︸
ms
,
where mi ≥ 0 and m1 + · · ·+ms = l. Then from (5.1), Lemma 5.4 b) and Lemma 2.3 we obtain
ψ+(a)(ul+1)ψ
+(al)(ul) . . . ψ
+(a1)(u1)(1) =
= ψ+(a)(ul+1)

ε(al, . . . , a1)zm11 . . . zmll ∏
i<j
(uj − ui)
δai,aj
l∏
i=1
H(ai)(ui)


= ε(al, . . . , a1)(−1)
∑a−1
r=1 mrzm11 . . . z
ma+1
a . . . z
ml
l u
ma
l+1
l∏
i=1
(
1−
ui
ul+1
)δai,a ∏
i<j
(uj − ui)
δai,aj
l+1∏
i=1
H(ai)(ui)
= ε(a, al, . . . , a1)za1 . . . zal+1Q
(a,a1,...,al)(u1, . . . , ul+1),
which proves the statement by the inductive assumption.

From Proposition 5.2 it follows that in the expansion
Q(al,...,a1)(u1, . . . , ul) =
∑
α=(α1,...,αl)∈Zl+
Q(al,...,a1)α u
α1
1 . . . u
αl
l
one has
Q(al,...,a1)α = ε(al, . . . , a1)z
−1
a1 . . . z
−1
al
ψ
+(al)
−αl−1/2
. . . ψ
+(a1)
−α1−1/2
(1).
As in Section 3.3, we introduce a collection of non-zero formal Laurent series A
(r)
i (u) ∈ C((u)), r =
1, . . . , s, i = 1, . . . , l. Define the B⊗s-valued Laurent series T
(r)
i (u) = A
(r)
i (u)H
(r)(u) ∈ B⊗s(0)((u)).
Set
T (al,...,a1)(u1, . . . , ul) =
l∏
j=1
A
(aj)
j (uj)Q
(al,...,a1)(u1, . . . , ul) (5.10)
=
∏
i<j
(uj − ui)
δai,aj
l∏
j=1
T
(aj)
j (uj) ∈ B
⊗s(0)[[u1, . . . , ul]][u
−1
1 , . . . , u
−1
l ].
Set also
T (u1, . . . , ul) =
s∑
a1,...,al=1
ε(al, . . . , a1)za1 . . . zalT
(al,...,a1)(u1, . . . , ul), (5.11)
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Let T
(r)
i;k and T
(al,...,a1)
α , Tα be the coefficients of the expansions
T
(r)
i (u) =
∑
k∈Z
T
(r)
i;k u
k,
T (al,...,a1)(u1, . . . , ul) =
∑
α∈Zl
T (al,...,a1)α u
α1
1 . . . u
αl
l , (5.12)
T (u1, . . . , ul) =
∑
α∈Zl
Tαu
α1
1 . . . u
αl
l . (5.13)
In Section 3.3 we expressed the generating function of the KP tau-functions as a determinant.
We will show that the generating function in the multicomponent KP case T (al,...,a1)(u1, . . . , ul) is
a product of appropriate determinants of the form (3.13), First, we illustrate this result, inspired
by [10] Theorem 4, with an example, and then formulate and prove the general statement. We
also describe polynomial tau-functions of the bilinear s-component KP identity as coefficients of
T (u1, . . . , ul).
Example 5.1. We have
T (a,a,b,a,b)(u1, u2, u3, u4, u5) = (u3 − u1)T
(a)
1 (u3)T
(a)
3 (u5)
× (u5 − u4)(u5 − u2)(u4 − u2)T
(b)
2 (u1)T
(b)
4 (u2)T
(b)
5 (u4)
= det
[
uj−1i T
(b)
i (ui)
]
i=2,4,5
j=1,2,3
det
[
uj−1i T
(a)
i (ui)
]
i=1,3
j=1,2
.
More generally, for any choice of parameters (al, . . . , a1), ai ∈ {1, . . . , s}, define a partition of
the set {1, . . . , l} = I1 ⊔ · · · ⊔ Is into the subsets I1, . . . , Is, where Ir = {i ∈ {1, . . . , l}| ai = r}. If
|Ir| = mr, then m1 + · · ·+mr = l. For example, for the choice (a4, a3, a2, a1) = (1, 3, 3, 5), one gets
I1 = {4}, I3 = {2, 3}, I5 = {1}, and the rest of Ir’s are empty.
Theorem 5.1. a) For any choice of ai ∈ {1, . . . , s}, i = 1, . . . , l, we have
T (al,...,a1)(u1, . . . , ul) =
s∏
r=1
det
[
uj−1i T
(r)
i (ui)
]
i∈Ir , j=1,...,mr
.
b) For any (α1, . . . , αl) ∈ Z
l the coefficient of the monomial uα11 . . . u
αl
l in (5.10) is given by
T (al,...,a1)α =
s∏
r=1
det
[
T
(r)
i;αi+1−j
]
i∈Ir , j=1,...,mr
. (5.14)
c) For any (α1, . . . , αl) ∈ Z
l the coefficient T
(al,...,a1)
α of the monomial u
α1
1 . . . u
αl
l in (5.12)
is a tau-function of the s-component KP hierarchy. If A
(r)
i (u) ∈ C[u, u
−1] are Laurent
polynomials for all i = 1, . . . , l, r = 1, . . . , s, then the element T
(al,...,a1)
α is a polynomial
tau-function.
d) For any (α1, . . . , αl) ∈ Z
l the coefficient Tα of the monomial u
α1
1 . . . u
αl
l (5.13) is a tau-
function of the s-component KP hierarchy. If A
(r)
i (u) ∈ C[u, u
−1] are Laurent polynomials
for all i = 1, . . . , l, r = 1, . . . , s, then the element Tα is a polynomial tau-function.
e) Let τ be a polynomial τ-function of the s-component KP hierarchy. Then there exists a col-
lection of complex-valued Laurent polynomials A
(r)
i (u) ∈ C[u, u
−1] i = 1, . . . , l, r = 1, . . . , s,
such that τ is a zero-mode of the Laurent series expansion of T (u1, . . . , ul) in (5.11).
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Proof. a) Observe that∏
i<j
(uj − ui)
δai,aj =
s∏
r=1
∏
i<j,
i,j∈Ir
(uj − ui) =
s∏
r=1
det
[
uj−1i
]
i∈Ir ,j=1,...,mr
and
l∏
j=1
T
(aj)
j (uj) =
s∏
r=1
∏
i∈Ir
T
(r)
i (ui).
Then
T (al,...,a1)(u1, . . . , ul) =
s∏
r=1
(
det
[
uj−1i
]
i∈Ir ,j=1,...,mr
∏
i∈Ir
T
(r)
i (ui)
)
=
s∏
r=1
det
[
uj−1i T
(r)
i (ui)
]
i∈Ir ,
j=1,...,mr
.
b) This follows from a) and (3.14).
c) Let A
(r)
j (u) =
∑
k≥M
(r)
j
A
(r)
j,k−1/2u
k, where A
(r)
j,k−1/2 ∈ C, M
(r)
j ∈ Z, r = 1, . . . , s, j = 1, . . . , l,
k ∈ Z. By Propostion 5.9 and definition (5.10),
A
(al)
l (ul) . . . A
(a1)
1 (u1)ψ
+(al)(ul) . . . ψ
+(a1)(u1) (1)
= ε(al, . . . , a1)za1 . . . zal T
(al,...,a1)(u1, . . . , ul).
Then the coefficient of uα11 . . . u
αl
l in T
(al,...,a1)(u1, . . . , ul) can be represented in the form T
(al,...,a1)
α =
ε(al, . . . , a1)z
−1
a1 . . . z
−1
al
X
(al)
l . . . X
(a1)
1 (1) with
X
(a)
j =
∑
i≥M
(a)
j
−αj−1/2
A
(a)
j, αj+i
ψ
+(a)
i . (5.15)
By Corollary 5.1, it is a tau-function of the s-component KP hierarchy.
d) Similarly, the coefficient of uα11 . . . u
αl
l in T (u1, . . . , ul) is of the form
s∑
a1,...,al=1
ε(a1, . . . , al)za1 . . . zalT
(al,...,a1)
α =
s∑
a1,...,al=1
X
(al)
l . . . X
(a1)
1 (1) = Xl . . . X1 (1),
where Xj =
∑s
a=1X
(a)
j . By Corollary 5.1, this coefficient is a tau-function of the s-component KP
hierarchy.
If all of A
(r)
i (u) are Laurent polynomials, the sum (5.15) has finitely many non-zero terms, and
the coefficient of uα11 . . . u
αl
l is a finite linear combination of elements of the form ψ
+(a1)
k1
. . . ψ
+(al)
kl
(1),
hence it is a polynomial τ -function.
e) Following [10], [7], by the boson-fermion correspondence we identify B⊗s with the semi-infinite
wedge space Λ
1
2 (C∞), where C∞ = ⊕sa=1 ⊕j∈Z Ce
(a)
j . As argued in [10], without loss of generality
we can consider polynomial τ -functions of the form
τ = fl ∧ · · · ∧ f1 ∧ |0〉, (5.16)
where
fj =
s∑
a=1
f
(a)
j , f
(a)
j =
M
(a)
j∑
k=1
b
(a)
kj e
(a)
k , j = 1, . . . ,m, a = 1, . . . , s,
and
|0〉 =(e
(1)
0 ∧ e
(1)
−1 ∧ e
(1)
−2 ∧ . . . ) ∧ · · · ∧ (e
(s)
0 ∧ e
(s)
−1 ∧ e
(s)
−2 ∧ . . . ),
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since under the boson-fermion correspondence the image of any other τ -function in B⊗s is a za-
multiple of the image of a function of the form (5.16): τ ′ = zaτ .
Using that ψ
+(a)
−k+1/2
(
e
(c1)
i1
∧ e
(c2)
i2
. . .
)
= e
(a)
k ∧ e
(c1)
i1
∧ e
(c2)
i2
. . . we can write
fl ∧ · · · ∧ f1 ∧ |0〉 =
s∑
a1,...,al=1
Y
(al)
l . . . Y
(a1)
1 |0〉 = Yl . . . Y1|0〉,
where
Y
(a)
j =
∑
−M
(a)
j
+1/2≤k≤−1/2
b
(a)
−k+1/2,jψ
+(a)
k , j = 1, . . . , l, and Yj =
s∑
a=1
Y
(a)
j . (5.17)
Set
A
(a)
j (u) = u
αj
∑
−M
(a)
j
+1/2≤k≤−1/2
b
(a)
−k+1/2,ju
k−1/2 a = 1, . . . , s, (5.18)
Consider T (al,...,a1)(u1, . . . , ul) defined with the choice (5.18) of Laurent series multipliers. Then
X
(a)
j in (5.15) coincides with Y
(a)
j in (5.17).
Hence, the coefficient of uα11 . . . u
αl
l in T
(a1,...,al)(u1, . . . , ul) coincides with
ε(al, . . . , a1)z
−1
a1 . . . z
−1
al
Y
(al)
l . . . Y
(a1)
1 |0〉 = ε(al, . . . , a1)z
−1
a1 . . . z
−1
al
f
(al)
l ∧ · · · ∧ f
(a1)
1 ∧ |0〉,
while the coefficient of uα11 . . . u
αl
l in (5.11) is
∑
a f
(al)
l ∧ · · · ∧ f
(a1)
1 ∧ |0〉 = fl ∧ · · · ∧ f1 ∧ |0〉 = τ . In
particular, consider α1 = · · · = αl = 0 to realize τ as a zero-mode of T (u1, . . . , ul). 
Remark 5.3. Consider s copies of the KP-hierarchy and let τ (1), . . . , τ (s) be their tau-functions.
Then the product τ (1) . . . τ (s) is a tau-function of the s-component KP hierarchy. This follows from
the definition of the tau-function of the s-component KP hierarchy.
We now want to generalize Theorem 5.1 b) and c). Let τ =
∑
m∈Zs,|m|=l z
mτm ∈ B
⊗s (l) be tau-
function of charge l of the s-component KP hierarchy. Then τm is the coefficient of the monomial
uα11 u
α2
2 · · ·u
αl
l z
m1
1 z
m2
2 · · · z
ms
s in T (u1, u2, . . . , ul). To obtain this coefficient, one has to sum all
ε(al, . . . a1)T
(al,...,a1)(u1, . . . u1), where (a1, . . . , al) is a permutation of (
m1 times︷ ︸︸ ︷
1, . . . , 1, . . . ,
ms times︷ ︸︸ ︷
s, . . . , s). Using
Theorem 5.1 a), we find that
T (s,...,s...,1...,1)(u1, . . . , ul) =
s∏
r=1
det
[
uj−1i T
(r)
i (ui)
]
m1+···+mr−1<i≤m1+···+mr, j=1,...,mr
.
We want to write this as one determinant. Introduce, for m ∈ Zs, the function σm(x) on the
interval [0, l], which is piece-wise linear of slope 45◦, continuous at all points except for points
{m1,m1 +m2, . . . ,m1 + · · ·+ms−1}, and
σm(0) = 0, σm(m1 + · · ·+mr) = mr for r = 1, . . . , s. (5.19)
Consider the subgroup S′l = Sm1 × Sm2 × · · · × Sms of Sl. Using Lemma 5.4 a) and the notation
(al, . . . , a1) = (
ms times︷ ︸︸ ︷
s, . . . , s, . . . ,
m1 times︷ ︸︸ ︷
1, . . . , 1) (5.20)
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we obtain
ε(al, . . . a1)T
(al,...,a1)(u1, . . . , ul) = (−1)
∑
i<j
mimj
∑
π∈S′
l
sgn(pi)
l∏
i=1
u
σm(i)−1
π(i) T
(ai)
π(i) (uπ(i)).
Next, let ρ ∈ Sl be a permutation which does not change the order of the ai which are the same.
Then, by Lemma 5.4 c), ε(aρ(l), . . . aρ(1)) = sgn(ρ)ε(al, . . . , a1), and T
(aρ(l),...,aρ(1))(u1, . . . , ul)) =
T (al,...,a1)(uρ(1), . . . , uρ(l)).
Thus
ε(al, . . . , a1)ε(aρ(l), . . . aρ(1))T
(aρ(l),...,aρ(1))(u1, . . . , ul) = sgn(ρ)T
(al,...,a1)(uρ(1), . . . , uρ(l))
=sgn(ρ)
∑
ρπ|π∈S′
l
sgn(pi)
l∏
i=1
u
σm(i)−1
ρπ(i) T
(ai)
ρπ(i)(uρπ(i)).
Hence to obtain the coefficient of zm11 · · · z
ms
s of ε(al, . . . , a1)T (u1, . . . , us), we have to sum over
all such permutations ρ that do not change the order of the ai that are the same. Therefore this
coefficient is equal to ∑
ρ
∑
ρπ|π∈S′
l
sgn(ρpi)
l∏
i=1
u
σm(i)−1
ρπ(i) T
(ai)
ρπ(i)(uρπ(i)).
This means that we sum over all permutations of Sl and hence that the coefficient of z
m1
1 · · · z
ms
s of
ε(al, . . . , a1)T (u1, . . . , us) is equal to
∑
π∈Sl
sgn(pi)
l∏
i=1
u
σm(i)−1
π(i) T
(ai)
π(i) (uπ(i)) = det
[
u
σm(j)−1
i T
(aj)
i (ui)
]
i,j=1,...,l
.
Thus we have obtained the following
Theorem 5.2. For any (α1, . . . , αl) ∈ Z
l the coefficient of the monomial uα11 . . . u
αl
l in (5.11) is a
tau-function τ =
∑
m∈Zs,|m|=l z
mτm of charge l of the s-component KP hierarchy. In particular, τm
is the coefficient of uα11 . . . u
αl
l of
Tm(u1, . . . , ul) = (−1)
∑
i<j mimj det
[
u
σm(j)−1
i T
(aj)
i (ui)
]
i,j=1,...,l
, (5.21)
where we use notation (5.20).
5.4. Corollary. Consider non-zero Laurent polynomials A
(a)
j (uj) in the definition of T (u1, . . . , ul)
in (5.10). One can represent each of them in the form
A
(a)
j (u) = u
M
(a)
j b
(a)
j
∑
i∈Z+
a
(a)
j,i u
i
for suitable choices of M
(a)
j ∈ Z, b
(a)
j , a
(a)
j,i ∈ C, a
(a)
j,0 = 1, where all b
(a)
j are non-zero. Then using
analogous arguments as in Section 3.4, one can deduce that there exist constants constants c
(a)
j,i ∈ C,
such that
T
(a)
j (u) = u
M
(a)
j b
(a)
j
∞∑
k=0
Sk(t
(a)
1 + c
(a)
j,1 , t
(a)
2 + c
(a)
j,2 , . . . )u
k.
26 VICTOR G.KAC, NATASHA ROZHKOVSKAYA, AND JOHAN VAN DE LEUR
Hence, T
(a)
j;k = b
(a)
j Sk−M(a)
j
(t
(a)
1 + c
(a)
i,1 , t
(a)
2 + c
(a)
i,2 , . . . ), and by Theorem 5.2, any polynomial tau-
function of charge l of the s-component KP hierarchy has, in notation (5.20), the form∑
m∈Zs,|m|=l
(−1)
∑
i<j
mimjzm det
[
b
(aj)
i Sαi−M
(aj )
i
+1−σm(j)
(t
(aj)
1 + c
(aj)
i,1 , t
(aj)
2 + c
(aj)
i,2 , . . . )
]
i,j=1,...,l
.
(5.22)
6. Polynomial τ-functions of the bilinear λ-KdV hierarchy
In this section we consider the λ-KdV hierarchy for the partition λ = (λ1, λ2, . . . , λs) consisting
of s positive parts, which is a reduction of the s-component KP hierarchy introduced in [7]. We
again use the (s-component) boson-fermion correspondence.
6.1. Bilinear equations for the λ-KdV hierarchy. The λ = (λ1, λ2, . . . , λs)-KdV hierarchy is a
reduction of the s-component KP hierarchy, for which, in addition to equation (5.8), the tau-function
satisfies the following equations
Ωj(τ ⊗ τ) = 0, j ∈ N, (6.1)
where
Ωj =
s∑
a=1
Ω
(a)
j , Ω
(a)
j =
∑
k∈Z+ 12
ψ
+(a)
k ⊗ ψ
−(a)
jλa−k
.
6.2. Polynomial tau-functions for the λ-KdV hierarchy. See [10] for more details. For poly-
nomial s-component tau-functions the additional equations (6.1) mean that
s∑
a=1
∂τ
∂t
(a)
jλa
= 0, j ∈ N,
or, in the fermionic picture, that for an element (5.16), one has Λfj ∧ τ = 0, for j = 1, . . . , l, where
the operator Λ on C∞ is defined by
Λe
(a)
k = e
(a)
k−λa
, 1 ≤ a ≤ s, k ∈ Z. (6.2)
This means that (5.16) depends only on r < |λ| elements fj ∈ C
∞, namely that
τ = f1 ∧ Λf1 ∧ · · · ∧ Λ
k1−1f1 ∧ f2 ∧ · · · ∧ Λ
k2−1f2 ∧ · · · ∧ Λ
kr−1fr ∧ |0〉 and Λ
kjfj ∧ |0〉 = 0, (6.3)
where j = 1, . . . , r < |λ| and k1 + k2 + · · ·+ kr = l. Asuming that fj has the form
fj =
s∑
a=1
f
(a)
j , f
(a)
j =
N
(a)
j∑
k=1
b
(a)
kj e
(a)
k , j = 1, . . . , r, a = 1, . . . , s,
we obtain, since Λkjfj ∧ |0〉 = 0, that
kjλa ≥ N
(a)
j , for all 1 ≤ j ≤ r, 1 ≤ a ≤ s.
Since we assume that Λkj−1fj ∧ |0〉 6= 0, we find that
kj = max{⌈
N
(a)
j
λa
⌉ | 1 ≤ a ≤ s}, 1 ≤ j ≤ r. (6.4)
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An element of the form (6.3) can be achieved by assuming that τ is the zero-mode of the Laurent series
expansion of T (u1, . . . , ul), where T (u1, . . . , ul) depends only on rs Laurent polynomials B
(a)
i (u),
with 1 ≤ i ≤ r and 1 ≤ a ≤ s, such that fj can be replaced by the the zero-mode of
s∑
a=1
B
(a)
i (u)
∑
ℓ∈N
ψ
+(a)
1
2−ℓ
uℓ =
s∑
a=1
∑
k∈Z
∑
ℓ∈N
B
(a)
i,k ψ
+(a)
1
2−ℓ
uk+ℓ.
Hence, we can assume that B
(a)
i,k = 0 for k < −N
(a)
j , in other words
B
(a)
i (u) = u
−N
(a)
i b
(a)
i
∑
ℓ∈Z+
a
(a)
i,ℓ u
ℓ. (6.5)
Then the Laurent polynomials A
(a)
j (u), for 1 ≤ a ≤ s and 1 ≤ j ≤ l, which define T (u1, . . . , ul) by
(5.10), (5.11), are given by
A
(a)
1 (u) = B
(a)
1 (u), A
(a)
2 (u) = u
λaB
(a)
1 (u), . . . , A
(a)
k1−1
(u) = u(k1−1)λaB
(a)
1 (u),
A
(a)
k1
(u) = B
(a)
2 (u), . . . , A
(a)
k1+k2
(u) = u(k2−1)λaB
(a)
2 (u),
A
(a)
k1+k2+1
(u) = B
(a)
3 (u), . . . . . . , A
(a)
l (u) = u
(kr−1)λaB(a)r (u),
Recall the function σk(x) for k ∈ Z
r on the interval [0, l], introduced in Section 5.3. In addition,
consider the step function γk(x) on the interval [1, l] which is piece-wise constant, continuous at all
points except for points {k1, k1 + k2, . . . , k1 + · · ·+ kr−1}, and
γk(1) = 1, γk(k1 + · · ·+ kj) = j, for j = 1, . . . , r. (6.6)
Then
A
(a)
j (u) = u
(σk(j)−1)λaB
(a)
γk(j)
(u), where the B
(a)
i (u) are as in (6.5).
Then by formula (5.22), where we choose all αi = 0 andM
(a)
i = (σk(i)−1)λa−N
(a)
γk(i)
, any polynomial
tau-function of charge l of the λ-KdV hierarchy has the form, in notation (5.20),∑
m∈Zs,
|m|=l
(−1)
∑
i<j
mimjzm
× det
[
b
(aj)
γk(i)
S
N
(aj)
γk(i)
−(σk(i)−1)λaj+1−σm(j)
(t
(aj)
1 + c
(aj)
γk(i),1
, t
(aj)
2 + c
(aj)
γk(i),2
, . . . )
]
i,j=1,...,l
, (6.7)
where the ki’s are given by (6.4).
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