We study the stability of some classes of graphs de ned in terms of forbidden subgraphs under the closure operation introduced by the second author. Using these results, we prove that every 2-connected claw-free and P 7 -free, or claw-free and Z 4 -free, or claw-free and ei el-free graph is either hamiltonian or belongs to a certain class of exceptions (all of them having connectivity 2).
Introduction
In this paper we consider only nite undirected graphs G = (V (G); E(G)) without loops and multiple edges. For terminology and notation not de ned here we refer to 3].
If H 1 ; : : :; H k (k 1) are graphs, then we say that a graph G is H 1 : : : H k -free if G contains no copy of any of the graphs H 1 ; : : : ; H k as an induced subgraph; the graphs H 1 ; : : :; H k will be also referred to in this context as forbidden subgraphs. Speci cally, the four-vertex star K 1;3 will be also denoted by C and called the claw and in this case we say that G is claw-free. Whenever we list vertices of an induced claw, its center, (i.e. its only vertex of degree 3) is always the rst vertex of the list. Further graphs that will be often considered as forbidden subgraphs are shown in Fig. 1 The tripod T Figure 1 If A V (G), then the induced subgraph on A in G will be denoted by hAi G (or simply by hAi). A 2-element cutset of G will be called a biarticulation of G and, if A V (G) is a biarticulation of G, then the components of the graph hV (G) n Ai will be called the bicomponents of G. By a clique we mean a (not necessarily maximal) complete subgraph of G. We denote by P k (k 2) the path on k vertices, i.e. of length k ? 1. For A; B V (G), a path in G having one endvertex in A and the other in B will be referred to as an (A; B)-path. The circumference of G (i.e. the length of a longest cycle in G) is denoted by c(G) and the independence number of G (i.e. the size of a largest independent set in G) is denoted by (G).
Theorem C.
(i) 13] Every 2-connected CZ 2 -free graph is hamiltonian.
(ii) 5] Every 2-connected CP 6 -free graph is hamiltonian. (iii) 13] Every 2-connected CHZ 3 -free graph is hamiltonian. (iv) 5] Every 2-connected CDP 7 -free graph is hamiltonian. (v) 11] Every 2-connected CHP 7 -free graph is hamiltonian. Bedrossian 1] characterized all pairs of connected forbidden subgraphs X; Y such that every 2-connected X; Y -free graph is hamiltonian.
Theorem D 1] . Let X and Y be connected graphs with X; Y 6 = P 3 , and let G be a 2-connected graph that is not a cycle. Then, G being XY -free implies G is hamiltonian if and only if (up to symmetry) X = C and Y = P 4 ; P 5 ; P 6 ; C 3 ; Z 1 ; Z 2 ; B; N or W.
Following 6], we denote by P the class of all graphs that are obtained by taking two vertex-disjoint triangles hfa 1 ; a 2 ; a 3 gi; hfb 1 ; b 2 ; b 3 gi and by joining every pair of vertices fa i ; b i g by a copy of a path P k i = a i c Since, as shown in 9], P T ;T ;T and P 3;T ;T are the only two 2-connected nonhamiltonian CZ 3 -free graphs, Theorem D was extended by Faudree and Gould 10] in the following way (where the proof of the "only if" part of Theorem E is now based on in nite families of nonhamiltonian graphs).
Theorem E 10] . Let X and Y be connected graphs with X; Y 6 = P 3 , and let G be a 2-connected graph of order n 10. Then, G being XY -free implies G is hamiltonian if an only if (up to symmetry) X = C and Y = P 4 ; P 5 ; P 6 ; C 3 ; Z 1 ; Z 2 ; Z 3 ; B; N or W.
The following theorem was proved in 6].
Theorem F 6] . Every nonhamiltonian 2-connected claw-free graph contains an induced subgraph H 2 P.
Note that Theorem F implies the "if" part of Theorem E as an immediate corollary.
For any x 2 V (G) and any i 1, the set N i G (x) = fy 2 V (G)j dist(x; y) = ig (where dist(x; y) denotes the distance of x and y) is called the neighborhood of x at distance i. The neighborhood of x at distance 1 will be simply called neighborhood of x and denoted by N G (x).
It is easy to see that a graph G is claw-free if and only if (hN G (x)i) 2 for every x 2 V (G). Shepherd 15] introduced the following concept.
A graph G is said to be distance claw-free if (hN i G (x)i) 2 for every x 2 V (G) and i 1 . The following theorem was proved in 15].
Theorem G 15] .
(i) A graph G is distance claw-free if and only if G is CET-free.
(ii) Every 2-connected distance claw-free graph is traceable.
(iii) Every 3-connected distance claw-free graph is hamiltonian.
We say that a vertex x 2 V (G) is locally connected (eligible, simplicial, locally disconnected) if the subgraph hN G (x)i is connected (connected noncomplete, complete, disconnected). The set of all locally connected (eligible, simplicial, locally disconnected) vertices of G will be denoted by V LC (G) (V EL (G); V SI (G); V LD (G)), respectively. Thus, the sets V EL (G); V SI Theorem K 14] . Let G be a claw-free graph. Then (i) the closure cl(G) is well-de ned,
(ii) there is a triangle-free graph H such that cl(G) is the line graph of H, (iii) c(G) = c(cl(G)).
Remarks. 1. Speci cally, part (i) of Theorem K implies that cl(G) does not depend on the order of eligible vertices used during the construction of cl(G).
2. It is easy to see that cl(G) can be equivalently characterized as the minimum (K 4 ? e)-free graph on V (G) containing G. 3 . If in some step G i of the closure process, a vertex z has a complete neighborhood hN(z)i G i , then at the end of the process, its neighborhood in cl(G) is also complete. In particular, if z 2 V EL (G i ) for some i, i i t ? 1, then z 2 V SI (cl(G)) (since otherwise the closure process could be continued by a local completion at z).
We say that a claw-free graph G is closed if G = cl(G) (x) n fxg). Let C be a subclass of the class of claw-free graphs. Following 4], we say that the class C is stable under the closure (or simply stable) if cl(G) 2 C for every G 2 C (equivalently, the class C is stable if the closure operation is internal on C).
Speci cally, C is stable if G 0 x 2 C for every G 2 C and every x 2 V (G). Thus, the class of k-connected claw-free graphs is an example of a stable class for any k 1 and, by Theorem K, both the class of hamiltonian claw-free graphs and the class of 2-connected nonhamiltonian claw-free graphs are also stable. However, in Theorem 3 we will see that this su cient condition is, in general, not necessary.
In this paper we rst observe the stability of some classes of graphs de ned in terms of forbidden induced subgraphs and then, using these results and making use of the special structure of closed claw-free graphs ( = line graphs of triangle-free graphs), we extend Theorems B, C and G(ii), (iii).
Main results
We rst consider the stability of some classes de ned in terms of forbidden induced subgraphs. We denote by (see also Corollary 2. The class of CP i -free graphs is a stable class for any i 3.
We now turn our attention to the class of CZ i -free graphs (i 1). Consider the graph G i shown in Fig. 4 . When i 3, the graph G i is clearly CZ i -free, while hfb 1 ; b 2 ; x; a 1 ; : : :; a i gi G 0 x ' Z i . This example shows that for i 3, the analogue of Theorem 1 for the class of CZ i -free graphs fails. Nevertheless, we can still prove the analogue of Corollary 2 in this case.
Theorem 3. The class of CZ i -free graphs is a stable class for any i 1. Proof of Theorem 3 will be given in Section 3.
The following proposition is an analogue of Proposition 1 in the case of CN i;j;k -free graphs.
Theorem 4. Let G be a CN i;j;k -free graph (k j i 1) and let x 2 V EL (G). Then the graph G 0 x is CN i;j;k -free. Proof. Suppose If G is claw-free and triangle-free, then G is a disjoint union of paths and cycles and hence G is closed. This implies that the class of claw-free and triangle-free graphs is also (trivially) stable. In the list given in Theorem E, it thus remains to consider the classes of CB-free and CW-free graphs. The following statement shows that, surprisingly, none of these classes is stable.
Proposition 6. The class of CB i;j -free graphs is not stable for any i; j, j i 1. Proof. Let i; j 1 and let G i;j;k be the graph obtained by identifying each of the two vertices of a copy of a diamond K 4 ? e with one endvertex of a path P k with k i + j + 3 and let x be one of the two eligible vertices of G i;j;k (for i = j = 2 and k = 7 see Fig. 5 ). Then G is CB i;j -free while G 0 x is closed (hence G 0 x = cl(G)) and contains an induced subgraph isomorphic to B i;j . Now, suppose e.g. that G is a 2-connected nonhamiltonian CP 7 -free graph. By Theorems D, E such graphs G exist; by Theorem K and by Corollary 2, cl(G) is also a 2-connected nonhamiltonian CP 7 -free graph. By Theorem F, cl(G) contains an induced subgraph H 2 P and, using the properties of the closure, it is possible to describe the structure of cl(G). This basic idea, applied to the classes of CP 7 -free, CZ 4 -free and CN 1;2;2 N 1;1;3 -free graphs, yields the following Theorems 7 { 9, extending Theorems B, C and G(ii), (iii). Proofs of Theorems 7 { 9 and of Corollary 10 are given in Section 3.
Denote by F 1 ; : : : ; F 6 the classes of graphs shown in Fig. 6 (where the elliptical parts represent cliques of size at least 3 and the remark "odd" above the dots indicates that the total number of maximal cliques in F 1 and F 2 is odd). Figure 6 Theorem 7. Let G be a 2-connected CP 7 -free graph. Then either G is hamiltonian or cl(G) 2 F 1 .
Theorem 8. Let G be a 2-connected CZ 4 -free graph. Then either G is hamiltonian, or G 2 fP 3;T ;T ; P 3;3;T ; P 3;3;3 ; P 4;T ;T g, or cl(G) 2 F 2 .
Theorem
Since the ei el E = N 1;1;2 is an induced subgraph of both N 1;2;2 and N 1;1;3 , the following statement is a special case of Theorem 9 for the class of CE-free graphs.
Corollary 10. Let G be a 2-connected CE-free graph. Then either G is hamiltonian or G 2 F 6 .
Since all the (nonhamiltonian) exceptional graphs in Theorems 7 { 9 and in Corollary 10 are of connectivity 2, we immediately obtain the following corollary.
Corollary 11. 2. The graph G in Fig. 7 (a) belongs to neither F 1 nor F 2 while its closure cl(G) belongs to both F 1 and F 2 . Since G is 2-connected, nonhamiltonian, claw-free and both P 7 -free and Z 4 -free, it shows that Theorems 7 and 8 fail if we replace the conclusion cl(G) 2 F 1 (or cl(G) 2 F 2 ) by G 2 F 1 (or G 2 F 2 ), respectively. The graph in Fig. 7 (b) gives a similar example for Theorem 9. (b) Figure 7 3. It is easy to see that the closure of a claw-free graph G is computable in polynomial time, and the classes F 1 ; : : : ; F 6 are, due to their simple structure, recognizable in polynomial time, too. Consequently, all the su cient conditions for hamiltonicity given
4. In the proofs of Theorems 7 { 9, the fact that the classes considered are stable allows to assume that all graphs under consideration are closed (i.e., are line graphs of triangle-free graphs) and to use the structural information given by this fact to reduce the number of situations to be considered (see e.g. Lemma 12).
Proofs
Let G be a claw-free graph and let H be an induced subgraph of G. We say that H is a permanent (or temporary) induced subgraph of G if hV (H) 
Proof of Theorem 3. Let i 1, let G be a CZ i -free graph and suppose that cl(G)
is not Z i -free. Let G 1 ; : : :; G t be the sequence of graphs that yields cl(G) (i.e. G = G 1 , cl(G) = G t , x j 2 V EL (G j ) and G j+1 = (G j ) 0 x j , j = 1; : : : ; t ? 1) and let r > 1 be the smallest integer such that G r contains a permanent induced subgraph isomorphic to Z i . For each such subgraph H, denote the vertices of H as in Fig. 3 (for simplicity, put a 0 = b 1 ) and the path a 0 a 1 a i , which is induced in G r as in cl(G), by P(H).
If for some 1 k < r, some edge a j a j+1 of P(H), with 0 j i ? 1, is missing in G k , then G k contains an a j a j+1 -path P k j whose internal vertices, say y j 1 ; y j 2 ; ; y jq , are some of the vertices x k ; x k+1 ; ; x r?1 . By Remark 3 (Section 1), the nal neighborhood in cl(G) of each y j 1 ; y j 2 ; ; y jq is a clique containing all the y j l 's, a j and a j+1 . Hence no y j l is equal or adjacent in G k to any vertex of V (H) n fa i ; a i+1 g for otherwise this would contradict the property of H to be an induced subgraph of cl(G). By the same reason, no two interior vertices of two di erent paths P k j 0 , P k j 00 (0 j 0 < j 00 i?1) can be adjacent in G k . Thus, by concatenating these di erent induced paths with the edges of the path of H already existing in G k , we can nd for each k < r an induced path P k = y 0 y 1 : : : y i : : : y l of length l i such that y 0 = a 0 , y l = a i , and the vertices y 1 : : : y l are adjacent in G k to neither b 2 nor b 3 .
Let s(H) ( (G s?1 ) ). Therefore cl(G) is also Z i -free.
Before proving Theorems 7 { 9, we rst introduce some additional notation that will be kept throughout the rest of the paper.
Let G be a closed 2-connected nonhamiltonian claw-free graph and let (by Theorem F) H = P x 1 ;x 2 ;x 3 2 P be an induced subgraph of G. Recall 
Note that since G is closed, all these sets are well-de ned.
The following lemma summarizes basic properties of H . Lemma 12. Let G be a closed 2-connected nonhamiltonian claw-free graph and let H 2 P be an induced subgraph of G. Then the graph H has the following properties. 
Proof follows immediately from the claw-freeness of G and from the properties of the closure operation.
Proof of Theorem 7. By Theorem K and by Corollary 2, it is su cient to prove that if G is a closed CP 7 -free graph, then G 2 F 1 . Let thus G be a closed CP 7 -free nonhamiltonian graph. By Theorem F, G contains an induced subgraph H 2 P. It is straightforward to check that the only P 7 -free graph in the class P is the graph P T ;T ;T ; hence H = P T ;T ;T and K i = K i , i = 1; 2; 3. Recall that by Lemma 12(ii), the cliques K i are pairwise disjoint, and by Lemma 12(iv), V (K a ) \ V (K b ) = ;. Claim 1. There is no edge y i y j 2 E(G) with y i 2 V (K i ) n fa i ; b i g, y j 2 V (K j ) n fa j ; b j g, i 6 = j, i; j 2 f1; 2; 3g. Proof of Claim 1. Let, to the contrary, e.g. y 1 y 2 2 E(G) with y 1 2 V (K 1 ), y 2 2 V (K 2 ) (other cases are symmetric). By Lemma 12(vi), y 1 ; y 2 = 2 V (K a ) V (K b ). If jV (K a )j > 3, then, for some d 2 V (K a ) n fa 1 ; a 2 ; a 3 g, dy 1 = 2 E(G) (since otherwise the triangle hfd; a 1 ; y 1 gi contradicts a 1 2 V LD (G)) and similarly dy 2 = 2 E(G) and dc 3 = 2 E(G), but then hfd; a 1 ; y 1 ; y 2 ; b 2 ; b 3 ; c 3 gi G ' P 7 { a contradiction. Hence jV (K a )j = 3 and, by symmetry, jV (K b 
We show that V (H ) = V (G). Let thus, to the contrary, z 2 V (G) n V (H ) have a neighbor in V (H ). Since jV (K a )j = jV (K b )j = 3 and by Lemma 12(vi) 
If zy 1 2 E(G), then from hfy 1 ; z; a 1 ; y 2 gi G 6 ' C we get zy 2 y) belongs to H . Since there is no edge between K a n fa i g and K i n fa i g, y = 2
We have thus proved that every vertex x 2 V (G) n V (H ) is contained in a clique K x such that jV (K x ) \ V (K a )j = jV (K x \ V (K b )j = 1, i.e., there are cliques K 1 ; : : : ; K k such that V (K i ) \ V (K j ) = ; for i 6 = j, jV (K i 
It is straightforward to check that if G contains any edge having vertices in two di erent cliques, then G is hamiltonian. Similarly, since G is nonhamiltonian, k is odd. Thus, G 2 F 1 .
Proof of Theorem 8. By Theorems K and 3, it is su cient to prove that if G is a closed CZ 4 -free nonhamiltonian graph, then G 2 fP T ;T ;T ; P 3;T ;T ; P 3;3;T ; P 3;3;3 ; P 4;T ;T g F 2 .
Let thus G be a closed CZ 4 -free nonhamiltonian graph. By Theorem F, G contains an induced subgraph H 2 P and we can easily check that the only Z 4 -free graphs in the class P are the graphs P T ;T ;T , P 3;T ;T , P 3;3;T , P 3;3;3 and P 4;T ;T . When K i ' P 3 we often denote Case 1: H 2 fP 3;T ;T ; P 3;3;T ; P 3;3;3 ; P 4;T ;T g Let K 1 be a path P 4 if H ' P 4;T ;T and P 3 otherwise, and when H 6 ' P 3;3;3 let K 3 be a triangle. ) (and then, by the closure property, x 1 = 4 and thus x 2 = x 3 = T, i.e., H = P 4;T ;T ). We now consider these two subcases separately.
Let rst H = P 3;3;3 and d 2 V (K b ). By Lemma 12(i) and by the symmetry, jV (K a 
. We show that V (G) = V (H ). Let, to the contrary, u 2 V (G)nV (H ). By the connectivity, by Lemma 12(vi) and by the symmetry, we can suppose that uv 2 E(G) for some v 2 V (K Therefore it remains to consider the case when H ' P 4;T ;T and yc y not in H are c 2 and c 3 , in the case where K 2 and K 3 are triangles. Since G is 2-connected, y is in a bicomponent B with biarticulation fc 2 ; c 3 g (by claw-freeness, such a bicomponent can be only one). Suppose that B contains a triangle and let T be a triangle in B whose distance from c 2 is minimum. Consider a shortest path P in B (possibly trivial) joining T with c 2 . Then the graph hV (T) V (P) fa 2 1, 2, 3 ) H = H, we have G = H 2 fP 3;T ;T ; P 3;3;T ; P 3;3;3 ; P 4;T ;T g. Case 2: H = P T ;T ;T If G contains an induced subgraph H 0 2 P, H 0 6 ' P T ;T ;T , then, by Case 1, G 2 fP 3;T ;T ; P 3;3;T ; P 3;3;3 ; P 4;T ;T g, a contradiction. Hence every induced subgraph H 0 of G that belongs to P is isomorphic to P T ;T ;T .
Claim 5. There is a sequence of cliques K 1 ; : : :; K k , k 3, such that
: : : ; k, (ii) jV (K i )j = 3 for i = 1; 2; 3 and jV (K i )j 3 for i = 4; : : : ; k,
Proof of Claim 5. If there is no (K a ; K b )-path in hfV (G) n (
Otherwise, let P = y 0 y 1 : : : y`(y 0 2 V (K a ); y`2 V (K b );` 1) be a shortest such path.
Suppose rst that some of the vertices y 0 ; : : :; y`? 1 is adjacent to some of the vertices c 1 ; c 2 ; c 3 (say, c 3 ) and let y i be the rst such vertex. Then, since P is shortest and by claw-freeness, we have also y i+1 c 3 Proof of Claim 6. Let B be a nontrivial component of the graph H and let V (B) \ V (H ) = fc j 1 ; c j 2 ; : : : ; c jp g 2 E(G)). By Claim 6, B is a path, which implies that G = hV (H ) V (B) fx 1 gi and it is straightforward to check that G is hamiltonian, which is a contradiction.
Subcase c. Let c 1 x 1 x`c 2 be the path P 3 with` 1. If jV (K a )j 4, let d 2 V (K a ) n fa 1 ; a 2 ; a 3 g. Then hfa 3 ; d; a 2 ; b 3 ; b 1 ; c 1 ; x 1 gi ' Z 4 . Therefore V (K a ) = fa 1 ; a 2 ; a 3 g and similarly V (K b ) = fb 1 ; b 2 ; b 3 g. By the claw-freeness of G, there are no paths outside H between c 1 and c 3 or between c 2 and c 3 . Hence V (G) = V (H ) and G is hamiltonian.
Thus there is no vertex x 2 V (G) n V (H ) and hence G = H . This completes the proof of Claim 7.
2
Since G is nonhamiltonian, necessarily k is odd, jV (K i )j = 3 for every i = 1; : : : ; k and fc 1 ; : : : ; c k g is an independent set. Hence G 2 F 2 .
Proof of Theorem 9. First observe that, by Theorem K and by Corollary 5, it is su cient to prove that every closed 2-connected nonhamiltonian CN 1;2;2 N 1;1;3 -free graph is either isomorphic to P 3;3;3 or is in F 3 F 4 F 5 .
Let thus G be a closed 2-connected nonhamiltonian CN 1;2;2 N 1;1;3 -free graph and H 2 P an induced subgraph of G. Immediately H 2 fP T ;T ;T ; P 3;T ;T ; P 3;3;T ; P 3;3;3 g (since otherwise H contains an induced N 1;1;3 ). We choose the notation such that K 1 ' P 3 if H 6 = P T ;T ;T and K 3 is a triangle if H 6 = P 3;3;3 , and we often denote c 2 Claim 4. There is no edge y i y j 2 E(G) with y i 2 V (K i ) n fa i ; b i g, y j 2 V (K j ) n fa j ; b j g, 1 i < j 3.
Proof of Claim 4. Suppose, to the contrary, that for some i 6 = j there is an edge y i y j 2 E(G) with y i 2 V (K i ) n fa i ; b i g and y j 2 V (K j ) n fa j ; b j g, 1 First observe that if some vertex y 2 V (G) n V (H ) is adjacent to y 1 , then, since hfy 1 ; y; a 1 ; y 2 gi G 6 ' C and, by Lemma 12(vi), neither y nor y 2 is adjacent to a 1 , we have yy 2 2 E(G). Moreover, if y 0 ; y 00 are two neighbors of y 1 in V (G) n V (H ), then from hfy 1 ; y 0 ; y 00 ; a 1 gi G 6 ' C we get y 0 y 00 2 E(G). Hence, by symmetry, there is a clique K y containing y 1 ; y 2 such that every vertex in V (G) n V (H ) adjacent to y 1 or to y 2 is in K y . Put H = hV (H ) V (K y )i G . We want to show that V (H ) = V (G). Let thus V (G) n V (H ) 6 = ;. 3 ; vgi G 6 ' N 1;2;2 , we get zv 2 E(G). Since G is closed and v is arbitrary, this implies that v = c 3 , i.e., c 3 is the only neighbor of b 3 in K 3 n fa 3 g and zc 3 2 E(G). Considering hfc 3 ; a 3 ; b 3 ; zgi G 6 ' C we now have a 3 b 3 2 E(G) and hence jV (K 3 )j = 3. Thus, every vertex z 2 V (G)nV (H ), having a neighbor in V (K 1 ) V (K 2 ), must be adjacent to c 3 Let again z 2 V (G) n V (H ) and u 2 N G (z) \ V (H ). Then, by Claim 2 and by the construction of K y , u 2 V (K 3 ) n fa 3 ; b 3 g or u 2 V (K y ) n fy 1 ; y 2 g. Suppose rst that z has a neighbor u 2 V (K 3 ) n fa 3 ; b 3 g. Recall that if a 3 b 3 = 2 E(G), then u 6 = c 3 (since otherwise hfc 3 ; z; a 3 ; b 3 gi G ' C) and if a 3 b 3 2 E(G), then (since y 1 y 2 2 E(G) and H is an induced subgraph and since also a i b i 2 E(G) for i = 1; 2), we can (by symmetry) suppose that there is a vertex v 2 V (K 1 ) such that vb 1 
