Abstract. The multiplicative Schwarz preconditioned inexact Newton (MSPIN) algorithm, based on decomposition by field type rather than by subdomain, was recently introduced to improve the convergence of systems with unbalanced nonlinearities. This paper provides a convergence analysis of the MSPIN algorithm. Under reasonable assumptions, it is shown that MSPIN is locally convergent, and desired superlinear or even quadratic convergence can be obtained when the forcing terms are picked suitably.
1. Introduction. Globalized Newton-like methods are widely used in solving nonlinear algebraic systems. However, their performance can be degraded by "nonlinear stiffness," which results in a considerable number of unproductive iterations, in terms of global residual norm reduction, as some controlling feature (e.g., boundary or interior layer, aerodynamic shock, reaction zone) of the solution evolves. During this stiff phase, the global Newton updates, which may require considerable linear algebraic effort to obtain, change very little except in the controlling components. The additive Schwarz preconditioned inexact Newton method (ASPIN) [2] was devised to attack such "unbalanced nonlinearities" and improve global convergence properties. Given the discrete nonlinear function F : R n → R n , we want to find a vector x * ∈ R n such that (1.1) F (x * ) = 0, where F (x) = [F 1 (x), F 2 (x), . . . , F n (x)] T , and x = [x 1 , x 2 , . . . , x n ] T . ASPIN transforms F (x) into a new nonlinear system F(x) with the same root, which is solved by a Jacobian-free [12] inexact Newton method. It has been shown in applications [2, 3, 4, 10, 19, 20] that ASPIN can be effective in reducing the number of global outer Newton iterations for the preconditioned system, relative to the original. The expense of the preconditioning is in the solution of relatively rapidly convergent and potentially asynchronously executed inner Newton iterations over smaller sets of unknowns. The savings can be substantial and the reduction of globally synchronizing Newton and inner Krylov iterations is favorable for emerging computing architectures.
The ASPIN algorithm was introduced in [2] as a nonlinear domain decomposition method, though its algebraic generalization to other types of decompositions was anticipated. Motivated by partitioning of degrees of freedom by field type, the An initial iterate x (0) is given. For k = 0, 1, 2, . . . until convergence, 1. choose η k and find an approximate Newton step d (k) such that
2. determine the step length λ (k) using a backtracking line search technique [5] ; 3. update
multiplicative Schwarz preconditioned inexact Newton (MSPIN) algorithm [13] , was introduced as a Gauss-Seidel-like variant of ASPIN. Typically, the additive form of preconditioning is applied in a domain-split manner to generate massive concurrency that scales with mesh resolution, whereas the multiplicative, being sequential, is applied in a field-split manner over a small fixed number of partitions. Numerical examples in [13] illustrate that field-split MSPIN can restructure strong nonlinearities and improve the robustness and convergence rate of Newton prior to or even in the absence of other globalization strategies, such as continuation in parameters, in mesh resolution, or in pseudotime. Intuitively, nonlinear preconditioning should expand the region in which the contours of the merit function for Newton have hyperellipsoidal structure. A simple two-dimensional illustration, in which a polynomial system is reduced from ninth-order to third-order by nonlinear preconditioning, is given in section 3.2 of [13] . Some preliminary convergence analysis of ASPIN was carried out in the context of semilinear elliptic PDEs in [14] . Theoretical support for the local convergence of additive nonlinear preconditioning at up to a quadratic rate, for suitable assumptions, was provided in [1] . The convergence analysis of the multiplicative version of nonlinear preconditioning has not yet been given. In this paper, it is shown that MSPIN is locally convergent and that the convergence rate is superlinear or quadratic under suitable assumptions. The results are similar to those obtained in [1] for the additive variant, and tools similar to those in [1, 9] are employed.
The inexact Newton method with backtracking (INB) [5, 7, 11, 16] is the fundamental component of both ASPIN and MSPIN, so the INB algorithm is summarized in Algorithm 1.1.
The term η k ∈ [0, 1), referred to as the "forcing term," reflects how accurately we solve
) using a Krylov subspace method, such as GMRES [17, 18] . Eisenstat and Walker suggested two strategies for choosing η k in [8] . The parameter λ (k) determines how far it goes along the inexact Newton direction d (k) . The backtracking line search procedure for choosing λ (k) is described in section 2.2. The rest of the paper is organized as follows. In section 2, we briefly review the MSPIN algorithm and list some properties. Section 3 contains a proof of local convergence of MSPIN under some reasonable conditions. The convergence rate is discussed in section 4, and we conclude in section 5.
MSPIN.
We consider a nonlinear root-finding problem (1.1) and assume that the function F (x) is continuously differentiable. In the MSPIN algorithm, the nonlinear function F (x) is split conformally into 2 N n nonoverlapping components representing distinct physical features as (2.1) 
T ∈ R n ; u i andF i denote subpartitions of x and F , respectively, i = 1, . . . , N . In the MSPIN algorithm, the submodels are solved sequentially for the physical variable corrections, and the preconditioned system whose root is to be found consists of the sum of these corrections.
The multiplicative Schwarz preconditioned function
is obtained by solving the following equations:
As with the ASPIN algorithm in [2] , the MSPIN method solves the global preconditioned problem in (2.2) using the INB algorithm.
Some properties.
We discuss key properties of the MSPIN algorithm under reasonable assumptions. Specifically, we prove that the preconditioned function F(x) is continuously differentiable and we give a formula for the Jacobian F (x). Let S = {1, . . . , n} be an index set, and
where i = 1, 2, . . . , N , and n 1 + n 2 + · · · + n N = n. We define a set of restriction matrices
and then we define (2.7)
It is clear that
. Illustrating with n = 3, N = 2, let S 1 = {1}, S 2 = {2, 3}, n 1 = 1, and n 2 = 2, to get 
(2.9) For the nonlinear problem (2.1), we make the following assumptions for F (x).
Assumption 2.1. The function F (x) is well defined in a neighborhood U of the exact solution x * : (i) The Jacobian (2.11) 
(ii) The nonlinear systems (2.1) and (2.2) have the same solution in D 1 .
We define
and (2.14)
. . . 
is continuous andT i (x) → 0 as x → x * , i = 1, 2, . . . , N . Following [9] , the multiplicative Schwarz preconditioned function F(x) in (2.2) is also written as
where (2.17)
. Due to continuity on T i in a neighborhood D 1 from Lemma 2.2, it follows from [6, 9] that we have
where DT i (x , x ) is defined as
Remark 2.3. We make the right-to-left operator convention:
Theorem 1.7 and Remark 1.8 in [9] show that
Note that z = x −T i−1 (x), and then using (2.15) and (2.17) we have
and it follows from (2.19) and (2.21) that
where 
where
Proof. Under Assumption 2.1, Lemma 2.2 shows that there exists a neighborhood
is continuous, and then (2.23) holds for any
for any x ∈ D and i = 1, 2, . . . , N , and then we define
Using (2.23) and (2.26), we have
which implies that F is Fréchet-differentiable and F (x) = A(x).
In [9] , the expression in (2.25) of F (x) was employed to develop the damped Richardson scheme instead of the INB method as the solver of the preconditioned system (2.2). The following theorem implies that the formula (2.25) can be simplified to the form of multiplication of two matrices, and then the matrix-vector multiplication can be carried out instead of explicitly forming the full Jacobian matrix F (x) when we solve the Newton equation.
Theorem 2.5. Let Assumption 2.1 hold, and let D be the neighborhood determined in Theorem 2.4. Proof. Let 0 ui ∈ R ni×ni be the zero matrix that has the same dimension as the
. . , N , and then we have
We define I u k ∈ R n k ×n k as the identity matrix that has the same dimension as the
. . .
It is then verified that 
and it follows that
which completes the proof. Theorem 2.5 obtains in a different way the same formula of the Jacobian F (x) shown in [13] . In the practical implementation of MSPIN, it is more convenient to use the following approximate Jacobian:
which is the lower triangular part of J(x). Since F (x) = J(x) is continuous and the
is continuous and L(x * ) is nonsingular. Lemma 2.3.3 in [15] shows that there exists a neighborhood U ⊂ U of the exact solution x * such that L(x) are invertible, and L(x) −1 are continuous in the neighborhood U . Due to the continuity of T i (x) (see (i) in Lemma 2.2), we know that 
2.2. The MSPIN algorithm. To discuss convergence properties, we describe in Algorithm 2.1 the complete MSPIN algorithm. Considering N different physically motivated subsets, we split F (x) intoF 1 (x),F 2 (x), . . . ,F N (x), and the unknowns inherit the same partition structure,
T . In the implementation of MSPIN in Algorithm 2.1, the most interesting part is how to determine the partition of the physical variables, i.e., the set of equations that belongs toF i for each i, because the best choice is generally problem-specific. The basic objective is to segregate subsystems that retard global Newton convergence from the rest and to make these systems as small as possible. Often, the controlling components are those associated with the scalar residual components that are largest in magnitude. However, the best partitions could evolve during the course of the problem and no theory is currently in hand for this. Once the partitioning and the initial guess are given, together with the customization of the parameters, we move on to step 1.
In step 1, based on the current approximate solution
of the submodelsF i , i = 1, 2, . . . , N , forming the global residual of the transformed system, are determined and checked for convergence.
In step 2, an approximate Newton step is accepted provided that (2.43) is satisfied. Note that the global Jacobian system (2.42) is solved using GMRES with no additional linear preconditioning. The Jacobian formula (2.35) implies that nonlinear preconditioning automatically provides a block Gauss-Seidel linear preconditioning for the original unpreconditioned equation.
In step 3, we carry out a backtracking line search algorithm to determine the step length λ (k) along the inexact Newton direction d (k) . The backtracking line search technique is based on the following merit function
and λ (k) is picked such that
Following [5] , α is set quite small in practice, so that only a small decrease in function value is required. An easy calculation gives
which is replaced byĴ (x (k) ) T F(x (k) ) in a practical algorithm. For details about the implementation of MSPIN, see [13] . 
N by solving the following subproblems sequentially:
(c) Check the stopping conditions on F(x (k) ). 2. Choose η k and find the inexact Newton direction
whereĴ has the form (2.35), and the forcing term η k ∈ [0, η max ]. 3. Determine the step length
end while 4. Compute the new approximate solution.
(2.44)
end for
Let N (x, r) = {y | y − x < r} represent an open ball with the center x and a radius r, and · = · 2 for all the matrices and vectors in the remainder of the paper. The main assumptions are as follows. Downloaded 11/21/16 to 109.171.137.210. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Assumption 3.1. Assumption 2.1 holds, and we define
(a) In step 1(a) of Algorithm 2.1, we solve the subproblems exactly for T (k)
i , for each k. (b) In step 3 of Algorithm 2.1, we assume α is small enough so that
.
(c) There exists a fixed small number r > 0 such that N (x * , r) ⊂ D, where D is the neighborhood determined in Lemma 2.2. For any x ∈ N (x * , r), we further assume that (c 1 )
2K, where J has the form (2.29);
2K, whereĴ has the form (2.35);
x − x * . In (a), we assume that all of the subproblems are solved exactly, since introduction of the secondary iteration makes the discussion more complicated.
In (b), the proofs of Lemmas 3.2 and 4.1 require the assumption (3.2) for α, and more details can be found in [1] .
In (c), we can find a number r 1 > 0 from Remark 2.6 such that (c 1 )-(c 4 ) hold for any x ∈ N (x * , r 1 ) ⊂ D. Theorem 2.4 shows that F(x) is continuously differentiable in a neighborhood of x * , and hence we can find a number r 2 > 0 such that the last inequality (c 5 ) holds in N (x * , r 2 ) ⊂ D by Lemma 3.2.10 in [15] . Let r = min{r 1 , r 2 }, and N (x * , r) is the open ball required in (c). Appendix A gives an example that satisfies assumptions (c 1 )-(c 5 ).
Note that a line search procedure is carried out with initialization λ (k) = 1 in step 3 of Algorithm 2.1. Recalling results from Remark 3.1 and Theorem 3.5 in [1] , we can obtain the following lemma. It shows that step 3 of Algorithm 2.1 will terminate the execution of the while-loop in a finite number of steps when the gradient of f satisfies a mild condition. Moreover, there exists a positive lower bound for the resulting λ (k) .
Lemma 3.2. Assume there exists γ > 0 such that
2 ) satisfy F(x) = 0 and F(x) r 8K , and we find an inexact Newton direction d ∈ R n such that
then it holds that F(x) T J (x)d > 0 and the while-loop in step 3 of Algorithm 2.1 will terminate in finite iterations and the determined step length λ satisfies
which implies that (3.4) holds.
We state the main result in this section.
Theorem 3.4. Assume there exists γ > 0 such that
} is strictly decreasing, and
Proof. We first prove that the MSPIN algorithm generates a sequence {x
2 ) such that { F(x (k) ) } is strictly decreasing by mathematical induction. Initial step. In step 2 of Algorithm 2.1, we find
and Lemma 3.2 shows that we could find a suitable step length λ (0) and the inequality F(x (1) ) < F(x (0) ) holds, where
and then it holds from (c 3 ) in Assumption 3.1 that 
which implies x (1) ∈ N (x * , r). By Lemma 3.3 and F(x (1) ) < F(x (0) ) , we have
Hence, the MSPIN algorithm can generate x (1) starting from x (0) , and
2 ). Inductive step. We assume that there is a k such that the MSPIN algorithm has generated a sequence {x
2 ), and
For a given x (k) , we compute the inexact Newton direction d (k) in step 2 of Algorithm 2.1 such that
Similarly to the procedure in the initial step above, we can prove that
). This completes the inductive step. Next we prove that x (k) → x * . From (3.9), we have
and Lemma 3.2 shows that step 3 of Algorithm 2.1 determines
By (3.10) and (3.12), it follows that
Note that {f (x (k) )} is strictly monotonic decreasing and nonnegative, and hence lim k→∞ f (x (k) ) exists and it is nonnegative. We can employ a proof by contradiction to show that lim k→∞ f (x (k) ) = 0. Assume that 
and then it follows from (3.10) that
. Therefore, by (3.11) and (3.16), we have
which implies that
holds for α ∈ (0, 1 2 ) and η max ∈ (0, 1) (given in Algorithm 2.1) from (3.13). It is then seen from (3.14) that
which contradicts (3.18). Thus, we have lim k→∞ f (x (k) ) = 0, and then Lemma 3.3 implies that (3.20)
4. Convergence rate. We discuss the local convergence of the MSPIN algorithm in the previous section. In this section, we investigate the convergence rate of the MSPIN algorithm under some reasonable assumptions. For reference, here as Lemma 4.1 we reproduce Theorem 4.1 from [1] .
Lemma 4.1. Let f (x) be twice continuously differentiable in N (x * , r) and there exists β > 0 such that
hold for any y, z ∈ N (x * , r). Let {x (k) } be the sequence generated by the MSPIN method such that
for all sufficiently large k. Downloaded 11/21/16 to 109.171.137.210. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Lemma 4.1 implies that under reasonable conditions on ∇f (x) and ∇ 2 f (x), the while-loop in step 3 of Algorithm 2.1 is not executed and λ (k) = 1 is acceptable when k is sufficiently large.
Under the conditions of (c) in Assumption 3.1, the following lemma shows that J (x) andĴ (x) are Lipschitz continuous in a neighborhood of x * .
Lemma 4.2. Let F (x) be twice continuously differentiable in N (x * , r), and J (x) andĴ (x) are defined in (2.29) and (2.35), respectively. Then there is a neighborhood V ⊂ N (x * , r 2 ) of the exact solution x * such that both J (x) andĴ (x) are Lipschitz continuous in V .
Proof. In the neighborhood N (x * ,
and E i J(x) are continuous, and then we define
where i = 1, 2, . . . , N . By (4.1) and since L(x) is a lower triangular matrix, we have
2 ). For any x, y ∈ V and for each i, by (4.1) and (4.2), it follows that
In a similar way, we have
we recast (2.29) as 
. Using (4.4) and (4.5), for any x, y ∈ V , we have
Thus,
which shows that J (x) is Lipschitz continuous in V .
We recast (2.35) as
. Similarly to (4.8), we can prove that
for any x, y ∈ V . Therefore,Ĵ (x) is also Lipschitz continuous in V .
Theorem 4.3. Let F (x) and f (x) be twice continuously differentiable in N (x * , r), and there exists a constant C > 0 such that
for any x, y ∈ N (x * , r). Consider a sequence {x (k) } generated by the MSPIN method such that x (k) → x * , and then
Proof. According to Lemma 4.1, we have (4.13)
where Let k be large enough such that x (k) , x * + t(x (k) − x * ) ∈ V and (4.13) hold. Then we obtain 
2K because x (k) ∈ N (x * , r). Using (4.14) and (4.15),
From (4.15), it holds from (c 2 ) in Assumption 3.1 that
Finally, we note that
and then we use (4.16) and (4.18) to conclude (4.20)
which completes the proof.
Theorem 4.3 implies that the choice of the forcing term η k influences the convergence rate of the MSPIN algorithm. The Newton iteration can achieve superlinear or even quadratic rates of convergence by appropriately choosing η k .
5.
Conclusion. The MSPIN algorithm [13] was introduced as a physics-based field-split method to cope with "nonlinear stiffness"; however, until now the convergence of MSPIN has not been discussed and no theory predicts even local convergence rates.
In this paper, we provide the MSPIN algorithm with a local convergence proof. Based on local assumptions on F (x), it is shown that the preconditioned function F(x) is continuously differentiable, and we obtain the Jacobian of the transformed system F (x) in a more intuitive way than previously presented. Under some reasonable assumptions, we discuss the local convergence property and the convergence rate. Superlinear or even quadratic convergence can be obtained when the forcing terms η k are picked suitably. 
+ x < e
x < 1 + 3x, x ∈ (0, 1), (A.1)
Consider the system F (x) of two nonlinear equations in two unknowns,
where µ ∈ (0, 1). It is easy to verify that x * = [1, 0] T is a solution of this system. The nonlinearly preconditioned system
T is obtained by solving
from which we get (A.4)
and it follows that (A.5) Moreover,
Besides, the continuity of 
and it follows that Ĵ (x) = 1 + 1 2µ (3x According to the mean value theorem, we have
Therefore, it is seen that condition (c 5 ) is satisfied when .
