This paper examines historical evidence for a quality-quantity trade-off between sibship size and height as an indicator of health. The existing literature has focused more on education than on health and has it produced mixed results. Historical evidence is limited by the lack of household level data with which to link an individual's height with his or her childhood circumstances. Nevertheless a few recent studies have shed light in this issue. Evidence for children in interwar Britain and for soldiers born in the 1890s who enlisted in the British army at the time of WW1 is reviewed in detail. Both studies support the idea of a significant trade-off, partly due to income dilution and partly because, in these settings, large families were a conduit for infection. Evidence from country-level time series is consistent with this view. The fertility decline that began in the late nineteenth century made a modest but nevertheless important contribution to the overall increase in heights during the following century.
Introduction
It is often suggested by historians that large families such as those observed in nineteenth century Europe, or more recently in developing countries, produce negative outcomes for children (Dribe et al., 2012) . If so, then long run declines in fertility may be one reason among many for improved outcomes. These outcomes include education and cognitive ability as well as a range of different dimensions of health. Inspired by the early work of Becker and Lewis (1973) and Becker and Tomes (1976) economists and other social scientists have investigated the tradeoff between the quantity and average quality of children. The results have been mixed and they seem to be specific to the particular setting, the outcome variable of interest, and the way in which the model is specified and estimated. Most of the focus has been on the educational outcomes for children in terms of grade levels or academic attainment. Here I focus on health outcomes as measured by height. This has obvious historical relevance and its links with economic growth have recently been highlighted (Floud et al., 2011; Weil 2007) .
Height has been widely investigated in historical settings, at first as a proxy for absent data on the standard of living, and later in its own right as an indicator of health and physical wellbeing. Most of the analysis has focused on long run trends in heights in order to chart progress in particular countries and regions (see Steckel 1995 Steckel , 2009 ). Many of the datasets used come from the records of army recruits, institutions such as prisons, or records of transported convicts or slaves. These often provide details of where the person was born and perhaps details of his previous occupation or that of his father. It is therefore possible to measure the effects of locality, whether rural or urban, and to include other indicators of local conditions. But the records rarely include demographic detail of the household in which the individual grew up. Thus, with a few exceptions, it has not been possible to examine the relationship between an individual's height and the number of siblings in sufficient detail to assess the quality-quantity tradeoff with any precision. This paper is divided into three main sections. The first gives and overview of the qualityquantity trade off using height as the measure of child quality. I argue that for several reasons one might expect to find a stronger tradeoff between the number of siblings and height, as compared with other outcomes such as education. One might also expect the effects to be stronger where families are large and incomes relatively low. The following two sections focus on historical evidence from Britain. The first examines the heights of individual children in poor families in the 1930s, drawing on Hatton and Martin (2010a) . It considers the possible biases in the estimation of the effect of sibship size on height. It also examines the effects of the child's birth order on his/her height. The third section examines the heights of soldiers enlisting in the British army around the time of the First World War, drawing on Bailey et al. (2015) . In order to capture the structure of the household in which they grew up, these servicemen are identified as children in the 1901 census. The effects of local conditions are also examined and the interaction between sibship size and the local disease environment is tested. The following section assesses the degree to which the fertility transition contributed to improving health and increasing height from the late nineteenth century to the mid-twentieth century. It also presents national-level evidence on the effects of the fertility transition for a range of European countries, drawing on Hatton (2014) . Overall the results indicate that sibship size had significant effects on height but that its contribution to the long run increase in stature is modest.
The quality-quantity tradeoff

The basic model
The idea of an inverse relationship between the quality and the quantity of children proposed by Becker (1960) was first explored in pioneering studies by Becker and Lewis (1973) and Becker and Tomes (1976) and it has been examined by many others since. The basic idea is that forward-looking households decide on the number of children that they will have and how much to invest in the 'quality' of each child. The parents value both quality and quantity but family resources are limited. So in the light of the cost of additional children and cost of investment in quality they choose the optimal combination, given the overall resource constraint. A formal derivation of the basic theoretical model and a number of variants of it can be found in Ermisch (2003, Ch. 6) .
Figure 1 The Child Quality-Quantity Trade-off
This trade-off is depicted in Figure 1 . The curve Z 1 , derived from the overall budget constraint, represents that part of family resources devoted to children, including the time of the parents, and it illustrates that the larger the number of children, N, the lower the average Average child quality
No. of children
quality of those children, ̅. Its slope reflects the relative 'price' of quantity to quality. The family's preferences are reflected by indifference curve, U 1 , and so the optimal combination for that family is given at point A. A different family devoting the same resources to children but with a steeper indifference curve might choose the combination A', which would mean more children and lower average quality.
The comparison of points like A and A' could be used to measure the quality-quantity tradeoff, which should in principle reflect their relative price. However another family, that might otherwise have chosen the combination A', could choose to spend a larger share of its resources on children and locate at point B on the higher budget line, Z 2 . Comparing points A and B, the trade-off between quality and quantity will appear less steep. It is important to note that quality and quantity are chosen jointly, even though the investment in quality takes place subsequent to the child's birth. This means that the number of children cannot be taken as an independent 'cause' of child quality. In general, differences in the combinations of quality and quantity chosen by different families could arise from a variety of unobserved characteristics that influence both.
Much of the literature on the quality-quantity trade-off has been devoted to finding an exogenous source of variation in the number of children in order to identify (or at least test for) an underlying inverse relationship between sibship size and the outcomes for children. The reason that this is such a challenge is that in most settings it is necessary to look across different families. A number of studies have followed Rozenzweig and Wolpin (1980) in using the incidence of twin births on the grounds that this is an exogenous source of variation to family size. The idea is that twin birth is a random even that increases family size but is not correlated with family choice or circumstance.
1 Other family-level instruments that have been used include the advent of miscarriages, the sex composition of lower parity children and the mother's sibship size. An alternative approach is to focus on external influences that affect fertility, such as family planning programmes, most notably China's one-child policy.
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Different outcomes and different settings
There is now a large and diverse literature that seeks to identify the quality-quantity trade-off and it focuses on different outcomes for the child in a variety of different settings. Most of the attention has been lavished on the child's education as the outcome. This has been motivated by the strong and universal link between education and earnings, as well as by theories of economic growth and development that have placed increasing weight on the role of education in fostering enterprise and innovation (Galor, 2011) . Other measures include test scores, cognitive ability, disease incidence and subjective or objective measures of overall 1 Two qualifications are in order. The first is that the greater the number of births that a family chooses, the greater the likelihood of having a multiple birth; therefore the probability of a twin birth depends on sibship size. One solution is to utilise twin births occurring only at a particular parity such as first birth. The other point is that twin births are rare (about one in eighty) and they may have a limited impact on final sibship size as families adjust subsequent fertility. So the overall leverage exerted by twins on sibship size may be slight. In a landmark study of low income families in Gary Indiana, Hanusheck (1992) found that children's test scores were inversely related to the number of children in the family but not to their birth order. Among the more prominent studies is that of Black et al (2005) which examined a very rich dataset for the entire population Norway, using twins as the instrument and years of education as the outcome. By contrast, these authors found no evidence of a sibship size effect but some evidence that those with higher birth orders had significantly less education. 3 Similarly Angrist et al. (2010) using twins and sex composition as instruments found no evidence of an effect of sibship size on education or other adult outcomes in Israel. For the United States others have found evidence that sibship size had a negative effect on the probability of attending private school but not on outcomes such as grade retention (Conley and Glauber 2005; Cáceres-Delpiano, 2006) .
A number of studies have focused on developing countries. For Brazil, using twins as an instrument for sibship size, Ponczek and Portela Souza (2012) find that larger sibship reduces child labour and increases school attendance. In Korea where family sizes are typically small Lee (2007) finds, using the sex of the first born as an instrument for family size, that sibship size reduces the family's per-child expenditure on education, especially for the largest families. Exploiting the proximity to family planning facilities, Dang and Rogers (2012) find that larger sibship reduces the incidence of private tutoring. Particular attention has been paid to China, using as instruments either twins or variations in the application of the one child policy. Thus Li et al. (2008) and Rosenzweig and Zhang (2009) find negative effects of family size on children's education, especially in locations with poor public education systems. On the other hand Qian (2009) finds that, in rural areas, the addition of a second child has a positive effect on the school enrolment of firstborns.
Studies of educational inputs and outcomes have produced mixed results. Apart from the particular methodology used, it seems likely that there are three reasons for this. One is that in developed countries with small families (such as Norway) the household budget constraint is less binding and there is more scope for substitution away from other expenditures towards children, or perhaps adjustment on other margins such as labour supply. Second, education, if not completely free, is heavily subsidised and cost to the family may be minimal. Hence the results are stronger when the focus is on discretionary expenditures. Third, education is acquired over a long period much of which may post-date the child's early life experience, and which therefore becomes more a decision of the individual and less a decision of his or her parents. By contrast health outcomes, and particularly height, are largely influenced by conditions within the household and particularly in the first few years of life (Cole 2003) and it may therefore depend more on inputs such as parental time, which are less easily substitutable.
Increasing attention has been paid to the effect of sibship size on height and other measures of health. Early studies by Horton (1986 Horton ( , 1988 suggested negative effects for both sibship size and birth order on the heights of children in the Philippines. Desai (1992) found negative sibship size effect on child heights in Latin America but not in Africa, but Alderman (1990) found some evidence of such effects for Ghana. As with the education literature, the early studies did not account for the endogeneity of sibship size. Focusing on Romania under the Ceausescu regime, and using twins at first birth as the instrument, Glick et al. (2007) found a negative relationship between sibship size and the heights of children under five. A particularly interesting study is that of Liu (2014) using different dimensions of the one child policy in China as instruments for sibship size. He finds that sibship size has a strong negative effect on height but not on educational attainment. The former may be explained in the context of modest living standards (in 1993) even though families are small; the latter by the fact that post-compulsory education is heavily subsidised.
Historical studies
We might expect the results from today's developed countries in the past to resemble more closely those of developing countries in the present, as families were larger and living standards much lower than today. And all the more so for times when public provision of education and health services was largely absent. That might be especially true for health prior to the advent of modern medical advances and when public understanding of the consequences for children of basic hygiene and nutrition was in its infancy. As in present-day developing countries the interaction between household behaviour and community infrastructure might also be important.
Not surprisingly, there are fewer historical studies that attempt to estimate the qualityquantity trade-off, especially as we move further back in time. However, using family reconstitution data for males born in England between 1690 and 1814, Klemp and Weisdorf (2012) find that larger sibship size is associated with lower skills, as measured by occupation, and lower literacy, as observed from marriage registers. Sibship size is instrumented using the interval between marriage and first birth as a proxy for fecundity. Using county-level data from the Prussian census of 1849, Becker et al. (2010) find an inverse relationship between sibship size and school attendance. Studies by Bleakley and Lange (2009) for the US South in 1910 and by Fernihough (2012) for Belfast and Dublin in 1911 find causal effects on school attendance that support the quality-quantity trade off. Interestingly, Parman (2015) that the education of World War II servicemen is negatively associated with family size and positively related to height. Thus the few studies that do exist suggest strong historical links between sibship size and education, perhaps because the families concerned were poor by modern standards and, with little public provision, education and skills were costly to acquire.
There are even fewer historical studies involving height as the outcome. Weir (1993) and Schneider (1996) explored variations over time in national or regional data on height and fertility. But analysis at the household level has been hampered by data limitations. On one hand census and vital registration data does not generally include measures of health and especially not height. On the other hand data on heights from sources like military or prison records generally provide very little evidence of childhood circumstances such as sibship size. An important exception is Öberg (2015) , in which demographic data for five parishes from the Scanian Economic Demographic Database are linked to adult heights from conscript inspection records of men born between 1797 and 1950. The results indicate that the negative association between sibship size and height was strongest in the late nineteenth century but became insignificant after the early 20 th century. In the following sections I elaborate on findings such as these with evidence from Britain for cohorts born in the interwar period and in the 1890s.
Evidence from Interwar Britain
Several studies have looked at the quality-quantity trade off in education in postwar Britain. A study of a 1946 birth cohort found that, in the presence of other socioeconomic variables, birth order and the number of younger siblings were negatively associated with adult height (Kuh and Wadsworth, 1989) . 4 Similar results were found in a 1958 birth cohort and their offspring but the effects were weaker for the younger generation than for their parents (Li and Power, 2004) . So the effects seem to have become weaker but until fairly recently there has been very little evidence for earlier periods.
The Boyd Orr Cohort
The survey directed by Sir John Boyd Orr in the 1930s is the only one dating from that period (or earlier) that contains evidence on the heights of children together with other household characteristics (Rowett Institute, 1955) . It covered 1343 households with school-aged children in 16 locations in England and Scotland during the years 1937-9. These were intended to be geographically representative and the survey was targeted to over-represent low income households. It appears that these households were contacted through schools and, probably as a result, the survey contained a disproportionate number of large families. The survey contains a variety of information about the household's circumstances and living conditions, although some of the information is sketchy. In addition, the survey included details of a medical examination of the children, which was conducted at the schools. The medical survey did not cover all households, nor did it cover each child in the families that were included in the household survey.
Overall there are useable observations from medical examinations of 2946 children in 1131 households. The mean from the data are presented in Table 1 ( Hatton and Martin 2010a, p. 167) . The average age of children in the sample is just under 8, the average birth order is 2.8 and a little over half are female. The number of children in the average family is 3.7 while the average child in the survey came from a family with more than 4.5 children present, which is substantially larger than the average for the 1930s. Family income was reported only as a categorical measure of income per household member. About 60 percent of these households (and more that 70 percent of children) had family income of less than 10 shillings per capita per week. This benchmark is close to the poverty line used by Rowntree in his 1936 survey of York where 37 percent of working class households and 43 percent of children under 14 were found to be in poverty (Rowntree, 1941, pp 42, 114-9) . The original data from the Boyd Orr survey was recovered by a group of epidemiologists who conducted extensive research on the data. Their results indicate that economic and demographic factors were important influences on the height of children (Gunnell et al, 1998; Martin et al. 2002) . One of these studies found that that child heights were negatively associated with the number of children in the household but there was no consistent relationship between height and birth order. They also found that per capita expenditure on food had a positive effect on height while the degree of crowding had an inconsistent but mainly negative effect. They also explored other anthropometric measures finding that socioeconomic variables mattered more for leg length than for sitting height, especially for younger children. Other measures such as foot length and shoulder width were studied by Whitely et al. (2008) revealing rather weaker effects. Interesting though these studies are, they do not adequately distinguish between direct and indirect effects on height and they do not account for the potential endogeneity of family size.
Birth order effects
One of the strengths of the Boyd Orr cohort is that it covers several children in the typical household. Thus we can observe a number of children in the same family whose birth orders cover a wide range: from first-to eleventh born. One reason that this is important is that it is possible to base the estimate on within-family variation rather than relying on variation across different families. Accordingly, families where just one child was measured are omitted, leaving 2560 children in 843 families. Regressions with family fixed effects absorb all the effects common to the family, in particular the number of children and family income.
The dependent variable in this analysis is the z-score of height which is the deviation in height from the median for each year of age by sex divided by the standard deviation of height by age and sex. This is calibrated from within the Boyd Orr dataset so it is not based on an external standard. The results are reported in Table 2 (reproduced from Hatton and Martin 2010a, p. 169 ) and the coefficients can be interpreted as units of standard deviations of height. In the first column of the table only the individual's birth order is included and this provides very little evidence of a birth order effects.
The second column includes a few other variables. Neither the child's sex nor being firstborn has any appreciable effect on the height z-score. However twins are shorter by more than half a standard deviation, equivalent to about 3 cm for an eight year-old. More important still is the significant positive coefficient for date of birth. Given that the z-scores adjust for age this must be interpreted as a cohort effect, with later cohorts being taller than those born earlier. This effect is surprisingly large, amounting to an increase of 2.88 cm per decade.
However it is consistent with the data assembled from school medical inspectors' reports by Harris (1994 Harris ( , 1995 . These data show increases in height between 1920 and 1939 of 2.72 cm per decade for boys at ages between 7 and 12 and 2.68 cm per decade for girls aged 7 to 12. These trends were probably due, at least in part, to improvements in the external environment as captured by the infant mortality in the locality during early childhood (Hatton, 2011, p. 969) . In the presence of these cohort effects, there is now a significant and negative birth order effect. This implies that moving up the birth order by one reduces height by 0.61cm. Ignoring the offsetting cohort effect, the difference in height between the first and sixth child in a family would be about 3cm, a substantial amount. These birth order effects seem to be consistent with the notion that younger children got squeezed, especially in early childhood, as the family expanded. Other hypotheses are possible, like a squeeze on those in the middle, but there is little evidence of that, or of differences in the effect of birth order between girls and boys (Hatton and Martin 2010a, p. 170) .
Sibship size effects
In order to study the effect of family size we must compare one family with another. And in order to sidestep birth order effects we focus on the average height z-score of the children in each family (excluding twins). Sibship size is simply the number of children in the family at the date of observation. Although these families may be incomplete, siblings yet to be born are irrelevant because the focus is on current height of those present, not their height sometime in the future. The first two columns of Table 3 shows the effect of the sibship size and the average date of birth (reproduced from Hatton and Martin 2010a, p. 172). The first column reveals a highly significant negative effect on height. 5 The coefficient of -0.13 implies that one additional sibling reduces height by 0.7 cm.
In order to address concerns about possible endogeneity, twins at last birth is used as an instrument for family size. This is likely to better predict family size than twins at lower parity, such as first birth would, but on the other hand it applies to very few families (only 21). Not surprisingly therefore, the IV coefficient in the second column is much weaker although it remains significant. And the coefficient is larger in absolute size, implying that the 'true' effect of adding one sibling is to reduce average height by 1.2 cm. One reason for the difference in these estimates could be that families that are intrinsically unhealthy may also have fewer children, imparting a positive bias to the OLS coefficient. 5 It is worth noting that the R 2 in the regressions is low even though the heights are family averages. According to a Finnish study, genetic factors account for about 80 percent of the variance in height across individuals (Silventoinen et al., 2000) . See also McEvoy and Visscher (2009) for a survey of genetic influences on height.
Note: t-statistics in parentheses computed from robust standard errors. For the IV regression in column (3) the p-value for the endogeneity test is 0.67. For the IV regression in column (4) the p-value for the endogeneity test is 0.08 and that for the overidentification test is 0.09.
If the effect of sibship size reflects resource scarcity within the family then the resource dilution effect should be better captured by income per capita. Accordingly we add a variable for income per capita in the household. As column (3) of Table 3 shows the income variable produces a strong negative coefficient, which implies that a shilling of per capita income increases height by 0.32 cm. Nevertheless the number of children in the household remains negative and significant. It is possible that this simply reflects the fact that income per capita is a crude categorical variable (5 categories). Alternatively it might be that sibship size has direct effects on height, for example where more siblings increase the probability of growthinhibiting infections.
In the last column of Table 3 both sibship size and per capita income are instrumented. The additional instruments include predicted household income based on the head's occupation and the characteristics of the county in which the household is situated. Although the significance of both variables falls, the coefficient on income per capita is little changed and that on sibship size increases. This suggests that there is some additional negative effect on height of growing up in a large family that is not simply accounted for by spreading available income more thinly.
It is possible to explore the channels of influence a little further. Hatton and Martin (2010a, b) find that food expenditure and overcrowding (more than two persons per room) have significant effects, suggesting that the separate sibship size effect works, at least in part, through crowding within the household. Consistent with this, poor quality housing characteristic of back-to-back slums is negatively associated with height. There is further corroboration that housing quality and overcrowding affected height through its impact on the disease environment. In particular poor cleanliness (assessed by interviewers) was strongly associated with overcrowding and housing quality (Hatton and Martin 2010a, p. 178) . These conditions also affected the incidence of medical conditions, such as respiratory infections, which are known to inhibit growth during childhood. In the Boyd Orr cohort these infections were negatively associated with height and positively associated with sibship size (Hatton and Martin 2010b, p. 514) .
Pre-World War I
To move further back in time we can look at servicemen who enlisted in the British army around the time of the First World War. We focus on men who were born in the 1890s and in order to capture their family circumstances during childhood we find them in the 1901 census (see Bailey et al., 2015) . Before discussing these data in more detail it is worth emphasising that here we are linking the heights of men as adults with their circumstances when observed as children, something that few historical studies have been able to do.
First World War army records
Details of the army service records and of the procedure for identifying the servicemen as children in the 1901 census are detailed in full in Bailey et al. (2015) . A few points are worth noting. First, the characteristics recorded upon enlistment are taken from the attestation forms and the medical inspection reports. Although the information is sometimes incomplete, it typically includes next of kin, address and birthplace. Because most of the servicemen were unmarried, their next of kin is usually a parent, which helps in identifying the family in the 1901 census. As a result we are able to match (with varying degrees of certainty) 85 percent of those that we searched for. We focus on those living in England and Wales, recording details of the household, and adding characteristics of the locality. For locality we use registration districts, thus enabling a much finer classification of local conditions than would be possible at the county level.
As always with military data, sample selection issues need to be considered. About two thirds of men born in the 1890s enlisted in the armed forces during World War 1 and the imposition of conscription in 1916 ensured that they were broadly representative. Under the pressure for recruits, the army recruited a substantial number that were below the original height standard of 160 cm (9.5 percent in our sample). Nevertheless it seems likely that the shortest and least fit are underrepresented as are the tallest, given that commissioned officers are not included in the records. As Table 4 shows, the average servicemen in our matched sample enlisted fairly early in the war, at an average age of just over 20, and had an average height of 168cm (5 feet 6 inches). The census data reveal that these servicemen grew up in households containing an average of 6.5 persons with three other children in the family when observed in 1901. Their mothers had an average age of 35 and only 13 percent lived in upper or middle class households. The locality in which they lived had an average population of about 150,000 with population density of 5138 per km 2 and in which about 5 percent of households were overcrowded (more than two persons per room). Other information includes whether the district was predominantly industrial or agricultural, the infant mortality rate and the literacy rate of the parents' generation (as recorded in marriage registers).
Household conditions and height
The effects of household level variables are shown in Table 5 , where the dependent variable is the height (in cm) recorded upon enlistment. As each of these servicemen comes from a different family it is not possible to assess the within-family birth order effects as was possible with the Boyd Orr cohort (when entered in these regressions birth order was insignificant). Hence we focus principally on the number of children in the family. All the regressions include dummy variables for age at enlistment. Those under the age of 20 were somewhat shorter than those aged 20 or above (the reference group), evidently because they were still growing. Notes: t-statistics in parentheses from robust standard errors clustered at the registration district level. These specifications are variations on those reported in Tables 3 and 4 of Bailey et al. (2015) .
The first column of Table 5 shows that, when entered without other household variables sibship size gives a significant negative coefficient. However, sibship is the number of children observed in the 1901 census, rather than completed family size, which would be a more appropriate measure for heights observed in adulthood. One way of adjusting for this is to use the mother's age to estimate the number of additional siblings and then add these to the observed sibship in order to predict completed sibship size. 6 As column (2) shows, predicted sibship size gives a larger and more significant coefficient. This implies that an additional sibling reduces height by 0.3 cm, an effect that is about half the size of that estimated in the Boyd Orr cohort. This is likely to be a lower bound (as suggested by Table 3) , perhaps due to a correlation between family health and sibship size, but unfortunately there are insufficient twins at any given parity to use as an instrument.
Other household variables are added in the third column of Table 5 . If the head of household was middle class, as reflected by social class 1 and 2, average height was greater by 1.2 cm. For female-headed households the coefficient is negative but it is not significant. These variables reflect social status but are likely also to capture income, which is not recorded directly in the census. Finally the number of rooms (up to five) in the dwelling has a significant positive effect on height; one additional room adds half a centimetre. This is consistent with the notion that crowding had a negative effect on height through the spread of infection.
Effects of the locality
Conditions in the locality where the person was born and grew up are often found to influence height, and such effects are sometimes interpreted as reflecting unmeasured conditions in the household. But they can also be interpreted as 'true' neighbourhood effects rather than as crude proxies for conditions in the average household. The most powerful of these is infant mortality which is a sensitive indicator of the local disease environment affecting children. Infant mortality could have two opposing effects, scarring and selection. On one hand, as a proxy for the risk of infection, it may result in shorter stature-the scarring effect On the other hand, higher infant mortality might leave taller and healthier survivorsthe selection effect. In most settings the scarring effect dominates, see Bozzoli et al. (2009); Hatton (2011) , but in extreme cases, such as the Great Chinese Famine, selection effects may be large enough to offset scarring effects (Gørgens, et al. 2012 ). Notes: t-statistics in parentheses from robust standard errors clustered at the registration district level. These specifications are variations on those reported in Table 6 of Bailey et al. (2015) . Table 6 adds to the regression the average infant mortality rate (as a percentage of births) over the decade of the 1890s in the local registration district. Here, the age dummies and the constant term are included but not reported. In column (1) the coefficient on infant mortality gives a highly significant coefficient, which is again consistent with the notion that infections inhibit growth. It implies that children growing up in a locality where infant mortality was 20 percent would be around 0.4 cm shorter that those growing up where the infant mortality rate was 10 percent.
Household effects remain strong in the presence of locality effects but there may be some interplay between conditions within the household and those in the neighbourhood. Infections are more likely to be passed within the household the more children there are and the more lethal is the local disease environment. Accordingly, column (2) of Table 6 adds the interaction between predicted sibship size and infant mortality. As a result the coefficients on infant mortality sibship size, and their interaction all become insignificant due to multicollinearity. But when predicted sibship is dropped, in column (3,) the coefficients on infant mortality and the interaction term become highly significant. The negative sign on the interaction provides qualified support for the view that there are indeed synergies between family size and the local environment.
While infant mortality provides a summary measure of the disease environment it clearly has deeper causes. Important among these are sanitary conditions and the fabric of houses and streets, which are often hard to measure directly. 7 Even more obscure are the customs and practices of households and their knowledge of the effects of hygiene and nutrition. Looking across registration districts we find that infant mortality is strongly negatively correlated with overcrowding and with female illiteracy as well as with the industrial character of the district (Bailey et al. 2015, p. 17) .
Trends over time and across countries
Trends in Britain
Fertility fell dramatically from the late nineteenth century through to the 1930s and it is worth asking how much the fall in family size could have contributed to the increase in height. One approach is to use the cross sectional estimates to assess the contribution of falling family size to the increase in height. From surveys of working class budgets it is estimated that average sibship size fell from 4.5 in 1886 to 2.0 in 1938, while average family income (in constant 1938 prices) increased from 55.7 shillings to 69.6 shillings. Rising income and falling family size would both have contributed to increasing height.
One calculation is based on an estimated coefficients from the Boyd Orr cohort. This suggests that in the half century after 1886 the joint effect of rising per capita income and falling family size was to increase the height of eight year-olds by about 3.8 cm. More than 2cm of this is accounted for by declining family size, partly due to reducing the denominator of family income per capita and partly due to the direct effect of sibship size (Hatton and Martin, 2010b, p. 516) . Falling sibship size added about 0.3cm per decade between 1886 and 1906, increasing to about 0.5cm per decade in the ensuing thirty years. But these results are for children whose heights increased faster than those of adults.
For adults we can use the result from the World War I servicemen. However, the coefficient underestimates the sibship effect because it fails to account for endogeneity. Adjusting the latter upwards by the ratio of IV to OLS coefficients in the Boyd Orr cohort gives: -0.3 × (1.2/0.7) ≈ -0.5. Over the century from the 1870s British adult male heights increased by about 10cm (see below). Falling sibship size would account for (2.0 -4.5) × -0.5 = 1.25cm or about one eighth of the total. But if we take just the period from the late 1880s to the late 1930s, when heights increased by about 5cm, then it would account for about a quarter of the increase.
Trends in European heights and fertility decline
Trends in the height of adult males by birth cohort have been assembled for 15 European countries. For the postwar period these are based mainly on height-by-age from crosssectional surveys and these are carried back to the birth cohorts of the 1870s using data for the heights of army recruits (for details see Hatton and Bray, 2010 ). As Table 7 shows, over the century from the 1870s to the 1970s, height increased at about a centimetre per decade. There is evidence of some acceleration in the first half of the twentieth century among most countries of north and middle Europe with some subsequent slowing down, while in southern Europe the spurt occurred after the Second World War. It seems likely that the fertility decline contributed something to these trends, although there are many other influences. The database on five year averages of heights in the 15 countries can be used to explore the correlates of height at the macro level by regressing adult height on conditions around the time of each cohort's birth. The explanatory variables are inevitably crude and the details of their construction are provided in Hatton (2014) . In particular there are no consistent series on family size and instead this is represented by the ratio of children aged 0-14 to married females aged 20-44 (similar results are obtained with ages 20-54 in the denominator).
Because of the strong trends in many of the variables I use deviations from trend obtained from regressions with fixed country effects. The regressions in Table 8 include dummies for country and for breaks in the series. While we must be cautious about inferring causal effects, the 20-year time lag between the explanatory variables and observed heights, the elimination of trends, and the use of country fixed effects provides some reassurance. Note: Estimated with country fixed effects; robust t-statistics in parentheses. This is a modified version of Table  3 in Hatton (2014) , where the insignificant inequality variable has been dropped.
The first column of Table 8 shows that the log of GDP per capita has a strong positive effect on height as might be expected. It implies that a ten percent increase in GDP per capita around the time of birth increases height by about 0.18 cm. The proxy for sibship size is significantly negative. However, a decline of one child per married women of childbearing age adds only 0.5 cm to average height. Column (2) adds average years of education for the parents' generation. This variable is calculated from the number of children of the previous generation attending school. It takes a positive coefficient as predicted, and it implies that one additional year of parental education increases height by 0.2 cm.
In column (3) the percentage infant mortality rate is introduced in quadratic form in order to capture the possible non-linear effect on height. As noted above, Bozzoli et al. (2009) argue that, at high levels of infant mortality, the selection effect is larger relative to the scarring effect and so the marginal impact will be smaller. The result in column (3), where the linear term is negative and the squared term is positive, is consistent with that argument, although there could be other interpretations. Not surprisingly when infant mortality is added to the regression the coefficient on GDP per capita declines but there is also some reduction in the effect of family size.
How much did these variables account for the long run increase in height? Their contributions can be calculated using the coefficients in column (3) of Table 8 . In northern and middle Europe the growth of GDP per capita contributed 1.6 to 1.8 centimetres to height over the whole period under review, while the dramatic fall in infant mortality added 4.4 to 4.8 cm (Hatton, 2014, p. 362) . The contributions of the other variables are modest; the rise in education accounted for 0.8 to 1.0 cm while the fall in family size accounted for 0.5 to 0.6 cm. However, this is undoubtedly a downward-biased estimate as we have only a poor proxy for average sibship size. Comparison with the results from micro-data from Britain would suggest doubling this effect.
Conclusion
There is a growing body of evidence that provides evidence on the existence of a trade-off between the number of children in a family and various dimensions of child quality. Although most of the focus has been on education as the outcome, health as measured by height is also important. A review of the existing literature suggests that such effects might be stronger in settings where families are poorer and larger and when the focus is on height rather than on education. They may also be stronger where public provision is limited, where the state of knowledge is poor, and where the external disease environment is harsh.
Although heights have been studied in a wide range of contexts, few such studies have directly assessed their links with sibship size at the family level. In this paper I have reviewed the results from two micro-level datasets for Britain both of which support the idea of a quality-quantity trade-off. In the Boyd Orr cohort the results suggest that sibship size had a substantial negative effect and not only through the dilution of income. For World War I soldiers measured as adults, the sibship size effect is smaller but the negative effect of the surrounding disease environment is even clearer. These effects can also be discerned in country-level time series although the variable used for sibship size is less than satisfactory.
These results imply that the fertility decline in European countries that began in the late nineteenth century and progressed through the first half of the twentieth century improved the health of successive cohorts as children and as adults. It made a modest but important contribution to the overall health gains, at least as measured by height. Improvements in the sanitary environment, in housing conditions, in public health systems, and above all, in basic knowledge of nutrition and hygiene were more important. These advances may have interacted with smaller sibships to produce better health outcomes in ways that have yet to be fully explored.
