A simple way to model phenotypic evolution is to assume that after splitting, the trait values of the sister species diverge as independent Brownian motions. Relying only on a prior distribution for the underlying species tree (conditioned on the number, n, of extant species) we study the random vector (X 1 , . . . , X n ) of the observed trait values. In this paper we derive compact formulae for the variance of the sample mean and the mean of the sample variance for the vector (X 1 , . . . , X n ).
Introduction
A simple way to model phenotypic evolution for n related species is to assume that after splitting, the trait values (e.g. the logarithms of body sizes) of the sister species diverge as independent Brownian motions (see Felsenstein, 1985) . The resulting collection (X 1 , . . . , X n ) of the tip species' trait values has a dependence structure caused by shared phylogeny. In this paper we derive compact formulae for the variance of the sample meanX = n −1 (X 1 + . . . + X n ) and the mean of the sample variance S 2 = (n − 1) −1 n i=1 (X i −X) 2 . These formulae take into account not only the stochastic nature of Brownian motion but also uncertainty in the phylogenetic tree. Based on observed tip species data one would like to make statements about the stochastic process of evolution like the ancestral state X 0 at the time of origin T and infinitesimal variance σ 2 of the Brownian motion. These are important questions addressed by phylogenetic comparative methods. Usually this sort of inference attempts to incorporate the knowledge of the phylogenetic tree estimated from independent data (Butler and King, 2004; Hansen et al., 2008; Bartoszek et al., in review) . There is however uncertainty attached to the estimated tree which should be somehow reflected in any subsequent analysis.
All currently available methods addressing such statistical issues rely on simulations. Pagel and Lutzoni (2001) and Huelsenbeck and Rannala (2003) propose to use an MCMC approach to generate a sample of plausible phylogenetic trees each one with its posterior probability attached as a weight. Butler and King (2004) do not include phylogeny uncertainty in their OUCH R (R Development Core Team, 2010) package but say that in can be incorporated in their framework, if one can compute likelihood values (e.g. posterior probabilities from a Bayesian estimation procedure) for candidate trees. Then the complete likelihood function is a product of the tree's likelihood and the likelihood conditional on the tree and comparative data. A Bayesian estimation procedure implemented by Lemey et al. (2010) uses a tree rescaling step, with each branch of the phylogeny being independently rescaled by an appropriately (e.g. gamma or log-normal) distributed random variable.
These methods face a number of common challenges. The first one is computational, as estimating a phylogeny can be computationally extremely demanding. The second is interpretational, whilst the weighing of results is fully justified statistically one could raise biological objections whether the result is actually biologically meaningful for all parameters of the assumed model of trait evolution. An extreme hypothetical example is if we would have two competing phylogenies each with equal likelihood. The first results in a regression slope of 1, the second −1. The average of them is 0. A regression slope of 0 means that there is no relationship between the two variables while both phylogenies indicate that there is a relationship except that we don't have strong enough evolutionary data to decide about the direction of this relationship. The third problem is that since we are merely "trying out" different possible phylogenies we always run the risk of not considering the ones close to the true one.
Here we propose a different approach making use of explicit analytical calculations. We model the unknown phylogenetic tree for n extant species using a conditioned birth-death process with speciation rate λ and extinction rate µ as described by Gernhard (2008) . The corresponding distribution of random trees with n tips is a posterior distribution resulting from the improper uniform prior on the time of origin T . The appropriate range of the rates 0 ≤ µ ≤ λ has an important region µ = λ representing the critical case (Aldous and Popovic, 2005) with the speciation and extinction events being equally likely. In the supercritical case µ < λ the height of the tree is expected to be lower due to the expansive speciation regime. A key test example of the supercritical birth-death model is the classical Yule model (Yule, 1924) of pure birth process when µ = 0.
Summary of main results
In our setting both the variance of the sample mean Var X n = σ 2 n −1 (1 + (n − 1)ρ n ) E [T ] (1) and the mean of the sample variance
are compactly expressed (see Appendix A) in terms of the correlation coefficient
and the mean time to the origin E [T ] . Sections 3, 4, 5 present analytical formulae for ρ n and E [T ] in the Yule, supercritical and critical cases. These formulae are summarized in Tab. 1 in terms of three principal cases for the species tree model. Observe that we incur no loss of generality by specifying one of the two parameters (µ, λ). For example, in a seemingly more general case with 0 < µ < λ the same formula, Eq. (12) holds with λ replaced by the ratio λ/µ.
What we call the interspecies correlation coefficient ρ n is the correlation between two trait values randomly chosen among n observed. Next, to clarify the exact meaning of ρ n we describe an algorithm producing a pair of random variables having ρ n as the correlation coefficient for a given set of parameters (n, λ).
Species tree Extinc-

Speciation
Exact Approxi-E [T ] model tion rate rate ρ n mate ρ n Yule µ = 0 λ = 1 (10) (11) (6) supercritical µ = 1 λ > 1 (12) (13) (16) near-critical µ = 1 λ > 1, λ ≈ 1 (12) (14), (15) (16) PP-critical µ = 1 λ = 1 (18) (19), (20) (17) Algorithm 1 Generate two random variables with a correlation of ρ n 1: generate a species tree with n tips using TreeSim (Stadler, 2009 (Stadler, , 2011 , 2: generate n trait values by running a branching Brownian motion over the species tree simulated in step 1 using mvSLOUCH (Bartoszek et al., in review) , 3: choose at random two out of n trait values generated in step 2.
The steps 1-3 of Algorithm 1 (implemented by us in R) were repeated many times to collect enough data for estimating the correlation coefficient between the underlying pair of random variables, see Fig. 2 . The simulation results presented in Tab. 2 compare the correlation coefficient estimated from the simulated treesρ n to the true value of ρ n and the value given by an appropriate approximate formula. Notice that we did not simulate the critical case with a proper prior as suitable software is currently lacking. Simulations of the critical case with improper prior are time consuming. Therefore the critical case is represented with a smaller number of dots on the graph.
In the critical case the correlation coefficient ρ n is undefined as both the covariance between two sampled species and the species' variances take infinite values. We overcome this difficulty by modifying the Aldous-Popovic approach, we replace the improper prior distribution for T by the uniform prior on a finite interval (0, N ). We believe that considering a proper prior in the critical case makes the model biologically more relevant. A realistic value of N gives an upper bound on the number of speciation events for a group of related species as traced back to their common ancestor. This number depends on the particular kind of organisms in consideration and in many cases cannot be larger than several thousands.
Model
n Treesρ n ρ n Approximation µ = 0, λ = 1 30 1000 0.430 0.449 0.503 using (11) µ = 1, λ = 2 30 1000 0.506 0.502 0.609 using (13) µ = 1, λ = 1.01 30 1000 0.784 0.794 0.689 using (14) µ = 1, λ = 1 10 100 0.870 NA NA In Section 6 the obtained formulae for ρ n and E [T ] are combined with Eqs.
(1) and (2) to produce compact expressions for Var X n and E S 2 n in the three main cases. These analytic expressions can be used, for example, to construct phylogenetic confidence intervals for the ancestral trait value X 0 , which would take into account tree uncertainty. This issue is one of the subjects of our forthcoming paper where among other things some of the results of this paper for the Brownian motion model are extended to the Ornstein-Uhlenbeck model. Section 7 presents a connection to a new measure of how balanced are phylogenetic trees recently introduced by Mir et al. (2012) . Appendix A and Appendix B contain intermediate results. Appendix B is mainly dealing with the properties of an important for this paper expression, Indeed, using the formula (see Gernhard, 2008) 
and applying a change of variables
we conclude
In the framework of the conditioned reconstructed process model (see Gernhard, 2008 ) the random species tree (extinct species removed) is conveniently described in terms of speciation times s 1 , . . . , s n−1 , see panel C in Fig. 1 . Conditioned on the time of origin T = t the random variables s 1 , . . . , s n−1 are independent and identically distributed according to a cumulative distribution function to be denoted by F t (s). Due to this observation the numerator Eq. (5) can be found from the formula
derived in Appendix A.
In the Yule case we have
which together with Eq. (8) after applying a change of variables u = 1−e −s , v = 1 − e −t gives
Switching the integration order we find,
Combining this with Eqs. (5) and (6) we arrive at
where a n = n i=1 1 i is the n-th harmonic number. Notice that Eq. (10) implies,
where γ = 0.577 . . . is the Euler constant, in other words, 2 ρn − ln n − γ → 0 as n → ∞. The exact formula Eq. (10) and the approximate formula Eq. (11), with the term o(1) being disregarded, are illustrated in Fig. 3 , left panel.
Supercritical case
In the supercritical case the correlation coefficient has a more complicated but still surprisingly compact form in terms of the function from Eq. (4),
Observe that Eq. (10) can be recovered from Eq. (12) by letting λ → ∞. Furthermore, Eq. (12) implies a close counterpart of Eq. (11),
uniformly in λ ≥ λ 0 for any λ 0 > 1. Specializing on the nearly critical case, when λ = 1 + 1/N for some large N , we derive the following asymptotic result,
The fact that ρ n → 1 as N → ∞ is a consequence of the improper prior distribution assumption for the time of origin T . Besides this approximation, it can be shown that for any fixed positive α,We derive Eq. (12) using, q n (t) = nλ n (λ − 1) 
Critical case with a proper prior
Under the improper uniform prior on (0, ∞) for T one has (see Aldous and Popovic, 2005) , q n (t) = nt n−1
(1 + t) n+1 , t ∈ (0, ∞) = ne n,m .
For the critical case with a proper prior we establish ρ n = 2 − 2N n − 1 1 + 1 e n,m + 2N (N + 1) n(n − 1) 1 + a n − ln(N + 1) e n,m ,
where m = 1 + 1/N . Interestingly, the following approximate version of Eq.
, ρ n = 1 − 1 2(ln N − a n ) + o (1) , N → ∞.
is almost the same as Eq. (14). The counterpart of Eq. (15) is given by,
Eq. (18) is illustrated on the right panel of Fig. 3 , while Eqs. (19) and (20) are illustrated on the central and right panels of Fig. 4 . Next we derive Eq. (18) using the formula F t (s) = s(1+t) (1+s)t obtained by Aldous and Popovic (2005) . Entering this into Eq. (8) 
Variance of sample mean and expectation of sample variance
Our formulae for ρ n and E [T ] obtained in the previous sections imply the following compact expressions for Var X n and E S 2 n thanks to Eqs. (1) and (2).
In the Yule case (µ = 0 and λ = 1) Eqs. (6) and (10) give Var X n = σ 2 (2 − a n n ). In Fig. 5 we can see that the above formula and its consequence Var X n → 2σ 2 as n → ∞ agree well with simulations. Notice that this immediately implies that the unbiased point estimateX of the ancestral state X 0 is not consistent as the variance of the estimator tends to a constant 2σ 2 . We can compare this with the result of Ané (2008) who deals with another estimator of the ancestral state. The estimator of Ané (2008) is unbiased and converges (in L 2 and almost surely) to a random variable with a non-zero variance, bounded from below by σ 2 t/k, where t is the maximum length of a branch stemming from the root and k is the number of branches stemming from the root (k = 2 in our model). However, Ané (2008) considers a different model of tree growth as n → ∞ and the tree is assumed to start at the root.
Using Eqs. (2) and (21) we obtain for the Yule case E S 2 n = σ 2 n + 1 n − 1 a n − n n − 1 2 ,
so that E S 2 n ∼ σ 2 ln n as n → ∞. This suggest an unbiased estimate for the variance σ 2 . In the supercritical case (µ = 1 and λ > 1) Eqs. (16) and (12) (1 − v) n−1 dv = 1.
Appendix B.
In the main text we use the following relations for the function in Eq. Equation (14) is derived from Eq. (12) in a similar way. (15) and (20) α + x .
Proof of Eqs. (15) and (20). Equations
We can recognize that e n,m converges to a transformation of the exponential integral namely, e n,m → e (m − e x )dx (B.6) which is well suited for computation. Alternatively, as again pointed out by Graham Jones, in Eq. (4) one can directly bound the tail (sum of terms from some K 0 ) of the infinite series by m 1−K0 /((K 0 + n)(m − 1)).
