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Abstract 
Geschäftsprozessmodelle haben einen bedeutenden Stellenwert für die Modellierung betrieb-
licher Informationssysteme. Mit der immer größer werdenden Verbreitung nimmt auch die Kom-
plexität solcher Modelle zu. Oft umfassen sie mehrere hunderte oder tausende Elemente, nicht 
selten mit erheblichen Redundanzen. Um eine Senkung dieses Umfangs zu erreichen, wurde in 
der Literatur auf die Verwendung von Analogien verwiesen. Da diese jedoch bisher nur für  
Datenmodelle definiert wurden, werden in diesem Beitrag einige Definitionen im Kontext von 
Prozessmodellen gegeben und entsprechende Maße zur Analogieberechnung vorgestellt sowie 
deren Anwendungspotentiale aufgezeigt. 
1 Motivation 
Im letzten Jahrzehnt hat das Geschäftsprozessmanagement (GPM) durch die Nutzung moder-
ner Informations- und Kommunikationstechnik enorm an Bedeutung für Unternehmen gewonnen 
[12]. Ein wesentlicher Bestandteil von GPM sind Geschäftsprozessmodelle, die die notwendigen 
Prozessschritte umfassen, die für die Erstellung von Produkten oder Dienstleistungen notwendig 
sind [18]. Erfahrungsgemäß weisen diese im Allgemeinen eine sehr hohe Komplexität auf. Dies 
beruht im Wesentlichen auf folgenden drei Faktoren. Erstens umfassen Modelle mit praktischer 
Relevanz mehrere hundert Elemente, des Öfteren auch weitaus mehr, wie zum Beispiel das 
Handels-H-Modell von Becker und Schütte [2] mit mehr als 2000 Elementen. Zweitens wird die 
Modellkomplexität durch deren Anwendung in verschiedenen Wirtschaftsbereichen sowie durch 
verschiedene Akteure erhöht. Ebenso beeinflussen neue Technologien die Komplexität immens, 
wie z. B. die Möglichkeit der gemeinschaftlichen Entwicklung durch verschiedene Modellierer 
[11]. Weiterhin treten vielfältigste Änderungen während der langen Lebenszyklen der Prozess-
modell auf [11]. 
Eine bekannte Methode zur Senkung der Komplexität basiert auf der Identifikation und Nutzung 
von Strukturanalogien [2;7;11]. Darunter können Ähnlichkeiten von Modellkonstrukten inner- 
halb eines oder mehrerer verschiedener Modelle verstanden werden. In der Literatur werden 
Strukturanalogien als relevant für die Geschäftsprozessmodellierung erachtet und meist intuitiv 
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anhand von leicht verständlichen Beispielen eingeführt. Sie sind vergleichbar mit industriellen 
Gleichteilen anderer Ingenieursdisziplinen [19]. Die Nutzung von Strukturanalogien weist ein 
hohes Potential für die Komplexitätssenkung von Prozessmodellen auf, wodurch letztendlich 
auch Entwicklungskosten reduziert werden können. 
Strukturanalogien weisen neben dem praktischen Nutzen auch eine hohe theoretische Relevanz 
auf:  Identifizierte Strukturanalogien können Hinweise auf bisher unbekannte Zusammen-
hänge innerhalb des Gegenstandsbereichs der Wissenschaft Wirtschaftsinformatik geben. 
Dadurch wird eine Beschreibung ähnlicher Sachverhalte auf einer höheren Abstraktionsstufe 
(„Generalisierung“) ermöglicht [7]. Solch eine Abstraktion wird beispielsweise bei der Erstellung 
von Referenzmodellen genutzt [8], welche mittlerweile für nahezu jeden Bereich in der Wirtschaft 
aufgestellt wurden. Dies impliziert einige wichtige Fragen: Existieren Konstrukte, die in einem 
Modell immer wieder oder gar gleichzeitig mit anderen auftreten? Wie häufig treten diese auf? 
Welche Gemeinsamkeiten weisen die verschiedene Modelle auf? Worin liegen die Unterschiede? 
Zur Beantwortung der genannten Fragenstellungen, wird folgender systematischer Vorgehens-
weise gefolgt (Bild 1): 
 
Bild 1: Vorgehensweise zur Identifikation von Strukturanalogien 
Im zweiten Kapitel wird ein Literaturüberblick gegeben, welche Ansätze zur Ähnlich-
keitsberechnung von Prozessmodellen im Allgemeinen bisher existieren. Kapitel drei führt neue 
Ansätze zur Berechnung der Strukturanalogie ein. Im Anschluss daran werden diese in Kapitel 
vier auf das Y-CIM-Referenzmodell von Scheer [18] sowie das Handels-H-Referenzmodell von 
Becker und Schütte [2] angewendet, von denen angenommen wird, dass diese Gemeinsam-
keiten bzw. Analogien aufweisen. Kapitel fünf gibt abschließend eine Zusammenfassung des 
Beitrags sowie einen Ausblick auf zukünftige Arbeiten. 
2 Literaturüberblick 
Das Verständnis über den Begriff der Ähnlichkeit im Bereich der Prozessmodellierung geht weit 
auseinander. Es werden im Wesentlichen drei Sichtweisen unterschieden. 
Zum ersten kann die Ähnlichkeit über die in einem Modell vorhandenen Prozesselemente, wie 
z. B. Ereignisse, Funktionen und Konnektoren etc., berechnet werden [4;6;13]. Hierfür werden 
Attribute der Elemente herangezogen - typischerweise die Bezeichner. Diese können hinsichtlich 
der Syntax und Semantik sowie ihrem Bezug auf ihre umgebenden Elemente untersucht  
werden [5]. Zur syntaktischen Analyse werden z. B. String-Edit-Distanzen berechnet, die an-
geben, in wie vielen Zeichen sich zwei Bezeichner (Wörter bzw. Wortgruppen) unterscheiden. 
Ein anderes Verfahren, das Word-Stemming, bezeichnet die Rückführung eines Wortes auf  
dessen Wortstamm, welcher für den Elementvergleich herangezogen wird. Ebenso wird das 
Stopp-Wort-Eliminations-Verfahren genutzt, bei dem sehr häufig auftretende Wörter ignoriert 
werden, da diese nur geringfügig zur Elementunterscheidung beitragen. Diese und weitere  
Verfahren werden meist in Kombination eingesetzt. Die semantische Analyse von Bezeichnen 
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Hyponyme und Hyperonyme sowie Antonyme mit Hilfe von Thesauri [9] oder Unternehmens-
ontologien [20] identifiziert werden. Bei kontextbezogenen Analysen werden auch die umgeben-
den Elemente mitberücksichtigt, wodurch zusätzliche Informationen für eine präzisere Analyse 
verfügbar sind [4]. 
Die strukturelle Analyse von Prozessmodellen bildet den zweiten Ansatzpunkt zur Identifikation 
von Ähnlichkeiten. Die meisten dieser Verfahren beruhen auf der Analyse der einem Prozess-
modell zu Grunde liegenden Graphstruktur [3;21]. Die einzelnen Prozesselemente bilden die 
Knoten des Graphen und der Kontrollfluss wird über die Kanten repräsentiert. Teilweise wird von 
der konkret eingesetzten Modellierungssprache wie EPK, BPMN oder Petrinetzen abstrahiert 
und ein allgemeineres graphbasiertes Modell eingeführt, auf dem die Analysen stattfinden. Vor-
nehmlich wird die Ähnlichkeit zweier Modelle über die Berechnung von Graph-Edit-Distanzen 
vorgenommen [4;14]. Hier werden solange Knoten in einem Modell eingefügt, gelöscht oder 
substituiert, bis es dem anderen entspricht. Jeder Änderungsoperation werden Kosten zu  
Grunde gelegt, anhand derer der Ähnlichkeitsgrad bestimmt wird. Zwei Modelle gelten als ähn-
licher, desto geringer die Gesamttransformationskosten sind. 
Die dritte Sichtweise der Ähnlichkeitsanalyse basiert auf einer Verhaltensanalyse [4;24;1]. Bei 
vielen Ansätzen werden die verschiedenen „Ausführungssequenzen“, sogenannte Process-
Traces [24], eines Modells mit denen eines anderen verglichen. Die notwendigen Daten werden 
während der Prozessausführung oder durch Simulation in sogenannten Log-Dateien erfasst. Die 
Analysemethode eignet sich hervorragend in Situationen, in denen keine Prozessmodelle vor-
handen sind. Da bei diesem Verfahren jedoch die Äquivalenz von Elementen teilweise voraus-
gesetzt wird, welche entweder durch den Modellierer oder ein anderes Verfahren bestimmt  
werden muss, wie z. B. einem element-basierten Vergleich, ist der Anwendungshorizont etwas 
eingeschränkt. Dies bedeutet für die Analyse, dass sie sich vornehmlich auf Log-Dateien  
bezieht, die zum gleichen Prozess gehören, welche z. B. zu verschiedenen Ausführungen  
von Prozessinstanzen dieses Prozesses gehören. Dies wird z. B. zur Konformitätsprüfung  
(conformance checking etc.) genutzt [15]. Die Methode bietet zudem auch die Vergleichsmög-
lichkeit von Prozessmodellen an, denen unterschiedliche Modellierungssprachen zu Grunde 
liegen. Auch die Analyse der Häufigkeiten von Ausführungssequenzen ist möglich, wodurch  
relevante von irrelevanten Teilen eines Prozesses identifiziert werden können, was bei anderen 
Methoden nicht unmittelbar möglich ist, da alle Elemente als gleich wichtig angesehen werden. 
Die in der Literatur vorgestellten Methoden beziehen sich weitestgehend auf den direkten Ver-
gleich zweier vollständiger Prozesse und somit auf deren Ähnlichkeit. Der Unterschied zwischen 
Ähnlichkeit und Analogie besteht darin, dass sich ein Vergleich bei der Ähnlichkeitsanalyse min-
destens auf zwei komplette Prozesse bezieht und nicht auf die Analyse eines einzelnen oder 
Teilen eines Prozesses ausgerichtet ist. Die Möglichkeit einer Einzel- bzw. Teilanalyse ist ein 
Ziel dieses Beitrags. Zwei Prozesse können analog zueinander sein, sie sind sich jedoch nicht 
ähnlich, weil sie z. B. für völlig unterschiedliche Aufgaben aus unterschiedlichen Anwen-
dungsdomänen konzipiert wurden. Dennoch können sie eine identische Vorgehensweise bei der 
Bearbeitung der Aufgaben haben, was sich beispielsweise in den zu Grunde liegen Strukturen 
widerspiegelt. 
Die folgenden Abschnitte befassen sich mit der strukturellen Analogie von Prozessmodellen. 
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3 Strukturelle Analogie von Prozessmodellen 
Im vorangegangenen Abschnitt wurden einige verschiedene Ansätze zur Berechnung der  
Ähnlichkeit von Prozessmodellen angesprochen. Wie erwähnt, benötigt die Analyse von Aus-
führungssequenzen eine Implementierung und Ausführung der Prozessmodelle oder zumindest 
eine Simulation. Bei einer strukturellen Analyse ist dies nicht unbedingt notwendig. Im Folgen-
den werden zwei Verfahren zur strukturellen Analyse vorgestellt. 
Der strukturelle Vergleich von Prozessmodellen erfordert die einheitliche Verwendung einer  
Modellierungssprache. Für den hier gewählten Ansatz sei dies die weit verbreitete Modellie-
rungssprache EPK [23], in der auch die untersuchten Modelle vorliegen. Da nahezu allen Pro-
zessmodellen eine Graphstruktur zu Grunde liegt, sind die vorgestellten Ansätze auch auf  
andere Sprachen übertragbar, weshalb die EPK für die vorliegende Arbeit einen geeigneten  
Ansatz darstellt. Eine EPK sei in Anlehnung an [23] folgendermaßen definiert: 
Definition 1: Eine EPK ist ein gerichteter zusammenhängender Graph G = (VG, EG) mit einer 
Knotenmenge VG, bestehend aus den disjunkten Mengen von Ereignissen E, Funktionen F und 
Konnektoren C, sowie einer Kantenmenge EG, wobei folgende Eigenschaften gelten: 
• VG = E ∪ F ∪ C, mit E ∩ F = E ∩ C = F ∩ C = ∅ 
• EG ⊆ (VG × VG) / ((E × E) ∪ (F × F)) ist eine nichtleere Menge von Kanten mit ∀(v1, v2) ∈ EG: 
v1≠v2 und ∀(v1, v2) ∈ EG ⇒ (v2, v1) ∉ EG 
• t: C → {∧, ∨, ×} ist eine Funktion, die Konnektoren auf Konnektortypen abbildet 
• ●v = {u | (u, v) ∈ EG}; v● = {u | (v, u) ∈ EG} 
• C∧S = {c ∈ C | t(C) = ’∧’ ∧ | ●v | = 1 ∧ | v● | > 1} 
• C∧J = {c ∈ C | t(C) = ’∧’ ∧ | ●v | > 1 ∧ | v● | = 1} 
• Für ∨ und × seien C∨S und C∨J sowie C×S und C×J äquivalent definiert 
Der nachfolgende Ansatz bietet die Möglichkeit strukturelle Analogien zu identifizieren, die  
innerhalb eines oder mehrerer Modelle wiederholt auftreten. Die Berechnung bezieht die  
Elemente ein, jedoch nicht deren Beziehungen zu anderen.  
In Moog [16] wird eine formale Definition für den Grad der strukturellen Analogie gegeben,  
welche sich jedoch auf Systeme im generellen bezieht. Das Maß, bezeichnet mit d, ist über zwei 
Mengen A und B definiert: d = | A ∩ B | / | A ∪ B |, wobei der Schnitt und die Vereinigung mit 
Hilfe eines element-spezifischen Vergleichsoperators berechnet werden. Das Ergebnis liegt im 
Intervall [0,1], wobei 0 besagt, dass keine Analogie vorliegt und je größer der Wert ist, desto 
größer auch die Analogie. Ist der d gleich 1, so sind die Mengen identisch. 
Dieses Konzept wird nun auf Prozessmodelle übertragen, wobei verschiedene Maße für jeden 
Knotentyp (Ereignisse, Funktionen, Konnektoren und Kanten) definiert werden: 
Definition 2: Der Grad der Ereignisanalogie zwischen einer EPK A und einer EPK B wird  
definiert als dE(A, B) = | E(A) ∩ E(B) | / | E(A) ∪ E(B) |, wobei E(A) and E(B) die Mengen der  
Ereignisse der jeweiligen EPK sind. 
Analog zu Definition 2 können Maße für die Funktionsanalogie (dF), die Konnektoranalogie (dC) 
sowie die Kantenanalogie (dA) definiert werden, indem die entsprechenden Mengen herange-
zogen werden. Zwei Kanten werden als identisch angesehen, wenn ihre Start- und End-Knoten 
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gleich sind. Der für den Schnitt- und Vereinigungsoperator notwendige element-spezifische  
Vergleichsoperator kann beispielsweise auf einem string-basierten Vergleich der Bezeichner 
beruhen. Alternativ können auch Informationen genutzt werden, wie sie zum Beispiel das ARIS-
Toolset der Software AG bietet. Hier können bestehende Elemente wiederverwendet werden, 
sogenannte „Ausprägungskopien“. Andere Modellierungswerkzeuge, die eine solche Unter-
stützung bieten, sind den Autoren nicht bekannt. 
Um ein Gesamtmaß für die Analogie zweier Prozessmodelle zu bestimmen, kann z. B. der  
Mittelwert aus den oben definierten Maßen gebildet. 
Definition 3: Der Grad der Elementanalogie zwischen einer EPK A und einer EPK B wird  
definiert als d(A, B) = (dE(A, B) + dF(A, B) + dC(A, B) + dA(A, B)) / k mit k = 4 ⇔ |C(A) ∪ C(B)| > 0 
und k = 3 sonst. 
Um genauere Werte für d zu erhalten, kann beispielsweise das Maße dC weiter verfeinert  
werden, in dem beispielsweise nach den Konnektortypen ∧, ∨, × bzw. Split und Join differenziert 
wird. 
Wird Definition 2 auf die beiden EPK A und B aus Bild 2 angewendet, ist die Ereignisanalogie 
dE(A, B) = |E(A) ∩ E(B)| / |E(A) ∪ E(B)| = |{e1, e2} ∩ {e1, e2, e3}| / |{e1, e2} ∪ {e1, e2, e3}| = |{e1, e2}| 
/ |{e1, e2, e3}| = 2/3 ≈ 0,67. Die Funktionsanalogie dF(A, B) = |F(A) ∩ F(B)| / |F(A) ∪ F(B)| = 1, weil 
die einzige Funktion in beiden EPK vorkommt. dC ist 0, da der nur in einer der beiden EPK ein 
Konnektor vorkommt. Die Kantenanalogie dA(A, B) liegt bei 0.2. Die Elementanalogie nach  
Definition 3 liegt bei d(A, B) = (dE + dF + dC + dA) / 4 = 28 / 60 ≈ 0,47. 
 
Bild 2: Ähnlichkeitsberechnung für teilweise strukturanaloge EPK 
Dieses Beispiel zeigt, dass die Analogie-Maße nach Definition 2 und 3 sich sehr einfach berech-
nen lassen und entsprechende Resultate liefern können. Voraussetzung ist allerdings, dass 
Elemente als analog identifiziert werden müssen, was zwar bei der Nutzung von Ausprägungs-
kopien trivial ist, ansonsten aber entsprechende Vergleichsverfahren erfordert. Liegt kein  
solches Verfahren vor und wird angenommen, dass alle Elemente verschieden sind, so sind 
diese Maße wenig hilfreich, da sie immer 0 liefern. Aus diesem Grund wird ein weiteres Ver-
fahren zur Bestimmung der strukturellen Analogie eingeführt, welches auf der Analyse der zu 
Grunde liegenden Graphstruktur basiert. 
Im Gegensatz zu anderen strukturellen Verfahren, werden hier nicht Graph-Edit-Distanzen be-
rechnet, sondern (Sub-) Graphisomorphismen. Dies hat den Vorteil, dass bei diesem Verfahren 
auch alle Teilstrukturen identifiziert werden, und nicht nur eine einzige Abbildung. 
Um die strukturelle Analogie zwischen zwei Prozessen mit Hilfe der Graphentheorie zu berech-
nen, ist für zwei gegebene Graphen G und H zu prüfen, ob ein Subgraph von H isomorph zu 
einem Subgraphen von G ist. Diese Problemstellung ist allgemein unter dem Namen Subgraph 
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Definition 4: Ein Subgraph H = (VH, EH) eines Graphen G = (VG, EG) ist ein Graph dessen  
Knotenmenge VH eine Teilmenge der Knotenmenge VG von G ist, wobei alle Kanten von H auch 
in G vorhanden sind: H ⊑ G ⇔ VH ⊆ VG: EH ⊆ EG. Die Menge S
k(G) = {H | H ⊑ G ∧ |VH| = k} sei 
die Menge aller zusammenhängenden Subgraphen von G mit k Knoten. 
Definition 5: Zwei EPK A = (VA, EA) und B = (VB, EB) sind isomorph (A ≅ B) genau dann, wenn 
eine bijektive Funktion f existiert, die alle adjazenten Knoten in A auf Knoten in B genau dann 
abbildet, wenn die Knoten in B adjazent sind: A ≅ B ⇔ ∃f: (E(A), F(A), C∧S(A), C∨S(A), C×S(A), 
C∧J(A), C∨J(A), C×J(A)) → (E(B), F(B), C∧S(B), C∨S(B), C×S(B), C∧J(B), C∨J(B), C×J(B)): ∀u, v ∈ VA: 
(u, v) ∈ EA ⇔ (f(u), f(v)) ∈ EB 
Definition 6: Zwei EPK A und B sind strukturanalog genau dann, wenn sie isomorph sind. 
Definition 7: Eine EPK A ist strukturell enthalten in einer EPK B (A ≃ B) genau dann, wenn es 
einen Subgraphen in B gibt, der isomorph zu A ist: A ≃ B ⇔ ∃B’ ⊑ B: B’ ≅ A. 
Definition 8: Eine EPK A ist teilweise strukturanalog zu einer EPK B (A ∼ B) genau dann, wenn 
ein zusammenhängender Subgraphen in A’ existiert, der isomorph zu einem zusammenhängen-
den Subgraphen in B’ ist: A ∼ B ⇔ ∃A’ ⊑ A: ∃B’ ⊑ B: A’≅B’. 
 
 
Bild 3: Zwei strukturanaloge EPK: Käufer - Verkäufer 
Die in Bild 3 dargestellten EPK weisen unterschiedliche Bezeichner in den einzelnen Elementen 
auf. Da diese jedoch bei der Analogieberechnung nicht berücksichtigt werden, sind nach Defi-
nition 6 die beiden EPK strukturanalog. 
Die Definitionen 6-8 determinieren zwar die Existenz einer Strukturanalogie, jedoch geben sie 
kein Aufschluss über den Grad der Analogie, weshalb in Definition 9 dieser bestimmt wird. Die 
Werte liegen zwischen 0 (keine Ähnlichkeit) und 1 (strukturanalog). 









= , mit X ⊗ Y = { x | x ∈ X, y ∈ Y: x ≅ y}, wobei S(X) die 
Menge aller in X vorhandenen Subgraphen sei: S(X) = { Sk(X) | k = 1..|VX| }. 
Nachfolgend wird Definition 9 auf das Beispiel in Bild 2 angewendet, wobei die Element-
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|S(A)|  = |{({e}, ∅), ({f}, ∅), ({e, f}, {(e, f)}), ({e, f}, {(f, e}), ({e1, e2, f}, {(e1, f), (f, e2)})}| = 5 
|S(B)|  = |{({e}, ∅ ), ({f}, ∅), ({c}, ∅),  ({e, c}, {(e, c)}), ({c, f}, {(c, f)}), ({f, e}, {(f, e)}), 
  ({e1, e2, c}, {(e1, c), (e2, c)}), ({e, f, c}, {(e, c), (c, f)}), 
  ({e, f, c}, {(c, f), (f, e)}), ({e1, e2, f, c}, {(e1, c), (e2, c), (c, f)}), 
  ({e1, e2, f, c}, {(e1, c), (c, f), (f, e2)}), 
  ({e1, e2, e3, f, c}, {(e1, c), (e2, c), (c, f), (f, e2)})}| = 12 
|S(A) ⊗ S(B)|  = |{({e}, ∅), ({f}, ∅), ({e, f}, {(f, e})}| = 3 
dS(A, B)  = |S(A) ⊗ S(B)| / ( |S(A)| + |S(B)| - |S(A) ⊗ S(B)| ) = 3 / 14 ≈ 0,21 
Eine Analogie (hier dS ≈ 0,21) kann identifiziert werden, selbst wenn keine Informationen der 
Elemente genutzt werden, sondern nur deren Zusammenhang. Bei Anwendung von Definition 9 
auf die EPK in Bild 3 ergibt sich für den Grad der Strukturanalogie ein Wert dS = 1, wohingegen 
die Elementanalogie d = ( 2/10 + 1/9 + 2/2 + 2/24) / 4 ≈ 0,35 ist. 
4 Ähnlichkeit von Y-CIM und Handels-H 
In diesem Abschnitt wird die Definition 9 „Grad der Strukturanalogie“ auf zwei Referenzmodelle 
angewendet, das Y-CIM-Modell von Scheer [18] und das Handels-H Modell von Becker und 
Schütte [2]. Die Elementanalogie nach Definition 2 wird nicht berücksichtigt, da davon aus-
gegangen wird, dass alle Elemente verschieden sind und somit dE = 0 wäre. 
Zur Analyse wurde ein Werkzeug entwickelt, welches alle vorhandenen Subgraphen zweier  
gegebener Modelle, deren Häufigkeiten sowie die Strukturanalogien zwischen den Modellen 
berechnet. Tabelle 1 enthält eine einfache Statistik der ausgewählten Referenzmodelle. Aus 
dem Verhältnis von Knoten (Summe der Ereignissen, Funktionen und Konnektoren) und Kanten 
geht hervor, dass die betrachteten Graphen dünn besetzt sind. Die EPK des Y-CIM-Modells  
umfassen durchschnittlich 17 Knoten und 17 Kanten, wohingegen die des Handels-H-Modells i 
m Durchschnitt 40 Knoten respektive 43 Kanten enthält. Die kleinsten EPK umfassen gerade 
einmal 3 Knoten und 2 Kanten; die größte 111 Knoten und 128 Kanten. 
Bei der Analyse wurde auf die Unterscheidung der Konnektortypen (∧, ∨, ×, Split und Join) zu 
Gunsten der Übersichtlichkeit verzichtet und ebenso auf die Berechnung von Subgraphen mit 
mehr als acht Knoten. Tabelle 2 zeigt die Strukturanalogien der beiden Referenzmodelle. Es 
existieren drei Strukturen bestehend aus einem Knoten, welche den drei Knotentypen ent-
sprechen. Gleiches gilt für die sieben Strukturen der Größe 2, welche gerade den Kantentypen 
entsprechen, die durch die Typen der Start- und Endknoten determiniert werden. Beide  
Male resultiert dies in einem Grad der Strukturanalogie von 1. In beiden Modellen treten auch 
die gleichen Strukturen mit drei Knoten auf. Überraschenderweise sind mehr als die Hälfte  
der Strukturen mit fünf Knoten in beiden Modellen vorhanden und immerhin noch 23% der  
Strukturen mit sieben und 14% bei acht Knoten. Insgesamt stimmt das Y-CIM- mit dem  
Handels-H-Modell in 20% der Strukturen mit bis zu acht Knoten überein. Nicht überraschend, 
sinkt der Grad der Strukturanalogie mit steigender Knotenanzahl. 
Eines der in der Einführung genannten Ziele dieses Beitrags ist die Identifikation analoger Struk-
turen. In Tabellen 3 sind die Strukturen der Größe 2 und Tabelle 4 ausgewählte Strukturen der 
Größe 3 und deren relativen Häufigkeiten aufgeführt, wobei jeweils das Minimum bzw. Maximum 
der aufgetretenen Werte einer Spalte hervorgehoben wurde. 
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Die auftretenden Kantentypen, ersichtlich aus Tabelle 3, unterscheiden sich hinsichtlich ihrer 
relativen Häufigkeitsverteilung kaum. Die häufigsten Kanten gehen in beiden Modellen von  
einem Ereignis zu einem Konnektor. Der geringste Unterschied zwischen beiden Modellen tritt 
bei Kanten auf, die mit einer Funktion starten und einem Konnektor enden. Weiterhin geht  
hervor, dass im Handels-H-Modell wesentlich öfter Ereignisse auf Konnektoren folgen. Die  
häufigste Struktur der Größe 3 (siehe Tabelle 4) ist im Y-CIM-Modell mit rund 14% die Sequenz 
FCE. Im Handels-H-Modell ist dies mit 14% die Sequenz in umgekehrter Reihenfolge, 
ECF. Die Sequenz von FEC tritt in beiden Modellen mit ungefähr der gleichen relativen 
Häufigkeit auf. 
Ein ermittelter Strukturanalogie-Messwert besagt, zu welchem Prozentsatz die verglichenen  
Modelle in ihren Strukturen übereinstimmen. Gleichzeitig gibt dies auch Aufschluss darüber, 
welche Strukturen im jeweils anderen Modell nicht auftreten. Je größer dieser Wert ist, desto 
höher ist der Grad der möglichen Wiederverwendung, z. B. in Form von „Referenz-Bausteinen“. 
Somit kann das Maß als mögliches Maß gesehen werden, was das Optimierungspotential  
widerspiegelt. Für eine konkrete Konstruktion solcher Bausteine sollten die Auftretenshäufig-
keiten berücksichtigt werden, da sich nicht jede identifizierte Analogie hierfür eignet. Eine sehr 
markante Struktur der Größe acht, die in beiden Modellen sehr häufig auftritt, besteht aus zwei 
Ereignissen, gefolgt von einem Join-Konnektor und einer Funktion, auf die wiederum ein Split-
Konnektor mit zwei Ereignissen folgt. An einem dieser Ereignisse ist eine Funktion angeknüpft. 
Model EPK-Anzahl Ereignisse Funktionen Konnektoren Knoten Kanten Graphdichte 
Y-CIM 44 343 / 47% 240 / 33% 145 / 20% 728 752 0,001421 
Handels-H 58 1031 / 45% 705 / 30% 573 / 25% 2309 2501 0,000469 
Tabelle 1: Allgemeine Statistik Y-CIM und Handels-H 
Subgraphengröße Y-CIM Handels-H Vereinigung Schnitt Grad der Strukturanalogie 
1 3 3 3 3 1,000 
2 7 7 7 7 1,000 
3 25 25 25 25 1,000 
4 83 100 105 78 0,743 
5 273 347 402 218 0,542 
6 787 1018 1323 482 0,364 
7 2077 2700 3876 901 0,232 
8 5108 6491 10163 1436 0,141 
Summe 8363 10691 15904 3150 0,198 
Tabelle 2: Strukturähnlichkeit zwischen Y-CIM und Handels-H 
Subgraph Y-CIM Handels-H | ∆ | 
F  E 18,75 15,35 3,40 
F  C 11,84 11,16 0,68 
E  F 15,29 16,55 1,26 
E  C 22,87 19,71 3,16 
C  F 12,77 10,08 2,69 
C  E 14,89 21,03 6,14 
C  C 3,59 6,12 2,53 
Tabelle 3: Identifizierte Subgraphen - Größe 2 
Subgraph Y-CIM Handels-H | ∆ | 
E  C  F 10,50 13,75 3.25 
F  C  E 13,95 9,31 4.64 
F  E  C 4,96 5,03 0.07 
( E, E )  C 12.94 8.56 4.38 
( F, F )  C 6.97 1.16 5.81 
C  ( F, C ) 0,92 0,08 0,84 
( F, C )  C 0,08 0,77 0,69 
Tabelle 4: Ausgewählte Subgraphen - Größe 3 
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5 Diskussion 
In der Literatur wurde angemerkt, dass eine Analyse von Analogien im Kontext des Geschäfts-
prozessmanagement für verschiedene Zwecke genutzt werden kann, zum Beispiel zur Konstruk-
tion von Referenzmodellen. Allerdings wurde dieser Term nur intuitiv anhand von Beispielen 
eingeführt. In Anlehnung an die Methode der Analyse von Strukturanalogien in Datenmodellen 
[7], wurde im vorliegenden Beitrag eine formale Definition sowie eine Methode zur Berechnung 
von Strukturanalogien für EPK gegeben. Im nun nachfolgenden Abschnitt sollen deren Vor- und 
Nachteile diskutiert werden, auch in Bezug auf verschiedene Anwendungsszenarien. 
Die Definitionen aus Kapitel 3 sind in Tabelle 5 noch einmal zusammengefasst. Sie beziehen 
sich auf die Analyse zweier Modelle, um daraus den Grad der Analogie abzuleiten. Die ange-
gebenen Maße erlauben einen direkten Vergleich zweier EPK. Ebenso ermöglicht die gewählte 
Vorgehensweise die Analyse eines einzigen Modells, indem alle Subgraphen und deren Häufig-
keiten identifiziert werden, was Auskunft über die dem Modelle inhärenten Strukturen gibt. 
Tabelle 5: Typen von Analogien von EPK 
Berechnungskomplexität. Die Berechnungskomplexität der vorgestellten Maße in Abschnitt 3 
differiert stark. Die Berechnung der Elementanalogie ist trivial, geht man von dem reinen  
Vergleich auf Typen der Elemente und der bereits vorgenommenen Identifikation korres-
pondierender Elemente aus, da die zu Grunde liegenden Berechnungen auf einfachen Mengen-
operationen beruhen. Um Elemente in Relation zu setzen, können auch linguistische Ansätze 
Verwendung finden, die im Literaturüberblick angesprochen wurden. 
Die Berechnung der Strukturanalogie nach Definition 13 ist hingegen ein NP-vollständiges  
Problem, da alle möglichen Subgraphisomorphismen der Modelle berechnet werden müssen 
[10]. Die aktuellen Laufzeiten für die Berechnungen betragen für Subgraphen bis zur Größe 8 
weniger als 4 Tage, bei der Verwendung einer Standardbiliothek für Graphanalysen. Da die 
Graphen sehr dünn besetzt und gerichtet sind und darüber hinaus verschiedene Knotentypen 
(Ereignisse, Funktionen und diverse Konnektortypen) existieren, ist hier ein Optimierungs-
potential zu sehen. Hier lassen sich Pruning-Verfahren [25] einsetzen, mit denen eine Vielzahl 
unnötiger Isomorphietests vermeidbar sind. Beispielsweise kann für jeden Subgraphen ein  
Feature-Vektor berechnet werden, der auf der Anzahl der jeweiligen Knoten- und Kantentypen 
basiert. Zwei Subgraphen können nur dann isomorph sein, wenn deren Feature-Vektoren  
identisch sind. Ebenfalls können sie auch nur dann isomorph zueinander sein, wenn mindestens 
eine Instanz in beiden Subgraphen vorkommt, was im Falle der Suche innerhalb eines Modells 
den Berechnungsaufwand erheblich reduziert. Wird diese Vorgehensweise auch für die zu ver-
gleichenden Modelle herangezogen, muss letztendlich nur noch der Schnitt berechnet werden 
(siehe Definition 13). Auch eine inkrementelle Konstruktion eines  Subgraphen-Graphen (DAG) 
Analogietyp Maß (Grad der Analogie zweier EPK A und B) 
Ereignisanalogie dE(A, B) = | E(A) ∩ E(B) | / | E(A) ∪ E(B) | 
Funktionsanalogie dF(A, B) = | F(A) ∩ F(B) | / | F(A) ∪ F(B) | 
Konnektoranalogie dC(A, B) = | C(A) ∩ C(B) | / | C(A) ∪ C(B) | 
Kantenanalogie dA(A, B) = | A(A) ∩ A(B) | / | A(A) ∪ A(B) | 
Elementanalogie d(A, B) = ( dE(A, B) + dF(A, B) + dC(A, B) + dA(A, B) ) / 4 
Strukturanalogie dS(A, B) = | S(A) ⊗ S(B) | / ( | S(A) | + | S(B) | - | S(A) ⊗ S(B) | 
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aus den zu untersuchenden EPK kann den Aufwand ebenfalls reduzieren (Konstruktion durch 
sukzessives Aufzählen der Erweiterungsmöglichkeiten eines Subgraphen um eine weitere  
Kante). Somit lässt sich der Berechnungsaufwand gegenüber einem naiven Brute-Force-
Verfahren immens reduzieren. Für jedes Pruning-Verfahren muss gelten, dass der Gesamt-
berechnungsaufwand mit diesem Verfahren geringer sein muss als der des ursprünglichen Ver-
fahrens. Für die Berechnung der Isomorphie können sowohl etablierte Verfahren [22] als auch 
Verfahren aus dem Bereich des Graph-Mining Anwendung finden. Ein guter Überblick hierzu ist 
in [25] gegeben. 
Inexakte Strukturanalogien. Die im Abschnitt 3 vorgestellten Definitionen und Analogiemaße 
gehören zu den exakten Matching-Verfahren, welche ein Spezialfall der inexakten Matching-
Verfahren darstellen, die im Bereich des Data-Mining hinlänglich bekannt sind. Wie in [17] ge-
zeigt, können solche Verfahren auch auf Prozessmodelle angewendet werden. In dieser Arbeit 
wurde eine Abfragesprache für BPMN-Modelle geschaffen, die auf iexaktem Matching basiert, 
mit der ein konkretes BPMN-Fragment in einem Repository von Prozessmodellen gefunden 
werden kann. Solche auf Graph-Edit-Distanzen basierenden Verfahren können natürlich auch 
zur Definition von Strukturanalogien sowie den entsprechenden Maßen herangezogen werden. 
Ebenfalls ist es möglich, solche Verfahren zusätzlich zu dem in diesem Beitrag vorgestellten zu 
verwenden, um etwa die Frage zu beantworten, welche Subgraphen der Größe n mit Sub-
graphen der Größe m korrespondieren. Die Berechnungsergebnisse können in einem entspre-
chenden Repository hinterlegt und wiederverwendet werden, etwa zur weiteren semantischen 
Analyse korrespondierender Subgraphen bzw. Instanzen. Auch eine weiterführende Analyse von 
Single-Entry-Single-Exit-Blöcken ist möglich, worauf z. B. die Arbeit in [21] aufbaut. Allerdings  
ist bei inexakten Ansätzen schwierig, allgemeine Aussage zum Verwendungsgrad einer be-
stimmten Struktur abzuleiten. 
Semantische Analysen. Die Analyse der Semantik von Elementen und deren Analogie ist im 
Allgemeinen sehr aufwendig, weil folgende Probleme auftreten können. Erstens können zwei 
identische Elemente mit Synonymen bezeichnet worden sein, oder zweitens, mit Homonymen, 
obwohl sie vollkommen verschieden sind. Diese Probleme resultieren z. B. aus, den bereits Ein-
gangs erwähnten, mangelnden Modellierungskonventionen bzw. den unterschiedlichen Abstrak-
tionsgraden etc. Synonyme Elementbezeichner können anhand ihrer Syntax oder Struktur identi-
fiziert werden. Hierfür würden unterschiedliche Maße in der Literatur vorgeschlagen [6], die auf 
Datenbanken wie z. B. WordNet basieren, welche semantische und lexikalische Beziehungen 
zwischen Wörtern enthält. Im Gegensatz dazu ist die Identifikation von Homonymen viel  
schwieriger, weil der Unterschied der Bezeichner nicht offensichtlich ist. Durch die Analyse des 
Kontextes eines Elements, kann eine Identifikation von Homonymen vorgenommen werden. 
Hierfür kann beispielsweise die strukturelle Einbettung, also die Beziehung des Elements zu 
dessen umgebenden Elementen, herangezogen werden. Diese Elemente tragen Bezeich-
nungen, die zumindest in der Theorie, zu unterschiedlichen semantischen Kontexten gehören. 
Beispielsweise kann mit dem Wort „Bank“ zum einen ein Geldinstitut gemeint sein, zum anderen 
eine Sitzbank. Treten nun die Wörter „sitzen“ und „überweisen“ im jeweiligen Kontext der  
Elemente mit dem Wort „Bank“ auf, so kann davon ausgegangen werden, dass das Element zu 
zwei verschiedenen semantischen Kontexten gehört. 
Übertragung auf andere Modellierungssprachen. Die in diesem Beitrag vorgestellten Defi-
nitionen und Methoden können verallgemeinert und auf andere Modellierungssprachen für die 
Geschäftsprozessmodellierung übertragen werden, sofern auf diese auch die Graphentheorie 
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anwendbar ist. Beispielsweise ist dies ohne größeren Aufwand für BPMN möglich. Die Defi-
nitionen müssen geringfügig angepasst werden, um die verschiedenen Knotentypen zu berück-
sichtigen. Je mehr verschiedene Knotentypen eine Modellierungssprache umfasst, desto besser 
lassen sich möglicherweise Pruning-Verfahren einsetzen. Auch die Transformation eines  
Modells in eine andere (abstrakte) Sprache ist möglich, sofern die Ausdruckskraft dadurch nicht 
beschränkt wird. 
6 Resümee und Ausblick 
In diesem Beitrag wurden verschiedene formale Definitionen und Maße für die Analogie von 
Prozessmodellen gegeben, da in der Literatur bisher nur intuitive Definitionen vorliegen. Um die 
Anwendbarkeit der präsentierten Konzepte zu belegen, wurden die Definitionen und Maße auf 
konkrete Beispiele sowie zwei Referenzmodelle angewendet. Als zu Grunde liegende Model-
lierungssprache wurden die Ereignisgesteuerten Prozessketten gewählt. Der strukturelle Teil 
dieser Modelle besteht aus einer Menge von Ereignissen, Funktionen, Konnektoren und Kanten. 
Das erste präsentierte Maß analysiert diese Mengen unabhängig voneinander, wobei die  
Anwendung vom Domänenwissen des Modellierers abhängig ist, da dieser Analogien von  
Elementen im Voraus definieren muss. Ist das Domänenwissen nicht verfügbar, können z. B. 
linguistische Verfahren eingesetzt werden. Ähnliche Schwierigkeiten treten auch bei verhaltens-
orientierten Ansätze zum Modellvergleich auf, wie z. B. Event-Log basierten Verfahren, die zwei 
unterschiedliche Prozessmodelle analysieren sollen. Weiterhin wurde ein graph-basiertes Ver-
fahren zur Identifikation von Strukturanalogien vorgestellt, welches auf der Berechnung von 
(Subgraph-) Isomorphismen basiert, bei der keine Informationen über die Analogie von Elemen-
ten notwendig sind. Der größte Nachteil liegt jedoch in der relativ hohen Berechnungskom-
plexität, was aus dem Subgraphisomor-phismus-Problem resultiert. Um dem entgegenzuwirken, 
können Pruning-Verfahren erfolgreich genutzt werden. Die aus der Anwendung beider Verfahren 
gewonnen Informationen können z. B. für eine induktive Definition von Referenzmodellen  
genutzt werden, indem die Gemeinsamkeiten der jeweiligen Modelle identifiziert und von diesen 
dann abstrahiert wird. 
Wie bereits im Diskussionsteil erwähnt wurde, existieren viele verschiedene Forschungsfelder im 
Bereich der Strukturanalogien. Zum Beispiel können weitere Maße entwickelt werden, die die 
Bezeichner von Elementen berücksichtigen, da diese bisher keinerlei Berücksichtigung finden. In 
diesem Zusammenhang sollte ebenfalls geprüft werden, inwiefern eine strukturelle Analyse bei 
der Identifikation von Homonymen unterstützend wirken kann. Die Einbindung von inexakten 
Verfahren sowie von Graph-Edit-Distanzen sollte im Kontext des Prozessmodellsvergleichs  
evaluiert werden. Ebenso ist eine Verallgemeinerung der präsentierten Ansätze zielführend, ins-
besondere dann, wenn Modelle verschiedener Modellierungssprachen analysiert werden sollen. 
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