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From combinatorial optimization to SDP
In this section we investigate various ways to derive semide nite relaxations of combinatorial optimization problems. We start out with a generic way to obtain an SDP relaxation for problems in binary variables. The key step is to linearize quadratic functions in the original vector x 2 R n through a new n n matrix X.
We also look at some speci c combinatorial optimization problems where the special structure of the problem yields SDP models, di erent from the generic one.
Quadratic problems in binary variables as SDP
To see how SDP relaxations of combinatorial optimization problems can be derived, we start with quadratic problems in ?1; 1 variables. z mc := max x T Lx such that x 2 f?1; 1g n :
Here L is a given (symmetric) matrix. This problem can be used to model the Maximum Cut problem de ned as follows: Given a graph G = (V; E) with a weight w e for each edge e 2 E, nd a partition of V into S and V n S such that the edges across the partition, or in the cut (S) = f(i; j) 2 E : jfi; jg \ Sj = 1g, have maximum total weight. This problem can be formulated as a quadratic problem in ?1; 1 variables by letting L be (up to a multiplicative factor of 1=4) the (weighted) Laplacian of the graph, i.e. L ij = ?w ij for (i; j) 2 E, L ii = P j:(i;j)2E w ij , and L ij = 0 otherwise.
To obtain a tractable relaxation of this NP-hard problem, we note that x T Lx = L (xx T );
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and introduce a new variable X for xx T , i.e. we linearize. We have thus lifted a problem in a vector space of dimension n to the space of symmetric matrices of size n n. If we require now that diag(X) = e; X 0 and rank (X) = 1, then X is necessarily to be of the form X = xx T for some ?1; 1 vector x. Unfortunately, the rank constraint is not convex and, by dropping it, we get the following relaxation: z sdp = max L X such that diag(X) = e; X 0:
If the objective also contains a linear term c T x, the easiest way to handle it is to introduce a new variable x 0 2 f?1; 1g, and de ne X 0 0i to represent x i and X 0 ij to represent x i x j . We can thus express the augmented matrix X 0 as we obtain that X 0 0 is equivalent to X ? xx T 0. In other words, we have replaced the (non-convex) equality X 0 = xx T by a convex inequality X ? xx T 0.
Let us now consider problems in 0; 1 variables. Linearizing as before leads again to X = xx T , but now we require diag(X) = x since x 2 i = x i for x i 2 f0; 1g. The constraint X ? diag(X)diag(X) T = 0 is not convex, but we relax it to X ? diag(X)diag(X) T 0:
As above, we can equivalently rewrite this constraint as 1 diag(X) T diag(X) X ! 0:
The corresponding relaxation is now: z sdp = max L X such that X ? diag(X)diag(X) T 0:
Of course, a quadratic problem in 0; 1 variables can easily be transformed (via a linear transformation) into a quadratic problem in ?1; 1 variables and vice versa, provided we allow for linear terms. It is a simple (but slightly tedious) matter to derive that, in the process, the corresponding semide nite programming relaxations are transformed into one another, see for instance 26] .
Another equivalent way to derive these relaxations in the above cases is through the use of Lagrangean relaxation. Consider z mc := max x T Lx such that x 2 f?1; 1g n ; and suppose we write the constraints as x 2 i = 1 for i = 1; ; n. Dualizing these quadratic constraints with multipliers i for i = 1; ; n, we obtain the Lagrangean: Yet another way to derive z sdp for the quadratic problem in ?1; 1 variables is to relax the constraint x 2 f?1; 1g n to x T x = n. We then get max x T Lx such that x T x = n = max x6 =0 n x T Lx
where max (L) denotes the largest eigenvalue of L, by the Rayleigh-Ritz theorem. Noticing that x T Diag ( )x is constant over x 2 f?1; 1g n , we can improve this bound to:
n max (L + Diag ( )); which can be seen again to be z sdp .
Modeling linear inequalities
Lifting linear inequalities, say a T x ; (1.2) into the space of symmetric matrices is less straightforward. Let us assume that we have x i 2 f0; 1g: One obvious way to lift (1.2) would be to ask that Diag (a) X :
Formally, this amounts to using x i = x 2 i and replacing (1.2) by the quadratic inequality P i a i x 2 i . Let us call this diagonal lifting.
In 28] the following idea is exploited. In summary, there are many di erent ways of lifting linear inequalities, and in practice there is a trade-o between the tightness of the relaxation and the computational cost for solving it; this area is still not very well understood and more work needs to be done.
Speci c combinatorial optimization problems
In this section we look in some detail at several graph optimization problems, which have SDP relaxations that are derived through the speci c structure of the problem, and di er from the generic relaxation, introduced in the previous section.
We will use the following notation. If A is a symmetric matrix, we de ne its Laplacian L(A) 
Equipartition
The k-Equipartition problem (EQP) is de ned as follows. A graph G on n = m k vertices is given through its (weighted) adjacency matrix A. The goal is to nd a partition S = (S 1 ; : : : ; S k ) of V (G) into k sets S 1 ; : : : ; S k of equal cardinality, i.e. jS j j = m, such that the total weight of edges joining di erent sets S j is minimized. We associate to S the n k partition matrix Y = (y ij ) with y ij = 1 if i 2 S j and y ij = 0 otherwise. In other words, column j of Y is the indicator vector of S j .
For Depending on which subsets of these constraints are selected, we can derive most of the relaxations commonly in use for EQP. Linear relaxations are investigated mostly for k = 2, and use additional combinatorial cutting planes, see 8, 6] . Surprisingly enough, the purely linear relaxation was not the rst model investigated. Donath and Ho man 11] use the following well-known characterization of Fan 13] for the sum of the k smallest eigenvalues of a symmetric matrix A, and thus constraints 1. are also taken into consideration.
The bounds w DH and w RW , written as SDP, have two independent semide niteness constraints. This is of no theoretical importance, but it increases the computational e ort in practical computations. These bounds often give quite good approximations. In 12], computational experience is given for real world problems with k = 2 and n up to 15000, showing that the bound w RW yields tight approximations of the true integer optimum with a gap in the range of a few percentage points.
The following SDP relaxation for k-equipartition, introduced in 30], has only one semideniteness constraint: min 1 2 L X such that diag(X) = e; Xe = me; X 0; X 0: Since X 0; Xe = me implies by the Perron-Frobenius theorem that X has no eigenvalue larger than m, it is concluded in 30] that this model dominates the eigenvalue relaxations w DH and w RW ; it thus corresponds to combining all constraints 1.-5. discussed previously. Practical experience based on this relaxation for problems arising in telecommunication are reported in 34]. It turns out that this model approximates the equipartition problem quite well, even for large values of k.
Finally it should be mentioned that the purely linear relaxation of k-EQP, using only diag(X) = e; Xe = me; X 0 gives surprisingly good results for problems where k is large, say k p n or larger. Computational details are given in section 3. As an eigenvalue bound, #(G) can be derived as follows. Consider P = fA 2 S n : a ij = 1 if (i; j) = 2 E (or i = j)g; where S n denotes the set of symmetric n n matrices. If there exists a stable set of size k, the corresponding principal submatrix of any A 2 P will be J k , the all ones matrix of size k. By interlacing of eigenvalues for symmetric matrices, we derive that max (A) max (J k ) = k for any A 2 P, where max ( ) denotes the largest eigenvalue.
As a result, min A2P max (A) is an upper bound on (G), and this is one of the equivalent formulations of Lov asz's theta function.
This naturally leads to a semide nite program since max (A) = minft : tI ? A 0g: We also observe that A 2 P is equivalent to A ? J being generated by E ij for (i; j) 2 E, where all entries of E ij are zero except for (i; j) and (j; i). Thus, we can write #(G) = minft : tI + X (i;j)2E
x ij E ij Jg:
By strong duality, we can also write: In other words, the orthonormal representation constraints (2.4) are valid inequalities for STAB(G), the convex hull of incidence vectors of stable sets of G. Gr Moreover, even though recognizing perfect graphs is still open, one can nd the largest stable set in a perfect graph in polynomial time by computing the theta function using semide nite programming (Gr otschel et al. 22, 24] ); similarly one can solve the weighted problem, or nd the chromatic number or the largest clique.
Although #(G) = (G) for perfect graphs, #(G) can provide a fairly poor upper bound on (G) for general graphs. Feige 14] has shown the existence of graphs for which #(G)= (G) (n 1? ) for any > 0. See 19] for further details and additional references on the quality of #(G). From this characterization it is clear that (A) is concave on the set of symmetric nonnegative matrices. Now let C n be the cycle on n vertices. Its Laplacian eigenvalues are 2(1 ? cos( 2k n )) for k = 0; ; n ? 1, see 17] . Therefore (C n ) = 2 1 ? cos 2 n =: h n : (2.5) In 10] it is therefore concluded that if X is in the convex hull of all Hamiltonian cycles through n vertices, then (X) h n : This is turned into a semide niteness condition on the Laplacian L(X). Since 1 (L(X)) = 0, with eigenvector e, we get that the eigenvalues of L(X) + J are n (for the eigenvector e), and 2 (L(X)); : : : ; n (L(X)): If n h n , which for example holds for = 1 and n 3, then it follows that 1 (L(X) + J) h n . Conversely, if all eigenvalues of L(X) + J are at least as large as h n , then (X) h n . Hence we have shown that a nonnegative symmetric matrix X of order n 3 has 
Traveling salesman problem

Quadratic assignment problem
The Quadratic Assignment Problem (QAP) is one of the most di cult combinatorial optimization problems. It is usually formulated in the following way. For given symmetric matrices A; B and arbitrary matrix C, all of order n, nd a permutation matrix X = (x ij ) minimizing Trace ((AXB + C)X T ):
We refer to 7] for a comprehensive summary on QAP. A direct attempt to model this quadratic function using SDP leads immediately to matrices of order n 2 . On the other hand, the Ho manWielandt inequality provides the following bound on the quadratic part of the cost function. The minimum is attained for X = PQ T :
It should be noted that P and Q diagonalize the respective matrices in such a way that the scalar product of the eigenvalues of A and B is minimized.
Since permutation matrices are orthogonal, this result can be used to bound the quadratic part of the cost function of QAP.
It was recently shown by Anstreicher and Wolkowicz 3] that in fact the minimization in (2.6) can equivalently be expressed as an SDP. Theorem 2. 
Computational aspects
It is well known that SDP can be solved in polynomial time to some xed precision. In practice, interior point methods have turned out most e cient for SDP whenever dense linear algebra is feasible.
SDP relaxations of combinatorial optimization problems often have the following property.
Aside from the semide niteness constraint, such as X 0, there are some generic (easy) linear equalities, such as diag(X) = e in the case of the maximum cut problem, or Xe = me for the equipartition problem EQP. Then there is a large set (not necessarily polynomial in size) of combinatorially de ned inequalities, such as the triangle inequalities for the maximum cut problem (in this case, there are O(n 3 ) inequalities).
The computational e ort to solve SDP grows signi cantly with the number of constraints. Therefore it is crucial to identify among all possible (combinatorial) constraints those which are most likely to be active at the optimum. This is usually done in an iterative way. Some of the most violated inequalities are included, and the new SDP is resolved. Then inactive constraints are dropped and the process of adding constraints is iterated. In general it is computationally infeasible to iterate this process until all combinatorial constraints are satis ed both because of computer memory and computation time limitations. Therefore one is interested in nding the most important constraints quickly.
To give a avor of how this works, we refer to 27] for computational results in the case of the Max-Cut problem, and to 30] for general graph bisection. In Tables 1 and 2 we summarize some more recent computational results on real world data for EQP. The data are taken from 34] and represent a subnetwork from the French telecommunications network. The number of vertices for this problem is n = 100, with edge density about 95%. We consider partitioning the vertices into k subsets of equal cardinality, where k 2 f5; 10; 20g. Our goal is to solve the relaxation min 1 2 L X such that diag(X) = e; Xe = me; X 0; X 0: However, as just explained, it is computationally prohibitive to solve this SDP directly, because the sign constraints X 0 amount to 4950 inequalities. To get at least a good approximation to this relaxation, we can proceed as follows.
SDP based approach. Solve the SDP min 1 2 L X such that diag(X) = e; Xe = me; X 0; and iteratively add only a few of the most violated sign constraints x ij 0. Table 1 contains some results using this approach. We note for instance that in the case of partitioning into k = 10 subsets, the initial lower bound of 275.51 is improved to a value of 317.48 by adding a total of 268 sign constraints to the initial SDP. The largest violation of nonnegativity is initially ?0:8, and is reduced to ?0:45. It is also worth pointing out that the computational e ort grows quickly with the number of sign constraints. The computation times are minutes on a PC (Pentium 2, 233 Mhz). We use the matrix X from the relaxation to generate an integer solution obtained through rounding and some post-processing. The value of the best feasible solution found is given in the column labeled`cut'. The computational behavior shown in Table 1 is quite typical for SDP relaxations of combinatorial optimization problems. Most of the improvement is obtained in the rst few iterations. In later stages of adding cutting planes, the computational e ort outweighs the small marginal improvement. This is also the reason why we did not go on with the iterations.
LP-based approach. Looking at the results of the SDP-based approach, we note that as k gets larger the sign constraints seem to get increasingly important. This suggests to use linear programming as a starting point, and add`SDP cuts'. Thus we consider solving the LP min 1 2 L X such that diag(X) = e; Xe = me; 0 x ij 1: (The upper bound constraints x ij 1 are not included in the SDP model, because X 0; diag(X) = e implies them.) If the resulting X from this LP is not positive semide nite, then there exist vectors a such that a T Xa < 0. Thus we may add SDP cuts of the form a T Xa 0 for appropriately chosen vectors a. We can do a little better however, by adding triangle constraints of the form x ik ? x ij ? x jk ?1 which essentially state that if i is in the same set as j, and j is in the same set as k, then i and k must also be in the same set. In Table 2 we summarize some results using this approach. We also indicate the smallest eigenvalue min (X) of X. The qualitative behavior seems to be complementary to the SDP-based approach. Here the results for large value of k, k = 20 are by far superior to the SDP approach.
Further details and also computational experience with larger instances are contained in 34].
SDPs reducing to eigenvalue bounds
In this section we investigate simpli cations of SDP in which they reduce to linear programs involving the eigenvalues of the input matrices, when these input matrices satisfy a special Table 2 : LP-based approximation for EQP. Improvement using triangle inequalities.
property. The results of this section are based on 20]. We start out with the following dual pair of problems. Let us suppose that all the input matrices commute, i.e.
A i A j = A j A i 8i; j 2 f0; 1; : : : ; mg: The optimal solution x of this LP can be used to de ne the matrix X = PDiag (x)P T . By construction, this matrix is feasible for the SDP (P). It has the same objective function value as (D), hence this solution is optimal. In summary, we have proved the following theorem. Example 4.1 As an application of this result we derive a well known lower bound for the graph bisection problem, or 2-EQP. This problem asks to partition the vertices of a graph into two sets of equal cardinality so as to minimize the total weight of edges cut by the partition. Boppana 5] shows that a lower bound to the equicut problem is given by n n . Therefore the optimal objective function value is n 4 2 (L), in agreement with the Boppana bound. In general, the input matrices arising from SDP relaxations of combinatorial optimization problems do not commute. However, in some cases, if the underlying graph has special properties then some of the inequalities of the relaxation can be aggregated without weakening it and in such a way that the resulting input matrices commute. This is for example the case for many combinatorial optimization problems de ned on association schemes, see 20] and references therein for details.
Approximation results through SDP
One of the advantages of semide nite programming is that sometimes it leads to much tighter relaxations than those which can be easily expressed with purely linear constraints. This is for example the case for the stable set problem, as we saw in Section 2.2. In the worst-case though, we saw that #(G) can be arbitrarily far away from (G). In this section, we consider combinatorial optimization problems where semide nite programming relaxations are always within a constant factor of the optimum, and where these relaxations can be used to e ciently (i.e., in polynomial-time) nd a feasible solution of the problem of value within a certain factor, say , of the optimum value. Such an algorithm is referred to as an approximation algorithm, or as an -approximation algorithm.
The simplest and most illustrative example where semide nite programming helps in the design of approximation algorithms is the maximum cut problem, as was discovered by Goemans and Williamson 21]. Let us assume that we are given a graph G = (V; E) with nonnegative edge weights w e for e 2 E and we would like to nd a cut of maximum weight. It is easy to obtain a 0:5-approximation algorithm but improving on this appeared quite challenging. First of all, a classical linear programming relaxation of the problem (involving cycle constraints, and based on the fact that any cycle intersects a cut in an even number of edges) can be arbitrarily close to twice the optimum value 39]. Thus if we compare the solution obtained by any algorithm to this linear programming relaxation we cannot expect a performance guarantee better than 0:5. Furthermore, recently, Hastad 25] , based on a long series of developments in the area of probabilistically checkable proofs, has shown that it is NP-hard to approximate the maximum cut problem within 16=17 + = 0:94117 for any > 0. This sets a limit to how close we can hope to be able to approximate the problem. Then using a Cholesky decomposition, express X ij as v T i v j for some vectors v i 2 IR n where n = jV j. Since diag(X) = e, the vectors are of unit norm. Let r be a vector uniformly selected on the unit sphere fx 2 IR n : jjxjj = 1g. The hyperplane orthogonal to r separates the vectors into two sets, and this is the (random) cut output: S = fi : r T v i > 0g. This is referred to as the random hyperplane technique.
The analysis is elementary. The probability that a given edge (i; j) is in the cut can be seen to be equal to the angle between the vectors v i and v j normalized so that the probability is 1 when the angle is . As a result, the expected value of the cut produced has a nice closed form Karlo 31] has shown that the ratio E w( (S))]=z sdp can be arbitrarily close to 0:87856. Zwick 47] have shown that an improvement over the 0:87856 ratio for the performance guarantee can be given as a function of = z sdp = P 2 arcsin X] ? X 2 K whenever K 0; diag(X) = e. When the cone K is the positive semide nite cone, can be chosen to be 2 as shown by Nesterov 37] .
Goemans and Williamson 21] and
The random hyperplane technique has been applied to several problems that can be modelled naturally as quadratic problems, including the maximum directed cut problem 21, 15] , the maximum k-cut problem and bisection problems 18, 43] , maximum satis ability problems (see 21, 15, 32, 47, 4] ), graph coloring 29], machine scheduling problems 41], and more general quadratic problems (see Section 13.2 of this Handbook for details).
Although the random hyperplane technique is the only currently known method for turning the solution of a semide nite program into an integer solution, a few variants and extensions have been proposed.
It is sometimes useful to apply the random hyperplane technique, not directly on the optimum X 0 given by a positive semide nite relaxation, but rather on a new matrix X 0 0. Two modi cations have been used in di erent contexts. First, one could let X 0 be a convex combination of X and the identity matrix (or another positive semide nite matrix). Observe that the random hyperplane technique applied to the identity matrix places every element i on either side of S independently, and thus a convex combination of X and the identity allows to make the choices of where to place each element \more independently" of each other. This was exploited in 38, 41, 43, 47] for example.
In other cases, one variable in the original quadratic formulation, say x 1 plays a special role; The random hyperplane technique can also be used to obtain an ordering. So far, there has been only one such application, by Chor and Sudan 9] for the betweenness problem. In this case, we are given a ground set V and triplets (x i ; x j ; x k ) 2 V V V and we would like to nd an ordering which maximizes the number of given triplets (x i ; x j ; x k ) for which x j is between x i and x k . In the case of satis able instances, they set up an appropriate semide nite program, solve it, derive the vectors v i as before and then nd an ordering by sorting the values r T v i for a random vector r on the unit sphere.
