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Abstract
We present a general framework for portfolio risk management in discrete time, based on a replicating
martingale. This martingale is learned from a finite sample in a supervised setting. The model learns the
features necessary for an effective low-dimensional representation, overcoming the curse of dimensionality
common to function approximation in high-dimensional spaces. We show results based on polynomial
and neural network bases. Both offer superior results to naive Monte Carlo methods and other existing
methods like least-squares Monte Carlo and replicating portfolios.
keywords: Solvency capital; dimensionality reduction; neural networks; nested Monte Carlo; replicating
portfolios.
1 Introduction
Financial institutions face a variety of risks on their portfolios. Whether they be market and credit risk
for investment portfolios, default and prepayment risk on their mortgage portfolios, or longevity risk on
life insurance portfolios, the balance sheet of a bank or insurance company is exposed to many risk factors.
Failure to manage these risks can lead to insolvency—with the associated losses to shareholders, bondholders
and/or customers—or overly conservative business strategies, which hurt consumers.
Alongside qualitative assessments—and plenty of common sense—portfolio risk management requires
quantitative models that are accurate and sufficiently fast to provide useful information to management.
Additionally, government regulations, such as solvency regimes, require extensive calculations to produce
the required reports.
Simulation techniques are often used to explore possible future outcomes. Since quantitative models
require to estimate conditional expectations across a time interval, Monte Carlo simulations can be used to
calculate those expectations. However, Monte Carlo methods suffer from problems with both accuracy and
speed.
Alternatives to Monte Carlo methods have been developed over the years, some of them using functional
approximation techniques. Under this approach, an approximation to the full, slow model is built using one
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or more faster functions. For example, the behaviour of a portfolio can be replicated via an appropriate
combination of basis functions, which are faster to calculate than the original model.
Many, if not all, of these alternatives suffer from several problems: some are not entirely data-driven—
requiring subject matter expertise—which limits their applicability to complex problems and the ability to
automate them, others can be automated but have low quality of the approximation, while others are limited
to low-dimensional problems.
In this paper we present a model that overcomes or greatly diminishes the problems above. This model for
calculating conditional expectations uses a machine learning approach to learn a suitable function from finite
samples. We show how this function can be used to obtain accurate estimates of price and risk measures,
focusing on practical real-world situations in terms of runtime and number of samples being used.
The learned functions are linear combinations of functional bases, of which we present several examples,
including polynomials and neural networks (of the single-layer feed-forward type). In all cases, the conditional
expectations are calculated in closed-form—even for neural networks—which contributes to the accuracy and
speed of the solution.
We pay special attention to high-dimensional cases, which motivate the use of a special polynomial basis.
In this basis, the input vector undergoes a data-driven, linear dimensionality reduction step similar to a
linear neural network layer. This allows using polynomial-based replicating martingales in high-dimensional
problems where full polynomial bases are unfeasible.
The solutions obtained are martingales that replicate the value processes, given as risk-neutral conditional
expectations, of financial or insurance products. Drawing a parallel with the concept of a replicating portfolio,
we call this approach “replicating martingale”. Replicating portfolios is a widely used method in the financial
industry, which relies on building linear combinations of derivatives to approximate conditional expectations
necessary for market risk calculations. Our proposed replicating martingale method is also based on linear
combinations of basis functions, but these are not restricted to market risk calculations. Any risk exposure
can be modelled with replicating martingales because its basis functions—polynomials or neural networks—
are agnostic to the underlying risk type.
Given its regression-based nature and use of simulated samples, replicating martingales is a method of
the least squares Monte Carlo (LSMC) family. It is, however, global in the time dimension, unlike LSMC
methods used for American option pricing, which are local in the time dimension, that is, these require
repeated, recursive regressions. Within the LSMC family of methods, replicating martingales are a regress-
later method ([GY02]) given the regression is made against terminal payoffs and not against empirical
conditional expectations.
We use two examples—a financial derivative and an insurance product—to perform extensive testing of
the accuracy of the risk calculations based on replicating martingales. In line with existing machine learning
literature, we also include extensive comparison with alternative methods, such as nested Monte Carlo and
other LSMC methods.
1.1 Related literature
An early example of static replication via basis functions can be found in [MM94], that presents a framework
for replication of general contingent claims. These contingent claims are modeled in a Hilbert space and the
static replication problem is solved by constructing a countable orthonormal basis. The method is applied
to the pricing and hedging of these contingent claims. [Car96] and [LS01] use a sequential approximation
algorithm to calculate the conditional expectations required in the valuation of options with a early exercise
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(like American options). The method estimates these conditional expectations from the cross-sectional
information in the simulation by using least squares, which gives the method the name of least squares
Monte Carlo. [AC03] apply this idea to valuation of life insurance policies.
Glasserman and Yu ([GY02]) were the first to make a distinction between regress-now and regress-later
LSMC, the former being the direct estimation of the conditional expectation function, and the later the
indirect estimation via regression against the terminal payoff of the contingent claim. Working in the context
of American option pricing via approximate dynamic programming, they find that regress-later LSMC has
interesting properties, among them less-dispersed estimates than regress-now LSMC.
In the area of polynomial regress-now LSMC, [BDM15] show that such regression-based methods can—
asymptotically—improve the convergence rate of nested Monte Carlo methods. They provide quality com-
parisons against nested Monte Carlo, and a delta-gamma approach but not against regress-later methods,
whereas we do.
A regress-later model based on orthonormal piecewise linear basis functions is presented in [PS16]. Path-
dependency and the resulting high-dimensional problem in long-term projections is managed via a hand-
picked A(Z) function to avoid the curse of dimensionality. In that framework, the basis functions are not
guaranteed to have a closed form solution, whose existence depends on the choice of A(Z). This function
must be given to the method, and is based on expert judgement and knowledge of the problem domain.
Moreover, the choice of A implies a trade-off between complexity and dimensionality—for a given target
accuracy. High-dimensional A(Z) functions lead to the curse of dimensionality while low-dimensional A(Z)
functions might be too complex to find a closed-form solution to their conditional expectations. By contrast,
our framework uses a data-driven dimensionality reduction function in the parameter space instead of an
arbitrary function. In comparison to the piecewise linear model, which requires fixing a grid, neural networks
are able to provide a data-driven grid for its activation functions. Regarding the quality of the approximation,
[PS16] do not provide a quantitative metric for comparison between regress-now and regress-later models.
Whereas, we provide extensive comparisons on risk metrics between these models, for both polynomial and
neural network bases.
A neural network model is applied to solvency capital problem in life insurance in [CFM+18]. The neural
network model shows better performance than LSMC (regress-now model with polynomial basis functions)
and a support vector regression model. All three models—including the neural network model—are regress-
now models. By contrast, we focus on regress-later methods, which show better accuracy in the examples in
addition to being better in theory.
In the field of uncertainty quantification, polynomial surrogate functions have been used for a long time
to reduce the runtime of complex models. Recently, [HC18] showed that polynomial ridge approximation
can be extended to reduce dimensionality in a data-driven manner. We follow a similar approach and apply
it to portfolio pricing and risk management for the first time, it seems.
The remainder of the paper is as follows. Section 2 formalizes the replicating martingale problem and
recalls the standard nested Monte Carlo approach. Section 3 describes our machine learning approach to
the replicating martingale problem. Section 4 and 5 provide numerical case studies: a European call option
in Section 4, and an insurance liability model in Section 5. Section 6 concludes. The appendix contains
proofs and technical background material. Section C contains the economic scenario generator underlying
the numerical examples in the main text. Section E describes the quality metrics used to compare different
methods. Sections G and H present an analysis of the sensitivity of the proposed methods to different
hyper-parameters. Sections A, B, D, F, and I contain proofs, tables, figures, and values of key parameters.
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2 The replicating martingale problem
We work in an economy with finite time horizon T . Randomness is modeled on a filtered probability space
(Ω,F , (Ft),Q) with Q being the risk-neutral measure corresponding to some numeraire. If not otherwise
stated, all financial values and cash flows are discounted by this numeraire. There is an Rd-valued stochastic
driver process X = (X1, ..., XT ), which is adapted to the filtration (Ft), and such that Xt is independent of
Ft−1. The physical measure is denoted by P ∼ Q.
We consider an asset–liability portfolio whose discounted cash flows accumulate to the discounted terminal
value at T which is given as function of X,
f(X) =
T∑
t=1
ζt
with time-t cash flows ζt = ζt(X1, . . . , Xt) ∈ L2Q.
There are many examples that fit this description, such as financial derivatives, insurance liabilities,
mortgage-backed instruments. Our goal is to find the gains process of the portfolio, that is, the L2Q-martingale
given by
Zt = EQt [f(X)] =
t∑
s=1
ζs︸ ︷︷ ︸
cumulative CF at t
+EQt [
T∑
s=t+1
ζs]︸ ︷︷ ︸
time-t value
,
where EQt [·] = EQ[· | Ft] denotes the Ft-conditional expectation. In particular, Zt is not given in closed
form but has to be derived by simulating future cash flows. This creates many computational challenges for
certain applications, as described below.
Applications: risk measurement In many insurance and banking solvency regulatory frameworks (e.g.
Solvency II, Swiss Solvency Test, Basel III), capital calculations are based on the value at risk or expected
shortfall of −∆Zt, where ∆Zt = Zt − Zt−1 denotes the profit over period [t, t + 1], which are defined as
follows:
VaRα(Y ) = inf
{
y : FY (y) ≥ α
}
= F−1Y (α)
ESα(Y ) =
1
1− α
∫ 1
1−α
VaRγ(Y )dγ,
(1)
where Y is a random variable with P-distribution function denoted by FY , and α ∈ (0, 1) denotes the
confidence level.
In insurance regulation risk is normally measured for a one-year horizon and the economic capital is
ρ[−∆Z1], where ρ is a placeholder for either VaRα or ESα. There are cases, however, where calculations
require 3 year capital projections which would be calculated by ρ[−∆Z1], ρ[−∆Z2] and ρ[−∆Z3] for years
one, two and three respectively.
Applications: hedging Given tradable financial instruments with gains processes G, i.e., L2Q-martingales,
find a predictable hedging strategy ψ that approximately replicates the profit,
ψ>t ∆Gt ≈ ∆Zt.
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For example, ψ could minimize the local quadratic hedging error, minψt E
Q
t−1[|ψ>t ∆Gt −∆Zt|2], so that
ψt = EQt−1[∆Gt∆G
>
t ]
−1EQt−1[∆Gt ∆Zt].
In a real-world setting, both applications mentioned above require computing Zt = EQt [f(X)], which is
subject to restrictions on the available computing budget, since the cumulative cash-flow function f might
be very costly to evaluate.
2.1 Standard nested Monte Carlo approach
Approximating the integrals in (1) via a Monte Carlo simulation is the standard method for calculating risk
metrics. However, in many cases this method cannot be in used in practice due to the large computational
effort required. We refer to as standard nested Monte Carlo to the following process: the outer stage of
the simulation consists of a set of n0 simulations, X
(i)
1:t , i = 1, . . . , n0, that are independent and identically
distributed according to the distribution µ of the risk factors until the time t of the risk calculation horizon.
The portfolio value Z
(i)
t and associated portfolio loss ∆Z
(i)
t for each scenario X
(i)
1:t is estimated via the inner
stage of Monte Carlo simulation by taking the sample mean of the n1 inner simulations drawn for each outer
simulation X
(i)
1:t . This is illustrated in Figure 1. Once the empirical distribution for ∆Z
(i)
t has been obtained,
the desired risk metric is approximated via its empirical equivalent.
3 Machine learning approach
For our model, we apply the following machine-learning approach, that can be divided in two steps:
• Approximate f by some f? in L2µ for which EQt [f?(X)] is given in closed form.1
• Learn f? from a finite sample x1, . . . , xn and corresponding f(x1), . . . , f(xn), obtaining f̂ .
3.1 Finite-dimensional approximation
Feature map Let A be a parameter set such that, for every A ∈ A, there are m linearly independent
functions φA,1, . . . , φA,m in L
2
µ. These functions form the feature map φA = (φA,1, . . . , φA,m)
>. For each
function φA,i its expectation EQt [φA,i(X)] is known in closed form. This last requirement is necessary for the
one of the key distinguishing factors between the model proposed here and other models in the literature:
we obtain the gains process of the portfolio by regressing against its terminal value. Our model, therefore,
falls within the “regress later” category first mentioned in [GY02]. As we will see in Section 4, this approach
performs much better than the alternative “regress now”.
For every A ∈ A, the L2µ-projection of f on spanφA is given by fA = φ>AβA, for the unique minimizer
βA = arg min
β∈Rm
‖f − φ>Aβ‖L2µ = 〈φA, φ>A〉−1L2µ〈φA, f〉L2µ . (2)
In the particular case where φA,1, . . . , φA,m are orthonormal in L
2
µ then the Gram matrix 〈φA, φ>A〉L2µ = Im,
so that βA = 〈φA, f〉L2µ
1f? is also called surrogate function, e.g., in [HC18].
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Feature learning Having described the feature map in our regression model, we point out that the
features themselves are also learned from the data. This is the second key distinguishing factors of our
model in comparison to others: we tackle the curse of dimensionality that comes naturally with regress-later
models by learning a reduced set of features. To do this, we minimize the approximation error ‖f − fA‖L2µ
over A ∈ A. We assume that there exists an optimal parameter (A?, β?) ∈ A × Rm attaining the best
approximation error
min
(A,β)∈A×Rm
‖f − φ>Aβ‖L2µ = ‖f − φ?>β?‖L2µ (3)
where we have β? = βA? , by (2), and we write φ
? = φA? , for short. Our goal of approximating f is achieved
by the best L2µ-projection
f? = φ?>β? = fA?
Approximate gains process If for each φA,i, we have EQt [φA,i(X)] given in closed form then we also have
the approximate gains process in closed form,
Z?t = E
Q
t [φ
?(X)]>β?, (4)
and the best approximation error carries over,
‖Zt − Z?t ‖L2Q ≤ ‖f − φ
?>β?‖L2µ ,
‖Zt − Z?t ‖L1P ≤ ‖ dPdQ‖L2Q‖f − φ?>β?‖L2µ
The expectations EQt [φA,i(X)] depend on the form of φA,i(X). In our model, of which we present several
examples in the following subsections, we work with φA that factorize as
φA,i(X) = gi(A
>X), i = 1, . . . ,m
for some functions gi : Rp → R and Td × p-matrix A = (A1, . . . , Ap) ∈ A ⊂ RTd×p, for some p ∈ N. Since
we work with X ∈ RT×d, we add for convenience X ∈ RTd, a flat version of X such that X(t−1)d+j = Xt,j .
This allows us to easily express the role of A as a linear map that creates features and performs a key role in
driving the dimensionality reduction that we seek in high dimensional problems. For the expectations, we
then obtain
EQt [φA,i(X)] = E
Q
t
[
gi
(
td∑
s=1
(A>)sXs +
T∑
s′=td+1
(A>)s′Xs′
)]
= Gt,i(µt) (5)
for the function Gt,i(µ) = EQ
[
gi
(
µ+
∑T
s′=td+1(A
>)s′Xs′
)]
, where µt =
∑td
s=1(A
>)sXs and we write (A
>)s
for the sth column vector of A>.
3.2 Full polynomial bases
Let A = {ITd}, so that |A| = 1, and write φA ≡ φ, for short, so that also φ = φ?. In this case, problem (3)
reduces, and is identical, to (2). Let the feature map φ be composed of all polynomials of maximal degree δ
or less,
Polδ(RTd) = span{xα | α ∈ NTd0 , |α| ≤ δ}.
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This example then matches a polynomial regress-later model. The feature map suffers the curse of dimen-
sionality from the rapid growth of the number of basis functions m as a function of d and T ,
m = dim Polδ(RTd) =
(
Td+δ
Td
)
.
If, for example, d = 3, δ = 3, then we have
m =
816, for T = 5,302,621, for T = 40. (6)
Expectations under full polynomial bases The expectation at time 0, Z0, which corresponds to the
present value or t = 0 price, is simply given by β1, the coefficient associated to the monomial of order 0.
The exact form of the conditional expectation EQt [φ(X)>β] = E
Q
t [φ(X)]
>β depends on the choice of φ
and the distribution of X. Choosing an orthogonal basis in L2µ can greatly simplify the calculations. For
example, for a multivariate normal X ∼ N(0, ITd) we work below with a Hermite polynomial basis.
Consider the Hermite polynomials H1, . . . ,Hm on RTd of degree δ or less. The multivariate (probabilists’)
Hermite polynomial of order α on variable X can be expressed in terms of univariate Hermite polynomials
on Xj : Hα(X) =
∏Td
j=1Hαj (Xj) where α ∈ NTd0 . From this expression we can see that the sequence {Hi}mi=1
is not unique but depends on the mapping i 7→ αi between the natural numbers i and the multi-index αi
in order to be able to assign a unique order. Once an order is given, {Hi}mi=1 can be mapped to a subset of
{Hα}α∈NTd0 such that we can write Hi = Hαi .
Under these conditions we can obtain a closed-form solution to the expectation of the feature map:
EQt [φi(X)] = E
Q
t [Hαi(X)] =
td∏
j=1
Hαij (Xj)
Td∏
j=td+1
EQ[Hαij (Xj)]
=
td∏
j=1
Hαij (Xj)
Td∏
j=td+1
1αij=0
which is an explicit expression of the form (5).
3.3 Polynomials and linear dimensionality reduction
Let us consider a more general case now. In this example we fix p ≤ Td, a degree δ ≥ 1 and a polynomial
basis q1, . . . , qm of Polδ(Rp) with
m = dim Polδ(Rp) =
(
p+δ
p
)
.
For any A ∈ RTd×p with full rank define the polynomials φA,i ∈ Polδ(RTd) by
φA,i(x) = qi(A
>x), i = 1, . . . ,m
The following theorem shows that w.l.o.g. we can assume that A lies in the Stiefel manifold, the set of
all orthonormal p-frames in RTd, given by
Vp(RTd) = {A ∈ RTd×p | A>A = Ip}.
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Its proof is provided in Appendix D.
Theorem 1. For any A ∈ RTd×p with full rank, there exists A˜ ∈ Vp(RTd) with spanφA = spanφA˜.
Let us henceforth assume X ∼ N(0, ITd), that is, X is Gaussian white noise. As a consequence, A>X ∼
N(0, Ip) for any A ∈ Vp(RTd). Accordingly, we consider the Hermite polynomials H1, . . . ,Hm on Rp of
degree δ or less. For any A ∈ Vp(RTd) we can define the polynomials
φA,i(X) = Hi(A
>X) = Hαi(A>X), i = 1, . . . ,m
The optimization problem (3) corresponds to linear dimensionality reduction with matrix manifold
Vp(RTd)× Rm in the spirit of [CG15].
We can appreciate the effect of the dimensionality reduction when we compare the number of parameters
for d = 3, δ = 3, p = 3. In this case dimVp(RTd) = Tdp − 12p(p + 1) and m = dim Polδ(Rp) =
(
p+δ
p
)
= 20,
so that
number of parameters =
9 + 20 = 29, for T = 5,114 + 20 = 134, for T = 40.
Compare this example to the corresponding one using the full polynomial basis (6). In the high dimen-
sional cases of maturity T = 40, we now have 134 vs 302, 621 parameters, thus achieving a high degree of
dimensionality reduction in the parameter space.
Expectations under linear dimensionality reduction of a polynomial basis The expectation at
time 0, Z0, which corresponds to the present value or t0 price, is simply given by β1, the coefficient associated
to the monomial of order 0.
As with the full polynomial basis, the expectation is shown below for a Hermite polynomial basis and
multivariate normal X ∼ N(0, ITd). For more details and the full derivation of these results, please refer to
Appendix F. Specifically, applying Lemma 3 we obtain
Et[φA,i(X)] = Et
 p∏
j=1
Hαij
(
Td∑
s=1
XsAsj
) = p∏
j=1
σ[W−j ]
αijHαij
(
W−j
σ[W−j ]
)
(7)
where
W−j =
td∑
s=1
AsjXs, σ[W
−
j ] =
√√√√ td∑
s=1
A2sj ,
which is an explicit expression of the form (5).
3.4 Neural networks
In this third example we consider a one-layer neural network, which can be represented as feature map φA
as follows. We choose the activation “ReLu” function t 7→ t+ and set φA,i(X) = (A>i X)+.
Remark. Here we cannot assume that A ∈ Vp(RTd) as we did in Theorem 1. Indeed, consider for example
A =
(
1 1
0 1
)
, so that the “orthogonalization” is A˜ = A(A>A)−1/2 =
(
1 0
0 1
)
. Matrix A gives the feature
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map φA(x) = (x
+
1 , (x1 + x2)
+)>, while A˜ gives φA˜ = (x
+
1 , x
+
2 )
>. Now observe that (x1 + x2)+ is not in the
linear span of x+1 and x
+
2 . Hence the analog of Theorem 1 does not apply for neural networks, in general.
For notational convenience we adopt the common practice in neural network literature of working with
augmented A and X, appending constant terms to avoid carrying explicit bias terms. For X this means
adding a constant term in the first position, X0 = 1. This additional term in X requires an additional row
in A as the new first row which holds the bias terms in the hidden layer. This makes A ∈ R(Td+1)×p, where
p is the number of hidden nodes. The remaining bias term, the one in the output layer, corresponds to the
parameter βp+1, and we have m = p+ 1. In order to produce a constant term that matches this bias term,
we append an additional constant row to A, (1, 0, . . . , 0). This means that as a parameter A is in effect
(Td+ 1)× p-dimensional, but in actual computations A ∈ R(Td+1)×(p+1), with the following block structure:
b1 . . . bp 1
A′
0
...
0
 ,
where A′ ∈ R(Td)×p is the core A matrix without augmentation and b1, . . . , bp are the bias terms of the
hidden layer.2
Expectations under neural network bases The expectation at time 0, Z0, which corresponds to the
present value or t0 price, is simply given by βp+1, the bias coefficient in the output layer. The conditional
expectation EQt [φA(X)>β] is provided in the following lemma, see [FA19] for its proof.
Lemma 1. Assume X ∼ N(0, ITd). Then the above one-layer neural network,
f?(X) =
p+1∑
i=1
βiφA,i(X) =
p+1∑
i=1
βi(A
>
i X)
+,
has conditional expectation given by
EQt [f?(X)] =
p∑
i=1
βiEi(t) + βp+1,
where
Ei(t) = EQt
[(
A>i X
)+]
=
1
2
σi(t)
√
2
pi
exp
(
− µi(t)
2
2σj(t)2
)
+ µi(t)
(
1− Φ
(
−µi(t)
σi(t)
))
(8)
with
µi(t) = EQt
[
A>i X
]
=
td∑
s=0
XsAsi,
σi(t) = σ
Q
t
[
A>i X
]
=
√√√√ Td∑
s=td+1
A2si,
2Strictly speaking, we ignore those A for which φA,1, . . . , φA,p+1 are not linearly independent. However, in practice this is
not relevant, as the set of such singular A’s has Lebesgue measure zero in R(Td+1)×(p+1).
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which is an explicit expression of the form (5).
3.5 Finite-sample estimation
Given a sample (x1, y1), . . . , (xn, yn) where X is drawn from µ(dx) and yi = f(xi), and given A ∈ A, we can
construct ΦA ∈ Rn×m by ΦA,ij = φA,j(xi).
Assuming that m ≤ n and Φ>AΦA is invertible (rank ΦA = m), the empirical version of (2) reads as the
ordinary least squares (OLS) problem
β̂A = arg min
β∈Rn
‖y − ΦAβ‖Rn = (Φ>AΦA)−1Φ>Ay (9)
Remark. The law of large numbers implies, for a fixed A ∈ A and for n→∞,
β̂A = (
1
nΦ
>
AΦA)
−1( 1nΦ
>
Ay)
p−→ 〈φA, φ>A〉−1L2µ〈φA, f〉L2µ = βA (10)
Finite-sample feature learning The empirical version of (3) reads as follows: we assume that there
exists an optimal parameter (Â, β̂) ∈ A × Rm such that Φ>
Â
ΦÂ is invertible (rank ΦÂ = m) and attaining
the best approximation error
min
(A,β)∈A×Rm
‖y − ΦAβ‖Rn = ‖y − ΦÂβ̂‖Rn (11)
where we have β̂ = β̂Â, by (9). Writing φ̂ = φÂ, we obtain the estimated approximation f̂ = φ̂
>β̂ of f .
4 European call option example
Having presented the theoretical background, we now turn to a first example to show how the ideas in
Section 3 can be used to construct a replicating martingale and how these compare to alternative approaches.
In order to introduce this example, and the estimator quality metrics to be used, we begin in the next section
showing how the capital calculations are performed using nested Monte Carlo.
4.1 Nested Monte Carlo
In this example, we calculate the present value (Z0) and expected shortfall of −∆Z1 for an European call on
an equity index. We assume that we hold a short position in this call and therefore focus on the loss-making
tail, that is, the tail where the equity index values are higher. In keeping with industry convention, the
present value and expected shortfall are reported as positive numbers, without taking into account the fact
that it is a short position.
The economic scenario generator is described in Appendix C. That generator maps X to a vector of
economic factors. This vector contains several components, among them the equity index and the cash
account. We will call these components EQt and Ct respectively. The European call payoff at time T will
be
max(EQT −K, 0)
and therefore
Z = −max(EQT −K, 0)/CT
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where K is the strike of the option and T its maturity. The variables EQt, Ct, and K represent nominal—
undiscounted—values.
In this example we work with two maturities T = 5 and T = 40 and for both K = 100—that is, the
option is at the money at time zero. The model has Xi ∈ R3 and therefore there are 15 and 120 total
dimensions—individual stochastic variables—for T = 5 and T = 40, respectively.
To establish the benchmark value—the closest we can get to the “ground truth” without having a closed
form solution—we first run a very large nested Monte Carlo simulation (henceforth nMC), with 1,000,000
outer simulations (n0) and 100,000 inner simulations (n1). We then calculate the 99% expected shortfall on
the loss-making tail. When working with an empirical distribution, as we do here based on simulation data,
the expected shortfall reduces to simply averaging the 1% worst results.
Before we can test the quality of nMC estimator for a finite simulation budget, we need to decide how to
split said budget between inner and outer simulations. Different combinations of outer and inner simulations
will produce different nMC estimators. The bias and variance of the nested Monte Carlo estimator depends
on both the amount of outer and inner simulations. Each combination has a different bias and variance
and therefore a different mean absolute error. This is shown in Tables 1 and 2 for a fixed total budget
of 50,000 simulations. In each individual estimation (inner–outer combination), the error is calculated as
a percentage of the benchmark value and therefore we refer to the quality metric as “MApE”, for Mean
Absolute percentage Error. The formula is described in Appendix E. It is important to note that since the
expected shortfall is calculated on −∆Z1, the error on Z0 is also part of the error on ES(−∆Z1).
As described in [BDM15], it is not possible, in general cases, to decide for a finite budget how to make
this inner-outer split in an optimal way. In this paper we will err on the side of presenting optimistic risk
figures for nMC estimations, by choosing an optimal split based on our knowledge of the benchmark value.
This bias towards more accurate nMC risk estimations than possible in practice will not be a problem for
our analysis, since we find that the proposed replicating martingale method produces more accurate results
than the optimal nMC, which is already better than what one would obtain in practice. Since the optimal
number of simulations for risk calculations is different than for the pricing calculations, it is not possible to
be optimal for both at the same time. We have chosen the optimal set for risk calculations. This problem
does not exist for regression-based methods, since it is not necessary to split the training budget.
The effect on the present value calculations of using the split which is for optimal for risk calculations
can be seen in Table 3. There, for example, the error on the 5 year call is 1.7% while in Table 1 we can see
that the error would be 0.6% when using the split optimal for present value calculations—which corresponds
to flat, not nested, Monte Carlo.
In order to select the optimal outer-inner combination, each combination is run 100,000 times to be able
to estimate its MApE ES. The combination with the lowest MApE ES is chosen as the optimal for that
(total) sample size. Table 3 shows the relationship between the MApE ES of the optimal combination and
the total sample size. We can see that the estimation of ES[∆Z1], performed via nested Monte Carlo, is
much more affected by the increased dimensionality of the problem than the estimation of Z0.
These Monte Carlo results will be used throughout the paper as one of the reference methods against
which we measure the proposed methods.
4.2 Applying replicating martingales
We now apply the functional bases described in Sections 3.2, 3.3, and 3.4. For each functional base we
show the same quality metrics as in Section 4.1 in order to compare to the results from nested Monte Carlo
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estimation.
Additionally, each functional base is also compared to other related methods, such as regress-now LSMC.
When comparing between regression-based methods, we use an additional quality metric: the mean L1 error
over the empirical distribution of ∆Z1. This metric allows us to make comparisons of the goodness-of-fit
along the entire distribution, not only the tail. This metric is related to the upper bound on the error for
any tail metric, not only the 1% tail used in the expected shortfall error examples. For more details about
the quality metrics use, please refer to Appendix E.
4.2.1 Full polynomial bases
The first comparison uses the full polynomial basis described in Section 3.2. In Tables 4 and 5 we present
the MApE comparison among Monte Carlo, regress-now polynomial basis and the replicating martingale
full polynomial basis. Table 4 shows results for the present value and Table 5 for the expected shortfall
estimators.
We can see how the replicating martingale outperforms the other two methods in the estimation of the
present value and the 99% expected shortfall. For a more comprehensive comparison, we look at the mean L1
error in Table 6. We can see that Table 5 confirms the conclusions from Table 6: the replicating martingale
estimators outperform the regress-now estimators. In this regard, we verify what others in the literature
have reported before for regress-later estimators.
Tables 4 and 5 do not show results for the full polynomial basis under the replicating martingale approach
for T = 40. The reason for this is the combinatorial explosion in the number of basis functions as the
dimensionality of the problem grows. As shown in (6), the number of basis functions for d = 3, δ = 3, T = 40
is 302, 621. The number of samples would have to be at least of that magnitude, yielding a problem that,
while feasible for some algorithms, is not necessarily practical in the real world. Our focus is to describe a
method that shows good quality even for high-dimensional problem with a manageable number of samples.
It is important to note that the regress-now approach does not suffer from this problem and shows a quality
improvement over the Monte Carlo approach.
4.2.2 Polynomials and linear dimensionality reduction
The problems with high dimensional cases described in the previous paragraph motivate our use of linear
dimensionality reduction (LDR). As described in Section 3.3, the number of parameters to be estimated can
be greatly reduced, from 816 to 29 for T = 5 and from 302,621 to 134 for T = 40. Whether a function
f can be well approximated by a polynomial basis with linear dimensionality reduction for a small δ and
p depends on the nature of the function. Asymptotically, any function in L2µ can be approximated with
arbitrary precision.
The optimization problem in (11) is solved over the product manifold Vk(RTd)×Rm rather over RTd×k×
Rm, supported by Theorem 1. This reduces the effective dimensionality of the problem and simplifies the
calculation of the conditional expectation of φ(X) in Equation (4). For these examples we have used the
Riemannian BFGS algorithm from [HGA15] using the C++ library published by the authors. Additionally,
we tested another two algorithms, Riemannian Trust Regions ([ABG07]) as implemented by the Python
library “pymanopt” ([TKW16]), and Grassmann Gauss-Newton ([HC18]) as implemented by the authors in
the publicly available Python library. In all cases, Riemannian BFGS achieved better results.
For this example, we have chosen p = 3. We performed a sensitivity analysis on this parameter and
found that a larger value might lead to better results in some cases but not in all cases. The full results are
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included in Appendix G.
Tables 4 and 5 show the results of applying LDR (p = 3) to the European call problem and we can see
how this method performs in relation to the other alternatives. We can see that the polynomial LDR has
lower error than nested Monte Carlo and both regress-now and regress-later polynomials. It also becomes
clear that the LDR approach allows high dimensional problems where the regress-later approach on a full
polynomial basis would fail.
4.2.3 Neural networks
In this section, we describe the results achieved using a neural network model as defined in Section 3.4. For
this example we have chosen to work with 100 nodes, that is, the hidden layer is 100 nodes wide. This choice
was made via cross-validation.
The neural network was optimized via backpropagation using the BFGS algorithm from Python’s popular
library scikit-learn ([PVG+11]). The results in Tables 4 and 5 show an excellent quality of the neural network
replicating martingale in this example, outperforming every other choice, except for the risk calculations with
a very low number of samples (1,000).
In the comparison between neural network approaches, we can see that the replicating martingale—a
regress-later method—outperforms the regress-now variation, the same way that it did for the polynomials.
In Figure 2 we can compare the empirical distribution for each method. This figure makes it easy to
qualitatively assess the differences between the different methods, for example: the high variance of nMC vis-
a-vis the lower variance of replicating martingales, or the higher accuracy of regress-later methods compared
to regress-now methods. We can also see that, despite the non-linear optimization with random starting
points involved, the neural network replicating martingale does not have qualitatively higher variance than
the polynomial equivalents.
It is interesting to consider the structure of the neural network and polynomial models, to understand
what they have in common and what they do not. As seen in (5), both methods use a linear map to reduce
the dimensionality of the input before applying a non-linear function. The polynomial model is based on
global polynomials while the neural network can be seen as a data-driven piece-wise linear model. While
usually piece-wise linear models require a grid to be defined a priori, neural networks adjust the bias term
to “place” the grid where it is most needed according to the input data.
4.3 Comparison to lasso
The lasso ([Tib96]) is a popular model building technique for generating sparse models. It is used very
successfully as a method for feature selection, especially in high dimensional problems. For that reason it is
natural to compare the lasso regressor with the replicating martingale approach we present in this paper.
The lasso estimates of a linear model on a full polynomial bases, as in Section 3.2 are obtained by
β̂ = arg min
β
‖y − Φ>β‖2Rn + λ
m∑
j=1
|βj | .
One important difference is that lasso does not change the size of the regression problem, only the sparsity
of the solution. Therefore the regression problem does not become smaller, unlike the case of polynomials with
linear dimensionality reduction where once the input variables are projected, the remaining OLS problem is
much smaller than the original.
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A second important difference is that lasso selects among preexisting features, rather than creating new
ones. The methods we described above create new features adaptively, under the assumption that the true
function can be expressed in low dimensions. This lower dimension number p must be specified and becomes
fixed, which is a disadvantage in respect with lasso which does not require a predetermined number of
features.
Table 7 shows the comparison between lasso and two replicating martingale methods—LDR and neural
network—for both MApE and L1 error. The quality of lasso is consistently worse than that of the other
estimators, both in the tail and across the body of the distribution.
4.4 Comparison of runtime
The last comparison that we present on this European call example shows how long it takes to run the
training and prediction phases on each model. This involves: running the regression on the number of
samples indicated on the first column and calculating Ẑ1(xi) for 1,000,000 validation samples.
The results are presented in Table 8. They clearly show the effect of the dimensionality reduction in the
computational cost of the replicating martingale method. In high-dimensional problems, where the lasso
regression must work with all features in the high-dimensional space, the LDR and Neural Network models
are two orders of magnitude faster since the dimensionality reduction takes place prior to the creation of the
features, thus creating a smaller regression problem.
5 Insurance liability model example
Having shown the effectiveness of learning the replicating martingale in the case of an European call, we
present now a much more complex example: a variable annuity guarantee. Unlike the previous example, this
one features path dependent cash flows at multiple points in time and also a dependency on a stochastic
mortality model, rather than only stochastic market variables. The model has been built using models
commonly in use in the insurance industry. The policyholder population is fictitious.
The example is constructed as follows: there are five stochastic drivers: two for the interest rate model,
one for the equity model, one for the real estate model, and one for the stochastic mortality. The interest
rate and equity models are those described in Appendix C and used in previous examples. The real estate
model is the same as the equity model from Appendix C, but uses an independent stochastic driver and
a lower volatility than the equity model. The stochastic mortality follows a Lee–Carter model ([LC92]) to
provide a trend and random fluctuations over time.
The insurance product being simulated is an investment account with a “return premium on death”
guarantee. Every policyholder has an investment account. At each time period, the policyholders pay a
premium, which is used to buy assets. These assets are deposited in the fund. The fund is re-balanced
at each time period to maintain a target asset allocation. The value of the fund is driven by the inflows
from premiums and the market value changes, which are driven by the interest rate, equity, and real estate
models. At each time step, a number of policyholders die—as determined by the stochastic life table—and the
investment fund is paid out to the beneficiaries. If the investment fund were below the guaranteed amount,
the company will additionally pay the difference between the fund value and the guaranteed amount. The
guaranteed amount is the simple sum of all the premiums paid over the life of the policy. Over the course of
the simulation the premiums paid gradually increase the guaranteed amount for each policy.
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All policies have the same maturity date. In the short-term, low dimensional example, the maturity is
T = 5. In the long term, high dimensional example the maturity is T = 40. At maturity, the higher of the
fund value and the guaranteed amount is paid out to all survivors.
The investment portfolio holds four assets: a ten-year zero coupon bond, a twenty-year zero coupon bond,
an equity index and a real estate index. The bonds are annually replaced such that the time to maturity
remains constant.
The model is described by the following equations, where all financial variables are nominal amounts,
unless otherwise noted:
Cash flows
– Dt: total dead in period (t-1, t)
– Lt: total of policyholders alive at time t
– At: value of assets at time t (per policy)
– Gt: guaranteed value at time t (per policy)
– Ct: value of the cash account at time t
– T : maturity date of the policies
ζt =
Dt max(At, Gt)/Ct, t < TLT−1 max(AT , GT )/CT , t = T
In these equations, ζt is the only discounted variable—by the cash index—all other variable are nominal
amounts.
Investment fund
– V it : unit price of asset i at time t
– U it : number of units of asset it held (per policy)
in the fund at time t
– B(t, S): value at time t of a bond maturing at
time S
– EQt: value of equity index at time t
– REt: value of real estate at time t
– M : asset allocation mix
– Pt: premium paid (per policy) at time t
At =
∑
i
U itV
i
t
U it =

U it−1
B(t, t+ 9)
B(t, t+ 10)
+
PtMi
V it
, i = 1
U it−1
B(t, t+ 19)
B(t, t+ 20)
+
PtMi
V it
, i = 2
U it−1 +
PtMi
V it
, i = 3, 4
M =
(1
3
,
1
3
,
1
5
,
2
15
)
V it =

B(t, t+ 10), i = 1
B(t, t+ 20), i = 2
EQt, i = 3
REt, i = 4
Bond prices (B), equity and real estate indices (EQ and RE) are simulated according to the model in
Appendix C.
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Policy variables
Gt = Gt−1 + Pt Pt = 100
G0 = 100
Demographic variables
– Dxt : total dead of age x in period (t-1, t)
– Lxt : total alive of age x at time t
– qx(t): death rate for age x in period (t-1, t)
Dt =
∑
x
Dxt D
x
t = L
x
t−1qx(t)
Lx0 = 1000 ∀x ∈ (30, 70)
Mortality model (Lee–Carter)
– mx(t): force of mortality at time t for age x – X
(lc)
t : element of innovation process X at time
t used for mortality model
– ax and bx: Lee–Carter parameters (table in Appendix I)
qx(t) = 1− e−mx(t) mx(t) = eax+bxk(t)
k(t) = k(0)− 0.365t+ t t = 0.621X(lc)t
√
t
k(0) = −11.41
5.1 Results
The results for the variable annuity guarantee confirm those of European option case: the replicating mar-
tingale works very well, in particular the neural network model, which provides the best results in most
cases. However, the more complex example also shows some limitations of the methods.
In the estimation of the present value (Table 9) we can observe:
• Monte Carlo simulation is still very effective, but regression-based methods provide slightly better
accuracy.
• The neural network model performs relatively badly in the case with the lowest number of samples
(1,000) and high dimensions (T = 40), providing the worst results in that case. This is driven by
over-fitting, as we describe in the next section. The quality reaches that of the other methods as the
number of samples increase.
• The polynomial LDR method—which is calculated with p = 10—shows its advantage over the full
polynomial basis not only in being able to solve the high dimensional case, but also in the estimation
of the low dimensional case with low number of samples. The full polynomial basis has a MApE of
61% due to the basis containing
(
28
3
)
= 3,276 elements, which exceeds the 1,000 available samples. The
polynomial LDR has a MApE of less than 0.1% due to only containing 286 basis elements.
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In the estimation of the expected shortfall (Table 10 and Figure 3) and the analysis of the mean relative
L1 error (Table 11) we can observe:
• Regress-later methods dominate over regress-now methods and nested Monte Carlo, with better mean
absolute error and standard deviation.
• Unlike the case in the European call example where neural networks completely dominated the quality
comparison, polynomial LDR shows better results in a few cases. However, which method shows better
results is very sensitive to the choice of hyper-parameters. We provide a sensitivity analysis for hyper-
parameters in Appendices G and H. Overall, neural networks have more room for improvement with
an alternative choice of hyper-parameters and can be assumed to produce better results in this variable
annuity example.
• We can observe several cases where an insufficient number of training samples leads to over-fitting
and poor out-of-sample results. For example, for the full polynomial basis and T = 5, we find a large
improvement in results when the training data changes from 1,000 samples to 5,000 samples. This
basis has m = 3,276 which means that when working with 1,000 samples we have more parameters
than samples. The same effect can be seen in the neural network replicating martingale for T = 40
when the sample size changes from 10,000 to 50,000 samples. This can be explained by the fact that
this model has 20,201 parameters.
• In some cases, for example, the case neural network regress-later estimator for T = 5 the MApE ES
increases when the sample size increases from 5,000 to 10,000 and 50,000 (Table 10). This behaviour is
not present in the relative mean L1 error (Table 11). This is due to the divergence between the error
being minimized—errors along the full cash flows distribution—and the error being measured—errors
in the tail of T = 1 conditional expectation distribution.
5.2 Comparison of runtime
The comparison of runtime for the insurance example is very important to determine the relative strength
of the methods as feasible solution in the real world. For the reasons described in the introduction, nested
Monte Carlo is not a feasible method for this problem, and it is therefore excluded from this comparison.
Unsurprisingly, we find regress-now methods to be faster than regress-later methods. This might par-
tially explain the popularity with practitioners, especially for frequent calculations that do not require high
precision. However, for quarterly or annual calculations of regulatory solvency, it seems hard to justify the
much higher error rates for the benefit of saving a few minutes of calculations.
The slowest method is the polynomial LDR, which for the high dimensional problem takes almost 25
minutes to find the solution and make the estimation of the out-of-sample distribution. This time is entirely
dominated by the optimization—training—step, not the estimation—prediction—step. The polynomial LDR
method runtime is extremely sensitive to the p parameter. For example, for T = 40 and sample size 1,000,
it takes 33 seconds to solve with p = 5 and 279.1 seconds to solve with p = 10.
The neural network model can be solved relatively fast, taking 2 minutes in the largest problem.
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6 Conclusions
In the context of the need for accurate and fast calculations in portfolio pricing and risk management, we
have introduced a data-driven method to build replicating martingales under different functional bases. This
method yields lower errors than standard nested Monte Carlo simulation.
The model learns the features necessary for an effective low-dimensional representation from finite samples
in a supervised setting. By doing so, it can be very effective in high-dimensional problems, without some of
the usual difficulties associated with them.
We have presented two examples to demonstrate the usefulness of replicating martingales in the cal-
culation of economic capital. The first is a typical benchmark example for calculations involving financial
derivatives: an European call option. The second is a path-dependent insurance product, a variable annuity
guarantee. Replicating martingales outperform other methods in the literature and in use in the financial
industry for these two representative cases. This is illustrated by extensive comparisons and sensitivity
analyses.
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Appendix
A Tables
Table 1: Nested Monte Carlo, comparison of present value (50,000 total samples)
Maturity Benchmark nMC MApE
5 22.1881 22.1806 0.6%
40 67.5632 67.5567 1.0%
Table 2: Nested Monte Carlo, comparison of expected shortfall for nested Monte Carlo (50,000 total samples)
Benchmark Nested Monte Carlo (MApE by inner simulations)
Maturity (value) 1 10 25 50 100 250 400 500
5 56.7638 233.9% 29.7% 12.0% 8.0% 9.3% 14.4% 19.0% 20.3%
40 62.5227 2,030.4% 464.5% 232.6% 129.5% 66.9% 24.8% 21.5% 19.2%
Table 3: Nested Monte Carlo, comparison of present value and expected shortfall MApE (in percentage points) for
optimal inner–outer split
Present Value Expected Shortfall
Samples Maturity: 5 Maturity: 40 Maturity: 5 Maturity: 40
1,000 6.4 7.5 26.8 404.4
5,000 4.0 3.9 15.9 111.2
10,000 3.8 3.1 14.5 56.8
50,000 1.7 2.4 8.0 19.2
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Table 4: European call, comparison of present value MApE (in percentage points)
Full Polynomial basis LDR Neural Network
Samples nMC Regress-now Regress-later Regress-later Regress-now Regress-later
T=5
1,000 6.4 4.0 1.3 0.5 4.2 0.2
5,000 4.0 1.8 0.2 0.2 1.8 <0.1
10,000 3.8 1.2 0.1 0.1 1.2 <0.1
50,000 1.7 0.6 0.1 0.1 0.6 <0.1
T=40
1,000 7.5 7.2 3.7 7.9 5.5
5,000 3.9 3.2 2.0 3.2 1.6
10,000 3.1 2.3 1.5 2.4 0.9
50,000 2.4 1.0 0.5 1.0 0.2
Table 5: European call, comparison of expected shortfall MApE (in percentage points)
Full Polynomial basis LDR Neural Network
Samples nMC Regress-now Regress-later Regress-later Regress-now Regress-later
T=5
1,000 26.8 21.5 4.9 2.3 47.8 0.9
5,000 15.9 9.3 1.3 1.3 11.6 0.2
10,000 14.5 6.5 1.0 1.1 7.3 0.2
50,000 8.0 3.0 0.7 0.8 3.6 0.1
T=40
1,000 404.4 141.4 10.2 459.9 16.0
5,000 111.2 47.0 6.2 107.2 4.9
10,000 56.8 29.7 4.9 57.5 3.3
50,000 19.2 12.6 2.9 11.5 0.9
Table 6: European call, comparison of relative mean L1 error (in percentage points)
Full Polynomial basis LDR Neural Network
Samples Regress-now Regress-later Regress-later Regress-now Regress-later
T=5
1,000 15.5 4.6 2.7 36.6 0.5
5,000 6.8 0.9 2.0 12.5 0.4
10,000 4.8 0.7 1.8 8.0 0.4
50,000 2.2 0.5 1.3 2.9 0.4
T=40
1,000 26.5 4.5 68.8 7.4
5,000 11.9 2.6 24.0 2.2
10,000 8.5 2.0 14.9 1.4
50,000 3.9 1.4 4.1 0.8
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Table 7: European call, comparison of MApE ES and relative mean L1 error (both in percentage points)
MApE ES Rel. mean L1 error
Samples Lasso LDR N. Net. Lasso LDR N. Net.
T=5
1,000 23.9 2.3 0.9 8.4 2.7 0.5
5,000 8.6 1.3 0.2 2.6 2.0 0.4
10,000 7.1 1.1 0.2 2.2 1.8 0.4
50,000 1.5 0.8 0.1 0.9 1.3 0.4
T=40
1,000 100.0 10.2 16.0 64.2 4.5 7.4
5,000 83.9 6.2 4.9 24.7 2.6 2.2
10,000 70.7 4.9 3.3 17.9 2.0 1.4
50,000 2.9 0.9 1.4 0.8
Table 8: European call, comparison of runtime (in seconds), single core AMD Opteron 6380
Full Polynomial basis LDR Neural Network
Samples Lasso Regress-now Regress-later Regress-later Regress-now Regress-later
T=5
1,000 1.7 0.9 1.5 1.4 9.5 18.4
5,000 3.4 0.9 2.3 1.6 16.1 21.1
10,000 6.1 0.9 3.0 2.1 24.0 24.4
50,000 24.9 1.0 13.4 7.1 92.6 49.4
T=40
1,000 153.4 0.9 7.2 10.0 18.5
5,000 897.2 0.9 22.3 15.5 24.4
10,000 2,199.0 1.0 51.7 24.0 30.0
50,000 1.4 271.7 19.1 76.1
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Table 9: Insurance liability, comparison of present value MApE (in percentage points)
Full Polynomial basis LDR Neural Network
Samples nMC Regress-now Regress-later Regress-later Regress-now Regress-later
T=5
1,000 0.3 0.2 61.0 <0.1 0.3 0.1
5,000 0.3 0.1 <0.1 <0.1 0.1 <0.1
10,000 0.2 0.1 <0.1 <0.1 0.1 <0.1
50,000 0.1 <0.1 <0.1 <0.1 <0.1 <0.1
T=40
1,000 0.5 0.5 0.2 0.6 6.2
5,000 0.3 0.2 0.1 0.2 0.3
10,000 0.3 0.2 0.1 0.2 0.4
50,000 0.2 0.1 <0.1 0.1 0.1
Table 10: Insurance liability, comparison of expected shortfall MApE (in percentage points)
Full Polynomial basis LDR Neural Network
Samples nMC Regress-now Regress-later Regress-later Regress-now Regress-later
T=5
1,000 29.7 79.0 608.6 7.2 196.6 2.9
5,000 10.9 18.5 0.5 4.8 47.6 0.5
10,000 8.9 10.2 0.3 4.7 25.5 0.7
50,000 5.4 3.2 0.2 3.5 6.8 0.9
T=40
1,000 106.1 228.6 25.4 524.4 14.8
5,000 33.4 64.8 5.5 149.0 11.1
10,000 19.3 36.3 7.8 85.7 10.5
50,000 11.0 10.2 7.4 13.2 0.5
Table 11: Insurance liability, comparison of relative mean L1 error (in percentage points)
Full Polynomial basis LDR Neural Network
Samples Regress-now Regress-later Regress-later Regress-now Regress-later
T=5
1,000 1.6 61.0 0.2 4.7 0.1
5,000 0.7 <0.1 0.2 1.6 0.1
10,000 0.5 <0.1 0.3 1.0 <0.1
50,000 0.2 <0.1 0.2 0.4 <0.1
T=40
1,000 3.3 0.8 10.0 6.2
5,000 1.4 0.3 3.4 0.6
10,000 1.0 0.5 2.2 0.5
50,000 0.4 0.4 0.6 0.1
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Table 12: Insurance liability, comparison of runtime (in seconds), single core AMD Opteron 6380
Full Polynomial basis LDR Neural Network
Samples Regress-now Regress-later Regress-later Regress-now Regress-later
T=5
1,000 0.8 4.3 30.4 4.0 5.5
5,000 0.9 54.4 113.2 11.1 8.2
10,000 1.1 45.3 49.6 19.8 11.9
50,000 3.0 108.1 238.6 95.1 42.7
T=40
1,000 1.3 279.1 4.6 6.3
5,000 2.6 698.9 12.9 15.7
10,000 4.3 1,815.1 22.9 26.5
50,000 17.9 1,472.8 31.7 115.5
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B Figures
Figure 1: Nested Monte Carlo structure. The outer simulations span the time period 0 to t, and each of those
serves as the starting point of a group of inner simulations.
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Figure 2: Distribution of expected shortfall estimates per method for the European call example. Boxes show the
upper and lower quartiles of the empirical distributions, while whiskers show their maxima and minima. Due to the
logarithmic scale, a visual artifact is introduced by which the inter-quartile range seems to increase with larger sample
sizes—most notably in the nMC for Maturity=40. In reality, the inter-quartile range decreases with larger sample
sizes, but the logarithmic scale makes the box bigger for smaller errors.
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Figure 3: Distribution of expected shortfall estimates per method for the insurance liability example. Boxes show
the upper and lower quartiles of the empirical distributions, while whiskers show their maxima and minima. Due to
the logarithmic scale, a visual artifact is introduced by which the inter-quartile range seems to increase with larger
sample sizes—most notably in the nMC for Maturity=40. In reality, the inter-quartile range descreases with larger
sample sizes, but the logarithmic scale makes the box bigger for smaller errors.
C Economic scenario generator
C.1 Interest rate model
To model interest rates we use the one-factor Hull White model:
dr(t) = α(b(t)− r(t))dt+ σdW (t).
C.2 Bond prices
The nominal price at time t of a zero-coupon bond with maturity T is given by
B(t, T ) = exp(−A(t, T )r(t) + C(t, T )) (12)
where
A(t, T ) =
1
α
(1− e−α(T−t)),
C(t, T ) = −α
∫ T
t
∫ u
t
e−α(u−s)b(s)dsdu+
σ2
2α2
[
(T − t) + 1
2α
(1− e−2α(T−t)) + 2
α
(e−α(T−t) − 1)
]
.
If we define h(t, T ) :=
∫ T
t
∫ u
t
e−α(u−s)b(s)dsdu then
B(0, 1) = exp(−A(0, 1)r(0) + C(0, 1))
=
1
α
(1− exp(−α)) ∗ r(0)− αh(0, 1) + σ
2
2α2
[
1 +
1
2α
(1− e−2α) + 2
α
(e−α − 1)
]
.
(13)
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Additionally, we define for future use
g(t) :=
∫ t+1
t
e−α(t+1−s)b(s)ds
h(t) := h(t, t+ 1).
C.3 Simulation
We simulate the short rate, r, and log-cash account, Y , jointly from Hull White one-factor model according
to the formulas in [Gla13], using the innovation process X as a stochastic driver.
Y (t) =
∫ t
0
r(u)du
µ(ti, ti + 1) = α
∫ ti+1
ti
e−α(ti+1−s)b(s)ds = αg(ti) = µ(ti)
σr(ti, ti + 1) =
σ2
2α
(1− e−2α(ti+1−ti)) = σ
2
2α
(1− e−2α) = σr
r(ti + 1) = e
−α(ti+1−ti)r(ti) + µ(ti, ti+1) + σr(ti, ti+1)Xi+1,1 = e−αr(ti) + µ(ti) + σrXi+1,1]
σY (ti, ti+1) =
σ2
α2
(
(ti+1 − ti) + 1
2α
(1− e−2α(ti+1−ti)) + 2
α
(e−α(ti+1−ti) − 1)
)
=
σ2
α2
(
1 +
1
2α
(1− e−2α) + 2
α
(e−α − 1)
)
= σY
σrY (ti, ti+1) =
σ2
2α
(1 + e−2α(ti+1−ti) − 2e−α(ti+1−ti)) = σ
2
2α
(1 + e−2α − 2e−α) = σrY
ρrY (ti, ti+1) = σrY (ti, ti+1)/[σr(ti, ti+1)σY (ti, ti+1)] = σrY /(σrσY ) = ρrY
X ′i+1,2 = ρrYXi+1,1 +
√
1− ρ2rYXi+1,2
µY (ti, ti+1) = (1/α)(1− e−α(ti+1−ti))r(ti) + α
∫ ti+1
ti
∫ u
ti
e−α(u−s)b(s)dsdu
= (1/α)(1− e−α)r(ti) + αh(ti) = µY (ti)
Y (ti+1) = Y (ti) + µY (ti) + σYX
′
i+1,2
C.4 Equity model
A geometric brownian process St models the equity excess return, therefore the equity index EQt is given
by EQt = CtSt where Ct = exp(Y (t)) is the cash account.
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We use this model for simulating for equity and real estate indices, with the recursive formula
St = St−1 exp
(
−σ
2
2
+ σX ′t,j
)
,
where j = 3 for the equity index and j = 4 for the real estate index. For a given Σ matrix that encodes
the desired correlations, X ′ is a (correlated) innovation process X ′t = ΣXt. For the examples in this paper,
we have not been calibrated Σ to market data. In order to produce X ′ we set X ′t,1 = Xt,1, X
′
t,2, X
′
t,3, X
′
t,4
to be correlated with Xt,1 and X
′
t,5 = X
(lc)
t —used for the mortality model—to be independent of all other
variables.
D Proof of Theorem 1
Theorem 1 follows from Lemma 2 below by choosing A˜ = A(A>A)−1/2, which lies in Vk(RTd).
Lemma 2. Let A, A˜ ∈ RTd×k with full rank. The following are equivalent:
1. ImA = Im A˜
2. A = A˜S, for some invertible k × k-matrix S
3. spanφA = spanφA˜
Proof. 1⇔2: is elementary.
2⇒3: define q˜i(y) = qi(S>y) and note that {q˜1, . . . , q˜m} is a basis of Polδ(Rp). Note also that φA,i(x) =
qi(S
>A˜>x) = q˜i(A˜>x), while φA˜,i(x) = qi(A˜
>x). This yields the claim.
3⇒1: as Polδ(Rp) contains all linear polynomials on Rp, we infer that for any v ∈ Rp there exists some
v˜ ∈ Rp such that v>A>x = v˜>A˜>x, for all x ∈ RTd, and vice versa. This completes the proof.
E Quality metrics
Since the focus on this paper are applications in pricing and risk managements, we use two key quality
metrics. The first one looks into the goodness of fit in the tail of the distribution, and the second one the
goodness of fit across the body of the distribution.
For the tail of the distribution we look at expected shortfall and value at risk, for the loss-making tail.
For the body of the distribution we look at the L1 error.
We treat the models as statistical estimators since their estimates are subject to the randomness of their
inputs. For that reason, for each those metrics described above we derive an empirical distribution based
on R macro-runs of the the entire simulation-estimation-prediction chain of calculations. That means that
we also need to define which metric summarizes the results of the empirical distribution. In both cases (tail
error and L1 error) we use the mean absolute error. In all cases we work with relative errors, expressed as a
percentage. Root mean squared errors would have been an option but the advantages of the mean absolute
error have been well documented in [WM05] and [CD14].
In the sections below we describe in detail the calculation of our two quality metrics: mean absolute
percentage error on tail error (MApE), and mean relative L1 error.
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E.1 Mean absolute percentage error
Let us consider an empirical distribution of X1:t, composed of n samples. From this distribution we can
obtain an empirical distribution of Zt. Given a function f
∗, we obtain R repetitions of its finite sample
estimator f̂ . For each function in these {f̂j}Rj=1, we can produce an empirical distribution of its value
estimator Ẑt = EQt [f̂(X)] using X1:t, therefore obtaining a set of empirical distributions {Ẑ(j)t }Rj=1.
Given a benchmark expected shortfall calculation at α (e.g., 99%) confidence, ESα[−∆Zt], an estimator
of such quantity ESα[−∆Ẑ(j)t ], and R repetitions (independent samples) of such estimator j = 1 . . . R, the
mean absolute percentage error (MApE) is defined as
MApE ES =
1
R
R∑
j=1
|ESα[−∆Ẑ(j)t ]− ES[−∆Zt]|
ES[−∆Zt] .
The MApE metric can also be applied to the present value of Zt, E[Zt] = Z0:
MApE PV =
1
R
R∑
j=1
|Ẑ(j)0 − Z0|
Z0
.
E.2 Mean relative L1 error
Given the above, the mean relative L1 error is defined as
1
R
R∑
j=1
E[|Ẑ(j)t − Zt|]
E[|Zt|]
This metric is related to the error on the expected shortfall in the following way
|ESα[Zˆt]− ESα[Zt]| ≤ 1
α
E[|Zˆt − Zt|].
This shows that for any α, the expected shortfall MApE is bounded by a multiple of the L1 error. While
the MApE ES is a metric calculated for a particular α and only takes into account the distribution beyond
the α-th percentile, the mean relative L1 error takes into account the whole distribution and bounds the
expected shortfall error for any α.
F Expectations under polynomial LDR
If x ∈ Rp, Hα(x) for α ∈ Np0 is a multivariate Hermite polynomial of order αj in the j-th dimension.
Lemma 3. Given X ∼ N(0, ITd) and A ∈ Vp(RTd), the conditional expectation of the Hermite polynomial
of order α is
Et[Hα(A>X)] =
p∏
j=1
σ[W−j ]
αjHαj
(
W−j
σ[W−j ]
)
(14)
where σ[W−j ] =
√∑td
s=1A
2
sj.
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Proof. Since A>X ∼ N(0, Ip), we have
Et[Hα(A>X)] = Et
 p∏
j=1
Hαj (A
>
j X)
 = p∏
j=1
Et
[
Hαj (A
>
j X)
]
. (15)
At this point we separate those terms before and including t and those after t, and define W−j =
∑Td
s=1AsjXs
and W+j =
∑Td
s=td+1AsjXs, so that W
−
j is Ft-measurable, W+j is independent of Ft, and A>j X = W−j +W+j .
To continue the proof, we introduce the Hermite polynomials of variance ν, H
[ν]
n (x) = ν
n
2Hn
(
x√
ν
)
following [Rom84] (Section 2.1). These generalized Hermite polynomials form an Appell sequence for which
the following identity holds (Equation 4.2.1 in [Rom84]):
H [ν+µ]n (x+ y) =
n∑
k=0
(
n
k
)
H
[ν]
k (x)H
[µ]
n−k(y).
This is the binomial convolution of H
[ν]
k and H
[µ]
n−k under umbral calculus.
Note that the variance of W−j +W
+
j fulfills
σ2[W−j +W
+
j ] = σ
2[W−j ] + σ
2[W+j ] = 1.
Setting ν = σ2[W−j ] and µ = σ
2[W+j ] we obtain
Hαj
(
W−j +W
+
j
)
= H
[σ2[W−j ]+σ
2[W+j ]]
αj
(
W−j +W
+
j
)
=
αj∑
k=0
(
αj
k
)
H
[σ2[W−j ]]
k (W
−
j )H
[σ2[W+j ]]
αj−k (W
+
j )
=
αj∑
k=0
(
αj
k
)
σ[W−j ]
kHk
(
W−j
σ[W−j ]
)
σ[W+j ]
αj−kHαj−k
(
W+j
σ[W+j ]
)
.
Applying the Ft-conditional expectation, we obtain
Et
[
Hαj
(
W−j +W
+
j
)]
=
αj∑
k=0
(
αj
k
)
σ[W−j ]
kHk
(
W−j
σ[W−j ]
)
σ[W+j ]
αj−kEt
[
Hαj−k
(
W+j
σ[W+j ]
)]
,
since
Et
[
Hk
(
W−j
σ[W−j ]
)]
= E
[
Hk
(
W−j
σ[W−j ]
)
|W−j
]
= Hk
(
W−j
σ[W−j ]
)
.
Replacing in (15), and taking into account that
σ[W+j ]
αj−kEt
[
Hαj−k
(
W+j
σ[W+j ]
)]
=
0 ∀k 6= αi1 k = αi ,
we obtain (14).
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G Sensitivity of polynomial LDR to hyper-parameters
The polynomial LDR method has two hyper-parameters, the target dimensionality p and the polynomial
degree δ. Additionally, the Riemannian BFGS algorithm used to solve the optimization problem adds several
other parameters, the main one being the starting point for the parameter A, called here A0.
The polynomial degree parameter is common to all polynomial approximations, and has the expected
impact on the results. In this section, we focus on the parameter p which is unique to the linear dimensionality
reduction and the parameter A0 which in our empirical examples proved to have a large impact on results.
G.1 Starting point A0
The Riemannian BFGS algorithm used to solve the polynomial LDR optimization problem requires a starting
point for A.
A simple way of generating a starting point—similar to what is done for the L-BFGS algorithm used to
solve the neural network optimization problem—is to generate it randomly. To do this we draw Tdp random
samples from N(0, 1) and arrange them into an Td × p matrix B. Then A0 = B(B>B)−1/2 is a random
matrix that follows the uniform distribution on the Stiefel mainfold Vp(RTd).
A second way is to use a rectangular diagonal matrix and fill the last column to ensure that every one
of the Td input dimensions has a weight in at least one of the p output dimension, that is A0 = B | Bij =
1 if (i = j ∧ i 6= p) ∧ Bip = 1√Td−p+1 if i > p. Conceptually, this starting point can be thought as a point
where those input dimensions farthest in the future have been grouped into one output dimension. The
following is an example for Td = 4 and p = 3:
1 0 0
0 1 0
0 0
√
0.5
0 0
√
0.5
 .
A third way uses the same rationale of grouping input dimensions that are far in the future into one
output dimension, but does so respecting the fact that X ∈ RT×d and only groups variables across time (T )
but not across dimensions (d). The following is an example for T = 5, d = 3 and p = 3 which corresponds
to what was used in the European call example in Section 3.3:
√
T 0 0
0
√
T 0
0 0
√
T
...
...
...√
T 0 0
0
√
T 0
0 0
√
T

.
Since this method, which we call “folding”, provides the best results we also use it in Section 5 where we
work with T = 5, d = 5 and p = 10, and leads to a starting point (in block notation):
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1d 0d×(p−d)
0d×d
√
T − 11p−d
...
...

 T − 1 times
.
In Tables 13 and 14 we can see the comparison across different starting points. The folding starting point
performs best of all starting points. This is not surprising since it is expected that for this type of models
(financial derivatives and insurance liabilities) the combination of path dependency and discounting makes
variables closer in time relatively more important than those farther in time. A disappointing characteristic
revealed in the data is that when increasing the number of training samples, we do not always get a strictly
decreasing error. In fact, the error seems to stabilize relatively early (around 5000 samples) and then only be
subject to small fluctuations. The comparison across starting points confirms that this lack of improvement
is not due to a lack of a better solution, but rather most likely to the presence of local minima.
Table 13: Comparison of expected shortfall MApE (in percentage points)
Samples Folding Diagonal random
T=5
1,000 7.2 19.1 18.5
5,000 4.8 16.6 30.8
10,000 4.7 22.5 31.1
50,000 3.5 30.1 32.1
T=40
1,000 25.4 37.3 62.3
5,000 5.5 54.2 68.5
10,000 7.8 51.5 66.1
50,000 7.4 49.2 66.3
Table 14: Comparison of relative mean L1 error (in percentage points)
Samples Folding Diagonal Random
T=5
1,000 0.2 1.1 1.2
5,000 0.2 0.8 1.0
10,000 0.3 0.9 1.0
50,000 0.2 0.9 1.0
T=40
1,000 0.8 1.8 1.7
5,000 0.3 1.3 1.5
10,000 0.5 1.3 1.5
50,000 0.4 1.2 1.6
G.2 Target dimensionality parameter p
To show the effects of paramater p we choose one the starting point methods (diagonal) and one maturity
(T = 5). The results in Tables 15 and 16 confirm the expected effect of changing this parameter: larger
values of p produce better results (since f? is a richer function) but also require more training samples to do
so. We can see that when moving from p = 10 to p = 15 and therefore from m = 286 to m = 816 the error
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for 1,000 training samples increases by a factor of 10 in the expected shortfall and by a factor of 3 in the L1
metric. In those cases with more traning samples (5,000 and above), the error goes down as expected.
Table 15: Comparison of expected shortfall MApE (in percentage points)
Samples Diagonal p=5 Diagonal p=10 Diagonal p=15 Diagonal p=20
T=5
1,000 21.8 19.1 236.6 764.8
5,000 28.8 16.6 8.3 7.7
10,000 32.6 22.5 11.3 10.4
50,000 36.5 30.1 19.7 7.6
Table 16: Comparison of relative mean L1 error (in percentage points)
Samples Diagonal p=5 Diagonal p=10 Diagonal p=15 Diagonal p=20
T=5
1,000 1.0 1.1 3.2 37.3
5,000 1.0 0.8 0.6 0.5
10,000 1.0 0.9 0.6 0.6
50,000 1.0 0.9 0.7 0.4
H Sensitivity of neural network to hyper-parameters
The neural network method has one main hyper-parameter, the width of the hidden layer. Other typical
neural network hyper-parameters as number of layers or activation function do not apply in this case, since
the closed-form of the time-t expectation has been defined only for single-layer, ReLu networks.
In the main results in Section 5, we use the same layer width in all cases, p = 100. This value is the
results of a sensitivity test done for different values (10, 50, 100, 200) after which we chose the best results
overall cases. This sensitivity test is similar to cross validation but is performed on entirely out-of-sample
data, rather than partitioning the existing training data. Using a single choice of layer width in all cases
has the advantage of showing good overall results (for different maturities and training sample size) but
the disadvantage of being neither optimized for each single case (meaning that the results could have been
better when looking at each cell of the table) nor comparable to the polynomial method in terms of functional
complexity, that is, the number of parameters that describe the function f?.
The selection could have been done in different ways, and in this section we show some alternatives and
their effects on the results shown in Section 5.
The first alternative is to use the theoretical minimum width for the network, as described in [HS17]. In
our case, it means using p = 25 for T = 5 and p = 200 for T = 40. This method does not show a good
performance. Interestingly, it performs worse even for T = 40 where p = 100 is below the minimum. Still,
this is not a violation of the theoretical minimum since this is valid for neural networks of arbitrary length,
so it is always possible that using more hidden layers would result in smaller errors than the fixed p method.
The second alternative is to backsolve the width of the network that creates a parameter space of similar
dimensionality as that of the polynomial LDR method. For d = 5, T = 5 and p = 10 the polynomial LDR has
481 parameters. For T = 40 it has 2,231 parameters. This can be matched by using a neural network with
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p = 18 and p = 11 nodes respectively. This alternative provide very good results for the high dimensionality
case (T = 40) but not as good for the low dimensionality case (T = 5).
The third and final alternative is to use a neural network that matches the number of basis functions m.
This means, for both T = 5 and T = 40, that p = 286. The results for this alternative are similar to the
other alternatives.
Table 17: Comparison of expected shortfall MApE (in percentage points)
Samples Fixed p = 100 Minimum width Equal param dims Equal m
T=5
1,000 2.9 2.2 3.0 4.2
5,000 0.5 3.2 4.1 0.4
10,000 0.7 3.3 4.2 0.2
50,000 0.9 3.4 4.3 0.3
T=40
1,000 14.8 14.5 17.2 13.7
5,000 11.1 12.2 2.6 12.5
10,000 10.5 12.4 1.9 12.6
50,000 0.5 1.5 2.1 2.4
Table 18: Comparison of relative mean L1 error (in percentage points)
Samples Fixed p = 100 Minimum width Equal param dims Equal m
T=5
1,000 0.1 0.1 0.1 0.1
5,000 0.1 0.1 0.1 <0.1
10,000 <0.1 0.1 0.1 <0.1
50,000 <0.1 0.1 0.1 <0.1
T=40
1,000 6.2 6.4 2.8 6.5
5,000 0.6 0.8 0.5 0.8
10,000 0.5 0.5 0.2 0.5
50,000 0.1 0.1 0.1 0.1
I Lee–Carter parameters
The Lee–Carter parameters are based on the findings in the original paper [LC92].
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x ax bx
0 -3.641090 0.90640
(1, 2, 3, 4) -6.705810 0.11049
(5, 6, 7, 8, 9) -7.510640 0.09179
(10, 11, 12, 13, 14) -7.557170 0.08358
(15, 16, 17, 18, 19) -6.760120 0.04744
(20, 21, 22, 23, 24) -6.443340 0.05351
(25, 26, 27, 28, 29) -6.400620 0.05966
(30, 31, 32, 33, 34) -6.229090 0.06173
(35, 36, 37, 38, 39) -5.913250 0.05899
(40, 41, 42, 43, 44) -5.513230 0.05279
(45, 46, 47, 48, 49) -5.090240 0.04458
(50, 51, 52, 53, 54) -4.656800 0.03830
(55, 56, 57, 58, 59) -4.254970 0.03382
(60, 61, 62, 63, 64) -3.856080 0.02949
(65, 66, 67, 68, 69) -3.473130 0.02880
(70, 71, 72, 73, 74) -3.061170 0.02908
(75, 76, 77, 78, 79) -2.630230 0.03240
(80, 81, 82, 83, 84) -2.204980 0.03091
(85, 86, 87, 88, 89) -1.799600 0.03091
(90, 91, 92, 93, 94) -1.409363 0.03091
(95, 96, 97, 98, 99) -1.036550 0.03091
(100, 101, 102, 103, 104) -0.680350 0.03091
(105, 106, 107, 108) -0.341050 0.03091
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