Assessment of the imaging quality in localisation-based super-resolution techniques relies on an accurate characterisation of the imaging setup and analysis procedures. Test samples can provide regular feedback on system performance and facilitate the implementation of new methods. While multiple test samples for regular, 2D imaging are available, they are not common for more specialised imaging modes. Here, we analyse robust test samples for 3D and quantitative super-resolution imaging, which are straightforward to use, are time-and cost-effective and do not require experience beyond basic laboratory and imaging skills. We present two options for assessment of 3D imaging quality, the use of microspheres functionalised for DNA-PAINT and a commercial DNA origami sample. A method to establish and assess a qPAINT workflow for quantitative imaging is demonstrated with a second, commercially available DNA origami sample.
Introduction
Super-resolution (SR) imaging techniques have been revolutionising optical microscopy and push the achievable resolution to greater than tenfold of that obtainable with diffraction limited conventional microscopy. Single molecule localisation microscopy (SMLM) is one approach to optical SR and encompasses methods such as PALM [1] , STORM [2] and DNA-PAINT [3] which rely on the temporal modulation and accumulation of non-overlapping single-molecule events to gradually construct an image. Applications of SMLM in visualising complex cellular structures at the nanoscale span across various areas in biological and medical research, such as studies of microtubules [4] , eukaryotes [5] , nuclear biology [6] and cardiac myocytes [7, 8] , for a review see [9] .
In general, in microscopy it is increasingly appreciated that robust test procedures to evaluate system performance are essential since both alignment issues and component performance can degrade instrument performance below design specification [10] [11] [12] [13] . At least of equal importance, such performance checks enable the comparison of data obtained in different laboratories with greater confidence. The procedures generally rely on the availability of suitable test samples that are often specifically constructed to enable reproducible implementation and interpretation of test procedures [14, 15] .
In SMLM systems performance is typically limited by at least three factors: (1) the labelling density and overall quality of the sample [16] [17] [18] [19] ; (2) the photon yield associated with each single-molecule event for localisation precision [20] [21] [22] [23] [24] ; (3) the stabilisation of the system against mechanical and thermal drift over long acquisition times. In practice, it is therefore essential to characterise an SMLM system and optimise its performance prior to embarking on a new project or one involving complex biological samples.
The testing of super-resolution imaging systems has been discussed previously, e.g. [25] [26] [27] , and a number of strategies have been developed that rely, for example, on nano-structured test samples [25] [26] [27] [28] [29] [30] [31] [32] and software packages that include test and calibration procedures [33] . In addition, due to the importance of the data analysis pipeline in SMLM, software packages for super-resolution have been tested and compared in benchmarking exercises [34, 35] .
Here we present a number of robust test and validation procedures for a localisation based super-resolution microscopy system. The samples are based on the DNA-PAINT technique and can be used on various SMLM platforms. First, we perform highresolution 3D imaging using DNA-PAINT microspheres and commercially available origami test samples. We also demonstrate procedures to test and validate quantitative analysis of DNA-PAINT using information extracted from the localisation data implementing the approach termed qPAINT [8, 36] . We conclude that the advantages of providing clear structures, "best-case-scenario" localisation data with high signal-tonoise ratio, and the comparatively long durability of suitable samples make these procedures and the associated DNA-PAINT based samples convenient off-the-shelf solutions for evaluating and validating the performance of SMLM systems. Schematic of a 3D single molecule localisation microscope with biplane 3D localisation. The laser beam is coupled into a conventional fluorescence microscope in TIRF or HILO mode to provide widefield excitation. For biplane 3D localisation an optical splitter is installed between the microscope and the camera. The fluorescence is divided by a 50:50 beam splitter which produces two separate images on both halves of the camera sensor. An f = 4 m lens is inserted into one channel of the splitter device to introduce ~350 nm shift (approximately half of the axial full-width-half-maximum of the point spread function) between the focus planes.
Principles of DNA-PAINT and DNA-PAINT based test samples
DNA-PAINT (Point Accumulation Imaging in Nanoscale Topography) [40] is based on the transient binding of fluorescently labelled oligonucleotides [3, 41] . Fluorescently modified strands ("imagers") in solution are detected only as a diffuse fluorescence background signal, they appear as diffraction-limited spots in cameraframes once they are immobilised upon binding to stationary complementary target strands ("docking strands") within the sample. For effective localisation based imaging, imager and docking strands are designed so that their average binding time is comparable to the camera frame integration time (typically using frame integration times on the order of 0.1 s). The bright apparent "blinks" that result from the transient immobilisation can be localised with up-to single-nanometre precision, depending on photon yields and background intensities. The diffuse background arising from rapidly diffusing imagers in solution can be minimised by imaging in total internal reflection fluorescence (TIRF) [42] or highly inclined and laminated optical sheet (HILO) [43] imaging modes. In addition to the DNA strand designs, binding times can be further adjusted by modifying buffer conditions. The DNA-PAINT approach enables imaging with high specificity and contrast and, unlike several other localisation based superresolution techniques, dye photobleaching is effectively negligible because fresh imagers diffuse in from the bulk medium to replace imagers that may have been bleached. This latter point in particular makes DNA-PAINT based samples a very convenient choice, since test samples can be maintained in good condition for weeks once made and, as we show below, in some cases well-sealed samples can remain stable for many months.
The use of samples of known structure is often a pre-requisite for test procedures of super-resolution imaging performance. For this purpose the use of DNA origami [44] , i.e. synthetic 2D and 3D DNA structures with feature sizes in the nanometre range, has been proposed and demonstrated by a number of groups [25, 26, [28] [29] [30] [31] . For use in DNA-PAINT, DNA origami is especially convenient since DNA strands acting as docking sites can be placed with high precision into DNA origami structures, so that imagers bind to sites that have well defined spacing in the range of <10 nm to >100 nm, depending on origami design and application purpose. Accordingly, the term DNA "nanorulers" has been coined for such preparations [25, 30] .
Assessment of 3D imaging with a DNA-PAINT microsphere sample and a commercial DNA origami sample
Until recently, 3D test samples with well-known 3D structure for super-resolution performance evaluation were not straightforward to obtain. Now, commercial slides with 3D DNA-origami structures are available which provide a stringent test of 3D imaging performance. In addition, we [45] and others [46, 47] have established DNA-PAINT samples based on surface coated microspheres which can be used for a variety of testing purposes associated with DNA-PAINT, including their use as convenient 3D structures of known shape.
3D Biplane imaging with polystyrene microspheres
Assembly of microsphere-based DNA-PAINT test slides is straightforward, timeand cost-effective (section 7, "Microsphere Sample Preparation for DNA-PAINT"). To validate 3D SMLM imaging, non-fluorescent, 500 nm diameter streptavidin-coated polystyrene microspheres were used as 3D targets with an expected geometry. Using the biplane configuration, images were recorded with the system shown in Fig. 1 with the optical splitting device installed. A 50:50 non-polarising beam splitter cube was inserted to equally divide the image into two channels with one refocused by a weak lens to produce a focal shift of approximately half of the axial full-width-half-maximum of the point spread function.
Prior to image acquisition, remaining sub-diffraction distortions between the two arms of the optical splitter were corrected to a tolerance of ≤10 nm (see section 7, "Calibration of Optical Splitter") [48] . The biplane configuration point spread function was recorded (see section 7, "Image Acquisition") by using sparsely distributed fluorescent beads in an aqueous medium, i.e. using the same refractive index as the DNA-PAINT samples. A 647 nm laser was used to excite both the ATTO 655 fluorophore modified imager strands, and the 100 nm red beadsimmobilised on the sample surface serving as fiducial markers (section 7, "Microsphere Sample Preparation for DNA-PAINT"). Illumination was configured in TIRF mode with the evanescent field covering approximately the bottom half of the 500 nm microspheres ( Fig. 2A) . Sample drift was monitored by recording brightfield images of the microspheres themselves (see section 7, "Experimental Setup"). In addition, images of the fiducial beads were also used for drift correction. We observed that both schemes achieved similar results, however the fiducial correction was slightly more robust and made it the preferred approach when appropriate fiducial markers were present within the sample. Detected fluorescent blinks were localised using the biplane type 3D localisation algorithm (see section 7, "3D localisation") which is included in PYME [49] . A set of filtering criteria, such as brightness, lateral and axial localisation precision, were applied to refine the set of localisations for further analysis. Applying fiducial drift correction on the raw localisation clouds (Fig. 2B ) yielded a hemispheric structure on each microsphere (Fig. 2C) , which was expected due to limited excitation depth. A plot of the cross-section of one of the microspheres exhibited an obvious "U" profile with an axial range of ~300 nm (Fig. 2D) . Reconstructed images of the microsphere using surface plot revealed a clear seamless "cap" structure with a hollow interior (Fig. 2E) . Estimation of the localisation precisions, which were ~10 nm laterally and ~20 nm axially, suggested that resolutions (full-width-half-maximum) of up to ~24 nm in the lateral direction and ~47 nm axially are achievable. 3 shows results obtained using the same microsphere sample but using phase ramp 3D imaging (PRILM) [39] . In this method, the PSF was engineered by a phase mask placed in the infinity space behind the objective, producing two lobes whose relative linear orientation is dependent on the axial position. In response to defocus, the two lobes move in opposite directions (Fig. 3A) . The use of the phase mask obviates the need of the optical splitter and allows signal to be recorded in one channel. The results ( Fig. 3B and Fig. 3C ) exhibited good agreement with the biplane approach (Fig. 2) .
Error estimation was implemented by utilising a shape accuracy metric. An ellipsoid model was used to fit a localisation data set of a single microsphere acquired using biplane axial localisation, containing ~3300 data points (Fig. 4A) . The fit to the surface of a prolate spheroid (red wireframe) generated best fit estimates of the radius in the equatorial plane as ~248 nm, which is consistent with the nominal radius of the microspheres (250 nm). In addition, the model also estimates an axial foreshortening factor of 0.65, suggesting that measured z-positions are 1/0.65≈1.5 times larger than the actual z-positions. This axial foreshortening effect, caused by refractive index mismatch between the aqueous solution and oil immersion, should be corrected to obtain the true 3D structure of the specimen (see section 7, "Axial correction of refractive index mismatch").
The overall 3D error reflects contributions both from localisation errors and any additional systematic errors. To estimate the 3D error we calculated the radial deviation of the localisation data points from the best fitting model. A histogram plot of the 3D error is shown in Fig. 4B . A Gaussian curve (red) fitted to the histogram profile indicates a mean value of -4.1 nm with a standard deviation of 23.8 nm.
Systematic errors, such as residual sample drift or distortion of the PSF, were assessed by comparing the radial error with the 3D localisation error predicted by the weighted least squares localisation algorithm [31] at convergence. In the absence of systematic errors, the radial error should consist of only localisation error and their ratio should follow a normal distribution with unit standard deviation. The contribution of systematic errors can be visualised by plotting the cumulative frequency ( Fig. 4C ) of the experimentally obtained ratio (blue) and a theoretically expected normal distribution (orange). The difference of the two curves indicates a contribution of additional systematic error. In addition, a horizontal shift of the experimental error ratio was observed, reflecting the asymmetric distribution of the overall 3D error. Fig. 4D shows a scatter plot of the measured, foreshortening corrected z-positions versus the z-positions predicted by the fitting model (grey dots). The z-dependent mean values and their standard deviations are plotted as the solid brown curve and shaded area, respectively. The general trend indicates that the measured z follows the predicted shape albeit with some systematic deviation that may indicate several effects. It could indicate uncorrected drift which could be tested if fiducial markers were present in the sample. In our experiments, fiducial inspection suggested that drift was well corrected. The residual errors indicate that complex shapes in real samples may incur some 3D distortion that is depth dependent. Overall, however, the general 3D topology and local distances were well reconstructed and validated the ability to perform high-resolution 3D imaging. 
3D Biplane imaging with a commercial 3D DNA origami sample
The commercial DNA-origami slide, GATTA-PAINT 3D HiRes 80R (GATTAquant), contains rod-like structures having two sets of docking locations spaced 80.6±20.5 nm apart [26, 50] . These 'nanopillars' are anchored in a fashion so that across the sample a proportion are axially positioned approximately vertically with respect to the sample surface, Fig. 5A .
The same fluorophore as used in DNA-PAINT microsphere imaging, ATTO 655, was attached to the imager strands. Imaging was performed using the same system shown in Fig. 1 and using the same imaging procedure, except that brighfield tracking was used for drift correction as the sample was manufactured in a sealed slider with no fiducial markers added. Fig. 5B shows a lateral view of the event localisation data with drift correction applied using the 3D origami sample. Events are coded with colours representing different axial positions. Distance and angular analysis of the nanopillars was performed by fitting a Gaussian mixture model (GMM) [51] to the two drift-corrected data clouds of a single nanoruler. Similar to the analysis for the microsphere, an axial correction was applied to eliminate the foreshortening effect induced by refractive index mismatch [52] (Fig. 5C-E) . The correction factor was obtained by fitting 20 randomly selected nanorulers to the model described in [26] (see section 7, "Axial correction of refractive index mismatch"). The fit yielded a nanoruler length of 83.8 nm and an axial foreshortening factor of 0.67, in good agreement with the factor obtained from the microsphere sample. Applying a model that takes axial foreshortening into account produced distance estimates for all the nanorulers in a narrow range around ~84 nm, regardless of angle (Fig. 5F ). A statistical analysis of the distance of all nanopillar sample events within the field of view projected along the z-axis produced a histogram with an apparent separation of the two peaks at ~110 nm (red). This was reduced to ~75 nm (green) once the foreshortening factor of 0.67 was taken into account, compatible with the sample specifications [50] provided by the manufacturer (Fig. 5G ). 
Establishing qPAINT analysis using a commercial DNA origami sample
Whilst for some applications a significantly enhanced resolution may be sufficient to obtain the structural details of the specimen for qualitative research, the quantitative analysis process qPAINT extracts useful information from localisation data. Procedures to implement qPAINT on highly-resolved super-resolution data has been less widely reported. Here, after establishing the performance of our optical system we repurpose a commercial test slide (GATTA-PAINT HiRes 40R nanorulers, GATTAquant) and show how it can be used to establish and validate the workflow for qPAINT analysis that applies to the DNA-PAINT modality [36] . The slide contains two types of structures [53] , which can be compared by qPAINT: (1) a DNA origami structure with docking strands forming trimer structures with a linear spacing of 40 nm, ideal for testing 2D localisation precision and drift correction; (2) a more sparsely distributed larger DNA origami structure used as fiducial markers provides signal for sample tracking and drift correction. Both DNA origami structures use the same type of docking strands, albeit at different quantities. The provided sample is fully sealed and in our hands has given reproducible results for >18 months. Here we use a sample with imagers containing the ATTO 655 fluorochrome. Fig. 6 shows a super-resolution image that was obtained using the GATTA-PAINT HiRes 40R sample, using a sequence of 70k camera frames at a frame rate of 100 ms/frame. Sample drift was corrected by transmitted light imaging correlation based sample tracking (see section 7, "Experimental Setup"). The rendered super-resolution image is shown in Fig. 6 . Both the dense trimer nanorulers (showing ~40 nm spacing) and the sparser fiducial markers of ~50 nm diameter were well resolved ( Fig. 6A ) and demonstrate the use of the sample for lateral resolution checking. For comparison, a diffraction-limited image of the same region (Fig. 6B ) was generated by simulation using a Gaussian PSF model, as recording a widefield image is impractical due to the fact that fluorochromes were only attached to the imagers which diffuse freely in the solution. In practice, an additional fluorochrome with different emission spectrum from the imager, for example, a Cy3 dye, can be appended to each docking site to produce continuous fluorescence for labelling checks under widefield illumination [45] . The drift-corrected cloud of localisation (Fig. 6C) shows considerably higher number of detected events on the fiducial marker, an indication that more docking strands are available in these structures. The recorded DNA-PAINT data was further processed for quantitative analysis by the qPAINT method. qPAINT utilises an algorithm to quantify the number of binding targets by analysing the temporal properties of DNA-PAINT data, the concept is illustrated in Fig. 7 . qPAINT exploits the fact that from a statistical point of view, the number of docking sites, at a fixed imager concentration, is inversely proportional to the mean time between binding events given that the single-molecule DNA hybridisation follows a second order binding kinetics model as described in [36] . The mean time between binding events can be determined by analysing the distribution of dark times between imager-docking hybridisation events appearing as bright blinks in a given region. There are two approaches that can be used to determine the mean dark time in DNA-PAINT experiments, which give essentially equivalent results (Fig. 8A-C) . The first one uses fluorescence thresholding by investigating the raw intensity traces versus acquisition time (i.e. frame number) in a selected region of interest. Care needs to be taken to account for drift as structures may move with respect to a fixed region of interest. The second and more convenient method uses detected imager binding events used for generating the super-resolution image. In addition, drift correction, which typically is part of the super-resolution image analysis workflow, ensures that data can be uniquely associated for qPAINT analysis with a single structure. The mean dark time can be measured by fitting a curve to the histogram of dark times determined from the data. If normalised cumulative histograms are used, the expected distribution is an exponential 1---exp (---t/τ + ) where the mean dark time . is the only free parameter. The relationship between inverse dark times and actual docking site numbers generally requires calibration [8, 36] , see also "Quantitative Analysis with qPAINT" in section 7. Here, we determine the relative ratio of the number of accessible docking strands in the nanoruler structure versus the round fiducial structure. We work directly with the inverse of the dark time .
/0 which we call the qPAINT index q 2 (or qIndex for short) of the region, we typically scaled it by a factor of 100 to obtain numbers of order unity [8] . Using the qPAINT index terminology, the ratio of docking strands in the nanoruler vs the ratio of docking strands in the fiducial structure can therefore be obtained by the ratio 4,6 / 4,7 with those being the estimates of their respective qPAINT indices.
To effectively determine estimates for 4,6 and 4,7 it is necessary to obtain event groups associated with these two types of structures, obtain their mean dark times from the event groups and in this way obtain best estimates of the respective qPAINT indices.
There are a number of ways in which events can be associated with a structure. For example, by directly working with event coordinates, groups of events in 'clusters' could be identified [54] . Here we demonstrate an approach that first finds objects by intensity thresholding of the rendered super-resolution image, then we associate groups of events with these image objects and finally select those image objects that correspond to a single nanoruler or the fiducial structures, based on the geometrical properties of these image objects. The procedure is illustrated in Figs. 9-11.
To identify image objects the rendered super-resolution image (Fig. 8 ) was segmented by a global intensity threshold which encapsulated 80% of the total labelling fraction above background levels. The resulting binary mask exhibited objects that were labelled by assigning unique identifiers (IDs) to connected regions, using a "connected component labelling" approach [55] , Fig. 9A . This process was implemented in a PYME analysis workflow (see section 7 "PYME software package") [49] . The labelled image of objects with object IDs (Fig. 9C,F) was analysed further, determining a range of geometrical properties for each detected object, such as lateral position in the image and total object area (Fig. 9D,G) . By relating the image pixel coordinates of an object to the event coordinates of the events, a group of events was identified as being associated with the respective object. Using the frame number in which events occurred, a set of dark times could be determined for each object. The mean dark time was obtained by fitting to the associated dark time histogram as described and the object qPAINT index was determined ( Fig. 9H and 9I , see also section 7, "Quantitative Analysis with qPAINT"). . Analysis workflow applied to super-resolution data from a DNA-origami nanoruler. (A) A fractional threshold was applied that kept 80% of the total labelling fraction, above background levels, and a 2D mask of the remaining objects created. Connected components were then assigned individual object identities and their geometrical measurements extracted. Events could then be selected based on a series of filters. An overview of an entire DNA-PAINT rendered image (B), displaying both the nanorulers and fiducial markers. Using the unique object identities, post processing enables the labels to be displayed via a colourmap (C). These labels maintain the object's geometrical measurements and therefore allow them to be colourcoded based on size (D). A small region of interest from (B), that resolves the trimer nanorulers and fiducial structures in its rendered image (E), displays the label IDs (F), and the event groups associated with identified image objects (G). Note that a nanoruler and fiducial marker which were close together have been assigned as being a single object (F-G). Cumulative frequency distribution plots of the two structures boxed in (G), i.e. a trimer nanoruler (H) and a fiducial structure (I). Each distribution has been fit with the theoretical exponential distribution to obtain the mean dark time . , and thus its inverse, the qPAINT index associated with the object. Fig. 10 shows a representative image area (Fig. 10A) , identified image objects are coloured according to object area (Fig. 10B) and a corresponding view of objects coloured by qPAINT index (Fig. 10C) . It is apparent that thresholding has in some cases led to nearby structures becoming part of the same image object. To measure the qPAINT indices of single nanorulers and single fiducial structures reliably, it was necessary to select only those objects that represented single structures. This was achieved by investigating geometric properties of image objects that could be used to identify single structures only. When plotting the number of events associated with an object against the minor to major axis ratio of the objects, two clusters were identified. One showed a minor to major axis ratio close to 1, corresponding to single fiducial structures, and another cluster showed a minor to major axis ratio closer to 0.4 ( Fig. 10D ), corresponding to single nanorulers. In addition, the number of events for objects appeared to scale in proportion with the qPAINT index (Fig. 10E ). Plotting the minor to major axis measurements against qPAINT index for each uniquely identified object produced two dense object clusters. Single nanorulers represent the red cluster, whilst a cluster of the more spherical, fiducial structures made up the second cluster. (E) The qPAINT index, proportional to the number of binding sites, was approximately linearly proportional to the number of detected events. Fig. 11 illustrates that selecting objects from each of the two clusters identified above yielded objects of single structures, i.e. fiducial structures (Fig. 11A,B) or nanorulers (Fig. 11D,E) . This enabled the separate analysis of the two structures in terms of qPAINT analysis by examining their qPAINT indices. As expected, the qPAINT indices fall into a narrow range for each structure that can be approximated by a Gaussian distribution (Fig. 11C,F) . We normalised all qPAINT indices by the mean qPAINT index for the group of fiducial structures (Fig. 11C) . By comparison, the normalised qPAINT index for the nanorulers was 0.28 (Fig. 11F) . The ratio of the two qPAINT indices indicated that there were ~3.6 times more accessible docking sites in a single fiducial structure than in a single nanoruler. The manufacturer (GATTAquant, private communication) indicated that the ratio of sites, based on the DNA origami designs used, was approximately 4.5, slightly higher than the value we measured. This is compatible with a ~20% steric hindrance that can be encountered when DNA binding in a dense region of strands [56] , as may be occurring with the fiducial marker structure. The procedure described above allows the use of this type of slide (and similar test slides) to be used as a convenient test slide for establishing the workflow for qPAINT analysis with a known outcome that can be used to validate against.
Discussion
We have illustrated the use of 3D test samples to validate the 3D localisation performance of a localisation microscope and demonstrated how to conduct test measurements to validate the qPAINT workflow. When using localisation microscopy the system performance does not only depend on the optical train but also reflects additional aspects such as mechanical stability and drift correction as well as the analysis pipeline used to localise events.
The use of 2D test samples for testing lateral resolution of localisation based super-resolution has already been covered extensively in the literature [25, [29] [30] [31] 57] . Our focus on 3D samples and the repurposing of a 2D test sample for establishing qPAINT analysis should help to further establish the use of test samples for this more complex set of SMLM properties and analysis strategies.
While the value of such validation and test measurements should be apparent, it is important to note that imaging synthetic test samples successfully does not prove that a localisation based super-resolution microscope will generate high quality data free from artefacts when imaging often complex biological samples. What it does validate is the imaging and analysis workflow under the most advantageous conditions (i.e. bright, long-lasting, well-separated single-molecule events against low backgrounds). If, under these very favourable conditions, the microscope does not perform well or significant artefacts remain, it is almost guaranteed that instrument performance is insufficient to generate meaningful biological data. It is therefore essential that SMLM operators check their system in this manner upon installation, after significant upgrades (this includes software upgrades), setup relocation and any other intervention that could adversely affect system performance.
In fact, when we first used the 3D nanopillar target on our system we only obtained comparably poor data. After troubleshooting the whole acquisition and analysis pipeline a scaling error in the output of our z-tracking feedback loop was eventually identified. After correcting this issue we obtained the much higher quality data shown here. When imaging a biological sample with often unknown 3D structure it can be much more difficult to notice such system performance issues.
A further aspect of the test samples that we use here is the reproducibility of sample properties which can be very helpful during troubleshooting, for example, while investigating unexpected results from imaging a biological sample. The procedures that we describe here can help rule out more obvious types of malfunction of the microscope.
For such test samples to be widely useful they should be readily obtainable and usable by most users of super-resolution microscopes. Two of the samples used here are commercially available and in our hands had good stability over time.
The third sample type is based on custom DNA sequences (that are widely available by custom order from commercial suppliers) and commercially available microspheres. By comparison to directly handling DNA origami for custom made samples (i.e. excluding the cases covered by commercially available ready-made DNA origami test slides used above) the microsphere based samples are much easier to handle for nonexperts and assembly of these samples should be accessible to most laboratories working with super-resolution microscopes. While requiring some laboratory skill to make, once made they last several weeks in unsealed open chambers if evaporation is avoided by appropriate storage. One advantage of this preparation is a comparatively low cost per slide. In addition, flexible choice of DNA sequences and dyes is fairly straightforward by ordering appropriately modified DNA.
The use of samples based on DNA-PAINT is very convenient since these samples can often be reused over extended periods, in the case of tightly sealed samples adequate operation over months can be achieved. DNA-PAINT samples are effectively free of photo-bleaching due to the fact that the local diffusion of the solution provides effectively unlimited replenishment of imagers. This means that one can image a sample for a very long period without worrying about the decline of photon yields and even revisit the same region of interest previously imaged, for example, to monitor subtle changes.
This can be very useful in comparing a super-resolution microscope system immediately prior to a move and straight after its relocation to ensure the same or better imaging quality is obtained. We have used some of the samples shown here for exactly this purpose a number of times with good results which helped reduce down-time as we were sufficiently confident to start biological experiments swiftly after relocation.
The use of the DNA-PAINT microspheres and commercial 3D origami samples enable estimation of the resolving power of super-resolution systems in 3D imaging. Imaging modalities are not limited to biplane mode [37] but include other methods, such as astigmatism [58, 59] , double-helix [60] , phase ramp [39] and multiphase interferometry [61] .
The comparatively large microspheres can also be deposited and immobilised into complex biological samples and act as reference objects. The known "cap" structure can be utilised as an indicator to estimate localisation precision and residual sample drift. The large size and high signal-to-noise ratio under brightfield illumination make them also an ideal candidate for sample tracking using correlation methods [62] . In fact, similar microspheres have been used as an effective and affordable way to calibrate the z response of astigmatic 3D localisation [46, 63] .
Finally, while we exclusively focus on synthetic test samples here, there is also a very strong case for reproducible biological test samples. We are aware of the cell lines developed by the Ries laboratory as important examples of such an approach [64] .
Materials and Methods

Microsphere Sample Preparation for DNA--PAINT
Lyophilised and high-performance liquid chromatography (HPLC)-purified oligonucleotides (Eurofins Genomics) were resuspended in Tris-EDTA (TE) buffer (pH 8.0, Sigma-Aldrich) at a concentration of 100 µM. For imaging, 500 mM NaCl was added to the buffer. Oligonucleotide sequences were adapted from [65] , imager: CTAGATGTAT -3'Atto 655, docking: 5'Biotin -TTATACATCTA. Microsphere labelling and imaging as described elsewhere [45] . Docking strand oligonucleotides were attached to streptavidin-coated polystyrene colloidal particles (r = 250 nm, binding capacity 500 pmole of biotin per mg of particles, Microparticles GmbH) by suspension of docking strands at 4x excess (1 µM) in TE buffer containing the polystyrene particles (0.5 mg/ml) and 300 mM NaCl. Suspended particles were incubated overnight. Afterwards, unbound oligonucleotides were removed by repeated centrifugation and suspension in TE buffer. Docking-strand coated particles can be stored at 4 °C and used for several days. Non-specific binding of imager strands to the coverslip surface was prevented with PLL-g-PEG (SuSoS). PLL-g-PEG was dissolved in PBS (pH 7.4) at 0.1 mg/ml. Coverslips were coated with PLL-g-PEG, incubated for 2 h, washed with Milli-Q water and dried. The coverslips were attached to a Perspex slide with a circular opening to create an open slide chamber, as shown by Crossman et al. [66] . ~1 µl of the labelled particle dispersion was dispensed onto the coverslip, partial evaporation of the solution at RT after ~5 min resulted in stationary particles on the coverslip surface. 100 nm diameter red fluorescent beads (ThermoFisher FluoSpheres F8801, 580 nm peak excitation, 605 nm peak emission) were then deposited into the chamber as fiducial markers for sample drift correction. The fiducial markers were selected so that the dye in these red beads was only weakly excited which helped ensure that the beads were not too bright as compared to the ATTO 655 blinks. At the same time, the "de-tuned" excitation limited the photo-bleaching so that beads produced detectable signals over > 50k frames. The microspheres were imaged in TIRF illumination with an imager concentration of 0.05 nM. Microsphere samples were made according to this recipe in open chambers (see Fig. 2 in [66] ) that allow straightforward access to the bathing solution immersing the microspheres.
Experimental Setup
Data were acquired on a Nikon Ti-E inverted microscope with a 60X oil-immersion 1.49 NA objective (Nikon Apo TIRF 60X oil) and custom-built optics. Illumination was provided by an arc lamp (Prior Lumen 200S) for calibrating the splitter or a 647nm laser (OMicron LuxX 647-140) for exciting single molecule events. Focussing was provided by a piezo Nanofocusing Z-Drive (Physik Intrumente PD72Z4 400 µm). Sample was held by a slide holder built on a piezo XY stage (Physik Intrumente M-686 Piezoceramic Linear Motors). Fluorescence images were recorded using a sCMOS camera (Andor Zyla 4.2 USB 3.0). For Biplane imaging, an optical splitter (Cairn Research OptoSplit II) was installed between the microscope side port and the camera.
To track lateral sample drift as well as implementing a focus lock during data acquisition, the sample is simultaneously illuminated by the transmitted light from the microscope condenser. Brightfield images were recorded by a separate tracking camera (IDS Imaging UI-3060CP Rev. 2). A band-pass filter (Thorlabs FB450-40) was inserted in the condenser, allowing blue light to propagate to the tracking camera without introducing crosstalk to the fluorescence images. Cross-correlation and interpolation were performed on the brightfield images to estimate the real-time sample drift, which was logged while spooling data for drift correction at the post-processing stage. The measured axial drift was also used to create a negative feedback loop where the position of the objective was locked with respect to the coverslip to maintain focussing [62] .
PYME software package
Data acquisition and analysis were implemented in a Python-based software package, Python Microscopy Environment (PYME), which is freely-available at http://python-microscopy.org/. PYME offers customisable acquisition protocols that allow users to predefine a series of hardware setting changes, such as beam intensity or camera settings, at defined times during the acquisition process while providing CPU parallel, real-time analysis. It seamlessly integrates the Python programming language with a robust combination of powerful features for microscopy and is optimised for PALM, STORM and DNA-PAINT super-resolution imaging [49] .
Image Acquisition
A 647nm laser was used to excite the ATTO 655 dye in both the GATTA-PAINT and 3D microspheres samples. The excitation beam was adjusted by custom-built 4F optics to TIRF mode with a beam diameter of ~15 µm and a power density of ~2kW/cm 2 . Images were captured with an exposure time of 100 ms and a total of 40-70 k frames were acquired in each series.
Point spread functions (PSF) for biplane analysis were obtained by running a Z stack of 200 steps (with an axial step size 50 nm) of sparse sub-resolution (200 nm) dark-red fluorescent beads (ThermoFisher FluoSpheres F8807). A number of such beads are selected, aligned and averaged to extract a 3D PFS which was saved as a TIF file, all using functionality available in PYME.
2D localisation
Detected events in each camera frame were individually isolated with a bandpass filter matched to the expected event size. The centres and peaks of intensity of events were calculated and used as the starting parameters of the fitting procedure. A weighted least squares fit of a Gaussian model, which took into account the non-uniform sCMOS pixel properties, was employed to the unfiltered raw image data with the weights estimated from the Poisson shot noise and Gaussian readout noise of the camera, as described in [31] . Fitting results were obtained by using a Levenburg-Marquardt solver and saved in a data pipeline where post-processing, such as event filtering, was implemented before data visualisation.
3D localisation
In biplane mode 3D localisation, signals from each single molecule event were split into two channels by the splitter and captured simultaneously by the two halves of the camera. With a shift map applied (see section 7.8, "Calibration of Optical Splitter"), the images in the two regions of interest was then combined to form a 3D dataset. In the fitting process an experimentally measured 3D PSF with known axial shift was employed to replace the Gaussian model in 2D localisation. 3D position information was obtained by applying cubic spline interpolation on the measured PSF data. 3D fitting was performed on the raw 3D dataset using a Levenberg-Marquardt algorithm [48, 49] . All of this functionality is implemented in PYME.
To use the PRILM method [39] for 3D localisation, a two-lobed PSF was produced by adding a weak phase ramp that covers half of the objective's rear pupil plane in the Fourier space. In our case, the phase ramp was produced by utilising a piece of microscope glass slide with an angle of ~80 arcsec between the two surfaces. With the 60X objective and f = 140 mm tube lens, a separation of ~500 nm between the two lobes was obtained. The glass slide was installed in a slider which can be inserted underneath the filter turret of the microscope body, allowing convenient switching between conventional 2D and 3D localisation mode. Similar to biplane analysis, in the fitting process cubic spline interpolation was applied to the PSF data and 3D fitting was implemented using the same algorithm, except that event detection was modified to recognise the double-lobed PSF profile. All procedures are implemented in the publicly available PYME software environment which was used both for acquisition and localisation analysis.
Data Visualisation
Filtered localisation clouds were rendered into a super-resolution image using the jittered triangulation method as described in [67] and implemented in PYME. The rendered image was saved as a 16-bit greyscale TIF image with a typical pixel scaling of 5 nm/pixel. The brightness of each pixel was linearly proportional to the local density of localised markers.
Calibration of Optical Splitter
For 3D localisation with the biplane method, it is important to account for differential shifts between the two channels of the optical splitter. Shifts of several tens of nanometers or more are to be expected and typically cannot be corrected merely by precise alignment. Splitter calibration was implemented by using a field of dense 200 nm fluorescent beads (ThermoFisher, dark red FluoSpheres F8807) scanning across the entire region of interest. Illumination was provided by a widefield arclamp to excite as large area as possible. The imaging plane was selected at half way between the two focal planes so that all beads are detectable in both channels. Data acquisition was controlled by a pre-set protocol which automatically moves the sample repeatedly to provide good coverage of the field of view. The positions difference of each bead in the two channels were measured, followed by smoothing spline interpolation which produces a shift vector map with high precision (Fig. 12) [48] . In the fitting process, the vector map is included in the model function which takes one channel as the reference channel and shifts the other channel with respect to it using the measured shift at each lateral position. This is achieved not by shifting the raw data but by modifying the fitting function so that the fit function in channel 2 is offset by the measured amount versus the fit function in channel 1. This procedure is implemented in PYME which uses the shift vector map as input in addition to the PSF when analysing the raw frame data. 
Axial correction of refractive index mismatch
Refractive index mismatch is an effect commonly encountered when imaging samples that are mounted in a medium whose refractive index ( 0 ) is different from that of the immersion of the objective ( 9 ) [52] . Due to the additional refraction at the interface between the mounting medium and the coverslip, light rays emerging out of the front lens of the objective are bent either toward or away from the optical axis, and focus to a plane whose position is determined by the difference of the two refractive indices. The shift of the focal plane leads to a non-constant but z-dependent axial magnification of the optical system. When 0 < 9 , rays are refracted toward the optical axis, moving the actual focal plane toward the coverslip. In this case, the foreshortened focal length induces an elongation effect on the localisation data cloud which should be corrected by a z foreshortening factor < 1 to reconstruct the true 3D structure of the specimen. When 0 > 9 , rays are bent away from the optical axis moving the actual focal plane farther away the coverslip, resulting in compression of the cloud with a z factor >1. When 0 = 9 , the two refractive indices are matched and no correction is required.
Axial foreshortening ( 0 < 9 ) is generally inevitable in 3D imaging of DNA-PAINT as the sample is often in aqueous solution whilst oil immersion is used with a high NA objective to enable TIRF or HILO illumination. Measuring the z factor requires use of a sample with known structure. For the 500 nm microsphere, an ellipsoid model with a scalable z axis was used as the fitting model: 
where ( G , G , G ) is the center of the ellipsoid. r is the radius of the equatorial plane and f is the z foreshortening factor.
The GATTA-PAINT 3D HiRes 80R DNA origami sample contains nanorulers anchored in various orientations and can also be used as a calibration sample for measuring the z factor. For each nanoruler, a Gaussian mixture model [51] was used to find the centers of its two drift-corrected clouds, from which the measured nanoruler length K and angle K can be obtained. This process was repeated for a set of 20 randomly selected nanorulers and the data points ( K , K ) were then fitted by a model described in [26] :
where L is the actual length of the nanorulers and f is the z foreshortening factor. Finally, the measured z coordinate K of each event was multiplied by the z foreshortening factor to obtain the actual z position: = * K (3) 7.10 Quantitative Analysis with qPAINT qPAINT is an analysis approach for DNA-PAINT data that enables quantitative analysis of the target sample without spatially resolving it. In qPAINT, the number of binding sites is assessed by statistical analysis of the temporal properties of the hybridisation between the DNA docking and imager strands. Using the kinetic model for DNA association and dissociation, the mean unbinding time (fluorescence dark time) 0 of a single docking site can be expressed as:
where [6 is the second order on-rate which is constant at a given temperature and buffer makeup, and 4 is the concentration of imager strands in solution.
Considering a target with N docking sites, due to the stochastic and reversible binding, the measured mean fluorescence dark time . should be N times shorter, i.e. : Determination of the absolute number of docking strands generally needs calibration experiments with a structure known to contain only a single or a known number of docking sites [8, 36] . In the absence of such a calibration, the inverse of the dark time, 4 = .
/0 , which we call the qPAINT index, can be used as an uncalibrated quantity proportional to the number of docking sites.
It then follows that the ratio R of the number of docking sites in two structures can be obtained by the ratio of their respective qPAINT indices:
d Y^ (7) where qi1 and qi2 are the qPAINT indices of structures 1 and 2, respectively. The measurement of the mean dark time for a given structure is illustrated in the main text and shown in Figs. 8 and 9.
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