We consider a general linear control system and a general quadratic cost, where the state evolves continuously in time and the control is sampled, i.e., is piecewise constant over a subdivision of the time interval. This is the framework of a linear-quadratic optimal sampleddata control problem. As a first result, we prove that, as the sampling periods tend to zero, the optimal sampled-data controls converge pointwise to the optimal permanent control. Then, we extend the classical Riccati theory to the sampled-data control framework, by developing two different approaches: the first one uses a recently established version of the Pontryagin maximum principle for optimal sampled-data control problems, and the second one uses an adequate version of the dynamic programming principle. In turn, we obtain a closed-loop expression for optimal sampled-data controls of linear-quadratic problems.
Introduction
Optimal control theory is concerned with the analysis of controlled dynamical systems, where one aims at steering such a system from a given configuration to some desired target by minimizing some criterion. The Pontryagin Maximum Principle (in short, PMP), established at the end of the 50's for general nonlinear continuous-time dynamics (see [45] , and see [24] for the history of this discovery), is certainly the milestone of the classical optimal control theory. It provides a first-order necessary condition for optimality, by asserting that any optimal trajectory must be the projection of an extremal. The PMP reduces the search of optimal trajectories to a boundary value problem over the set of extremals. Optimal control theory, and in particular the PMP, has an immense field of applications in various domains (see [3, 12, 13, 18, 19, 20, 29, 39, 47, 48, 52] and references therein).
The classical version of the PMP that can be found in [45] is concerned with optimal permanent control problems, that is, when the control can be modified at any instant of time. In many problems, achieving the optimal trajectory requires a permanent modification of the control. However, such a requirement is not conceivable in practice for human beings, even for mechanical or numerical devices. Therefore, sampled-data controls or digital controls, for which only a finite number of modifications is allowed, are usually considered for engineering issues. The fixed switching times at which (and only at which) the sampled-data controls can be modified are usually called controlling times or sampling times. In optimal sampled-data control problems, the control evolves in discrete time and the state evolves in continuous time. The situation differs from what is usually called discrete-time optimal control problem, where both the state and the control evolve in discrete time. Some versions of the PMP for discrete-time optimal control problems can be found in the literature (see, e.g., [11, 28, 30, 31, 42, 48] ).
Since the 60's, an extensive literature deals with sampled-data (or digital) control systems, as evidenced by numerous references and books (see, e.g., [1, 2, 5, 23, 34, 38, 43, 44, 46, 51] and references therein), and it is still an active research topic. A significant part of the literature is concerned with H 2 -H ∞ optimization theory (see, e.g., [7, 21, 25, 36, 41, 49, 50] ), but many numerical and theoretical treatments of other optimization criteria are also addressed (see, e.g., [4, 6, 9, 10, 32, 33] ).
In this paper we establish some new related results with, to the best of our knowledge, a novel approach based on a recently established version of the PMP that can be applied to optimal sampled-data control problems. We refer to [16] (see also [17] ) for this PMP.
1 Our main results in this paper, Theorems 1 and 2, are based on the application of this PMP to the particular framework of Linear-Quadratic Optimal Control Problems (in short, LQOCPs).
LQOCPs are widely studied in the literature (see, e.g., [19, 37, 39] ) and used in practice. Indeed, considering a quadratic cost functional is very usual and natural, for instance in order to minimize distances to nominal trajectories in tracking problems and, even if dynamical systems are nonlinear in general, linearized systems are frequently considered, for instance for stabilization issues. The application of the PMP of [16] to a LQOCP with sampled-data controls yields an optimal sampleddata control expressed as a function of the costate, thus, as an open-loop control (see Proposition 3 in Section 2).
Then, two questions naturally arise.
1. The first question concerns the (pointwise) convergence of optimal sampled-data controls to the optimal permanent control as the distances between consecutive sampling times tend to zero. We give in Theorem 1 (Section 2) a positive answer to this question. At this stage, optimal sampled-data controls are still expressed as open-loop controls.
2. The second issue concerns the expression of optimal sampled-data controls as feedbacks, i.e., as closed-loop controls. We provide in Theorem 2 (Section 3) such an expression. Two different proofs of Theorem 2 are given, based respectively on the PMP of [16] (see Section 4.3) and on an adequate version of the dynamic programming principle (see Section 4.4):
(a) For continuous LQOCPs with permanent controls, it is well known how to pass from the open-loop optimal (permanent) control coming from the classical PMP to a closedloop form expressed in terms of the Riccati matrix, at the price of solving the so-called Riccati matrix differential equation (see [19, 35, 39, 47, 48, 52] ). In Section 4.3 the proof of Theorem 2 is derived from the open-loop form (Proposition 3) resulting from the PMP of [16] .
(b) It is well known that optimal controls of discrete LQOCPs can be expressed as closedloop controls using the dynamic programming principle (see [8] ), and moreover can be explicitly computed in a recursive way, requiring in particular to solve an explicit discrete Riccati matrix differences equation. Considering state-transition matrices, a general (continuous) LQOCP with sampled-data controls can be written as a discrete LQOCP (see, e.g., [37, p. 445] ). This is the point of view adopted in [9, 10] where the authors solve explicitly LQOCPs with sampled-data controls, in a recursive way, for autonomous and homogeneous problems. The proof of Theorem 2 that we give in Section 4.4 actually provides an extension of the strategy proposed in [9] to the nonautonomous and nonhomogeneous case. Our method is based on the dynamic programming principle but it is not required to write the LQOCP with sampled-data controls as a discrete LQOCP.
These two different approaches lead, in accordance, to Theorem 2, and thus complete the Riccati theory for LQOCPs with sampled-data controls. Moreover, as in [9] , it can be derived from Theorem 2 a recursive way to compute explicitly the optimal sampled-data controls of LQOCPs (see Corollary 1 in Section 3).
In turn, combining Theorem 1 and Corollary 1, we provide in this paper a strategy in order to compute explicitly pointwise convergent approximations of optimal permanent controls of LQOCPs. We provide in Section 3.3 some illustrating numerical simulations.
Pointwise convergence of optimal sampled-data controls
We first introduce some notations available throughout the paper. Let m and n be two nonzero integers. We denote by ·, · m (resp., ·, · n ) and · m (resp., · n ) the usual scalar product and the usual Euclidean norm of R m (resp., R n ).
Let a < b be two real numbers. We denote by C := C([a, b], R n ) (resp., AC := AC([a, b], R n )) the classical space of continuous functions (resp., absolutely continuous functions). We endow C with its usual uniform norm · ∞ . The convergence of a sequence (q k ) k∈N to some q in C (for the corresponding usual strong topology of C) will be denoted by q k → q.
the classical Lebesgue space of square-integrable functions, endowed with its usual norm · L 2 . The strong convergence (resp., weak convergence) of a sequence (u k ) k∈N to some u in L 2 will be denoted by u k → u (resp., u k ⇀ u).
We denote by |||·||| the induced norm for matrices in R n,n , R n,m , R m,n and R m,m . If M = M (·) is a continuous matrix defined on [a, b], we denote by |||M ||| ∞ its uniform norm. Finally, we denote by M ⊤ the transpose of a matrix M . 
Preliminaries on LQOCPs
Let E be a non-empty subset of L 2 . We consider the general LQOCP minimize C(q, u),
where
are continuous matrices (see Remark 6 for weakened regularity assumptions).
We assume that S is positive-semidefinite and that W (t) and R(t) are respectively positivesemidefinite and positive-definite for every t ∈ [a, b]. In particular, note that C(q, u) ≥ 0 for every (q, u) ∈ AC × L 2 .
Since Sy, y n = 1 2 (S + S ⊤ )y, y n for any y ∈ R n , we assume, without loss of generality, that S is symmetric. For the same reason, we assume that W (t) and R(t) are symmetric for every t ∈ [a, b].
Remark 2.
In the case where the matrices A, B, W , R and the functions ω, x, v are constant, Problem (P E ) is said to be autonomous.
Remark 3.
In the case where q b = x(t) = ω(t) = 0 R n and v(t) = 0 R m for every t ∈ [a, b], Problem (P E ) is said to be homogeneous.
The set E is used to model constraints on the set of sampling times at which the value of the control can be modified. More precisely, we consider: -either permanent controls, and then E = L 2 (no constraint). In this case, the value of the control u can be modified at any time t ∈ [a, b) and Problem (P E ) is said to be a general LQOCP with permanent controls.
-either sampled-data controls, and then E is a set of piecewise constant controls with a fixed and finite number of switching times (see Section 2.2). In this case, we speak of nonpermanent controls because the value of the control u cannot be modified at any time, but only at fixed sampling times. More precisely we speak of sampled-data controls because the value of the control u is frozen along each time interval between two consecutive sampling times (sampleand-hold procedure). Problem (P E ) is said to be a general LQOCP with sampled-data controls.
The first objective of this paper is to prove that the optimal sampled-data controls converge pointwise to the optimal permanent control, when the distances between consecutive sampling times tend to zero (see Theorem 1 in Section 2.2).
Before coming to that point, we first recall hereafter a series of well known results for Problem (P E ) (see, e.g., [19, 39, 47, 52] ). Firstly the classical Cauchy-Lipschitz theorem leads to the two following results.
Lemma 1. For every u ∈ L 2 , there exists a unique solution q ∈ AC of the linear Cauchy problem given by
We denote this solution by q(·, u).
Lemma 2. For every u ∈ L 2 , there exists a unique solution p ∈ AC of the backward linear Cauchy problem given by
We denote this solution by p(·, u).
It clearly follows from Lemma 1 that Problem (P E ) can be reduced to the minimization problem
where the cost functional C :
For the reader's convenience, the proof of the following claim is recalled in Section 4.1.
Proposition 1.
If E is a non-empty weakly closed convex subset of L 2 , then Problem (P E ) has a unique solution, denoted by u * E .
In the permanent control case E = L 2 , we denote the optimal solution by u * := u * L 2 . The classical PMP (which is concerned with optimal permanent control problems) leads to the following necessary optimality condition.
Proposition 2. The optimal permanent control u * satisfies the implicit equality
for almost every t ∈ [a, b). Note that u * is (equal almost everywhere to) a continuous function on
The proof of our first main result (stated in the next section) is based on the implicit equality (1).
Convergence result
In order to define spaces of sampled-data controls, we first introduce the set
For all h ∈ ∆, we denote by h ∆ := max i=0,...,N −1 h i > 0, and by s
Finally, for all h ∈ ∆, we introduce the space E h of sampled-data controls
for every i = 0, . . . , N − 1, where 1 denotes the indicator function.
..,N −1 play the role of fixed sampling times at which (and only at which) the value of the control u can be modified.
It is clear that E h is a non-empty weakly closed convex subset of L 2 for all h ∈ ∆. From Proposition 1, Problem (P E h ) admits a unique solution denoted by u *
h is the optimal sampled-data control associated to h ∈ ∆.
The PMP recently stated in [16] (which can be applied to optimal sampled-data control problems) leads to the following necessary optimality condition.
The optimal sampled-data control u * h , written as
with U * h,i ∈ R m for every i = 0, . . . , N − 1, satisfies the implicit equality
for every i = 0, . . . , N − 1.
The first main result of this paper is the following.
Theorem 1.
The sequence (u * h ) h∈∆ of optimal sampled-data controls converges pointwise on [a, b) to the optimal permanent control u * as h ∆ tends to 0.
Proof. Theorem 1 follows from the apparent relationship between the implicit equalities (1) and (3), and from the continuity of R, B, v and p. Actually we only need to prove that
To this end, we introduce for all h ∈ ∆ the sampled-data control u h ∈ E h defined by
, and from the classical Lebesgue dominated convergence theorem that
, when h ∆ tends to 0. From Lemma 4 in Section 4.1, we conclude that C(u h ) tends to C(u * ). By optimality of u * and u * h , we have C(u
we get that C(u * h ) tends to C(u * ) when h ∆ tends to 0. Since C(u * h ) tends to C(u * ), we conclude that (u * h ) h∈∆ is a minimizing sequence of C on L 2 and, using the same arguments as in the proof of Proposition 1 (see Section 4.1), we deduce that (up to a subsequence that we do not relabel)
Actually one can easily prove by contradiction that the whole sequence (u * h ) h∈∆ weakly converges to u * in L 2 . Finally Lemma 4 in Section 4.1 concludes the proof.
Remark 5. It follows from the above proof and from Lemma 4 in Section 4.1 that
Remark 6. The results of Theorem 1 and Remark 5 remain valid under the following weakened regularity assumptions on the data of Problem (P E ):
-A and W are integrable matrices, B is a ℓ-integrable matrix with ℓ > 2, and R is an essentially bounded matrix; -x and ω are integrable functions, and v is a square-integrable function;
-The products W x and W ⊤ x and the scalar product W x, x are integrable functions;
One can easily adapt the proof of Theorem 1 (by considering Lebesgue points) and prove that the convergence of the sequence (u * h ) h∈∆ to u * is still valid, but only almost everywhere on [a, b).
Remark 7.
In the above proof, u h is introduced as the sampled-data control whose values correspond to the averages of the optimal permanent control u * on each sampling interval [s Figure 2 in Section 3.3 for an example). Choosing ϕ h = u h as a sampled-data control does not lead in general to an optimal rate of convergence of C(ϕ h ) to C(u * ) when h ∆ tends to 0. On the other hand, from the optimality of u * h , it is clear that choosing ϕ h = u * h does. Moreover, choosing ϕ h = u h requires the knowledge of u * , while choosing ϕ h = u * h does not. Indeed, we provide in the next section a recursive way allowing to compute explicitly the optimal coefficients U * h,i for every i = 0, . . . , N − 1 (see Corollary 1 in Section 3.2).
Riccati theory for optimal sampled-data controls
In this section, we fix h ∈ ∆ and our objective is to provide an expression for the optimal sampleddata control u * h as a closed-loop control (see Theorem 2 in Section 3.2). This corresponds to an extension of the classical Riccati theory to the sampled-data control case. Moreover, we will show that our extension of the Riccati theory allows to compute explicitly (and in a recursive way) the optimal coefficients U * h,i for every i = 0, . . . , N − 1 (see Corollary 1 in Section 3.2). To be in accordance with the classical literature on Riccati theory, and for the sake of completeness, we will provide two different proofs of Theorem 2. The first proof (see Section 4.3) is based on Proposition 3, i.e., on the PMP recently stated in [16] . The second proof (see Section 4.4) is based on the dynamic programming principle, and extends a strategy used in [9] .
For the ease of notations, since h ∈ ∆ is fixed throughout Section 3, we set s i := s h i for all i = 0, . . . , N .
Some notations
For every s ∈ [a, b], we denote by Z(·, s) : [a, b] → R n,n the unique solution of the backward/forward linear Cauchy problem given by
and Z(·, ·) is the so-called state-transition matrix associated to A.
Let us introduce the following terms that will play an important role in the sequel:
Finally we introduce (K i ) i=0,...,N , (J i ) i=0,...,N and (Y i ) i=0,...,N the following backward recursive sequences:
i P i ∈ R n,n , for every i = N − 1, . . . , 0, and
and
. . , 0, where F i , G i , H i , P i , Q i and T i are defined (explicitly and dependently on K i+1 , J i+1 and Y i+1 ) as follows:
for every i = N − 1, . . . , 0.
Remark 8. A necessary condition for the backward sequences (K
..,N to be well defined, is the invertibility of T i for every i = N − 1, . . . , 0. This necessary condition will be established in Section 4.3 (see also Section 4.4). More precisely, we will prove in a backward recursive way that K i+1 is positive-semidefinite for every i = N −1, . . . , 0. As a consequence, T i is equal to a sum of two positive-semidefinite matrices ZB ⊤ i K i+1 ZB i and ZBWZB i (see Remark 1) and of a positive-definite matrix R i . We deduce that T i is positive-definite and hence it is invertible for every i = N − 1, . . . , 0.
Remark 9. All terms introduced in this section depend only on the data of Problem (P E h ), i.e., on A, B, S, W , R, ω, q b , x, v and h. It is worth to note that they do not depend on the initial condition q a . As a consequence, all these terms, that are defined in a backward recursive way, remain unchanged if the initial condition in Problem (P E h ) is modified, and they remain unchanged as well if the initial time a is replaced by s j for some j = 0, . . . , N − 1 and h is replaced by (h i ) i=j,...,N −1 . 
Remark 10. In the homogeneous case, we have ZΩ
..,N and (T i ) i=0,...,N do not depend on the nonhomogeneous data q b , ω, x and v. As a consequence, they remain unchanged regardless of whether we consider the homogeneous or the nonhomogeneous Problem (P E h ).
Closed-loop optimal control
The second main result of this paper is the following. 
for every i = 0, . . . , N − 1, with the initial condition q 0 = q a .
Proof. The Duhamel formula gives q(s i+1 , u *
, for every i = 0, . . . , N − 1. Corollary 1 follows using Theorem 2.
As a conclusion, in order to compute explicitly the optimal coefficients (U * h,i ) i=0,...,N −1 , one has beforehand to compute all terms introduced in Section 3.1 (they depend only on the data of Problem (P E h ), see Remark 9). Secondly, one has to compute the induction provided in Corollary 1.
Some numerical simulations for a simple example
In this section we focus on the unidimensional LQOCP given by
It is clear that the data of Problem (Q E ) satisfy all assumptions of Section 2.1. This very simple problem has been considered in [22, 26, 27] , where the authors were interested in convergence issues for specific discretizations, showing that the simplest direct method diverges when considering an explicit second-order Runge-Kutta discretization. This is why this apparently inoffensive example is interesting and this is why we consider it here as well.
In the permanent control case E = L 2 , the unique optimal permanent control u * is given by
e 3t/2 (2 + e 3 ) .
In this section, we are interested in the unique solution u * h of Problem (Q E h ) for different values of h ∈ ∆. More precisely, we take h = Computing the induction provided in Corollary 1, we obtain the numerical results depicted in Figure 1 . When h ∆ tends to 0, we observe as expected (see Theorem 1) the pointwise convergence of u * h to u * . Figure 2 represents the sampled-data control u h introduced in the proof of Theorem 1. We observe as expected (see Remark 7) that u h = u * h .
Proofs

Proof of Proposition 1
In order to prove Proposition 1, we first state and prove two preliminary lemmas, variants of which are well known in the existing literature (see, e.g., [19, 39, 47, 52] ). The proofs are given for the sake of completeness.
Lemma 3. Let (g k ) k∈N be a sequence of functions defined on [a, b] with values in R n . We assume that (g k ) k∈N is equi-Hölderian in the sense that there exist α > 0 and β > 0 such that g k (t 2 ) − g k (t 1 ) n ≤ β|t 2 − t 1 | α for every k ∈ N and every t 1 , t 2 ∈ [a, b]. If the sequence (g k ) k∈N converges pointwise on [a, b] to 0, then it converges uniformly on [a, b] to 0.
Proof. Let ε > 0 and let a = t 0 < . . . < t p = b be a partition of [a, b] such that t i+1 −t i < ( 
The proof is complete.
Lemma 4. The following properties hold true:
Proof. 1. Let us assume that u k ⇀ u in L 2 . For every k ∈ N and every t ∈ [a, b], let us define
, the sequence (g k ) k∈N converges pointwise on [a, b] to 0. Moreover, for every k ∈ N and every t 1 , t 2 ∈ [a, b], it follows from the classical Hölder inequality that
is bounded and it follows that the sequence (g k ) k∈N is equi-Hölderian. From Lemma 3, the sequence (g k ) k∈N converges uniformly on [a, b] to 0. Finally, the classical Gronwall lemma leads to q(t,
2. Since S is positive-semidefinite, W (t) is positive-semidefinite and R(t) is positive-definite for every t ∈ [a, b], the functional C is clearly convex in the variable q and strictly convex in the variable u. Moreover we have q(·,
and every λ ∈ [0, 1]. One can easily deduce the strict convexity of the cost functional C from these facts.
3. From the hypotheses on R, one can easily prove by contradiction that there exists a constant c R > 0 such that c R z 
induces a norm · R on L 2 that is equivalent to the usual one. Let us assume that
R . This concludes the proof.
The proof is similar since
We are now in a position to prove Proposition 1. Let us prove that C has a unique minimizer on E. Uniqueness is clear since E is convex and C is strictly convex (see Lemma 4) . Now let us prove existence. Let (u k ) k∈N ⊂ E be a minimizing sequence of C on E. Since C(
2 and thus converges weakly, up to some subsequence, to some u * E . Since E is weakly closed, we get that u * E ∈ E. Finally, from Lemma 4, we get that inf u∈E C(u) = lim k→∞ C(u k ) = lim inf k→∞ C(u k ) ≥ C(u * E ) which concludes the proof.
Preliminaries for Theorem 2 and value function
In this section, we establish preliminary results that are required to prove Theorem 2. Precisely they are required in order to prove the invertibility of the matrices T i in the first proof of Theorem 2 (based on Proposition 3 and detailed in Section 4.3), and to prove the dynamic programming principle which is the basis of the second proof of Theorem 2 (detailed in Section 4.4).
The reader who would be interested in the proof of Theorem 2 based on Proposition 3 and who wants to skip technical difficulties related to the invertibility of the matrices T i may switch directly to Section 4.3.
) . For every y ∈ R n , we denote by q(·, j, k, y, U ) : [s j , s k ] → R n the unique absolutely continuous solution of the linear Cauchy problem
for every (y,
Remark 12. Note that V j (y, U ) coincides with the cost C(u U ) whenever the initial time a is replaced by s j and the initial condition q a is replaced by y and h is replaced by (h i ) i=j,...,N −1 in Problem (P E h ).
In the sequel, we set
The next statement obviously follows from the definition of V j (·, ·).
Finally, for every 0 ≤ j ≤ N − 1, we define the so-called value function V j (·) : R n → R + as the nonnegative function given by
for every y ∈ R n . From Remark 12 and similarly to Proposition 1, one can easily prove that the infimum V j (y) is reached at a unique point denoted by U j (y)
for every 0 ≤ j ≤ N − 1 and every y ∈ R n .
Remark 13. From Remark 12, we have C(u
The following statement follows from the definition of U j (y) * .
Lemma 6. For every 0 ≤ j ≤ N − 2 and every y ∈ R n , we have
Finally, from (6), Lemmas 5 and 6, we infer the following result.
Proposition 4. For every 0 ≤ j ≤ N − 2 and every y ∈ R n , we have
Proposition 4 will be used in order to prove the invertibility of the matrices T i in the first proof of Theorem 2 (based on Proposition 3 and detailed in Section 4.3).
Remark 14. Proposition 4 does not correspond to the dynamic programming principle, whose version adapted to the framework of this paper is stated in Proposition 5 (see Section 4.4).
Proof of Theorem 2 based on Proposition 3
From Proposition 3 we have
for all i = 0, . . . , N − 1. In order to prove Theorem 2 using (7), we use the Duhamel formula in order to derive an explicit expression for p(s, u * h ) as a function of q(s i , u * h ) and U * h,i . We will prove by backward induction that the following five statements are true:
5. K i is positive-semidefinite;
for every i = N − 1, . . . , 0. As explained at the beginning of Section 4.2, the reader who would like to skip, at least in a first step, technical difficulties related to the invertibility of the matrices T i , may focus only on the statements 2 and 3 above.
To prove the induction steps, let us first recall the following equalities that follow from the Duhamel formula:
for every i = 0, . . . , N − 1 and for every s, τ ∈ [s i , s i+1 ].
Initialization of the backward induction. Let i = N − 1.
1. Since K i+1 = S is positive-semidefinite, we infer that T i is invertible (see Remark 8).
2.
Using (8) and (9) and
Replacing p(s, u * h ) in Equality (7) and applying the Fubini theorem, we obtain that
3. Taking s = s i in (10) leads to
4. Let y ∈ R n . From Remarks 9 and 12 and from the definition of U i (y) * , similarly to Step 2, we get that U i (y)
Besides, it follows from the Duhamel formula that
Using the above equality in (4), we exactly obtain that
5. Let y ∈ R n and let us consider temporarily the homogeneous Problem (P E h ), that is, let us consider temporarily that q b = x(t) = ω(t) = 0 R n and v(t) = 0 R m for every t ∈ [a, b]. From Remarks 10 and 11, similarly to Step 4, we get, in the homogeneous case, that V i (y) = 1 2 K i y, y n ≥ 0. It follows that K i is positive-semidefinite. The induction step. Let i ∈ {0, . . . , N − 2} and let us assume that the five statements are satisfied at steps i + 1, . . . , N − 1.
1. Since K i+1 is positive-semidefinite, we infer that T i is invertible (see Remark 8). (8) and (9) and p(s i+1 , u *
Using
Replacing p(s, u * h ) in (7) and applying the Fubini theorem, we obtain that
4. Let y ∈ R n . From Remarks 9 and 12 and from the definition of U i (y) * , one can prove in a very similar way than Step 2. that
From the induction hypothesis, we have
On the other hand, it follows from the Duhamel formula that
for every τ ∈ [s i , s i+1 ]. Taking τ = s i+1 in (14), we get that
Finally, using (13), (14) and (15) in (12) yields
5. Let y ∈ R n and let us consider temporarily the homogeneous Problem (P E h ), that is, let us consider temporarily that q b = x(t) = ω(t) = 0 R n and v(t) = 0 R m for every t ∈ [a, b]. From Remarks 10 and 11, similarly to Step 4, we get, in the homogeneous case, that V i (y) = 1 2 K i y, y n ≥ 0. It follows that K i is positive-semidefinite.
Proof of Theorem 2 based on the dynamic programming principle
This section is dedicated to an alternative proof of Theorem 2, based on the following dynamic programming principle.
Proposition 5 (Dynamic programming principle). For every 0 ≤ j ≤ N − 2 and every y ∈ R n , we have
Proof. Let 0 ≤ j ≤ N − 2 and y ∈ R n . From (5) and Lemma 5, it is clear that V j (y) is equal to the infimum of
for any function Ψ : Γ 1 × Γ 2 → R and any couple (Γ 1 , Γ 2 ) of nonempty sets, we conclude the proof by applying (16) to V j (y) (separating the variables U j andŨ ).
In order to prove Theorem 2, we will prove by backward induction that the following four statements are true: 
for every 0 ≤ i ≤ N − 1, every (y, U i ) ∈ R n × R m and every τ ∈ [s i , s i+1 ]. Taking 0 ≤ i ≤ N − 2 and τ = s i+1 in (17), we get that Φ i,y (U i ) = Z(s i+1 , s i )y + ZB i U i + ZΩ i (18) Initialization of the backward induction. Let i = N − 1.
2. Let y ∈ R n . Using (17) in (4) Differentiating the above expression with respect to U i , the infimum V i (y) is reached at U i (y) * ∈ R m that satisfies T i U i (y) * + P i y + H i = 0 R m . Since T i is invertible, we deduce that U i (y) * = −T −1 i (P i y + H i ). Finally, taking y = q(s i , u * h ), we obtain from Remark 13 that U * h,i = U i q(s i , u * h ) * = −T 1 2 K i y, y n ≥ 0. It follows that K i is positive-semidefinite.
Conclusion
We have extended the Riccati theory for general linear-quadratic optimal control problems with sampled-data controls, by two approaches. The first approach consists of applying an appropriate version of the Pontryagin maximum principle, which is adapted to optimal sampled-data control problems, and of showing that the costate can be expressed linearly in function of the state, by introducing an adequate version of the Riccati equation. The second approach relies on an appropriate version of the dynamic programming principle, combined with backward induction arguments.
We have also proved that the optimal sampled-data controls converge pointwise to the optimal permanent control as the sampling periods tend to zero.
As an open problem, it is natural to raise these questions for more general optimal control problems, having nonlinear dynamics and possibly involving constraints on the final state.
When dealing with nonlinear dynamics, the Riccati equation becomes the Hamilton-Jacobi equation, which is a first-order partial differential equation of which viscosity solutions are nonsmooth in general. A first open issue would be to investigate the dynamic programming principle, and the Hamilton-Jacobi equation, in such a nonlinear context with sampled-data controls.
When considering constraints on the final state, even in the linear-quadratic case the situation is more involved, and establishing a convergence result like Theorem 1 may already be challenging and will certainly require to consider finer concepts like singular trajectories or abnormal extremals, and conjugate point theory (see [3, 12] ).
