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Grothendieck characterized those categories which are equivalent to a 
category of continuous G-sets for a profinite group G in [3]. This result 
has been significantly improved upon by Barr in [l] who gives 2 charac- 
terization of the dual of the category of transitive G-sets. Unfortunately 
there is a gap in Barr’s proof as the functor M which he constructs is, in 
general, not well defined on morphisms. In Barr’s paper he constructs t 
functor A4 from Cop to Sets by setting M(A ) = Morf A, N) for N a normal 
cover of A. If e is another normal object with Mor(A, 0) nonempty, then 
Mor(A, N) is in one-to-one correspondence with Mor(A, Q). However, this 
correspondence depends on the choice of a map from N to Q, thus for the 
action of M on morphisms to be well defined, it is necesssary to make a 
coherent choice of morphisms (the map from N to (2 composed with the 
chosen map from e to S must be the chosen map from N to S). That such 
an array of coherent choices is possibie follows from Thcorcm 3.1. This 
repairs the gap in Barr’s proof. 
One of the most familier examples of the categories we consider is the 
category of finite separable extensions of a field. In this case the resulting 
group is the Profinite Galois Group (or the Absolute Galois Group) of the 
field. Analogous Galois Groups can be obtained in this way for many other 
casts. In this paper we further construct the categorical ana%ogue of the 
separable closure as a pro-object. 
Note that the condition (QRC) is equivalent to (RMC) in [I ] given 
Normal Covers, but is somewhat easier to use. 
Throughout this paper we implicitly use The Axiom of Choice and the 
results of Section 4 of [l]. 
The author is grateful to the reviewer for providing an alternate proof of 
Theorem 3.1 and to D. Kenoyer for most of the proof to Claim 2 in 
Theorem 3.2. 
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1. THE CATEGORY %? 
Let % be a category satisfying the following conditions. 
(1) (IO). There is an initial object. 
(2) (AP). Every pair of morphismsf: A -+ B, g: A --f C can be com- 
pleted to a commutative square, 
g I I b 
C ---y D. 
(3) (QRC). Every morphism f: A -+ B is the equalizer of a finite set 
of morphisms gi,..., g, : B -+ C (quasi regular). 
(4) (UBM). For each object A, there is a unique positive integer 
R(A) such that for an object B, there are objects C, ,..., C, with n < R(A) 
and pairs of morphisms cri: A --f Cj, zi: B--+ Ci, i= l,..., n, such that 
whenever f: A -+ C and g: B + C, there is a unique i and a unique h: Ci -+ C 
with f=hooi, g=hozi. 
(5) (EC). Equalizers exist and co-products in fl%? preserve them. 
(6) (SC). The skeleton, s(V) consisting of one representative from 
each isomorphism class of objects, is a set. 
If $9 is a category, then we can form the category of formal finite 
products over V, n%? written n, A, with morphisms, 
(n,f): nAi+nBj 
I J 
where, rc: I + J is a set map and f assigns to each je J a morphisms 
f(i): Arci, -+ Bj. If A and B are objects in V satisfying conditions (lt(6), 
then condition (4) provides objects Cl,..., C, and morphisms and a univer- 
sal mapping property that allows JJ, Cj to be the co-product A 0 B. 
DEFINITION 1,l. Let N be an object of %. Then N is normal if for every 
pair of morphisms f, g: N-+ C in %?, there is a morphism 0: N-r N with 
f”o=g. 
DEFINITION 1.2. Let A be an object of $7. Then a normal object N of V 
is a minimal normal cover for A if there is an f: A --+ N in V and for any 
normal object A4 of %? with g: A + 1M, g factors through$ 
SEPARABLE CLOSURE 
THEOREM 1.3 (Barr, 1980 [ 1, Theorem 11). If V is a category satisfying 
conditions (l), (2), (3), and (4), then every object of %? has a minimal nor- 
mal cover. 
Note. A minimal normal cover is necessarily unique u 
isomorphism. 
~PROPO~ITION 1.4. Letf: A + N in G9, with $9 satisfying condition (I )-(4), 
and N normal. Then TFAE. 
(a) N is a minimal normal cover for A. 
(b) If Ed,..., CI,: A --f N are all the distinct morphisms from A to IV, 
then the morphism 
(ai): 6 A-+N 
i= 1 
is an epimorphism in V?. 
Note. This proposition is proved in [I, Sect. 41. 
2. AUXILIARY RESULTS 
Throughout this section, ?Z will satisfy condition (l))(5). We prove here 
a number of technical lemmas which will be needed for the main theorem 
in Section 3. 
LEMMA 2.1. Let (71, f ): nI A, + JJ, B, be a morphism in q. Y (%f 1 
is a monomorphism, then 7c is surjective. 
Proof: Suppose F is initial in q. Let K be a fin 
maps, and ?.o~I=~oz We have the object 
(a, I), (6, 1): nK F+ nI Ai by setting l(i) to be the initial object map for 
all i E I. Then we have 
Since (n, f) is a monomorphism, (A, 1) = (6, I), so A = 6. 
LEMMA 2.2. If f: A + B in V with f an epimor~h~sm, then f is an 
isomorpkism. 
Proof: y condition 3 we have an equalizer diagram 
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so that g, of = g, of = ... =g, oJ: Now f is an epimorphism so 
g,=g,= ... =g,. Let 1,: B -+ B be the identity map, then 
g,o I,= ... = g, 0 1,. The Universal mapping property of the equalizer 
gives a unique morphism h: B +A with l.=foh. Then, f ohOf=lBOf = 
f = f 0 1,. Since f is a monomorphism, we have left cancellation and 
h of= 1 A. Thus f is seen to be an isomorphism. Done. 1 
LEMMA 2.3 (Lifting lemma). Let a, b: A --f A4 with A4 normal. Then there 
is a morphism o: M -+ M with a = c 0 6. 
Prooj We need a series of claims to demonstrate this lemma. 
CLAIM 1. Suppose N is a minimal normal cover of A and let a: A + C 
in V. Assume Mor(N, C) # a. Then a lifts to N; i.e., for b: A -+ N there is 
some h: N -+ C with h 0 b = a. Reason. Let b = b, ,..., b, be all the distinct 
morphisms from A to N. Then IZ = R(A) (see Sect. 4 of [ 1 ] ). By 
Proposition 1.4, the map (bj) : Or= r A + N is an epimorphism. If 
a = a,,..., a, are all the distinct maps from A to C (again y1= R(A) since 
there is a monomorphism N -+ C) we use condition 2 to obtain the 
diagram: 
h A-N 
C-D 5 
So that rObl=sOa,. 
We note that there is a set equality, 
{rb, ,..., rb,} = (Sal ,..., sa,} 
since s. and r are monomorphisms, so by a suitable reordering we may 
assume rbi = sa, for i = l,..., ~1. We then have the commuting diagram, 
(ai) I I * 
C --,D 
(using here the universal mapping property of a;= r A). Now (bi) is an 
epimorphism and s is a quasi-regular monomorphism, so (see [6, 17.173) 
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there is a morphism h: N -+ C such that s 0 h = r an h 0 (bi) = a;. Since we 
have P 0 b, = s 0 a, ) it follows that, 
rObl=sOhObl=soa,oh~b,=a, 
since s is a monomorphism. The claim is done. 
CLAIM 2. Let a: A + N, b: A + B with N a minimal normal cover of 
Then there is an f: B -+ N with a = f 0 b. Reason. By condition (21, we have 
the diagram, 
with Ioa=pob. By Claim 1, iff’:B-+N, then there is an I’:N+C wit 
1’ of’ = p. Since N is normal, there is a IJ: N 4 N with 1’ = 10 &T. Let f= o cJ“. 
Then 
e have now, 
since 1 is a monomorphism. The ciaim is done. 
CLAIM 3. Let A4 be normal over B. Suppose a: A + 
there is an f: B -+ M with a = f 0 b. 
Reason. Let N be a minimal normal cover for B. Then there is a 
morphism k: N -+ M. Let g, ,..., g,: A 3 N be all the distinct mor~~isms. 
Since N is normal we have n = R(A). Now k is a monomorphis 
kogl,..,, k 0 g, are all distinct and thus are all of Mor( A, 44). We thera 
a = k 0 gj for some i. By Claim 2, gi factors through to give h: --$ N such 
that h 0 b = gi. Then, 
kohob=kog,=a and koh: B+M. 
hus f = k 0 h extends a. The claim is done. 
PJow let a, b: A -+ M with A4 normal. By using Claim 3 with B equal to 
find f: A4 + A4 such that a = f 0 b. Then (T = f satisfies the le 
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LEMMA 2.4. Suppose f: A -+ B with R(A) = R(B). Then f is an 
isomorphism. 
ProoJ Let g, h: B + C with g of = h 0J: We can assume C is normal by 
Condition 3 and Theorem 1.3. Let a,,..., a,: A --f C be all the distinct 
morphisms from A to C. Similarly b, ,..., b,: B -+ C are all the distinct 
morphisms from B to C (note n = R(A) = R(B)). 
CLAIM. (bl o.k., &of} = {a,,..., a,}. 
Reason. Inclusion on the left is clear. If aj: A -+ C, then by Lemma 2.3 
there is a bi: B--f C with biof = aj. Done. Now we let g= bi, h = b,, for 
some i, j. We then have 
which occurs if and only if b, = b, by the claim. Thus g = h and f is an 
epimorphism. We are finished by Lemma 2.2. 
LEMMA 2.5. If g: A --f B is a morphism, then R(A) 6 R(B). 
ProoJ: Suppose N is a normal cover of B and let b, ,..., b, : B -+ N be dis- 
tinct morphisms with r = R(B). N is also a normal cover for A so let 
a, ,..., a,: A + N be distinct morphisms with y1= R(A). From lemma 2.3 
each aj gives rise to a b,i with ai = bj 0 g. Clearly then, n 6 r. The lemma is 
proved. 
LEMMA 2.6. Let N be normal. Then N has finitely many subobjects. 
ProoJ Recall that a pre-subobject of N is a pair (A, f) with f: A + N a 
morphism. We say two such pairs (A, f ), (B, g) are equivalent if there is an 
isomorphism h: A --f B with go h =J: A subobject is an equivalence class 
[(A, f )] of pre-subobjects. Now let [(A, f )] be one such. By condition (3) 
we have an equalizer diagram, 
f ~,,....Sn A-N-N. 
We can assume N appears on the right by normality of N and left can- 
cellation. Since Mor(N, N) is finite (4.2 of Cl]), there are at most finitely 
many nonisomorphic equalizers of N. The lemma is proved. 
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3. SYSTEMS OF OBJECTS OVER C 
We now consider a category satisfying Conditions (l)-(6). Let I be an 
upward directed set (see, e.g., [7, p. 2071). We let Fz I -+ be a functor 
(covariant). The pair (I, F) is called a system (or graph) over C, and if 
(J, 6) is another system we define a system ~~orphism 
as follows: 
(I) S: I+ J is an order preserving set map and 
(2) for each i in 1,?(i) is a morphism in ivIor(F(i), G(f(i))) such 
that, if i 6 i’ in 1, then the diagram 
commutes with S,i, = F(i d i’) and T f(l)i(l,) = G(f(i) <f(i’)), the transition 
morphism of each system, respectively. 
A system (1, F) is said to be maximal if I is F-cofinal (see [9, p. 2131) 
i.e., for any object A in C, there is an i in I with Mor(A, F(i)) # Da. Two 
systems (1, F) and (J, G) are equivalent if there are system morphisms 
(f,fi: (1, F) -+ (J, 6) and (g, 2): (J, G) + (1, F), such that G(Imf) is cohnal 
in G(J) and F(Im g) is cofinal in F(1) (see also [8, p. 481). 
The aim of this section is to prove the existence and uniqueness of 
maximal systems in C up to equivalence. Evaluated in the context of a 
familiar “Galois Category,” a maximal system provides an algebraic 
closure. 
THEOREM 3.1. A maximal system (I, F) exists over 
BrooJ: Cet s(C) be a skeleton of C [7, p. 9 Then s(C) contains 
exactly one object for each isomorphism class of Let I be the set of all 
normal objects of s(C). Note that s(C) is a set from condition (6). Thus 1 is 
a set. If N, M are objects in 1, we say that Nd A4 if Mor(lh$ M) # @. 
CLAIM 1. (I, <) is a partially ordered set. 
Reason. Since the order “ <” is related to the morphism sets, it is 
clearly reflexive and transitive. Now suppose N, M are objects of I with 
N < M and M < N. Then Mor(N, M) # (21 and 
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Lemma 2.5, we have R(N) < R(M) and R(M) <R(N) (as integers), so 
R(N) = R(M). If h E Mor(N, n/i), then h is an isomorphism by Lemma 2.4. 
Thus N= A4 since Z is skeletal. The claim is proved. 
Let A be the collection of pairs 
A={(N,M)/N,MobjectsofZ,NdM}. 
Then A is a subset of the set Z x Z and is thus a set. For (N, M) in A, let the 
finite set Mor(N, M) have the discrete topology. Then the set 
X= fl Mor(N, M) 
is a compact, Hausdorff topological space by the Tychonoff Theorem. Note 
that A must be a set to use this theorem. 
We call an element a in X N-compatible if for all K < M< L < N in Z, we 
have 
a(M, L) 0 a(K, M) = a(K, L), 
where a(M, L) is the evaluation (or component) of a at the pair (M, L) of 
A. Note that a(K, K) is the identity morphism in Mor(K, K) since each 
a(A4, L) is a monomorphism. An element a in X is compatible if it is N- 
compatible for all N in Z. 
CLAIM 2. N-compatible elements exist. 
Reason. Fix N in Z. For all K in Z, K < N, pick h(K) in Mor(K, N). By 
Lemma 2.6 there are only finitely many such K so we have only finitely 
many choices of h(K) to make. 
If K < L < N in Z, then by normality of K (Definition 1.1) there is a uni- 
que g in Mor(K, L) with h(L) og = h(K). We let a(K, L) =g and for (M, P) 
in A with M 4 N or P 4 N let a(M, P) be anything. We see, then, that 
such an a is N-compatible. The claim is proved. 
Now let X(N) be the subset of X consisting of N-compatible elements 
of X. 
CLAIM 3. X(N) is closed in X. 
Reason. Let a be an element of X not in X(N). Then for some 
K d L d A4 d N in Z, a(L, M) 0 a(K, L) # a(K, M). The open set of all b in X 
for which b agrees with a at (K, L), (L, M) and at (K, M) does not inter- 
sect X(N). The complement of X(N) in X is thus open and X(N) is closed. 
The claim is proved. 
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CLAIM 4. The set {X(N) 1 NE I} satisfies the firzite intersection property. 
Reason. Let Ni,..., N, be in I. By condition (2) and Theorem 1.3 there is 
an N in Z with N, ,..., N, < N. If a E X(N), then a is also an element of eat 
set X(N, ),..., X(N,). Thus 
@ #X(N) G X(N,) n n %(N,). 
The claim is proved. 
The set X is compact and Hausdorff, thus the intersection 
Y= n X(N) 
NEI 
is nonempty and any a in Y is compatible. Fix a in Y. Detine a functor 
d=,: I+ C by, 
(1) Fu(N)=N 
(2) F,(M d N) = a(M, N). 
Since a is compatible, F, is a functor. FO is cofinal because any object B in 
has a normal cover N in Z by Theorem 1.3 and thus ~(4 N) # 8~ 
Thus the system (Z, F,) is maximal. The theorem is proved. 
We now address the question of uniqueness up to equivalence, of 
maximal systems. 
THEQREM 3.2. Any two maximal systems are equivalent. 
Proof: We begin by choosing a compatible element a in Y as defined in 
Theorem 3.1. Then the system (Z, F,) is maximal. For simplicity we let 
F= F,, Now let (J, G) be any maximal system. 
CLAIM 1. There is an order preserving set map g: J+ 1. 
Reason. Let Jo J. Then G(j) is an object of C, and by Theorem 1.3, 
G(j) has a unique minimal cover N(j) in I. Thus the set map g: j + N(j) is 
well defined. If j < k in .Z, then G(j < k) is an element of Mor(G(j), G(k)) 
which is nonempty. Since N(k) is a minimal normal cover for G(k), N(k) Ps 
also a normal cover for G(j) and so Mor(N(j), N(k)) is not empty, and 
thus N(j) d N(k) in Z by an argument similar to that of Claim I in 
Theorem 3.1. The claim is done. 
For i<j in J, let G(i<j) = b,. Let N(j) = N,, for j in J, and 
a(N,, N,) = aij. If s: G(j) + Nj is a morphism, then let t’: G(i) + Ni be any 
other morphism. Then aVo t’, s 0 h,: G(i) + Nj are two morphisms in C. 
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the Lemma 2.3, there is a morphism u: Ni + N, with u 0 aiiO t’ = s 0 b,. Also, 
since Ni is normal, there is a morphism V: Ni + Ni such that u 0 aii = a0 0 v. 
Then aiio (~0 t’) = u 0 aiio t’ = sob,, If we let t = vo t’, then t is unique with 
this property since ai, is a monomorphism. We now have a well defined set 
map 
d,: Mor(G(j), N,) --f Mor(G(i), Nj) 
with s 0 b, = aiio d,(s), i <j in I. Note that dii is the identity map, and for 
i d j < k in I, djk = djk 0 dii. Each set Mor(G(i), Ni) is finite and nonempty 
and J is a directed set. Thus the inverse limit 
@+rMor( G( j), N,) 
with respect to (d,l i6 j in J} exists and is nonempty. If 2 is an element in 
the inverse limit, then (g, 2) is a system morphism of (J, G) to (Z, F). 
Further, if i is in Z, then there is a j in J such that Mor(F(i), G(j)) is non- 
empty, since J is G-cofinal in C. We also have that since iV,=F( g(j)) 
by definition of g, that Mor(G(j), F( g(j)) is not empty. Thus 
Mor(F(i), F(g( j))) is nonempty and we see that F(Im g) is cofinal in F(I). 
CLAIM 2. There is an order preserving set map f: Z -+ J. 
Reason. For i in I define Jj = { jE JI Mor(F(i), G(j)) # @}. Then Jj is 
nonempty for all i in I since G(J) is cofinal in C. We use the Axiom of 
Choice in Set twice. 
(1) There is a set map MJ: I-, J defined by w(i) E Ji. So 
Mor(F(i), G(w(1))) is not empty for all i in I. 
(2) There is a set map U: { Sz JI S is finite} -+ J such that x < u(S) 
for all x in S. Note that we must use the fact that J is directed here. 
Now let i be in I. We define the height of i, h(i) to be the length of the 
largest chain below i, which is finite by Lemma 2.6. So i. < il < +. . < i, = i, 
with n = h(i), iO,..., i, distinct elements of I. Let 1, = (i E II h(i) < m ). If i is 
in PO, then i is a minimal element of l We then define fo: I, + J by 
fO(i) = w(i). The function f. is order preserving since 1, is discrete. Now 
assume inductively that fi,.,., f, h ave been constructed such that for 
1 dkdn, 
(1) fk : 0: = O 1, + J is order preserving, and 
(2) fk extends fk - 1. 
We construct f,, I : u;tb 1, + J as follows. 
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For iin In+l butnotinI,,defineI(i)={k~Ilk<i,k#i}.I(i)isafinite 
set by Lemma 2.6. Then define 
Ifkdiin Iwitk iin In+r, k # i, then fn + ,(k) = f,(k). Thus f, + , extends f,,~ 
We also have, 
since f,(k) is an element of fn(I(i)). Thus J”, + I preserves order on I, + , 
define f: I + J by IJ, =Ofn?; that is, if i E I then i E I, some natural number 
m, and so J(i) =fm(i). Thus f is a well defined, order preserving set map. 
If i is in I, w(i)<f(i) by definition off, so Mor(G(w(i)), G(f(i))) #a. 
y the definition of W, Mor(F(i), G(w(i)))#@. For j in J, we have, by 
f F(I) in C, that Mor(G(j), F(i)) # @ for some i in I. Thus we 
r(G(j), G(f(i)))#@, and that G(Imj) is cofinal in G(J). The 
nt similar to that following Claim 1, we can find an, A 
(f(i))) satisfying Property 2 for a system morphism. 
have also seem, in Claim 2, that G(Imf) is cofinal in G(J). Thus (I, F) and 
(I, 6) are equivalent. One can check that such equivalence is a transitive 
relation. The theorem is proved. 
4. PRO-REPRESENTABLE FUNCTORS 
We let C be a category satisfying conditions (l)-(6), and (I, F) a 
maximal system over C where F = F, with a E X a corn 
defined in Section 3. Then for each i in I, F(i) is a nor 
Cop is the dual category to C we define a functor Fop: P-P Cop by 
(1) Fp(i) = F(i) for all i in I, 
(2) if i <j in I, then Pp(i<j) = a?: F(j) 4 F(i) with aii = F(i <j). 
Hf (4;f) is a system morphism of two systems over 6, then the dual 
morphisms can be defined and we obtain a category Pro(Cop) of pro- 
objects over Cop (see also [4, No. 195, p. 31). 
We define a functor h: Cop -+ (Set) as follows. For an object A in 
h(A) = l& Morcop(F(i), A) = @ 
I P 
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Since (Z, F) is a maximal system, Z is directed and there is at least one 
element i in Z with Mor(A, F(i)) # a. Thus h(A) is a nonempty set. If 
Z(A) = {i~Zl Mor(A, F(i)) # @}, then h(a) =l&r,(,) Mor(A, F(i)). For i<j 
in Z(A), the transition morphisms, cij: Mor(A, F(i)) --f Mor(A, F(j)) are 
obtained by co(s) = aiio s where ati = F(i <j). Since each F(i) is normal, we 
see that Rank(A) = 1 Mor(A, F(i))1 f or all i in Z(A). Thus each cii is a bijec- 
tion since au is a monomorphism. We know that there exists a unique i, in 
Z such that F(iO) is a minimal normal cover for A. Thus clearly 
h(A) 2: Mor(A, F(i,)). The functor h is pro-representable over Cop and 
when h is extended to nCop is left exact. 
If Ai,..., A, are objects in C, then by condition (2) and the fact that Z is 
F-cotinal, there is an i in Z with Mor(Ai, F(i)) # 0 for j= l,..., yt. If i’ is 
another such element in Z then we can assume i6 i’ since Z is directed, so 
the transition morphism ai, = F(i d i’) provides a unique isomorphism of 
Mor(Aj, F(i)) with Mor(Ai, F(Z’)). The functor h described here is thus the 
functor required in Section 5 of [ 11. The functor h is unique up to 
isomorphism of pro-representable functors since the maximal system 
(Z, pp) is unique up to equivalence of pro-objects in the category Pro(Cop). 
We now have, 
THEOREM 4.1. There is a pro-representable functor 
h: Cop + (Set) 
which is pro-represented by a maximal system (I, Pp) in Pro(CoP) and is 
unique up to isomorphism of jiinctors. 
5. EXAMPLES 
(A) Fields. Let F be a field and let C be the category of finite 
separable field extensions of F with F-stable field homomorphisms. Then C 
satisfies conditions ( 1 )-( 6) ( see [S] ). A pro-object over C is a directed 
system of fields in C. Consequently the direct limit (co-limit) of a pro- 
object over C exists in Fld, the category of fields and field homomorphisms. 
Such a direct limit is easily seen to be a field and is characterized by the 
property of local separability; it is the filtered union of its finite (over F) 
subfields. A maximal Pro-object over C is then equivalent to the classical 
separable closure of F. 
(B) Rings. If F in the above example is replaced by a connected 
commutative ring, with finite separable connected commutative ring exten- 
sions, then the pro-objects correspond again to locally separable connected 
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extensions of F and a maximal pro-object corresponds to a separable 
closure of F. 
(C) Topological spaces. Let X be a connected, locally path connecte 
topological space. Let f: Y-+X be a finite covering projection of X by a 
space Y. The pair (Y,f) is then a finite covering of X and we consider the 
category of all finite coverings of X together with morphisms described by 
covering transformations. Then the category, C, satisfies conditions dual to 
conditions (l)-(6) here (see [ 11). Thus the pro-objects are equivalent to 
projective limits of projective systems in C where the limits are taken in 
Top, the category of topological spaces and continuous functions. A s 
example (e.g., Si) will show that the separable closure is not in g 
equivalent to the Universal Covering Space, and the corresp 
Profinite Galois Group is the profinite completion of the fundamental 
group of the base space. 
(D) Simplicial complexes. If X is a connected simplicial complex 
and f: Y + X is a finite covering projection of X, then the discussion in C 
above proceeds almost identically to the category of finite coverings of X. 
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