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Symmetries of some motivic integrals.
E. Gorsky ∗
Abstract
We give an explicit formula for the motivic integrals related to the
Milnor number over spaces of parametrised arcs on the plane with fixed
tangency orders with the axis. These integrals are rational functions
of the parameters and the class of the affine line. Using a set of natural
recurrence relations between them, we prove an unexpected invariance
property with respect to the simultaneous inversion of the parameters
and the class of the affine line. We also discuss a generalization of this
system of recurrence relations whose solutions are also symmetric and
satisfy additional differential equations.
1 Introduction
From the Weyl conjectures it is known that the Poincare duality implies a
functional equation for the zeta function of the smooth projective variety.
This equation describes the behavior of the zeta function under the inversion
of the parameter. M. Kapranov ([9]) and F. Heinloth ([7]) proved that some
generalizations of this functional equation also holds for the Kapranov zeta
function of curves and abelian variety respectively.
Another symmetry property can be observed in the knot theory. The
Alexander polynomial of a curve is invariant under the change t→ t−1. The
result of a change q → q−1 in the Jones polynomial gives a Jones polynomial
of the mirror knot. These properties are also true for their categorifications,
Heegard-Floer knot homologies of Oszvath-Szabo ([11]) and Kvovanov ho-
mologies ([10]).
∗Partially supported by the grants RFBR-007-00593, INTAS-05-7805, NSh-
4719.2006.1, and the Moebius Contest fellowship for young scientists.
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A. Campillo, F. Delgado and S. Gusein-Zade gave in ([2],[3]) an inter-
pretation of the Alexander polynomial of an algebraic knot as an integral
with respect to the the Euler characteristic over the projectivisation over the
space of functions. This integral is a specification under the Euler charac-
teristic homomorphism of a corresponding motivic integral over the space of
functions ([4]) , which can be also considered as a certain categorification of
the Alexander polynomial, but its relation to the Heegard-Floer homologies
is completely unknown.
Nevertheless, a nice test for the motivic integral (over the space of func-
tions or over the space of arcs) to be a natural generalization of the Alexander
polynomial is its behavior under the simultaneous inversion of a parameter
and the class of the affine line in the Grothendieck ring of varieties.
A conclusion of this (a bit speculative) discussion is that the motivic
integrals, which transform in a nice way under the inversion of the parameter
and the affine line, may have a nice geometric sense and vice versa.
This paper deals with a set of motivic integrals related to the Milnor
number ([1]) over spaces of arcs with fixed tangency orders with the axis.
We prove that all of them are rational functions of the parameter and the
class of the affine line, and write a set of recurrence relations between them.
Using this relations, we give an explicit formula for these integrals
(Theorem 2), from which we deduce the symmetry property for them.
Namely, if µ denotes the Milnor number, L is the class of the affine line
in the Grothendieck ring of varieties and
Gk,m =
∫
Ordx(t)=k,Ordy(t)=m
tµ,
then:
a) Gk,m are rational functions of t and L,
b) Gk,m(t
−1,L−1) = t−2(k−1)(m−1)L2(k+m) ·Gk,m(t,L).
The proof of these facts uses recurrence relations between Gk,m for differ-
ent k and m, and the direct proof is not known.
We also discuss in the section 4 a certain deformation of the set of equa-
tions. Since they arise from the consideration of the blowup of the plane, the
class of the exceptional divisor in the Grothendieck ring is related with their
coefficients. Iterative use of these equations corresponds to the sequence of
successive blowups. In the physical literature the volumes (or the ”Kaehler
classes”) of the exceptional divisors sometimes (e.g. [8]) are considered as
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independent parameters. Motivated by this, we deform our system of equa-
tion in such a way that some of classes of the exceptional divisors become
parameters that are not necessary equal to L+1. Despite that the geometric
meaning of this procedure is far from understanding, we prove an analogue of
the Theorem 2 and the symmetry property analogous to (b). We also prove
that the generating function for deformations of the motivic measures of sets
of arcs with fixed tangency order with axis, that is, the deformed versions of
the above integral at t = 1, satisfies a set of differential-functional equations
(Theorem 4).
2 Motivic measure
Let L = LC2,0 be the space of arcs at the origin on the plane. It is the set of
pairs (x(t), y(t)) of formal power series (without degree 0 terms). Let Ln be
the space of n-jets of such arcs, let pin : L → Ln be the natural projection.
Let K0(V arC) be the Grothendieck ring of quasiprojective complex al-
gebraic varieties. It is generated by the isomorphism classes of complex
quasiprojective algebraic varieties modulo relations [X ] = [Y ] + [X \ Y ],
where Y is a Zariski closed subset of X . Multiplication is given by the for-
mula [X ] · [Y ] = [X × Y ]. Let L ∈ K0(V arC) be the class of the complex
line.
Consider the ring K0(V arC)[L
−1] with the following filtration: Fk is gen-
erated by the elements of type [X ] · [L−n] with n − dimX ≥ k. Let M be
the completion of K0(V arC)[L
−1] corresponding to this filtration.
On an algebra of subsets of the space L J. Denef and F. Loeser ([6]) (after
M. Kontsevich) have constructed a measure χg with values in the ring M.
A subset A ⊂ L is said to be cylindric if there exist n and a constructible
set An ⊂ Ln such that A = pi
−1
n (An). For the cylindric set A define
µ(A) = [An] · L
−2n.
It was proved in [6], that this measure can be extended to an additive measure
on a suitable algebra of subsets in L.
A function f : L → G with values in an abelian group G is called simple,
if its image is countable or finite, and for every g ∈ G the set f−1(g) is mea-
surable. Using this measure, one can define in the natural way the (motivic)
integral for simple functions on L as
∫
L
fdµ =
∑
g∈G g ·µ(f
−1(g)), if the right
hand side sum converges in G⊗M.
3
Let h : Y → X be a proper birational morphism of smooth manifolds
of dimension d and J = h∗KX −KY be the relative canonical divisor on Y
(locally it is defined by the Jacobi determinant). It defines a function ordJ
on the space of arcs on Y – the intersection number between the arc and
the divisor. Then one has the following change of variables formula in the
motivic integral:
Theorem 1 ([6]) Let A be a measurable subset in the space of arcs on X,
let α be a simple function. Then∫
A
αdχg =
∫
h−1(A)
(h∗α)L−ordJdχg.
If h is a blow-up of the origin in the plane, the relative canonical divisor
coincides with the exceptional line, so the function ordJ coincides with the
intersection number with this line.
3 Calculations
Let µ(γ) be a Milnor number of a germ of plane curve γ(t) = (x(t), y(t)).
Consider a motivic integral ∫
L
tµ(γ)dγ.
It is useful to consider also integrals of a form
Gk,m(t) =
∫
{Ordx(t)=k,Ordy(t)=m}
tµ(γ)dγ.
We will use a following fact: if γ˜ is a strict transform of γ under the
blowup of the plane at the origin, and v(γ) is the order of γ at the origin,
then
µ(γ) = µ(γ˜) + v(γ)(v(γ)− 1). (1)
Propositions. 1. Gk,m(t) is a rational function of the parameter t and the
class of the affine line L.
G1,1(t) = (L− 1)
2 · L−2. (2)
Gk,m(t) = Gm,k(t). (3)
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Gk,m(t) = t
k(k−1)
L
−k ·Gk,m−k(t) for m > k (4)
Gk,k(t) = (L− 1)
∑
m>k
Gk,m(t). (5)
Gk,k(t) =
(L− 1)tk(k−1)L−k
1− tk(k−1)L1−k
∑
m<k
Gk,m(t). (6)
Proof . Propositions (2) and (3) are obvious from the definition of Gk,m.
Proposition 4 follows from the formula of transformation of the Milnor num-
ber under the blowup mentioned above and the change of variables formula
for the motivic integrals ([6]). If orders of the series x(t) and y(t) are equal,
then y(t) = λx(t) + y′(t), where λ is a nonzero number , and the order of
y′(t) is greater than the one of y(t). This implies the proposition (5). Now
Gk,k(t) = (L− 1)
∑
m>k
Gk,m(t) = (L− 1)
2
∑
m>k
tk(k−1)L−kGk,m−k =
= (L− 1)2
∑
m>k
tk(k−1)L−k(
∑
m<k
Gk,m(t) +Gk,k(t) +
∑
m>k
Gk,m(t)) =
= (L− 1)2
∑
m>k
tk(k−1)L−k(
∑
m<k
Gk,m(t) +Gk,k(t)(1 +
1
L− 1
)),
so we get a proposition 6. The proposition 1 now follows from 2, 3, 4 and 6.

Definition: Let us introduce the following bivariate polynomials:
Sa,k(t,L
−1) =
∑
1≤m<k,g.c.d(m,k)=a
t(k−1)(m−1)−(a−1)
2
L
2a−k−m.
Propositions.
If g.c.d(k,m) = a, then Gk,m(t,L) = t
(k−1)(m−1)−(a−1)2
L
2a−k−mGa,a(t,L).
(7)
Gk,k(t,L) =
(L− 1)tk(k−1)L−k
1− tk(k−1)L1−k
∑
a|k
Sa,k(t,L
−1) ·Ga,a(t). (8)
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Gk,k(t,L) =
∑
1=a0,a1,...,ar=k
(L− 1)2+rt
Pr
j=1 aj(aj−1)L
−2−
Pr
j=1 aj∏r
j=1(1− t
aj (aj−1)L1−aj )
r∏
j=1
Saj−1,aj(t,L
−1),
(9)
where summation is indexed by all tuples (1 = a0 < a1 < . . . < ar = k) such
that aj−1|aj for all j.
Proof . Note that (k − 1)(m − 1) = k(k − 1) + k(m − k − 1), so, since
the Euclid’s algorithm for k and m finishes at a, property (4) implies (7).
Substituting (7) in the proposition 6, we get (8). We apply (7) and (8) until
we reach a = 1, and using (2) we finally get the equation (9). 
Let us calculate now Sa,k(t,L
−1). Let (for a|k)
Sˆa,k(t,L
−1) =
∑
1≤m<k,a|m
t(k−1)(m−1)L−k−m.
In the right hand side we have a sum of a geometric series, so
Sˆa,k(t,L
−1) =
t(k−1)(a−1)L−k−a − t(k−1)
2
L−2k
1− t(k−1)aL−a
.
From the other hand,
Sˆa,k(t,L
−1) =
∑
a|b,b|k
t(b−1)
2
L
−2bSb,k(t,L
−1).
The Moebius inversion formula implies the following equation.
Lemma 1
t(a−1)
2
L
−2aSa,k(t,L
−1) =
∑
b
...a,b|k
µ(b/a)Sˆb,k(t,L
−1),
where µ – denote the Moebius function.
From this this lemma we immediately get a formula for Sa,k.
Proposition.
Sa,k(t,L
−1) = t−(a−1)
2
L
2a
∑
b
...a,b|k
µ(
b
a
)
t(k−1)(b−1)L−k−b − t(k−1)
2
L−2k
1− t(k−1)bL−b
.
Let us substitute it to the equation (9) and slightly simplify it. We get a
following statement.
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Theorem 2 Let a =g.c.d.(k,m). Then
Gk,m(t,L) =
∫
{Ordx(t)=k,Ordy(t)=m}
tµ(γ)dγ =
= (L−1)2·t(k−1)(m−1)L−k−m·
∑
a,b
r∏
j=1
µ(
bj
aj−1
)·
(L− 1)t(aj−1)bjL−bj (1− t(aj−1)(aj−bj)Lbj−aj )
(1− taj (aj−1)L1−aj ) · (1− t(aj−1)bjL−bj )
,
where summation is indexed by all tuples
(1 = a0 ≤ b1 < a1 . . . ar−1 ≤ br < ar = a)
such that aj−1|bj and bj |aj for all j ( r is not fixed).
Recall that in the left hand side µ denotes the Milnor number, and in the
right hand side – the Moebius function, but these appearances of the same
symbol in two different meanings should not confuse.
Corollary 1
Gk,m(t
−1,L−1) = t−2(k−1)(m−1)L2k+2m−2 ·Gk,m(t,L).
Proof . This equation follows from the invariance of every of r multipliers in
the right hand side of the theorem 1 under the change (t,L) 7→ (t−1,L−1).

Consider a motivic integral
F (t,L; a, b, c, d, e) =
∫
L
tµavxbvycv
2
xdvxvyev
2
ydµ =
∞∑
k,m=1
Gk,m(t,L)a
kbmck
2
dkmem
2
.
Analogously to the calculations made above we can write a functional equa-
tion
F (t, a, b, c, d, e) = F (t, t−1abL−1, b, tcde, de2, e)+F (t, t−1abL−1, a, tcde, dc2, c)+
+F (t, t−1abL−1, 1, tcde, 1, 1) · (L− 1).
It is shown in [5], that its solution can be completely reconstructed from the
initial condition (2) .
The corollary 1 shows that every solution of this functional equation
(in the class of formal power series of a, b, c, d, e) satisfies an unexpected
symmetry property
F (t,L; a, b, c, d, e) = t2L2F (t−1,L−1; at−2L−2, bt−2L−2, c, dt2, e).
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4 Additional parameters
We propose a following generalization of the set of recurrence relations on
Gk,m: 

Gk,m(t) = Gm,k(t)
Gk,m(t) = t
k(k−1)L−k ·Gk,m−k(t) for m > k
Gk,k(t) = (λk − 1)
∑
m>kGk,m(t)
(10)
where λk are additional parameters.
Remark. We have G1,k = L
1−kG1,1, so
∑
k>1G1,k =
L−1
1−L−1
G1,1 =
1
L−1
G1,1.
Therefore λ1 = L, if (10) is not controversial.
This choice of parameters is not completely occasional and has some
motivation from the mathematical physics. At first, we can remark that ap-
pearance of L in the equations (4) and (5) has different nature: equation
(4) arise from the change of variables formula, and L there comes from this
formula, so it is related to the role of L as a renormalization factor in the
motivic measure. In the equation (5) we deal with L as a class of the excep-
tional divisor minus two points. If we say that the ”area” of this divisor may
vary, we should add it as an additional parameter in the equations. Another
motivation comes from the physical literature (e.g. [8]). There these param-
eters are interpreted as ”Kaehler classes” of the exceptional divisors in the
modification of (C2, 0). It turns out that these parameters can be considered
as independent times in a certain integrable system ([8]).
In any case, the process of solution of (10) is completely analogous to the
section 2. We get
Gk,k(t) = (λk − 1)
∑
m>k
Gk,m(t) = (λk − 1)
2
∑
m>k
tk(k−1)L−kGk,m−k(t) =
= (λk − 1)
2
∑
m>k
tk(k−1)L−k(
∑
m<k
Gk,m(t) +Gk,k(t) +
∑
m>k
Gk,m(t)) =
= (λk − 1)
2
∑
m>k
tk(k−1)L−k(
∑
m<k
Gk,m(t) +Gk,k(t)(1 +
1
λk − 1
)),
so we get an analogue of the equation (6):
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Gk,k(t) =
(λk − 1)t
k(k−1)L−k
1− λk · tk(k−1)L−k
∑
m<k
Gk,m(t). (11)
Since all equations except this one remains the same, we get the following
analogue of the Theorem 2 (if we assume, that G1,1 = (L− 1)
2L−2.)
Theorem 3 Let a =g.c.d.(k,m). Then
Gk,m(t,L) =
(L−1)2·t(k−1)(m−1)L−k−m·
∑
a,b
r∏
j=1
µ(
bj
aj−1
)·
(λaj − 1)t
(aj−1)bjL−bj (1− t(aj−1)(aj−bj)Lbj−aj )
(1− λaj t
aj (aj−1)L−aj ) · (1− t(aj−1)bjL−bj )
,
where summation is indexed by all tuples
(1 = a0 ≤ b1 < a1 . . . ar−1 ≤ br < ar = a)
such that aj−1|bj and bj |aj for all j ( r is not fixed).
Corollary 2
Gk,m(t
−1,L−1, λ−11 , λ
−1
2 , . . .) = t
−2(k−1)(m−1)
L
2k+2m−2 ·Gk,m(t,L, λ1, λ2, . . .).
Proof . This equation follows from the invariance of every of r multipli-
ers in the right hand side of the theorem 1 under the change (t,L, λi) 7→
(t−1,L−1, λ−1i ). 
Even for t = 1 we get a nontrivial result.
Corollary 3
Gk,m(1,L) = (L− 1)
2
L
−k−m ·
∑
a,b
r∏
j=1
µ(
bj
aj−1
) ·
(λaj − 1)L
−bj (1− Lbj−aj )
(1− λajL
−aj ) · (1− L−bj )
,
(12)
where summation is done as above.
Using parameters λk we get a set of new identities that are hidden when
all of them are equal to L.
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Theorem 4 Let
Hk,m(L;λ2, λ3, . . .) =
Gk,m(1,L;λ2, λ3, . . .)
Gk,m(1,L;L,L, . . .)
.
Define a generating function
H(a, b,L;λ2, λ3, . . .) =
∞∑
k,m=1
akbmHk,m(L;λ2, λ3, . . .).
Then the following equation holds:
∂
∂λα
H(a, b,L;λ2, λ3, . . .) =
1− L−α
(λα − 1)(1− λαL−α)
·Hα,α(L;λ2, λ3, . . . , λα) ·H(a
α, bα,Lα;λ2α, λ3α, . . .).
(13)
More generally, if λα1 < λα2 < . . . < λαn , and k1, k2, . . . , kn are some
integers, then the higher derivatives can be expressed in a following form:
∂k1+...+kn
∂λk1α1 . . . ∂λknαn
H(a, b,L;λ2, λ3, . . .) =
n∏
j=1
[
(1− L−αj )Lαj(kj−1)
(λαj − 1)(1− λαjL
−αj )kj
] ·Hα1,α1(L;λ2, λ3, . . .)×
k∏
j=2
H αj
αj−1
,
αj
αj−1
(Lαj−1 ;λ2αj−1 , λ3αj−1 , . . .) ·H(a
αn , bαn ,Lαn ;λ2αn , λ3αn , . . .)
(14)
if αj+1
...αj for all j = 1 . . . n−1, and otherwise the corresponding derivative
vanishes.
Proof . Let a = g.c.d.(k,m) and α|a. We have
Hk,m =
∑
a,b
r∏
j=1
µ(
bj
aj−1
) ·
(λaj − 1)L
−bj(1− Lbj−aj )
(1− λajL
−aj ) · (1− L−bj )
,
where aj−1 ≤ bj < aj , aj−1|bj , bj|aj . A summand in this sum has a nontrivial
derivative by λα, if ak = α for some k. In this case we have a subsequence
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1 = a0 ≤ b1 < a1 ≤ b2 < . . . < ak = α in every pair of sequences a, b
which can be chosen independently of all subsequent aj and bj , which are
divisible by α. Denote a˜j =
ak+j
α
, b˜j =
bk+j
α
. Therefore a the sum Sα of terms
containing λα can be decomposed into a product
Sα = Hα,α ·
∑
ea,eb
r∏
j=1
µ(
b˜j
a˜j−1
) ·
(λαeaj − 1)L
−αebj (1− Lα(ebj−eaj))
(1− λαeajL−αeaj ) · (1− L−α
ebj )
,
where summation is indexed by all tuples
(1 = a˜0 ≤ b˜1 < a˜1 . . . a˜r−1 ≤ b˜r < a˜r =
a
α
)
such that aj−1|bj and bj |aj. This product can be rewritten as a product
Sα = Hα,α(L;λ2, λ3, . . . , λα) ·H k
α
,m
α
(Lα;λ2α, λ3α, . . .).
Now we remark that
∂Hα,α
∂λα
=
1− L−α
(λα − 1)(1− λαL−α)
Hα,α,
so
∂Hk,m
∂λα
=
1− L−α
(λα − 1)(1− λαL−α)
Hα,α ·H k
α
,m
α
(Lα;λ2α, λ3α, . . .),
what implies the equation (4).
The proof of the equation (4) is completely analogous. 
We can try to specialize the result of the theorem 3 to some special choices
of parameters λi. For example, we can set λj = Aτ
j , where A is a parameter
and τ is a variable.
We get a function Z(a, b,L, τ) = H(a, b,L;Aτ 2, Aτ 3, . . .). From the equa-
tion (4) we get immediately
∂
∂τ
Z(a, b,L, τ) = A
∞∑
α=2
ατα−1
1− L−α
(Aτα − 1)(1− AταL−α)
·Zα,α(L, τ)·Z(a
α, bα,Lα, τα).
(15)
If we denote Zk(L, τ) = Hk,k(L;Aτ
2, Aτ 3, . . .), then we can also write a
curious identity
∂
∂τ
Zn(L, τ) = A
∑
α|n,α≥2
ατα−1
1− L−α
(Aτα − 1)(1− AταL−α)
·Zα(L, τ) ·Zn
α
(Lα, τα).
(16)
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