We have used the Global Modeling Initiative chemistry and transport model to simulate the radionuclides radon-222 and lead-210 using three different sets of input meteorological information: 1. Output from the Goddard Space Flight Center Global Modeling and Assimilation Office GEOS-STRAT assimilation; 2. Output from the Goddard Institute for Space Studies GISS II general circulation model; and 3. Output from the National Center for Atmospheric Research MACCM3 general circulation model. We intercompare these simulations with observations to determine the variability resulting from the different meteorological data used to drive the model, and to assess the agreement of the simulations with observations at the surface and in the upper troposphere/lower stratosphere region. The observational datasets we use are primarily climatologies developed from multiple years of observations. In the upper troposphere/lower stratosphere region, climatological distributions of lead-210 were constructed from ∼25 years of aircraft and balloon observations compiled into the US Environmental Measurements Laboratory RANDAB database. Taken as a whole, no simulation stands out as superior to the others. However, the simulation driven by the NCAR MACCM3 meteorological data compares better with lead-210 observations in the upper troposphere/lower stratosphere region. Comparisons of simulations made with and without convection show that the role played by convective transport and scavenging in the three simulations differs substantially. These differences may have implications for evaluation of the importance of very short-lived halogen-containing species on stratospheric halogen budgets.
Introduction
Global modeling of the distributions of radionuclides in the troposphere and stratosphere is a classic problem in the study of atmospheric composition. Radionuclide simulations are interesting because the species are not chemically reactive, and have properties such as their sources, radioactive lifetime, or solubility which allow the identification and evaluation of controlling physical processes. As a result they have been used both to investigate atmospheric processes and to test representations of those processes in atmospheric models. This paper discusses simulations of two of these radionuclides, radon-222 ( 222 Rn) and lead-210 ( 210 Pb), using a chemistry and transport model (CTM) developed by the Global Modeling Initiative (GMI).
Radon-222 is a short-lived and insoluble gas, with a radioactive half-life of 3.8 days. It is emitted primarily from non-frozen ground at a rate of about 1 atom cm −2 s −1 (Turekian et al., 1977) , although there can be significant (factor of 2) differences in the emission rate depending on soil characteristics. Emission rates from frozen ground are significantly reduced, and the emission of 222 Rn from the oceans is negligible. The radionuclide has proved useful for investigating rapid transport processes such as convection (Mahowald et al., 1997; Stockwell et al., 1998) , continental influence on remote ocean locations (Balkanski et al., 1992) , the diurnal variability of the planetary mixed layer (Jacob and Prather, 1990) , synoptic variability (Allen et al., 1996) , and differences between on-line and off-line transport (Dentener et al., 1999) . It has also been used in a major intercomparison of tropospheric transport models (Jacob et al., 1997) .
Rn-222 decays to 210 Pb, which has a radioactive half-life of 22.3 years. Once formed it rapidly binds to atmospheric submicron aerosols (Sanak et al., 1981) . It is therefore removed from the atmosphere in the same manner as aerosols, primarily through wet scavenging. Because its distribution is sensitive to wet scavenging, 210 Pb has been used to test scavenging parameterizations in global models (Balkanski et al., 1993; Feichter et al., 1991; Guelle et al., 1998; Lee and Feichter, 1995; Liu et al., 2001 ). Its distribution is also sensitive to large scale transport and convection (Preiss et al., 1996) .
The GMI is a NASA-funded, multi-institutional project, with a goal of improving assessments of anthropogenic perturbations to the Earth system. To achieve this goal the GMI is developing and utilizing atmospheric models which facilitate the testing of model sensitivities and uncertainties, and subjecting the models to extensive evaluation against observations of atmospheric composition. The GMI produced a CTM appropriate for stratospheric assessments (Rotman et al., 2001) , which was used to evaluate the potential effects of stratospheric aircraft on the global stratosphere ) and on the Antarctic lower stratosphere (Considine et al., 2000) . An improved version of this model was used more recently in several sensitivity studies of the stratosphere and stratospheric response to anticipated decreases in stratospheric chlorine loading (Considine et al., 2004a; Douglass et al., 2004; Strahan and Douglass, 2004) . A version of the GMI CTM has been developed recently which includes tropospheric physical and chemical processes and is thus capable of simulating the above-mentioned radionuclides throughout the troposphere and stratosphere (Considine et al., 2004b; Rodriguez et al., 2004) .
The CTM uses meteorological data such as horizontal winds, convective mass fluxes, and precipitation fields which are not generated by the CTM itself, but instead are taken from the output of a general circulation model (GCM) or data assimilation system (DAS). One of the features of the GMI CTM is the ability to run the model with several sets of meteorological data. This capability enables evaluation of the sensitivity of radionuclide simulations to differences in the meteorological data sets alone. Such an approach has advantages compared to the more traditional approach of intercomparing simulations from several models, each utilizing a different source of meteorological data. This is because the number of factors which might produce differences in the simulations is reduced.
Our goal in this paper is to characterize the variability occurring in radionuclide simulations driven by three different meteorological data sets and to evaluate those simulations with a variety of observations. We seek to understand if the comparisons indicate a reasonable representation of the physical characteristics of the real atmosphere, and if it is possible to identify with the available observations a particular representation which is superior to the others, either in part or in whole. Section 2 describes the structure of the GMI three-dimensional (3-D) CTM. Section 3 presents the specifics of the radionuclide experiments we have conducted. Section 4 presents the results of our simulations and comparisons with observations. We summarize and present some conclusions in Sect. 5.
Model description
We used a version of the GMI model with the same basic structure as described in Rotman et al. (2001) , but which also includes parameterizations of the important tropospheric physical processes, including convection, wet scavenging, dry deposition, and planetary boundary layer mixing. Winds, temperatures, and other meteorological quantities used in the model parameterizations described in this paper were taken from two different GCMs and one DAS. The two GCM data sets are from: 1. The Middle Atmosphere version of the National Center for Atmospheric Research (NCAR) Community Climate Model, version 3 (MACCM3) (Kiehl et al., 1998) and 2. The Goddard Institute for Space Studies version II (GISS II ) GCM (Koch and Rind, 1998) . The assimilated data set is from the NASA Global Modeling and Assimilation Office (GMAO) GEOS-STRAT data assimilation system (Allen et al., 1996) . Each of the data sets spans a single year. The GMAO data set represents the period from 1 March 1997 to 28 February 1998. The two GCM data sets do not correspond to any particular year, but are intended to be plausible realizations of the contemporary climatological state of the Earth's atmosphere.
In all three simulations the horizontal resolution is 4 • latitude by 5 • longitude. The characteristics of the model vertical coordinate were adopted from the different data sets, as D. B. Considine et al.: Meteorological sensitivity of rn-222 and pb-210 simulations 3391 shown in Table 1 . The table shows that for the simulation driven by the GISS II data set, the model was configured to have 23 levels extending from the surface to 0.002 hPa. The vertical coordinate was a hybrid configuration consisting of sigma (terrain-following) levels below an interface pressure of 150 hPa, smoothly transitioning to constant pressure levels above the interface. The depth of the bottom layer was the largest of the three data sets at ∼24 hPa (∼200 m), as the relatively smaller number of vertical levels would suggest. Meteorological information from the GISS II data set was updated in the model every three hours. Table 1 provides similar information for the NCAR and GMAO data sets. Figure 1 compares the spacing and extent of the levels for each of the model simulations. Figure 1a shows their entire vertical domains, while Fig. 1b shows the vertical ranges up to 100 hPa, a pressure which typically lies near the tropopause in the tropics.
The model time step for each simulation was 1 h. The model uses operator-splitting, meaning that the simulated radionuclide distributions are updated by a single time step after each module representing a physical or chemical process has been called and allowed to change the radionuclide concentrations in sequential order. The flux-form semiLagrangian advection scheme of Lin and Rood (1996) was used in each simulation. A "pressure fixer" was used to prevent any drift between the surface pressure imported from the meteorological data with a frequency of 3 or 6 h and the mass of the column above the surface, as described in .
The model parameterization for convective transport of trace species was adapted from the CONVTRAN routine contained in the NCAR CCM3 physics package (Kiehl et al., 1998) . The same convective transport scheme was used with each meteorological data set rather than attempting to implement separate schemes for each data set. However, the convective transport calculated by the GMI model should be close to that of the parent GCMs due to its utilization of convective mass fluxes, entrainment and detrainment rates taken from the meteorological output of the parent GCMs. (The GMAO GEOS-STRAT DAS used the Relaxed ArakawaSchubert scheme of Moorthi and Suarez (1992) to simulate convection. Convection in the GISS II GCM was parameterized as in DelGenio and Yao (1992) . In the NCAR MACCM3 GCM, the Zhang and McFarlane (1995) scheme was used.)
The importance of scavenging in convective updrafts has long been recognized. Balkanski et al. (1993) was the first to couple scavenging with convective mass transport in a CTM. The process is included as part of the model convective transport scheme. The amount of tracer scavenged in a convective column of thickness z (m) depends on the convective loss frequency L c (s −1 ) (i.e., the conversion rate of cloud water to precipitation), and an updraft velocity parameter, v u (m s −1 ), with the scavenged fraction given by Liu et al. (2001) :
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For the simulations described in this paper, 222 Rn is taken to be insoluble and is not scavenged. For 210 Pb, the loss frequency was set to 0.005 s −1 . The updraft velocity parameter was set to 10 m s −1 over land and 5 m s −1 elsewhere. For a 1 km deep convective column, these values result in ∼40% of the tracer scavenged from the grid box over land and ∼63% elsewhere. The GMI model also applies the first-order scavenging scheme developed at Harvard University (Liu et al., 2001) to treat scavenging in large-scale stratiform and convective precipitation. In this scheme, rainout (in-cloud scavenging) follows Giorgi and Chameides (1986) , while washout (below-cloud scavenging) follows Balkanski et al. (1993) . One difference between the GMI and Harvard schemes is the assumed stratiform cloud condensed water content. This has been reduced in the GMI scheme from 1.5×10 −6 grams condensed water per cm 3 cloud volume to 0.5×10 −6 g cm to be consistent with measurements (Gayet et al., 2002; Nicholls and Leighton, 1986) .
Dry deposition loss rates are calculated using the dry deposition algorithm described in Wang et al. (1998) , which follows the methodology of Wesely et al. (1985) . At each time step and for each surface grid box, this algorithm computes an aerodynamic resistance to deposition, which is dependent on meteorological conditions and surface type. A surface resistance is also calculated which depends on the meteorological conditions, the surface type, and a seasonal leaf area index (Wang et al., 1998) . Surface resistance components for the deposition land types are from Wesely (1989) , except for tropical forests (Jacob and Wofsy, 1990 ) and for tundra . The module then employs a resistance in series approach to calculate a dry deposition velocity for the radon gas (very small) and the aerosol to which the 210 Pb has attached.
Mixing within the planetary boundary layer (PBL) was done each 1 h time step and in each column. For the simulations using the MACCM3 and GMAO meteorological data sets, vertical diffusion coefficients (K zz ) are supplied each 3 or 6 h. These are then applied in an implicit scheme to solve for new mixing ratios within the entire column. This technique could not be applied for simulations using the GISS II data due to the lack of PBL diffusion coefficients in our data set. In this case, grid boxes within the PBL were mixed with a relaxation time of 3 h. The PBL height was obtained from the GISS meteorological data set and varies each 3 h.
Gravitational settling was calculated as described in Seinfeld and Pandis (1998) (see their Eq. 8.42). We assumed an aerosol density of 1.77 g cm −3 , an effective radius of 0.34 microns and a correction for swelling due to humidity from Gong et al. (1997) . For small (sub micron size) aerosols the tropospheric velocity will be about 0.003 cm s −1 and could be ignored in the troposphere because the total settling during a characteristic 1 week lifetime can be as small as 20 m. The reason for including gravitational settling of small aerosols is to accurately represent the upper troposphere and stratosphere. In those regions the atmospheric lifetime can be much longer than a week and the settling velocities increase non-linearly with height due to the lower densities of the stratosphere. Without a gravitational settling term there would be no loss term in the stratosphere other than stratosphere-to-troposphere gas transport and 210 Pb would tend to accumulate there.
Simulations
Three simulations are intercompared in this paper. The primary difference between the simulations was the meteorological data used to drive the model (NCAR MACCM3, GMAO GEOS STRAT, GISS II ). Each simulation was run for six years, with the meteorological data recycled for each year of the simulation. This was done to reach an approximately annually repeating steady state condition. The last year of output for each simulation was then used for analysis. In all of the GMI simulations, 222 Rn was introduced into the lowest model grid box over all non-frozen land surfaces at the rate of 1 atom cm −2 s −1 . This is a standard assumption in model simulations, but it neglects the fact that there can be substantial local variations in 222 Rn emission rate (e.g., Lee et al., 2004) . We also reduced the emission rate by 40% over land when the surface air temperature dropped below 273.15 K to account for the reduction in emission from freezing ground. Emission over oceans was set to 0.005 atom cm −2 s −1 , and there was no emission over ice. The radioactive lifetime of 222 Rn was set to e-fold every 5.5 days (a 3.8 day half-life), and the species decayed to 210 Pb. In addition to radioactive decay, 222 Rn was also subject to loss by dry deposition. In the simulations, 210 Pb was produced from the decay of 222 Rn. No other source of 210 Pb was considered. In the simulations it was treated as a soluble species and subjected to wet scavenging. Because 210 Pb is attached to submicron aerosols in the atmosphere, the species was subjected to gravitational settling. The species was destroyed through dry deposition in addition to wet scavenging.
Results
Rn-222
After an atom of 222 Rn is emitted from the surface it either decays radioactively to 210 Pb, or is removed at the surface via Figure 2 compares observed and simulated deposition fluxes of 210 Pb as a function of latitude, in units of Bq m −2 yr −1 . The observations are taken from a database of annually averaged deposition fluxes described in Preiss et al. (1996) . The database compiles 392 estimates of annually averaged deposition fluxes from artificial collectors, snow, and soil measurements. The measurement sites span much of the globe, though the sampling pattern is not uniform. There are 94 sites in the database reporting artificial flux measurements, 102 sites reporting soil flux measurements, and 74 sites reporting 210 Pb deposition in snow.
In Fig. 2 , all sites falling within 20 • latitude bins centered at −80 • , −60 • , −40 • , . . . were averaged and the black crosses show these average values as a function of latitude. The error bars represent ± two times the standard error of the averages. The colored red, blue, and green lines show the results from the GMI model driven with the GMAO GEOS-STRAT (red, labeled GMAO), NCAR MACCM3 (blue, labeled NCAR), and GISS II (green, labeled GISS) meteorological data sets, respectively. The model averages were obtained by first interpolating model output to the site locations and then averaging the model results in the same manner as the observations. Figure 2 shows that the three model simulations agree very well with observations in the Southern Hemisphere high and middle latitudes. In the Northern Hemisphere high latitudes all three model simulations are somewhat higher than observed, suggesting either that annually averaged 222 Rn emissions in the Northern Hemisphere high latitudes are too large, or that horizontal transport between mid and high latitudes in the simulations is overly vigorous. In the Northern Hemisphere midlatitudes, the model simulations agree well with the observations though there is more variability amongst the simulations. The simulations show the largest variability in the tropics, which is also the location of the largest observed variability. The observed variability occurs because the tropical stations include sites of very high deposition in Western Africa (Barombi Mbo, Cameroon, and Lagos, Nigeria) as well as low values on the east coast of South America and Fanning Island in the Pacific. The variability in the simulations is primarily due to differences in simulated West African deposition. Globally, the simulated deposition flux agrees well with the observations, suggesting that the magnitude of the 222 Rn emissions is adequate. Note that globally integrated deposition will not be exactly the same in the three simulations because surface air temperature distributions differ in the three simulations, and were used in the 222 Rn emissions parameterization. How- ever, globally integrated deposition in the three simulations differs by only ∼0.2%. After emission at the surface, 222 Rn is distributed globally by large-scale horizontal and vertical winds and convection. Hemisphere, reflecting the continental source of 222 Rn emissions. All three simulations also exhibit a local minimum of 222 Rn in the subtropical lower troposphere, an indication of the downward branch of the Hadley cell circulation. Figure 3 also shows interesting differences between the simulations in the lower stratosphere. Specifically, the two GCM meteorological data sets (GMI/NCAR and GMI/GISS) produce 222 Rn distributions with much steeper lower stratospheric vertical gradients than the GMI/GMAO simulation, which is driven by the assimilated meteorological data. This difference reflects a well-known problem of high vertical diffusivity in simulations using assimilated meteorological data (Schoeberl et al., 2003) . The GMI/GMAO simulation also has much larger 222 Rn concentrations just above the tropopause than the other two simulations, suggesting larger troposphere-to-stratosphere exchange in this simulation.
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The importance of convective transport at a location varies with season. eastern Asia and eastern North America. In the GMI/NCAR simulation, the contribution from eastern North America is diminished and there are larger concentrations located over northern India extending eastward into western China. Upper tropospheric maxima in the GMI/GISS simulation are also in this location. The 222 Rn distributions shown in Figs. 3 and 4 are qualitatively consistent with expectations in all three simulations (Jacob et al., 1997) , but there are quantitative differences. Unfortunately the number of atmospheric measurements of 222 Rn with which the model simulations can be compared is small due to the short lifetime of 222 Rn and the need for in situ sampling. Liu et al. (1984) published one of the most extensive compilations of 222 Rn profile measurements made at northern hemisphere continental locations. Figure 5 compares model profiles with the summer climatological profile from the Liu et al. (1984) study. The Liu et al. (1984) profile combines 23 summertime profiles taken over the United States and eastern Ukraine. The model profiles were obtained by calculating the three-dimensional altitude grids corresponding to the three-dimensional grids of 222 Rn concentrations, interpolating each to a 1-km resolution altitude coordinate, sampling the model at the locations of the observed profiles, and averaging. Also shown in the figure to indicate the representativeness of the Liu et al. (1984) profiles are dotted lines showing area-weighted Northern Hemisphere (30 • -60 • latitude) summer continental average vertical profiles.
The Liu et al. (1984) summer climatology (black line with error bars) shows surface concentrations of ∼5000-6000 mBq SCM −1 , and an average decrease of about 1000 mBq SCM −1 up to about 4 km. Between 4 km and 8 km the rate of decrease slows, a profile feature which is interpreted as a consequence of convective transport. All three simulations agree well with the observed profiles up to ∼4 km. Above 4 km the model profiles continue to decrease for an additional 1-2 km before their rates of decrease slow down. As a result the simulated profiles have lower than observed 222 Rn concentrations in the 4-8 km region and higher than observed values above ∼9-10 km, though the simulation driven by the GISS II meteorology agrees best. A possible explanation for this behavior is that convective mass detrainment in all three simulations occurs at too high an altitude. Note that the very low mid-tropospheric values seen in the NCAR MACCM3 profile obtained by sampling the model at observation locations is not representative of the summertime continental average profile (dotted blue line in Fig. 5 ). The summertime continental average profile has factor of two higher midtropospheric concentrations, and agrees better with the observations and the other model simulations.
Another set of potentially useful 222 Rn profile measurements was published by Kritz et al. (1998) . The balloon profiles were taken over Moffett Field, California (37.4 • N, 122.0 • W) during spring and summer of 1994. Figure 6 compares the average of the 7 profiles made during June with June average profiles from the 3 simulations. (Note that none of the GMI simulations uses meteorological data corresponding to June 1994; these comparisons must interpreted accordingly.) The figure shows the observed average profile with error bars representing ±2 times the standard error of the measurements (black line), model profiles sampled at the measurement locations (solid red, blue, and green lines), and model profiles sampled 5 • longitude west of the measurement locations (dotted red, blue, and green lines). Near the surface, the simulated values consistently exceed observations by a factor of 2-3. However, the dotted profiles indicate that longitudinal gradients near the surface are very large due to the fact that Moffett Field lies near the Pacific Ocean and is affected by onshore flow. The 5 • longitudinal resolution of the model is too coarse to represent this gradient very well. Above 4 km the horizontal gradients are not as steep. Simulated 222 Rn concentrations in the 4-10 km region are up to 50% low. The spread between the three simulations suggests that the model/measurement discrepancy at these altitudes could be due to meteorological variability. However, simulations using meteorological data valid for 1994, which were presented in the recent study of Gupta et al. (2004) , also exhibit low 222 Rn concentrations compared to the Moffett Field observations. Vertical gradients agree well with the observations. Note that at these altitudes and longitudes, the majority of the 222 Rn is from Australia and Asia sions might therefore explain some of the model/measurment discrepancy in the 4-10 km region over Moffett Field. The possibility of high 222 Rn emissions over Asia is discussed in the recent paper of Lee et al. (2004) .
Together, Figs. 5 and 6 indicate that Northern Hemisphere summertime continental vertical transport in the 3 simulations is reasonable, but convective outflow may be located at higher altitudes than in the real atmosphere.
Pb-210
The decay of 222 Rn results in formation of 210 Pb, so the atmospheric distribution of 210 Pb depends on both the spatial and temporal variation of 222 Rn. The loss of 210 Pb from the atmosphere is governed primarily by wet scavenging, in both large-scale systems and convective updrafts. The fact that both the source and sink terms for 210 Pb are spatially distributed and variable makes it more difficult to understand the processes governing the atmospheric distribution of 210 Pb. high latitudes in both hemispheres. This band is most pronounced in the GMI/NCAR simulation and least obvious in the GMI/GISS simulation. There is a local minimum in the 210 Pb concentration in the tropical upper troposphere of all three simulations. The minimum is largest in the GMI/GISS simulation. In the Northern Hemisphere mid troposphere, the simulations also exhibit local minima though this feature is weak in the GMI/GISS simulation. The characteristics of the 210 Pb distributions which are shown in Fig. 7 result from the properties of the source, transport, and loss processes governing the constituent. The low surface concentrations in the Southern Hemisphere and elevated concentrations in the Northern Hemisphere near the surface reflect the distribution of unfrozen land over the Earth's surface, which governs 222 Rn and hence 210 Pb production. The elevated band of 210 Pb near the tropopause is due to the combined effects of resolved-scale vertical transport of both 222 from the surface to the mid and upper troposphere are smaller than upper tropospheric concentrations of 210 Pb).
The three simulations produce predictions for the distribution of 210 Pb near the surface and higher in the atmosphere, which can be evaluated by comparison with observations. Figure 8 compares the meridional distribution of annuallyaveraged surface 210 Pb concentrations from the three GMI simulations with observations. The observations are taken from the database of annually averaged 210 Pb concentrations in surface air presented in Preiss et al. (1996) . This database is an updated version of Lambert et al. (1982) . The database compiles 225 separate measurements of annually-averaged 210 Pb concentrations in surface air at 147 sites distributed around the globe. The measurement locations are concentrated in North and South America, the Arctic and Antarctic, Europe, India, Japan, and Australia. Few measurements are available from Africa or Asia. In Fig. 8 , measurements from locations falling within 10 • latitude bands centered at −85 • , −75 • , . . . , 85 • were averaged together and plotted at bin centers. Error bars show ± two times the standard error of the averages. Output from each of the model simulations was treated similarly to the observations; Annual average distributions of surface 210 Pb were sampled at the measurement locations and then averaged. 210 Pb but the variation between the models is relatively large, with the GMI/GMAO simulation in worst agreement and GMI/NCAR in best agreement. The largest variability between the simulations occurs in the −10 • -0 • latitude band. The disagreement is due to the fact that the measurements in this band consist of 4 different annual average values made at Guayaquil, Ecuador. Since each of the model simulations use a single year of meteorological data they do not account for interannual variability. There is also no spatial averaging due to the fact that all of the measurements were made at Guayaquil. Thus, the large discrepancy between the model simulations only indicates a large variability in predicted surface air concentrations at Guayaquil. Zonal mean values in this band are in better agreement. Table 2 compares regional averages of annually averaged surface 210 Pb concentrations made using the measurements from the Preiss database with regional averages from the three GMI simulations. The model output was sampled at the site locations contained in the database. The table lists the average surface concentration in millibequerel per standard cubic meter along with the standard error in parentheses. Following each region name the table provides the number of measurements included in the average. In the Arctic the simulations agree with the Preiss et al. (1996) regional averages within standard error. In North America and Australia the simulations are consistently low but still within the database error limits. In South America all of the simulations exceed the Preiss et al. (1996) database average by more than the standard error, with the largest discrepancy in the GMI/NCAR simulation. In Europe the GMI/NCAR simulation is less than the observed regional average by more than the standard error, but the other two simulations agree well. In India, the GMI/GISS simulation is low. In Japan all three simulations are low, but within the fairly large observed standard error. Simulated Antarctic concentrations are consistently low, as shown in Fig. 8 . The North Pacific average includes 11 island measurements and all the model simulations are low. Overall, no simulation demonstrates significantly better agreement with observations than the others. Table 2 reinforces the basic conclusions of low biases in surface concentrations of the Northern Hemisphere midlatitudes and Antarctica.
One possible explanation for the low bias in Northern Hemisphere midlatitude surface 210 Pb is too little 222 Rn emission. However, the 210 Pb deposition flux in the NH midlatitudes shown in Fig. 2 suggests that only the GMI/NCAR simulation may have this problem. Another more likely possibility is overly vigorous wet scavenging. We have found midlatitude surface concentrations of 210 Pb to be quite sensitive to the condensed water content of stratiform clouds, assumed here to be 0.5×10 −6 g cm −3 . This value was used by Georgi and Chameides (1986) , and is consistent with past and recent observational estimates (Gayet et al., 2002; Nicholls and Leighton, 1986) . Several previous studies have used higher values Liu et al., 2001; Rehfeld and Heimann, 1995) . A higher value would decrease scavenging and produce higher midlatitude surface 210 Pb concentrations in better agreement with observations.
RANDAB database
Previous studies of atmospheric radionuclide distributions have typically relied on information from just a small number of balloon or aircraft measurements to evaluate simulated radionuclide concentrations above the Earth's surface. This was not due to a lack of measurements, but primarily because -4 • of latitude at typical flight speeds) in a flow-through system with an approximate inlet diameter of 24 inches on Institute of Paper Chemsitry (IPC) No. 1478 filter paper having a diameter of ∼16 inches. Radionuclide activity was subsequently counted and combined with an estimate of sampling volume to produce the final measurement (sampling volume was not measured). The largest source of error in this system is likely to be the sampling volume estimate, followed by the filter paper collection efficiency (typically between 90-100%) (R. Leifer, personal communication, 1999) . Of the 3080 210 Pb measurements we use in this paper, 737 are accompanied by an error estimate. These estimates can range from <5% to >100%. We have chosen to use all measurements not flagged as questionable, regardless of error estimate.
Ashcan measurements were made from balloon flights launched from several locations distributed along the path described above. The measurements were made by forcing air through filter paper with a velocity sufficient to achieve a sampling efficiency of >90%. Most of the measurements were made between the years of 1965-1967 and 1972-1980. 
Comparisons to RANDAB
To compare the three radionuclide simulations with the 210 Pb data contained in the RANDAB database, we first sampled the model distributions at the months, longitudes, latitudes, and altitudes of the 210 Pb observations. This allowed us to treat the four data sets in an equivalent manner in subsequent analyses. Figure 9a compares the meridional distribution of 210 Pb measurements made in the 12 to 16 km altitude range with the three GMI simulations. Figure 9b shows the same comparison, but for observations in the 16 to 20 km range. The 12 to 16 km range, which corresponds approximately to the region between 200-100 hPa, lies within the upper troposphere in the tropics and the lower stratosphere at mid to high latitudes. The RANDAB observations in Fig. 9a lying between these two altitudes were collected into 10 • latitude bins centered at −45 • , −35 • , . . . , 65 • and averaged. Figure 9a shows the bin averages as a function of latitude, with error bars indicating ± two times the standard error of the binned data points. Bin averages for the three GMI simulations are also shown as the solid red (GMAO), blue (NCAR) and green (GISS) lines. Also plotted on the figure as dashed lines are zonal means from the simulations for the 12-16 km region, to show the global representativeness of the averages constructed from sampling the simulations at the observation locations.
The observations in Fig. 9a indicate comparatively low tropical upper tropospheric values of ∼0.2 mBq SCM −1 , with subtropical/midlatitude maxima ∼75% larger than the tropical minimum bordering the tropics in both hemispheres. The distribution is fairly symmetric about the equator, with the difference between the values of the observed maxima in the two hemispheres being smaller than the error limits. The GMI/NCAR simulation agrees reasonably well with the observations in the Northern Hemisphere and at the two most southern latitudes. In the range 30 • S-10 • N (i.e., the Southern Hemisphere subtropics and tropics), 210 Pb concentrations in the GMI/NCAR simulation are somewhat higher than observed. The GMI/GMAO and GMI/GISS distributions are similar to each other, both showing a tropical minimum, with larger values in the midlatitudes. Both also show a stronger interhemispheric asymmetry than is observed, and are ∼0.1 mBq SCM −1 lower than the observed values across the entire latitude range. An interhemispheric asymmetry is seen in the zonal mean values for all three simulations; the better agreement of the GMI/NCAR simulation sampled at the observation locations is thus due to regional effects. Figure 9b shows the 16-20 km region (roughly 100-50 hPa). This region lies within the stratosphere at all latitudes. The observations reveal a broad tropical maximum of ∼0.3-0.35 mBq SCM −1 , with decreasing concentrations from the mid to higher latitudes in both hemispheres. As in Fig. 9a , the GMI/NCAR simulation agrees best with the observations, although the tropical maximum is ∼15% higher than observed and the falloff at higher latitudes appears • . Tropopause height estimates for the RANDAB data are not part of the climatology. These were determined by calculating the thermal tropopause height at the location and time of the observations using the NCEP 50-year reanalysis (Kistler et al., 2001) . Error bars represent ±2 times the standard error of the averages. Simulated distributions are obtained by sampling model at observation locations and treating the sampled output in the same manner as the observations. larger than seen in the observations. The GMI/GMAO and GMI/GISS distributions are basically flat, and do not exhibit the tropical maximum/high latitude falloff that characterizes the observations. Tropical values are ∼35% lower than observed. Both simulations show slightly more 210 Pb at high northern latitudes relative to high southern latitudes. The comparisons shown in Fig. 9 have been made without reference to the tropopause. Since the tropopause marks a boundary between two dynamically distinct regions, it is possible that some of the differences between the observations and simulations seen in Fig. 9 are due to differences in tropopause location. We therefore have constructed averages of observations lying between the tropopause and 4 km below the tropopause (Fig. 10a ) and 4 km above the tropopause (Fig. 10b) . Note that the tropopause height at the measurement locations is not part of the RANDAB database. In order to construct this figure we determined the tropopause altitude at each observation longitude, latitude, and time using the National Center for Environmental Prediction (NCEP) 50-year reanalysis product (Kistler et al., 2001 ). In Fig. 10a , the observed distribution is similar to the structure seen in Fig. 9a , which shows 210 Pb averaged over the 12-16 km region. The lowest values are in the tropics, with midlatitude peaks. Note however that the meridional gradient here characterizes the upper troposphere at all latitudes, and is not due to a transition from the tropical upper troposphere to the midlatitude lower stratosphere, as is the case for Fig. 9 . All of the model simulations agree well with the RANDAB observations in the midlatitudes, particularly in the Northern Hemisphere. The GMI/GISS and GMI/GMAO simulations are systematically low through the tropics and subtropics, consistent with the 12-16 km average shown in Fig. 9a , but here the discrepancy between the model and the observations is not as large. In contrast, the high bias of the GMI/NCAR simulation relative to the observations is larger throughout the tropics and subtropics than seen in Fig. 9a . Note that the tropical and subtropical simulation averages have all moved to higher values in Fig. 10a relative to Fig. 9a . While this improves the agreement with observations for the GMI/GISS and GMI/GMAO simulations, it worsens the agreement for the GMI/NCAR simulation. The reason for the higher simulated values in Fig. 10a is that the average height of the points included in the 4 km region below the tropopause is ∼0.5-1 km higher than the average height of the points included in the 12-16 km average. Fewer of the points in the relativeto-the-tropopause average lie in the tropical minimum region shown in Fig. 7 , so the average values increase. Figure 10b compares the meridional distribution of RANDAB 210 Pb measurements with the three model simulations in the 4 km region above the tropopause. All three model simulations agree well with the observations in the Northern hemisphere above 50 • N. At lower latitudes the GMI/GISS and GMI/GMAO simulations are ∼30% low. The GMI/NCAR simulation agrees well with the RANDAB simulations over the entire latitude range sampled by the observations. This better agreement with observations in the lower stratosphere of the GMI/NCAR simulation relative to the other two simulations is consistent with Fig. 9b .
So far we have only compared annually averaged RANDAB data with the GMI model simulations. The RANDAB data is sufficiently spread throughout the year to reveal seasonal variations as well. Figure 11a compares the seasonal cycle of monthly averaged 210 Pb in the upper troposphere (4 km below tropopause to tropopause) from RANDAB in the Northern Hemisphere mid to high latitudes (30 • N-70 • N) with output from the three GMI simulations. The observations indicate a wintertime minimum in the concentration of 210 Pb of ∼0.2 mBq SCM −1 and a broad summer/fall maximum of ∼0.35-0.4 mBq SCM −1 . The GMI/GMAO and GMI/GISS simulations reproduce the observed seasonal cycle reasonably well. The GMI/NCAR simulation shows a weak seasonal cycle, and overestimates wintertime 210 Pb by ∼50%. The existence of a summertime peak in upper tropospheric, midlatitude 210 Pb concentrations and a wintertime minimum is consistent with the fact that continental convective transport peaks in the summer (Liu et al., 1984) . This increases the convective transport of 222 Rn (as can be seen by comparing the July average Northern Hemisphere upper tropospheric 222 Rn concentrations shown in Fig. 4 with the annual average values shown in Fig. 3) , and consequently the amount of upper tropospheric 210 Pb during the summer. Figure 11b compares the seasonal cycle of monthly averaged 210 Pb in the lower stratosphere (tropopause to 4 km above the tropopause) from RANDAB to the GMI simulations, similarly to Fig. 11a . The RANDAB observations indicate a peak that is now shifted into the Fall (OctoberDecember) and a minimum value that is shifted into the Spring (March/April) time period. This is reasonable considering that the Northern Hemisphere fall is the time of year when adiabatic (isentropic) troposphere-to-stratosphere transport into the mid and high latitudes peaks and net extratropical stratosphere-to-troposphere exchange (diabatic plus adiabatic) is a minimum (Schoeberl, 2004) . At this time, 210 Pb transported into the extratropical lower stratosphere just above the tropopause, either directly or as 222 Rn which subsequently decays, can build up. During the spring, when isentropic troposphere-to-stratospheric transport is a minimum and net stratosphere-to-troposphere exchange is at its maximum, 210 Pb will be flushed from the stratosphere and so its concentration will reach a minimum value.
The three GMI simulations show some shifting of the timing of peak values to later in the year, compared to Fig. 11a . The GMI/NCAR simulation appears to match the observations best in this region, though its springtime minimum is high compared to the observations and the difference between the plots shown in Fig. 11a (below the tropopause) and Fig. 11b (above the tropopause) is subtle. Overall, the model simulations appear to capture the extratropical Northern Hemisphere seasonal cycle in the upper troposphere and lower stratosphere reasonably well.
Effects of convective processes
Vertical transport in a model simulation above the PBL is governed by resolved vertical winds and the model's parameterization of sub grid-scale convective processes (vertical diffusive transport above the PBL is negligible with these three meteorlogical data sets). Since both the resolved vertical winds and the convective data (vertical mass fluxes, entrainment and detrainment rates) used in the GMI CTM are taken from the meteorological data sets used to drive the model, it is interesting to evaluate the relative importance of convective processes in the three GMI simulations for both 222 Rn and 210 Pb. For this purpose we reran the three simulations without invoking the convective transport operator, keeping all other simulation elements the same (Note that without convective transport, there will also be no scavenging in convective updrafts). We evaluate the role of convective processes by comparing the two simulations. The GMI/NCAR tropical upper troposphere has values of ∼80%, and the GMI/GISS simulation has values ranging upwards from 60%. Note that the differences between the simulations are due both to variations in convective transport (convective mass fluxes and the amount of mass detrained and entrained at each level), and in the strength of large scale vertical transport in each simulation. Figure 12 indicates that in all three simulations, convective transport is responsible for transporting more 222 Rn into the upper troposphere and lower stratosphere than large-scale vertical transport. However, in the GMI/NCAR and GMI/GISS simulations large scale transport plays more of a role than in the GMI/GMAO simulation. It should be noted that Fig. 12 indicates only the relative importance of convective transport. In absolute terms convection in the GMI/NCAR simulations transports the largest amount of 222 Rn. Figure 13 shows the convectively processed 210 Pb percentages for each of the simulations, calculated in the same manner as for 222 Rn. In this case, the differences between the simulations are more striking than for 222 Rn. In the GMI/GMAO simulation, values are negative throughout the troposphere and lower stratosphere, meaning that without convective processing, 210 Pb would be higher everywhere. Although convection moves 222 Rn above the lower troposphere and hence substantially increases the 210 Pb source term at altitudes above the lower troposphere, in this simulation that source does not completely compensate for the amount of convective scavenging of 210 Pb. In contrast, at higher altitudes in the GMI/NCAR and GMI/GISS simulations, convective processes contribute 210 Pb. In the GMI/NCAR simulation, convection is responsible for up to about 20% of the 210 Pb concentrations in the Northern Hemisphere upper troposphere/lower stratosphere. In the GMI/GISS simulation, concentrations are increased starting at lower altitudes than in the GMI/NCAR case, and convection contributes as much as 60% of the 210 Pb at the tropopause in the Southern Hemisphere subtropics and low middle latitudes. Previous publications have demonstrated the importance of convective transport to improve model representation of vertical profiles of 222 Rn (e.g., Jacob and Prather, 1990) . It is interesting to see how the presence of convective transport affects the agreement of the three GMI simulations with upper tropospheric/lower stratospheric 210 Pb observations. Figure 14 shows the meridional distribution of 210 Pb in the 12-16 km tropical upper troposphere/lower stratosphere region from simulations without convective transport compared to RANDAB observations. The corresponding comparison including convection is shown in Fig. 9a . Without convection the three simulations are in substantially worse agreement with the RANDAB observations, particularly in the tropics. Here observations and simulations including convection are at a relative minimum compared to midlatitudes; without convection, both the GMI/GMAO and GMI/NCAR simulations peak in the tropics. In the GMI/GISS simulation without convection, 210 Pb concentrations are smaller everywhere, particularly in the Southern Hemisphere midlatitudes. Overall, Fig. 14 demonstrates the importance of both convective transport and convective scavenging in reproducing observed meridional distributions of 210 Pb in the upper troposphere/lower stratosphere region.
Figures 12 and 13 suggest that there are substantial differences between the three GMI simulations in the mechanisms and thus the rates of vertical transport from the surface into the lower stratosphere. Apparently, surface emissions in the GMI/GMAO simulation will be transported from the surface into the upper troposphere/lower stratosphere more rapidly than occurs in either of the other two simulations. One way of testing this is to determine the fraction of the 210 Pb in the stratosphere resulting from the decay of 222 Rn that was already in the stratosphere at the time of its decay. This pathway, where a source gas such as 222 Rn enters the stratosphere prior to its conversion to a product gas like 210 Pb, is generally referred to as Source Gas Injection (SGI). The alternative transport pathway, where the source species decays into the product species in the troposphere prior to its transport into the stratosphere, is known as Product Gas Injection (PGI) (WMO, 2003) . Figure 15 shows the percentage of stratospheric 210 Pb that is due to the SGI pathway for the three model simulations. The GMI/GMAO simulation is characterized by relatively large percentages of between 15% in the Southern Hemisphere to over 30% at high northern latitudes in the lower stratosphere. The GMI/NCAR simulation lies at the other end of the spectrum, with only ∼3-5% of its stratospheric 210 Pb burden due to SGI. The GMI/GISS simulation lies between the other two, with ∼5-15% of its stratospheric 210 Pb due to SGI. Thus, as the importance of convective vertical transport relative to large scale vertical transport increases, so does the importance of the SGI pathway relative to PGI in these three simulations.
Summary and conclusions
We have used the Global Modeling Initiative CTM to simulate the radionuclides 222 Rn and 210 Pb using three different meteorological data sets. Our goal was to examine how well each of the simulations compared with observations, and to gauge the amount of variability between the simulations due to the different meteorological data.
All three simulations produce morphologically similar annually averaged zonal mean 222 the upper troposphere and lower stratosphere from the tropics to mid/high latitudes.
The simulations also display some common discrepancies in comparison with observations. Midlatitude summertime 222 Rn profiles underestimate mid-tropospheric 222 Rn, perhaps because convective transport in all three simulations moves 222 Rn to too high altitudes before detraining. Southern Hemisphere high latitude surface 210 Pb is lower than observed in all three simulations. Northern Hemisphere midlatitude surface 210 Pb is 15-20% lower than observed. The fact that 210 Pb deposition is in good agreement with observations in the Northern Hemisphere midlatitudes suggests that the cloud scavenging frequency in the Northern Hemisphere midlatitudes may be too high. Last, annually averaged surface 210 Pb concentrations tend to be higher than observed at South American locations.
No one simulation consistently outperforms the other two in terms of its agreement with observations. In fact, if the performance of the simulations in each of the 10 comparisons with observations presented in this paper is ranked and equally weighted, the three simulations receive equivalent scores. However, if just the upper tropospheric/lower stratospheric comparisons with observations are considered, then the GMI/NCAR simulation outperforms the other two.
A unique feature of this study is the use of the RANDAB database of upper atmosphere radionuclide observations compiled by the DOE (now DHS) Environmental Measurement Laboratory. The lack of a good source of 210 Pb observations in the upper troposphere/lower stratosphere was identified as a limiting factor in the use of 210 Pb for model intercomparisons by Rasch et al. (2000) . This paper demonstrates the utility of this database, which is currently available on the Internet, and contains measurements of numerous radionuclides including 7 Be and 90 Sr. The potential of this database to inform modeling of the global atmosphere has not been exhausted by this study.
Despite the apparent similarities, the vertical transport mechanisms in the simulations differ substantially. Specifically, convective transport plays a more important role in the GMI/GMAO simulation relative to large scale vertical transport than is seen in either of the other two simulations. The evidence for this dominance is a larger fraction of upper tropospheric and lower stratospheric tropical 222 Rn resulting from convective processes in the GMI/GMAO simulation than occurs in the other two simulations, and a larger fraction of stratospheric 210 Pb resulting from the source gas injection (SGI) transport pathway as opposed to product gas injection (PGI). It is important to note however that these facts do not imply direct injection of 222 Rn into the stratosphere in convective updrafts, just that more of the stratospheric 222 Rn in the GMI/GMAO simulation was transported convectively during some part of its trip from the surface to the stratosphere. It is also important to note that in all three simulations convective processes are the dominant mechanism for 222 Rn transport above the mid troposphere, and that the removal of convective transport and scavenging degrades the agreement with observations in all three simulations.
