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Organic solar cells (OSCs) have potential applications in wearable electronics as
well as in-door and building-integrated photovoltaics, owing to features such as low-
temperature processing, light weight and flexibility, and synthetic versatility. Due to
the development of new materials systems with unique optoelectronic properties, a
breakthrough in the OSC performance has been achieved. However, knowledge of the
underlying mechanism still lags behind. Such understanding is essential for further
development of organic photovoltaics. The needed comprehensive investigation mainly
comes from studying the carrier dynamics on promising OSC systems. To this aim, the
used tool kits, ultrafast spectroscopic methods, are the subject of this thesis.
First three chapters of the thesis present the general paradigm of photoconversion
in OSCs and outlines the key models used to describe their photovoltaic performance.
The ability of OSCs to generate electrical current in response to absorbing sunlight
greatly differs, depending on materials and the following device fabrication methods.
In the device operation, the performance is related to the conversion efficiency from
molecular excited states into charge carriers. Chapter 2 presents a historical review
of different material combination, device architecture and key processes relevant for
solar cell performance. This leads to the key questions that this thesis addresses: which
molecular properties are most important for photoconversion in OSCs? How much
energy is required to convert from molecular excited states to free charges? What are the
optimal preparation procedure and microstructure of OSC devices? Chapter 3 gives an
overview of spectroscopic tools used to address these questions.
Chapters 4 to 8 target above questions in application to different material sys-
tems, from the ‘classical’ broadly studied polythiophene-fullerene blends to the high-
performance OSC devices based on non-fullerene acceptors (NFAs). Firstly, the rate of
exciton dissociation is studied in state-of-the-art organic blends with NFAs. The charge
generation is found to be slow (ps), in sharp contrast with the ultrafast timescales in
traditional blends based on fullerene acceptors. Secondly, a new technique is developed,
namely temperature-dependent pump-push photocurrent spectroscopy, which is able to
measure the strength of interaction between charges in working OSCs. This technique
is applied to research which factors govern the dissociation of molecular excited states
in fullerene-based blends. Thirdly, recombination processes are studied using a set of
ultrafast techniques, focusing on their effect on device performance, and the dependence
on processing conditions and used materials. Finally, a new method ‘via sequential depo-
sition’ is demonstrated for fabrication of efficient NFA-based devices. We discuss the
properties of OSCs fabricated by this method and the potential for its commercialisation.
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Chapter 1
Introduction
Renewable energy is needed now more than ever. Traditional ways to generate energy like
burning fossil fuels have caused global problems, like climate change. To address these global
challenges, turning to renewable energy has become the world consensus. For example, the
percentage of renewable energy in all energy sources produced in UK hit a record high at
33% in 2018.[2]
Among many renewable energy technologies, sunlight is the most abundant, safe and
clean energy source.[3] Therefore, photovoltaic technologies have been heavily researched in
academia and industry. To evaluate the photovoltaic performance, an important figure of merit
is called the power conversion efficiency (PCE), the ability to convert incident solar photon
energy into the output electric energy. The certified values are maintained and published
by National Renewable Energy Laboratory (NREL).[4] From the table, sophisticated multi-
junction solar cells have reached a record efficiency of 46%. However, these devices are
too expensive to be broadly adopted. Instead, the polycrystalline silicon solar cells with
a reasonable efficiency around 20% are most popular, and become a workhorse for the
photovoltaic-based electric generation.
During the last four decades, the price of silicon solar cells has significantly dropped
by over three hundred times, reaching below 30 US cents per watt. The reduction in solar
price has greatly increased its adoption, which conquers approximately 90% of the total
photovoltaic market. Currently, photovoltaic energy accounts for a record-high, yet small
fraction of the total consumption. For instance, 3.9% of total energy consumption in the UK
in 2018 comes from the photovoltaic energy.[5] Worldwide, the deployment of solar energy
experiences an exponential growth. Going forward, there is a bright future for photovoltaic
technologies as an important means to generate renewable energy.
Complementary to silicon solar cells, organic solar cells have niche applications in
wearable electronics, in-door and building-integrated photovoltaics, owing to features such
2 Introduction
as low-temperature processing, light weight, flexibility and synthetic versatility.[6] These
devices use organic semiconductors as light-absorbing materials, which have been widely
applied in lighting and displays in the form of organic light-emitting diodes (OLEDs).[7]
In the past five years, new breakthroughs in material systems have nearly doubled the PCE
to the level of 17%, with potential to reach even 20%.[8] Even though some challenges in
device stability and large-scale fabrication still await solutions, organic solar cells hold the
promise for commercialisation in the near future.
Despite the fast development of device performance, the mechanism of new-generation
organic solar cells is still poorly understood. In organic materials, photon-to-charge conver-
sion is mediated through excitonic states. These states arise from a large Coulomb attractive
force between electron and hole due to the low dielectric constant. By contrast, inorganic
materials with a large dielectric constant effectively screens the Coulomb interaction and
free charges are spontaneously generated. From the fundamental point of view, the Coulomb
interaction distinguishes organic and inorganic materials and brings about the physics of
electron-hole interactions which lie at the heart of this thesis.
Under light exposure, in organic electronic materials, excitons, bound electron-hole pairs,
are generated but cannot be easily separated before their recombination. The widely adopted
solution to this involves a heterostructure between two electronically dissimilar materials,
providing a driving force for exciton dissociation. This separation process occurs at a fs-ps
timescale. To observe such fast events, we utilise femtosecond laser pulses to take snapshots
of the studied system, and identify the representative features of excited-state species, like
excitons and charges. Understanding how charges are generated and recombined provides
deep physical insight into the functionality of organic photovoltaic cells.
After almost three decades of research, organic solar cells can reach close-to-unity charge
generation and collection efficiency under external bias. The main limitation is a relatively
large voltage loss in organic devices, defined as the difference between the semiconductor
bandgap and the device voltage output. This voltage loss for polymer:fullerene solar cells
(typically 0.7 eV) is much higher than inorganic counterparts at around 0.4 eV.[9] Between
organic and inorganic cells, the difference in the voltage loss is mainly ascribed to the driving
force (the energy offset between donor and acceptor), a requirement at the heterostructure
to separate excitonic states in organics. In emerging non-fullerene acceptor (NFA) systems,
a general observation is that a large driving force is not required to achieve high device
efficiencies.[10] Together, the non-radiative recombination loss is significantly reduced. Till
now, answers to these observations are, however, still unclear.
This thesis intends to understand charge generation mechanism in organic solar cells, with
the focus on the excitonic state at the heterojunction, charge-transfer states (CTSs). This state
3is the most important state for device operation, because the separation and recombination of
CTSs determines the device performance. We probe this state in a range of material systems,
including fullerene- and NFA- based blends via ultrafast optical spectroscopies.
Chapter 2 introduces the physical background of organic electronics. We also explain
the working principle of organic solar cells, and review the history of organic solar cells,
with the emphasis on the recent developments in NFA-based devices. Chapter 3 describes
experimental setups, mainly the spectroscopic methods. Other methods are attached into
respective chapters when certain measurements are performed.
Chapter 4 describes a new experimental method to determine the binding energy of CTSs
from temperature-dependent pump-push photocurrent spectroscopy. Using this technique,
we study the effect of driving energy and fullerene aggregation by changing the fullerene
derivatives and fullerene loadings. Chapter 5 combines two ultrafast spectroscopic methods -
pump-push photocurrent spectroscopy and pump-probe spectroscopy to probe the geminate
recombination of CTSs. The relationship between geminate recombination and device
photocurrent is related by varying parameters, such as solvent, thermal annealing and NFA
type.
Chapter 6 researches the charge dynamics in high-efficiency NFA-based blends. The
broadband pump-probe spectroscopy is analysed first by selectively exciting donor and
acceptor components. The possible energy and charge transfer processes are analysed. Due
to the overlapping spectra of exictons and charges, global analysis enables the decomposition
of different excited species and their interconversion. Models with and without triplet states
are analysed.
Chapter 7 presents a new method to prepare the active layer in NFA-based solar cells. We
systematically analyse the photovoltaic performance and additionally measure the exciton
diffusion length of a benchmark polymer. Chapter 8 conducts a more comprehensive study
to understand the photophysics in devices fabricated from two methods, from the perspective
of trap states, vertical heterogeneity and exciton dissociation.
Chapter 9 concludes the whole thesis by providing a bigger picture in charge generation
mechanism in NFA-based organic solar cells. Some directions for future studies are also
discussed.

Chapter 2
Theory and Background
Of the two million compounds known, approximately 90% are organic, customarily carbon
containing compounds.[11] To understand these compounds, human develop chemistry and
learn to synthesise millions of new materials. Plastics (or polymers), is one important appli-
cation in life due to their tailored properties, such as lightweight, water and shock resistant,
and thermally and electrically insulating. The discovery of electronically conductive poly-
mers, such as halogen-doped polyacetylene, not existing in nature, enables them electronic
functionality, and thus bring together interdisciplinary fields of chemistry and physics.[12]
The second generation of conducting polymers, initiated by the discovery of polymer electro-
luminescence (EL) [13], extends these materials into organic semiconductors, and generates
huge interest in developing optoelectronic devices, such as organic light-emitting diodes
(OLEDs), organic solar cells (OSCs) and organic thin-film transistors. The third generation
of polymers, containing electron donating and accepting units, are currently being used in
high-performance optoelectronic devices.[14]
In this chapter, the electronic structure of organic semiconductors is briefly introduced
followed by the definition of electronic states and their transitions. Following these concepts,
we will review the development of OSCs from material evolvement and photophysics un-
derstanding. Finally, we will emphasise opportunities and challenges in understanding new
low-offset cells based on non-fullerene acceptors (NFAs).
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2.1 The Electronic Structure of π-Conjugated Systems
2.1.1 Atomic Orbital and Bonding
Organic semiconductors are carbon-based materials, thus the electronic structure of carbon
needs to be understood before we dig into the optoelectronic properties of organic molecules.
Of the ground state of the carbon atom, the electronic configuration is 1s22s22p2. Four
electrons reside in the outer shell: two electrons are paired in the s orbital, and two unpaired
electrons are in separate p orbitals. When a carbon tends to bond with another atom, multiple
atomic orbitals can be hybridised, forming new degenerate orbitals with certain symmetry
and preferential bonding directions. For instance, by promoting one electron from an s
orbital into an empty p orbital, one configuration combines the remaining s orbital and
three singly-occupied p orbitals to form four equivalent sp3 hybrid orbitals in a tetrahedral
arrangement, available to bond four atoms nearby. Methane and diamond are examples based
on this configuration.
Another type of configuration is to mix one 2s2 and two 2p2 orbitals, forming three sp2
hybrid orbitals. These bonds are equally separated apart at 120° and lie in the same plane
that is perpendicular to the remaining atomic p orbital, the pz orbital. Similarly, one 2s2
orbital and one 2p2 orbital can also hybridise and thus generate two sp hybrid orbitals which
are co-linear. The bonding between these hybridised orbitals forms σ -bonds. The unchanged
pz orbitals on neighbouring carbon atoms can interact and form bonding and anti-bonding
orbitals, which form π-bonds. Depending on the number of π-bonds, double-bonded and
triplet-bonded carbons appear in addition to one σ -bond already formed. Ethylene and
acetylene illustrate these two cases, respectively.
The above discussion is visualised in Fig.2.1. The electron, depending on which orbital
it occupies, can be classified as a π electron or σ electron. It is notable that separation of
π-orbital and σ -orbital is only valid in perfectly planar molecules (such as polymer chains);
as long as this planarity is broken, mixing between σ -orbital and π-orbital occurs.
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Fig. 2.1 Carbon is the key element in organic electronics. The electron configuration of carbon is
1s22s2sp2, and the electron distribution in 2s, 2px, 2py and 2pz atomic orbitals; the formation of
hybridised orbitals of sp3, sp2 and sp hybrid orbitals; electron distribution in hybrid orbitals and
remaining p orbital in space. The angles of neighbouring electron lobes for sp3, sp2 and sp hybrid
orbitals are 109 degrees, 120 degrees and 180 degrees, respectively.
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2.1.2 Molecular Brbital: Hückel Model
Out of a range of complex theories that explain the formation of molecular orbitals, the
simplest is probably the Hückel model. The key concept behind this model is that the
molecular orbitals are constructed from a linear combination of atomic orbital (LCAO). The
Hückel model does not have a specific basis set (a basis set is a collection of well-defined
functions to approximate the molecular orbitals). We consider all atomic orbitals (that form
π-molecular orbitals) as the basis set. Here we only discuss the perturbation and formation of
π-orbitals to give intuitive physical insight and to help understand basic concepts, although
the method is also applicable to understand σ -orbitals.
At this stage, it would be convenient to introduce some basic formulae from quantum
mechanics along the introduction of some key concepts. To describe a time-independent
quantum system, the Schrödinger equation is given as
HˆΨ= EΨ (2.1)
where Hˆ is the Hamiltonian operator of the quantum system, Ψ is the orbital wavefunction
that fully describes the system and E is the energy of a stationary system.
A full description of the Hamiltonian describes the energy of a system as a function of all
physical properties, including electronic, nuclear and spin coordinates. The spin and orbital
motion of an electron gives it a magnetic field. Their interaction, i.e. spin-orbital coupling,
causes a split in the energy levels of molecular orbitals. A more detailed description of
spin-orbital coupling is presented in Section 2.2.5. With this effect neglected at the moment,
the molecular Hamiltonian is represented as the interaction of electron and nuclei,
Hˆmol = Hˆel-el+ Hˆnuc-nuc+ Hˆel-nuc (2.2)
A more detailed description is presented below. The electron-only Hamiltonian contains
its kinetic energy and potential energy,
Hˆel-el = Tˆ el-el+Vˆ el-el =−∑
i
h¯2
2me
∇2i +
1
2
1
4πε0 ∑i̸= j
e2∣∣ri− r j∣∣ (2.3)
where Tˆ el-el is the electron kinetic energy, Vˆ el-el the Coulombic potential energy, h¯ the reduced
Planck’s constant, me the mass of electron, ∇2i the Laplacian operator on electron i, ε0 the
permittivity of free space, and
∣∣ri− r j∣∣ the absolute distance between electron i and j.
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In the same vein, the nuclei-only Hamiltonian can be expressed below
Hˆnuc-nuc = Tˆ nuc-nuc+Vˆ nuc-nuc =−∑
α
h¯2
2Mα
∇2α +
1
2
1
4πε0 ∑α ̸=β
ZαZβ e2∣∣Rα −Rβ ∣∣ (2.4)
where Tˆ nuc-nuc is the nuclei kinetic energy, Vˆ nuc-nuc the Coulombic potential energy, Mα the
mass of nucleus α , ∇2α the Laplacian operator on nucleus α , Zα (Zβ ) the proton number of
the nucleus α (β ) and
∣∣Rα −Rβ ∣∣ the absolute distance between nucleus α and β .
Between the electrons and nuclei, their Coulombic interaction is
Hˆel-nuc =− 14πε0∑α,i
Zα
e2
|Rα − ri| (2.5)
A system composed of many electrons and nuclei is indeed a many-body system, and
their analytic as well as numerical solution is very complex to solve. More assumptions are
needed to simplify this equation as follows:
1. Many-body reduction In Hückel model, there is no electron-electron interaction,
except for the nearest neighbour. Electrons far away are independent on each other
and their interaction is ignored. Electron-nuclear interaction is simplified to interact
with its own nucleus. Nuclear-nuclear interaction is set to constant. The molecular
Hamiltonian can thus be reduced to a sum of independent single electron items,
Hˆmol ≃∑
i
Hˆe f f (i) =− h¯
2
2me
∑
i
∇2i +∑
i
v(i)≡ Hˆhuc (2.6)
where Hˆe f f is the effective Hamiltonian, v the electron’s potential expressed as its own
coordinates, and Hˆhuc is the derived Hückel Hamiltonian. ∑i v(i) can be approximated
by an average potential Vel as an effect of other electrons and the Coulombic potential
with its own nucleus.
∑
i
v(i) =Vel− 14πε0∑i
Zi
e2
|Ri− ri| (2.7)
2. π-electron models. The energy of σ -orbitals is lower as on average they are closer
to the nuclei. The σ -electrons are therefore more stable due to stronger Coulomb
attraction with the positively charged nuclei. Due to the large gap between the energy
of occupied π-orbital and σ -orbital, the occupied π-orbital and unoccupied π∗-orbital
define the frontier molecular orbitals. The contribution of σ -electrons, if necessary,
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can be collected in the form of a static dielectric constant that considers the screening
effect between the nucleus and the electron. Rigorous calculation of the effect of
the σ -electrons is theoretically feasible but computationally costly, and therefore this
effect is either neglected or approximated as a static constant.
The lowest energy transition of π-π* gives the definition of the transport gap of
conjugated polymers.[15] Due to the large energy gap in σ -σ*, the modification
on these orbitals is negligible on the electronic properties compared to the easily
perturbed π-π* transition. These π-orbitals determine the main electronic properties
of conjugated polymers, which gives chemists much freedom to tailor their molecular
properties by manipulating the frontier π orbitals.
The following calculation expands the molecular orbitals as a linear combination of the
pz atomic orbitals, |ϕi⟩. The molecular wavefunction for a molecular orbital, |ψ⟩, can be
expressed as,
|ψ⟩=∑
j
c j |ϕ j⟩ (2.8)
The parameter c j is the coefficient for the atomic orbital |ϕ j⟩. The magnitude of this
coefficient describes how much this atomic orbital contributes to the overall molecular
orbital.
This equation is substituted into the Schrödinger equation,
Hˆ |ψ⟩= E |ψ⟩ (2.9)
with Hˆ the Hamiltonian and E the energy of the corresponding molecular orbital to give:
∑
j
c jHˆ |ϕ j⟩=∑
j
Ec j |ϕ j⟩ (2.10)
This equation is multiplied by ⟨ϕi| and we have
∑
j
c j(Hi j−ESi j) = 0 (2.11)
where Hi j is the element in the Hamiltonian matrix,
Hi j = ⟨ϕi|Hˆ|ϕ j⟩=
∫
ϕiHϕ j dυ (2.12)
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and Si j is the overlap integral,
Si j = ⟨ϕi|ϕ j⟩=
∫
ϕiϕ j dυ (2.13)
For j varying from 1 to N, the equations can be presented,

c1(H11−E S11)+ c2(H12−E S12)+ · · ·+ cN(H1N −E S1N)
c1(H21−E S21)+ c2(H22−E S22)+ · · ·+ cN(H2N −E S2N)
. . . . . . . . .
c1(HN1−E SN1)+ c2(HN2−E SN2)+ · · ·+ cN(HNN −E SNN)
= 0 (2.14)
ci can be rearranged into a vector and this equation can be formulated into a matrix,
H11−E S11 H12−E S12 . . . H1N −E S1N
H21−E S21 H22−E S22 . . . H2N −E S2N
. . . . . . . . . . . .
HN1−E SN1 HN2−E SN2 . . . HNN −E SNN


c1
c2
. . .
cN
= 0 (2.15)
This equation is called Hückel secular equation. To have a non-zero solution ci, the
secular determinant must be zero,
det|Hi, j−E Si, j|= 0 (2.16)
The full description of this equation is,∣∣∣∣∣∣∣∣∣
H11−E S11 H12−E S12 . . . H1N −E S1N
H21−E S21 H22−E S22 . . . H2N −E S2N
. . . . . . . . . . .
HN1−E SN1 HN2−E SN2 . . . HNN −E SNN
∣∣∣∣∣∣∣∣∣= 0 (2.17)
To further simplify this equation, we make the following assumptions,
1. Orthogonality of the overlap integral. |ϕi⟩ is chosen as the basis set for the construc-
tion of molecular orbitals. Si, j describes the overlap between the basis orbitals. LCAO
theory assumes that the atomic orbitals are orthogonal,
Si, j = ⟨ϕi|ϕ j⟩=
1, if i = j0, if i ̸= j (2.18)
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This is not true for adjacent atoms that undergo bonding, the overlap integrals of which
are on the order of 0.2-0.4. Such treatment can introduce acceptable error for ground
state calculation, but is a poor approximation for excited state properties such as orbital
energies and their relative arrangement. Some advanced theories, not under discussion
here, will take this error into account at different degrees.
2. Coulomb integral. The matrix element Hi, j is a constant value for all identical orbitals
(i = j). We define
α = ⟨ϕi|Hˆ|ϕi⟩=
∫
ϕiHϕi dυ (2.19)
which is referred to as the Coulomb integral or site energy. This quantity describes
the energy of a bound electron in its orbital. This assumption is valid when a) all the
energies of atomic orbitals are the same; b) the system is neutral, i.e. not ionic.
3. Exchange Integral When i ̸= j in Hi, j, we define
β = ⟨ϕi|Hˆ|ϕ j⟩=
∫
ϕiHϕ j dυ (2.20)
which is referred to as either the exchange or resonance integral, describing the energy
gain arising from the interacting atoms next to each other in a bond.
These assumptions greatly simplify the secular equation to∣∣∣∣∣∣∣∣∣∣∣∣
α−E β . . . . . . 0
β α−E β . . . 0
. . . . . . . . . . . . . . .
. . . . . . . . . . . . β
0 . . . . . . β α−E
∣∣∣∣∣∣∣∣∣∣∣∣
= 0 (2.21)
If we define a variable x = (α−E)/β , the formula is reformatted into∣∣∣∣∣∣∣∣∣∣∣∣
x 1 . . . . . . 0
1 x 1 . . . 0
. . . . . . . . . . . . . . .
. . . . . . . . . . . . 1
0 . . . . . . 1 x
∣∣∣∣∣∣∣∣∣∣∣∣
= 0 (2.22)
This equation will give us N solutions with x values, from which we can obtain the energy
of the molecular orbitals as Ei = α− xi ∗β .
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For the simplest case, we take ethylene as an example when N = 2, shown in Fig.2.2.
This gives a solution of x = ±1, thus E = α ∓β . The gap between the states is 2β . We
use the above notation |ϕ1⟩ and |ϕ2⟩ as the pz of carbon atoms, and |ψ1⟩ and |ψ2⟩ as the
molecular π-orbitals. The obtained normalised wavefunction is
|ψ1⟩= 1√
2
(|ϕ1⟩+ |ϕ2⟩) and |ψ2⟩= 1√
2
(|ϕ1⟩− |ϕ2⟩) (2.23)
Fig. 2.2 Bonding and antibonding molecular orbitals of ethylene, obtained by linear (in-phase and
out-of-phase) combinations of the pz orbitals on the carbon atoms. Left panel: Carbon and hydrogen
atoms are in the same plane. The remaining pz orbitals (|ϕ1⟩ and |ϕ2⟩) are perpendicular to the plane
formed by carbon and hydrogen atoms. The interaction between |ϕ1⟩ and |ϕ2⟩ give rise to HOMO
and LUMO orbitals, separated by the interaction energy 2β . Right panel: electron distribution of
anti-bonding orbitals where 1 node line exists, and bonding orbitals where zero node exists. Adapted
from [16].
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2.1.3 Molecular Orbital: Polyene
The Hückel model presents a semi-qualitative description of the formation of molecular
orbitals constructed from atomic orbitals. To develop a deeper physical insight, we take
probably the most classical example through the evolution of electronic properties of polyene
following an increasing bonding length along the polymer backbone, and guide the final
discussion briefly to the Bloch theory in the condensed matter context.
Ethylene only has two carbon atoms which are both sp2-hybridised. There are 12 valence
electrons, ten out of which are σ -electrons. Strong σ -bonds between the neighbouring
carbons and their adjacent hydrogen atoms form the σ -plane. In this plane, σ -electrons
exhibit a finite amplitude of electron density, while the two remaining π-electrons have zero
density with its π-atomic orbital perpendicular to the σ -plane.
As discussed in the Hückel model, the in-phase combination 1√
2
(|ϕ1⟩+ |ϕ2⟩) gives the
highest occupied molecular orbital (HOMO) of the ethylene. This doubly occupied π-
molecular orbital is referred to as a bonding orbital due to an increase in the π electron
density between the nuclei. Higher electron density pulls the two nuclei closer to each other,
lowering the orbital energy. In the other case, the out-of-phase combination 1√
2
(|ϕ1⟩− |ϕ2⟩)
generates the lowest unoccupied molecular orbital (LUMO). This π∗-molecular orbital is
antibonding, meaning reduced electron density between the nuclei so that the orbital energy
is raised. This interaction results in a split of an energy that is twice the exchange integral β ,
as shown in Figure 2.2.
Now we can extend this method to a longer version of polyene. As shown in Figure 2.3,
the bottom of the occupied states reaches a lower energy while the top of the occupied
states arrives at a lower energy. The resultant gap between HOMO and LUMO is narrower,
reaching 0 when N = ∞, and the bandwidth of the whole band becomes 4β . The occupied
states make the π-band while the unoccupied states make the π*-band. The molecular orbital
of the lowest energy has the interaction between neighbouring atomic orbital as bonding,
while the molecular orbital of the highest energy as antibonding. The HOMO is a state that
bonding and antibonding interaction happen on double and single bonds, where LUMO
corresponds to the interaction in which the bonding and antibonding happen on single and
double bonds, respectively. If the bond length between neighbouring carbon atoms is the
same, HOMO and LUMO has the exactly same situation thus their energy level is the same.
There is a clear discrepancy with the fact that the infinite polymer (polyacetylene) has a
bandgap.
Without putting in the π-electron in the molecular orbital, the σ -bond length between
sp2 carbon orbitals is nearly equal, on the order of 1.51 Å. When π-electrons are considered,
electron distribution on the C-C bond is not uniform due to the electron-nucleus interaction.
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The bonding orbital will pull together the nuclei. In HOMO, this effect appears as the
alternation of double-like and single-like bonds - bond-length alternation, originating from
the alternation of π-electron bond densities - bond-order alternation.
We show that the essence of double and single bond is the electron density between the
bonding nuclei, and the bond length of double-like bond is ∼ 1.36Å and single-like bonds of
∼1.44 Å. This gives rise to a different exchange integral β of the bonding on double bond
and single bond, in contrast to the assumption in Hückel model where we assume all bonds
are of the same length, resulting in a single β for neighbouring atoms. HOMO has all the
bonding orbitals on double bond and the antibonding orbitals on the single bond.
HOMO
LUMO
Fermi level
n=infn=2 n=4 n=8
valence band
conduction band
β
2β
E
β
2β
bandwidth = 4β
n
(pi* band)
(pi band)
Fig. 2.3 Bonding and antibonding molecular orbitals of ethylene, butadiene and the conjugated
polymer obtained by linear (in-phase and out-of-phase) combinations of the π-orbitals on the carbon
atoms. The gap between HOMO and LUMO narrows when the chain length (N) increases. When N =
∞, the π band from the occupied states forms the valence band and the π* band from the unoccupied
band forms the conduction band. The bandwidth is four times the exchange energy β . Adapted from
[16]
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These discrete states changes into a band with a continuum energy spectrum. We thus
can name the occupied band as the valence band and the unoccupied as the conduction band.
The Fermi level, defined by the energy level at which 50% of the levels are occupied, sits at
where these two bands cross.
Alternation of double and single bond benefits from the combination of co-planarity
and the pz of π-bond, the structure of which is termed conjugation. The much extended
conjugation leads to the well-known polymer, polyacetylene. The pure form is not very
electrically conductive, but the unintentionally iodine-doped polyacetylene was found to be
conductive like metals. The discovery of conductive polymers was later awarded Nobel Prize
in Chemistry at the right at the beginning of the new century.[12]
An important classification of organics is called conjugated aromatic compound; aromatic
comes from the odour of these materials, as exemplified by its simplest example, benzene.
Historically, the structure of benzene was discovered by a German chemist, Friedrich August
Kekulé, whose intuition actually stemmed from in his dream in which a snake eating its own
tail. Such understanding was formed in late nineteenth century, nearly half a century before
the subject of quantum chemistry even existed. Now we understand that the overlapping
neighbouring pz orbitals result in a delocalised electron density distribution over the entire
ring. This delocalised π-bond appears to be more stable than the case in which double and
single bond alternate. Stacked benzene forms naphthalene, anthracene, tetracene, pentacene
and hexane and so forth, named polyacenes or acenes. This series of materials have been
researched for decades as molecular crystals, and still under heavy study in their amorphous
state as semiconducting materials for optoelectronic devices.
The electronic properties of conjugated polymers is mainly determined by the properties
of π electrons. The HOMO and LUMO are π- and π∗- orbitals, respectively, and therefore
the transition from the filled to the unfilled orbital is named as π→π* transitions, and is
usually the lowest energy transition for the molecule. This energy in many materials lies in
the energy range of visible light and can be optically accessed, and therefore it is also known
as the optical gap.
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2.1.4 Spin States: Singlet and Triplet
In the progression of atomic orbitals to molecular orbitals, we work out where a single
electron can occupy a single molecular orbital. The next step is to describe the behaviour of
a collection of electrons, as the electronic states. The ground state is a configuration where
the arrangement of electrons possess the lowest energy. In closed-shell organic molecules,
the orbitals are filled, and fully occupied orbital with the highest energy is termed as HOMO;
LUMO is defined in the same vein. Excitation from HOMO to LUMO intially forms an
exciton.
Excitons. Optical excitation, with energy larger than the bandgap, promotes one electron
into the LUMO, thereby leaving a ’hole’, i.e. a missing electron, on the HOMO. A similar
excited state can be formed by electrically injecting an electron into the LUMO while extract-
ing one from the HOMO in the device configuration where the active layer is sandwiched
between electrodes. As electron and hole are oppositely charged, they experience an attrac-
tive force, forming a state of a bound electron-hole pair with a lower overall energy. Such
one-quasi-particle state is termed as ’exciton’ due to its neutral nature to its surroundings.
The low dielectric constant of the organic materials (εr ≈ 3.5) gives a high exciton binding
energy between 0.2-0.5 eV.[17] This type of exciton is named as Frenkel exciton. In contrast,
the dielectric constant in inorganic semiconductors is much higher (εr ≈ 10−20), so that
the Coulomb attraction is effectively screened. Excitation from valence band to conduction
band results in immediate generation of free charges at room temperature. The so-called
Wannier-Mott excitons are usually observed at low temperatures of a few Kelvin.
Identical particles. Identical particle, an important concept in quantum mechanics,
represents indistinguishable particles in a quantum system. Here, we start from a system
of two electrons. The electron wavefunction is defined as φ(q), where q includes spatial
and spin coordinates, thus a time-independent system can be fully described as ψ(q1,q2).
These two electrons are identical, meaning that the probability of finding electron 1 at q1 and
electron 2 at q2 must be the same as the probability density for finding electron 1 at q2 and
electron 2 at q1. This can be expressed by
|ψ(q1,q2)|2 = |ψ(q2,q1)|2 (2.24)
These two functions at most differ by a phase factor, and it is easy to get their relationship,
ψ(q1,q2) = ψ(q2,q1) symmetric
ψ(q1,q2) =−ψ(q2,q1) antisymmetric
(2.25)
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This relationship represents definite exchange symmetry, a property that ensures that
identical particles cannot be distinguished. The exchange symmetry of a system of identical
particles is closely related to the spin of particles. The wavefunction of a system composed
of particles (such as photons and phonons) with integer spin is symmetric while for electrons
with spin of 1/2 the wavefunction is antisymmetric.
Pauli exclusion principle. Without the consideration of electron-electron interaction, let
us assume the electron 1 is in state k1 and the electron 2 in state k2. We need to construct a
wavefunction of the system being antisymmetric (labelled as the superscript A).
ψAk1k2(q1,q2) =
1√
2
[φk1(q1)φk2(q2)−φk1(q2)φk2(q1)]
=
1√
2
∣∣∣∣∣φk1(q1) φk1(q2)φk2(q1) φk2(q2)
∣∣∣∣∣
(2.26)
If k1 = k2, ψAk1k2(q1,q2) = 0, meaning that this state does not exist. This leads to the
famous Pauli exclusion principle, stating that two identical fermions cannot occupy the same
state. We note that this does not exclude the possibility that two states are in degeneracy
where two states are singly occupied by two electrons, which is the case for molecular
oxygen.
Without consideration of spin-orbital coupling, the wavefunction should be separable
into space wavefunction and spin wavefunction.
Spin of two correlated electrons. The spin angular momentum for q-th electron is
Sˆq(q = 1 and 2). The total spin angular momentum of the two-electron system is
Sˆ = Sˆ1+ Sˆ2 =∑
i
Sˆi =∑
i
Sˆ1i+ Sˆ2i, i = x,y,and z (2.27)
We also define
Sˆ2 =
3
∑
i=1
Sˆi
2
, i = x,y,and z (2.28)
In one-electron case, the spin eigenfunction for ˆSqz is |↑q⟩ and |↓q⟩. In the two-electron
system, the eigenfunctions for ( ˆS1z, ˆS2z) can be |↑1↑2⟩, |↑1↓2⟩, |↓1↑2⟩, and |↓1↓2⟩. Among
them, |↑1↓2⟩ and |↓1↑2⟩ are not exchange symmetric, but their linear combination generate
wavefunction that has certain exchange symmetry, 1√
2
(|↑1↓2⟩+ |↓1↑2⟩) and 1√2(|↑1↓2⟩−
|↓1↑2⟩). However, these two wavefunctions are not eigenfunctions of ˆS1z because
ˆS1z
1√
2
(|↑1↓2⟩± |↓1↑2⟩) = h¯
2
√
2
(|↑1↓2⟩∓ |↓1↑2⟩) (2.29)
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This superposition state is called quantum entanglement as it cannot be expressed as a product
of individual electron spin wavefunction.
We find these four wavefunctions are eigenfunctions of Sˆz
Sˆz |↑1↑2⟩= h¯2 |↑1↑2⟩
Sˆz |↓1↓2⟩=− h¯2 |↓1↓2⟩
Sˆz
1√
2
(|↑1↓2⟩+ |↓1↑2⟩) = 0
Sˆz
1√
2
(|↑1↓2⟩− |↓1↑2⟩) = 0
(2.30)
Also, we can verify that they are eigenfunction of Sˆ2
Sˆ2 |↑1↑2⟩= 2h¯2 |↑1↑2⟩
Sˆ2 |↓1↓2⟩= 2h¯2 |↓1↓2⟩
Sˆ2
1√
2
(|↑1↓2⟩+ |↓1↑2⟩= 2h¯2 1√
2
(|↑1↓2⟩+ |↓1↑2⟩
Sˆ2
1√
2
(|↑1↓2⟩− |↓1↑2⟩= 0
(2.31)
Therefore we can use (Sˆ2, Sˆz) as a complete set to describe the total spin wavefunction.
Singlet and triplet state. From the complete set, we can use the a set of quantum
numbers |S,Ms⟩ (S for Sˆ2 and Ms for Sˆz) to represent the eigenfunctions,
Singlet(S = 0) : |0,0⟩= 1√
2
(|↑1↓2⟩− |↓1↑2⟩)
Triplet(S = 1) :
|1,+1⟩= |↑1↑2⟩
|1,0⟩= 1√
2
(|↑1↓2⟩+ |↓1↑2⟩)
|1,−1⟩= |↓1↓2⟩
(2.32)
The anti-symmetric spin wavefunction has one state and the symmetric spin wavefunction
has three states. As Hamiltonian only depends on spatial coordinates and not spin, we
immediately conclude that these three states are degenerate - even when taking into account
of the electron-electron interaction. From spectroscopic parlance, the three degenerate states
are termed a triplet, and the unique state is called a singlet.
Spatial wavefunction. As the total wavefunction, a product of spatial wavefunction and
spin wavefunction, must be antisymmetric, the spatial wavefunction of singlet is symmetric
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and that of triplet is antisymmetric. The spatial wavefunction can be written as
ψS = ψSk1,k2(r1,r2) =
1√
2
(φk1(r1)φk2(r2)+φk2(r1)φk1(r2))
ψT = ψAk1,k2(r1,r2) =
1√
2
(φk1(r1)φk2(r2)−φk2(r1)φk1(r2))
(2.33)
It is important to note that the influence of the spin is indirect which constrains the
symmetry of the spatial wavefunction.
Energy of singlet and triplet states. Once electron-electron interaction is taken into
account, singlet and triplet states have different energies. In a simple way to understand their
energetics, for the same position, r1 = r2,
ψS(r1,r1) =
√
2φk1(r1)φk2(r1) ̸= 0
ψT (r1,r1) = 0
(2.34)
Because electrons repel each other more when they are closer, we expect the singlet to
have more electron-electron repulsion with a higher energy. One of Hund’s rules says that,
for degenerate non-interacting states, the configuration with highest spin multiplicity lies
lowest in energy.
We will give a more strict understanding of their energetics below. The Hamiltonian does
not contain spin coordinate thus the energy of the system is not relevant to the spin state, and
only depends on its spatial wavefunction. To consider the electron-electron interaction, the
Coulomb interaction is added into the system energy. We create the following notation,
ψS =
1√
2
(φk1(r1)φk2(r2)+φk2(r1)φk1(r2))≡
1√
2
(k1k2+ k2k1)
ψT =
1√
2
(φk1(r1)φk2(r2)−φk2(r1)φk1(r2))≡
1√
2
(k1k2− k2k1)
(2.35)
The related energy is
Singlet ∆E = ⟨k1k2+ k2k1|V |k1k2+ k2k1⟩=
⟨k1k2|V |k1k2⟩+ ⟨k2k1|V |k1k2⟩+ ⟨k1k2|V |k2k1⟩+ ⟨k2k1|V |k2k1⟩
Triplet ∆E = ⟨k1k2− k2k1|V |k1k2− k2k1⟩=
⟨k1k2|V |k1k2⟩−⟨k2k1|V |k1k2⟩−⟨k1k2|V |k2k1⟩+ ⟨k2k1|V |k2k1⟩
(2.36)
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We define J12 = ⟨k1k2|V |k1k2⟩ as Coulomb integral and K12 = ⟨k1k2|V |k2k1⟩ as exchange
integral. As V (|r1− r2|) is exchange symmetric, we can obtain that J12 = J21 and K12 = K21.
Both J12 and K12 are positive as they arise from electron-electron repulsion. We thus get
Singlet ∆E = J12+K12
Triplet ∆E = J12−K12
(2.37)
We can see that singlet state is higher in energy than the triplet sate. The energy difference,
defined as the exchange energy is ∆EST , is equal to 2K12. To the first order approximation,
this exchange energy scales with the overlap of HOMO and LUMO. In organic polymers,
the HOMO-LUMO overlap is usually significant, leading to typical exchange energies of
0.6-1.0 eV,[18] while it can be quite small for molecules with a certain symmetry, e.g. close
to 0.3 eV in C60 fullerenes.
Singlet fission, a process that converts one singlet exciton into two triplet excitons, has
the potential to break the Shockley-Queisser limit in the photovoltaic technology.[19] The
energetic consideration requires the energy of the triplet state is near half of the singlet
state. The mechanism of singlet fission is gradually being elucidated.[19, 20] In another
perspective, such process can be regarded as a black box and further innovation of utilizing
these triplet states in the device is also challenging. Recently, Baldo et al. demonstrated
triplet harvesting in silicon solar cell at an efficiency of 133%, bringing this concept into
real-world application.[21]
In OLEDs, harvesting 75% of the formed excited states, triplet states, is the key to improve
the device efficiency. A new class of materials with a 0.1 eV ∆EST pioneered by Chihaya
Adachi, used in OLEDs, have the ability to efficiently convert triplet into singlet states, a
process called thermally activated delayed fluorescence (TADF).[22] This mechanism has
its unique strength to address the efficient and narrowband blue emitters.[23] Singlet fission
is also introduced in OLED and has a promise to increase the quantum efficiency to 125%
by directly converting singlets to triplets, and even to 200% in a complex system which
combines TADF as singlet fission sensitiser.[24]
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2.1.5 Spin States: Doublet
For closed-shell molecules, the molecular orbitals are doubly occupied by electrons with
opposite spin, resulting in the ground state of singlet. Open-shell molecules have unpaired
electrons in the ground state. The molecular orbital with an unpaired electron forms a radical
centre. For two degenerate molecular orbitals, they can be individually filled by one electron,
forming diradical. Diradicals are usually a triplet state with a lower energy than its singlet
form, like O2. For the system with an unpaired electron, the electron spin can be either up or
down, resulting in a spin multiplicity of two, termed doublet. The frontier orbital is called
singly occupied molecular orbital, or the degenerate state, singly unoccupied molecular
orbital. The unpaired electron usually causes the instability of molecules and thus radicals
are usually used as intermediate products in chemistry synthesis, not as active materials in
organic electronics.
Recently, radical-based material has seen breakthrough both in stability and optoelectronic
applications. A relatively stable carbon radical, called tris(2,4,6-trichlorophenyl)methyl
(TTM), was synthesised in 1987, but the application of this type of materials into light
emission was missing for a long time.[25] The idea of applying radicals into emission is
pioneered by Prof. Feng Li from Jilin University, who demonstrated the first radical-based
OLED in 2015.[26] A milestone was the demonstration of a record efficiency above 25% at
710 nm by adopting the donor-acceptor strategy, much higher than other infrared lighting
technologies.[27] The emission mechanism is the transistion from a doublet excited state
(D1) to the doublet ground state (D0), shown in Figure.2.4. To form D1 under electrical
injection, the electrons need to be injected into singly occupied molecular orbital and holes
injected into HOMO, forming the electron distribution in Figure.2.4. The stability of these
D-A type materials is much better than the TTM itself, which was partly due to the SOMO
level lying below the HOMO level.[28]
In addition to the heavily researched single and triplet states, the doublet state has impor-
tant implications for the photophysics of organic materials, and open up new possibilities for
studying the fundamental science of excitons.
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Fig. 2.4 Electron distribution in frontier energy levels of singlet, doublet and triplet states. Singlet
ground state (S0) has two electrons with opposite spin in HOMO; singlet and triplet excited states (S1
and T1) with two electrons in HOMO and LUMO have a total spin of 0 and 1 respectively. The doublet
ground state (D0) and excited state (D1) have only one electron with a spin of 1/2. The lowest-energy
transition is from HOMO to SOMO.
2.1.6 Charge
Following photo-excitation and exciton dissociation, the electron or hole on the molecule
(polaron) is the precursor for photocurrent generation in OSCs. The ability of charges to
move in the film is mainly governed via a hopping mechanism between adjacent molecules,
in contrast to band transport in silicon. Therefore the charge mobility in organic films is
several orders of magnitude lower than inorganic counterparts, which intrinsically limits the
active layer thickness to several hundred nm, much thinner than Si or perovskite films.
In organic molecules, the ground state of a molecule is usually neutral without positive
or negative charges. Additional electrons or holes can be introduced to the LUMO or the
HOMO, respectively, either from injection from an electrode, charge transfer from another
material, or chemical doping of the material. A free charge on the organic molecule or
polymer can polarise its surroundings, distorting the molecular arrangement and lowering
the overall energy. This interaction is treated as a quasi particle called a ’polaron’. Polarons
also exist in inorganic semiconductors where the crystal lattice gets deformed by a localised
charge.[29]
A single carrier added onto the polymer chain generates a spin - 1/2 polaron. Due to
polaronic relaxation, two localised transitions in the bandgap form, donated as P1 and P2,
shown in Figure.2.5.The P1 and P2 transitions are observable in the transient absorption
spectra. Another way to delocalise these charge carriers is to optically induce this transition,
resulting in vibrationally hot states[30]. Such extra energy may help couple certain electronic
transitions, and is the basis of the pump-push photocurrent spectroscopy. We also note that
bipolaron (two polarons in one molecule), electron paramagnetic resonance (EPR) inactive
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species, is also reported by electrochemical doping in P3HT.[31] To determine if a certain
transition is singlet, doublet or triplet, the g factor from EPR measurements can be used.[32]
Pristine P3HT
HOMO
LUMO
Positive polaron
HOMO
LUMO
Positive bipolaron
HOMO
LUMO
Delocalised polaron
HOMO
LUMO
Fig. 2.5 The optical transition in P3HT as an example: the HOMO to LUMO transition in pristine
material; positive polaron related transition; positive bipolaron; delocalised polaron from the ordered
lamellar packing. Adapted from [31].
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2.2 Optical Transitions between Molecular States
Having established how atomic orbitals combine to form molecular orbitals, ad how molecular
orbitals are filled to form molecular states, we will now focus on how transitions occur
between molecular states, starting from the absorption of light.
2.2.1 Born-Oppenheimer Approximation
The adiabatic Born-Oppenheimer approximation uses the great disparity between electron
and nuclear mass, meaning that electrons respond spontaneously to a change in nuclear
motion while the nucleus takes time to adjust following electronic excitation. A adiabatic
process happens without exchange of heat or mass of substances between a thermodynamic
system and its surroundings. The change in the nucleus position is reflected on the work being
done on the molecular shape, without an abrupt change in electronic configuration. Electrons
experience a static potential created from the nuclear configuration, which can be described
as a potential energy surface (PES). The consequence of adiabatic Born-Oppenheimer
approximation is that two energy surfaces can never cross, meaning that electrons cannot
change their states just through nuclear motion. There are cases when this approximation
does not hold, namely, when there is coupling between nuclear and electronic coordinates,
also known as vibronic coupling.[33] As a result, the electronic wavefunction is worked out
using static nuclear coordinates and the nuclei are regarded as moving in PES of an electronic
state as a function of nuclear coordinates. The overall wavefunction can be separated into an
electronic and a nuclear part as well as the electron spin:
ψtotal = ψelψvibψspin (2.38)
2.2.2 Fermi’s Golden rule
Paul Dirac developed a framework to calculate transition probabilities from an initial state to
a continuum of states under the perturbation of Hamiltonian HˆI . The main result is known as
Fermi’s Golden Rule,
ki→ f =
2π
h¯
ρ| ⟨ψ f |HˆI|ψi⟩ |2 (2.39)
where ρ is the density of the final states, ψi and ψ f the wavefunction of the initial and final
states, respectively. This transition probability depends on the overlap between wavefunc-
tions of initial and final wavefunctions after perturbation by an electric field. The incident
electromagnetic wave only causes the electrons to move in resonance. The nuclei are too
slow to respond on the time scale of the oscillations. Spins are not influenced by the changing
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electric field but are affected by the changing magnetic field, which is too small to have any
effect. This leads to an expression into different categories,
ki→ f =
2π
h¯
ρ| ⟨ψel, f |HˆI|ψel,i⟩ |2| ⟨ψvib, f |ψvib,i⟩ |2| ⟨ψspin, f |ψspin,i⟩ |2 (2.40)
For an allowed transition all three items must be non-zero. The rate of an optical transition
therefore depends on three factors: the electronic factor, the vibrational factor, and the spin
factor. We will discuss each in turn.
2.2.3 The Electronic Factor: Conservation of Symmetry
The interaction Hamiltonian is equal to
HˆI =−q∑
i
rˆi ·E cos(ωt) = µˆ ·E cos(ωt) (2.41)
where µˆ is the dipole moment operator. By definition, µˆ = erˆ, thus it changes its sign with
respect to spatial inversion. To zero order approximation, the rate of an electronic transition
depends on the spatial overlap between initial and final state wavefunctions and the transition
dipole moment. The transition dipole moment is the oscillating electric dipole moment for
a given transition. The initial and final states must be of opposite symmetry under spatial
inversion if the total transition rate is to be non-zero. The symmetry of a state is determined
from how it responds to certain symmetry operations in group theory. Here, we only concern
about the inversion symmetry, or parity. The molecules for photovoltaic applications in this
thesis are not so related to symmetrical issue, but some project (not shown here) needs to
consider the symmetry effect, thus some discussion about symmetry is still included. As
Laporte selection rule states, for centrosymmetric molecules with an inversion centre, the
allowed transition must involve a change in parity, either from g (gerade = even (German))
to u (ungerade = odd), or vice versa.
For example, in a system with an even number of π-electrons, the ground state can be
symmetric under symmetry operation, and is defined as 1Ag. A or B specify the symmetry
or asymmetry of the states under certain transformations in group theory; the subscript g or
u defines the parity of the state; the superscript 1 or 3 designates that the state is a singlet
state with spin 0, or a triplet state with spin 1. Therefore, only u-excited states appear in the
absorption spectrum. g→ g transition can occur via an intermediate or virtual state in the
case of two photon absorption. Further we can see the integral also scales with the transition
dipole momentum along the molecular axis, which could result in stronger absorption and
emission in oligomers with longer chains.
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However, we note that forbidden transitions are allowed if the centre of symmetry is dis-
rupted. The symmetry breaking can be due to Jahn-Teller effect, describing the geometrical
distortion of molecules with a spatially degenerate electronic ground state. This effect re-
moves the degeneracy and lowers the overall energy, and is often observed in transition-metal
complexes and also the novel organic-inorganic perovskites Another possible mechanism is
vibronic coupling that induces asymmetric vibrations of a molecule so that some forbidden
transitions are weakly allowed.
The transitions between orbitals, which are centred on the same part of the molecule
(eg. π → π*), are more intense than those transitions between orbitals that occupy different
spaces (eg. charge-transfer transition, n→ π* transitions or metal-to-ligand charge-transfer
transitions) due to the wavefunction overlap.
2.2.4 The Vibrational Factor: Phonon Coupling
The electronic transitions control the overall transition intensity (allowed, forbidden or
somewhere between), while the spectral shape of absorption and emission is controlled by
the vibrational term | ⟨ψvib, f |ψvib,i⟩ |2, the so-called Franck-Condon factor.
Following the same assumption as the Born-Oppenheimer approximation, the Franck-
Condon principle states that all optical transitions between molecular states occur without
change in nuclear coordinate Q. As optical absorption happens within 1 fs, the nuclear
arrangement is not fast enough to respond. The generated ’hot’ (energetically higher) excited
states relax via the vibrational manifold at sub-ps to a new equilibrium of the excited state,
termed as internal conversion.
From the Born-Oppenheimer approximation, we know that the electronic states can be
represented in a two-dimensional diagram of nuclear coordinate Q and energy E. Figure.2.6
also illustrates that each electronic state is composed of many vibrational levels that are
equally separated by the vibrational energy. The optical transition can be viewed as a vertical
line in the PES diagram. From this diagram, the energy minima of ground state and excited
states are separated by ∆Q. This change of nuclear coordinate is due to change in bond
orders and electron density, which can shift the wavefunction of vibrational states that have a
significant effect on the vibrational wavefunction overlap integral, Franck-Condon factor. In
the case of ∆Q = 0 for highly rigid molecules, the transition between the lowest vibrational
levels S0,0 → S1,0 would dominate. When ∆Q increases, the integral maximum will shift to
higher vibrational level for absorption and for emission.
The nuclear reorganisation leads to dissipation of heat as phonon emission (quanta of
lattice vibrations), relaxing to the lowest vibrational level before the emission occurs. The
emission spectra can be viewed as a mirror image of the absorption spectrum, constructed
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Fig. 2.6 Electronic energy levels of singlets and triplets and related optical transitions in a conjugated
organic molecule. Absorption from the ground state S0 (blue arrow) gives rise to a higher-lying singlet
state Sn, which relaxes via ultrafast non-radiative relaxation, termed as internal conversion (grey
arrows), to the lowest vibrational level of S1. Intersystem crossing between the spin singlets and spin
triplets is expressed by dashed grey arrows and can generate triplet population on the molecules, as the
triplet state T1 is lower in energy than S1. Emission (red arrows) can occur from lowest energy level
within each spin-manifold. Emission from S1 and T1 are called fluorescence and phosphorescence,
respectively. Additional absorption from excited states (green arrows) within the corresponding
spin manifold are called photo-induced absorption, if originating from an optical absorption. Figure
adapted from Andreas Jakowetz.[34].
similarly from the transitions from the lowest excited vibrational state S1,0 to the manifold
of the ground electronic state S0,m. The energy dissipation from the dominant transitions
following absorption and emission is known as reorganisation energy λ .
Even though multiple modes usually exist in the molecular motion, we only consider
one vibrational mode at frequency of ω here to simply the expression. The intensities of the
individual optical transitions can be calculated as
IPL(h¯ω) = [k(h¯ω) · h¯ω]3 ·∑
n
Sn
n!
e−S ·Γ ·δ (h¯ω− (h¯ω0−mh¯ωn))
Iabs(h¯ω) = [k(h¯ω) · h¯ω] ·∑
m
Sm
m!
e−S ·Γ ·δ (h¯ω− (h¯ω0+nh¯ωm))
(2.42)
where n,m = 0,1,2, · · · define the vibrational quanta of the excited state and ground state,
respectively; k(h¯ω) the refractive index of the transition energy; h¯ω energy of the electronic
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transition; h¯ω0 energy of the S1,0 ← S0,0 transition; S the Huang-Rhys factor for mode ω; Γ
the lineshape function either a Gaussian, a Lorentzian or a linear combination of both.
This expression can easily explain the mirror image between absorption and emission,
and S can be obtained from the ratio intensities between S1,1 ← S0,0 and S1,0 ← S0,0. From
the experiment, we use this equation to approximate S. The energy spacing between the
S1,0 ← S0,0 absorption and S1,0 → S0,0 emission is defined as the Stokes Shift.
The central term is the Huang-Rhys factor S, related to change of nuclear coordinate ∆Q
S =
Mω
2h¯
(∆Q)2 (2.43)
where M is the reduced mass of the vibrating system; ∆Q the movement of nuclear coordinate
in relaxation. Huang-Rhys factor expresses the strength of the electron-vibrational coupling
interaction, and has a link with the dominant vibrational level of all vibronic transitions,
λ = Sh¯ω = nh¯ω (2.44)
n corresponds to the most possible transition.
2.2.5 The Spin Factor: Conservation of Spin
For pure states with a spin multiplicity, the spin integral | ⟨ψspin, f |ψspin,i⟩ |2 is 1 if the initial
and final spin states are equal, and 0 if they are not. This spin selection rule tells that
transitions between singlet states or triplet states are spin-allowed, such as S1 ← S0, Sn ← S1
and Tn ← T1; transitions between singlet and triplet states are spin-forbidden, such as T1 → S0.
Nevertheless, weak luminescence from triplet states is observed and termed phosphorescence
(T1 → S0). Phosphorescence happens at a much slower rate than S1 → S0 transition, the
fluorescence. Such apparent violation of the spin selection rule is due to a ubiquitous
phenomenon that allows the triplet state to gain certain character from the singlet state.
The single-triplet mixture can be formed when the system is perturbed by a mechanism,
spin-orbital coupling (SOC). This mechanism is based on the principle of the conservation
of momentum, saying that a change in the spin angular momentum s can be compensated
by a change in an opposite change in the orbital angular momentum l, if the total angular
momentum does not change, j = l+ s. If the energy associated with SOC is small compared
to the total energy of the system, the effect of SOC on the state wavefunction can be described
in the framework of perturbation theory. For example, the triplet state can be mixed with
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multiple singlet states,
|T ′1⟩= |T1⟩+∑
k
⟨Sk|HˆSO|T1⟩
E(T1)−E(Sk) |Sk⟩ (2.45)
where |T ′1⟩, |T1⟩ and |Sk⟩ are the perturbed triplet excited state, the pure triplet excited
state and k-th pure singlet excited state, respectively. Similarly, ground singlet state can be
perturbed by multiple higher-lying triplet states,
|S′0⟩= |S0⟩+∑
k
⟨Tk|HˆSO|S0⟩
E(S0)−E(Tk) |Tk⟩ (2.46)
where |S′0⟩, |S0⟩ and |Tk⟩ are the perturbed singlet ground state, the pure singlet ground state
and k-th pure triplet excited state, respectively. The energy separation between the singlet
ground state and high-lying triplet states are large that the triplet mixing in the singlet ground
state is very small. However, this small mixing of singlet character into the triplet state
is enough to make the T
′
1 → S0 weakly allowed. In organic molecules, the slow radiative
transition rate makes the triplet really long-lived in the absence of strong non-radiative
recombination.
From the above equations, the admixture of singlet to the triplet state depends not only
on the energy separation, but also depends on the magnitude of SOC. For organometallic
complexes, such as iridium-complexes for phosphor OLEDs, the inclusion of heavy metals
greatly enhance the SOC. This heavy metal effect facilitates the mixed triplet state with singlet
states, thus accelerates the ISC rate, finally enabling larger radiative recombination rate to
compete with its non-radiative channel. It is encouraging to see that for many materials this
non-radiative transition can be minimal, and we will understand such non-radiative channels
in the next section.
2.2.6 Interconversion of Excited States
In the previous section, we have discussed the absorption and radiative decay transitions
between the ground state and excited states. Excited states can also interconvert, for example
between Sn and S1, and between S1 and T1, through isoenergetic non-radiative transition.
Internal conversion connects two electronic states of the same spin via the isoenergetic point,
and is usually followed by a fast dissipation of heat in the electronic state via vibrational
relaxation. For example, conversion from the zeroth vibrational level of a high-lying singlet
state Sn to the k-th vibrational level of S1. A similar non-radiative recombination mechanism
is called intersystem crossing (ISC). This process is much slower than internal conversion
as it requires a spin flip. A typical example is S1 → T1 transition. ISC can also occurs in
2.2 Optical Transitions between Molecular States 31
the reverse direction, ie. S1 ← T1. When the energy separation of S1 and T1 is small, the
thermal activation of T1 to a vibrational level that has the same energy of S1 efficiently drive
the emission from S1, known as TADF process.
The competition between the non-radiative transitions and radiative transitions determines
the photoluminescence quantum yield (PLQY),
PLQY =
krad
krad + knon−rad
(2.47)
To calculate the non-radiative transitions, we have to go beyond the Born-Oppenheimer
approximation. We can obtain a similar expression but spin and electronic term cannot be
separated,
ki→ f =
2π
h¯
ρ| ⟨ψel, fψspin, f |Hˆ ′|ψspin,iψel,i⟩ |2| ⟨ψvib, f |ψvib,i⟩ |2 (2.48)
where Hˆ
′
is the perturbing Hamiltonian that induces the radiationless transition. We can
define the electronic coupling between the two states J,
J = | ⟨ψel, fψspin, f |Hˆ ′|ψspin,iψel,i⟩ |2 (2.49)
It also has a Franck-Condon factor | ⟨ψvib, f |ψvib,i⟩ |2, but has a different consequence for the
non-radiative transitions. We define ∆E as the energy gap between 0-0 energies of initial
and final states, which can be the triplet energy level in T1 ← S0 transition. This leads to
an exponential dependence of the non-radiative transition rate on the energy gap, known as
energy gap law,
ki→ f ∝ exp(−γ ∆Eh¯ωM ) (2.50)
where h¯ωM is the vibrational quanta of the highest frequency mode, and γ can be expressed
through molecular parameters. Multiple modes can be involved, but the exponential depen-
dence on the vibrational frequency supports that considering the highest-energy frequency is
sufficient for most situations. To test whether a specific mode dominates the non-radiative
rate, one can measure the change in recombination rate through atom substitution (ie. hy-
drogen to deuterium) that changes the effective mass in the vibration and the vibrating
frequency.
Energy gap law has several implications which are useful in understanding various
phenomenons
• Kasha’s rule. The internal conversion from S2 to S1 and from T2 to T1 (∼ 1012 s−1) is
usually faster than its recombination rate from S2 to S0 and from T2 to S0, respectively.
Thus the emission usually occurs from the lowest excited states of a spin manifold, and
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this empirical rule is known as Kasha’s rule. A natural consequence is the Vavilov rule,
stating that PLQY is independent of the excitation wavelength above the bandgap.
• PLQY of S1 and T1. The radiative and non-radiative transition rate for T1 is slower
than S1. This absolute contrast does not influence PLQY as only the ratio of knr and kr
matters. However, energy gap law speeds up the non-radiative transition rate at a lower
bandgap. The large exchange energy in common organic molecules generally results
in generally lower PLQY for triplet states.
• Energy and rate. When T1 gets energetically closer to S1, the non-radiative recombina-
tion rate of T1 is smaller, while the transition rate from T1 to S1, although endothermic,
can be larger than its recombination to the energetically favourable ground state S0.
This seems to be relevant in many other situations, such as separation of charge-transfer
states into charge-separated states, and endothermic singlet fission such as in tetracene.
2.2.7 Charge Transfer
To generate electricity, excitons must be separated into charges. The self-dissociation rate of
excitons is quite small, not able to compete with its recombination. Therefore, the invention
of bulk-heterojunction enables the use of electronically dissimilar materials to separate the
tightly bound excitons.
Charge transfer is a very important process for ultrafast spectroscopic studies. CT can be
classified into electron transfer and hole transfer, depending on their relative energy levels.
Traditionally, the focus is on electron transfer in fullerene-based solar cells as the main
absorbing material is the polymer donor. The recent research efforts have been shifted to
non-fullerene acceptors, which absorb light well, thus requiring equal emphasis on hole
transfer process. The most common framework to understand charge transfer is the Marcus
theory developed in 1950s by Rudolph A. Marcus who was awarded Nobel Prize in Chemistry
in 1992.[35, 36]
The Marcus theory regards excited singlet and charge-transfer states as individual poten-
tial energy surfaces with a parabolic shape, harmonic oscillator. Electron transfer occurs at
the intersection point between the two parabolic curves where the nuclear configuration does
not change.
There is an activation energy barrier ∆G† which has to be overcome for charge transfer
and can be calculated as,
∆G† =
(λ +∆G)2
4λ
(2.51)
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where λ is the reorganisation energy, ∆G the Gibbs free energy (often referred as driving
energy). The rate of charge transfer can be formulated following Fermi’s Golden Rule as
kET =
2π
h¯
V 2 FC =
2π
h¯
√
4πλkT
V 2 exp(−(λ +∆G)
2
4λkT
) (2.52)
where kT is the thermal energy, FC the Franck-Condon factor, V the matrix element of
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Fig. 2.7 Diabatic and adiabatic diagram in Marcus theory. The weak coupling between donor and
acceptor gives the electronic coupling term V; the energy barrier for electron transfer is ∆G and the
driving force is ∆G; the reorganisation energy is λ . In the adiabatic case, the reaction happens via the
intersection point between the initial and final state.
.
electronic coupling between S1 and CTS. Depending on the coupling strength between donor
and acceptor materials, diabatic process (shown below), which allows exchange of heat, can
lower the barrier for charge transfer.
From this relationship, two regions can be identified, the Marcus normal region and the
inverted region. In the Marcus normal region, kET increases with an increase in the driving
energy −∆G together with a decreased ∆G†. The maximal rate is reached when −∆G = λ .
Further increasing the driving energy leads to a declining kET, known as the inverted region.
This region proceeds without the need of an activation energy and forwarded electron transfer
is highly favourable, but the rate is lower.
In fullerene-based OSCs, ultrafast electron transfer was observed to occur of order 100
fs which depends on electronic structure and morphology.[37] However, Marcus theory
and its extension Marcus-Levich-Jortner theory cannot explain this ultrafast timescale. The
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mechanism of resonant coupling between singlet state and a high-energy manifold from
fullerene electronic states was shown to drive such fast process, bypassing the localised CT
states.[38] Recently, a reduction in driving energy for charge transfer in NFA-based OSCs
raises the interest to understand such process from Marcus theory.[39] We will discuss more
in the section later.
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Fig. 2.8 The relationship between the driving energy −∆G and the reorganisation energy λ . Variation
of the rate constant in the logarithm of electron transfer with the driving force for the reaction. In
normal region, the electron transfer rate increases with the driving force, while in the inverted region,
the electron transfer rate decreases.
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2.2.8 Energy Transfer and Exciton Annihilation
In a well-aligned molecular crystal, exciton transports in a wave-like, coherent manner as
the energy variation between neighbouring sites is small. In amorphous films, energetic
disorder is significant and breaks the exciton band, leading to localised exciton and incoherent
transport. To describe such transport, there are two mechanisms, Förster resonance energy
transfer (FRET) and Dexter energy transfer. FRET results from dipole-dipole interaction
and thus the interaction range can be quite long. As FRET is via virtual photons, there is no
2.2 Optical Transitions between Molecular States 35
actual emission or absorption. The relationship is described as
kET ∝
|µD|2|µA|2
R6
J (2.53)
where µD and µA are the transition dipole moments of energy donor and acceptor (µ =
⟨ψ∗|µˆ|ψ⟩), respectively; R the donor-acceptor distance; J the overlap integral, which can be
expressed as,
J =
∫
ID(λ )εA(λ )λ 4dλ (2.54)
where ID(λ ) is the donor emission; εA(λ ) the acceptor absorption. The proportionality of the
FRET rate to the oscillator strengths of the donor and acceptor transitions means that triplet
states do not undergo FRET efficiently. Instead, Dexter energy transfer based on exchange
interaction dominates over short distances,
kET ∝ exp−2R/L J (2.55)
Förster and Dexter energy transfer have a different relationship with the donor-acceptor
separation distance. We define Förster radius (R0) as the separation distance at which energy
transfer from donor to acceptor is equally probable as the spontaneous decay of the excited
donor (1/τD),
kET =
1
τD
(
R0
R
)6 (2.56)
For conjugated polymers, the exciton diffusion length is small that limits the domain
size in binary OSCs as charge transfer at donor/acceptor interface must occur before exciton
recombination for photocurrent generation. Triplet exciton, important for singlet fission, also
needs to diffuse to the interface for energy transfer or separation.
The fate of an exciton after diffusion in the same material, other than recombination, is
to encounter another exciton and annihilate. This can be thought of another type of energy
transfer mechanism between two excited-state chromophores. In an organic system with
singlet excitons, triplet excitons and polarons, there are a number of interactions that can
occur.
S1+S1 → S0+Sn → S0+S1+ phonons
S1+T1 → S0+Tn → S0+T1+ phonons
T1+T1 → S0+Tn → S0+T1+ phonons
T1+T1 → S0+Sn → S0+S1+ phonons
(2.57)
36 Theory and Background
Charges can also interact with excitons and dissipate energy.
S1+ polaron→ S0+ polaron+ phonons
T1+ polaron→ S0+ polaron+ phonons
polaron+ polaron→ S0+ polaron+ phonons
(2.58)
The exciton annihilation, specific to excitonic materials, occurs more often at high excitation
densities, and is relevant to performance of excitonic optoelectronic devices. The annihilation
related to singlet is prevalent in optical excitation such as OSCs. Recently, the diffusion
of excitons in NFA OSCs has shown to be efficient so that annihilation is present at very
low excitation densities.[40] In OLED devices, the annihilation of triplet states is of critical
importance in electrical injection. A common phenomenon under high electric injection
is the efficiency roll-off, that is a lower efficiency at higher injection current.[41] Triplet-
triplet annihilation can also generate singlet emission, a mechanism of some commercialised
OLEDs.[42] Now annihilation or excited state interaction becomes more related to the device
performance, but the physical understanding of these processes is not complete and requires
further study.
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2.2.9 Coupling between Identical Molecular States
Intermolecular interactions in disorder films and solutions influence the electronic structure
of the system. To describe these different intermolecular electronic states, we will first
consider the interactions between two identical molecules before considering the interactions
between different molecules.
Here we take a physical dimer between weakly interacting identical molecules. This
is different from a chemical dimer where the molecules are covalently bonded. In the
physical dimer, the adjacent molecules experience weak van-der-Waals force (electron-
electron interaction, Coulomb interaction in essence) so that the energy of the ground state
as well as the excited state tends to be lower, as described by the polarisation energies, D and
D′, respectively. This interaction depends on the dipole orientation and their intermolecular
distance. Both D and D′ are negative as they are attractive interaction that stablises the
system, and further we can obtain |D′|> |D|, meaning that the gap after Coulomb interaction
is smaller in the dimer. The coupling of identical molecules, on the other hand, splits the
degenerate electronic levels into two levels, both in the occupied orbital and unoccupied
orbitals, from the single electron picture. The split in the unoccupied orbitals leads to two
distinct states, whose energies are donated as E+ and E−, respectively. These two states are
separated by the resonance interaction energy 2β .
Based on the magnitude of the resonance interaction, we discuss three situations below.
1. Small interaction. Large intermolecular distance, for instance in a dilute solution,
leads to a negligible resonance interaction (β ≈ 0). This is also true for solid solution
for OLED devices where guest material is immersed in a host matrix with a low doping
concentration of several percent. In the solid state where the molecules are closely
stacked, this interaction can be neglected when the mean splitting from resonance
interaction is much smaller than its inhomogeneous broadening (β ≪ σ(∆D)). Based
on the above ideas, a small intermolecular interaction can also be manipulated and
achieved via synthetic modification or solution processing, for example, by attaching
steric side groups to the chromophores, or by using a low-boiling solvent in spin-
coating to freeze the structural disorder from solution.
2. Modest interaction, H- and J- aggregates. In planar and linear π-conjugated molecules,
such as naphthalene and anthracene, the resonance interaction is moderate and not
negligible, typically on the order of 100 meV. A sandwich arrangement where one
molecule lies flat on top of the other molecule favours the formation of a dimer. This
moderate interaction does not lead to significant changes in the intermolecular distance
or reorientation (represented as a small change in coordinate of the dimer). The theory
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Fig. 2.9 Dimer interaction and their related electronic structure. In H aggregates (side by side), the
transition from antiparallel dipole moment alignment is lower in energy and forbidden while the
parallel alignment is optically allowed and energetically higher. In J aggregate (head to tail), the lower
energy state is optically allowed from where the photoluminescence also strongly occurs. In oblique
dipole alignment, both transitions have oscillator strength. The angle between the parallel dipole
moments and the displaced vector determines the interaction type to be H or J.
to define the selection rule for dimer was initiated by Kasha based on Frenkel exciton
theory. The transition dipole moment of the dimer is determined to be the vector
sum of the transition dipole moments of its individual molecules, depending on their
relative orientation. We first consider two extreme cases, when the transition dipole
moment is side-by-side or head-to-tail. The former one is termed as H-aggregate and
the latter one is known as J-aggregate.
In H-aggregate, antiparallel arrangement leads to a decrease of the energy level but
cancels out the transition dipole moment. Thus the absorption of the lowest excited
state is forbidden, behaving as a dark state. In contrast, the parallel arrangement raises
the energy level and enhances the transition dipole moment, so that this high-energy
transition gives the dominative absorption. The luminescent efficiency of H-aggregate
is usually poor as the emission occurs from the dark excited state. Some misorientation
or vibronic coupling in the excited state can induce a weak oscillator strength, leading
to a weak, long-lived emission from H-aggregate. This weak coupling to the ground
state may facilitate the intersystem crossing to triplet state and gives phosphorescence.
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On the other hand, J-aggregates exhibit a large transition dipole moment for the low
energy level E+ and thus are usually quite luminescent; the transition to the high
energy level is forbidden.
It should be noted that multiple terms are used to describe the transition strength in
atoms and molecules, such as Einstein A and B coefficient, oscillator strength and
transition dipole moments. Oscillator strength (f ), originating from a classical picture,
describes the ratio of stength of the absorption to the (hypothetical) strength of a single
electron using a harmonic oscillator model. f can be quantified from the absorption
coefficient ε(ν) where ν is the light frequency
f = 4.319×10−9
∫
band
ε(ν)dν (2.59)
Transition dipole moment (µ) is to determine if transitions are allowed under the
electric dipole interaction. The relationship between µ and f is
µ2 =
3e2h¯
4πmeν
× f (2.60)
where me is the mass, and e is the charge of the electron. For reference, f = 1 at 800
nm corresponds to a µ of 13 Debye.
Between the extreme cases shown above for the parallel transition dipole moments, we
consider the general case of the Coulomb interaction, using the model of dipole-dipole
interaction under the point dipole approximation
JC =
µ ·µ−3(µ · rˆ)(µ · rˆ)
4πεR3
=
µ2(1−3cos2(φ))
4πεR3
(2.61)
where µ is the transition dipole moment, R⃗ = Rrˆ is the displacement vector between
the dipoles, φ is the angle between the displacement vector and the transition dipole
moment. The angle at JC = 0 is called magic angle (φm= 54.7 degrees). For JC > 0
(φ < φm), it is the H-aggregate region; for JC < 0 (φ > φm), it is the J-aggregate region.
For simplicity, the resonant interaction is the same in the illustration (Figure 2.9). In
reality, β is related to the angle φ .
When the transient dipole moments are not parallel, both transitions are allowed, seen
as two peaks from E+ and E− in the absorption spectrum. From the absorption gap
between these two states, we can experimentally determine the resonance interaction.
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The intermolecular interaction provides a simple way to self-assemble the molecules
both in solid state and in solution. The aggregation behaviour not only exists in small
molecules, but also in polymers. With the emergence of new materials, the theory
evolved from Kasha’s original work to explain the molecular aggregate is still under
development. For a comprehensive picture, readers are referred to recent reviews by
Frank Spano and Frank Würthner.[43, 44]
3. Strong interaction - Excimer. When the resonance interaction is strong, two interact-
ing molecules need to reorient and optimise their interaction that forms the excited
dimer, excimer. There is no splitting of the excited state so that the absorption spectrum
is not distinguishable from isolated molecules. In the solution phase, such as pyrene,
one excited molecule needs to collide with another ground-state molecule to form
excimer. In the excimer state, the emission occurs from the equilibrium position at a
smaller Q. This means that excimer emission is usually strongly red-shifted from the
emission of isolated molecules and the spectral shape is structureless without vibronic
progression. After emission, the ground state relaxes to its equilibrium position. As
excimer formation in solution is a collision-based event, its formation rate depends
on temperature, viscosity, and concentration. Molecules in the solid state are not as
mobile as that in the solution phase. Therefore, the excited state interaction is greatly
restricted by the molecular arrangement. Figure.2.10 is the energetic level of states
comparison of excimer and dimer.
It is important to note the classification of dimer and excimer is not fundamentally exclu-
sive but depends on the strength of the resonance interaction and the geometric relaxation of
two molecules. Both can exist to some extent in one material. For example, in amorphous
materials like tetracene, there are more than one type of intermolecular arrangements. In gen-
eral, a herringbone arrangement favours the dimer formation as the face-to-edge orientation
prevents molecules from approaching each other. Meanwhile, molecules that are π-stacked
have more space to rearrange after excitation can form excimers. However, even showing the
signature of excimer emission (structureless, and strongly redshifted emission), some weak
dimer absorption might be observed under certain arrangements.
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Fig. 2.10 PES of dimer and excimer formation. In dimer formation, the intermolecular interaction is
not large enough to cause the change in coordination. In the excimer, molecules reorientate themselves
to find the minimal in potential energy surface, and the emission is significantly red-shifted. β is the
resonance interaction energy, D and D′ are the lowered energy of the ground state and excited state
due to the van-der-Waals force in the dimer interaction.
2.2.10 Coupling between Dissimilar Molecular States
The concept of dimers and excimers can also be extended to the coupling between different
molecules. Between dissimilar molecules, charge transfer can occur from a molecule which
is excited to a different, coupled molecule, forming electron donor and acceptor radicals.
From its definition, an exciplex state should not have its own absorption band while CT state
does. Geometrical relaxation actually exists in both CT exciton and exciplex state. From
experiment, it is difficult to distinguish these two excited states, due to two main reasons:
(1) separated electron and hole density: the absorption of CT state is weak, usually three
orders of magnitude smaller than the individual compound; (2) the emission spectra of CT
and exciplex are both red-shifted and structureless. Sometimes, people do not distinguish
them when using the CT exciton or exciplex, but generally refer to intermolecular states at
the donor-acceptor interface.
The intermolecular CT complexes are central to optoelectronic devices. In OSCs, the
CT state acts as the precursor for free charges. The weak absorption also indicates the small
oscillation strength for emission, which is likely to have a low PLQY of CT state if the non-
radiative decay dominates as the case in OSCs. This quantity is important as it determines the
device voltage output. If this CT state does not funnel into a singlet state or local triplet state,
we can measure PLQY of CT states under electrical injection regime, termed as EL efficiency.
EL efficiency determines the overall OLED performance, in which the intermolecular state is
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often termed exciplex rather than CT state, probably because (1) the absorption profile does
not matter for light emission and (2) the initial photo-excitation process of OLED materials
is less understood compared to the process of its electrical excitation. This careless treatment
has resulted in confusion and even mistakes. Several reports have directly measured sub-
bandgap absorption in traditionally believed "exciplexes", such as m-MTDATA:POT2T[45]
and BF-DPB:B4PYMPM[46]. The use of the term "exciplexes" therefore needs to used more
carefully.
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2.3 Organic Solar Cells
Organic solar cells are a type of optoelectronic devices which convert light into electricity.
Since the price of silicon solar cells is already cheaper than fossil fuels, OSCs are unlikely to
compete in the power-generation photovoltaic market. However, their light weight, flexible,
and low-cost means that OSCs could have niche applications for wearable electronics and
building-integrated photovoltaics. Design of new organic materials and better understanding
of device physics has enabled the device efficiency reaching over 17%. The trend in efficiency
and improvements in stability may lead to the commercialisation of OSCs.
Organi chromophores are strong absorbers of light. As early as 1975, chlorophyll from
green plants was integrated into the photovoltaic devices which achieved 0.01% power con-
version efficiency.[47] In 1977, conjugated polymes were discovered to have metallic charge
transport, and thus the semiconductor form was expected to have photovoltaic effects.[48]
By adopting the p-n junction from silicon solar cells , C. W. Tang was able to demonstrate
a 1% device made from a bilayer of electron donating and accepting small molecules.[49]
This work started to raise interest in this field. This planar heterojunction (PHJ) structure
was limited by the exciton diffusion length of 10-20 nm, so that the active layer was not
thick enough to absorb a substantial amount of sunlight. Ultrafast electron transfer between
two electronically dissimilar materials was observed to separate the strongly bound exciton
in 1992.[50] Later on, in 1995, a novel bulk-heterojunction (BHJ) structure made from
solvent deposition was invented by Heeger and Friend research group.[51, 52] This structure
overcomes the exciton bottleneck for dissociation in PHJ by creating a large interfacial area
for exciton dissociation, after forming nano-structured penetrating donor-acceptor networks.
Until now, this BHJ structure is still the standard geometry for high-efficiency devices. [53]
In years before 2015, for material blends in BHJ, the most important acceptor material is
fullerene or its derivatives. C60 was modified to increase the solubility in solvent which forms
[6,6]-phenyl-C61-butyric acid methyl ester, hereafter referred to as PC61BM. In solution pro-
cessing, the morphology optimisation is to ensure formation of enough interfaces for charge
generation, while maintaining appropriate charge transport properties for charge collection.
This stage is mainly focusing on optimising the performance of poly(3-hexylthiophene-2,5-
diyl) (P3HT):PC61BM blends. However, the electronic property such as the energy level
is not tunable and PC61BM does not well absorb light. Later, [6,6]-Phenyl C71 butyric
acid methyl ester (PC71BM) was developed which has a deeper LUMO and absorbs light in
the greenish region, together with a higher oscillation strength due to symmetry breaking,
contributing to a higher photocurrent in the device. The main effort in the following stage
is to develop narrow-bandgap polymers working together with PC71BM to achieve higher
device efficiency. Fullerene cannot be the destination, considering the predicted maximal
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efficiency to be around 10%. To overcome this efficiency threshold, alternative materials
must be developed to replace fullerene. A novel molecule, ITIC, developed by Xiaowei Zhan,
triggered the storm of non-fullerene acceptor research.[54] The device efficiency has easily
surpassed 10%, arriving at 17% now.[8] A higher efficiency towards 18%-20% is achievable
for the following years.[10]
a b c
Fig. 2.11 Development of NFA-based OSCs. (a) The number of publication on NFA-based OSCs from
Web of Science until July 2018. (b) The efficiency chart in the last decade including fullerene-based
OSCs, NFA-based OSCs, and polymer acceptor based OSCs.[55] (c) Prediction of power conversion
efficiency related to the absorption onset and energy loss.[10].
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2.3.1 Basic Operation of Organic Solar Cells
The maximum theoretical efficiency of OSCs is defined by the Shockley-Queisser limit.[56,
57] The thermodynamic balance predicts the best performance of ∼31% at a bandgap of
∼1.4 eV for a single-junction solar cell under AM 1.5G 1 sun illumination. A good solar
cell must have strong luminescence efficiency. Following this design rule, a remarkably high
power conversion efficiency (PCE) of 28.8% is realised in single-junction GaAs. This high
efficiency is attributed to the photon recycling effect, in which the emitted photons have a
high chance of being reabsorbed in the active layer.[58]
The organic solar cell is usually composed of the active layer to absorb light, the charge
transport layer and the extraction electrodes. The charge transport layers help form the
Ohmic contact, and maintain the voltage potential. Two device configurations are devel-
oped, the conventional and inverted layouts. The conventional device takes the layout of
ITO/PEDOT:PSS/active layer/electron transport layer/Al, where the electron transport layer
can be Ca, LiF or PDINO, PFN-Br.[59] Both PEDOS:PSS and low work function metals
can cause stability issues related to oxygen and moisture. To solve this problem, the inverted
device (ITO/ZnO/active layer/MoO3/Ag) with high work function metal usually achieves
a better device stability.[60] The main drive for efficiency improvement is the active layer
material. In the following session, an introduction is given on the material development
through three stages.
2.3.2 Stage 1: Amorphous Polymer:PC61BM
For conjugated polymers, the absorption coefficient (ε) can be on the order of 105 cm−1, one
order of magnitude higher than the inorganic counterparts. This high absorptivity enables
a thinner active layer thickness to harvest the equivalent light. To strongly absorb sunlight,
organic layers with 300 nm are enough as opposed to several microns in silicon solar cells.
However, due to low charge carrier mobility and internal light field distribution, the optimised
thickness for the organic active layer is usually around 100 nm.
To increase the polymer solubility, small functional groups, such as alkyl, alkoxy, acid, es-
ter and phenyl groups, are linked at the side chain position. Phenylene vinylene (PPV)
and its derivatives are representative polymers in this stage. Poly(2-methoxy-5-(3’,7’-
dimethyloctyloxy)-1,4-phenylene vinylene (MDMO-PPV) and PC61BM was the most suc-
cessful material combination. MDMO-PPV is quite amorphous thus the packing is not
influenced by the fullerene loading. Following this property, MDMO-PPV is used in Chapter
4 to combine with different fullerene acceptors.
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Fig. 2.12 Basic operation of organic solar cells. (a-b) In the device, the active layout is sandwiched
between electrodes. The active layer is composed of electron donor and electron acceptor with a proper
phase separation. (1) exciton diffusion and electron transfer; (2) after ultrafast charge separation,
both long-range charge separation to generate charge carrier, and localised charge-transfer states
form; (3) the thermal activation of local charge-transfer states to generate free charges; (4) after
charge separation, electron and hole transport in the corresponding phase; (5) charge extraction to the
electrodes. (c) the energetic alignment of type II heterostructure. (d) the related device parameters to
characterise a solar cell.
2.3.3 Stage 2: Regioregular P3HT:PC61BM
The most studied conjugated polymer is P3HT. The optical bandgap is 1.9 eV with a broad
absorption between 450 nm and 650 nm in the solid state. The hole mobility is also high.
Polythiophene was successfully synthesised first in 1980, but the solubility is poor. The
soluble derivatives was poly(3-alkylthiophene), first synthesised in 1986. Depending on
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the position of the side chains, it has different coupling between adjacent thiophene units,
leading to a certain degree of randomness. Further efforts to synthesise highly regioregular
P3HT was obtained by McCullough in 1993 with 99% head-to-tail regioregularity.[61] After
continuous efforts for a decade, P3HT:PC61BM is probably the most well researched blend
around the world. Between 2002 and 2010, there are more than 1033 publications focusing
on BHJ based on P3HT:PC61BM.[62] However, the device efficiency distribution is quite
broad, for example, some papers with less than 0.5% efficiency when the top efficiency is
already around 5% in 2010. Further development in these years has pushed this efficiency to
around 7%.[63]
This broad distribution is probably due to the sensitivity of device performance to many
fabrication conditions. The most efficient weight ratio for P3HT:PC61BM is around 1:0.8 to
1:1 with a small excess of P3HT. The solvent is usually chlorobenzene or o-dichlorobenzene.
These high boiling point solvents allow for moderate crystallisation of P3HT without further
annealing. Spin-coating recipe can be optimised by tuning spin-speed, spin-time, and spin-
acceleration together with some solvent additives. Gelation behaviour due to liquid-state
aggregation during the ageing of solutions is present in many material solutions. As a result,
the stirring, storage and heating parameters of P3HT:PC61BM solution are the important
conditions before spin-coating. Thermal annealing after spin-coating is usually needed
to achieve proper phase separation as the initially formed blend is too intermixed. The
temperature and duration of thermal annealing should be carefully controlled to achieve
domain sizes comparable to the exciton diffusion length, and the resulting optimal parameters
depend on P3HT properties (molecular weight, polydispersity index, and regioregularity),
blend ratio and solvent. To tune the electronic properties, various fullerene derivatives were
developed, such as bis-PCBM and indene-C60 bisadduct (ICBA). However, the tunability
is still limited. The difficulty to repeat published results in part hinders the development of
this field. These problems are mitigated in NFA-based blends where device performance is
more reproducible mainly due to the controlled aggregation property of donor and acceptor
molecules.
During this period, the research interest is more in academic merit, and there is little
hope to commercialise organic photovoltaics. However, the developed understanding of the
structure-function -relationship properties and various processing methods to optimise the
blend morphology provides a rich knowledge base for accelerating future optimisation of
novel blends. A large number of techniques to characterise organic materials and optoelec-
tronic devices were also developed. P3HT thus acts as the model material to study novel
concepts bringing together different fields.
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2.3.4 Stage 3: Low-Bandgap Polymer:PC71BM
After huge efforts in the community, the PCE of P3HT:PC61BM devices can achieve around
5%. The main limitation comes from the bandgap of P3HT polymer around 2 eV, which
defines the onset absorption of around 650 nm. The ability to tune the bandgap, and therefore
the absorption onset of materials can open the possibility to absorb more photons and
to achieve higher photocurrent. On the other hand, the device voltage output, strongly
correlated with the frontier orbital alignment, also needs to be optimised. More light
absorbing molecules with various energy levels are obviously in need. The next rise of
efficiency benefits from the design of polymer donor materials, which have driven the
efficiency over 10% threshold, long believed as a milestone for photovoltaic technology.
Potentially, one can decrease the bandgap by further increasing the conjugation length.
In reality, the bandgap does not narrow further after a repeating unit of ∼10. To tune
the bandgap and energy levels, a new concept of donor-acceptor interaction is introduced.
These low-bandgap polymers with Eg below 1.6 eV are usually push-pull type, seemed as
third-generation semiconducting polymers.[14] The mechanism behind bandgap tuning in
donor-acceptor copolymer is 1) delocalisation of electrons along the polymer backbone and
2) hybridisation of of frontier orbitals.[64, 65] The electron-rich unit and electron-deficient
unit alternate in the polymer chain. Due to an intra-chain electron transfer from the donor to
the acceptor unit, the rearrangement of the electrons, thus the frontier orbitals gives a higher
HOMO than the D unit and a lower LUMO than the A unit, resulting in an narrowed HOMO-
LUMO gap for the copolymer. The rule of designing a polymer donor is to downshift the
HOMO level while keeping the LUMO energy level above that of the acceptor material. The
planarity along the aromatic backbone creates a high degree of delocalisation of π-electrons.
Similar as polyacetylene, a longer conjugation length can further lower the bandgap, and
the bandgap increases when the torsion of the polymer backbone disrupt this conjugation.
The push-pull polymer bandgap can be tuned to mid-IR below 0.5 eV[66]. These infrared
absorbing polymers have wide application in spectral management such as in tandem and
ternary organic solar cells.
Knowing some electron-rich and electron-deficient groups is beneficial to better un-
derstand device performance and choose some materials for spectroscopic studies. Some
widely used electron-deficient groups include benzothiadiazole, thieno[3,4-b]thiophene, and
diketopyrrolopyrrole, isoindigo units. Other electron-rich groups are benzodithiophene, thio-
phene. For other low-bandgap polymers, such as perylene diimide or naphthalene diimide
have been used as electron acceptors. A typical example is the copolymer of naphthalene
diimide-bithiophene, also known as N2200. The method of energy level tuning can also be
introduced in organic small molecules.
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Recently, He Yan has demonstrated multiple cases for high-efficiency (>10%) fullerene-
based organic solar cells.[67] The morphology is controlled by the temperature-dependent
aggregation (TDA) behaviour of the donor polymer and not sensitive to the used fullerene
derivatives. These TDA polymers are mostly disaggregated and can be dissolved in solution at
high temperature, but aggregate when the solution is at room temperature.[68] This transition
between order and disorder tuned by temperature allows better control of phase separation.
The development of low-bandgap polymer is successful, reaching the internal quantum
efficiency close to unity[69] and PCE above 11%[70]. These cells can generate charge
perfectly but still suffer from a high recombination loss, leaving a large gap in the device
voltage output compared to inorganic photovoltaic technologies. The imbalance of donor
and acceptor function is obvious where donor is mainly responsible for absorbing light while
the acceptor is mainly helping dissociate the excitons. Such function asymmetry is solved in
the next-generation NFA-based solar cells.
2.3.5 Stage 4: Polymer:Nonfullerene Acceptor
During the past five years, the emergence of non-fullerene acceptors has revolutionised the
field of organic solar cells. The efficiency has kept on growing around at a steady pace. The
state-of-the-art single junction and tandem solar cells have achieved PCE of over 16% and
17%, respectively. For a detailed overview, readers are suggested to go through reviews
published recently.[10, 71–76]
In 2015, Xiaowei Zhan from Peking University reported a promising non-fullerene
acceptor called ITIC, which gave a PCE of 6.8% blended with PTB7-Th, setting the record
at that time.[54] Next year, Jianhui Hou combined ITIC with a polymer PBDB-T, which
surprisingly giv a high PCE of 11%, comparable to top fullerene-based devices.[77] In 2016,
Henry Yan reported another type of high-efficiency NFA based on PDI derivatives.[78]
Following these pioneering works and using knowledge from designing polymer donors,
molecular engineering of non-fullerene acceptors by different research groups has pushed
the efficiency up quickly and provides a large pool of high-performance materials. In 2018,
Yongsheng Chen achieved over 17% device efficiency adopting the tandem structure.[8] In
2019, Yingping Zou invented a new NFA named as Y6 which gave 15% efficiency in a single
junction.[79] In the same year, a derivative of Y6 achieved PCE over 16%.[80] This race
is still ongoing and 18%-20% is expected to be achieved in the following years. To aim
for commercialisation, another important area is to improve the device stability. Fullerene
derivatives are generally not stable under light and heat. Improved device stability was
observed in PBDB-T:ITIC and P3HT:O-IDTBR compared to fullerene-based counterparts,
which indicates the potential of NFA to achieve stable devices.[81, 77, 82]. Such stability is
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shown to be influenced by molecular conformation such as twist [83] and chemical structure
such as the end group [84]. It is encouraging to see that 10-year device lifetime was achieved
in such a short time research.[84] Recently, a major breakthrough from Forrest et al. has
demonstrated that fullerene-based blends made from the thermal evaporation can reach
superior stability, as good as in OLEDs. Such stability, together with recent high efficiency
developments, presents that OPV technology is very close to its commercialisation.[85]
The development of high-efficiency single junction solar cells also spurs other directions.
Ternary blends where the active layer consists of three components offer an easy way to ex-
tend light absorption. The third component can be a fullerene-based acceptor[86], a polymer
or small molecule donor[87], or a NFA (either polymer or small molecule)[88]. In addition
to better absorption, the morphology is optimised and an alloy-like structure[89] seems to
form (under debate [90]), which probably leads to much stable devices.[91] Despite the great
progress in ternary blends, there is still a gap in understanding its device photophysics. Semi-
transparent and flexible solar cells are gaining increasing attention due to their application in
real-world applications.[92] Just by absorbing the UV and NIR light and letting the visible
light transmit, the device efficiency can approach 11% assisted with high-throughout optical
screening.[93] Another attractive feature is the colour tunability simply by using different
bandgap materials.
The success of non-fullerene acceptors is mainly due to 1) light absorption: wide ab-
sorption range enabled by both donor and acceptor materials; 2) charge generation: efficient
charge generation under a reduced driving force; 3) charge recombination: decreased non-
radiative recombination loss. We will discuss 2) in the next session, and now focus on the
the voltage loss part first.
The voltage loss, defined as the difference between the bandgap (the smaller in the blend)
and V OC, can be decomposed into three components[78],
q∆V =Egap−qV OC =(Egap−qV SQOC )+(qV SQOC−qV radOC )+(qV radOC−qVOC)=∆E1+∆E2+∆E3
(2.62)
where q is the elementary charge, ∆V is the voltage loss, Egap is the bandgap of the smaller
compound, V SQOC is the maximum voltage based on the Shockley-Queisser limit, in which the
EQE is step-wise (1 above the bandgap and 0 below the bandgap)[56], V radOC is the open-circuit
voltage when the radiative recombination is unity.
The first term ∆E1 is mainly due to the mismatch between radiation from a narrow solid
angle from the sun, and omnidirectional radiative recombination from absorption above the
bandgap. Such loss is usually 0.25 and 0.30 eV and is unavoidable for any type of solar
cells. The second term ∆E2 is due to additional radiative recombination from the absorption
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below the bandgap. The absorption of sub-bandgap states, CT states in fullerene-based solar
cells, is the main contributor. The voltage loss related to the driving energy is included in this
term. In NFA blends, it is widely reported that the absorption of CT states is negligible and
CT energy is very close to the singlet, but the detailed mechanism is not fully understood.
The voltage loss related to the energy level of CT states is minimised and mainly comes
from non-ideal absorption. The third term ∆E3 comes from non-radiative recombination,
where EQEEL is the electroluminescence efficiency under LED working regime under dark
condition. The relationship between the electroluminescence efficiency and the non-radiative
voltage loss is
qV non-radOC =−kT ln(EQEEL) (2.63)
This equation supports the argument that a good solar cell needs to be a good LED.
A reduction in the energetic offset between singlet and CT states was measured to
increase the electroluminescence efficiency.[78] Recent high-efficiency devices show quite
overlapping EL emission in the blend with the spectrum taken from the pristine material.[78]
This was also observed in low-offset fullerene-based OSCs[94], then this observation is not
inherent to NFA-based blends. From such observation, improving the PLQY of individual
component, for the first time, becomes important for organic solar cells.[39] In fullerene-
based blends, the reason for non-radiative recombination is related to the rich intramolecular
vibrations at carbon-carbon frequency of organic semiconductors.[95] However, the situation
in NFA-based blends is still unclear.
2.3.6 Single Component Organic Solar Cells
The adoption of BHJ structure has been quite successful, dominating the top-efficiency device
performance of organic solar cells. The single-component organic solar cell (SCOSC) has its
intrinsic advantage of being stable and resistant to change in phase separation in BHJ. For
photophysics study, it offers a unique platform to study the structure-function relationship in
organic solar cells.
The concept of BHJ is also introduced in SCOSC where the electron donor and acceptor
is linked by a covalent bond or a chain as the linker. Depending on the linker position,
these molecules can be divided into diblock conjugated polymers (on the backbone) and
double-cable conjugated polymers (on the side chain). Double-cable conjugated polymers are
easier to synthesise and the optoelectronic properties can be tuned as well. The central aim
for morphology optimisation is to separate the strongly bound exciton, and collect the free
charges to the electrode before recombination, similar to the BHJ layout. Molecular packing
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and crystallisation are important to form the channel for charge transport and suppress charge
recombination.
This field is not as much studied as the BHJ, and the device efficiency is still relatively
low at 6.3%.[96] Currently, both donor and acceptor components need to crystalline to form
proper phase separation and the selection of moiety is quite limited. Future advances in
molecular synthesis will probably lead to higher efficiency devices, and understanding the
photocurrent and photovoltage loss is necessary.
2.4 Photophysics of Organic Solar Cells
For BHJ OSCs, the photocurrent generation is a multiple step process, which usually involves
the light absorption, exciton generation and diffusion, charge transfer and charge generation,
charge recombination and charge collection. The voltage loss, as discussed earlier, is mainly
related to the driving force to generate CTSs, and charge recombination loss via the CTSs. In
fullerene-based blends, a certain driving energy is necessary otherwise the charge generation
efficiency significantly drops[97–99, 94] with one exception reported.[100] Therefore, there
is usually a trade-off between high photocurrent and high photovoltage in fullerene-based
OSCs. However, efficient charge generation under a small (even negligible) driving force has
been easily observed in many NFA-based blends.[78, 101–106] The community is still not
clear whether the tolerance to the driving energy is specific to some properties of NFAs, or
just benefiting from their energy level alignments.
In the following sections, we will briefly introduce each photophysical process and
discuss their potential opportunities and challenges, particularly for emerging NFA blends.
For a detailed review on the photophysics of fullerene-based OSCs, readers are directed to
recent reviews from different perspectives, such as interfacial states[107–109], theoretical
models[110, 111], as well as some comprehensive discussion.[112, 113] Reviews on NFA-
based OPVs are quite limited and more experiment data is still needed.[114, 115]
2.4.1 Exciton Diffusion
Exciton can hop from one molecule to another via non-radiative energy transfer with a typical
lifetime of nanosecond, and a diffusion length of 5-20 nm in amorphous and polycrystalline
organic semiconductors.[116, 117] Such short diffusion lengths intrinsically limit the direct
use of these strongly bound electron-hole pairs in photovoltaic applications. If the exciton
diffuses to the interface before its recombination to ground state, it has chance to be disso-
ciated to generate free charges. Otherwise, it will decay to the ground state via radiative
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or non-radiative recombination. Some other unlikely competing channels include singlet
fission and intersystem crossing. This initial competition between exciton recombination,
and exciton diffusion and dissociation determines the initial efficiency for charge generation.
Morphology plays an important role in determining the fate of excitons. There are usually
three phases in the polymer:fullerene BHJ: mixed phase, D phase and A phase. When donor
and acceptor forms intermixed phase, there is no need for long exciton diffusion to find the
interface where ultrafast generation of charge carriers occurs. For excitons generated in the
pure phase, slow exciton diffusion may result in slow charge generation.
For NFAs, the exciton diffusion length can be higher, between 20 nm and 50 nm [40],
with the exciton diffusion coefficient higher than 2×10−2 cm2 s−1 and being activationless.
This is due to enhanced long-range energy transfer, rising from planar molecular structure,
aligned molecular packing and higher chromophore density.[40] This results in exciton-
exciton annihilation at very low excitation density. The lifetime of the single molecule can be
obtained from a polysterene:molecule matrix where intermolecular interaction is minimised.
The single exponential fitting can give lifetime longer than 100 ps. In the blend, donor
and acceptor tend to aggregate and the formation of the intermixed phase is less seen from
the sub-bandgap absorption spectrum. particularly for the low-offset blends, whether a CT
absorption band exists or not is still an open question.
We measured the exciton diffusion length of PBDB-T to be 10±3 nm using photon action
spectra. Details can be found in Section 7.10. For other methods to determine the exciton
diffusion length, please refer to the recent review papers. [116, 117].
2.4.2 Energy Transfer
Energy transfer is an important mechanism to direct the energy flow, for example, in natural
photosynthesis. In organic solar cells, energy transfer happens from a high-bandgap material
to a low-bandgap material. In fullerene-based blends, charge transfer is quite often observed
but some reports also argue that ultrafast energy transfer between P3HT and PCBM occurs
before the hole transfer process[118]. In state-of-the-art NFA-based BHJs, where the donor
and acceptor absorb light in different regions, ultrafast energy transfer is also observed.[1] The
following charge separation is more important to determine the overall device efficiency.[119]
In particular in ternary blends when multiple interfaces exist, the control of exciton and
charge flow is more complex.[120–123]
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2.4.3 Charge Transfer and Charge Separation
Charge transfer is the key process to break the bound excitons to form extractable free carriers.
Charge separation process is widely believed to consist of the initial dissociation of excitons
(charge transfer, CT) at the D-A interface or near the interface[124] forming an intermediate
CTS (electron-hole pair at the interface), and the following separation into free charges
(charge separation, CS). The former process (electron transfer[50] or hole transfer[125]) is
closely related to energy levels of blend materials and happens in less than 100 fs while the
time scale of CS process is within 1 ps both in BHJ[126, 127, 30] or bilayer[128] devices
with a critical separation distance of ∼4 nm[127, 129].
To investigate charge separation mechanism, morphology, electric-field and temperature
dependent studies are performed with various electrical and optical characterization tech-
niques. However, there is still no single model capable of reconciling all these observations.
In the following content, several models are discussed including their strengths, weaknesses
and related experimental evidence.
When considering CT states manifold, the lowest-energy or relaxed CT state is so-called
a “cold” CT state. This cold CT state can be formed directly through sub-bandgap excitation
or thermalisation after electron or hole transfer.
In the widely used Onsager-Braun model[130–133], this CT state is the only precursor of
the free charges and dissociates when undergoing a diffusive walk. The dissociation yield
φ(F,T ) of CT states into free charges critically depends on the trade-off between temperature
and field-dependent dissociation rate kd(F,T ) as well as the decay rate k f = 1/τ , where τ is
the lifetime of CT state,
φ(F,T ) =
kd(F,T )
kd(F,T )+ k f
(2.64)
where F is the electric field and T the temperature.
This theory can fit the current-voltage response[134–136] in organic solar cells. The
inconsistencies sometimes arise from the fitting parameter, for example in mobility-lifetime
product (not shown here), is extremely large. In the context of physics, the assumption of
thermal equilibrium between CTSs and free charges is incompatible with the observation
of charge separation on the ultrafast timescale. The dissociation field formula is in sharp
contrast with the reported electric field and temperature-independent charge generation
observations[38] in time-resolved experiments.
Rather than consider one state in Onsager-Braun model, the manifold CT states should
be included in the dissociation model. The excess energy depends on the energy difference
between electron affinities of the acceptor and ionization potentials of the donor and is usually
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defined as below or between LUMO levels.
∆GCS = Eg− (IPD−EAA) or ∆GCS = LUMO(D)−LUMO(A) (2.65)
In the context of cold dissociation, this excess energy would dissipate and does not influence
charge separation at all. Strong supporting evidence comes from the similar internal quantum
efficiency of sub-bandgap photon with high-energy excitation[137] and from efficient charge
generation from sub-bandgap excitation in both steady-state measurement[138] and time-
resolved measurement[139, 140].
Different from dissociation from relaxed CT states, vibrationally hot CT states can also
dissociate into free charges, termed as “hot dissociation”. Even though the excess energy
dissipated in the initial CT process hardly influences charge transfer[141, 142], it might facil-
itate the charge separation process[143]. The timescale for hot CT relaxation was reported
within 1 ps by recent photocurrent measurements[144, 30] and terahertz spectroscopy[141],
setting the competition time for efficient charge separation from hot CT states[142, 145, 146].
There are various ways to explain how this excess energy influences the dissociation
of the interfacial CTS. For example, excess photon energy, inheriting[142, 145, 147] from
ultrafast CT into hot CTSs by surpassing exciton relaxation, is supported by internal quantum
efficiency measurements [142, 148, 149], Transient Absorption Spectroscopy (TAS)[144],
fast PL[145], two-dimentional electronic spectroscopy (2DES) [147] and PPP [97], leading
to faster electron transfer rate and higher charge generation. On the other hand, time-delayed
collection field (TDCF) on a 10 ns time resolution also suggests that excess photon energy
does not increase current density in BHJ devices, although the time scale is too slow to make
relevant observations on exciton relaxation and ultrafast charge transfer.[150] The general
conclusion is that large excess energy is not necessarily needed for efficient charge generation
in some systems. In this way, the reduction of energy offset by rational material design could
potentially increase the open-circuit voltage (V OC) and the device performance.
In parallel, a number of quantum mechanical models have been proposed, where the
electronic dynamics is determined by delocalisation and vibronic effects[30, 151, 152]. There
are various forms of delocalisation, including intramolecular[30] and intermolecular[38, 153]
delocalisation as well as exciton delocalisation[128, 145, 154]
In the delocalisation regime, excess energy helps the charges to sample a larger por-
tion of the density of states (DOS)[155]. Some hot CTSs are delocalised, which allows
long-range electron-hole separation, lowering the binding energy of CTSs[152]. The cold
CTSs are still present[129, 156] and are proposed to act as trap states[153, 157], which
geminately recombine into ground states without contribution to charge generation yield at
early time[142].
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Intermolecular delocalisation consists of hole delocalisation and electron delocalisation.[111,
153] Several recent studies focus on electron delocalisation from fullerene clusters and its
influence on CTS energies[127, 38, 146, 156, 158, 159]. One important step is the model by
Savoie et al. proposing the direct coupling between excitation and fullerene acceptor[38].
Fullerene aggregation changes the availability of CS states, thus energy level alignment is
possible. The direct branching between the S1 → CT and S1 → CS channels[129, 142, 153]
rules out the CTSs as the free charge precursor. Another possible explanation could be the
hybridisation of absorption of donor component and hot CTSs[156, 160, 161]. However,
some evidence opposes the direct coupling model.[136]
Recently, long-range charge separation has been explored by various spectroscopic
techniques. By tracking the time-resolved electro-absorption signal composed from TAS,
Gelinas et al.[127] observed ultrafast long-range charge separation within 40 fs. This
“ballistic” charge generation could be explained by their simulation based on delocalised or
fully coherent dynamics. In another study, by monitoring molecular conformation dynamics
by time-resolved resonance-Raman spectroscopy, the structural evolution of the polarons
was not seen between first 300 fs and the following 50 ps[126], suggesting long-range charge
separation within 300 fs. However, long-range charge separation was not observed in electric
field-induced second harmonic experiment[162], which might be due to the nature of the
microscopic probe.
The role of entropy in charge separation has received increased investigation.[163–165]
With time-resolved two-photon photoemission spectroscopy, Monahan et al.[165] observed
e-h pairs climbing up the Coulomb potential within 100 fs. The increase in entropy came
from larger DOS, which compensated the increase in enthalpy. Feng et al.[163] investigated
the entropy by considering the temperature-dependent nature of entropy in a free energy
diagram.
In the NFA-based blends, the striking feature is the efficient charge generation under
low driving energy.[10] Energy level alignment brings the energy of CTS closer to the local
exciton (LE) state. As the electronic coupling between CTS and ground states changes the
radiative and non-radiative rate to the same degree, the overall EL efficiency does not change.
To explain the EL efficiency, another state, LE state, and its associated coupling with CTS
must be included.[166] Hybridisation of CT and LE states rationalises the improved EL
efficiency of CTSs by intensity borrowing mechanism from more luminescent LE state.[39,
167, 168]
Charge generation is a convolution of exciton diffusion and charge transfer. Exciton
diffusion does not seem to become a limiting factor, and the observed slow charge generation
is assigned to slow charge transfer.[39] Experimental evidence in the literature mainly comes
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from a slow rise of the donor GSB when exciting the low-bandgap NFA. This donor GSB
rise in some papers is shown to correlate with the decay of the acceptor GSB.[169] However,
we note that hole transfer from A to D should not give a decay in acceptor GSB. A more
reasonable explanation should consider the overlapping features in that region, where acceptor
polaron possibly also contributes.
To further increase the device voltage output, there is interest to understand where is the
limit for the energetic offset and non-radiative recombination loss. Blends with zero HOMO
offset has shown efficiency over 10% with a hole transfer rate of several ps.[169] Even a
negative HOMO offset still shows a slow hole transfer at 400 ps (offset = -50 meV)[169]
and device efficiency of 6.6% (offset = -30 meV)[170]. A recent study blending a polymer
with various ITIC derivatives gives decent device efficiency (>10%) with a HOMO offset
greater than 150 meV, while the device efficiency with IEICO derivatives only gives 2.76%
and 0.25% at a HOMO offset of -100 meV and -20 meV, respectively.[171] Non-radiative
recombination loss is linked with the low-offset from the hybridisation picture[167, 168].
However, in high-offset blends, small voltage loss below 0.6 eV can also be achieved[172].
Currently, non-radiative recombination loss as low as around 100 meV can be achieved
when the energy of CT state is high (∼2.5 eV).[46] It is still a challenge to achieve low
non-radiative recombination loss (∼100 meV) at low energy level of CT states (∼1.5 eV).
Charge generation mechanism remains the central topic to understand the operation of or-
ganic solar cells. Many questions remains open in NFA-based OSCs, and future temperature-
dependent and field-dependent will probably undercover more underlying physics.
2.4.4 Geminate Recombination
After charge transfer, the electron and hole on different materials are still Coulombically
bound to each other. The transition from this CT state to the ground state before its separa-
tion is defined as geminate recombination. In many BHJ blends, geminate recombination
represents an important loss mechanism, in particular at short-circuit condition where the
non-ideal EQE arises primarily from geminate recombination[173–175] as the nongeminate
recombination at solar illumination is very low[176].
From spectroscopic measurements, geminate recombination, a monomolecular event, is
identified from the fluence independence of charge population. The dissociation of geminate
charge pairs is often assumed to be a diffusive event, described by Onsager theory as
mentioned earlier. The decay curve can be a single exponential[174], or non-exponential
if this geminate pair diffuses along the interface. In fullerene-based solar cells, geminate
recombination is usually not significant as long-range charge separation leads to free carriers
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directly. In NFA-based OSCs, geminate recombination represents an important loss channel.
This loss is also related to which component is initially excited.[177]
2.4.5 Nongeminate Recombination
In addition to geminate recombination, another important loss mechanism is nongeminate
recombination mainly from the recombination of charge carriers from different excitons in
BHJ.[178] This process is also called bimolecular recombination, referring to a reaction
involving two distinct species. At open-circuit condition, the total field imposed by the
electrodes and the external field tends towards zero, resulting in a slow charge collection
time and thus a higher charge-carrier density in the active layer. Nongeminate recombination
are more likely to occur and all the carriers finally recombine to the ground state. These
slow events can be measured with transient absorption[179], TDCF[150], and transient
photovoltage[180]. Nongeminate recombination is very complex, and may relate to the
domain purity, vibration, morphology and so on.[181, 95]
An equilibrium between free carriers and CT states determines the open-circuit voltage.[182]
From another perspective, multiple separation and recombination events happen within the
lifetime of these excited states[183]. Such equilibrium can be changed upon temperature and
is used to probe the binding energy of CT states.[184, 46]
Nongeminate recombination can generate multiple excited species, in particular triplet
CT states, and the following local triplet states. As the lowest excited states, triplet states
can be an important loss channel in some fullerene-based blends[185, 179]. There is one
report on triplets in NFA-based blends, but assignment of local triplet and CT states is ill
defined[186, 187]. Long-lived PL, matching the EL spectra of OSC blend, has been observed
and interpreted from radiative recombination of reformed CT states.[188] This concept has
not been heavily explored and merits future efforts.
Chapter 3
Experimental Methods
3.1 Steady-State Spectroscopy
3.1.1 UV-Vis Absorption Spectroscopy
Spectroscopic studies often start with the measurement of steady-state absorption. UV-Vis
absorption spectroscopy is a standard technique to probe optical transitions in the ultraviolet
and visible region of the spectroscopic spectrum, where semiconductors absorb light. The
absorption of samples, such as solutions and films, is measured on a UV-Vis Spectrometer
(HP 8453, Figure 3.1), covering the spectral range between 190 nm and 1100 nm. To correct
the background signal, the absorption of pure solvent (or spectrosil quartz for the solid-state
sample) is also needed to be measured.
Cuvette/Spectrosil quartz
Source lens
Slit
Grating
Shutter/stray
Tungsten
lamp
Deuterium
lamp
Source lens
Photodiode
array
Fig. 3.1 Schematic diagram of the Agilent HP 8453 UV-Vis absorption spectrometer, adapted from
the user manual.
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For solution samples, the relationship between the measured absorbance (A) and the
molar extinction coefficient is the Beer-Lambert law,
A = εcl (3.1)
where ε is the molar extinction coefficient (L mol-1cm-1), c is the sample concentration
(mol L-1) and l is the light path. The thickness of the used cuvette is usually 1 mm (110 QS,
Hellma). For solid film measurements, the film is spin-coated on top of an optically trans-
parent quartz spectrosil. The absorbance together with the film thickness can be used to
calculate the excitation density (cm-3).
From the absorption spectrum, one important message we can determine is the absorption
onset, ie. the bandgap. We take NCBDT as an example, a small molecule that will appear
often in later chapters. Figure 3.2 shows its absorption spectra taken from the solution and
the solid state. The absorption onset in the solid-state film is determined to be around 845 nm
(1.46 eV), seen as the red line. It is clear that this fitting is not perfect, mainly due to disorder
in organic semiconductors. The spectrum of film absorption is shifted from the spectrum
of solution, possibly due to the energy stabilisation from the polarisation effect in dimer or
formed aggregate in the solid state. The spectral shape is modulated by the vibronic coupling.
We convert the absorbance from wavelength (nm) to energy (eV) in Figure 3.2 (b). It should
be noted that Jacobian correction should be applied as the signal after grating is taken per
wavelength.[189] The decomposition of the whole spectrum into multiple Gaussian peaks
works very well, but the peaks are not equally spaced probably due to multiple vibration
modes, such as C-C (150 meV) and C=C (200 meV) stretching modes. From the amplitude
of Gaussian peaks for 0-0 and 1-0 transitions, the estimated Huang-Rhys factor is S = 0.27,
signifying a small relaxation energy λ as S = λ/h¯ω .
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Fig. 3.2 Absorption of NCBDT in wavelength and energy scale. (a) The absorbance spectrum of
NCBDT film and solution using nm units; the bandgap is determined to be at around 845 nm. (b) The
absorbance spectrum of NCBDT film in eV unit; the spectrum is well fitted with multiple Gaussian
peaks.
3.1.2 Photothermal Deflection Spectroscopy
UV-Vis absorption is not capable of measuring samples suffering from scattering, interference
or low absorbance. Scattering is an issue when the roughness of material is comparable to the
light wavelength, in particular in nanoparticle systems, or uneven surfaces. Low absorbance,
due to a small transition dipole moment, is often seen in sub-bandgap transitions, forbidden
transitions or some trap states.
To complement the limitation of UV-Vis absorption, a more advanced technique called
photothermal deflection spectroscopy (PDS) developed around 1980[190], uses the heat emis-
sion from non-radiative relaxation processes to detect the absorbed light. More explanation
is in the next paragraph. PDS is not only immune to optical effects such as interference and
scattering, but also capable of measuring absorbance down to 10−5.
Figure 3.3 illustrates the principle of PDS measurements. Films spun on quartz substrates
immersed in an inert liquid FC-72 Fluorinert® (3M Company) are used for the measurements.
A modulated monochromatic beam as pump light shines on the sample, which after absorption
produces a thermal gradient near the sample surface through nonradiative relaxation induced
heating. This results in a refractive index gradient in the area surrounding the sample surface.
Another fixed wavelength CW laser, acting as the probe beam, passed through this refractive
index gradient, causing a deflection detected by a photo-diode and lock-in amplifier, which is
proportional to the absorbed light at that particular wavelength. Scanning through different
excitation wavelengths with a grating generates the complete absorption spectrum.
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The sharpness of absorption tail is quantified as the Urbach energy, which is correlated
with the materials’ aligned morphology, representing the degree of disorder. Conjugated
polymers are naturally disordered semiconductors with a high Urbach energy, but some
exceptions exist, for example one high mobility polymer was shown to havea low Urbach
energy.[191]
Fig. 3.3 Illustration of PDS measurements. Broadband light from xenon light was dispersed through a
monochromator into a narrow-band beam. The beam is modulated by a chopper and then sent onto the
sample area. The probe light from He-Ne laser transmits through the area near the sample surface, and
the refractive index gradient deflects the light, which is measured by a photodetector. The electronic
signal is amplified and red out through a lock-in amplifier at the chopper frequency. Figure from
[192].
In organic solar cells, PDS is capable of measuring low-absorbing CT states at the D-A
interface. This peak can be quite obvious as a shoulder when CT state is well separated in
energy from the singlet state, for example, in fullerene-based OSCs.[193] However, in recent
NFA-based OSCs where CT state are almost energetically in resonance with singlet state, the
detection of CT absorption becomes difficult and the assignment of species is tricky. The
hybridisation effect which introduces electronic coupling between singlet state and CT state
[167] seems to suggest that the absorption may look like a single state.
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3.1.3 Photoluminescence
After the absorption of photons, the excited states can return to the ground state by emitting
a photon at a lower energy. Photoluminescence spectroscopy enables us to probe the
nature of these emissive transitions. The high spectral resolution (down to 1 nm), a wide
detection window (<1 ps to ms) and a high dynamic range can observe subtle spectral
shift in the emission lineshape over time, enabling assigning different emission species and
understanding the photophysics of the studied system.
In organic systems, emission generally occurs from the lowest vibrational level of the
excited state (for example, fluorescence from the singlet state or phosphorescence from the
triplet state). This state usually undergoes radiative transition to the vibrational levels of the
ground state, resulting in a ’mirror image’ of the absorption spectrum. There are two main
set-ups for PL measurements. A commercial FLS 980 spectrometer (Edingburgh Instruments)
with excitation mode and emission mode, covering 200-870 nm (R928P PMT detector) and
NIR region up to 1.65 µm (InGaAs detector). The other set-up is home-built with a grating
spectrometer (Shamrock SR-303i, Andor) equipped with visible and NIR detectors, and is
mainly used for measuring PL quantum efficiency as well as temperature-dependent and
magnetic-dependent PL.
Photoluminescence quantum yield (PLQY) quantifies the luminescent efficiency of a
material, the ability of turning absorbed photons into emissive photons. A method developed
by deMello et al. in our group two decades ago was widely used in the community.[194, 195]
This method uses the integrating sphere coated with a diffusely reflecting material that can
measure the amount of light in the sphere, irrespective of its angular distribution. As shown
in Figure 3.4, three measurements are performed: one with the laser hitting the sample inside
the sphere, a second one where the laser is not directed onto the sample, and a third one when
the sample is absent in the sphere. By comparing the laser and emission spectra from each of
these three measurements, the number of photons absorbed and emitted by the sample can be
determined.
From the above procedure, PLQY measurement does not seem to be difficult, but to get
reliable data is not easy. There are several issues that need to be considered.
1. Stability. Our calculation assumes that the laser intensity does not fluctuate in the
measurement period. For three sub-measurements, it can take roughly one minute.
A small variation can cause some uncertainty in the final value, in particular, for
samples with close-to-unity PLQY, sometimes leading to PLQY values of >100%. The
stability is also important for fluence-dependent measurement, which takes a longer
time to finish. The laser performance degrades during usage and greatly influences
its stability and the accuracy of the measured data. One easy way to minimise this
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Blank substrate
Fig. 3.4 Illustration of deMello method to measure PLQY. 1. The laser beam directly hits the blank
substrate. 2. The laser directly hits the sample. 3. The sample is indirectly excited by the diffused
light. Adapted from [196].
effect is to couple some light out to a detector and monitor the power stability; to
remeasure the data is the simplest solution, when there is a sudden change in power
during measurements,
2. Calibration. The measured spectra is usually calibrated by a broadband light source,
(SLS201L, ThorLabs). The calibration file will change if anyone touches the connec-
tion fibre, the grating setting, or used filters. This becomes more serious when different
configurations are used, such as low-temperature measurements. One can fix these
settings and update the calibration file at a certain period. The best practise is to record
the calibration file in the measurements every time.
3. Contamination. The integrating sphere can be easily contaminated, in particular
by solution samples. Careful background check should be performed before any
actual measurement. Magnet is a good way to fix the solid-state film sample onto the
holder. The holder should be wrapped with non-luminescent materials, such as PTFE.
Repainting the integrating sphere is not cheap and takes time.
The uncertainty of deMello method depends on the PLQY itself. For efficient emitters
(PLQY > 90%), the way that it calculates the absorption puts a large uncertainty on the
measured value. Recently, Salleo et al. has developed a new method capable of measuring
PLQY of quantum dots at 99.6±0.2%.[197]
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High PLQY is an important quantity to screen organic materials for light emission
application. Top performing organic materials have reached close to 100% PLQY through
rational design of molecular structure. In contrast, materials for donor:acceptor photovoltaic
blends generally have a PLQY around 1-5%. This low value is believed not to be a problem
as long as the eventual charge generation is efficient. However, this paradigm has been
changing when the CT state can be brightened via intensity borrowing from the singlet state.
A rational strategy is still absent to obtain both strong light absorption and efficient light
emission of organic materials.
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3.2 Time-Resolved Spectroscopy
3.2.1 Time-Resolved Photoluminescence Spectroscopy
Time-resolved photoluminescence (TR-PL) spectroscopy provides information about the
radiative recombination lifetime from excited states and shows dynamics that is averaged out
in the steady-state measurement. The steady-state PLQY can be expressed as the ratio of
radiative recombination rate (krad) and non-radiative recombination rate (knon-rad),
PLQY =
krad
krad+ knon-rad
(3.2)
TR-PL gives the total decay rate krad+ knon-rad. Together with the measured PLQY, the
intrinsic krad can be calculated.
In our lab, we have three different time-resolved set-ups to cover different time windows.
For the very early time (<100 ps), we used transient grating photoluminescence spectroscopy
developed by Justin Hodgkiss et al. [198] with a time resolution of ∼100 fs. Time-correlated
single photon counting (TCSPC) is a widely used technique that can cover 300 ps-200 ns
and intensified charge-coupled device (iCCD) can record until 1 ms.
TCSPC is a very robust technique to measure the decay curve of light emission. It counts
the timing of single-photon emission starting from periodic pulse excitation. The random
single photon emission by virtue of quantum mechanism is detected by a photomultiplier
tube. Micro channel plate then amplifies the weak signal of single photon emission. The
probability of receiving two photons per cycle needs to be low otherwise pile-up effects will
distort the decay curve. This condition is met simply by reducing the light illumination on
the sample. In practice, the ratio of detected emitted rate should be at most 1 to 5% of the
excitation rate. The time resolution is influenced by the laser pulse, detector timing error, and
associated electronic and optical components, characterised by instrument response function.
In our setup, the resolution is ∼ 100 ps. The data noise comes from Poisson noise statistics
which is square-root of the data point so that the noise on each data point is different. This
has big consequences for the numerical analysis as each data point needs to be properly
weighted. This also gives a high dynamic range typically at 104 : 1. Three laser heads at 371
nm, 407 nm, and 470 nm (PicoQuant) are available to be used as the excitation source.
In contrast to TCSPC, iCCD is a 2-dimensional detector array that measures the whole
spectrum at once. The detection range depends on the photodetector type. For the enhanced
visible one, it can easily cover 350 nm to 900 nm, even to around 1100 nm. Although
the time resolution (∼2 ns) is poorer than that with TCSPC, this set-up can measure up
to 1 ms over a dynamic time range of 6-8 magnitudes, making it the preferred technique
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for measuring long-lived PL. Due to the gated amplification of the signal, iCCD is able to
selectively enhance PL signals at a given time delay, signals that TCSPC would not be able
to resolve. The excitation light comes from a NOPA seeded with a Ti:Sapphire ultrafast
laser. The pump light pulses from the NOPA, at a 1 kHz repetition rate. The collected PL
is focussed onto the slits of the spectrograph (Shamrock 303i, Andor) coupled to an iCCD
(iStar DH740, Andor).
3.2.2 Transient Absorption Spectroscopy
TR-PL is only sensitive to bright or emissive states. For non-emissive species, like triplet
states or polarons, we can also find ways to detect them by monitoring them in the excited
state. The UV-Vis spectrum gives the optically allowed absorption from the ground state
(S0) to higher-lying state (Sn). Excited states, such as singlets, triplets or polarons, can be
optically excited to even higher energy states. This type of absorption has different spectrum
from the ground-state absorption. In consequence, every electronic state has its own distinct
and characteristic spectrum of absorption and emission, depending on the nature of the state
and the DOS. This excited-state absorption measurements are called transient absorption
spectroscopy (TAS).
The commonly observed features include ground state bleach (GSB), stimulated emission
(SE), and photo-induced absorption (PIA). As shown in the bottom figure in Figure 3.5,
all these individual spectra contribute to the overall measured signal. By comparing and
analysing the temporal evolution and spectral features, the whole spectra can be decomposed
into these individual absorption features and further related to the corresponding electronic
states. Due to the principle of TAS measurements, i.e. by comparing the transmission
spectra of excited and unexcited sample, the fraction of states being monitored typically
ranges between 10-2 and 10-5. Depending on the absorption cross-section, the ratio of real
population can be worked out.
Using a broadband probe light, its transmission through the sample is recorded with (Ton)
and without (To f f ) the pump pulse. The difference in transmission (∆T ) after normalization
by To f f generates the relative pump-induced change, originating from the creation of excited
states and depopulation of the ground state.
∆T
T
=
Ton−To f f
To f f
(3.3)
The delay between the pump and probe light is either mechanical (typically between ps and
ns) or electronic (typically between ns and ms).
68 Experimental Methods
Stimulated Emission
SE
Ground State Bleach
GSB
S0
S2
S1
Energy
∆T
/T
0
1
2
3
4
5
...
0
1
2
3
4
5
...
0
1
2
3
4
5
...
S0
S2
S1
0
1
2
3
4
5
...
0
1
2
3
4
5
...
0
1
2
3
4
5
...
Photo-Induced Absorption
PIA
S0
S2
S1
0
1
2
3
4
5
...
0
1
2
3
4
5
...
0
1
2
3
4
5
...
Fig. 3.5 Spectral signatures of optically allowed transitions of a singlet exciton, including ground
state S0 and excited state S1 and S2 as well as their vibrational levels. The GSB (blue) originates from
S0→Sn transition, and the inverse process S0←S1 contributes to SE (green). The PIA signal results
from S1→Sn transitions, usually in the lower energy. Due to their origin, GSB and SE is positive in
∆T/T and PIA is negative. Figure from Dr. Andreas Jakowetz, used with permission.
The main features, like GSB, SE and PIA, have different origins. GSB comes from a
change in ground-state population. After excitation, i.e. depopulation of the ground state,
the transmitted probe light is less absorbed and the transmission difference gives a positive
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signal and is similar to the ground-state absorption spectrum. GSB disappears only these
excited state recombine to the ground state, thus GSB cannot differentiate singlets, triplets
and polarons. SE appears only after the formation of excited state. The SE spectrum is
similar to the PL spectrum and is usually related to the first excited singlet state S1, giving
a negative signal on the transmission. It is notable that SE can also be observed from CT
states, which may have singlet character.[199] PIA signature, usually in the red to IR region,
is not present when the molecules are in the ground state, thus gives a negative signal after
transmission. Like GSB, all excited states can contribute to the PIA signal. However, they
are likely energetically separated and have different decay kinetics, providing a convenient
way to assign excited-state species.
Stark effect is a type of signal that does not arise from certain states, but from the shift
in absorption in the presence of the electric field. This field is in nature electron-electron
interaction from the Coulomb interaction of separating electrons and holes, influencing the
surrounding medium. The most significant signal is S0→S1 transition, giving the shape
of the first derivative of the steady-state absorption spectrum. This effect recently has
received much attention as a sensitive probe to visualise the charge separation in organic
solar cells.[127, 200]
Pump-probe spectroscopy in this thesis is performed in two labs, Friend Lab in Cambridge
and Durrant Lab in Imperial College. For the Imperial setup, ultrafast pulses at ∼800 nm
from a regenerative Ti:Sapphire amplifier system (Spectra Physics, Solstice) were sent
into TOPAS-Prime (Light Conversion) to generate tunable pump pulses (∼355-2600 nm).
Another portion was sent into a delay stage. Both beams are then sent into a commercial
compact transient absorption spectrometer (HELIOS, Ultrafast Systems). The delayed 800
nm light generates broadband probe pulses (∼800-1500 nm) using a substrate made of
yttrium aluminum garnet. Part of the probe light was split and used as the reference to reduce
pulse amplitude fluctuation. Both probe and reference beams are sent into their corresponding
fibres and measured with spectrometers. The beam size of pump and probe pulses were
estimated to be ∼0.5 mm2 and the time resolution of pulses to be ∼200 fs.
The setup in Cambridge is more complex. After white light generation, the probe light
needs to transmit via a long distance before arriving at the sample. This transmission
attenuates the light significantly thus the low intensity on the detector cannot fully use its
dynamic range. We amplify the white light using the home-built broadband non-linear optical
parametric amplifiers (NOPAs).[201] Part of the fundamental light at 800 nm between 5 to
10% is tightly focused into a c-cut sapphire crystal, generating the broadband white light (as
seed) via self-phase modulation. The majority of the 800 nm light is doubled in frequency,
via transmitting through a β -barium borate (BBO) crystal (θ=29.2◦). This intense 400 nm
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is used as the pump light. Both pump and seed light are focused into another BBO crystal,
separated by a shallow angles depending on the desired spectral range. To amplify the visible
region, BBO with θ=31.3◦ is used; for NIR region, we use BBO with θ=29.2◦, depending on
the crystal phase-matching curves. The probe spectrum is at best to overlap with the sample
absorption so that similar light intensity on the detector can give a good signal-to-noise ratio
in a broad spectral range. The probe light from NOPA outputs are equally separated into two
parts, one of which serves as the actual probe light and the other being a reference light to
calibrate the shot-to-shot fluctuation of the setup.
Narrow-band pump pulses are generated from a TOPAS (Light Conversion) via co-linear
combination of optical pulses using non-linear mixing crystals. The light can be tuned
between 190 and 2600 nm, maintaining the time resolution of around 100 fs. For shorter
light duration, a broadband visible NOPA is first applied to generate a broadband spectrum.
The following compression via a pair of dielectric chirped mirror (Layertec 109811) can
achieve sub-40 fs time resolution. To further reduce the duration, a combination of chirped
mirror and a spatial light modulator can achieve sub-20 fs.[202]
The time resolution needs to be compatible with the precision of delay stage. For ps-ns
time delay range, a linear servo motor stage (M-IMS300CCHA, Newport) with 0.7 fs step
resolution is used; a piezo driven stage with < 0.2 fs step resolution (SLC-2490-S, SmartAct)
can be used for better step resolution. Longer time delay (>2 ns) is realised using an electronic
delay generation (DG 535, Stanford Research Systems) to trigger a Q-switched Nd:YVO4
laser (AOT-YVO-25QSPX, Advanced Optical Technology) as the pump source. This slow
ns laser gives the fundamental of 1064 nm, and higher harmonic wavelength (532 nm or
355 nm). To create pump-on and pump-off pulse sequence, a mechanic chopper (MC2000,
Thorlabs) modulates the light at 500 Hz, half of the laser frequency. After overlapping at
the sample position, the pump and probe pulses are dispersed with a grating spectrograph
(Shamrock SR-303i, Andor) and measured on separate visible-enhanced InGaAs detector
arrays (Entwicklüngsburo Stresing).
Pump-probe spectroscopy and its multidimensional extensions are well-developed meth-
ods to study electronic and structural dynamics of optoelectronic material systems, like solu-
tion and solid-state thin films. However, this approach also has several potential shortcomings,
such as linear response to optical pump intensity (limited resolvable signal), overlapping
spectroscopic signatures, limited spatial resolution and certain requirement on thin film
quality.[203] This situation is more severe for optoelectronic devices, such as solar cells at
working condition, and functional material at nanoscale. For organic solar cells, the various
photophysical processes span over a wide time window, for example, charge generation
to be sub-ps and charge recombination to be ns-us. However, an important intermediate
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Fig. 3.6 Schematic arrangement of the transient absorption setup. The main laser seeds two amplifier
units (either OPA or NOPA) to generate pump and probe lights at 1 kHz. The pump pulses are chopped
at 500 Hz, and the probe light is delayed. Both pump and probe light are spatially overlapped on the
sample and the transmitted probe light is later dispersed and measured with a detector array.
state, charge-transfer state, has the same spectroscopic signature as charge-separated states.
Electro-absorption, arising from the separation of CT states, is difficult to decompose. In
next section, we will introduce another spectroscopic technique that is sensitive to the bound
interfacial CT states.
3.2.3 Pump-Push Photocurrent Spectroscopy
For optoelectronic devices, one promising alternative to all-optical methods is the hybrid
spectroscopic method with electrical detection. The simplest and the most widely used
technique is photon action spectra (commonly known as external quantum efficiency (EQE)
spectra). Due to the absorption-sensitive nature, photocurrent spectroscopy does not suffer
from scattering and reflection artifacts. The main limitation is that the steady-state technique
is not capable of time-resolving the dynamics of excited states.
Using photocurrent detection, the first work to resolve excited-state electronic dynamics
was reported by Lukin and co-workers in 1981.[204] This steady-state technique was limited
to the system where the intermediate excited states are long-lived. To observe the dynamics
of intermediate states with a shorter lifetimes, a two-pulse pump-push modification was
developed which combines the sensitivity and device relevance of electronic methods with
the excitation selectivity, and ultrafast time resolution of optical techniques.[205] Combining
the development in solid-state ultrafast lasers, a pioneering work by Frankevich et al. reached
sub-ps time resolution and observed the precursor states for charge generation in organic solar
cell.[206] This triggers a more detailed study comparing various techniques.[207] Despite
the initial success, the visible push realisations does not lead to wide application. The main
reason can be two-fold: (1) the high photon energy of visible push lights is sufficient to
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generate generate charge carriers through sub-bandgap and above-bandgap states; (2) these
strong visible light strongly perturbs the excited-state dynamics.[203]
The limitation of using high-energy push light was overcome using an IR push pulse
that is non-resonant with the absorption in the ground state.[30] This IR light can excite
the intermediate state into higher-lying states that can couple with other electronic states
via a phenomenon, called vibronic coupling. Here, we formally name it as pump-push
photocurrent (PPP) spectroscopy. This technique measures the change in photocurrent as
a result of device interaction with IR light pulse. First, the visible ‘pump’ pulse excites
the molecular system and triggers the current flow in the device. Then, an IR ‘push’ pulse
induces the change in the material system that may modulate the current flow. PPP watches
the formation and dissociation of bound interfacial CT states, providing a simple quantity
to quantify the charge-separation efficiency. This technique is later applied into quantum
dot solar cells[208], and oragnic-inorganic hybrid systems[209, 210]. Further applications
include use of a pulse pair to generate a broadband excitation of vibrational mode and see
their influence on charge transport.[211]
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Fig. 3.7 Schematic arrangement of the pump-push photocurrent setup. The main laser seeds two
amplifier units (either optical parametric amplifier or NOPA) to generate pump and push pulses at
1 kHz. The push pulses are chopped at ∼370 Hz, and the pump light is delayed. Both pump and
push light are spatially overlapped on the sample and the push effect on the device is measured
with a lock-in amplifier synced with the chopper. In organic solar cells, for example, the pump
light excites the material system and exciton forms in the organic materials. After the formation of
charge-transfer (CT) states at the donor-acceptor interface, the infra-red light can push relaxed CT
states into vibrationally hot CT states which couple with charge separated states. Some of these states
that would recombine will contribute additional photocurrent to the external circuit in the device
operation. Such total effect as photocurrent is detected, which is related to the number of bound CT
states at the interface.
Measurements in Chapter 4 and 5 were performed in Cambridge. Ti:Sapphire amplifier
system (Spectra Physics, Solstice) generated ultrafast 100 fs pulses at ∼800 nm from a
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regenerative 1 kHz. A portion of this power was taken to produce visible pump pulses (with
the energy of ∼1 µJ per pulse) at ∼540 nm through a NOPA, while another portion was used
to pump a TOPAS, generating the near-infrared push light at ∼2 µm. Pump and push pulses
were focused onto the same spot (∼1 mm2) on the short-circuited device. The reference
photocurrent (J), generated with the pump pulses, was recorded by a lock-in amplifier (SRS
830, Stanford Research System). The push pulses were modulated by a mechanical chopper
(MC2000, Thorlabs) at ∼370 Hz. This push-induced effect was detected by the synchronised
lock-in amplifier and was recorded as dJ.
The data in Chapter 7 was taken in Bakulin Group in Imperial College London. A 4 kHz
Ti:sapphire regenerative amplifier (Astrella, Coherent) generated ∼35 fs pulses at ∼800 nm
with a total power of 7 W. A portion of this was fed into an optical parametric amplifier
(TOPAS-Prime, Coherent) to generate 1140 nm which was converted into 570 nm pump
pulses by second harmonic generation in a BBO crystal. Another portion was fed into
a separate optical parameter amplifier (TOPAS-Prime, Coherent) to generate the ∼2 µm
push pulses. Both pump (1.05 µJcm−2) and push pulses were focused onto the same spot
(∼0.5 mm) on the short-circuited devices. The reference photocurrent (J), generated by the
pump pulses, was recorded by a lock-in amplifier (SRS 830, Stanford Research System) at
4 kHz. The push pulses were modulated by a mechanical chopper (MC2000B, Thorlabs)
at ∼1165 Hz, and the push-induced photocurrent (dJ) was detected by the same lock-in
amplifier.
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3.3 Data Analysis - Genetic Algorithm
Genetic algorithm is a global fitting method to decompose the overlapping spectral signatures
of various spectral species and obtain their relevant kinetics. The measured data is a 2D
data matrix M. In our model, following the principle of minimize the difference between
M another matrix M′ can be constructed from the product of species, for example, exciton,
polaron, or triplet states, represented as vectors (S =[s1,s2,s3...]), and the kinetics, basically
their evolution over time, also represented as vectors (t =[t1, t2, t3...]),
With a certain solution of the species, the relevant kinetics can be obtained
t = M−1×ST (3.4)
The 2D matrix can be constructed from the obtained kinetics t and S,
M′ = ST × t (3.5)
The fitness of a certain solution is expressed as the inverse of the difference and the
optimisation goal is to maximise the fitness level,
max
1
||M−M′|| (3.6)
To obtain the initial spectra S, if some prior information is known about the spectra,
the initial spectra can be assigned. Otherwise, random numbers will be generated to get
the initial guess. The second step, clone is to generate a larger population S1,S2,S3, ... by
copying the original spectra and adding some noises onto each of them. As you can tell from
the algorithm, we define a mutate operation, to randomly exchange digits of two possible
solutions, which forms new species S′1,S
′
2,S
′
3, .... Certain noises are added again onto each
possible solutions S1,S2,S3, ...,S′1,S
′
2,S
′
3, .... All these solutions are then sorted according to
their fitness levels. From these solutions, we only keep a certain number of solutions and
enter into another iteration of mutation. After a certain number of mutations, this loop is
over and we again select a certain number of best solutions, and save them into the clone
operation loop. Some additional penalty can be added for non-physical results in the fitness
evaluation equation. The noise level is reduced after each clone iteration, so that the solutions
can approach the convergence.
Genetic algorithm can help decompose the signal which gives a direct impression of
how species interconvert. However, it is notable that results from this algorithm should be
carefully analysed and compared to the photophysical model. In particular, when the signal
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amplitude varies by several orders of magnitude, more attention should be paid to check the
physical meaning of the spectra and kinetics.
Load & Prep
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Exit
Fig. 3.8 A schematic of the processing procedures of genetic algorithm. Load and Prep: load the data
and prepare the initial solutions and relevant parameters; Clone pop: clone a number of the remaining
solutions; Add noise: add some random noises to the existing solutions according to the set parameter;
Mutate: randomly exchange digits of certain solutions; Evolve: add some random noise again in this
loop; Sort: sort the fitness of all solutions according to their fitness level; Select: keep a number of
solutions for the next iteration and delete others; keep best: keep a number of best solutions for the
clone loop; Save: save data; Exit: exit the program.

Chapter 4
Binding Energy of Localised
Charge-Transfer States
Note: This chapter is closely adapted from the publication: J. Zhang, A. C. Jakowetz, G. Li,
D. Di, S. M. Menke, A. Rao, R. H. Friend, A. A. Bakulin*. "On the Energetics of Bound
Charge-Transfer States in Organic Photovoltaics" J. Mater. Chem. A, 2017, 5, 11949-11959.
(Reproduced from Ref. [184] with permission from the Royal Society of Chemistry.)
Device fabrication and characterisation, and temperature-dependent pump-push pho-
tocurrent spectroscopy were carried out in the University of Cambridge by J. Zhang. The
paper was written by J. Zhang supervised by R. H. Friend and A. A. Bakulin.
4.1 Introduction
Organic photovoltaic cells (OPVs) can efficiently harvest solar energy using two electron-
ically dissimilar organic semiconductor materials – namely electron donor and acceptor.
Among the best devices, mainly achieved by morphology optimisation, these materials may
partially segregate to form an interpenetrating molecular network architecture known as bulk
heterojunction (BHJ).[51, 52] In BHJ devices, generation of free carriers begins with the
absorption of a photon by the donor, usually a polymer, or the acceptor, often a fullerene.
This light absorption generates a strongly bound intramolecular electron-hole (e-h) pair,
called a singlet exciton. The energetic difference between the molecular orbitals of the
donor and the acceptor provides the driving force for the dissociation of the singlet exciton
into a pair of charge carriers - a hole on the donor and an electron on the acceptor. This
initial process is usually addressed as charge transfer (CT) (electron transfer [212] or hole
transfer [125]) and the resultant states are often called charge transfer states (CTSs) – an
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electron-hole pair separated across the donor-acceptor (D-A) heterojunction. In general, the
electron and the hole in the CTS are expected to be strongly bound together by a relatively
large Coulomb interaction of up to 350 meV.[112] However, in efficient OPV devices, most
CTSs subsequently go through a long-range (∼4 nm) charge separation (CS) process to
form free mobile carriers (separated-charge states, SC states), while some stay bound at the
interface and subsequently recombine before collection at the electrodes.
While this phenomenological picture of OPV operation is broadly accepted, the particular
molecular-level mechanism of CT, long-range CS and recombination in BHJs of organic
semiconductor materials are still subjects of discussion.[112, 213, 113, 109, 107, 108, 214–
217] Apart from the simple electrostatic attraction between carriers discussed above, the
effects of excess carrier energy, delocalisation [38, 158, 156, 127, 146, 159, 30, 142, 200,
218], and entropy contribution [163–165, 162, 219] are proposed to control the CS process
both in fullerene-based and non-fullerene systems. The interplay between these contributions
is at the core of the ongoing debate. For example, even though close-to-unity internal quantum
efficiency (IQE) is achieved in some material systems with a high driving energy [69] (roughly
the offset between the lowest unoccupied molecular orbitals (LUMO) for electron transfer),
it is still unclear where is the fundamental limitation for IQE in material systems with low
driving energy.[171] Another aspect is the importance of hot CTSs (possessing excess energy
above the lowest CTS) versus the relaxed ‘cold’ CTSs. Critical evidence for supporting
the importance of cold CTSs is the similar IQE performances in OPV devices under above-
bandgap and sub-bandgap excitations.[138, 137] At the same time, ultrafast spectroscopy
experiments indicate clear effects of hot or delocalised CTSs on long- and short-range
CS.[30, 142, 141, 145] Still, the direct evidence to support the importance of hot CTSs in
efficient operating devices is lacking.
To build a unified model of charge generation, many groups have focused on the funda-
mental properties of CTSs and addressed different aspects of photophysics of CTSs, includ-
ing energetic structures, relaxation rates and coupling to excitonic and SC states.[38, 220–
223, 110, 224, 225, 183, 226, 227] Probably the most fundamental parameter characterising
the localised (bound) CTSs is their binding energy, which can be defined as the energy
difference between the SC state and the localised CTS.[127, 228, 229] For this reason, many
different, mostly steady-state, approaches have been applied to determine the binding energy
of localised CTSs.[220, 230, 157, 231] However, these studies are difficult to compare: (i)
They use quite different photovoltaic blends; (ii) Different methods probe the binding energy
from different angles and are difficult to directly compare. Many processes are entangled
together, which increases its complexity, such as accurately measuring the energy levels of
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SC states, the fast relaxation time of bound CTSs, the influence of internal electric-field and
the dispersion of energy levels in the blends with inhomogeneous nanomorphology.
Temperature-dependent (T -dependent) measurements provide a robust tool to probe
material energetics and to achieve further insight into the charge generation mechanism,
inspiring numerous studies on the influence of temperature on CS process in various material
systems.[145, 135, 232–237, 97] The majority of these studies aim to relate the T -dependent
variation of device parameters, including mainly short-circuit current (JSC) and open-circuit
voltage (V OC) [163, 222, 238–240] with the charge generation process. The results from these
measurements have been mainly rationalised in the framework of the Onsager-Braun model
and its modifications. We note that Onsager model (which regards CTSs as precursor states
for charge generation) has many limitations and it fails to explain, for example, energetic
disorder and BHJ morphology dependence. Temperature, together with the external electric
field, is considered to be a most critical parameter in the dissociation efficiency of CTSs
(precursors for free charges).[134] Though Onsager-Braun models are able to reproduce
some experimental results, the fitting parameters in the dissociation efficiency formula are
not always consistent with other measurements or sometimes not physically reasonable.[107]
The reason for this, as some authors have pointed out, is that the steady-state photocurrent
arises from multiple T -dependent processes including exciton dissociation, charge transport,
and bimolecular recombination.[163, 134] This prevents steady-state measurements from
selectively addressing the energetics of CTSs and the early-time non-equilibrium carrier
dynamics. The issue of T -dependent extraction and bimolecular recombination (BR) can
potentially be sorted out by considering that all photogenerated e-h pairs recombine in the
open-circuit condition. In such a case, V OC might be less affected by the charge transport
process, allowing for the exclusive focus on the charge separation process at the D-A interface.
Recently, Gao et al.[113] explained the deviation from linear V OC−T relationship at low
T due to ineffective geminate dissociation. To summarise, steady-state measurements, in
and by itself, have two fundamental weaknesses: (i) The effects of CT exciton dissociation,
charge recombination and charge extraction all contribute to device performance but may
have different dependence on temperature.[138, 97] (ii) Geminate recombination (GR) and
BR cannot be easily disentangled when the integrated photocurrent is solely measured.
The above issues can be solved by looking at early-time charge dynamics, or using
techniques that are selective to bound CTSs. Previous time-resolved studies on CTSs mostly
addressed CTS emission. For example, time-resolved photoluminescence (TR-PL) using
transient grating [198] or streak camera [241] can measure radiative recombination of CTSs.
The recent T -dependent TR-PL measurements revealed quite different dynamics of CTSs
in two benchmark material systems (PTB7:PC71BM and P3HT:PC61BM)[233, 234, 242]
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supposedly coming from the differences in non-radiative CTS recombination. Using transient
absorption spectroscopy, Barker et al. observed tunneling recombination by freezing carrier
movement at cryogenic temperature and measured the e-h separation distance by fitting
the decay kinetics. [129] Overall, previous works provide many insightful case studies of
CT relaxation and report a large range of binding energies of CTSs (0 meV to 350 meV)
[112, 157, 129, 243], with the highest values close to the binding energies of the singlet
excitons. However, a systematic and selective investigation of the CTS photophysics in a
working device, which correlates the device performance with the binding energy of localised
CTSs, is still missing.
In this work, we perform temperature-dependent ultrafast pump-push photocurrent
(PPP) spectroscopy on a range of material systems based on a benchmark polymer poly[2-
methoxy-5-(3,7-dimethyloctyloxy)-1,4-phenylen]-alt-(vinylene) (MDMO-PPV) and a range
of fullerene derivatives. PPP is a device-based technique which selectively monitors the for-
mation and recombination of bound CTSs on the ultrafast (sub-ps) time-scale. T -dependent
PPP offers a possibility of overcoming the drawbacks of other methods by specifically tar-
geting the long-range CS of bound CTSs at the interface. With three different fullerene
derivatives, the role of the driving energy as well as material morphology is investigated. We
first compare the device performance, then we introduce the PPP technique by elucidating
the dynamics of bound CTSs at room temperature. Using the Arrhenius model, we extract a
single activation energy for the CTS dissociation which comes from the energetic difference
of CT states and charge-separated states, exactly the binding energy of CT states. A simple
picture with the direct branching from initially exicted excitons into bound CTSs and free
charges can qualitatively explain the observed trend. The average activation energy of 90 ±
50 meV for the charge separation process indicates the energetic similarities of bound CTSs
regardless of driving energy for charge separation (as provided by donor-acceptor energetic
offset) and material composition, in sharp contrast with the obvious trend in device efficien-
cies. We emphasise that it is not the energy of CTSs that matters; it is the population density
of the cold charge-transfer states that controls early charge separation and recombination. In
devices with a favourable morphology for charge generation and transport, most CT states
are delocalised and very few bound CTSs form at the interface, leading to a better device
performance. Our result points to the importance of minimising the number of localised
states by morphological control rather than by lowering the dissociation energy of bound
CTSs.
4.2 Temperature-Dependent PPP Spectroscopy 81
4.2 Temperature-Dependent PPP Spectroscopy
In the PPP experiment, a regenerative 1 kHz Ti:Sapphire amplifier system (Spectra Physics,
Solstice) generated ultrafast 100 fs laser pulses at 800 nm with the energy of 3.5 mJ per pulse,
which was split into two parts. One part was used to pump a broadband non-linear optical
amplifier (NOPA) to produce visible pump pulses with the photon energy of 2.30 eV (540 nm.
The other part was used to generate mid-infrared (IR) push pulses (∼2 µm, ∼0.62 eV) by
pumping an optical parametric amplifier (TOPAS, Light Conversion). The device (connected
to the external circuit outside the cryostat) was situated in a low-temperature cryostat (Optistat
CF™, Oxford Instruments). Temperature inside the cryostat was detected by a sensor of a
temperature controller (ITC 503, Oxford Instruments) and controlled by the balance between
its heat generation and the flow of helium gas adjusted by a gas-flow controller (VC41,
Oxford Instruments). This operation temperature range is between 3.2 K and 500 K.
During the experiment, the devices were measured at the short-circuit condition under
different temperatures. Pump pulses (with energy ∼1 nJ per pulse) and push pulses (with
energy ∼1 µJ per pulse) were focused onto a ∼1 mm2 spot on the device. The reference
photocurrent, J, induced by the pump pulse was detected at the laser frequency of 1 kHz by
a lock-in amplifier (SRS830, Stanford Research System). The repetition rate of the push
pulses was modulated by a mechanical chopper (MC2000, Thorlabs) at 370 Hz which was
synchronised with the lock-in amplifier to detect the push-induced photocurrent, dJ. We
note that the photophysics in the pulse mode excitation may be different from steady-state
illumination, or under different fluences. Previously, Marsh et al.[244] performed detailed
analysis on the fluence-dependence of external quantum efficiency (EQE) in P3HT:PCBM
(poly(3-hexylthiophene-2,5-diyl, P3HT) devices. In our measurements, very low fluence
(∼100 nJcm−2) and low photocurrent (<100 nA) ensure the device to work in a similar
condition as under a standard one-sun illumination.
Of course, PPP has its limitations. The most severe limitation is that this technique does
not work well for efficient photovoltaic blends, as the population of lossy states is tiny in
high-efficiency photovoltaic cells. The next difficulty is that the wavelength of the push
light is difficult to choose, partly because the photo-induced absorption of polarons in the IR
region are difficult to measure. Lastly, the signal-to-noise ratio is limited by the detection
precision of the lock-in amplifier.
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4.3 In Fullerene-based Organic Solar Cells
4.3.1 Materials and Devices
Fig 4.1(a) and (b) present the chemical structures and energy levels of the used materials,
respectively.[37] MDMO-PPV was used as the donor material which was purchased from
Merck (lisicon PDO-121). Three fullerene derivatives were chosen as acceptors: Phenyl-C61-
butyric acid methyl esters mono-PC61BM (mPCBM), bis-PC61BM (bPCBM), tris-PC61BM
(tPCBM) from Solenne BV. The bandgaps of three fullerene derivatives are similar (∼1.7 eV),
but the HOMO and the LUMO energy levels are different. This allows for the investigation
of the influence of driving energy on charge separation process. The film absorption spectra
of these materials are shown in Fig 4.1(c) and the blend film absorption data are shown
in Fig 4.1(d)-(f). The advantage of MDMO-PPV is that its electronic energy levels have
negligible change when the fullerene weight ratio changes [37]. It is well mixed with
fullerenes and forms different morphologies of intercalating polymer/fullerene network in
the studied blending ratios (1:1, 1:2 and 1:4). In 1:1 D-A blend, there is not enough fullerene
to form aggregates, but in 1:4 D-A blend, fullerene aggregates form.
Table 4.1 Key device parameters of MDMO-PPV as the donor and three fullerene derivatives
(mPCBM, bPCBM and tPCBM) as the acceptors with blend ratios of 1:1, 1:2 and 1:4.
Acceptor Device parameters
Blend ratio
1:1 1:2 1:4
mPCBM
V OC(V) 0.91 0.87 0.84
JSC(mAcm−2) 1.61 3.62 4.82
FF 35% 44% 51%
PCE 0.51% 1.39% 2.10%
bPCBM
V OC 1.00 0.98 0.98
JSC 1.01 1.54 2.36
FF 29% 32% 36%
PCE 0.29% 0.49% 0.83%
tPCBM
V OC 1.01 1.01
JSC 0.33 0.76
FF 25% 29%
PCE 0.08% 0.22%
Even though the tPCBM(1:2) data is absent because this device was broken in the measurement.
From the trend of the data, we can still estimate V OC ∼ 1.01 V, JSC ∼ 0.5 mAcm−2, FF ∼ 27%,
PCE ∼ 0.15%.
4.3 In Fullerene-based Organic Solar Cells 83
Fig. 4.1 The absorption and energy level of studied materials.(a) Chemical structures of the donor
polymer MDMO-PPV and three fullerene acceptor derivatives: mPCBM, bPCBM and tPCBM. (b)
HOMO and LUMO energy levels and (c) normalised absorbance for the materials. (d)-(f) Normalised
absorbance of MDMO-PPV:fullerene derivatives with blend ratios of 1:1, 1:2 and 1:4.
Substrates were cleaned followed by the deposition of PEDOT:PSS layer. Solution
with different blend ratios (wt, 1:1, 1:2 and 1:4) of MDMO-PPV:fullerene derivatives were
prepared in certain concentrations in ortho-dichlorobenzene (10 mgml−1, 12.5 mgml−1 and
15 mgml−1 respectively) by stirring at 50 ◦C overnght. The solution was then spin-coated
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onto the PEDOT:PSS layer at 1500 RPM for 40 s followed by 2000 RPM for 20 seconds.
[245] An 80 nm layer of aluminium was deposited on top of the active layer by thermal
evaporation under high vacuum (∼10−6 mbar).
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Fig. 4.2 Current-density voltage of MDMO-PPV:fullerene derivatives devices under AM 1.5G illumi-
nation.
Typical J−V curves are shown in Fig 4.2 and the full set of device parameters are
summarised in Table 4.1. We typically measure 3 pixels to ensure that the device performance
is reproducible. Two devices for each combination was made and data were chosen from
those working devices. When both devices worked, the device performance was close
and reproducible. From the J−V data, increasing the fullerene loading or decreasing
the number of side chains in the fullerene improve the device PCE through improved
JSC and fill factor (FF). This trend is in good agreement with the fullerene packing and
aggregate size measured by small-/wide-angle X-ray scattering [37]. In 1:4 blend, a better
photovoltaic performance is accompanied with the presence of fullerene aggregation. Such
observation supports the importance of wave-function delocalisation induced by fullerene
aggregation.[38] Previously, transient absorption techniques indicated that the electron
transfer time from polymer (MDMO-PPV) to fullerene derivatives ranges from 37 fs to
100 fs, and a high driving energy is not needed to facilitate this ultrafast CT. Combined with
our device data, it is logical to assume that the great differences in JSC and PCE do not
originate from the ultrafast CT, but rather from the differences in the subsequent long-range
CS, charge transport and extraction processes.
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4.3.2 Room-Temperature PPP experiments
To study the influence of film morphology and driving energy on charge separation efficiency,
it is necessary to separate GR and BR processes which dominate the dynamics on different
time scales. To compare specifically the difference in the early-time charge dynamics, we
perform pump IR-push photocurrent spectroscopy on these working devices.[30]
Fig. 4.3 Model of photogeneration processes involved in the PPP experiment in organic solar cells.
Without electron acceptors, excitons generated by the pump pulses in the polymer phase recombine
into the ground state. In the presence of a good acceptor, the ultrafast CT processes quench singlet
excitons before recombination and form initial CTSs at the D-A interface (process 1). These initial
CTSs (’hot’) subsequently branch between ’cold’ CTSs and ‘free’ charges (process 2) usually on
sub-ps time scale. ’Cold’ CTSs either geminately recombine to the ground state, or separate into
free charges without external perturbation . With the IR-push pulses, ’cold’ CTSs are re-excited into
’hot’ CTSs, accessing delocalised states capable of spontaneously separating into ‘free’ charges from
another channel (process 3). These additional ‘free’ charges (from process 3, red) and previous ‘free’
charges (from process 2 and 3, blue) then interact through bimolecular recombination or flow to the
electrodes through charge transport in the separated phases (process 4) before being extracted as dJ
and J by external circuits (process 5), respectively. Note that triplet states are not considered in this
model.
Fig.4.3 illustrates the relevant electronic processes in the PPP method. The PPP exper-
iment directly measures the formation and recombination of cold CTSs at the interface in
real time by detecting the additional photocurrent due to the push pulses which provide
additional energy to dissociate these cold CTSs at the D-A interface. The pump pulse, for
example, at around 550 nm first generates excitons in the MDMO-PPV donor. With the
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acceptor, the fullerene efficiently quenches the excitons at the D-A interface by ultrafast
electron transfer and form some intermediate ’hot’ CTSs. These ’hot’ CTSs then branch
into either ’cold’ CTSs or undergo long-range CS to form free charges. The separated free
charges are collected as photocurrent, J. ’Cold’ CTSs also undergo GR or separate into free
charges, unless the push pulses arrive and excite the relaxed CTSs to the delocalised band-like
states to give them another chance to dissociate. This re-excitation effect is observed as an
additional photocurrent dJ detected by a lock-in amplifier. The maximal amplitude dJmax/J
of the normalised dynamics, dJ/J, is used to quantify the charge separation efficiency, and is
discussed in detail in the next section.
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Fig. 4.4 PPP dynamics at room temperature (300 K) of devices with MDMO-PPV:mPCBM(bPCBM,
tPCBM) and blends ratios of (a) 1:4, (b) 1:2 and (c) 1:1. Solid lines are guides for the eye. In (a),
MDMO-PPV:mPCBM(1:4) data is missing as the signal is too small to be measured.
Fig 4.4 shows the PPP response at room temperature (300 K) with MDMO-PPV:fullerenes
of blend ratios (a) 1:4, (b) 1:2 and (c) 1:1. The background signal observed at negative
delays is corrected using the signal before time zero, as this background is usually associated
with long-lived shallow trapped charges, which can be freed by the IR light, but is not a
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subject of the current study. As trapped charges and states take much longer time (≫ 1 ps)
to be observed, the significant increase at time zero must be due to the onset presence of
CTSs. The devices with higher fullerene loadings consistently have higher CS efficiency
(smaller dJmax/J) in all three fullerene devices, which agrees well with the consideration that
the morphology is more important for charge generation than the driving force for charge
separation provided by donor-acceptor band alignments.
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Fig. 4.5 PPP dynamics at room temperature (300 K) of devices with the blends ratios of 1:4, 1:2 and
1:1 with the donor MDMO-PPV and the acceptor (a) mPCBM (b) bPCBM (c) tPCBM. Solid lines are
guides for the eye. In (a), MDMO-PPV:mPCBM(1:4) data is missing as the signal is too small to be
measured.
Fig 4.5 compares the influence of blend ratios in each D-A blends. For (a) mPCBM and
(b) bPCBM blends, the influence on the kinetics is not so significant across different blend
ratios. However, for tPCBM, 1:2 and 1:4 blends do not decay as other curves, but show a
flat line. This may indicate that the loss channel from geminate recombination is decreased,
probably due to the aggregation effect.
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4.3.3 Temperature-Dependent PPP: MDMO-PPV:bPCBM 1:1
In Fig.4.3, we assume that there is an early branching between bound CTSs and free charges.
Direct evidence comes from ultrafast experiments where free charges can be generated just
after charge transfer [107, 127, 142, 129, 37, 126, 246], and other experiments [234, 241]
also support this assumption in both BHJ [214, 216, 217] and bilayer devices [128]. After
CT, the initial hot CTSs form. As fast as in 1 ps[30], either the formation of bound CTSs or
long-range CS may take place. [144] The properties of material system define how many
of these hot CTSs form bound CTSs, Nbound(T ) and how many separate into free charges,
Nfree(T ). Some of these free charges can escape from BR and generate photocurrent J(T ),
thus
J(T ) ∝ Nfree(T )×ηextract(T ) (4.1)
where ηextract(T ) is the extraction efficiency of free charges to the electrode from charge
separation. The bound CTSs Nbound(T )mostly decay through GR and only slightly contribute
to the photocurrent through the temperature activation measured below. By absorbing IR push
photons, bound CT excitons are excited into higher-lying band-like delocalised states, after
which being dissociated into free charges[30]. The additional ‘push’-induced photocurrent
is extracted and measured with the lock-in amplifier as dJ(T ). By changing the time delay
between the pump and push pulses, we get
dJ(T, t) ∝ Nbound(T, t)×Pactivation(T )×ηextract(T ) (4.2)
Here Nbound(T, t) is the number of bound CTSs when the push pulse arrives at time t after
the pump pulse, and Pactivation(T ) is the probability of the bound CTSs to absorb the infrared
photons and dissociate into free carriers. The decay of dJ(T, t) is assigned to the decay of
bound CTSs at the interface with time due to GR. We point out that free charges also absorb
the infrared light but they thermalise very quickly. As they contribute to the photocurrent
even without the push pulses, there is no net contribution of free carriers to the modulated
photocurrent. Both the generations of J and dJ are mediated by the similar charge transport
and extraction processes after CS. Therefore, we use the same charge extraction efficiency
ηextract(T ) (including charge transport process) for Equation 4.1 and 4.2.
Considering that the push-induced re-excitation of charges brings the system into a highly
non-equilibrium state, we assume Pactivation(T ) is a constant at different temperature, and
thus we have
dJ(T, t)
J(T )
∝
Nbound(T, t)
Nfree(T )
(4.3)
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The PPP transients sometimes show additional fast component within the pump and
push overlap (t < 200 fs). This can be caused by multiphoton non-resonant effects like
sum-frequency generation and are irrelevant to the process of CS. If this effect is pronounced,
we can quantify dJmax(T ) after a few picosecond delay rather than the maximal amplitude,
J(T )
dJmax(T )
∝
Nfree
Nbound
(T ) ∝ ηCS(T ) (4.4)
where ηCS(T ) is the charge separation efficiency at temperature T .
J(T )
dJmax(T )
measured from
PPP experiment is proportional to the initial branching between bound CTSs and free charges
Nfree
Nbound
(T ), which quantifies the CS efficiency (ηCS(T )) at the interface. Since the tempera-
ture dependence of the extraction process is cancelled out, we can more clearly monitor the
effect of temperature on long-range CS process, and directly observe the dynamics and yield
of the bound carriers.
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Fig. 4.6 Summary of temperature-dependent PPP of MDMO-PPV:bPCBM(1:1) device and the
extracted activation energy from the Arrhenius plot. (a) Temperature-dependent PPP response of
MDMO-PPV:bPCBM (1:1) from 180K to 300K. PPP dynamics on the sub-ns time scale with a
guideline at dJ/J = 0 for comparison. Solid lines are multiexponential fitting for guidance. (b)
Photocurrent (J, blue), push-induced photocurrent change (dJmax, green) and 1/ηCS (dJmax/J, red) at
different temperatures. (c) Arrhenius plots for J (blue) and 1/ηCS (red); ηCS(T ) showed an activation
energy of 90 meV from 200 K to 300 K while the activation energy for J was 152 meV below 200 K.
Solid segments show respective linear fits and dashed lines illustrates the extrapolation of the solid
lines.
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Here, we take a MDMO-PPV:bPCBM device with 1:1 blend ratio as an example and
will discuss other dataset together in later sections. Fig.4.6 shows the result of temperature-
dependent steady-state photocurrent J(T ) and PPP spectroscopy at temperatures from 160 K
to 300 K. Fig.4.6(a) (blue line) shows the change of photocurrent measured at different
temperatures. The constant decrease of photocurrent J at lower temperatures agrees with
previous results [134] and might be caused by the variation of Nfree(T ) or ηextract(T ) from
Equation 4.1.
The not normalised quantity dJmax is also shown in Fig.4.6 (a) (green line). Such data
is extracted from the PPP kinetics in Fig.4.6(b). Some curves of PPP kinetics without
background removal can be found in Fig.4.7. At all temperatures, the maximal amplitude
is obtained within 1 ps, which indicates that exciton diffusion is not a limiting factor for
exciton dissociation.[144]. The peak at 240 K in dJmax curve can be rationalised as an
interplay between a decrease in the number of bound carriers and an increase in ηextract(T ) at
higher temperatures, according to 4.2. At lower temperatures, the charge mobility determines
dJmax and it steadily decreases in the range from 240 K to 160 K. Together, the normalised
photocurrent (dJmax/J, red curve) in Fig.4.6 (a) effectively provides a correction for the
extraction efficiency and shows a drastic increase in the yield of bound carriers at low
temperatures.
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Fig. 4.7 Typical raw PPP kinetics without background removal in MDMO-PPV:bPCBM(1:1) device.
The background signal is assigned to long-lived trapped states and multi-photon excitations.
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To measure the activation energy, temperature-dependent measurements are usually
performed to construct Arrhenius plots. In such plots, the rate of some chemical or electronic
processes is plotted against the inverse of the temperature. The slope of this line is linked
to the activation energy, see the equation below. The activation energy corresponds to
the energy difference between two energy levels. To analyse the temperature-dependent
behaviour, the simplest case is the existence of one activation energy, seen as a straight line
in the Arrhenius plot. However, in real measurements, the data points may not be well fitted
into a line. The Arrhenius plot of the photocurrent J in Fig.4.6 (c) (blue curve) does not show
a single activation energy from 300 K to lower temperatures, as the a single line is not a good
fit for the data. Such behaviour confirms that a direct photocurrent response represents a
convolution of multiple T -dependent processes. In Fig.4.6 (c), we obtain a single activation
energy of 90 meV for 1/ηCS(T ) in the range from 200 K to 300 K. 90 meV is around three
times larger than the thermal energy (26 meV) at room temperature, representing a barrier
for charge separation from CTSs into free carriers. The deviation from the linearity in (b)
at low temperature may come from some other temperature-dependent processes, such as
change of transient charge mobility, or the breakdown of the constant cross-section of CTSs
of the IR light. Further studies may look into this behaviour. We emphasise again that this
single activation energy is absent in either J or dJmax at around 300 K due to an interplay
between the number of bound CTSs and temperature-dependent charge extraction. Thus, this
single activation energy strongly demonstrates the significance of the ηCS(T ) defined in this
paper. From this simple picture, we have
ηCS(T ) ∝
Nfree
Nbound
(T ) ∝ e
− EakBT (4.5)
where Ea is the activation energy of bound CTSs, T is the temperature and kB is the Boltzmann
constant.
To have a better idea of how the kinetics (shown in Fig.4.6 (b)) changes with temperature,
Fig.4.8 shows the normalised kinetics shown in Fig.4.8. In Fig.4.8 (a), it is quite clear that the
lifetime is not constant. In order to compare them easily, we choose 20 ps (dashed line) as the
reference starting time point, and define the period decreasing to half of its amplitude at 20 ps
as the lifetime we mention here. The relationship between lifetime and temperature is drawn
in Fig.4.8 (b), where it first increases until around 220 K before decreasing when lowering the
temperature. More efforts are needed to systematically understand the relationship between
lifetime and temperature, which is part of future research.
We also make it clear that the reason of using early time dJ/J (such as 1 ps) rather than
late (such as 700 ps, shown below) is that it can exclude the interference from temperature-
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Fig. 4.8 PPP kinetics of MDMO-PPV:bPCBM with the blend ratio of 1:1. (a) Normalised kinetics.
(b) Half-amplitude lifetime starting from 20 ps. The lifetime here is defined as the time period from
the amplitude at 20 ps to half its amplitude.
Fig. 4.9 Activation energy of MDMO-PPV:bPCBM with the blend ratio of 1:1 taken at dJ/J at 700 ps.
dependent non-radiative recombination process, which can greatly influence the results.
Fig.4.9 shows the Arrhenius plot by taking dJ/J at 700 ps. The fitting is not as good as in
Fig.4.6(c), due to the complex dynamics in later times. However, the activation energy is still
quite close. The further investigation of combining temperature-dependent time-resolved
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PL and PPP offers the possibility to achieve new insights into the ongoing debate on charge
generation mechanism.
4.3.4 Temperature-Dependent PPP: All Devices
Fig. 4.10 Activation energy as a function of driving energy in the studied blends with different
donor:acceptor blend ratios (1:1, 1:2 and 1:4). Driving energy is taken roughly as the energy
difference between the LUMO energy levels of MDMO-PPV and the respective fullerene derivatives.
The uncertainty of the activation energy is obtained from the linear fit of the Arrhenius plot. MDMO-
PPV:mPCBM 1:4 data is not measured as the amplitude is too small.
Fig.4.11 and Fig.4.12 shows all the pump-push data of the measured devices as well
as the Arrhenius graphs with the fitted lines for the activation energy (Ea). The activation
energy is summarised in Fig.4.10. We find that Ea does not change much across the whole
range of samples – Ea is neither a function of LUMO offset, nor is a function of D-A ratio.
The average value of all these activation energies is 90 meV and the horizontal dark grey line
shows the energy level in the graph. To our surprise, there is no obvious correlation between
the material composition or driving energy with the change of activation energy. We assume
an uncertainty of 50 meV higher or lower than the 90 meV “median value” to include all of
our data ranging from 40 meV to 140 meV, shown as grey area in Fig.4.10. We note that
150 meV is a narrow range to tune the driving energy. However, a number of works have
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shown that even modest variations in the driving energy can lead to a substantial change in
photophysics. [112, 135]
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Fig. 4.11 Full dataset of (i) the PPP dynamics in different devices, (ii) temperature dependence of J,
dJmax and dJmax/J, and (iii) Arrhenius plots of J and dJmax/J. (a) mPCBM with D-A ratio of 1:1 (b)
mPCBM with D-A ratio of 1:2 (d) bPCBM with D-A ratio of 1:2
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Fig. 4.12 Full dataset of PPP data. (i) the PPP dynamics in different devices, (ii) temperature
dependence of J, dJmax and dJmax/J, and (iii) Arrhenius plots of J and dJmax/J. (e) bPCBM with
D-A ratio of 1:4 (f) tPCBM with D-A ratio of 1:1 (g) tPCBM with D-A ratio of 1:2 (h) tPCBM with
D-A ratio of 1:4
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From the Arrhenius plot in Fig.4.6 (c), there is a transition temperature in ηCS(T ), at
which the Arrhenius model does not apply any more, to be around 190±10 K. This transition
temperature is quite different across devices, as summarised in Table.4.2. The deviation from
linearity might come from many reasons. We exclude the possibility that the absorption
cross section of CTSs changes dramatically within this temperature range. The transition
temperature correlates nicely with the device efficiency data: a higher device efficiency
corresponds to a higher transition temperature. At higher temperatures, the push pulses
might better separate the bound CTSs and contribute more to the photocurrent, while at lower
temperatures, even though the CTSs may already be separated at the first place, the separated
charges may experience a higher level of local disorder which reduces the mobility, leading
to more severe recombination.
Table 4.2 Transition temperature in the Arrhenius plot for dJmax/J in different devices
Acceptor 1:1 1:2 1:4
mPCBM 240 ± 10 K 230 ± 10 K
bPCBM 190 ± 10 K 230 ± 10 K 230 ± 10 K
tPCBM 172.5 ± 7.5 K 205 ± 15 K 247.5 ± 7.5 K
4.3.5 Discussion
Our results demonstrate that the dissociation of localised CTSs is a temperature-dependent
process in the material systems studied. The extracted activation energy is one of the funda-
mental parameters describing bound geminate pair formation and recombination immediately
after photoexcitation, as it is important for charge separation and device performance. Ener-
getically, a large binding energy restricts the charge separation efficiency from CTSs. The
observed single activation energy value supports the assumptions which we have made during
the analyses, including (i) the exciton dissociation in our study is not a temperature-dependent
process [163], (ii) the activation of the CTSs by a push pulse is not temperature-dependent,
and (iii) branching between localised CTSs and those contributing to free carriers occurs on
the sub-ps timescale.
Here, we note that the push pulses acting on the free charges, followed by the fast
thermalisation, might enhance local charge mobility. However, this does not influence the
measureable quantities (dJ and J) in PPP for two reasons: (i) As the free charge is excited
to a higher state only once and for just ∼0.1 ps [30], the gain in diffusion is probably no
more than 5 nm considering the disordered electronic structure away from the interface [200].
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Therefore the effect caused by enhanced mobility should be negligible. (ii) As the following
charge collection process is very slow (∼1 ms for 1 kHz experimental setup we use), the
enhanced mobility would just slightly change the total time of charge collection (<1 ms), but
not the total number of extractable free carriers.
Surprisingly, the binding energy of bound CTSs does not show a clear correlation with
material composition or driving energy despite the huge difference in device performance
(See Table.4.1) on page 82. The device performance of mPCBM blend is higher than bPCBM
and tPCBM blends. This might be due to a reduced density of side chains that reduces the
level of disorder and increases the electron mobility, which can greatly influence the BR
process, affecting FF and JSC. Table.4.1 shows that the higher fullerene loading increases
the device performance, which is probably related with the charge separation efficiency.
This points to the importance of fullerene aggregation in efficient charge generation. Excess
fullerene loading enables the delocalisation of the CTSs which decreases the number of
bound carriers at the interface, while the energetic difference between the bound CTSs and
the SC states is similar, see Fig.4.10. For fullerene derivatives with different driving energies
at the interface, the energy levels of the bound CTSs probably change as there is a linear
relationship between V OC and the energy levels of the CTSs. However, the binding energies
of bound CTSs are still similar. We point out that this 90 meV binding energy of the localised
CTSs measured in benchmark polymer:fullerene systems with a range of driving energies
and film morphologies should be quite typical for the studied blends, and it indicates the
unexpected similarities of the energetics between bound CTSs in OPVs.
Apart from ηCS, the kinetics of dJ/J gives information about GR and other processes
involved in the early time window (around 1 ns in our data). We notice that the dynamics
of bound CTSs is quite different for MDMO-PPV:tPCBM 1:2 devices in Fig.4.12 when
compared with other devices in Fig.4.11 and Fig.4.12, showing a much longer lifetime. This
may be connected with the higher LUMO energy level of tPCBM. The lifetime of bound
CTSs and the transition temperature in the Arrhenius plot need further investigation in the
future.
Our results agree well with the current design rules of efficient OPVs. Improved material
systems are expected to have reduced LUMO offsets (for smaller voltage loss), charge
delocalisation (for efficient charge separation) and higher charge mobilities (for better charge
collection) to achieve efficient solar cell operation. This improvement is a challenge for
fullerene-based solar cells due to the limited choice of acceptor properties. Non-fullerene
acceptors offer more synthetic flexibility, providing the possibility to simultaneously fulfil
these design criteria, leading to OPVs with low voltage loss, high photocurrent and high fill
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Fig. 4.13 State energy diagram describing the effect of fullerene aggregation on free charge generation.
(a) bad morphology without excess fullerene aggregates; (b) good morphology with excess fullerene
aggregates. The pump light forms the exciton in pristine materials and forms hot CTSs after electron
transfer. There is competition between cold CT states via relaxation, and free charges via long-range
charge separation. The push pulse promotes the bound CTSs to delocalised states which can then
separate into free charges spontaneously. Pump-push photocurrent spectroscopy measures the charge
separation efficiency. From the temperature-dependent pump-push photocurrent spectroscopy, the
activation energy for CTS separation is measured. The binding energy of ∼90 meV, the energy
difference between CT state charge-separated states, is not so strongly correlated with the morphology.
The presence of fullerene aggregation in (b) promotes delocalised CTSs and fewer bound CTSs are
formed, compared with relatively bad morphology in (a).
factor. Recent research has shown some promising development of non-fullerene organic
solar cells which satisfy our design considerations.[247, 248, 77, 78, 249, 250]
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4.4 Conclusion
In conclusion, using ultrafast PPP spectroscopy in organic solar cells, we observe a temperature-
dependent dissociation of localised CTSs. By applying the Arrhenius equation, we are able to
extract a single activation energy for this behaviour which can be associated with the binding
energy for localised CTSs. We rationalise our findings using a simple model in which the
initially formed CTSs can evolve through one of the two separate pathways on the sub-ps
timescale: (i) formation of localised (bound) CTSs followed by efficient GR or (ii) formation
of delocalised CTSs eventually dissociating into free charge carriers. We did not observe
major differences in the activation energy (90 ± 50 meV) across different material systems,
despite varying both the driving energy for charge separation and the D-A blend ratio. As the
binding energy of localised CTSs is well above the thermal energy under working conditions,
we speculate that it is not the activation barrier for CTSs but the number of available localised
states at the interface which is important for the device performance. Our results support the
current view about the design rules for the next-generation solar cells that include a better
donor-acceptor energetic alignment, a higher degree of charge delocalisation, and a reduced
density of low-energy recombination centres in order to achieve high performance OPVs
with low voltage loss, high photocurrent and high fill factor.
Chapter 5
Geminate Recombination in Novel
NFA-based Solar Cells
Note: This chapter is closely adapted from the publication[174]. Reprinted (adapted) with
permission from (J. Zhang*, Q. Gu, T. T. Do, K. Rundel, P. Sonar, R. H. Friend, C. R.
McNeill, A. A. Bakulin*. "Control of Geminate Recombination by the Material Composition
and Processing Conditions in Novel Polymer:Non-Fullerene Acceptor Photovoltaic Devices"
J. Phys. Chem. A, 2018, 122, 1253-1260.). Copyright (2019) American Chemical Society.
Material was synthesised by T. T. Do supervised by P. Sonar. Solar cells were fabricated
and characterised by Q. Gu and K. Rundel supervised by C. R. McNeill. Pump-probe
experiment was performed by Q. Gu and pump-push photocurrent experiment was conducted
by J. Zhang. The paper was written by J. Zhang supervised by R. H. Friend and A. A. Bakulin.
5.1 Introduction
The past several years have witnessed a rapid improvement to the power conversion efficiency
(PCE) of single-junction organic solar cells (OSCs), with current record efficiencies in excess
of 16%.[80] Much of this progress is due to the continuing development of small-molecule
non-fullerene acceptors (NFA). Compared with the fullerene-based solar cells, NFA-based
OSCs exhibit superior thermo- and photo- stability, more tunable energy levels, higher
electron mobility, and stronger absorption cross sections. The impressive progress in the
single-junction efficiencies has also motivated research on more complex materials systems,
such as ternary blends or semi-transparent and efficient devices for tandem applications. This
progress is accompanied by the overall improvement of the efficiency-stability-cost combined
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value.[91] All these advances might allow flexible and tunable OSCs to be competitive with
silicon and perovskite solar cells for future commercialization.
We have introduced the photophysics in Chapter 4. Without special notice, CTSs men-
tioned below refer to localized/cold CTSs. From this localized state, the electron-hole pair
experiences relaxation to the ground state, usually by geminate recombination (GR). Another
loss channel comes from bimolecular recombination (BR). In most polymer:fullerene blends,
the large share of long-range charge separation is shown to occur directly after exciton disso-
ciation at the ultrafast timescale. This is probably facilitated by the strong coupling between
the exciton and charge-separated states and by the strong coupling with different fullerene
molecules.[38, 127] This coupling and electron delocalization due to fullerene aggregation
was suggested to play a critical role in promoting photocurrent generation.[37, 179]
For efficient NFAs, the most popular materials seem to be based on A-D-A ladder-
type structures. For instance, A-D-A molecules employing indacenodithiophene[251]
as the central building block, with 2-(3-oxo-2,3-dihydroinden-1-ylidene)-malononitrile
as the capping groups, has effectively pushed the efficiency of NFA-based OSCs well
above 10% and kept the highest efficiency above 14%. Some other central units, such as
benzodi(cyclopentadithiophene)[250], previously quite popular in donor design,[252] and
thiophene-thieno[3,2-b]thiophene-thiophene[253], were shown to be excellent candidates
with above 10% efficiency. There is broad interest within the community to explore fur-
ther building blocks for A-D-A molecules. In particular, low-bandgap NF molecules (Eg
< 1.5 eV) with extended absorption into the near-infrared (NIR) region give better device
performance and are receiving increased interest.[87, 253] In the published paper by our
collaborator, two new NFAs were synthesised.[254] Both molecules contain a ketone-based
central building block, 9-fluoronone (FN) or 9,10-anthraquinone (ANQ), and are both capped
with diketopyrrolopyrrole (DPP) groups. However, unexpectedly, devices based on these
new molecules gave a low PCE of ∼ 1%. Understanding which step in the charge generation
processes limits the device efficiency might offer new insight into the photophysics of NFA
OSCs, and help to further the device optimisation.
In this chapter, we studied the charge dynamics of two A-D-A type NFAs with P3HT as
the donor. By using ultrafast NIR spectroscopy methods, namely pump-push photocurrent
(PPP) spectroscopy, we identified GR as the main loss channel in a batch of devices made
with different processing (varying solvent and annealing) conditions. We also performed
transient absorption spectroscopy (TAS) and global data analysis to build a comprehensive
photophysical picture for the dynamics of excitons, CTSs and free carriers. Combining with
the morphological analysis, we are able to rationalize our results and discuss the implications
for the optimisation of emerging NFA OSCs.
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5.2.1 Materials, Preparation and Characterisation of Thin Films
P3HT (Mw = 60,000 Da) was purchased from Rieke Metals, and 9-fluorenone and 9,10-
anthraquinone end-capped with diketopyrrolopyrrole (DPP-ANQ-DPP and DPP-FN-DPP)
were synthesised according to methods described before.[254] Fig.5.1(a) shows the chemical
structures of the novel NF-SMAs, DPP-FN-DPP and DPP-ANQ-DPP, respectively. The
energy levels of highest occupied molecular orbit (HOMO), measured by photoelectron
spectroscopy in air and lowest unoccupied molecular orbit (LUMO), calculated by HOMO
and the optical gap, taken from our previous study [254], are shown in Fig.5.1(b).
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Fig. 5.1 Molecular structure and energy levels. (a) Chemical structures and (b) energy levels of
the donor material (P3HT) and two novel non-fullerene acceptor molecules, DPP-ANQ-DPP and
DPP-FN-DPP.
Thin films were prepared from 1 cm × 1 cm glass substrates, which were sequentially
cleaned by sonication in acetone and 2-propanol for 10 min each followed by another 10-
min UV-ozone treatment. The substrates were then moved into a glovebox under nitrogen
atmosphere for deposition of the active layer. For the most efficient device, the optimum
blend weight ratio was 2:1 for P3HT:DPP-FN-DPP with spin speed of 3000 revolutions per
minute (RPM) and 1:2 for P3HT:DPP-ANQ-DPP with spin speed of 1000 RPM, respectively.
Immediately after deposition, half of these samples were annealed at 120 ◦C for 5 min.
Fig.5.2 presents the absorption spectra of the pure films. In the blend films (P3HT:DPP-
ANQ-DPP and P3HT:DPP-FN-DPP), the small peak at around 680 nm probably comes from
π-π stacking of the small molecules, which were also seen in the pristine films (dashed lines).
Because the absorption spectra of these molecules are different to that of P3HT, the NFA
can be selectively excited. In our experiment, the excitation wavelength is ∼ 700 nm, except
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where specifically stated. Selective excitation of P3HT is not easy but still possible, for
example, at 500 nm where P3HT strongly absorbs and NFA weakly absorbs.
Fig. 5.2 (a) Absorption spectra of P3HT and the pristine non-fullerene acceptors (DPP-FN-DPP and
DPP-ANQ-DPP); (b) absorption spectra of the as-cast and annealed blends, P3HT:DPP-FN-DPP and
P3HT:DPP-ANQ-DPP.
5.2.2 Device Fabrication
Devices were made with a ITO/ZnO/PEIE/active layer/MoOx/Ag structure. The glass slides
with indium tin oxide (ITO) were subsequently cleaned using detergent and deionized water,
acetone and isopropanol for 10 min each. A 0.1M zinc oxide (ZnO) solution was prepared by
dissolving zinc acetate dihydrate (220 mg) in 10 ml 2-methoxyethanol, with ethanolamine
(61 mg) as a stabilizer. The solution was then stirred at 60 ◦C for 12 hours under ambient
conditions. The 0.4% poly(ethylenimine) ethoxylated (PEIE) precursor was prepared by
dissolving 40 mg PEIE in 10 ml of 2-methoxyethanol. Both solutions were filtered before use.
A ZnO film was first spin coated on top of the ITO glass substrate at a speed of 4000 RPM,
followed by film annealing on the hot plate in ambient conditions at 200 ◦C for 30 min. A
PEIE film was then deposited by spin coating at 5000 RPM. After baking the PEIE film at
120 ◦C for 20 min, the substrates were transferred to a glovebox under nitrogen atmosphere
for deposition of active layers, MoOx and Ag. The deposition and post-annealing of the
BHJ layers were the same as that in the film described in the main text. Samples were then
loaded into a vacuum deposition chamber to evaporate a 12-nm molybdenum oxide (MoOx)
and 100 nm silver cathode on top of the active layer subsequently. A mask was used during
vacuum evaporation to generate eight individual pixels in each substrate with the active
device area of 4.5 mm2. Finally, these devices were fitted with edge clips, encapsulated by
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epoxy and glass, and placed inside the glovebox overnight, enabling the epoxy to be dried
before further testing or characterization.
To better control the experimental conditions, we measured 8 different devices by varying
acceptors (DPP-FN-DPP and DPP-ANQ-DPP), processing conditions (as cast and annealing)
and solvent types (dichlorobenzene, DCB and chloroform, CF).
5.2.3 Device Characterisation
Current density-voltage curves of the solar cells were recorded by a Keithley 2635 source
meter under illumination of a solar simulator (SS50AAA, Photo Emission Tech). The
intensity of the simulated sunlight (100 mWcm−2) was calibrated with a standard silicon
reference cell and a KG3 filter. The external quantum efficiency (EQE) spectrum was
measured by an Oriel Cornerstone 130 monochromator.
The device characteristics are summarised in Table.5.1. We believe dissimilar optimal
concentrations (2:1 for P3HT:DPP-FN-DPP and 1:2 for P3HT:DPP-FN-DPP) might be
related to the morphological difference between fluorenone and anthraquinone units in
the acceptor when forming solid-state stacking in the film. In our previous work, device
efficiency was doubled after thermal annealing processing for P3HT:DPP-FN-DPP (from
0.58% to 1.2%) and P3HT:DPP-ANQ-DPP (from 0.46% to 0.7%) devices.[254] As shown by
previous morphological study,[254] these enhancements in efficiency are due to the improved
crystallinity of both P3HT and NF-SMA phases, increasing the electron and hole mobilities.
However, the detailed photophysics behind these changes in efficiency, and more importantly,
the identity of the efficiency-limiting photophysical process, are still not completely clear.
5.3 Pump-Push Photocurrent Spectroscopy
In order to further understand the difference in charge dynamics in these two novel NF-SMAs,
we perform ultrafast pump-push photocurrent spectroscopy and pump-probe spectroscopy on
the relevant films and devices.
Fig.5.3 illustrates the kinetics from PPP spectroscopy with excitation wavelength at
540 nm. The pump energy per pulse is around 1 µJ, and the push light is at 2 µm. The
focused spot size is around 1 mm2. A detailed description can be found in Chapter 3. All eight
curves are divided into two panels (a) and (b), considering the large variation in amplitude.
The maximal response is around 0.4 while the minimal is only around 0.002. For this reason,
logarithm scale is adopted in panel (a). This amplitude variation is correlated with the solvent
type used for sample preparation, CF and DCB. In PPP, dJ/J does not depend on charge
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Fig. 5.3 PPP responses for devices with CF (a) and DCB (b) as the solvent.Solid fitting lines in (a)
and (b) are multi-exponential guides to the eye. The excitation wavelength is 540 nm which mainly
excites P3HT. The fluence is 100 µJcm−2
collection efficiency or bimolecular recombination. As the number of free (collected) carriers
does not change at ns time scale, the evolution of dJ/J in time is proportional to the number
of bound carriers and reflects their GR to the ground state.[30] The maximal amplitude,
dJmax/J, therefore characterizes the overall efficiency of long-range charge separation; less
GR means better charge separation, and hence a smaller dJmax/J value is observed.
In Fig.5.4, a larger photocurrent (J) in x-axis correlates with an exponentially smaller
dJmax/J in y-axis. As photocurrent is a product of GR-related CT state dissociation efficiency
and BR-related collection efficiency. This inverse correlation suggests that the device
performance is mainly limited by GR. Even though GR in some devices is small (seen by a
small dJmax/J, around 10−3), there are still other processes limiting the device efficiency,
mainly bimolecular recombination. This is seen as a low FF in Table.5.1, and does not change
much when varying processing methods. However, to further study BR is out of current
work’s scope. We note that due to the non-zero background signal, we take the signal change
just after time zero and before zero as ∆J/J for further comparison.
Table.5.2 lists J and ∆J/J of the eight devices under study. In general, thermal annealing
reduces ∆J/J by increasing the aggregation of polymer or NFA and reducing the recombi-
nation interface. This supports that GR can be suppressed by optimizing the morphology.
However, this processing does not necessarily result in a higher photocurrent, for example,
between Sample 5 and 7. This suggests that even though GR is suppressed, the following
charge collection and overall device performance might be hindered due to morphological
issues, for instance degradation of the bicontinuous D-A network. Another observation is that
the solvent used for device fabrication has a major effect on GR. When DCB is used as the
solvent (Samples 1-4), the photocurrent is above 40 nA and ∆J/J is less than 10−3, implying
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Fig. 5.4 Scatter map showing the inverse relationship between ∆Jmax/J and photocurrent J for devices
with different processing conditions. The straight dash line is guide to the eye.
Table 5.2 Summary of Pump-Push Responses of the Studied Material Blends with Different Processing
Conditions.
Sample Acceptor Processing Solvent PCE (%) J (nA) ∆J/J (10−3)
1 DPP-FN-DPP Anneal DCB 1.2 84 <0.025
2 DPP-ANQ-DPP Anneal DCB 0.7 75 0.06
3 DPP-FN-DPP As cast DCB 0.58 70 0.6
4 DPP-ANQ-DPP As cast DCB 0.46 45 0.3
5 DPP-FN-DPP Anneal CF 0.35 9 2.2
6 DPP-ANQ-DPP Anneal CF 0.32 20 5.4
7 DPP-FN-DPP As cast CF 0.21 20 7.2
8 DPP-ANQ-DPP As cast CF 0.16 0.5 373
that GR is not so severe. When CF is used as the solvent (Sample 5-8), the photocurrent
is smaller than 20 nA and ∆J/J is larger than 2× 10−3, implying that GR is more severe
than the DCB-processed samples. The solvent is known to be critical for the formation of a
favorable blend morphology. Further work towards optimizing the annealing conditions in
order to maintain a bicontinuous network [255] might further improve the device efficiency
of DPP-FN-DPP and DPP-ANQ-DPP devices.
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To compare these three conditions more clearly, we constructed Table.5.3 which shows
how GR is sensitive to each variable by fixing the other two conditions. From this table, it
is quite clear that the solvent type is the most influential parameter, which agrees with our
earlier analysis. Interestingly, it seems that there is no fundamental difference in the level of
GR between the two NFAs.
Although the type of NFA is not as influential as other two parameters, the analysis
reveals that the FN and ANQ moieties behave differently. In the as-cast film, DPP-ANQ-DPP
hinders P3HT crystallization while DPP-FN-DPP does not.[254] This results in a very low
photocurrent (0.5 nA) and extremely high ∆J/J for Sample 8 in Table.5.2. The ∆J/J as large
as 0.37 is the maximal number we have measured, which shows a tremendous amount of
bound CTSs at the interface failing to escape GR.
Table 5.3 Sensitivity Comparison of ∆J/J in Devices with Different Processing Conditions.
Variant Value 1 Value 2 Value 3 Value 4
Annealing
As cast
Sample1
Sample3 =
0.6
0.025 = 24
S2
S4 =
0.3
0.06 = 5
S5
S7 =
7.2
2.2 = 3.27
S6
S8 =
373
5.4 = 69
FN
ANQ
Sample1
Sample2 =
0.06
0.025 = 2.4
S3
S4 =
0.3
0.6 = 0.5
S5
S6 =
5.4
2.2 = 2.45
S7
S8 =
373
7.2 = 51.8
DCB
CF
Sample1
Sample5 =
2.2
0.025 = 88
S2
S6 =
5.4
0.06 = 90
S3
S7 =
7.2
0.6 = 12
S4
S8 =
373
0.3 = 1243
5.4 Pump-Probe Spectroscopy
To further understand the early charge generation and recombination dynamics, we performed
pump-probe experiments on P3HT:DPP-ANQ-DPP films.
The transient absorption experiment was performed with a commercial transient ab-
sorption spectrometer (HELIOS, Ultrafast Systems). Ultrafast pulses at ∼ 800 nm from a
regenerative Ti:Sapphire amplifier system (Spectra Physics, Solstice) were sent into TOPAS-
Prime (Light Conversion) to generate tunable pump pulses (∼ 355−2600 nm), while another
portion was sent into a delay stage, followed by generation of broadband probe pulses
(∼ 800−1400 nm) using a substrate made of yttrium aluminum garnet. Part of the probe
light was split and used as the reference to reduce pulse amplitude fluctuation. Both probe and
reference beams were sent into their corresponding fibres and measured with spectrometers.
The beam size of pump and probe pulses were estimated to be ∼ 0.5 mm2 and the time
resolution of pulses to be ∼ 200 fs.
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Fig. 5.5 Broadband transient absorption spectroscopy for P3HT:DPP-ANQ-DPP films. (a,b) Spectral
slices spanning from 900 nm to 1350 nm using two processing methods (a) DCB as the solvent, being
annealed; (b) CF as the solvent, as-cast films; (c,d) Selected kinetics showing the decay of mainly
excitonic and polaronic contributions. The grey reference line shows the dynamics of recombination
of bound CT states in the as-cast film. The arrow in (d) indicates that curves are normalized at 5 ps.
The pump wavelength is 690 nm for selective acceptor excitation, and the pump pulse energy is 50 nJ.
Fig.5.5 shows the spectra and kinetics obtained from broadband pump-probe spectroscopy
comparing the same material blend (P3HT:DPP-ANQ-DPP) with different processing con-
ditions. The broadband probe (900-1350 nm) can result in the photo-induced absorption
(PIA) of different species, which gives a comprehensive knowledge of the studied material
system. To understand the complex spectra with overlapping PIA responses, we first assigned
different spectral contributions to the relevant species. In Fig.5.5(a) at very early time (within
500 fs), we assigned a Gaussian-like peak around 1250 nm to the acceptor exciton PIA, as
the pump light (690 nm) mainly excites the acceptor exciton. This exciton signal decays
and the spectrum evolves into another peak at 950 nm after ∼ 10 ps, which we assigned to
the exciton dissociation and formation of CTSs. Later (around 5 ns), a different spectrum
(purple line in Fig.5.5(a)) is seen with a peak at ∼ 1020 nm which we assign to free charges.
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In Fig.5.5(b), the exciton signature even at 0.5 ps is much weaker compared with the same
line in Fig.5.5(a), which suggests an ultrafast exciton dissociation within several hundred fs.
Accompanied with the decrease of exciton signal, there is an obvious appearance of CTS
signature. Due to morphological effect, free charges are more likely to be located in crys-
talline region where energy is lower than amorphous region. In contrast, bound charges in CT
states near the interface is more likely located in the amorphous region. Assuming the same
absorption coefficient of polarons in both films, from the amplitude of CTS signal, under the
same excitation density, the amplitude of charges (900-1000 nm) in annealed film at early
times (around 5 ps) is only 25% of that in as-cast film, indicating direct charge generation is
enhanced in annealed films through bypassing CTS formation. This is similar to previous
studies on P3HT:fullerene blends.[153]
In Fig.5.5(c) and (d), we selected two representative wavelengths at around 900 nm
and 1300 nm regions to retrieve the kinetics of excited states. In Fig.5.5(d), an ultrafast
decay (several hundred femtoseconds) of the exciton signal is observed, while after several
picoseconds, the signal is dominated by CTS signal across the whole spectrum. The decay of
pump-probe signal associated with CTSs matches very well the decay of pump-push response
measured in the same devices (grey line). This strongly supports that this species identified
in pump-probe are related with local (bound) CTSs. We emphasise that PPP spectroscopy
only measures the bound CTSs that do not contribute to the photocurrent, while pump-probe
measures all the localized CTSs. The good match between both techniques suggests that
the thermal activation of localized CTSs to free charges, sometimes called ‘cold’ charge
separation pathway, is minimal. These CTSs are generated after the exciton dissociation and
decay through GR to ground states, which is a dominant loss channel. However, in Fig.5.5(c),
the grey reference line does not fully overlap with the kinetics around 900 nm. This probably
comes from the comparable population of multiple species and spectral overlap.
5.5 Global Analysis of Pump-Probe Data
Genetic algorithm is a global fitting method to decompose the overlapping spectral signatures
of various spectral species and obtain their relevant kinetics. The detailed description can be
found elsewhere.[157] In short, a large number of random spectra are generated and selected
to form later generations according to their fitness compared to the original spectra. For
a certain solution, the fitness is evaluated as the inverse sum of squared residual and an
additional penalty is added for non-physical results. The selected spectra are then modified
by mutating with each other to avoid local minima, similar to the natural evolution process.
This flexible method allows for avoiding pure mathematical solutions to a large extent and
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Fig. 5.6 GA decomposition of the broadband pump probe spectra of P3HT:DPP-ANQ-DPP (Anneal,
DCB). (a) Spectra of excitons and free charges are fixed and extracted from 0.4−0.5 ps and 5−5.5 ns,
and the spectra of CTSs is obtained from GA algorithm. (b) The respective kinetics. The red line is
the power law fit for the exciton decay, due to exciton diffusion before charge generation. The blue
and black lines are the exponential fitting for CT states and free charges, respectively. The decay rate
of CTS is fitted to be around 133±6 ps.
obtains physically reasonable solutions, which usually performs better than singular value
decomposition.
In Fig.5.7, we also measured the fluence dependent TA spectra of P3HT:DPP-ANQ-
DPP films and observed the charge feature at 960 nm. For the annealed film fabricated
with DCB, the excitation energy varies from 10 µJ to 200 µJ. Below 20 µJ, there is no
fluence dependence, and should be only geminate recombination. Above 50 µJ, there is clear
fluence-dependent kinetics, in particular at early time before 10 ps, which probably due to
exciton-exciton annihilation and exciton-charge annihilation. In contrast, for the as-cast film
fabricated with CF, we do not see dependence until 200 µJ. Such late dependence is probably
related with ultrafast exciton dissociation.
To separate the overlapping PIA signals measured in Fig.5.5(a), we used a global analysis
technique based on a genetic algorithm (GA) which imitates the natural selection process
to select the best fitting solution. Fig.5.6 shows the deconvoluted spectra and kinetics. The
spectrum at 0.4− 0.5 ps was fixed as the ‘pure’ exciton signal, and the long-lived signal
at 5−5.5 ns was fixed for free charges; CTSs should have negligible contribution at these
timescales. The absorption by CTSs peaks around 940 nm, while free charges absorb mostly
at ∼ 1000 nm. This supports our previous observation that two species except excitons are
present in the spectra, and that CTSs and free charges might exhibit different absorption
signatures. The difference might be caused by the local D-A morphology. Near the D-A
interface, it is more likely to form amorphous region, while away from the interface, more
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Fig. 5.7 Fluence dependence of P3HT:DPP-ANQ-DPP films. (a) The kinetics of the annealed films
processed with the solvent DCB at 960 nm at various fluence from 10 uJ/pulse to 200/pulse; (b) The
kinetics of as-cast films processed with the solvent CF at 960 nm at various fluence from 50 uJ/pulse
to 400/pulse;
crystalline regions form. Energetically, crystalline regions have lower energy, providing
some driving force. However, if charge moves from the interface, the entrpy will increase.
Thus, there is a balance of entropy and driving energy for separation of CT states. The decay
of excitons in Fig.5.6(b) follows a power-law trend, which might be related to large domains
for exciton diffusion before reaching the interface for charge transfer.[256] The rising rate
for CTSs ∼ 2 ps correlates with the decay of excitons. The decay rate of CTSs after 20 ps
is 133 ± 6 ps, which agrees well the decay rate of 125 ± 1 ps obtained from the red line in
Fig.5.5(d). The component presented in the bottom panel shows very slow increase, which
we assign to the generation of free charges. This signal does not change much after 500 ps,
probably as BR does not happen yet due to a low concentration and/or mobility of free
carriers.
5.6 Photophysical Model
Fig.5.8 presents the photophysical model summarizing the observation from both PPP
and pump-probe spectroscopy. In the as-cast film, donor and acceptor phases were well
intermixed leading to an ultrafast decay of exciton signal. From the energetic view, this
ultrafast fast decay might result from the large driving force (LUMO difference: 0.79eV) at
the heterojunction for charge generation, and agrees with observations in fullerene-based
systems. With morphology optimisation by solvent type and post annealing treatment
in ANQ-based molecules, the domain purity probably increases and phase segregation
improves,[257, 258] supported by previous morphological observations.[254] The exciton
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Fig. 5.8 Diagram of the relevant charge dynamics of the P3HT:DPP-ANQ-DPP blends. After
annealing processing together with solvent change, slower charge generation rate and more efficient
charge separation result in better device performance. The energy level of singlet state was estimated
from HOMO-LUMO gap for the acceptor (∼ 1.7 eV) and CT state from the diagonal gap between
acceptor and donor (∼ 1.3 eV).
population obeys a power-law decay, suggesting dispersive exciton diffusion and/or a time-
dependent diffusion coefficient[256]. The exact charge transfer rate is not clear, but the charge
generation is probably limited by exciton diffusion. In the annealed film, this slower exciton
dissociation (compared to as-cast films) also correlates with slower CTS formation (shown
in Fig.5.6 (b)). The efficiency of direct charge generation almost doubled in more ordered
film phases, similar to fullerene aggregation case.[38] A rather big difference in charge
separation efficiency suggests substantial improvement of interfaces for charge separation. In
all materials CTSs decay at a similar rate (∼ 130 ps, shown in Fig.5.5 (d)) as observed in PPP
and pump-probe experiments. This indicates that this time scale is inherent independent of the
morphology, which is also seen at polymer-polymer interface.[259] The invariance of decay
to the material composition and processing suggests that states are strongly bound and ‘cold’
charge generation pathway cannot compete with GR even after morphology optimisation.
The dominance of fast GR over slow hopping-mediated charge separation mainly limits its
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charge generation efficiency, agreeing with its low efficiency. This fast GR time scale might
come from strong non-radiative recombination of CTSs. The same recombination rate of
CTSs regardless of its morphology obtained here may not be applicable to other material
blends. We note that the recombination rate of CTSs may also vary with its electron-hole
separating distance. However, for excited CTS, either strongly coupled to charge-separated
states, or quickly relaxing to its localized CTSs, its lifetime is not easy to measure. The
extreme case is the realisation of long-lived luminescence from the charge-separated states in
exciplexes.[260]
5.7 Conclusion
In this work, two ultrafast techniques, pump-push photocurrent spectroscopy and near-
infrared transient absorption spectroscopy, were used to elucidate the charge dynamics
in photovoltaic devices based on two novel non-fullerene small-molecule acceptors. By
changing the solvent type and the thermal treatment, we observed a large variation in charge
separation efficiency. The strong correlation between geminate recombination and device
efficiency suggests that geminate recombination is the main limiting process for efficient
device operation. This correlation demonstrates the useful nature of the photocurrent-
detection technique for guiding device optimisation. In-depth investigation by pump-probe
experiments allowed us to identify specific spectral signatures for CTSs and charges and
confirmed the observed CTSs generation and recombination rates. This agreement suggests
charge separation is not favorable for localized CTSs. The geminate recombination rate is
coherent and independent of the morphology. Further optimisation of the studied materials
should probably focus on facilitating long-range charge separation and avoid the formation
of localized charge transfer states. Our investigation of charge dynamics offers new insight
into geminate recombination in a family of non-fullerene acceptor materials, and should be
of great relevance to the broad community.

Chapter 6
Charge Dynamics in High-Efficiency
NFA-based Blends
Note: Part of this chapter is adapted from the publication[1]. Copyright(2019) Wiley. Used
with permission from (B. Kan†, J. Zhang†, F. Liu, X. Wan, C. Li, X. Ke, Y. Wang, H. Feng, Y.
Zhang, G. Long, R. H. Friend, A. A. Bakulin* and Y. Chen*, Fine-Tuning the Energy Levels
of a Nonfullerene Small-Molecule Acceptor to Achieve a High Short-Circuit Current and
a Power Conversion Efficiency over 12% in Organic Solar Cells, Advanced Materials and
Wiley Online Library).
Material synthesis and device fabrication were performed by B. Kan under the supervision
of X. Wan and Y. Chen. Pump-probe experiment was performed by J. Zhang supervised by A.
Bakulin and R. Friend. The paper was co-written by B. Kin and J. Zhang.
6.1 Materials
Since the pioneering work from Jianhui Hou Group reporting a NFA-based blend PBDB-
T:ITIC with PCE over 11% in 2016, molecular engineering based on these two molecules has
quickly pushed the device efficiency to over 16% for binary OSCs. [77, 79] Using heptacyclic
benzodi(cyclopentadithiophene) as the D unit and INCN as the A unit, Yongsheng Chen
in Nankai University reported a A-D-A ladder-type NFA, NFBDT with over a PCE over
10%.[250] Later, a weak electron-donating alkyl group (octyl) was introduced to 4,8-positons
of the central BDT unit to increase the HOMO energy level. Meanwhile, a strong electron-
withdrawing fluorine atom (F) was introduced to the INCN unit to decrease the LUMO energy
level. Finaly, NCBDT exhibits a low optical bandgap of 1.45 eV which is 0.11 eV smaller
than NFBDT. NCBDT film afforded efficient absorption range covered from 600 to 850 nm,
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which is obviously red-shifted to NFBDT. The optimised device based on PBDB-T:NCBDT
blend gave a remarkable PCE over 12% with a moderate V OC of 0.839 V, a high FF of 71%,
and an outstanding JSC over 20 mAcm−2 which is much higher than that for NFBDT-based
device. This result was one of the best performance for NFA-based OSC devices with such a
low bandgap NFA.
Fig. 6.1 Molecular properties of PBDB-T, NCBDT, NFBDT and PDINO. (a) The molecular structure
of donor PBDB-T, (b) two acceptors (NFBDT and NCBDT), and (c) the interlayer PDINO; (d) the
frontier energy levels of PBDBT, NFBDT and NCBDT; (e) The device structure: the hole transport
layer PEDOT:PSS, the D-A bulk heterojunction, the electron transport layer PDINO, and the electrode
Al. The HOMO level was determined in the solution using cyclic voltammetry, and LUMO is
determined from the HOMO and the optical bandgap.
Here, we perform pump-probe spectroscopy on PBDB-T:NCBDT by selectively exciting
the donor and acceptor materials. The energy/charge transfer process is observed at different
time scales. Finally, genetic algorithm help decompose the overlapping signals in the NIR
to give the timescale for charge generation. We also discuss the spectroscopic data in the
visible region.
6.2 Transition Absorption Spectroscopy in NIR region
6.2.1 Pristine Donor and Acceptor Films
We started our measurements by characterising the steady-state absorption spectra of the
pristine solid films, prepared from spin-coating. As shown in Fig.6.2, PBDB-T mainly
absorbs the visible light, and two acceptors (NCBDT and NFBDT) mainly absorbs in the
near-IR region.
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Fig. 6.2 The absorption spectra of PBDB-T, NFBDT and NCBDT pristine films. Extracted from [1].
Under excitation, bound electron-hole pair (exciton) initially forms. From transient
absorption (TA) measurements, we know the spectroscopic feature of excitons and how
the exciton decays. Due to the disorder in the solid state, self-dissociation of excitons may
occur to some degree, and therefore the spectra of relatively long-lived polarons can also be
obtained. On the other hand, inter-system crossing cannot be neglected, which may generate
triplet states. Further evidence are needed to distinguish charge and triplet states. Such
understanding lays the basics for understanding the more complex interaction between donor
and acceptor in the bulk-heterojunction structure.
Laser pulses at 600 nm can excite both donor and acceptor materials. In this section, we
focus on the probe region between 800 nm and 1600 nm where PIA signals of exciton and
polaron mainly reside. Fig. 6.3 represents the spectra at different time delays. In general, the
excited species in the pristine phase at early time, i.e. < 1 ps, is assigned to excitons. The
signal at later time (1 ns to 6 ns) is associated with polarons or triplets, from exciton self-
dissociation between adjacent molecules or the inter-system crossing, respectively. Despite
PIA signals, some other types of spectral features, such as stimulated emission (SE) and
ground-state bleach (GSB), are also present near 800 nm. To distinguish them, SE signal
decays when excitons are dissociated or recombined, while GSB signal maintains, regardless
of as exciton or other excited states.
For PBDB-T, the exciton has a broad PIA which peaks around 1150 nm; the long-lived
signal is also broad, peaking at 900 nm,together with probably another broad peak near
1400 nm. In both acceptor films, a narrow peak, assigned to exciton PIA, exists at 1050 nm,
and a broad PIA peaks around 1250 nm and 1300 nm for NFBDT and NCBDT, respectively.
We will discuss whether they are triplets or polaron in later sections. A negative signal before
950 nm represents contribution from GSB and/or SE. We note that exciton PIA may extend
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Fig. 6.3 Time resolved spectra in NIR region from transient absorption measurements of pristine films
(a) PBDB-T (b) NFBDT and (c) NFBDT. (d)-(f) are the figures containing the early spectra (0.5-1 ps)
and late spectra (1-6 ns). The excitation wavelength is 600 nm and the fluence is around 10 µWcm−2.
into this region and decays in the way as SE, so it would be difficult to exactly determine the
shape of PIA and SE signals. Following the guideline, we can assign peaks in the spectra to
various species. The early and late spectra are summarised in Figure 6.4. In the kinetics, the
half-amplitude lifetime is 4.5 ps for the exciton signal at around 1150 nm for PBDB-T and
5.5 ps at around 1050 nm for NCBDT and NFBDT.
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Fig. 6.4 (a) The representative spectra at early time (0.5-1 ps) and late time (1-6 ns) in PBDB-T,
NFBDT and NCBDT pristine films; (b) the representative kinetics at chosen wavelengths according
to their signal strength at early time and late times. and decay curves from pristine films.
6.2.2 Selective Excitation of Donor and Acceptor in D-A blend films
In the molecular blend, we are interested in how the heterojunction helps dissociate the
excitons and how charges are generated and recombined. As both donor and acceptor
contribute to light absorption, excitation of either component is important. We use light at
different wavelengths to selectively excite the donor or acceptor.
Figure.6.5 presents the results of ultrafast transient absorption (TA) experiments after
photoexcitation of the studied PBDB-T:NCBDT blend with 750-nm and 425-nm light.
Excitation at 750 nm selectively excites the acceptor as the donor material does not absorb
at this wavelength at all. Excitation at 425 nm can excite both materials, but donor absorbs
much stronger than the acceptor (see Fig.6.2), thus should largely excite the donor material.
To avoid the complicated influences of ground-state bleach as well as thermal and electro-
absorption contributions to the response, we analysed the spectra in the >900 nm region
where only the PIA features of charges and excitons (singlets and triplets) are present in this
section. We chose three representative wavelengths, 940 nm, 1050 nm, and 1320 nm, to
watch the kinetics of D polaron, A exciton, and A polaron/triplet, respectively. Here in the
750-nm excitation case, we choose 940 nm to observe polaron signal because the exciton
signal does not contribute at this region. In the normalised graph, a clear signature of D
polarons and A polarons/triplets agrees with the assignments in Figure.6.4.
At 425 nm excitation, we mainly excite the D material and the decay of D exciton signal
around 1150 nm is very fast as the signal disappears within 1 ps. Either energy transfer or
charge transfer must happen. The decay of D exciton is correlated with the rise of A exciton
signal, thus energy transfer is more likely. This is possible as the emission of polymer and
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Fig. 6.5 Transient absorption spectroscopy of PBDB-T:NCBDT with 750 nm and 425 nm excitation.
(a-b) Spectral slices at various time scales from several hundred femtosecond to 6 nanosecond. The
vertical lines are representative wavelengths for different excited species: 935-940 nm/805-810 nm
(black) for the intermediate state, 1050-1055 nm (red) for acceptor exciton, and 1320-1330 nm (blue)
for product state (c-d) Normalised spectra at the peak around 1050 nm with the notation of the excited
species; (e-f) Selected kinetics at wavelength indicated in (a-b) and with the species notation.
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the absorption of donor overlap in the spectrum. The weak PLQY of polymer does not harm
the energy transfer efficiency in FRET, as long as its rate much exceeds the radiative and
non-radiative rates. However, we cannot completely exclude the possibility of charge transfer
here. In later part of signal decomposition, we will further analyse the signal at early times.
We note that the acceptor exciton generated from energy transfer decays slower compared to
that from direct acceptor excitation. This has been observed also in other NFA blends, like
P3HT:O-IDTBR where geminate recombination is different at selective excitation.[177].
In the kinetics curves shown in Fig.6.5 (e) and (f), after 1 ps, the intermediate state signal
increases, peaking at around 25 ps. We assign this rise to hole transfer process. Using the
rise of donor polaron to quantify the hole-transfer process is a better way than observing
the exciton decay, in particular when the hole transfer is not ultrafast that other processes
such as exciton diffusion, exciton recombination, and exciton-exciton annihilation will come
into play. This gives a charge transfer rate of around 5 ps. We note that at the same time
range, the blue curve is decaying, which is caused by the acceptor exciton decay as acceptor
exciton has some contribution at around 1320-1330 nm when the population is large. After
100 ps, the decay of the intermediate state signal, which is usually interpreted as geminate
recombination, is strangely correlated with the rise of the product state. In the later sections
we will further decompose the signal using global analysis to distinguish them.
6.2.3 Spectral Decomposition by Genetic Algorithm
Separating heavily overlapping signals is a difficult process in interpreting charge dynamics
in organic systems. As introduced in the Chapter 2, we use genetic algorithm to analyse the
data discussed in the previous section.
Global analysis of the multidimensional spectroscopic data shows that three types of
species contribute to the PIA signals. For PBDB-T:NCBDT, the decomposed spectral
signatures of these species are shown in Figure.6.6 (a) and the corresponding dynamics of
these species are presented in Figure.6.6 (b). The first species (blue curve) is assigned to
excitons as the spectral response matches that of pure acceptor. The second species (grey
solid line) is assigned to an excited species from free charges in PBDB-T, as its spectral
shapes also match the long-lived spectra from the pure materials (dashed lines), and it exists
in both 750 nm and 425 nm excitation cases. From the decay curves of the red curve, we call
it the intermediate states. The population of this species first grows until 30 ps, which is
on the same timescale as hole transfer in Fig.6.5 (e). The population then decays steadily
with a 400 ps time constant, as the population of charges increases. The third species (red
lines) exhibits spectral signatures that are very similar to those appearing in the pristine
materials, which is called product states. Thus, this can either be polaron or triplet states.
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From the kinetics, this species rises as the intermediate species decays. We note that GA
decomposition cannot catch the spectral shift of the excited species, which may happen as
those excited states thermalise, but should be able to mostly catch the excited species when
their spectral shapes are separate and different.
Fig. 6.6 Global analysis of the transient absorption spectra of PBDB-T:NCBDT and PBDB-T:NFBDT
under the excitation of 750 nm. (a) The solid lines are evolved spectral shape for three excited species,
and dashed lines are curves from the pristine films extracted from Fig.6.3; (b) The decay kinetics
for three excited species. The blue one should be acceptor exciton as 750 nm excites the acceptor
material first and it spontaneously forms and decays; the intermediate state (red) has contributions
around 900 nm from donor polaron, and might have some contribution from acceptor late spectra; the
product state (grey) has very similar spectra as the late spectra in the pristine acceptor materials, and
should be either polaron or triplet states.
We also performed fluence-dependent measurements, from 50 nJ/pulse to 100 and 200
nJ/pulse. In the GA program, all the data of three fluences are decomposed together. The
spectral shape for individual species is very similar to Fig.6.6 and the respective decay curves
are shown in Fig.6.7. In this figure, the exciton decays faster at higher fluence possibly due
to exciton-exciton annihilation effect. For the intermediate state, the rise disappears at higher
fluence which reveals that this species decays faster at higher fluence. This indicates that 50
nJ is not a fluence that can see fluence-independent region. However, we do not have lower
fluence data taken together. Strangely, the third species does not show fluence dependence
between 10-200 ps, which seems to indicate it is a geminate-like species. After 200 ps, the
signal rises but lower at higher fluence. As triplet state is normally a bimolecular process
from the electron-hole recombination and normally happens at time scale later than ns. Such
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bimolecular recombination should show a faster formation rate at higher excitation fluence,
which seems to erase the possiblity of triplet state.
Fig. 6.7 Global analysis of fluence-dependent transient absorption spectroscopy of the PBDB-
T:NCBDT blend with pulse energy from 50 nJ to 200 nJ. The second species is the intermediate state
related to the donor polaron, and the third species is the product state, either polaron or triplet state
related to the acceptor.
For 425 nm excitation, we decomposed the signal to see its energy transfer using global
analysis. Here, the spectra of D exciton also needs to be considered. We limit the time
range to 15 ps from 0.5 ps, which fully includes the energy transfer process and excludes
other later processes. From the decomposed spectra and kinetics in Fig.6.8, the first two
components (blue line and red line) were assigned to the polymer exciton and the acceptor
exciton respectively as their spectra were extracted from pristine materials (Figure.6.3). The
third species (black line) was assigned to intermediate state as the spectral shape is similar to
that obtained in Figure.6.6. We find that the energy transfer from its possibly ’hot’ excited
state (Sn) to the acceptor material finishes within 1 ps. This energy transfer is possible as a
result of the overlap of spectra of the donor emission and the acceptor absorption.
Fig.6.9 presents the kinetics of intermediate state and product state under different excita-
tion conditions. We note that after 100 ps the signal from exciton absorption is negligible.
This enables the execution of global analysis using two species. Their dynamics under
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Fig. 6.8 Transient absorption spectroscopy of PBDB-T:NCBDT with excitation at 425 nm. (a)
Transient absorption spectra of the original spectra; (b-c) Spectra and kinetics from global analysis of
TA spectra in first 15 ps starting from 0.5 ps; (d) The diagram showing the energy transfer channel
from the donor to the acceptor as well as the electron transfer and hole transfer processes.
425 nm and 750 nm excitations are quite similar, which means that the photophysics after
100 ps makes hardly any difference. This gives the rate at ∼400 ps for the interconversion
from intermediate state into the product state.
6.3 Model 1
The difficulty of signal analysis comes from the nature of the product state in the transient
absorption data. Here, we analyse two alternative models.
In this section, we first discuss one possibility that the intermediate state is charge pair
state and the product state is free charge. Intermediate states have clear donor polaron
6.3 Model 1 127
Fig. 6.9 Comparison of electron and hole transfer after 100 ps using the global analysis, assuming
that exciton signal contribution is negligible. The rate of conversion from the intermediate state into
product state is around 400 ps.
character and are probably related to the charges residing in the donor-acceptor mixed phase.
We note that though interfacial charge pairs are in a sense similar to widely discussed charge-
transfer excitons, we avoid to use this notation as we cannot quantify the level of interaction
between the electron and the hole. The characteristic spectral signatures of interfacial
charge pairs, dissimilar from those of free carriers, may be the result of specific structural
conformations of the molecules not well packed in pure material domains. Additional minor
contribution may come from donor-acceptor electronic couplings. Fluence-dependence
kinetics after 200 ps in Fig.6.7 of the product states supports more the free charge assignment,
rather than triplet states from bimolecular recombination. However, we do notice that
triplet-triplet or triplet-charge annihilation will give the same trend. These processes are
prominent at very high photoexcitation density and can be detected in TA, but should not play
an important role at solar illumination conditions. The results of PBDB-T:NFBDT blend
(Figure.6.6, bottom) appeared to be qualitatively very similar to PBDB-T:NCBDT consistent
with the morphology discussed above, which means the photophysics of both materials can
be described using the same model.
From the above discussion, we arrive at one possible model, shown in Figure.6.10.
Acceptor excitation due to the light absorption, or due to the energy transfer from donor,
leads to the (i) direct free charge generation or (ii) formation of intermediate state. We
128 Charge Dynamics in High-Efficiency NFA-based Blends
estimate that around two thirds of free carriers come from the separation of intermediate state
and another one third from the direct generation. This is seen in Fig.6.6 (b), where the signal
at 100 ps is around 0.35 and the signal peaking at around 2 ns is around 1 after normalisation.
One possible reason for this, can be that 35% efficient generation of free charges is happening
through the ‘hot’ charge-transfer states, while the rest of photocurrent is generated through
the ‘cold’ intermediate states. Another possibility is that different local morphologies lead
to the different charge generation pathways, direct or intermediate-state mediated. Based
on the existing data, we cannot differentiate between these two different mechanisms. The
timescale of conversion from intermediate states to free charges is estimated to be around 400
ps, which is in striking contrast to sub-ps free carrier formation observed in most polymer-
fullerene blends and some other NFA materials. This highlights the conceptually different
molecular mechanism of charge generation in high-performance NFA acceptors like NFBDT
and NCBDT. Interestingly, the photophysics for both studied materials are very similar
despite the HOMO-HOMO offset in NCBDT-based blend is smaller by ∼ 40 meV. This
indicates that the charge generation in the studied class of donor-acceptor systems is not
very sensitive to the driving energy for charge separation, allowing further optimisations of
acceptor bandgaps and open-circuit voltage. Delicate control of band offsets via energy level
optimisation might be a powerful approach to design optimal combinations of acceptor and
donor materials, to increase solar light absorption (for higher JSC) while minimizing the loss
of V OC.
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Fig. 6.10 State energy diagram showing the relevant photophysical processes. Excitation of donor is
followed by an ultrafast energy transfer process; the following hole transfer process from the acceptor
to the donor generates interfacial charge pair state, and the further separation from this pair state, or
directly from the acceptor leads to charge-separated states.Geminate recombination from ICP state
and bimolecular recombination to the ground state occur.
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6.4 Model 2
The above results are mostly published in the paper[1]. However, the model described earlier
does not give any direct evidence to exclude the possibility of triplet states. Thus, more
experiments were performed later, and we will discuss this part of data in this section.
We also note that the yield, defined as the amplitude of the third species divided by the
amplitude of the exciton signal. In the pristine NCBDT, this ratio is 1.0×10−4 / 5.0×10−3,
and in the blend, the ratio is 2.0× 10−4 / 5.3× 10−3. Therefore the polaron yield in the
blend is around twice higher in the blend compared to the pristine. This is not normal as
for such efficient blends, the polaron yield should be much higher. In this section, we will
discuss another possible model including the triplet states, probed from triplet sensitisation
and enhanced inter-system crossing. The corresponding states for the intermediate states and
product states are free charges and triplet state, respectively.
6.4.1 Triplet Sensitisation
Low-lying triplet states can be a significant loss in fullerene-based organic solar cells.[179]
In efficient polymer:NFA blends, the energy level of the triplet states of the NFA is the
lowest among excited states. In other words, if triplet states are formed, additional forces are
unavoidably needed to separate them to form charges, thus attention should be paid whether
and how much triplet states are formed. If not, understanding how the formation of triplet
states are suppressed is also important.
Fig. 6.11 Transient absorption spectra of MP-C60 solution in DCM, covering the time scale between
2 ns and 1 ms. (a) The normalised transient absorption spectra at 1 ns (black) and 50 ns (red). The
spectrum at 50 ns is purely from triplet state, while the difference signal (blue) is assigned to the
singlet state. (b) The kinetics at 800 nm and 900 nm with single exponential fitting, giving an estimate
of the lifetime of triplet state. The excitation wavelength is 355 nm.
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An obvious prior step is to generate and see triplet states in some way. To find the
signature of triplet states, we study the solution phase first in this section. To enable the
sensitisation, the triplet states must stay long enough to interact with the other molecule. The
triplet lifetime is thus a fundamental quantity to measure first. We thus perform experiments
to probe the lifetime of the triplet states. The triplet states are formed from singlet states via
inter-system crossing under optical excitation. We use N-methylfulleropyrrolidine (MP-C60)
as the sensitiser, which is often used in singlet fission studies.
Fig. 6.12 Transient absorption spectra of PBDB-T-MP-C60 solution in DCM, covering the time scale
between 1 ns and 1 ms. Spectra at various time delays in (a) diluted solution and (c) concentrated
solution; (b,d) representative decay curves. In (b) and (d), the difference signal is obtained from
subtracting the two kinetics normalised to the overlapping amplitude around 100 ns. The fitting line
are exponential fitting with two components. The excitation wavelength is 355 nm.
MP-C60 solution in dichloromethane was excited with UV light. In Fig.6.11, the long-
lived PIA signal located mainly between 750-850 nm is due to triplet state, and the early
time signal, with a different feature at 900 nm, is assigned to the singlet state. From their
kinetics, the lifetime of the triplet state, is between 12.79±0.16 ns and 15.91±0.47 ns, fitted
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from the kinetics at 800 nm and 900 nm, respectively. The internal system cross to form the
triplet states is complete before 10 ns, as seen in the rapid decay at 900 nm.
We now turn to study the PBDB-T and PBDB-T-MP-C60 in the solution. Fig.6.12 presents
the transient absorption signal of PBDB-T-MP-C60 solution with high and low concentrations.
The triplet state of MP-C60 has a finite lifetime, which is related to a distance range that
triplet energy transfer from MP-C60 to PBDB-T can happen. The concentration mainly
changes the average distance between PBDB-T and MP-C60.
At low concentration in Fig.6.12 (a), the same spectral shape (red and blue) between
10 ns and 100 ns as the earlier measured triplet state (red) in MP-C60 (purple) in Fig.6.11
supports the formation of triplet state of MP-C60. In Fig.6.12 (b), the difference signal
between 800 nm and 900 nm (blue line) before 20 µs gives a lifetime around 8.8 µs. This
can be either triplet energy transfer process, or charge transfer from MP-C60 triplet state to
PBDB-T. Later, a slow decay around 440 µs shows the recombination of the excited state to
the ground state. This lifetime is really long and we cannot exclude triplet or free charges
in the solution. This ends with with a quite broad and featureless signal around 900 nm
(green line), which is similar to the PBDB-T polaron in the pristine film (peak at 880 nm) in
Fig.6.13 (a) and 920 nm in the blend in Fig.6.5 (c) and (d).
In solution with a higher concentration of MP-C60, Fig.6.12 (c-d) shows that the singlet
signal at around 1020-1050 nm decays slower than before before 10 ns. Interestingly, both
signals at 800 nm and 900 nm rise at a similar pattern, quite different from the dilute case.
The interaction time scale is also different - the rising time from the difference signal (pink)
is 4 µs, twice faster than the dilute one. The long-lived component decays at a rate of 23 µs,
more than one magnitude faster than the diluted solution. This can be due to either charge
recombination, or triplet-triplet annihilation, as both processes are related to diffusion and
become faster at higher concentration. To distinguish charge transfer, or triplet transfer, one
way is to check the GSB region in the visible region where triplet energy transfer should
not contribute to the GSB of MP-C60. Another way to check is to see if emission from
triplet-triplet annihilation can happen, which can confirm the existence of triplet states.
After explaining the concentration-dependent PBDB-T:MP-C60 data, we now turn to
NCBDT-MP-C60 solution. Here, we performed fluence-dependent measurements. Fig.6.13
(a) and (d) show very similar pattern for the signal evolve. At early time such as 1 ns (black
line), a peak around first decays until 10 ns. After 10 ns, the signalat around 1020 nm
slowly rises until 20 µs, together with the rise of GSB signal before 800 nm, which should
be NCBDT-related signal as NCBDT GSB/SE is around 750 nm. After 20 µs, there is no
spectral evolve but a simple decay trend.
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To analyse the data better, we use the genetic algorithm mentioned earlier to decompose
the signal into two components. The long-lived signal has its peak around 1020 nm, which
can be either NCBDT polaron or triplet. This spectrum actually resembles the NCBDT
singlet exciton, shown in Fig.6.3 (c). The decay rate at higher fluence (76 µs) in (a) is faster
than the lower fluence (108 µs) in (d), which is probably related to triplet-triplet annihilation.
However, charge-charge annihilation cannot be completely excluded.
Fig. 6.13 Transient absorption spectra of NCBDT-MP-C60 solution in DCM, covering the time scale
between 2 ns and 1 ms. Spectra at various time delays at (a) higher fluence and (d) lower fluence; (b,e)
The deconvoluted spectra for MP-C60 triplet and possibly NCBDT triplet; (c,f) The deconvoluted
kinetics for respective spectra. The excitation wavelength is 355 nm.
For the solution sensitisation experiments, we note that the signal between 1000-1600 nm
is not measured which should provide more evidence for the spectra of triplet states.
To further determine whether the excited states in the solution are triplets or free charges,
we also measure the time-resolved photoluminescence in additional to transient absorption
measurements. The absorption onset of MP-C60 is around 550 nm. In Fig.6.14 (a), we thus
use 650 nm to selective excite the NCBDT molecules, resulting in short-lived signal at its
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emission wavelength. In contrast, excitation at 400 nm leads to long-lived PL, shown in
Fig.6.14 (b). Combining with the TA data, the long-lived signal is luminescent. From the PL
shape in Fig.6.14 (c), the black line represents NCBDT singlet emission, and the delayed
emission spectra is only slightly blue shifted and possibly from the same state. The difference
between 2 ns and 2 µs at 400 nm is probably due to reduction in singlet MP-C60 emission.
We therefore conclude that the delayed emission is from triplet-triplet annihilation.
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Fig. 6.14 Time-resolved PL of NCBDT-MP-C60 solution with excitation at 650 nm and 400 nm,
respectively; the representative PL spectra at 2 ns and 2 µs.
6.5 Enhanced ISC via Heavy-Metal Effect
From the previous section, we discuss the model that the long-lived product state is triplet
state, which is probably the loss channel. In this section, we use another method to probe the
triplet state by using molecules containing heavy atoms to influence the inter-system crossing
behaviours of the studied materials.
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Fig.6.15 shows the transient absorption spectra of NCBDT film excited by 750 nm. This
film is fabricated the same way as Fig.6.3 (c).
Fig. 6.15 Transient absorption spectra of NCBDT film up to 6 ns with the excitation fluence of
63 µJcm−2 at 750 nm.
Here, we also measured the fluence-dependent spectra of NCBDT film at 2 µJcm−2 and
10 µJcm−2 in Fig.6.16 with 750-nm excitation light, shown below.
We compared the early (0-1 ps) and late (1-6 ns) spectra of NCBDT film shown in
Fig.6.16 (a-c), and the representative kinetics of selected wavelengths in Fig.6.16 (d-f).
These wavelengths (800-810 nm, 1050-1060 nm, and 1200-1300 nm) are chosen to represent
GSB, PIA and the long-lived signal, respectively. At higher fluence, the long-lived signal
is much stronger than lower fluences. Comparing the sub-figures (a-c), the yield of the
long-lived signal is higher at higher fluence. This is confusing as inter-system crossing is a
single-particle process and should not depend on the fluence. If the product state is triplet, it
should give less yield as two-particle annihilation processes may happen.
In this section, we only choose to excite NCBDT molecule rather than PtOEP and will
show why.
Next, we fabricated NCBDT pristine films (5 mg/ml in CF) and doped films with PtOEP
(weight ratio, 13%). PtOEP is a well studied molecule which has very strong spin-orbital
coupling and phosphorescence at room temperature. The common use of PtOEP is to
introduce triplet states in other molecules by exciting the PtOEP first. In Fig.6.17 shows the
transient absorption spectra of NCBDT doped with PtOEP. We find that the amplitude of the
long-lived signal is much stronger than the pristine NCBDT films in Fig.6.15. The fluence-
dependent TA data is also measured in Fig.6.18, covering from 2.8 µJcm−2 to 63 µJcm−2.
At higher fluence, the yield of the long-lived signal decreases, in contrast to the pristine film
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Fig. 6.16 Transient absorption spectra of NCBDT film at various fluences excited at 750 nm. (a-
c) Selected spectra at 0-1 ps and 1-6 ns with the fluence of 2 µJcm−2, 10 µJcm−2 and 63 µJcm−2;
(d-f) Selected kinetics at wavelength range of 800-810 nm (GSB), 1050-1060 nm (PIA signal),
1200-1300 nm (the main feature of the long-lived signal).
Fig. 6.17 Transient absorption spectra of NCBDT film doped with PtOEP (13% weight ratio) up to
6 ns with the excitation fluence of 63 µJcm−2 at 750 nm.
in Fig.6.16. From the kinetics in Fig.6.18 (d-f), there is a clear interconversion from singlet
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states (red) to triplet states (blue) before 100 ps. After 100 ps, the triplet signal starts to decay
and its decay rate is faster at higher fluence.
Fig. 6.18 Transient absorption spectra of NCBDT film doped with PtOEP (13% wt) at various fluences
excited at 750 nm. (a-c) Selected spectra at 0-1 ps and 1-6 ns with the fluence of 2 µJcm−2, 10 µJcm−2
and 63 µJcm−2; (d-f) Selected kinetics at wavelength range of 790-800 nm (GSB), 1050-1060 nm
(PIA signal), 1200-1300 nm (the main feature of the long-lived signal).
The solid state film shows the enhancement of inter-system crossing probably due to
the heavy-metal effect. We also performed solution measurement shown below to check if
such effect still exists. Fig.6.19 and Fig.6.20 show that PtOEP has almost no effect on the
overall spectral shape and kinetics. One possible reason is that the used concentration is not
high enough for excited state to diffuse and interact. In such measurements, the lifetime of
NCBDT triplets is 400±10 ns fitted from Fig.6.19 (d).
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Fig. 6.19 Transient absorption spectra of NCBDT solution. (a-b) Short-time spectra up to 1700 ns
excited with 750-nm light. (c-d) Long-time spectra up to 3 µs excited with 532-nm pulses.
Fig. 6.20 Transient absorption spectra of NCBDT solution doped with PtOEP (17% weight ratio.(a-b)
Short-time spectra up to 1700 ns excited with 750-nm light. (c-d) Long-time spectra up to 3 µs excited
with 532-nm pulses.
However, we still cannot fully exclude another possibility that charge transfer from
NCBDT to PtOEP occurs. One way is to vary the HOMO and LUMO properties of the
heavy-metal molecules to form type-I heterojunction to prevent the charge transfer pathways.
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6.6 Conclusion
To summarise, we studied the charge dynamics in high-efficiency NFA-based blends, PBDB-
T:NCBDT and PBDB-T:NFBDT using transient absorption spectroscopy.
Firstly, in such blends, we find ultrafast energy transfer happens under donor excitation
after which hole transfer occurs; excitation of the low-bandgap NFA also leads to hole
transfer and the charge generation process lasts around 25 ps. Such slow charge generation is
in sharp contrast with ultrafast (sub-ps) charge generation in the fullerene-based blends.
Secondly, using genetic algorithm, we decompose the measured spectra and find two key
states, critical for understanding the signals, namely, the intermediate state and the product
state. The intermediate species has donor polaron signature, and long-lived product state
has acceptor-related signature. The conversion rate from the intermediate states into product
states is around 400 ps. To study these two tates, we discuss two alternative models with
experimental evidence.
In model 1, we assign the intermediate states to interfacial charge pair states and the
product states to free charges. The main supporting evidence includes the fluence-dependence
kinetics in both pristine NFA materials and blends. The time scale for formation of inter-
mediate states and the separation of intermediate states into the free charges are reasonable.
However, this model cannot explain the low yield of free charges in such high-efficiency
blends.
In model 2, we assign the intermediate states to free charges and the long-lived product
states to triplet states, with evidence from fullerene sensitisation, TTA-based photolumines-
cence, and solid-state heavy-atom enhanced ISC measurements. But the model involving
triplet states cannot well explain the fluence-dependent kinetics. Even though triplet state can
become a loss channel. In working devices, as long as the ratio of triplet states compared to
the free charges is low, the polymer:NFA blends may still perform well under solar excitation
conditions. One field not explored in this thesis is the possibility of separating the low-energy
triplet states into free charges. To suppress the loss of triplets, further studies are needed to
better understand its suppression mechanism.
Our results provide a new framework to study the charge dyanmics, in particular triplet-
related behaviours, in the NFA-based blends.
Chapter 7
Efficient Nonfullerene Organic Solar
Cells via Sequential Deposition
Note: This chapter is closely adapted from the following publication: J. Zhang†, B. Kan†,
A. J. Pearson, A. J. Parnell, J. F. K. Cooper, X. -K. Liu, P. J. Conaghan, T. R. Hopper,
Y. Wu, X. Wan, F. Gao, N. C. Greenham, A. A. Bakulin, Y. Chen*, R. H. Friend*. "Efficient
non-fullerene organic solar cells employing sequentially deposited donor–acceptor layers" J.
Mater. Chem. A, 2018, 6, 18225-18233; (Reproduced from Ref. [261] with permission from
the Royal Society of Chemistry.)
B. Kan and X. Wan. synthesised the non-fullerene acceptor. B. Kan and J. Zhang. opti-
mised and characterised the conventional devices. J. Copper. performed NR measurements
with data analysed by A. Pearson and A. Parnell. X. Liu. measured EQE of EL. J. Zhang
performed the exciton diffusion length measurements and ultrafast measurements. R. Friend.,
A. Bakulin., Y. Chen, N. Greenham. and F. Gao supervised the project. J. Zhang wrote the
manuscripts with contribution from all co-authors.
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7.1 Introduction
Organic solar cells (OSCs) retain their flexibility and processability over large areas at
relatively low cost, and have clear potential for assimilation into emerging technologies, such
as building-integrated photovoltaics and wearable electronics.[6, 262] The active layers of
OSCs typically incorporate a heterojunction between electron donor (D) and electron acceptor
(A) organic semiconductors to facilitate efficient photocurrent generation. This concept, first
introduced by Tang in 1986 using a planar heterojunction (PHJ) active layer architecture,[49]
was modified in 1995 toward bulk-heterojunction (BHJ) layers that overcome clear limitations
of the PHJ approach. Specifically, the mismatch between absorption depth and D:A interfacial
area in a PHJ device results in a low efficiency for harvesting photogenerated excitons.
By forcing a phase separation length scale between D and A that is commensurate with
the exciton diffusion length (10-20 nm), BHJs enable much higher quantum efficiencies
and overall power conversion efficiencies (PCEs).[51, 52] Since the introduction of the
BHJ concept, morphological control of BHJs (e.g. D:A ratio, active layer processing
conditions) has remained a key factor in the development of high-efficiency OSCs[263–
265, 69, 67, 70, 266], despite the fact that a detailed mechanistic understanding of it remains
under-developed.[267, 268, 245, 269]
As an alternative to co-depositing D and A semiconductors to form a BHJ, a two-step
solution deposition process can be used, wherein the electron acceptor layer (usually based
on a fullerene derivative small molecule) is deposited onto the electron donor layer (usually
a polymer). This structure, termed a sequentially deposited BHJ (sq-BHJ), has been used in
fullerene-based OSCs, sometimes yielding quantum efficiencies comparable to an as-cast
BHJ (c-BHJ) based on D:A co-deposition.[270–283] For example, the state-of-the-art sq-BHJ
OSCs based on poly[4,8-bis(5-(2-ethylhexyl)thiophen-2-yl)benzo[1,2-b;4,5-b’]dithiophene-
2,6-diyl-alt-(4-(2-ethylhexyl)-3-fluorothieno[3,4-b]thiophene-)-2-carboxylate-2-6-diyl)] (PTB7-
Th) and PC71BM after post-annealing show maximum PCEs of 8.6%.[270] Compared to the
c-BHJ approach, sq-BHJ OSCs potentially offer several advantages from the perspective of
device fabrication, namely: (i) individual layer properties such as thickness and crystallinity
can be independently controlled, thereby simplifying BHJ morphology optimisation. (ii) As
a consequence of (i), OSCs can be fabricated with high reproducibility. (iii) The morphology
of a sq-BHJ layer might be closer to thermal equilibrium and therefore more stable under
conventional OSC operating temperatures.
With fullerene-based semiconductors remaining the archetypal electron acceptor for
OSCs, the recent fast advancement of high-performance non-fullerene acceptors (NFAs) has
motivated a careful evaluation of the future direction of OSC research. Beginning in 2015, the
PCEs of champion NFA-based single-junction OSCs have been higher than those fabricated
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using fullerenes, and now stands at an impressive 17%.[284, 105, 285, 102, 81, 286–290]
Following this progress, the performance of OSCs based on other types of active layer
architectures, such as ternary-blend OSCs[291, 292, 91, 89] tandem-junction OSCs[293, 294]
and semitransparent OSCs[295–297], have all benefited from substitution of a fullerene-based
electron acceptor for a NFA.
In this contribution, we report an efficient sq-BHJ device using poly[(2,6-(4,8-bis(5-(2-
ethylhexyl)thiophen-2-yl)-benzo[1,2-b:4,5-b’]dithiophene))-alt-(5,5-(1’,3’-di-2-thienyl-5’,7’-
bis(2-ethylhexyl)benzo[1’,2’-c:4’,5’-c’]dithiophene-4,8-dione)] (PBDB-T) as the donor and
NCBDT as the acceptor. Optimised sq-BHJ layers are prepared using dichloromethane
(DCM) as the solvent for NFA without post-treatments or solvent additives. The resultant
OSCs show >10% PCE, comparable to that achieved by OSCs based on as-cast BHJ layers.
This efficiency is one of the highest reported for sq-BHJ OSCs. As PBDB-T remains a bench-
mark polymer for NFA OSCs, we also determined its exciton diffusion length to be 10 ± 3
nm from external quantum efficiency (EQE) measurements. To understand the performance
of both sq-BHJ and c-BHJ OSCs we characterise the factors governing voltage loss using
stead-state and time-resolved optical and electrical measurements.
7.2 Experimental Section
7.2.1 Conventional Structure
The device structure was glass/ITO/PEDOT:PSS (poly(3,4-ethylenedioxythiophene) polystyrene
sulfonate)/active layer/PDINO (perylene diimide functionalized with amino N-oxide)/Al.
The glass substrate with ITO was cleaned sequentially by deionized water, acetone and
isopropyl alcohol under ultrasonication for 10 min each. The subsequent PEDOT:PSS layer
was spin-coated at 5000 RPM for 45 s, and then baked at 150 ◦C for 20 min in ambient
atmosphere. For the sq-BHJ film, the donor layer was deposited from 6 mgmL−1 solution in
chloroform at 1900 RPM for 20 s, and the subsequent acceptor layer was cast from ∼60 µL
solution in DCM (6 mgmL−1) at 2500 RPM for 40 s right before spin-coating. PDINO
(1 mgmL−1 in CH3OH) was spin-coated on the active layer at 3000 RPM for 40 s. Finally,
a 100 nm Al layer was deposited under high vacuum. The effective area of each cell was
4.5 mm2.
7.2.2 Device Photovoltaic Performance
Current density-voltage curves of the solar cells were recorded by a Keithley 2635 source
meter under illumination of a solar simulator (SS50AAA, Photo Emission Tech). The
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intensity of the simulated sunlight (100 mWcm−2) was calibrated with a standard silicon
reference cell and a KG3 filter. The external quantum efficiency (EQE) spectrum was
measured by an Oriel Cornerstone 130 monochromator. Reporting a reliable photovoltaic
performance requires careful calibration, for which readers are suggested to read the following
papers.[298–301]
7.2.3 EL Efficiency, Field-Dependent PL and EL
EQEEL, field-dependent PL and EL. EL emission from the device was collected by a silicon
photodiode with an active area of 100 mm, with fixed distance between the device and
the photodiode. The current-voltage characteristics of the device were measured with a
Keithley 2400 source meter and the current outputs of the photodiode were measured with a
Keithley 2000 source meter. Steady-state PL was measured from encapsulated films using a
home-built setup with a 405 nm laser (Coherent) as the excitation source. The collected PL
was focused into a spectrometer (Andor). For field-dependent PL, the encapsulated devices
were connected to and biased by a source meter (Keithley 2400). With the same setup, the
bias-dependent EL was measured in the injection region. A 500 nm long-pass filter was used
to block the excitation scattering.
7.2.4 Neutron Reflectivity
NR measurements of thin film layers were made using the same spin coating parameters as for
the actual devices. The substrates were 5 mm thick circular silicon wafers (Prolog Semicor,
Ukraine) with diameter of 50.8 mm. The NR data was measured at the ISIS pulsed Neutron
and Muon Source (Oxfordshire, UK) using the instrument OFFSPEC, which has a useable
incident neutron wavelength range from 2-12 Å. A number of incident angles were collected
to cover the measured momentum transfer range 0.008-0.238 Å
−1
. We measured reference
samples for each pure material (PEDOT:PSS, PBDB-T and NCBDT) which allowed us to
unambiguously measure the scattering length density (SLD) of each layer independently.
The PEDOT:PSS layer SLD, thickness and roughness were constrained in the device layer
films, whilst silicon oxide thickness was allowed to vary. The NR data was modelled using
the scheme of Névot and Croce as a number of layers each having a roughness, thickness and
a SLD. For the as-cast BHJ layer a single fit was used. For the sequentially processed layers,
fitting was performed for two possible cases, that of a bilayer architecture and a single layer.
In the former, the SLD of each layer was constrained to the values measured for the single
layer films.
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7.2.5 Pump-Probe Spectroscopy
800 nm, ∼200 fs pulses were generated by a regenerative Ti:sapphire regenerative amplifier
(Spectra Physics, Solstice Ace) operating at 1 kHz. A portion of the seed pulses were directly
sent into the sample area, while another portion was sent to a delay stage, followed by
generation of the broadband probe pulses (∼950-1350 nm). Part of the probe light was split
off and used as the reference to reduce the pulse fluctuation. Both probe and reference beams
were detected using a pair of linear image sensors (Hamamatsu). The signal was read out
at the full laser repetition rate by a custom-built board (Stresing Entwicklungsburo). The
beam size of pump and probe pulses were estimated to be ∼0.5 mm. The sq-BHJ and c-BHJ
films were prepared following the procedures for device fabrication. Pure NCBDT film was
spin-coated at 3000 RPM for 40 s from a 6 mg/ml solution in CF, while the NCBDT:PS
(weight ratio, 1:49) blend film was cast from chlorobenzene. The pump pulse energy was
250 nJ for NCBDT:PS film and 50 nJ for other films.
7.3 Conventional Device Fabrication and Characterisation
7.3.1 Materials
Fig. 7.1 Molecule structure absorption and the device structure. (a) Chemical structures of PBDB-T
(donor), NCBDT (acceptor) and PDINO (electron-transport layer). (b) Device structures where the
photoactive layer is based on a c-BHJ or sq-BHJ architecture. (c) Absorption spectra of pristine PBDB-
T and NCBDT films. The blend absorbance is normalised to 1 and the pristine data is normalised to
1/2.
144 Efficient Nonfullerene Organic Solar Cells via Sequential Deposition
Fig.7.1(a) presents the chemical structures of the electron donor (PBDB-T), electron
acceptor (NCBDT) and electron transport layer (PDINO, perylene diimide functionalized
with amino N-oxide). PBDB-T is widely used as a benchmark electron donor for blending
with emerging electron acceptors.[302] The central electron-donating BDT unit has also
featured in many ladder-type NFAs [252], such as NCBDT in this study.[1] For the sq-BHJ
film, the donor layer was deposited from solution in chloroform, and the upper acceptor layer
was cast from DCM solution. For the bulk-BHJ film, the donor and acceptor mixed layer was
deposited from chloroform. Fig.7.1(c) shows the complementary absorption of the pristine
materials across the visible and near-IR region together with the absorption spectra of c-BHJ
and sq-BHJ blends. As shown in our previous study, the peak optical absorption of NCBDT
shifts from ∼ 730 nm in dilute solution to ∼ 760 nm in an as-cast film, suggesting ordered
molecular packing in the solid state.[1]
7.3.2 Device Fabrication
The device structure, shown in Fig.7.1(b), is ITO/PEDOT:PSS (poly(3,4-ethylenedioxythiophene)
polystyrene sulfonate), ∼ 30 nm)/active layer/PDINO (∼ 5 nm)/Al (100 nm). PDINO was
then spin-coated from methanol solution on the active layers, followed with an evaporated
Al layer. To simplify device fabrication, we do not subject either active layer architecture to
any post-film deposition annealing.
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Fig. 7.2 Photovoltaic performance measurements. (a) Current-density voltage measurements under
one-sun illumination. Inset: the distribution of PCE in 20 sq-BHJ devices. (b) Spectral dependence of
the EQE.
C-BHJ OSCs with an active layer thickness of 100± 5 nm show a PCE of ∼ 10%,
reproducing the results from our previous study.[1] Optimisation of the sq-BHJ OSCs
considered the following processing variables: PBDB-T and NCBDT solution concentration,
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Table 7.3 Device optimisation of sq-BHJ devices by changing the solvent, the spin speed for the
acceptor and donor layers. The donor and acceptor concentration are both 6 mgml−1, respectively.
Variant Parameter V OC (V) JSC (mAcm−2) FF (%) PCE (%)
Solvent (1500 RPM
for donor and
3000 for acceptor)
DCM 0.803 19.24 53.8 8.32
DCE 0.811 5.08 43.6 1.79
TCE 0.811 10.15 53.0 4.37
Spin speed of
acceptor layer
(1500 RPM for
donor layer)
1500 0.790 18.80 52.7 7.82
2000 0.799 19.29 53.2 8.19
2500 0.804 19.64 56.7 8.95
3000 0.803 19.24 53.8 8.32
3000+SVA1 0.792 19.57 53.6 8.30
Spin speed of
donor layer
(2500 RPM for
acceptor layer)
1500 0.804 19.64 56.7 8.95
1700 0.824 19.05 61.7 9.68
1900 0.824 19.45 62.9 10.04
2100 0.791 18.08 58.9 8.42
2300 0.791 18.06 59.2 8.51
1900+ZnO2 0.803 18.92 59.9 9.10
1. SVA: solvent vapour annealing
2. ZnO: the electron transport PDINO interlayer was replaced by ZnO.
film deposition spin-speed, and casting solvent, the outcomes of which are tabulated in
Table.7.3. From this exercise, devices with PCE of ∼ 10% were obtained. The efficiency
distribution is shown in the inset of Figure.7.2(a). The bars are not so well fitted with a
Gaussian line, showing an average efficiency around 9.7%. Here, the nominal thicknesses
of the donor and acceptor layer were 45±5 nm and 50±5 nm, respectively, and the total
active layer thickness was 90 ± 5 nm.
Fig.7.2 shows the overall photovoltaic behaviour for both c-BHJ and sq-BHJ OSCs with
related performance metrics summarized in Table.7.1. Compared with the c-BHJ OSCs,
sq-BHJ OSCs have larger short-circuit current density (JSC) up to 19.45 mAcm−2, which
likely results from optimised vertical stratification.[277] The larger open-circuit voltage
(V OC) of the c-BHJ OSCs has previously been observed in a polymer:fullerene OSC, but
the origin of this difference was not investigated in detail.[280] The fill factor (FF) for the
sq-BHJ OSCs, was found to be relatively more sensitive to the thicknesses of the donor and
acceptor layers (Table.7.3), which may reflect a greater imbalance between electron and hole
mobilities, and/or enhanced bimolecular recombination (BR). We measured the dark current
density-voltage behaviour of single carrier devices in the space-charge limited current regime
to determine respective charge carrier mobilities (Fig.7.3). From this experiment, the ratio
of electron to hole mobilities were found to be smaller in the sq-BHJ devices than those in
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Fig. 7.3 Hole and electron mobilities extracted from the space-charge limited current.
c-BHJ devices, consistent with the FF values found for the corresponding OSCs as a higher
mobility means better charge transport ability.
7.3.3 Device Stability
Fullerene-based OSCs are not photo-stable mainly due to sensitivity of fullerene to the
environment, for example, the oxygen and water in the air. Sq-BHJ devices often show
an improved stability over c-BHJ devices in fullerene-based OSCs.[270] The efficiency
increase in NFA OSCs also accompanies its improved device in c-BHJ devices probably due
to elimination of fullerene derivatives. In such scenario, the device stability of NFA-based
sq-BHJ devices is not reported yet. Fig.7.4(a) shows that sq-BHJ devices preserve 65% of
its original efficiency after 3 weeks while c-BHJ devices maintain 72%. We find that the
efficiency drop is mainly due to decreased JSC while V OC and FF degraded similarly. The
inferior stability of sq-BHJ devices might be due to its not thermally stabilized interfacial
morphology, and or trap states at the interface.
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Fig. 7.4 Device stability of c-BHJ and sq-BHJ devices over 3 weeks. During measurements, the
device is kept in dark nitrogen environment. The data is averaged of 3 devices.
7.4 Charge Generation and Recombination
Fig.7.2 shows the EQE spectra for both OSC types. Between 450 and 800 nm, the EQE for
the sq-BHJ OSC is higher and more uniform than that for the c-BHJ OSC, which contains
a clear local minimum around 500 nm. This dip in EQE may be due to lower absorption
efficiency of the c-BHJ layer and/or suboptimal optical management of the device stack.
We note, however, that the sq-BHJ layer is more likely to exhibit vertical heterogeneity,
and the photocurrent generation efficiency could therefore exhibit a greater dependence on
position within the OSC stack.[303] This optical management factor can be understood by
substantially increasing the PBDB-T layer thickness. Data presented in Fig.7.5 shows that
the EQE at long wavelengths (>600 nm) becomes lower as a result.
Alongside improved semiconductor design, future device optimisation should carefully
consider the distribution of materials within a sq-BHJ layer in order to accurately predict the
device structure which enables maximal EQE.[277] In our case, it becomes interesting that
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Fig. 7.5 EQE profile of the c-BHJ, and the sq-BHJ devices with different thicknesses of the PBDB-T
layer. The filled area shows the absorption profile of PBDB-T and NCBDT. The sharp contrast at
500 nm and 700 nm can be rationalised by cavity effect - the stronger light absorption at higher
wavelength away from the metal electrode.
sq-BHJ structure seems to exhibit features of both BHJ (efficient exciton dissociation) and
PHJ (heterogeneity effect). The cavity effect results in better absorption of high wavelength
light far away from the metal electrode. This effect can be utilised when D and A absorb light
at complementary bands which is enabled by the development of NFA. Future experiments
should use high-bandgap material closer to the electrode. Certain simulation can be conducted
to calculate the optimum mixing of D and A at their contacts. We will discuss this in later
session.
We also measured the dependence of photocurrent density on effective bias (V eff, defined
as the applied bias minus the built-in voltage of the OSC) and light-intensity dependence
of JSC and V OC. Each of these measurements does not show significant differences be-
tween these device types (Fig.7.6), supporting the notion of similar charge generation and
recombination in both OSCs.
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Fig. 7.6 Light-intensity-dependent measurement. (a) Photocurrent generation versus the effective
voltage of c-BHJ and sq-BHJ devices. (b-c) Light-intensity dependent JSC and V OC. The dependence
of JSC under different light illumination was fitted as JSC ∝ LS, where L is the light intensity, S is the
fit parameter. The dependence of V OC on light intensity was fitted with V OC = a+(n kB T/q)× lnL=
a+ b× lnL, where the slope b is linked to idealty factor n, kB is the Boltzmann constant, T is the
temperature and q is the element charge.
7.5 Voltage Loss and Non-Radiative Recombination
Within the literature, state-of-the-art NFA-based OSCs exhibit a much lower voltage loss
compared to state-of-the-art fullerene-based OSCs, overcoming the traditionally severe trade-
off between high JSC and high VOC. This is primarily due to their high charge generation
efficiency despite the minimal driving force for exciton dissociation, in addition to their much
improved electroluminescence (EL) efficiency. These characteristics motivate us to reflect
on the larger VOC (by ∼ 23 meV) of the c-BHJ OSCs compared to the sq-BHJ OSCs, and to
characterize the detailed energy losses in both devices. As discussed by Nelson [304] and
Yan [78], energy loss can be separated into three categories: 1) ∆ E1 = Egap−q V SQOC , mainly
radiative recombination due to the absorption above the bandgap; 2) ∆ E2 = q V SQOC −q V radOC ,
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due to additional radiative recombination from the absorption below the bandgap; 3) ∆E3 =
q V radSQ −q V OC ≈−kT lnEQEEL from the non-radiative recombination.
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Fig. 7.7 Optical bandgap energy of NCBDT acceptor determined by the cross point of the absorption
(black) and emission (red) spectra.
The bandgap of NCBDT is ∼ 1.54 eV, determined by the cross point of the absorption
and emission spectra (Fig.7.7).[10] With the same material combination and similar EQE
in both structures, there is only a small difference in the energy loss from ∆E1 (1 meV)
and ∆E2 (∼ 5 meV) as determined by EQE spectra according to the published method.[39]
Thus, the dominant loss channel should be non-radiative recombination, estimated to be
∼ 29 meV. This parameter is fundamentally connected with the EL efficiency. We directly
measured EQEEL by recording the EL intensity from both OSCs under forward bias condi-
tions (Fig.7.8). The ratio of EL (Table.7.2) efficiencies corresponds to a voltage difference of
∼ 36 meV, which is comparable with the predicted ∆E3 of ∼ 29 meV. This is also reflected
by the measured dark current density-voltage behaviour, which inversely correlates with EL
efficiency (Fig.7.9). The relevant energy losses are summarised in Table. 7.2 on page 145.
For P3HT:PC61BM OSCs reported elsewhere, an identical VOC was obtained using
sq-BHJ and c-BHJ active layers (with thermal annealing treatment).[272] However, poly-
mer:fullerene OSCs utilising poly[N-9’-heptadecanyl-2,7-carbazole-alt-5,5-(4’,7’-di-2-thienyl-
2’,1’,3’-benzothiadiazole)] (PCDTBT) demonstrated a higher VOC in sq-BHJ devices.[283]
Thus the voltage output depends on material combination and post-treatment, both of which
152 Efficient Nonfullerene Organic Solar Cells via Sequential Deposition
1 0 2 0 3 0 4 0 5 0 6 0 7 01 E - 6
1 E - 5
1 E - 4
1 E - 3
0 . 0 1
Qua
ntu
m E
ffici
enc
y of
 EL
 (%
)
C u r r e n t  ( m A )
~ 1 . 2 5 V
c - B H J
1 . 0 1 . 5 2 . 0 2 . 5 3 . 01 E - 6
1 E - 5
1 E - 4
1 E - 3
0 . 0 1 c - B H J
Qua
ntu
m E
ffici
enc
y of
 EL
 (%
)
V o l t a g e  ( V )
0 2 4 6 8 1 01 E - 6
1 E - 5
1 E - 4
1 E - 3
0 . 0 1
Qua
ntu
m E
ffici
enc
y of
 EL
 (%
)
C u r r e n t  ( m A )
~ 1 . 5 5  V
s q - B H J
1 . 0 1 . 5 2 . 0 2 . 5 3 . 01 E - 6
1 E - 5
1 E - 4
1 E - 3
0 . 0 1 s q - B H J
Qua
ntu
m E
ffici
enc
y of
 EL
 (%
)
V o l t a g e  ( V )
dc
ba
Fig. 7.8 Quantum efficiency of EL of the c-BHJ and sq-BHJ devices. The data in gray region in (a)
and (b) is abandoned due to its low luminescence. The EQEEL is determined at the injection current
of 7 mA.
strongly influence the D:A interfacial morphology. In our work, VOC in the sq-BHJ OSCs
studied here is smaller than that in the c-BHJ devices, which can be explained by higher
non-radiative recombination.
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Fig. 7.9 Dark current-density voltage curves of the c-BHJ and sq-BHJ devices.
7.6 Atomic-Force Microscope and Neutron Scattering
To realise efficient sq-BHJ OSCs, a processing solvent with partial solubility for the bottom
layer and good solubility for the top layer is required. Dichloromethane (DCM) meets these
criteria as it only partially dissolves PBDB-T, in contrast to tetrahydrofuran (THF) which
washes away the polymer layer entirely as shown in Fig.7.10. In detail, we spin-coated the
pristine donor layer with pure THF and DCM, and measured its absorption change as well
as its surface roughness. DCM slightly removed the donor layer (5 nm less in thickness
and 4% less in absorption) with a smooth surface (Ra = 1.7), while THF largely dissolved
the donor layer (40 nm less in thickness and 30% less absorption) with a rougher surface
(Ra = 2.0).This contrasts with the results of Kim et al. on PTB7 films, where it was found
that DCM washed away 90% of material, mostly likely regions of relatively low molecular
weight and high disorder.[278]
Scanning probe microscopy images in Fig.7.12(a) show the evolution of the PBDB-T film
surface structure during these processing steps. Following diiodomethane (DIM) washing,
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Fig. 7.10 Film washed by THF and DCM solvents. (a) Films absorption before and after washing
the pure PBDB-T layer with THF and DCM. (b) The images of the films after washing. (c) The film
thickness (including PEDOT:PSS layer, ∼ 30 nm) and surface roughness measured by AFM.
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Fig. 7.11 Absorption of PBDB-T film with and without DIM soaking.
NCBDT is successfully removed as inferred from UV-Vis measurements (Fig.7.12(b)). The
reduction in PBDB-T absorption results from the process of NCBDT deposition and its
exposure to DCM solvent as DIM is an orthogonal solvent to PBDB-T (Fig.7.11).
7.6 Atomic-Force Microscope and Neutron Scattering 155
We note that DIM is toxic and reactive and should not be used for device fabrication. The
resultant increase in PBDB-T surface roughness (to 1.70 nm) indicates that polymer reorgan-
isation can take place during second layer deposition, which likely encourages intermixing
between PBDB-T and NCBDT. Data obtained using neutron reflectivity (Fig.7.12(c)) is fitted
to a model that implies uniform mixing of sq-BHJ film rather than a strict bilayer structure.
However, as the small difference in SLDs between PBDB-T and NCBDT (∼ 0.2×10−6 Å−2)
places a relatively large uncertainty on any model output, we are not able to determine the
gradient in NCBDT distribution using this data. More advanced characterisation techniques
are required to precisely image the vertical heterogeneity of the BHJ active layer.
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Fig. 7.12 Morphological characterisation of PBDB-T and PBDB-T:NCBDT blend films. (a) AFM
images showing the surface nanostructure of pristine PBDB-T layer, and a PBDB-T:NCBDT sq-BHJ
before and after NCBDT removal. Here the NFA was washed from the sample using DIM solvent (b)
Absorption spectra corresponding to samples in (a). (c) Measured and simulated neutron reflectivity
data of a sq-BHJ film, with simulated data considering either a homogeneous PBDB-T:NCBDT blend
layer or strict PBDB-T:NCBDT bilayer.
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7.7 D-A Interfacial Energetics
We naturally question whether the differences in c-BHJ and sq-BHJ films influence the
energetics inside the D:A intermixed regions. As mentioned previously, NFA OSCs often
benefit from high charge generation efficiencies despite a small driving energy. In contrast, for
fullerene-based OSCs, a small driving energy leads to poor charge generation efficiency.[97]
Fig. 7.13 EL, EQE and its related energy levels. (a) c-BHJ and (b) sq-BHJ: EL and EQE profile
for determination of bandgap of possible interfacial states. (c) Left: the energy level of the optical
bandgap and possible charge-transfer (CT) states (1.54 eV) with a device VOC around 0.82-0.85 V
and recombination energy loss of ∼ 0.70 eV; Right: highest occupied molecular orbital (HOMO) and
lowest unoccupied molecular orbital (LUMO) energy levels of PBDB-T and NCBDT.
From Fig.7.13(b), the energetic difference between PBDB-T and NCBDT HOMO levels
is ∼ 30 meV. However, the high peak EQE (∼ 75%) implies efficient light harvesting. Our
high-performance devices thus serve as a model system for investigating D:A interface
energetics in a sq-BHJ OSC that contains an A-D-A type NFA. In the EQE graph and EL
emission, a Gaussian-type shoulder is usually characteristic of CT states. As shown in
Fig.7.13(a), it is difficult to confirm such a shoulder in the EQE and EL data. The cross point
energy of EQE and EL spectra [95, 305] is 1.54 eV, the same as the bandgap of the pure
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acceptor (Fig.7.7). From this we conclude that there is a negligible driving force for charge
transfer. This result agrees with measurements made on another category of NFAs based on
fused aromatic diimides reported by Yan et al.[78]
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Fig. 7.14 Field-dependent PL and EL. (a-b) Field-dependent EL of c-BHJ and sq-BHJ devices under
forward biases. (c-d) Field-dependent PL of c-BHJ and sq-PHJ OSCs with excitation at 400 nm. The
peak at 700 nm is from the emission of PDINO layer. The peak at 820 nm is from the active layer.
No change in EL and PL spectra under various biases was observed as shown in Fig.7.14,
which indicates that the emissive spectra are from the same species, possibly singlet ex-
citons. This is quite different from the low energy offset (∼ 50 meV) fullerene-based
blends PIPCP:PC61BM, where the PL intensity of the BHJ blend is field-dependent.[306]
Intramolecular vibrations in CT states have been suggested to explain the intrinsic limit for
the non-radiative recombination in fullerene-based OSCs[95] , but in these novel NFA OSCs,
the intrinsic limit of non-radiative recombination has not been determined. A systematic
investigation of the charge generation mechanism is still missing, and the effect of charge de-
localization and non-uniform electronegativity in strong intramolecular push-pull molecules
requires further attention.[307] At this stage of our research, we do not find substantial ener-
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getic difference between the c-BHJ and the sq-BHJ OSCs despite their different preparation
methods.
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7.8 Transient Absorption
To observe ultrafast kinetics, we used femtosecond optical spectroscopy. In the optical
pump-probe measurement, we selectively excited NCBDT with 800 nm pulses. Figure. 7.15
shows the kinetics of the exciton peak (averaged between 1000−1100 nm) extracted from
the full spectra in Figure. 7.16 on the facing page. A faster exciton decay in the D-A blend
than that in the NCBDT: polysterene (PS) blend suggests efficient exciton quenching in both
c-BHJ and sq-BHJ blends. Interestingly, kinetics at short timescales (< 20 ps) from D:A
blends are very similar to that from pure NCBDT blend. This indicates a slow charge-transfer
rate under such low offset in HOMO energies (Fig. 7.13 on page 157(b)). The signal after
100 ps in D-A blends cannot come from excitons which are expected to decay completely
(as seen in measurements on pure NCDBT film), but possibly from polarons. The smaller
amplitude at around 200 ps in c-BHJ films thus might come from faster BR due to its finer
phase separation. Such fast recombination has been observed in PIPCP:PCBM blends.[183]
Overall, from transient absorption measurements, there is not much difference in charge
generation in c-BHJ and sq-BHJ films.
Fig. 7.15 Kinetics from pump-probe spectroscopy with selective acceptor excitation at 800 nm. The
kinetics is averaged between 1000 and 1100 nm. The sq-BHJ film was excited at two directions, either
donor side first, or acceptor side first. The kinetics from the pure acceptor film and the NCBDT:PS
blend film are for reference. (a) x and y are both in linear scales; (b) x is in logarithm scale.
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Fig. 7.16 Transient absorption spectra with excitation at 800 nm. (a) pure NCBDT film. (b) c-BHJ
film. (c) sq-BHJ film excited with donor side first. (d) sq-BHJ film excited with acceptor side first. (e)
NCBDT:PS blend.
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7.9 Sequentially Deposited Devices using Different Materi-
als
To further test this sequential deposition method, we also fabricated a series of NFA-based
OSC devices using a combination of several donors and acceptors (PBDB-T, PTB7-Th,
PDCBT, NCBDT and ITIC). As shown in Table. 7.4 on the facing page, for PBDB-T
and PTB7-Th, the device efficiencies using c-BHJ and sq-BHJ architectures are similar,
while for PDCBT, sq-BHJ device efficiencies are much lower than c-BHJ ones. This is
probably due to DCM used for processing. We note that some other solvents may work better
for PDCBT blends. The lower JSC and FF in sq-BHJ devices may indicate an inefficient
exciton dissociation and/or severe charge recombination, probably relating to not intermixed
morphology and limited exciton diffusion length of organic materials.V OCs of sq-BHJ devices
are within 50 meV difference compared with c-BHJ ones. Overall, these device results agree
with our previous discussion that the formation of BHJ-like morphology greatly depends on
the properties of polymer and the solvent for the NFA layer, and various solvents may be
needed to optimise a specific blend.
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Table 7.4 Device performance comparison of c-BHJ and sq-BHJ devices based on different donor
and acceptor combinations. The solvent for these devices is DCM.
active layer layout V OC (V)
JSC
(mAcm−2)
JSC EQE
(mAcm−2) FF (%) PCE (%)
PBDB-T:
ITIC
c-BHJ
0.898
(0.899±0.002)
14.11
(14.19±0.09) 14.07
56.7
(55.0±1.2)
7.14
(7.00±0.10)
sq-BHJ
0.835
(0.833±0.004)
14.82
(15.08±0.16) 14.28
47.7
(45.9±0.9)
5.86
(5.77±0.09)
PTB7-Th:
NCBDT
c-BHJ
0.781
(0.780±0.001)
17.39
(17.62±0.16) 17.17
65.6
(64.0±1.0)
5.86
(5.77±0.09)
sq-BHJ
0.759
(0.759±0.002)
17.37
(17.20±0.13) -
62.8
(62.7±0.3)
8.27
(8.19±0.06)
PTB7-Th:
ITIC
c-BHJ
0.805
(0.807±0.001)
14.60
(14.63±0.10) 14.46
60.3
(59.5±0.6)
7.09
(7.03±0.04)
sq-BHJ
0.794
(0.792±0.004)
14.88
(14.70±0.14) 14.64
60.3
(59.5±0.6)
7.13
(6.97±0.15)
PDCBT:
NCBDT
c-BHJ
0.872
(0.870±0.002)
12.91
(12.93±0.09) 12.46
61.3
(60.2±2.2)
6.91
(6.77±0.30)
sq-BHJ
0.873
(0.870±0.002)
8.39
(8.02±0.30) -
44.7
(44.9±0.2)
3.28
(3.14±0.14)
PDCBT:
ITIC
c-BHJ
0.927
(0.923±0.004)
14.15
(14.05±0.19) 14.08
64.9
(64.2±0.6)
8.51
(8.33±0.22)
sq-BHJ
0.905
(0.902±0.004)
5.99
(5.59±0.33) -
43.9
(42.4±1.7)
2.38
(2.15±0.21)
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7.10 Exciton Diffusion Length of PBDB-T
As a benchmark polymer, the exciton diffusion length of PBDB-T is still yet to be determined.
We fabricated PBDB-T:C60 PHJ with various donor layer thicknesses (∼8 nm to 60 nm,
measured by spectroscopic ellipsometry). The thickness of the C60 layer is fixed at 60 nm to
have the constructive interference at ∼500 nm for the optimum device efficiency.[308] As
shown in Fig.7.17c, the donor thickness of ∼20 nm gave the highest efficiency. According to
the simple relationship[309],
xmax =
L lnαL
αL−1 (7.1)
where xmax is the distance from the electrodes (excluding PEDOT:PSS layer), L is the exciton
diffusion length, α is the absorption coefficient. The absorption coefficient of PBDB-T
was determined to be 2.3×105 cm−1. According to Fig. 7.17 on the next page the exciton
diffusion length is 10±3 nm.
We note that some interdiffusion might happen at the interface, but is not a big issue
in this section. First, characterisation of the nanometer length scale interdiffusion of two
organic molecules is not easy, although some advanced techniques, such as cross-sectional
TEM may work. Secondly, the existence of interdiffusion might result in an overestimation
of the value of exciton diffusion length. Finally, the resultant fitting value is around 10 nm
for PBDB-T, a quite common value for organic polymers, which supports that our bilayer
model is close to the real situation.
The EQE only decreased by one third at thick donor layer of ∼60 nm, while for PPV,
although the exciton diffusion length is similar, the EQE peak amplitude dropped by >50%.
From previous transient measurements, we observed very short-lived excitons (∼9 ps at 1/e
of maximal amplitude). According to Einstein diffusion equation, L =
√
Dexc× τexc, Dexc is
∼0.11 cm2 s−1. This diffusion coefficient is very high in disordered organic semiconductors.
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Fig. 7.17 Measurements on exciton diffusion length of PBDB-T. (a) Film thickness of PBDB-T layer
deposited from various precursor concentrations (1 mgmL−1 to 8 mgmL−1). (b) EQE spectra of
PBDB-T:PCBM PHJ devices. Gray line is the absorption spectrum of PBDB-T. (c) Peak EQE as a
function of thicknesses of the PBDB-T layer. (d) Exciton diffusion length (10±3 nm) determined
from the optimum donor layer thickness (19±3 nm). The absorption coefficient of PBDB-T film is
2.3×105 cm−1
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7.11 Outlook and Conclusion
BHJ morphological optimisation has been relatively well studied and optimised in the past
twenty years, while there are still limited efforts on understanding the sq-BHJ devices. Here
we show that sq-BHJ layout carries high potential and can demonstrate performance com-
parable to as-cast co-depositing BHJ without any post treatments or solvent additives. At
the same time, this structure may process several technology relevant advantages compared
with one-step BHJ formation for future exploration, such as i) straightforward device fab-
rication and optimisation; ii) control of interfacial disorder for eliminating trap states; iii)
engineering of distortion of EQE spectra for higher photocurrent; iv) device with higher
morphological stability. We believe that future work will make it possible to combine the
high-PCE achievement of this study with one or several outlined potential advantages and
make sq-BHJ suitable for practical applications.
Chapter 8
Photophysical Studies of Sequentially
Deposited Nonfullerene Organic Solar
Cells
Note: This chapter is closely adapted from a publication. Copyright(2020) Wiley. Used
with permission from (J. Zhang, M. H. Futscher, V. Lami, F. U. Kosasih, C. Cho, Q. Gu,
A. Sadhanala, A. J. Pearson, B. Kan, G. Divitini, X. Wan, D. Credgington, N. Greenham,
Y. Chen, C. Ducati, B. Ehrler, Y. Vaynzof*, R. H. Friend and A. A. Bakulin*, Sequentially
Deposited versus Conventional Nonfullerene Organic Solar Cells: Interfacial Trap States,
Vertical Stratification and Exciton Dissociation, Advanced Energy Materials and Wiley
Online Library).
B. Kan and X. Wan synthesised the non-fullerene acceptor. A. Pearson performed TPV
and TPC measurements. V. Lami performed the depth-profile UPS. C. Cho simulated the
exciton dissociation efficiency. A. Sadhanala performed PDS measurements. F. Kosasih.
and G. Divitini performed STEM characterisation and analysis. M. Futscher performed the
electrochemical measurement. J. Zhang and Q. Gu fabricated the inverted devices. R. Friend,
A. Bakulin, Y. Chen., C. Ducati, N. Greenham, D. Credgington, B. Ehrler and Y. Vaynzof
supervised the project. J. Zhang wrote the manuscript with contribution from all co-authors.
168 Photophysical Studies of Sequentially Deposited Nonfullerene Organic Solar Cells
8.1 Introduction
Organic solar cells (OSCs), made from solution-processable carbon-based materials, have the
potential to be flexible, light-weight and low-cost.[6] Using fullerene and its derivatives as
benchmark electron-accepting materials, tremendous efforts in developing electron-donating
polymers and small molecules, particularly low-bandgap materials, have taken the device
power conversion efficiency (PCE) over 10%.[262, 267, 70, 310, 69, 268, 112, 67] The
drawback of fullerene, such as being expensive, unstable and not absorptive in the near-IR
region has largely been overcome by the fast development of small-molecule acceptors,
so-called non-fullerene acceptors (NFAs).[77, 284, 311, 82, 84, 312, 286, 73, 75, 269, 54, 1,
313, 91, 295] These molecules exhibit tuneable absorption and energy levels, and contribute
to efficient photocurrent generation even at negligible driving force.[78, 39, 169]. As such,
PCEs of binary and tandem devices have reached over 16% and 17.3%, respectively.[8, 80]
The efficiency of the planar heterojunction (PHJ) devices, when donor and acceptor layers
are placed on top of each other, is mainly limited by the so-called “exciton bottleneck”, the
competition requirement for efficient optical absorption and limited exciton diffusion.[49] A
major breakthrough was the invention of bulk-heterojunction (BHJ) – an inter-penetrating
donor and acceptor network.[51, 52] This structure can be easily obtained by spin-coating the
blended donor and acceptor solutions, but the morphology is very sensitive to the materials
and processing conditions, such as the blend ratio, solvent and solvent additives as well as the
thermal and solvent annealing processes.[314] An intermediate active layer nanomorphology
between PHJ and BHJ is termed the graded bulk heterojunction (GBHJ).[315] The gradient
morphology contributes to increased exciton dissociation efficiency relative to the PHJ and
an enhanced charge collection efficiency compared to a uniformly mixed BHJ.[315, 316]
The morphology of the GBHJ can be controlled in vacuum deposited binary films where
the ratio of donor/acceptor deposition rate is ramped linearly, or a stack of thin layers
with varied donor-acceptor concentration ratios.[316] Experimental methods to prepare the
GBHJ via solution processing are less straightforward, and can involve manipulating the
surface energy of substrates, substrate temperature, solvent fluxing, and graded nanoparticle
layers.[273, 317–319]
A method to prepare GBHJ originating from fullerene-based cells, called sequential depo-
sition (sq-BHJ), or layer-by-layer approach attracted much attention last year in developing
high-efficiency NFA OSCs.[270, 278, 277, 283, 274, 320–322] To better control the phase
separation, Hou et al. used a mixed solvent for a new polymer (PBDB-TFS1) in combination
with a high-performance NFA (IT4F) where the interdiffusion was controlled by the amount
of a second solvent (THF and o-DCB). This exercise led to an efficiency at 13% for sq-BHJ
devices, higher than 11.8% obtained by one-step processing.[323] Huang et al. and Min et al
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successfully applied this method to fabricate large-area (1 cm) devices with a performance
of over 10% and improved device stability.[324, 325] Yang et al. fabricated ternary blends
in which a BHJ was mixed with a new donor or acceptor layer.[326] In the same period,
our group found that sequentially depositing the donor and acceptor layers led to a high
efficiency (>10%), comparable to the as-cast one-step formation of BHJ (c-BHJ) using novel
NFAs.[261] Such advancements in device efficiency, stability, green-solvent and large-area
processing make this sequential deposition method universal and attractive.
So far, most studies on sq-BHJ systems have focused on device performance rather than
a detailed mechanistic study of the underlying photophysics. The reasons and mechanism for
the comparable performance need to be understood, and obvious questions remain behind sq-
BHJ functionality. For example, to realize high (close to unity) charge generation efficiency
in sq-BHJ devices, most excitons must be separated at the donor-acceptor (D-A) interface.
Characterising this process is a prior to understanding efficient device operation. In this work,
we focus on interfacial properties in sq-BHJ together with morphological characterisations to
study their relationship with the initial exciton dissociation and device performance. Using a
range of spectroscopic techniques, we focus on the interfacial states at the D-A interfaces in
blends prepared by sequential deposition as well as as-cast one-step methods, and correlate
our observations with the device performance. To directly visualise the vertical stratification,
we characterize the D-A vertical distribution using cross-sectional transmission electron
microscopy-energy dispersive X-ray spectroscopy (TEM-EDX) and ultraviolet photoemission
spectroscopy (UPS) depth profiling. To understand the effect of D-A distribution on exciton
dissociation, a “needle” model is proposed to simulate the structure of sq-BHJ compared
with a “cubic” structure for c-BHJ.
8.2 Experimental Section
8.2.1 Device Fabrication
For the conventional devices, the same recipe in Chapter 7 was used. For the inverted devices,
the device structure was glass/ITO/ZnO/active layer/MoO3/Ag. The ZnO precursor was
prepared from dissolving 1.098 g zinc acetate dehydrate in 10 mL 2-methoxyethanol mixed
with 301.8 µL ethanolamine as a stabilizer. The precursor was stirred on a hot plate at 1000
RPM at 60 ◦C for at least 2 hours. The fully dissolved solution was filtered using 0.2 µm
PTFE filters, and then the ZnO layer was spin-coated at 3000 RPM for 60 s before being
baked at 80 ◦C for 10 min and 130 ◦C for 1 hour in ambient atmosphere, resulting in a ∼30
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nm-thick film. The active layer was deposited in the same way as the conventional devices
and a 10 nm MoO3 as well as a 100 nm silver layer was deposited under high vacuum.
8.2.2 Capacitance Measurements
Capacitance measurements were performed at a pressure below 3×10−6 mbar in the dark at
300 K with an AC perturbation of 20 mV. For the fitting, the thickness of the active layer
thickness was set to (100 ± 5) nm for the c-BHJ and (90 ± 5) nm for the sq-BHJ devices.
8.2.3 Transient Photocurrent Spectroscopy
A 465 nm light-emitting diode (LED465E, Thorlabs) was used as the light source for transient
experiments, connected to an Agilent 33500B wavefunction generator and a purpose-built
low-noise power supply. Solar cell transients were recorded by connecting the device to a
Tektronix DPO 3032 oscilloscope.
8.2.4 X-ray Photoelectron Spectroscopy
The structure of samples for XPS measurements was ITO/PEDOT:PSS/active layer, using the
same procedures as for device fabrication. Some films were ready for further measurements,
while other films were cut into ∼3×3mm2 and immersed in water. The floating pieces were
then carefully transferred to silicon wafer substrates with and without flipping. The samples
(either glass substrates or silicon wafer) were then transferred to an ultrahigh vacuum (UHV)
chamber (ESCALAB 250Xi) for XPS measurements, using an XR6 monochromated Al K
Alpha X-ray source (hµ = 1486.68 eV) with a 400 µm spot size and 200 eV pass energy.
8.2.5 Scanning Transmission Electron Microscopy – Electron Energy
Loss Spectroscopy
Sample lamella was prepared with a FEI Helios Nanolab focused ion beam/scanning electron
microscope (FIB/SEM). STEM imaging and STEM-EELS were conducted in a FEI Tecnai
Osiris TEM fitted with a Schottky X-FEG gun and operated at 80 kV acceleration voltage.
All imaging was done in STEM-HAADF mode. EELS spectrum images were acquired with
a Gatan Enfinium ER 977 spectrometer in Dual EELS mode with a pixel size of 1.25 nm and
energy dispersion of 0.25 eV/channel. The spectrometer aperture was 2.5 mm in diameter
and the camera length was 34 mm, resulting in convergence and collection semi-angles of
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11.0 and 24.5 mrad respectively. EELS data was obtained with Tecnai Imaging and Analysis
software and analysed in DigitalMicrograph and HyperSpy.
8.2.6 Depth-Profile Ultraviolet Photoelectron Spectroscopy
After preparation, the samples were stored in N2 and afterwards transferred into an UHV
chamber of a photoelectron spectroscopy system (Thermo Scientific ESCALAB 250Xi) for
measurements. The samples were exposed to air only for a short time span of approximately
30 seconds during this transfer. All measurements were performed in the dark. UPS
measurements were carried out using a double-differentially pumped He discharge lamp
(hν = 21.22 eV) with a pass energy of 2 eV) and a bias at -5 V. Etching was performed
using an Argon cluster (MAGCIS) source with a cluster energy of 4000 eV and a raster size
of 2.5×2.5 mm2. Otherwise, UPS depth profiling was performed the same way described
elsewhere.[327]
8.3 Trap States and Charge-Transfer States
8.3.1 Capacitance Spectroscopy
From the device performance in Table.7.1, we observed that the V OC of sq-BHJ devices was
∼30 meV smaller than that of the c-BHJ devices. Such loss is correlated with increased
non-radiative recombination, observed from their electroluminescence (EL) efficiency, as
summarised in Table.7.2. In comparing devices of the same material combination, the most
probable explanation for the difference in EL efficiency is the relative population of trap
states. Because the donor and acceptor stoichiometry is similar in both blends, we expect
that the trap states are interfacial and depends on the processing history.[328]
We characterise these interfacial trap states using capacitance measurements. Fig.8.1
shows the capacitance as a function of voltage, where a close-to plateau curve at low voltages
indicates close to full depletion at the short-circuit condition. At low forward bias, we
observe a capacitance increase which is correlated to a decrease in depletion-layer width.
From above 0.5 V, the change in capacitance can be approximated by the Mott-Schottky
relation as
C−2 =
2
ε0εqNA2
(Vbi−V ) (8.1)
where ε0 is the vacuum permittivity, ε the blend permittivity, q the elementary charge, N the
doping density, A the device active area, Vbi the built-in potential, and V the external bias.
From the Mott-Schottky plot we obtained a doping density of (7.3±0.6)×1016 cm−3 for the
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Fig. 8.1 Capacitance measurement to quantify the density of trap states. (a) Mott-Schottky plot
measured at 10 kHz. The linear fit reveals the doping density and the built-in potential. (b) Capacitance
spectra measured at zero bias. (c) Density of trap states (DOS) calculated using the capacitance
spectra shown in (b). The continuous line corresponds to the fit of a Gaussian defect distribution.
sq-BHJ, slightly higher than the value of (6.2±0.5)×1016 cm−3 for the c-BHJ, and a built-in
potential of 0.87±0.22 V and a blend permittivity of 2.4±0.2 V for both the c-BHJ and the
sq-BHJ. To quantify the density and energetics of trap states in both devices, we measured
the capacitance as a function of frequency at zero bias in the dark (see Fig.8.1(b)). At low
frequencies, we observe an increase in capacitance due to charging and discharging of defect
states.[329] At high frequencies, the defects cannot follow the applied AC signal. Using
these capacitance spectra, the defect distribution can be estimated as
NT (Eω) =− VbiωqwkBT
dC
dω
(8.2)
where Eω is the demarcation energy of the defects, kB is the Boltzmann constant, w is the
depletion width, and ω the modulation frequency.[329] Eω is calculated as
Eω = kBT ln
ω0
ω
(8.3)
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where ω0 is the attempt-to-escape frequency. Assuming a typical attempt-to-escape fre-
quency of 1012 s−1, we find a Gaussian density of trap states centred between 0.5 eV
and 0.6 eV of (1.7±0.1)×1017cm−3 for the sq-BHJ, around 50% higher than the value of
(1.2±0.1)×1017cm−3 for the c-BHJ (see Fig.8.1(c)).[330] The density of the trap states
is higher than the acceptor density obtained from the Mott-Schottky analysis because the
capacitance-voltage characteristics were measured at a frequency (10 kHz) at which the
defects cannot follow the applied AC signal. We furthermore find that density of trap states of
the c-BHJ (40 meV) is broader than that of the sq-BHJ (35 meV), suggesting less molecular
disorder at the interface in the latter case. This molecular disorder is related to the fabrication
method and is discussed together with the photothermal deflection spectroscopy (PDS) data
below.
We notice that the data is quite noisy, and we measured multiple devices to ensure the
reproducibility. Although the detailed value varies, the overall trend of the density distribution
is similar and can be fitted in the same way using the Gaussian function. The trap density of
c-BHJ from 4 measurements is (1.1±0.1)×1017cm−3 and sq-BHJ from 7 measurements is
(1.3±0.1)×1017cm−3.
8.3.2 Transient Photocurrent Spectroscopy
We also characterize the trap states from transient photocurrent measurements. Fig. 8.2 on
the following page (a) shows a larger steady-state current between 200 and 400 µs for the
sq-BHJ OSC. The higher photocurrent is due to its higher EQE of the sq-BHJ device at the
illumination wavelength (460 nm). The signal decays to a constant value after 200 µs, which
reflects an equilibrium between the trapping and detrapping of free carriers. When the light is
switched off (400 µs after the initial excitation), the trapping channel is stopped and only the
detrapping of free carriers contributes to the decay curve.[331] Following the normalization,
the relative amplitude or the area below the decay curve is independent of the carrier density,
and thus represents the relative density of trap states. From Fig. 8.2 on the next page (b), we
observe a larger area below the decay curve for the sq-BHJ device, which we assign to a
higher relative density of trap sites, agreeing with the capacitance measurements.
Trap states have been shown to act as non-radiative recombination centres in Shockley-
Reed-Hall type recombination, resulting in a lowering of the quasi-Fermi level of the electrons
and a limitation in the V OC.[258, 332] The higher density of trap states in sq-BHJ devices are
probably related to its lower EQEEL and slightly lower V OC compared with c-BHJ devices.
We note that sequential deposition generally leads to more stable devices.[270, 321] However
in our blends, under light illumination, generation of deep trap states may exacerbate the
degradation of solar cells. Such trap states might originate from a fast solvent evaporation
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Fig. 8.2 Transient photocurrent spectroscopy to quantify the density of trap states. (a) Decay curves
from transient photocurrent spectroscopy with excitation at 460 nm. (b) Normalised photocurrent
decay in the log scale with the time zero shifted by around 400 µs relative to (a).
during spin-coating and are probably morphology dependent. Future effort is needed to
eliminate these trap states to improve the performance of devices prepared by the sequential
deposition method.
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8.3.3 Photothermal Deflection Spectroscopy
The process of CT at D-A interfaces is also important in determining the device photophysics.
Due to the limited exciton diffusion length of 10-20 nm in organic materials, sufficient
interfacial area between donor and acceptor is necessary to separate the photo-generated
excitons. CT states at these interfaces can be difficult to characterise, since their optical
response is typically much lower than that of the bulk states. To probe the relative quantity
of interfacial CT states, we used a scattering-free and highly sensitive PDS technique. For
the technical details of PDS, please refer to Section 3.1.2. Fig.8.3 (a) shows the measured
absorption of a pristine NCBDT film. Through analysis of the band gap and the band tail
absorption, PDS allows the full band gap of the solar cells and the density of mid-gap trap
states to be measured.[333, 334]
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Fig. 8.3 Absorption spectra of (a) pristine NCBDT and PBDB-T films, (b) c-BHJ and sq-BHJ films
using photothermal deflection spectroscopy. The straight lines in (b) are the exponential fits used to
extract the Urbach energy shown nearby.
The Urbach energy is fitted from the exponential tail of the absorption spectrum,
A = A0 exp(
hν
Eu
) (8.4)
Taking logarithm on both sides, we can obtain
ln(A) = ln(A0)+
hν
Eu
(8.5)
Therefore, we can fit the slope of the line to get the Urbach energy Eu. The sharp tail in
Fig.8.3 (a) gave an Urbach energy around 30 meV for NCBDT, suggesting a high degree
of order, and ruling out possibility of associating absorption tail with defects. The blend
absorption is shown in Fig. 8.3) (b).
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Between 1.37 and 1.54 eV, the signal can be fitted with two exponential or one exponential
components. (1) Two exponential components. This corresponds to the Urbach energies of
around 25 meV and 37-60 meVThe fused ring core in NCBDT facilitates dense π-π stacking
and probably gives very ordered regions as characterised by a small Urbach energy. The
packing near the interface is likely less ordered and thus gives a second component of a
larger Urbach energy. The latter Urbach energy in the sq-BHJ film is ∼37 meV, smaller than
∼60 meV in the c-BHJ film. This comparison suggests more ordered molecular packing
close to the acceptor band gap in sq-BHJ compared to c-BHJ, possibly benefiting from
the sequential deposition process. This agrees with the Gaussian-fitted width as shown in
Fig.8.1 (c). (2) One exponential component. Normally we fit the tail using one exponential
component. The kink at around 1.4 eV might come from the instrument error. We further
confirm this by taking the spectrum of the halogen bulb as shown in Fig.8.4. Thus, the kink is
caused by the large variation of the spectral intensity, and can be mitigated by using another
light source. In summary, from the PDS measurements, one information we can obtain is
that the interface is quite ordered mainly due to the easily aggregated NFAs.
The absorption amplitude of the sub-bandgap region (1.2 – 1.4 eV) is larger than that
from the pure acceptor film, suggesting that the signal is not purely from the bulk and/or
trap states in donor or acceptor materials. We notice that the signal in this region in the
blends seems to resemble the signal of PBDB-T, but the PBDB-T composition variation
is much smaller than the signal contrast in the blend. Instead, we assign the signal to the
interfacial CT states. The absorption of CT states is usually seen as a Gaussian peak in
blends with a large energetic offset. In the studied blend, the HOMO offset is so small
(<30 meV) that the Gaussian peak from CT states may overlap with the singlet states from
the acceptor. One possible explanation comes from hybridization of local exciton and CT
states[166], but direct evidence is still missing. Vandewal et al. have related the amplitude
of the sub-bandgap absorption in BHJ blends to the D-A interfacial area in large-offset
fullerene-based blends.[193] In our case, the smaller amplitude in the sq-BHJ film possibly
originates from less D-A interface than the more mixed c-BHJ film. As we note that highly
efficient exciton dissociation still occurs at the donor-acceptor interface, the morphological
requirement for efficient sq-BHJ devices might be different.
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8.3.4 Pump-Push Photocurrent Spectroscopy
To study these interfacial CT states further, we probed their geminate recombination (GR)
in both operational devices using ultrafast spectroscopy. Pump-push photocurrent (PPP)
spectroscopy is a device-based ultrafast technique.[30, 184, 324] It is sensitive to GR of
CT states through pushing such states away from the interface and sensing the resultant
photocurrent increase. Fig.8.4 shows that in both devices the push-induced effect (dJ/J) is
tiny (on the order of magnitude of 10−4), suggesting that GR is not a limiting loss channel in
either device.[174] This is in agreement with the high charge generation efficiency in our
studied blend, and the unity quantum efficiency in other NFA blend with minimum GR[290].
The amplitude is smaller in the sq-BHJ device than that in the c-BHJ device, suggesting
that GR is less substantial in former devices. Because GR occurs at the interface, these
observations might be explained by the less interfacial area, and hence lower number of
CT states in the sq-BHJ devices, as suggested by our PDS results. We also note that any
shallow or deep trap states should not influence the amplitude and kinetics of GR at such
early (sub-nanosecond) time scales.
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Fig. 8.4 Geminate recombination probed with pump-push photocurrent spectroscopy with excitation
at 575 nm.
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8.3.5 Discussion
The presence of fewer interfacial CT states in the sq-BHJ devices relates to the reduced
phase separation that has been suggested to increase the performance of BHJ OSCs as
long as the exciton dissociation remains efficient.[335] Elsewhere, in sequentially deposited
PTB7-Th:PC61BM blends less interfacial area for carrier recombination has been correlated
with higher V OC values.[270] The recent high-efficiency sqBHJ devices exhibited a higher
(around 30 meV) V OC accompaying the higher PCE.[323] This confirms that achieving
higher V OC in sq-BHJ is reachable with the reduction in interfacial area.
8.4 Imaging Vertical Heterogeneity
The vertical stratification of binary composition greatly influences charge recombination and
transport and is of great relevance to device performance.[281] The view on the resultant
vertical phase separation in sq-BHJ films, whether homogeneous or inhomogeneous, is
actually not convergent[270, 280, 336, 279], largely depending on the characterisation
methods. Using cross-sectional EDX and depth-profile UPS, we directly visualise the
vertical phase separation of donor and acceptor and our result is important for studying the
morphology in sq-BHJ devices.
8.4.1 X-Ray Photoemission Spectroscopy
From the measurement of interfacial area and previous neutron scattering modelling, the
morphology of the sq-BHJ is more akin to a homogeneous BHJ than a two-layer PHJ. The
detailed morphology distribution of sq-BHJ probably lies between BHJ and PHJ, but its 3D
morphology at nm length scale is difficult to determine from experiments. Initial evidence
for D:A intermixing throughout the sq-BHJ blend was obtained from XPS measurements. As
NCBDT contains N and F atoms and PBDB-T does not, these elements are used as chemical
markers for the presence of the acceptor. Fig.8.5 (b) presents binding energy spectra for
c-BHJ and sq-BHJ films, which give insight into the elements within the top few nm of each
film surface. The spectrum for the sq-BHJ sample contains more intense F 1s and N 1s
features but less O 1s than the spectrum for the c-BHJ sample (See Table. 8.1 on the next
page for atom% values), indicating surface enrichment of the acceptor in the top part. We
also measured the bottom surface which interfaces with PEDOT:PSS to confirm the presence
of NCBDT in this region. We prepared the film similarly but flipped the active layer using
the water soluble PEDOT:PSS before attaching to the Si/SiOx substrates as shown in Fig.8.5
(a). Fig.8.5 (c) shows similar spectra of N, F and O peaks, supporting its homogeneous
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distribution. In Fig.8.5 (d), even though the N 1s and F 1s intensities are similar to those in the
top part, the O 1s intensity is clearly showing that the bottom part has a higher concentration
of donor materials than the top.
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Fig. 8.5 XPS measurements on sq-BHJ and c-BHJ films. (a) Preparation of samples with and without
the active layer flipped. After cutting the film into smaller pieces, the substrate is immersed in the
water where PEDOT:PSS layer is dissolved. (b) XPS directly on ITO/active layer. (c-d) XPS on
Si/SiOx/active layer of c-BHJ and sq-BHJ films with the sample prepared in (a).
Table 8.1 The atomic concentration (at) of atoms in the top surface of c-BHJ and sq-BHJ devices
measured by XPS. The device structure is ITO/PEDOT:PSS/active layer.
Name Position eV c-BHJ atomic concentration (%) sq-BHJ atomic concentration (%)
O 1s 532.22 4.12 2.12
C 1s 285.22 86.74 90
N 1s 399.22 0.73 2.56
F 1s 687.22 0.53 1.22
S 2p 165.22 7.88 4.10
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8.4.2 Cross-Sectional Electron/X-ray Microscope
To confirm our XPS results, we prepared cross-sectional lamellae (∼70 nm) of full devices
using a focused ion beam miller for transmission electron microscopy (TEM) characterization.
Unfortunately, we were not able to observe noticeable differences in D:A distribution from
bright-field as well as high resolution TEM imaging (Fig.8.6). We then switched our TEM
to scanning mode and used energy dispersive X-ray spectroscopy (STEM-EDX) to map the
elemental distribution in the c-BHJ and sq-BHJ blends. For the EDX measurement, the
device configuration is ITO/PEDOT:PSS/active layer/Ca (10 nm)/Al, where PDINO with
nitrogen inside was replaced with the 10-nm Ca layer.
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Fig. 8.6 In-focus bright-field TEM of (a) c-BHJ and (b) sq-BHJ cross-sectional images. High-
resolution TEM of (c) c-BHJ and (d) sq-BHJ cross-sectional images. The scale bar is shown in each
image. We cannot distinguish donor and acceptor phases from these measurements.
After acquiring EDX spectrum images of c-BHJ and sq-BHJ layers, we performed
principal component analysis (PCA) in HyperSpy to denoise the dataset from which we finally
produced semi-quantitative elemental maps.[337] While EDX is generally not capable of
measuring concentrations of light elements to a very high accuracy, the elemental distribution
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trends shown in the maps are clear.[338] Considering the 2D map showing the elemental
distributions of F and N in Fig.8.7 (a-b), we averaged the signal vertically, and obtained a 1D
line in Figure Fig.8.7 (c-d). We note that the small peak in N and F concentration around x
= 40 nm, supposedly for Ca layer, is possibly due to an intense signal for O-Kα at 525 eV
which also spreads into N-Kα (392 eV) and F-Kα (677 eV) after decomposition. The strong
rise of nitrogen signal after 150 nm might be caused by some impurities in the ITO layer.
We determined the active layer region as highlighted in grey. The thicknesses of c-BHJ
and sq-BHJ active layer agrees with previous thickness measurements using atomic-force
microscope. For the c-BHJ layer, the F distribution is not uniform, but rather shows a gradual
increase in the bottom half of the active layer within 10% variation and the N distribution
changes following a similar pattern. This variation is probably caused by two acceptor
clusters seen in Fig.8.7 (a), and the concentration at both ends is quite similar, in agreement
with the XPS results. We thus concluded that c-BHJ film is fairly homogenous. In contrast,
in sq-BHJ films shown in Fig.8.7 (b), both N and F distribution shows a gradual decrease in
concentration (∼ 15% for N and ∼ 30% for F) from the top surface of the active layer up to
about half of the layer’s thickness. These results support the conclusion that the top half of
the film exhibits a gradual change in the D-A composition, while the bottom half of the film
has a homogenous D and A distribution.
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Fig. 8.7 EDX-STEM measurements on sliced lamella. (a-b) Maps of N and F concentrations as
measured with STEM-EDX. (c-d) The N and F concentration plotted from the Al layer (x = 0 nm) up
to ITO (x = 200 nm). This information is averaged from vertical slices; the grey area is determined to
be the active layer.
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8.4.3 Depth-Profile Ultraviolet Photoemission Spectroscopy
The vertical stratification of binary composition greatly influences charge recombination and
transport and is of great relevance to device performance.[281] We note that the view on the
resultant vertical phase separation in sq-BHJ films, whether homogeneous or inhomogeneous,
is actually not convergent[270, 280, 279, 336], largely depending on the characterisation
methods.
To visualise the vertical distribution further, we employed a newly developed technique:
UPS depth profiling.[327] UPS measures the kinetic energy spectrum of emitted photo-
electrons after absorbing ultraviolet photons, and thus determines the occupied molecular
orbital energies, and the density of states (DOS) in the valence band region. Depth profiling
uses Argon (Ar) ion cluster sputtering which does not induce damage to the electronic and
chemical structures of the organic materials.[339] The combination of Ar cluster etching with
the highly surface-sensitive UPS offers a superior vertical resolution of 1-2 nm, surpassing
the capabilities of traditional XPS depth profiling (normally 5-10 nm).
Fig. 8.8 UPS spectra of neat PBDB-T and NCBDT films. The inset is the logarithm representation of
the data.
We first probe the spectra of pure PBDB-T and NCBDT films (Fig.8.8), which show
different distribution of filled states and will be later be used for fitting. The results of UPS
depth profiling for both c-BHJ and sq-BHJ are shown in Fig.8.9.
On the one hand, the change of the DOS over the entire c-BHJ active layer is not
significant, except for a small variation at the very surface, probably induced by surface
contamination and by a slightly shifted energetics. On the other hand, the DOS of the sq-BHJ
sample shows a continuous change in the top half of the film. Four representative depths are
184 Photophysical Studies of Sequentially Deposited Nonfullerene Organic Solar Cells
Fig. 8.9 UPS spectra of c-BHJ and sq-BHJ at all etching depths. The inset is the logarithm representa-
tion of the data.
also shown in Fig.8.10, showing that the difference between spectral slices from the c-BHJ
and the sq-BHJ vanishes with the increasing etch depth.
Since we are primarily interested in these differences between the c-BHJ and sq-BHJ
films, we calculated their UPS signal difference for each measured depth as shown in
Fig.8.9(a). The spectral shape of this difference spectrum (c-BHJ minus sq-BHJ) remains
almost the same for each depth, except for the very first spectrum showing small variations
at a kinetic energy of ∼ 22 eV due to surface effects. As the spectral shape stays the same,
the magnitude of the spectrum (taken as the integral of the signal) is a measure for the
difference in the amount of A (or D) in the c-BHJ and in the sq-BHJ. To explain how we
obtain Fig.8.9(b) from Fig.8.9(a), we introduce some formulae here. In both the c-BHJ and
sq-BHJ blends, only two components exist – donor and acceptor. If we assume the proportion
of A at a given depth is x, then the proportion of D at that depth is (100− x). We define x to
represent the proportion of A in c-BHJ and y to represent that in sq-BHJ, the UPS spectra
can be expressed as:
UPSc-BHJ(E) = x×UPSA(E1)+(100− x)×UPSD(E2) (8.6)
UPSsq-BHJ(E) = y×UPSA(E1)+(100− y)×UPSD(E2) (8.7)
where UPSA and UPSD are UPS spectra for A and D (obtained from Fig.8.8), respectively.
The E1 and E2 are defined due to the energy shift in UPS spectra. The difference spectrum at
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Fig. 8.10 UPS spectra of c-BHJ and sq-BHJ at four depths of 0 nm, 4 nm, 15 nm and 70 nm. The
insets are the logarithm representation of the data.
energy E is:
UPSc-BHJ(E)−UPSsq-BHJ(E) = (UPSA(E1)−UPSD(E2))× (x− y) (8.8)
It is clear from Fig.8.11(a) that the spectral shape of the difference spectrum UPSA(E1)-
UPSD(E2) is constant at all depths. Therefore, the difference spectrum is proportional to the
proportion difference (x− y). We thus use the difference spectra as a measure for the excess
acceptor material in sq-BHJ.
We thus can determine the relative excess of A in the sq-BHJ versus the c-BHJ. However,
the absolute values still need a calibration. To quantify this excess, we fitted the very top
surface of both c-BHJ and sq-BHJ using the spectra obtained from pure PBDB-T and NCBDT
films (Fig.8.8) with the fits shown in Fig.8.12. We can obtain the A percentage to be 44.4%
and 77.6% in the c-BHJ and sq-BHJ, respectively. Thus, the excess acceptor percentage is
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Fig. 8.11 Depth-profile UPS measurements on c-BHJ and sq-BHJ films. (a) The kinetics energy
spectra at different etching depth, measured using depth-profile UPS. The resolution is 1-2 nm. (b)
The excess acceptor material in sq-BHJ compared to c-BHJ with a function of the etching depth. The
data is fitted assuming that a uniform mixing is at a ratio of 5:4.
∼33%, being thus the first value in Fig.8.11(b). As the final spectral shape of c-BHJ and
sq-BHJ is almost the same (bottom right graph in Fig.8.10, the proportion of D:A ratio for sq-
BHJ is also 5:4 (44.4% acceptor) in the bottom. This is summarized in Fig.8.11(b), confirming
that the upper half (top ∼40 nm) of the sq-BHJ film exhibits a gradually decreasing amount
of excess acceptor material, while the bottom half is compositionally equivalent to the c-BHJ.
This vertical trend is in excellent agreement with the results of the EDX measurements.
Fig. 8.12 The fitting of the first spectra in c-BHJ and sq-BHJ with the spectra from pristine PBDB-T
(blue) and NCBDT (red) films. The measured data is represented with purple circles, while the fitting
line is orange.
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8.5 Inverted Device
8.5.1 Device Fabrication and Characterisation
Using the sequential deposition method, acceptor material is enriched on the top layer. This
structure is beneficial for the charge transport in the regular device architecture, but not good
for the inverted devices. To show this effect, we fabricated inverted devices using c-BHJ and
sq-BHJ active layers. Their photovoltaic performance is summarised in Table.8.2. We find
that sq-BHJ is more sensitive to the device structure, as the device average PCE dropped by
20% in contrast to 4% for the c-BHJ layer. To take advantage of the field distribution, the
larger bandgap material in D:A blends is preferred to be positioned near the metal electrode
to increase light absorption. We note that recent sq-BHJ blends are disadvantageous in such
aspect, and we believe such strategy may further improve the device performance of sq-BHJ
devices.
Table 8.2 Photovoltaic performance of regular and inverted PBDB-T:NCBDT devices prepared with
one-step formation of BHJ and sequential deposition without post-annealing or solvent additives.
Device
structure
Active layer
layout V OC (V) JSC (mAcm
−2) FF (%) PCE (%)
Regular
c-BHJa
0.847 18.64 64.6 10.19
(0.842±0.003) (18.32±0.20) (63.5±0.5) (10.15±0.12)
sq-BHJa
0.824 19.45 62.9 10.04
(0.820±0.003) (19.14±0.15) (61.8±0.6) (9.70±0.24)
Inverted
c-BHJ
0.855 20.13 61.65 10.62
(0.847±0.006) (18.56±0.88) (61.21±1.78) (9.63±0.54)
sq-BHJ
0.839 18.39 61.50 9.49
(0.814±0.010) (17.24±1.22) (54.56±2.59) (7.67±0.84)
a. data from reference [261]
8.5.2 Transfer Matrix Simulation
To establish the design rule, we calculated the internal electric field |(E− f ield)|2 profiles
formed inside the device using transfer-matrix formalism with the refractive indices from a
literature. A general insight can be obtained from the homogeneous structure consisting of
an arbitrary thick dielectric (n = 1.8, n is the refractive index) and metal reflector as shown
in Fig.8.13 (a). Under the illumination with a normal incident angle, the local maxima of
|(E− f ield)|2 are generated by the constructive interference between the incident light and
reflected light, hence the first local maxima appear near the distance of wavelength λ/4n
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from the reflector, with a slight shift (∼25 nm) towards the metal side due to the imperfect
reflectivity of Ag. Those local maxima are rarely changed by inserting more layers such as
ITO, ZnO, and MoO3 in the practical devices as shown in Fig.8.13 (b), despite the additional
interference modes shown. Therefore, to achieve the efficient light absorption and higher
photocurrent, the active layer should be positioned near such regions having strong E-field
intensity. For c-BHJ devices, donor and acceptor materials are uniformly mixed over the
thick region and the optical design has the limited degree of freedom. On the other hand,
in PHJ devices, donor and acceptor can be selectively positioned according to their optical
properties and the overall absorption has a further room for enhancement. For example, in
our system, PBDB-T (donor) with a large bandgap (i.e. absorbing wavelength < 650 nm)
and NCBDT (acceptor) with a smaller bandgap (i.e. absorbing wavelength > 650 nm) may
prefer to be positioned near the metal side and ITO side, respectively (i.e. inverted structure).
Sq-BHJ structure can be considered as a good compromise achieving both efficient exciton
dissociation of c-BHJ and optical benefit of PHJ with a dedicate design. Further optimisation
of the sq-BHJ device maximising the selective absorption of each layer remains as a future
work.
Fig. 8.13 Calculated internal |E− f ield|2 profiles along the depth for (a) a homogeneous dielectric
(n = 1.8) with a back metal reflector and (b) full PV structure. Green lines indicate the theoretically
expected local maxima with a distance of λ/4n from the reflector.
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8.6 Simulating the Exciton Dissociation Efficiency
For the exciton dissociation step, here we propose a simple model for sq-BHJ structure
assuming that acceptor phase columns with ignorable volume like a “needle” are grown in
the planar donor layer. Inset in Fig.8.14 (a) shows its schematic where the distance for an
exciton to meet the interface (Dmin) is the minimum horizontal distance to the column or
the vertical distance to the planar interface. From the calculated probability distribution, the
most probable Dmin increases with the distance between the columns (L). In the extreme case
when L is infinite, this structure turns into a PHJ. As excitons in the PHJ can only dissociate
through the D-A interface, the population function is uniform over Dmin = 0-T (T = 50 nm),
while excitons in the sq-BHJ can be more easily dissociated through the columns. Fig.8.14 (b)
shows the “cubic” model for the c-BHJ structure, where excitons are generated in small cubes
with a size of L, having a large area of interfaces per volume. The Dmin here is defined as the
minimal distance to the surrounding surfaces of another material. Considering the realistic
exciton diffusion length of organic materials, we assume that excitons within Dmin < 10 nm
are fully dissociated. By comparing the fraction of dissociated excitons to those with Dmin >
10 nm, we calculate the exciton dissociation efficiency shown in Fig.8.14 (c). C-BHJ (blue)
achieves the unity dissociation efficiency for L < 20 nm, and the efficiency is maintained to
be >78% with a very large L of 50 nm, showing reliable exciton dissociation with a relatively
small dependence on the morphology. On the other hand, the optimisation of morphology
is shown to be more important in the sq-BHJ, as depicted by the rapid drop of dissociation
efficiency for an increased L. Such sharp dependency on morphology can be attributed to
the relatively small interfacial area of the structure, where the excitons have no alternative
path to be dissociated if a column moves far apart. With a well-controlled morphology, the
exciton dissociation efficiency of the sq-BHJ can also reach 100%, when L < 14.2 nm, while
such efficiency of PHJ is only 20%. To secure efficient exciton dissociation, we can infer
that L should be small and this agrees with the high device performance already achieved in
sq-BHJ devices. Such morphology with a small L is highly possible in sq-BHJ, considering
its rough surface and the possibly vertical heterogeneity. Thus, our model provides a simple
picture to show the promise of efficient exciton dissociation in sq-BHJ.
8.7 Conclusion
In summary, we have characterised the interfacial trap states and CT states in a highly
efficient polymer:NFA blend prepared by sequential deposition and conventional one-step
processing methods. We consistently found less interfacial area and more trap states in
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Fig. 8.14 A simple model of D:A morphology to simulate the exciton dissociation in sq-BHJ, c-
BHJ and PHJ. (a, b) Modelled exciton population ratio as a function of the minimum distance to
donor/acceptor interface (D) in the (a) sq-BHJ and (b) c-BHJ. For the sq-BHJ, donor and acceptor are
assumed to be thin-films sequentially deposited with a thickness of T = 50 nm. Acceptor is assumed
to be mixed to donor in a shape of ultrathin columns, having a period of L and height equal to T .
For the c-BHJ, donor and acceptor are equally mixed as shown in the inset, where each cube has an
edge length of L. It should be noted that the sq-BHJ with infinite L corresponds to the PHJ. Excitons
are assumed to be uniformly generated in the donor region and those in the acceptor region can be
calculated in the same way. (c) Exciton dissociation ratio of the sq-BHJ and c-BHJ structures as a
function of L, assuming that excitons with Dmin < 10 nm are fully dissociated.
sq-BHJ devices compared with c-BHJ devices. Sq-BHJ devices have the potential to achieve
a higher voltage output due to reduced interfacial states for recombination. On the other
hand, trap states at the interface can adversely influence the device performance, such as
the non-radiative recombination, limiting voltage improvement. The vertical stratification
is directly visualised using two advanced techniques, cross-sectional TEM-EDX and depth-
profile UPS, supporting gradual D-A composition change in top half of the film and a uniform
distribution in the bottom half. Our proposed simple model to simulate the sq-BHJ structure
demonstrates that sq-BHJ devices can achieve unity exciton dissociation without such strong
morphological requirements as in traditional BHJ systems. Our results highlight the need to
eliminate these trap states to achieve higher V OC and PCE in sq-BHJ devices.
Chapter 9
Conclusion and Future Work
In this dissertation, we have investigated charge dynamics in different types of organic
solar cells using existing and new ultrafast techniques. The studied OPV blends, including
fullerene-based and NFA-based blends, exhibit a large energy offset.
To realise efficient solar cells, the potential barrier from Coulomb interaction at the
donor-acceptor interface must be overcome. This process is difficult to directly probe, since
that the involved states (CT states and charge-separated states) have the spectroscopic signals
at the similar positions in transient absorption measurements. In contrast, the relatively
new technique, PPP spectroscopy, offers a delicate method to probe such separation process
by activating charge transfer pathways with optical pulses. Here we presented the newly
developed temperature-dependent extension of the PPP, which we applied to probe the
energetics of CTSs and extract an important quantity, the binding energy of localised CTSs, a
proportion of CTSs that are most prone to recombination. Surprisingly, we found out that the
fullerene aggregation and the molecular energetics does not strongly affect the binding energy
of CTSs which is measured to be around 90 meV, well above the thermal energy at room
temperature. Instead, aggregation and energy offsets influence the relative concentration
of strongly and weakly bound states. We thus conclude that access to delocalised states
not through localised CTS, is crucial for fullerene-based material systems, rather than the
energy level of CTSs. Furthermore, we studied the geminate recombination, the rate of
which can compete with that of charge separation. The CT lifetime is measured to be 130
ps, coherent and independent of the morphology in the studied material, supporting that
morphological optimisation cannot change the energetics, but mainly increases the coupling
to charge-separated states. One additional observation is that the dissociation of excitons
is diffusive, resulting in a slow rate of charge generation, in contrast to an ultrafast charge-
transfer event in the well mixed blend. This connects to the slow charge generation in the
state-of-the-art materials systems.
192 Conclusion and Future Work
Morphology optimisation is the key to achieving high performance in OSCs, but usually
requires trial-and-error device fabrication. For emerging NFAs, we demonstrated a very sim-
ple method, using sequential deposition to achieve the efficient OSCs. resultant morphology
is very close to the optimal, in which the solvent choice is most critical. Environmentally
friendly solvent is also applicable, to replace the toxic organic solvent. In addition, this
method can be easily integrated into industrial fabrication methods, such as slot-die and
roll-to-roll. Such simple and green processing is particularly useful for large-scale production
and future commercialisation.
In the state-of-the-art photovoltaic blends with a low energy offset, the understanding is
still far from being satisfactory. New experimental evidence, different from fullerene-based
blends, includes slow charge generation from ultrafast measurements, the disappearance
of CT transition from the sensitive photon action spectra, electroluminescence spectrum
shape similar to photoluminescence, and high electroluminescence efficiency. The current
explanation is based on the hybridisation of CTSs and local excitons, where CTS can borrow
oscillator strength from the singlet state thus become brighter. However, the direct supporting
evidence to support such coupling is still missing. Future experimental efforts should focus
on resolving the mechanism behind the slow charge generation by probing the properties of
the material system, dependent on temperature, electric and magnetic field. Some tools, used
in OLED studies, may become useful as well to study the more luminescent OSCs.
Following the success of NFA-based OSCs, a fundamental question of how to avoid the
formation of local triplet states is naturally raised, as triplet states with lowest energy levels
may become a significant loss channel in OSCs. There is still no clear evidence to show the
triplet states in state-of-the-art NFA blends. Initial study can start from material systems to
observe the triplet states at the first place, such as from solution systems where triplet-triplet
annihilation is an easy proof to show the existence of triplet states, or in the solid-state films
where high excitation density may deliberately form triplet states.
To continue the research line, it would be interesting to explore other types of heterojunc-
tions assembly by nanomaterials. I also have interest to study new emerging optoelectronic
fields to combine photons and electrons together, such as ultrafast transmission electron
microscopy and nuclear optical clocks. One short-term direction can be working towards
better understanding the organic-organic interface. The charge recombination at the organic-
organic interface is also important in OLEDs. The exciplex system in OLEDs, similar to CT
interface in OSCs, represents a type of efficient emitters, where the interfacial state can have
a significant long lifetime before its recombination. From the heterojunction similarity, one
possible direction is to explore the design rules which control the lifetime of CT states. This
fundamental study may enable the luminescent OSCs with minimal energy loss. Another
193
direction can be improving the understanding of the inorganic-inorganic interface. For exam-
ple, interlayer exciton in two-dimensional transition-metal dichalcogenide materials, similar
as CT exciton, can be an exciting field to explore.
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