1. Introduction. In 1959, Sinai (see [l] ) gave an improved version of the definition of entropy for a measure-preserving transformation on a probability space. Included in the same paper was a theorem which made possible the computation of the entropy of certain invertible measure-preserving transformations.
In this paper we prove a theorem, similar to that of Sinai, for measure-preserving transformations which are not necessarily invertible.
Preliminaries.
Let (X, S, ¡j) be a probability space, and T a measure-preserving transformation on X. If A and C are subfields of S with A finite, then the "entropy" and "conditional entropy" of A, denoted H(A) and H(A/C), respectively, are defined in Halmos [2] . Using these concepts, the entropy of T is defined as follows. Let A be a finite subfield of S, then VJL0 T~'A is a finite subfield of S, and it follows from a theorem in information theory that
exists. Then the entropy of T is h*(T), where h*(T) = sup{h(T, A) | A a finite subfield of s].
Sinai's essential idea was to avoid taking the supremum by exhibiting a finite subfield A of S for which h(T, A) gave the supremum, but his proof depended on the invertibility of T. The theorem proved below replaces the supremum over all finite subfields A by a supre-[December mum over a countable collection of subfields, and allows noninvertible T. We require the following results, which may be found in Halmos [2] .
Let A, B, C, D be subfields of S with A and B finite, then (i) fa, is precisely 2"_1 to 1, and onto; (ii) fa, is ergodic and strongly mixing;
(iii) the entropy of /" is (n -1) log 2.
The proof of (c) (iii) may be accomplished by using the theorem proved above (see [4] ); however, since/«, is not invertible, Sinai's theorem cannot be used.
