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ABSTRACT
The implicit-solvent model uses continuum electrostatic theory to represent the
salt solution around dissolved biomolecules, leading to a coupled system of the Poisson-
Boltzmann and Poisson equations. This thesis uses the implicit-solvent model to
study solvation, binding and adsorption of proteins.
We developed an implicit-solvent model solver that uses the boundary element
method (bem), called PyGBe. bem numerically solves integral equations along the
biomolecule-solvent interface only, therefore, it does not need to discretize the entire
domain. PyGBe accelerates the bem with a treecode algorithm and runs on graphic
processing units. We performed extensive verification and validation of the code, com-
paring it with experimental observations, analytical solutions, and other numerical
tools. Our results suggest that a bem approach is more appropriate than volumetric-
vi
based methods, like finite-difference or finite-element, for high accuracy calculations.
We also discussed the effect of features like solvent-filled cavities and Stern layers in
the implicit-solvent model, and realized that they become relevant in binding energy
calculations.
The application that drove this work was nano-scale biosensors —devices designed
to detect biomolecules. Biosensors are built with a functionalized layer of ligand
molecules, to which the target molecule binds when it is detected. With our code,
we performed a study of the orientation of proteins near charged surfaces, and inves-
tigated the ideal conditions for ligand molecule adsorption. Using immunoglobulin
G as a test case, we found out that low salt concentration in the solvent and high
positive surface charge density leads to favorable orientations of the ligand molecule
for biosensing applications.
We also studied the plasmonic response of localized surface plasmon resonance
(LSPR) biosensors. LSPR biosensors monitor the plasmon resonance frequency of
metallic nanoparticles, which shifts when a target molecule binds to a ligand molecule.
Electrostatics is a valid approximation to the LSPR biosensor optical phenomenon in
the long-wavelength limit, and bem was able to reproduce the shift in the plasmon
resonance frequency as proteins approach the nanoparticle.
vii
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1Chapter 1
Introduction
Electrostatics plays a major role in many biomolecular processes, like solvation, bind-
ing and adsorption. In biological settings, these occur in an aqueous environment
with salt, and in any analysis, it is key to account for the solvent appropriately.
Molecular dynamics (MD) is perhaps the most popular way to analyze these sys-
tems. MD considers all water molecules explicitly, however, there are some situations
where these simulations may take too long. Current cutting-edge MD codes are ca-
pable of simulating on the order of a few micro seconds a day, which is very good for
some applications, like folding of small proteins, but they are not well suited to study
equilibrium parameters. Continuum electrostatics with implicit-solvent models offer
a different approach: they separate the domain into a solvent and protein region, and
apply the equations of electrostatics in a dielectric. We use an implicit-solvent model
that solves the Poisson equation of Gauss’s law in the protein region, which contains
point-charge like atoms. In the solvent region, the presence of salt transforms Gauss’s
law into the Poisson-Boltzmann equation, which interfaces with the Poisson equation
at the molecular surface.
The coupled Poisson and Poisson-Boltzmann equation system is of interest in the
biophysics community, and it is solved numerically in many widely-used software
packages, with notable examples in Delphi (Gilson et al., 1987) and apbs (Baker
et al., 2001). Even though volumetric methods, like finite-element or finite-difference,
are more popular, boundary integral methods have successfully been used in this
2application (Lu et al., 2006; Altman et al., 2009; Geng and Krasny, 2013).
In this work, we simulate biomolecules in salty water with the implicit-solvent
model using a boundary integral approach. Our implementation of this model is
called PyGBe, 1 a Python code that interfaces with gpus in the most computationally
intensive parts with pycuda. PyGBe is open and released under the MIT license.
One main motivation of this work was to apply the implicit-solvent model for
biosensing applications. Biosensors are nanoscale devices that are designed to detect
biomolecules. They consist of a sensing element, such as a nanoparticle, function-
alized with a self-assembled monolayer of a small charged group, to which a ligand
molecule attaches. The ligand molecule, in many cases an antibody, captures the
target molecule because they have high binding specificity. Computer simulations
are rarely used in the biosensing community, where experimental observations guide
the progress, mostly by trial and error. This work intends to fill this gap, providing
experimentalists with computational tools to guide their research.
We recognized two areas in which electrostatic modeling was relevant in biosensing
applications:
Ligand molecule orientation. For a biosensor to work well, the binding sites of
the ligand molecule must be accessible by the target molecule. Then, the orien-
tation at which the ligand molecule adsorbs has a large effect on the sensitivity
of the biosensor (Trilling et al., 2013b), and it is not easy to control. Ligand
molecule adsorption is dominated by electrostatic effects, making our approach
suitable to study it.
Localized surface plasmon resonance (LSPR) biosensor response. LSPR biosen-
sors measure the shift of plasmon resonance frequency in metallic nanoparticles
as the target molecule binds to it. The distance between the sensor and the
1https://github.com/barbagroup/pygbe
3target molecule has a big impact on the sensitivity, but this relation is not
well understood. Even though this is an optic phenomenon, we can study this
problem using electrostatics because it is a good approximation in the long-
wavelength limit.
The objectives of this thesis are:
◦ Generate a desktop-level tool for biomolecular electrostatics calculations, that
is open-source, easy to use, and efficient.
◦ Review the use of bem in biomolecular applications, and analyze when it is an
appropriate tool.
◦ Discuss the impact of solvent-filled cavities and Stern layers in the implicit-
solvent model.
◦ Verify and validate the electrostatic approach for protein-surface interaction
calculations.
◦ Study the orientation of adsorbed ligand molecules in biosensors.
◦ Investigate the response of LSPR biosensors using an electrostatic approach.
After the introduction, Chapter 2 reviews some background in terms of the model,
algorithms, and applications. Details of how the background applies to this work,
and the specific methods that we used, are included in Chapter 3. The first results
appear in Chapter 4, where we verify and validate our code implementation, and
discuss some details of the model. Next, Chapter 5 extends the model to account for
charged surfaces, and Chapter 6 uses this extension to study the orientation of ligand
molecules in biosensors. Then, Chapter 7 applies the electrostatic bem approach to
LSPR biosensor response. Finally, Chapter 8 wraps up with the conclusions and
possible research avenues for the future.
4Chapter 2
Background
2.1 Implicit solvent model
In biological settings, proteins live in an aqueous environment which determines their
functionality, and it is crucial to include the water (solvent) effect in any model. The
implicit solvent model uses electrostatics in a continuum dielectric medium to repre-
sent the aqueous environment, and solves for the mean-field electrostatic potential.
In this section, we will briefly review electrostatic theory (Jackson, 1998; Griffiths,
1999), to then show how it is applied to molecular systems.
2.1.1 Electrostatics in vacuum
The electric field and electrostatic potential
To describe electrostatic theory, it is useful to introduce the concept of an electric
field (E), which is the vector field given by the force per unit charge acting at a given
point. If we were able to put a test charge q that is small enough to not perturb the
rest of the field, it would be subjected to a force F = qE. In Maxwell’s equations,
the electric field is related to the charge density distribution (ρ) by Gauss’s law
∇ · E = ρ
0
, (2.1)
where 0 is the permittivity of vacuum. Gauss’s law is commonly presented in its
integral form, which we can obtain by taking the integral on both sides of Equation
(2.1) over the volume Ω, and applying the divergence theorem on the left-hand side
5term, yielding ∮
Γ
E · ndΓ =
∫
Ω
ρ
0
dΩ. (2.2)
where Γ is the surface that encloses Ω, and n is a unit vector normal to Γ. The term
on the left side of Equation (2.2) is known as the electric flux.
Electrostatics does not consider the contribution of the magnetic field in Maxwell’s
equations, therefore, the electric field is irrotational
∇× E = 0, (2.3)
which indicates that there is a scalar potential φ such that
−∇φ = E. (2.4)
Using Equation (2.1) and Equation (2.4), we arrive at the well known Poisson
equation of electrostatics
∇2φ = − ρ
0
, (2.5)
where φ is the electrostatic potential.
If the charge distribution is described by a single point charge (ρ = qδ(r′)), the
solution to Equation (2.5) yields Coulomb’s law
φ(r) =
q
4pi0|r− r′| , (2.6)
which can be extended to a general charge distribution with
φ(r) =
1
4pi0
∫
Ω
ρ(r′)
|r− r′|dΩ
′, (2.7)
6Jump conditions in electrostatics
It is common in electrostatics to find charges confined on a surface. Let us consider
the system sketched in Figure 2·1, where E1 and E2 are the electric fields evaluated
just inside and outside, respectively, of a surface Γ that has a charge density σ(r). If
we evaluate E1 and E2 with Equation (2.2) the only difference in the charge enclosed
by those surfaces is given by σ(r), hence, subtracting these two evaluations yields the
jump condition for the normal component of the electric field across Γ:
(E2 − E1) · n = σ
0
. (2.8)
Since E is an irrotational field, the line integral along l depends only on the
electrostatic potential at the end points
B∫
A
E · ldl = −(φ(rB)− φ(rA)), (2.9)
where l is a unit vector tangent to l. Then, if l is a closed curve, the integral in
Equation (2.9) is 0.
Consider there is a closed curve l like the one in Figure 2·1 that contains four
parts: the first part is parallel to n and crosses Γ from inside to outside, the second
one goes parallel to the surface on the outside, the third section crosses back inside,
normal to the surface, and the last part goes parallel to the surface back to the origin.
Equation (2.9) tells us that the line integral of E along l is zero, and we know that
the integral on the sections that cross Γ are equal to the jump condition in Equation
(2.8), with opposite signs. Then, the integrals along the sides that are parallel to Γ
must add to zero, which happens only if the tangential component of E is continuous
across Γ, ie.
E1 · t = E2 · t, (2.10)
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Figure 2·1: Jump condition for surface charge.
where t is a vector parallel to Γ.
Even though a surface charge generates a discontinuity in the electric field, it is
bounded, hence the electrostatic potential is continuous throughout.
Electrostatic potential energy
The work done in moving a charge between two points A and B is given by
W = −
B∫
A
F · ldl = −q
B∫
A
E · ldl
= q
B∫
A
∇φ · ldl
= q
B∫
A
dφ = q(φ(rB)− φ(rA)), (2.11)
where l is a vector tangent to l. Then, the work of bringing charge i from infinity,
where the electrostatic potential decays to zero, to ri, is
Wi = qiφ(ri). (2.12)
We can generalize the result from Equation (2.12) to obtain the electrostatic
8potential energy for any charge distribution (ρ),
W =
1
2
∫
Ω
ρ(r)φ(r)dΩ. (2.13)
The 1/2 term in Equation (2.13) avoids double counting interactions. For example,
if the charge distribution were two point charges, the electrostatic potential energy is
given by q1q2/4pi0 and not q1q2/4pi0 + q2q1/4pi0.
The multipole expansion
The electrostatic potential can be analyzed using multipole expansions, usually with
spherical harmonics
φ(r) =
1
4pi0
∞∑
l=0
l∑
m=−l
4pi
2l + 1
qlm
Ylm(θ, ϕ)
|r|l+1 , (2.14)
where
qlm =
∫
Ω
Y ?lm(θ
′, ϕ′)|r′|lρ(r′)dΩ′ (2.15)
are the multipole moments, Ylm is the spherical harmonic function of degree l and
order m, and Y ?lm is the complex conjugate of Ylm. This analysis is useful to see,
for example, how much a charge distribution resembles a point charge, given by the
importance of the monopole moment (q00).
Another popular distribution is the dipole moment, which appears in Equation
(2.14) for l=1,
p =
∫
Ω
r′ρ(r′)dΩ′. (2.16)
The simplest system with a dipole consists of two opposite-sign point charges that
are close together. In this case, the dipole moment is
p = qd, (2.17)
9where d is the position vector between the two charges. If |d| is small enough, the
dipole moment will dominate in the spherical harmonic expansion, and we can rep-
resent the system as a point dipole. The electrostatic potential of two infinitesimally
close charges with opposite signs, centered at r′ is
φ(r) =
1
4pi0
p · (r− r′)
|r− r′|3 . (2.18)
In the presence of an external field, electrostatic forces will try to orient the dipole
moment parallel to the electric field.
2.1.2 Electrostatics in a continuum dielectric medium
Polarizability and electric displacement
The theory outlined by Section 2.1.1 is useful when there is vacuum between charges.
This happens, for example, in molecular dynamics (MD) simulations, where molecules
are modeled with point charges and dipoles in vacuum. To use this theory in macro-
scopic settings, we need to account for every molecule in the system to obtain a
correct representation, which quickly becomes very expensive to compute. This is a
motivation to develop a macroscopic theory of electrostatics, where the electric field
acts on a dielectric material, which approximates microscopic effects of molecules and
atoms of the medium.
In a medium comprised of many molecules and atoms, if no electric field is ap-
plied, all multipole moments are zero. However, with an applied electric field, the
dominant molecular multipole is the dipole. This produces a electric polarization P
in the medium, which is the dipole moment density per unit volume. This concept
generalizes Equation (2.18) into
φ(r) =
1
4pi0
∫
Ω
P(r′) · (r− r′)
|r− r′|3 dΩ
′, (2.19)
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which can be rewritten as
φ(r) =
1
4pi0
∫
Ω
P(r′) · ∇′
[
1
|r− r′|
]
dΩ′. (2.20)
We can compute the electrostatic potential from a macroscopic point of view by
superimposing the potential due to a charge distribution (Equation (2.7)), and the
potential due to a distribution of dipoles in the medium (Equation (2.20)), which
gives
φ(r) =
1
4pi0
∫
Ω
(
ρ(r′)
|r− r′| + P(r
′) · ∇′
[
1
|r− r′|
])
dΩ′. (2.21)
Using integration by parts for the second term of the integrand, and assuming the
only boundary condition is that P is bounded as r′ → ∞, we can rewrite Equation
(2.21) as
φ(r) =
1
4pi0
∫
Ω
(
1
|r− r′| [ρ(r
′)−∇′ ·P(r′)]
)
dΩ′, (2.22)
Equation (2.22) is identical to Equation (2.7) for a charge distribution ρ−∇ ·P,
where the term −∇ ·P is sometimes referred to as bound or polarization charge (ρb).
In this context, Gauss’s law would look like
∇ · E = 1
0
[ρ−∇ ·P] , (2.23)
motivating the definition of the electric displacement D,
D = 0E + P. (2.24)
Using D, we can rewrite Equation (2.23) as
∇ ·D = ρ, (2.25)
which is the macroscopic version of Gauss’s law. Equation (2.25) has the integral
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form ∮
Γ
D · ndΓ =
∫
Ω
ρdΩ. (2.26)
Linear dielectric
We will assume an isotropic dielectric material that reacts linearly to an applied
electric field,
P = 0χeE, (2.27)
where χe is the electric susceptibility of the medium. This linear constitutive relation
is widely used, but fails when the electric field becomes too large. We can rewrite
Equation (2.24) as
D = E, (2.28)
where
 = 0(1 + χe), (2.29)
is the dielectric constant of the medium. Using Equation (2.29) and Equation (2.4),
we obtain the macroscopic version of the Poisson equation of electrostatics
∇2φ = −∇ · E = −ρ

. (2.30)
Surface discontinuities in dielectric media
In electrostatics, many times the domain contains more than one dielectric medium.
We can derive the conditions at the interface of two dielectric materials starting from
Equation (2.26) and using the same reasoning that led to Equation (2.8) and Equation
(2.10). This leads to
(D2 −D1) · n = σ and,
E1 · t = E2 · t. (2.31)
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In Equation (2.31), the surface charge σ does not include the polarization surface
charge.
Energy calculation in dielectric media
The energy calculation in Equation (2.13) is valid in vacuum, but for dielectrics, we
need to account for the energy used to polarize the medium. The work done by an
infinitesimal change in the macroscopic charge distribution, that does not affect the
electrostatic potential, is
δW =
∫
Ω
δρ(r)φ(r)dΩ. (2.32)
Using Equation (2.25), we realize that δρ = ∇ · (δD), which allows us to rewrite
Equation (2.32) as
δW =
∫
Ω
δD · EdΩ, (2.33)
after integration by parts with vanishing boundary integrals, and using E = −∇φ.
The total energy, is then given by the integration of Equation (2.33) as,
W =
∫
δW =
∫ ∫
Ω
δD · EdΩ. (2.34)
So far, to arrive at Equation (2.34), we have not used any information from the
material properties. However, to continue further we need to use the linear constitu-
tive law (Equation (2.28)), which allows us to write
δD · E = 1
2
δ(D · E). (2.35)
Using Equation (2.35) in Equation (2.34) yields the following expression for energy
W =
1
2
∫
Ω
E ·DdΩ. (2.36)
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In Equation (2.36), we can replace E = −∇φ and ∇ ·D = ρ, and then integrate
by parts with vanishing conditions at the boundaries to obtain
W =
1
2
∫
Ω
φ(r)ρ(r)dΩ, (2.37)
which is exactly the same as Equation (2.13). This is only valid for a linear dielectric
material.
2.1.3 The effect of an electrolyte solution
Physiological fluid consists of water and salt. When dissolved, salt produces ions that
contribute to the electric field and are free to move in the water. An applied field will
affect the spatial distribution of salt ions, making the charge density distribution from
Equation (2.30) dependent on the electrostatic potential (ρ = ρ(φ)). Hill outlined the
mathematical analysis of this system (Hill, 1960), which yields the Poisson-Boltzmann
equation. Next, we will review this derivation.
The radial distribution function
Let us consider N particles that are free to move in a continuum medium with volume
V . If we place the origin at a specific particle i, we can write the time-averaged number
density distribution or concentration (c(r)), as
c(r) =
N
V
g(r) = c0g(r). (2.38)
The radial distribution function (g(r)) is the deviation of the number density from the
mean (c0), a distance r from particle i. This is a convenient way to represent number
density because the time-averaged distribution will tend to be spherically symmetric
with respect to the reference particle i.
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The number of particles in a volume dVα located at rα is
Nα = c(rα)dVα, (2.39)
therefore, Nα/N represents the probability of a particle to be in dVα. To find the
probability that any particle is in dVα, we need to sample all N particles, each one
with probability Nα/N , leaving
N
Nα
N
= N
c(rα)dVα
N
= c0g(|rα|)dVα. (2.40)
Let us now consider that we have two species, α and β, in a continuum medium.
The probability of finding a particle α in dVα is cαdVα. On the other hand, the proba-
bility to find a particle β in dVβ, a distance rαβ from the α particle, is cβgαβ(rαβ)dVβ.
Then, the probability to find α in dVα and β in dVβ is the multiplication of both
probabilities
cαcβgαβ(rαβ)dVαdVβ. (2.41)
The argument that led to Equation (2.41) can be generalized to any number of
species as
cαcβcγ . . . gαβγ...(rαβ, rαγ, . . .)dVαdVβdVγ . . . . (2.42)
If we consider that α, β, γ, . . ., are particles of the same species, Equation (2.42)
becomes
cngn(r12, r13, . . . , r1n)dV1dV2 . . . dVn, (2.43)
and corresponds to the probability of finding particle 1 in dV1, particle 2 in dV2 (r12
from particle 1), particle 3 in dV3 (r13 from particle 1), . . ., and particle n in dVn (r1n
from particle 1).
The probability to find a system of N particles with energy E = p2m/2m + U is
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given by the Maxwell-Boltzmann distribution
P (E) =
e−E/kBTdqdp∫
e−E/kBTdqdp
, (2.44)
where pm is the momentum, q the spatial configuration, U the potential energy, kB
the Boltzmann constant and T the temperature. If we integrate over momentum and
replace dq by the position of each particle dV1dV2dV3 . . .dVN , we get
P (U) =
e−U/kBTdV1dV2 . . . dVN
ZN
, (2.45)
where ZN is the configuration integral
ZN =
∫
e−U/kBTdV1dV2 . . . dVN (2.46)
over all possible configurations.
The probability of finding particles 1 through n in dV1 to dVn, regardless of the
position of the remaining N − n particles is
dV1dV2 . . . dVn
∫
e−U/kBTdVn+1dVn+2 . . . dVN
ZN
, (2.47)
however, given that particles are indistinguishable —any particle can be 1, 2, . . .,
n—, then we need to consider all permutations
P (U) =
N !
(N − n)!
dV1dV2 . . . dVn
∫
e−U/kBTdVn+1dVn+2 . . . dVN
ZN
. (2.48)
Equation (2.48) is the probability to find particle 1 in dV1, particle 2 in dV2, . . .
and particle n in dVn. This is equivalent to Equation (2.43), and equating them gives
ρngn(r12, r13, . . . , r1n) =
N !
(N − n)!
∫
e−U/kBTdVn+1dVn+2 . . . dVN
ZN
. (2.49)
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For n small, we can use the approximation
N !
cn(N − n)! = V
n
[
1 +O
(
1
N
)]
(2.50)
to obtain an expression for the radial distribution function
gn(r12, r13, . . . , r1n) =
V n
∫
e−U/kBTdVn+1dVn+2 . . . dVN
ZN
. (2.51)
It is convenient to define a function wn such that
gn = e
−wn/kBT , (2.52)
which applied in Equation (2.51) gives
e−wn/kBT =
V n
∫
e−U/kBTdVn+1dVn+2 . . . dVN
ZN
. (2.53)
The physical meaning of wn becomes evident when we take the logarithm of Equation
(2.53) and derive it with respect to the position of particle i, where 1 ≤ i ≤ n, leading
to
−∇iwn = −
∫
e−U/kBT (∇iU)dVn+1dVn+2 . . . dVN∫
e−U/kBTdVn+1dVn+2 . . . dVN
, (2.54)
which is the mean force on particle i. Equation (2.54) reveals that the function wn is
the potential of the mean force on particle i.
The Poisson-Boltzmann equation
We can use the radial distribution function to describe the distribution of salt ions in a
solvent by assuming that ions are hard spheres, and that the solvent has no molecular
behavior: it is a continuum even at small distances. To obtain the Poisson-Boltzmann
equation, we need to consider that the force on the ions is purely electrostatic in
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nature, meaning the potential of mean force is
w = φq, (2.55)
where φ is the electrostatic potential and q the charge of the ion. There are a few
assumptions made when writing Equation (2.55). In general, ions not only feel forces
due to electrostatics, but also from van der Waals and solvation effects (entropy);
however, they are short range interactions, and Equation (2.55) becomes exact for
highly diluted systems (ions are far apart). In Equation (2.55) we are also neglecting
activity coefficients, implying an ideal ion mixture. In an ideal mixture, the inter-
action between each pair of chemical species are the same, making the enthalpy of
mixing equal to zero. The activity coefficient is a measure of how far a mixture is
from ideal.
Using the radial distribution function in Equation (2.30) for Ns species of ions,
we obtain
∇2φ = −ρ

= −1

Ns∑
i
qici(r) = −1

Ns∑
i
qic0igi(r) = −1

Ns∑
i
qic0ie
−φqi/kBT , (2.56)
where qi and c0i are the charge and mean number density of ion species i. In the case
of salt —for example, sodium chloride—, there are two types of ions: the sodium ion
with charge e+ and the chlorine ion with charge e−. These ions usually come from
the same source, so it is safe to assume the same mean number density c0. In this
specific case, Equation (2.56) becomes
∇2φ = −n0

(
e+e−φe
+/kBT + e−e−φe
−/kBT
)
= −e
+n0

(
e−φe
+/kBT − eφe+/kBT
)
=
2n0e
+

sinh
(
φe+
kBT
)
. (2.57)
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In cases where φq << kBT , the first order approximation of the exponential reads
e−φq/kBT ≈ 1 + φq
kBT
, (2.58)
and we can write a linearized version of Equation (2.56)
∇2φ = φ
kT
Ns∑
i
n0iqi = κ
2φ. (2.59)
The screening parameter κ is the inverse of the Debye length, and for the salt case
that led to Equation (2.57), it becomes
κ2 =
2n0e
+
kT
. (2.60)
As an example, normal serum salt concentration is around 150mM, which gives κ =
0.125 A˚−1.
2.1.4 Implicit solvent models in molecular systems
The implicit-solvent model uses continuum electrostatic theory in dielectric media
to represent the solvent around a protein. With this approach, there is no need to
explicitly account for each water molecule, and the solvent polarization is considered
by the dielectric constant, decreasing the computational effort. This model has been
used for calculations in a variety of applications, like acid dissociation constant com-
putations, binding affinities, solvation energies, and catalysis, among others. There
are several thorough reviews on this subject (Sharp and Honig, 1990; Roux and Si-
monson, 1999; Orozco and Luque, 2000; Simonson, 2003; Baker, 2004; Tomasi et al.,
2005; Lu et al., 2008; Xu and Cai, 2011; Bardhan, 2012), showing the large amount
of work that has been done using implicit-solvent models for molecular systems.
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Figure 2·2: Surface definitions.
Continuum electrostatics in a biomolecular system
In a biological setting, biomolecules are generally dissolved in water with salt. An
important family of biomolecules are proteins, which are chains of amino acids that
are usually found tightly folded in very specific ways. Inside the protein there is a
charge distribution from the pH-dependent charge of amino acids and partial charges
from chemical bonds. Fortunately, the crystal structure information of many folded
proteins of interest are freely available in the Protein Data Bank (PDB),1 and force
field models can compute the van der Waals radii and charge at each atom location.
One way to represent the protein-solvent system is by considering the solvent as
a dielectric continuum. In the context of electrostatics, we can identify two dielectric
regions in a dissolved protein: a solvent and a protein region. The solvent region
consists of water and salt, it has the dielectric constant of water ( ≈ 80), and salt
ions are considered by the Poisson-Boltzmann equation, in our case, in the linearized
form of Equation (2.59). The protein region has a much lower dielectric constant
( ≈ 2 − 4) because the reorientation of its dipolar groups is much more restricted
(Gilson and Honig, 1986; Gilson and Honig, 1987), and contains a charge distribution,
usually modeled as point charges at the atoms’ locations.
1http://www.rcsb.org/
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Figure 2·3: Representation of a protein in a solvent.
Figure 2·2 outlines three commonly used interface definitions, all of which depend
on the van der Waals radii of the atom, computed from a force field. The van der
Waals surface of Figure 2·2a considers the protein region to be anything within the
atomic radius of any atom. This definition is used in Generalized Born methods,
where the protein is approximated as a set of spheres. Figure 2·2b shows the solvent-
accessible surface (SAS), which is generated by tracing the center of a spherical probe
of the size of a water molecule (∼1.4A˚), as it rolls around the protein. Finally, the
solvent-excluded surface (SES) sketched in Figure 2·2c defines the closest a water
molecule can get to the protein. In this work, we use the SES, computed using the
freely available software msms2 (Sanner et al., 1995).
There is another well-known molecular surface not shown in Figure 2·2 called the
Gaussian surface. This surface is implicitly defined by
F (r) =
Nq∑
i=1
e−|r−ri|/rW r
2
vdW,i − e−1/rW (2.61)
where r is the surface, ri the location of atom i, rvdW,i the van de Waals radii of atom
i and rW the size of the spherical probe, or water molecule.
2http://mgl.scripps.edu/people/sanner/html/msms_home.html
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Figure 2·3 sketches a dissolved protein. The protein region (Ω1) has permittivity
1, point charges at the locations of the atoms, and the electrostatic potential is
represented by φ1. On the other hand, in the solvent region (Ω2) the electrostatic
potential is φ2, the permittivity 2, and there are salt ions that produce a Debye
length κ−1. On the interface Γ, in this case the SES, two conditions are met. The
first one is that the electrostatic potential must be continuous, because, as outlined
by Section 2.1.1, the electric field must be bounded. Secondly, given that there are no
explicit charges on the SES, Equation (2.31) indicates that the electric displacement
must be continuous. Mathematically, this can be written as
∇2φ1(r) = −
∑
k
qk
1
δ(r, rk) in solute (Ω2)
∇2φ2(r) = κ2φ2(r) in solvent (Ω1)
φ1 = φ2 on interface, Γ
1
∂φ1
∂n
= 2
∂φ2
∂n
. (2.62)
Solvent-filled cavities and Stern layers. Two important features that the implicit-
solvent model is capable of resolving are solvent-filled cavities and Stern layers. Even
though proteins fold very tightly, solvent can be trapped inside it in pockets or cav-
ities. In the context of the implicit-solvent model, cavities are regions with high
dielectric constant inside the protein. A continuum treatment is not ideal when the
cavity is small and can only accommodate a few water molecules, but this work does
not consider a special treatment of such cases.
The continuum treatment of ions in the Poisson-Boltzmann theory does not allow
it to consider steric effects, which leads to an overestimation of ions near charged
surfaces. The Stern (Stern, 1924) or ion-exclusion layer is a thin (∼2A˚), ion-free
region around the SES, that tries to account for this effect. The common practice is
to use the dielectric constant of the solvent in the Stern layer, however, recent work
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Figure 2·4: Protein with solvent-filled cavities and Stern layer.
extends this idea to vary permittivity and even viscosity (Bonthuis and Netz, 2013).
Figure 3·1 shows a dissolved protein that contains two solvent-filled cavities and a
Stern layer around the outmost surface. The two-region model from Equation (2.62)
is unable to capture those details, and we will discuss how to include them in Section
3.1.2.
2.1.5 Energy calculation with the implicit solvent model
For a system with dissolved proteins, it is useful to separate the free energy into
polar and non-polar components. The electrostatic energy is the polar contribution
to free energy, whereas the non-polar component considers van der Waals and entropic
effects.
In the results of this thesis, we assume that all free energy is of electrostatic nature,
neglecting the non-polar component. This is a good approximation in many cases,
especially when proteins have charged regions. For simplicity, throughout this thesis
we will use the term energy to refer to the polar component of free energy, unless
otherwise noted.
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Polar contribution to energy
In this work, we look at systems with three possible sources of electrostatic energy:
Coulombic energy from the point charges, solvation energy caused by the influence
of the solvent outside the protein region, and surface energy from a surface with
prescribed charge or potential.
Coulombic energy The implicit-solvent model accounts for the charge distribution
of the protein using point charges at the locations of the atoms. Using delta functions
as the charge distribution, Equation (2.13) reads
FCoulomb =
1
2
∑
i
∑
j
qiqj
|ri − rj| , (2.63)
which is the well-known Coulomb energy.
Solvation free energy. When a protein is disolved, the solvent reacts by polarizing,
giving rise to what we commonly know as the solvation energy. If the system contains
only one protein, the solvation energy is given by the difference in energy between
the protein in vacuum —with only the Coulombic effect of the point charges— and
the dissolved protein. If there are other entities in the solvent, such as other proteins
or charged surfaces, they will also be affected by the solvated protein and contribute
to the solvation energy. This is why, in this case, we want to generalize the concept
of solvation energy to the energy generated by the reaction of all of the protein’s
surroundings: solvent and other entities. In single-molecule settings, this definition
of solvation energy coincides with the energy required to dissolve a molecule. This
said, the solvation energy is generated by the reaction potential (φreac) inside the
protein, i.e.,
Fsolv =
1
2
∫
Ω
ρφreac =
Nq∑
k=0
qkφreac(rk), (2.64)
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where ρ is the charge distribution. In this case the charge distribution consists of
point charges which transforms the integral into a sum. On the other hand, the
reaction potential is
φreac = φtotal − φCoulomb, (2.65)
and we can interpret it as the potential generated by the boundary of the molecular
region (Γ and Ω1 in Figure 2·3).
Surface free energy. Chan and co-workers (Chan and Mitchell, 1983; Carnie and
Chan, 1993) derived the free energy for a surface with a set charge or potential. They
describe the free energy on a surface as
Fsurface =
1
2
∫
Γ
Gcσ
2
0dΓ for set charge distribution, and
Fsurface = −1
2
∫
Γ
Gpφ
2
0dΓ for set potential, (2.66)
where φ0 and σ0 are the prescribed potential and surface charge, respectively. The
potential is given by φ(σ,R,x) = Gc(R,x)σ for the first expression and the surface
charge by σ(φ,R,x) = Gp(R,x)φ for the second one. This is valid because we are
using a linearized Poisson-Boltzmann model.
Non-polar contribution to energy
The non-polar contribution to free energy (Fnon-polar) considers short-range dispersion
interactions between molecules, given by the van der Waals interaction, and confor-
mational effects, represented by the entropy.
A dissolved protein occupies space in the solvent, and to accommodate it, water
molecules need to be pulled away from the protein region. Also, water molecules
will have a very organized structure in the first few solvation shells, near the solvent-
excluded surface. These two effects work against entropy, and they need to be con-
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sidered to have a complete representation of the free energy.
There are well established models for the non-polar contribution of free energy
(Roux and Simonson, 1999; Wagoner and Baker, 2006). Most of those models assume
a linear relation of Fnon-polar with the molecular surface, given by the solvent-excluded
surface:
Fnon-polar = γA, (2.67)
where A is the molecular surface area and γ the energetic coefficient or surface tension.
Interaction free energy.
When there are two or more bodies in the solvent, these will interact. In order to
compute the energy of interaction, we need to take the difference between the total
energy of the interacting system and the total energy of each isolated component.
Neglecting the non-polar contributions, the total free energy is given by
Ftotal = FCoulomb + Fsurface + Fsolv. (2.68)
Then, the interaction free energy is
Finteraction = F
assembly
total −
Nc∑
i=1
F
compi
total , (2.69)
where Nc is the number of components in the system and F
compi
total is calculated over
the isolated component i.
When the interacting system is an assembly of two bound molecules, the interac-
tion energy corresponds to the binding energy.
2.1.6 Calculations using the implicit-solvent model
The solution of the coupled Poisson and Poisson-Boltzmann equations (Equation
(2.62)) in molecular settings has been of interest to the biophysics community for a
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long time. In 1934, Kirkwood derived a closed expression for the solvation energy of
a spherical molecule, based on spherical harmonics (Kirkwood, 1934). This expres-
sion can handle an arbitrary distribution of point charges inside the molecule and a
Stern layer. Unfortunately, analytical forms are available only for spheres, and more
complicated geometries require numerical approximations.
Numerical solution of the Poisson-Boltzmann equation
There has been substantial work in solving the coupled system of pde’s in Equa-
tion (2.62) for realistic molecular geometries. The first numerical calculations in a
biomolecular setting were done in 1982 by Warwicker and Watson (Warwicker and
Watson, 1982) using the finite-difference method, however, they considered a salt-free
solvent. Also using the finite-difference method, Honig’s group started developing
Delphi in 1985 (Gilson et al., 1985), which became a standard in the community and
is still actively supported, and later Bashford wrote the finite-difference code mead
to perform pKa calculations (Bashford and Gerwert, 1992; Bashford, 1997). Another
numerical software that is actively developed and a standard in the biophysics com-
munity is Baker’s apbs (Baker et al., 2001), which contains both finite-difference and
finite-element solvers. The main advantage of using a finite-element method over
a finite-difference method is that the mesh can conform to the molecular surface,
avoiding the staircase representation of the solvent-excluded surface inherent of the
finite-difference mesh. Along this line, the group led by Wei introduced the mibpb
package (Geng et al., 2007), a finite-difference solver with a special treatment of the
interface called the matched interface and boundary, where they are able to explicitly
enforce the interface conditions, getting second order accuracy.
On the other hand, the elliptic nature of Equation (2.62) allows its formulation in
terms of an integral along the interface, which motivated several developments using
the boundary-element method. This formulation was first derived by Shaw (Shaw,
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1985), expressing the integral in terms of the polarization surface charge, which is valid
for a salt-free solvent. Later, Yoon and Lenhoff (Yoon and Lenhoff, 1990) considered
the linearized Poisson-Boltzmann equation in the solvent, and Juffer and co-workers
(Juffer et al., 1991) found a formulation with hypersingular operators. Even though
hypersingular operators may be more cumbersome, and the equation presented by
Juffer contains more terms, the final matrix has a condition number that does not
depend on the number of discretization elements, whereas in Yoon and Lenhoff’s
formulation the conditioning is size dependent (Liang and Subramaniam, 1997). Our
work is based on the expression derived by Yoon and Lenhoff (Yoon and Lenhoff,
1990), because we use preconditioners and problem sizes where this is a competitive
alternative.
An example of a boundary-element implementation of Equation (2.62) is the work
of the group led by White and Tidor, that use the fft-accelerated boundary-element
code fftsvd for drug design (Altman et al., 2005). Also, Lu and co-workers released
the fast-multipole-based afmpb in 2006 (Lu et al., 2006), and more recently Krasny
and Geng developed a treecode-accelerated boundary-element code called tabi (Geng
and Krasny, 2013). During the last couple of years, our group developed PyGBe
(Cooper and Barba, 2013; Cooper et al., 2013c), a boundary-element method code
that is accelerated with a treecode and runs on gpu. Results in this work were
obtained using PyGBe, unless otherwise noted.
The main advantages of boundary-integral based methods over finite-difference
or finite-elements are a more faithful representation of the molecular surface, bound-
ary conditions matched exactly at infinity, and fewer degrees of freedom. However,
boundary-element techniques yield dense matrices, requiring special acceleration tech-
niques to obtain reasonable computing times. Some advantages of volume-based
methods, like finite-elements and finite-differences, are that they can solve the non-
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linear Poisson-Boltzmann equation, and easily deal with Stern layers and cavities.
Generalized-Born model
The generalized-Born model considers the solute as a set of interacting spheres with
centered charges, and uses the analytical result from Kirkwood (Kirkwood, 1934) to
find the solvation energy. The best-known form of this model was presented by Still
and co-workers (Still et al., 1990), which is
FGB = −166
(
1− 1
solv
)∑
i
∑
j
qiqj
fGB
, (2.70)
with,
fGB = (|ri − rj|2 + α2ijeD),
αij = (αiαj)
0.5 , and
D = |ri − rj|2/(2αij)2 (2.71)
where αi is a fitting parameter called the Born radius. This parameter is case depen-
dent and usually obtained from experiments.
2.2 Boundary Element Methods (BEM)
The boundary-element method (bem) solves boundary-integral equations (bie) nu-
merically. This is useful in the context of pdes when the differential operator has a
fundamental solution, and can be written as a bie. The idea of representing pdes as
bies comes from the late 1800s and early 1900s, with the work by Betti, Somigliana
and Fredholm (Betti, 1872; Somigliana, 1885; Fredholm, 1903), which were based on
earlier work by Green (Green, 1828). In fact, the work by Fredholm is considered to
be the starting point of bem, as he was the first person to compute boundary data in
a potential theory application. The work used analytical techniques which were valid
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for simple geometries. The first numerical solutions of Fredholm’s equations appeared
in the 1960s for two-dimensional potential theory (Jawson, 1963; Symm, 1963), and
later for two- and three-dimensional potential theory and elasticity (Rizzo, 1967;
Cruse, 1969). From then, bem has evolved to be a widely used numerical technique.
There are several references that present good introductions to bem. Very thor-
ough overviews can be found in the monographs by Atkinson, McLean and Steinbach
(Atkinson, 1997; McLean, 2000; Steinbach, 2008), that go into detail of the math-
ematics behind the method. Less exhaustive reviews can be found in the work by
Brebbia (Brebbia and Dominguez, 1992) and Katsikadelis (Katsikadelis, 2002)
2.2.1 Derivation of a Laplace problem
A simple pde that can be solved with bem is the Laplace equation. For a scalar
quantity φ in a domain Ω with boundary Γ, and known boundary conditions φ0 or
∂φ0/∂n, the Laplace equation reads
∇2φ = 0 on Ω
φ = φ0 or
∂φ
∂n
=
∂φ0
∂n
on Γ (2.72)
The weak formulation of Equation (2.72) with test function w is∫
Ω
∇2φ(r′Ω)w(r′Ω)dΩ′ = 0. (2.73)
where the evaluation point rΩ is a location in the domain Ω, and the integral runs
over the primed quantities.
The result of applying a linear differential operator on its free-space Green’s func-
tion, is minus the Dirac delta function (−δ(r)). For example,
∇2GL(r, r′) = −δ(r) (2.74)
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defines the free-space Green’s function for the Laplace operator, which is
GL(r, r
′) =
1
4pi|r− r′| . (2.75)
Using Laplace’s free-space Green’s function as the test function in Equation (2.73),
we get ∫
Ω
∇2φ(r′Ω)GL(rΩ, r′Ω)dΩ′ = 0. (2.76)
We can manipulate the integrand in Equation (2.76) to obtain∫
Ω
[∇ · (∇φ(r′Ω)GL(rΩ, r′Ω))−∇φ(r′Ω)∇GL(rΩ, r′Ω)] dΩ′ = 0, (2.77)
and further manipulating the second term of Equation (2.77), yields∫
Ω
[∇ · (∇φ(r′Ω)GL(rΩ, r′Ω))−∇ · (φ(r′Ω)∇GL(rΩ, r′Ω)) + φ(r′Ω)∇2GL(rΩ, r′Ω)] dΩ′ = 0.
(2.78)
The divergence operator affects the first two terms of Equation (2.78), therefore
we can apply the divergence theorem on them. Also, using Equation (2.74), we get∫
Γ
∇φ(r′Γ) · nGL(rΩ, r′Γ)dΓ′ −
∫
Γ
φ(r′Γ)∇GL(rΩ, r′Γ) · ndΓ′ −
∫
Ω
φ(r′Ω)δ(rΩ)dΩ
′ = 0
(2.79)
where n is the vector normal to Γ pointing out of the domain Ω, and rΓ is a location
on the boundary Γ. We can rewrite Equation (2.79) as
φ(rΩ) =
∫
Γ
GL(rΩ, r
′
Γ)
∂
∂n
φ(r′Γ)dΓ
′ −
∫
Γ
φ(r′Γ)
∂
∂n
GL(rΩ, r
′
Γ)dΓ
′ (2.80)
The derivation from Equation (2.76) to Equation (2.79) also serves as proof of
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Figure 2·5: Treatment of the singular integral
Green’s second identity, which for φ(r′) and GL(r, r′) reads∫
Ω
(∇2φGL − φ∇2GL)dΩ =
∫
Γ
GL
∂
∂n
φ− φ ∂
∂n
GLdΓ. (2.81)
In Equation (2.80), r can be anywhere in the domain Ω, and r′ runs only on
the boundary Γ. If we take the limit as r → Γ, GL has a singularity when r = r′.
To handle this issue, we perform the integral on a surface Γ′ that is exactly equal
to Γ everywhere but contains a hemisphere of radius ε centered at r, and split the
integrals over Γ′ into the integral over the region where Γ and Γ′ match, plus the
integral over the hemisphere (Γ′hem). The surface Γ
′ avoids the singularity, and taking
ε→ 0 recovers the original surface Γ. This setting is sketched in Figure 2·5.
The integral involving GL over the hemisphere Γ
′
hem is∫
Γ′hem
∂
∂n
φ(r′)GL(r, r′)dΓ′ =
1
4pi
∫
Γ′hem
∂
∂n
φ(r′)
1
|r− r′|dΓ
′
=
1
4piε
∫
Γ′hem
∂
∂n
φ(r′)dΓ′, (2.82)
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because we know that on the hemisphere Γ′hem the distance |r − r′| = ε is constant.
Taking the limit ε→ 0 to recover the original Γ, we get
lim
ε→0
1
4piε
∫
Γ′hem
∂
∂n
φ(r′)dΓ′ = lim
ε→0
1
4piε
∂
∂n
φ(r)
∫
Γ′hem
dΓ′
= lim
ε→0
1
4piε
∂
∂n
φ(r)2piε2 = 0, (2.83)
considering that r′ → r as ε → 0. The approximation that the area around the
singularity is a hemisphere is valid because at small ε, for a smooth surface Γ, the
surface in the vicinity of Γ′hem is approximately flat.
We can do a similar calculation for the integrals involving ∂GL/∂n, which on the
hemisphere Γ′hem is∫
Γ′hem
φ(r′)
∂
∂n
GL(r, r
′)dΓ′ = − 1
4pi
∫
Γ′hem
φ(r′)
(r− r′) · n
|r− r′|3 dΓ
′
= − 1
4pi
∫
Γ′hem
φ(r′)
ε
ε3
dΓ′, (2.84)
because (r − r′) is always aligned with n and has magnitude ε. Then, the limit as
ε→ 0 gives
lim
ε→0
− 1
4pi
∫
Γ′hem
φ(r′)
ε
ε3
dΓ′ = −φ(r)
4pi
lim
ε→0
1
ε2
∫
Γ′hem
dΓ′
= −φ(r)
4pi
lim
ε→0
1
ε2
2piε2 = −φ(r)
2
. (2.85)
Using the results from Equation (2.83) and Equation (2.85), we can write the limit
of Equation (2.80) as r→ Γ as
φ(rΓ)
2
+
∫
Γ
φ(r′Γ)
∂
∂n
GL(rΓ, r
′
Γ)dΓ
′ =
∫
Γ
GL(rΓ, r
′
Γ)
∂
∂n
φ(r′Γ)dΓ
′, (2.86)
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where these are Cauchy principal value integrals.
The exact same derivation that led from Equation (2.72) to Equation (2.86) is
valid for the linearized Poisson-Boltzmann equation described by Equation (2.59),
where the differential operator is (∇2 − κ2). The free space Green’s function of the
linearized Poisson-Boltzmann equation, also known as the Yukawa potential, is
GY (r, r
′) =
exp(−κ|r− r′|)
4pi|r− r′| . (2.87)
2.2.2 Layer operators
The integral operators in Equation (2.86) and Equation (2.80) are recurring in bound-
ary integral techniques. That is why they have been classified as the single-layer po-
tential and double-layer potential operators, and thoroughly studied to assure their
solvability (Steinbach, 2008).
Sobolev spaces
The integer order r Sobolev space based on Lp(Ω) is defined as
W rp (Ω) = {ψ ∈ Lp(Ω) : ∂αψ ∈ Lp(Ω) for |α| ≤ r} , (2.88)
where Lp(Ω) is the space of functions ψ for which the p
th power of the absolute value
is integrable
||ψ||p =
∫
Ω
|ψ|pdΩ
 1p <∞, (2.89)
and W rp (Ω) is equipped with the norm
||ψ||W rp (Ω) =
∑
|α|≤r
∫
Ω
|∂αψ(r)|pdΩ
 1p . (2.90)
The Sobolev W sp (Ω) space of real order s = r + µ, where r is an integer and
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0 < µ < 1, based on Lp(Ω), corresponds to
W sp (Ω) =
{
ψ ∈ W rp (Ω) : |∂αψ|µ,p,Ω <∞ for |α| = r
}
, (2.91)
with norm
||ψ||W sp (Ω) =
||ψ||pW rp (Ω) + ∑
|α|=r
|∂αψ|pµ,p,Ω
 1p (2.92)
where
|ψ|µ,p,Ω =
∫
Ω
∫
Ω
|ψ(r)− ψ(r′)|
|r− r′|n+pµ dΩdΩ
 1p (2.93)
is the Slobodecki˘ı semi norm.
The order of a Sobolev space can also be negative. W−rp (Ω) comprises distributions
that admit the representation
ψ =
∑
|α|≤r
∂αfα with fα ∈ Lp(Ω), (2.94)
with norm
||ψ||W−rp (Ω) = inf
∑
|α|≤r
||fα||pLp(Ω)
 . (2.95)
Since we use the weak formulation of the pde, shown in Equation (2.73), we
require φ to be a square-integrable function, i.e. φ ∈ L2, and for p = 2 we will call
the Sobolev space W s2 = H
s.
For integer order r, the inner product of Hr is
(ϕ, ψ)Hr(Ω) =
∑
|α|≤r
∫
Ω
∂αϕ(x)∂αψ(x)dΩ, (2.96)
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and for real order s it is
(ϕ, ψ)Hs(Ω) = (ϕ, ψ)Hr(Ω) +
∑
|α|=r
∫
Ω
∫
Ω
[∂αϕ(r)− ∂αϕ(r′)][∂αψ(r)− ∂αψ(r′)]
|r− r′|n+2µ dΩdΩ.
(2.97)
In the definitions from Equation (2.88) to Equation (2.97), the derivative ∂αψ is
taken in the weak sense, that is, if∫
Ω
ϕDαζdΩ =
∫
Ω
ψζdΩ ∀ ζ ∈ C∞ (2.98)
where Dα is the classic derivative operator, then ψ is the order α derivative of ϕ. In
cases when ψ ∈ Cα, ∂αψ matches the classical derivative.
We can also define Sobolev space H˜s(Ω) as the closure of C∞0 (Ω) with respect to
the norm in Hs(Ω) space (||ψ||Hs(Ω)).
Trace operator
The trace operator γ0 takes a distribution ψ(rΩ) valid on the whole domain and
evaluates it on the boundary
γ0ψ(rΩ) = ψ(rΓ). (2.99)
If s >1/2, then γ0 has a unique extension to a bounded operator
γ0 : H
s(Rn)→ Hs−1/2(Rn−1). (2.100)
The operator γ0 is also known as the Dirichlet trace operator, and we find it in
the second term in Equation (2.86), where φ(r) = φ(rΓ).
The term on the right-hand side of Equation (2.86) contains the normal derivative
of the trace. This combined operator is known as the Neumann trace, γ1:
γ1 = ∂/∂nγ0 : H
s(Rn)→ Hs−3/2(Rn−1). (2.101)
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With this new notation, we can rewrite Equation (2.73) using Green’s second
identity for distributions φ and w as∫
Γ
γ1φ(r
′)γ0w(r′)dΓ−
∫
Γ
γ0φ(r
′)γ1w(r′)dΓ−
∫
Ω
φ(r′)∇2w(r′)dΩ = 0 (2.102)
which is valid and has a unique solution for φ(rΩ) ∈ H1 and w(rΩ) ∈ H1 (McLean,
2000; Steinbach, 2008). Then, ∇2w(rΩ) ∈ H˜−1, γ0φ(rΩ) ∈ H 12 and γ1φ(rΩ) ∈ H− 12 .
Single-layer potential operator
For a density function ψ ∈ H− 12 on a Lipshitz surface Γ that bounds a domain Ω, the
single-layer potential operator evaluated at rΩ is
φ(rΩ) = V˜
rΩ
L (ψ(rΓ)) =
∫
Γ
ψ(rΓ)GL(rΩ, rΓ)dΓ, (2.103)
and judging from Equation (2.80), the resulting distribution φ(rΩ) resides H
1. Hence,
Equation (2.107) defines a linear map
V˜ : H−
1
2 (Γ)→ H1(Ω), (2.104)
bounded by
||φ||H1(Ω) = ||V˜ rΩL (ψ(rΓ))||H1(Ω) < c||ψ||H− 12 (Γ). (2.105)
Since V˜ rΩL (ψ(rΓ)) ∈ H1 , the Dirichlet trace of V˜ is well defined and bounded,
defining a new single-layer potential operator
V = γ0V˜ : H
− 1
2 → H 12 (2.106)
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and is
φ(rΓ) = V
rΓ
L (ψ(rΓ)) =
∫
Γ
ψ(r′Γ)GL(rΓ, r
′
Γ)dΓ. (2.107)
The fact that the operator V results in a distribution in H
1
2 agrees with Equa-
tion (2.86), where the term φ(r)/2 also resides in H
1
2 because it is evaluated on the
boundary, and the distribution ∂φ/∂n ∈ H− 12 .
Double-layer potential operator
For a density function ψ ∈ H 12 on a Lipshitz surface Γ that bounds a domain Ω, the
double-layer potential operator evaluated at rΩ is
φ(rΩ) = W
rΩ
L (ψ(rΓ)) =
∫
Γ
ψ(rΓ)
∂
∂n
GL(rΩ, rΓ)dΓ, (2.108)
and judging from Equation (2.80), the resulting distribution φ(rΩ) resides H
1. Hence,
Equation (2.108) defines a linear map
W : H
1
2 (Γ)→ H1(Ω), (2.109)
bounded by
||φ||H1(Ω) = ||W rΩL (ψ(rΓ))||H1(Ω) < c||ψ||H 12 (Γ). (2.110)
Since W rΩL (ψ(rΓ)) ∈ H1 , the Dirichlet trace of W is well defined and bounded,
defining a new double-layer potential operator
γ0W : H
1
2 → H 12 . (2.111)
We saw in Equation (2.85) that a φ/2 term appears by taking the Dirichlet trace
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of the double layer potential. It is useful to define the operator K by
φ(rΓ) = K
rΓ
L (ψ(rΓ)) =
∫
Γ
ψ(r′Γ)
∂
∂n
GL(rΓ, r
′
Γ)dΓ. (2.112)
to write γ0W as
γ0W =
1
2
+K (2.113)
The fact that the operator W results in a distribution in H
1
2 agrees with Equa-
tion (2.86), where the term φ(r)/2 also resides in H
1
2 because it is evaluated on the
boundary, and the distribution φ ∈ H 12 .
We can rewrite Equation (2.86) using the operator notation just introduced, as
follows [
I
2
+KrΓL
]
(φΓ) = V
rΓ
L
(
∂
∂n
φΓ
)
, (2.114)
where I is the identity operator. In general, we can formulate the system in Equation
(2.114) as
Ax = f. (2.115)
If Neumann boundary conditions are enforced, A =
[ I
2
+KrΓL
]
, x = φΓ, and
f = V rΓL
(
∂
∂n
φΓ
)
, whereas if Dirichlet boundary conditions are enforced, A = V rΓL ,
x = ∂
∂n
φΓ, and f =
[ I
2
+KrΓL
]
(φΓ).
Considering that all operators involved in Equation (2.114) are elliptic, which
makes them coercive, and bounded, the Lax-Milgram lemma ensures the solvability
of the system in Equation (2.115). This lemma says that if A is bounded, in bilinear
form, and coercive, for any f there exists a unique and bounded solution x.
2.2.3 Discretization and linear system
To obtain a discrete version of the layer operators in Equation (2.107) and Equation
(2.113), we discretize the surface into flat triangular panels, and assume a constant
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value of φ and ∂φ/∂n within each panel. The discretized version of the single- and
double-layer operators is
V riL,disc
(
∂
∂n
φ(rΓ)
)
=
Np∑
j=1
∂
∂n
φ(rΓj)
∫
Γj
GL(ri, rΓj)dΓj
KriL,disc(φ(rΓ)) =
Np∑
j=1
φ(rΓj)
∫
Γj
∂
∂n
[
GL(ri, rΓj)
]
dΓj (2.116)
where Np is the number of discretization elements of Γ, and φ(rΓj) and
∂
∂n
φ(rΓj) are
the values of φ and ∂φ
∂n
on panel Γj.
In this work, we obtain a linear system by collocating the equation at the centroid
of each panel Γi. For example, in the Laplace problem, the system would be[
I
2
+KΓL,disc
]
[φ] =
[
V ΓL,disc
] [ ∂
∂n
φ
]
(2.117)
where the elements of the matrices are
V ΓL,ij =
∫
Γj
GL(rΓi , rΓj)dΓj
KΓL,ij =
∫
Γj
∂
∂n
[
GL(rΓi , rΓj)
]
dΓj (2.118)
with rΓi at the center of Γi.
2.2.4 Acceleration strategies
One drawback of bem is that the matrix obtained after discretization is dense. This
means that solving the linear system with Gaussian elimination requires O(N3) com-
putations and O(N2) storage. Using an iterative solver, such as the Generalized
minimal residual method (gmres), computations are dominated by a matrix-vector
product, and the scaling drops to O(N2) per iteration . This scaling in computations
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and memory makes bem feasible for only a few thousand boundary elements, which
is far from the mesh sizes required for real applications. Fortunately, there are ac-
celeration methods that make computations scale as O(N logN), or even O(N), and
memory requirements as O(N), that allows us to use bem in larger problems.
All acceleration strategies use the decaying nature of the kernel to compute a
low-rank approximation of the dense bem matrix. The most commonly used ones,
namely multipole methods, fft based methods and adaptive-cross approximations
(aca), accelerate the matrix-vector product and rely on iterative solvers like gmres.
We briefly review these methods next. There are also accelerated direct solvers that
have been successfully applied to bem (Ho and Greengard, 2012).
Multipole methods
Multipole methods were originally developed to accelerate N-body calculations of
O(N2) complexity in particle simulations (Barnes and Hut, 1986; Greengard and
Rokhlin, 1987), where the potential due to point-sources of mass is calculated on
target locations. These methods approximate far-away source-target interactions with
a multipole expansion using Taylor expansions (Lindsay and Krasny, 2001; Li et al.,
2009) or spherical harmonics (Greengard and Rokhlin, 1987; Greengard and Huang,
2002; Greengard et al., 1998). In the context of bem, multipole algorithms are
useful because we usually approximate integrals with Gauss quadrature rules, which
converts a matrix-vector product of the bem matrix into an N-body calculation. The
two main algorithms of this kind are the treecode (Barnes and Hut, 1986) and the
fast-multipole method (FMM) (Greengard and Rokhlin, 1987).
Treecode The treecode was developed by Barnes and Hut in 1986 (Barnes and
Hut, 1986) for astrophysical applications. This algorithm reduces the computational
complexity to O(N logN) by aggregating far-away sources to a center of expansion
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that interacts with the target location. In this work, we use the treecode to accelerate
the bem solver, and it will be further discussed in Section 2.3.
Fast multipole method (FMM) The fmm was developed by Greengard and
Rokhlin in 1987 (Greengard and Rokhlin, 1987). This algorithm not only performs
the multipole expansions at the point-sources of mass, but also expands the target
locations, in the so-called local expansions, and then computes interactions between
multipole and local expansions. The fmm has an algorithmic complexity of O(N).
Fast-fourier transform (FFT) based methods
fft-based methods take advantage of the fast evaluation of convolutions using the
fft, an O(N logN) algorithm. In the context of bem, the matrix-vector product
in the Krylov solver can be viewed as a discrete convolution of the elements of the
vector, and the source-target interaction kernel, given by the matrix. Two popular
fft based acceleration methods in bem are the Precorrected fft (pfft) (Phillips
and White, 1997) and the fftsvd (Altman et al., 2006).
Precorrected FFT The pfft algorithm was developed by Phillips and White in
1997 (Phillips and White, 1997) for electrostatic applications. In it, the elements of
the vector in the matrix-vector product are projected onto a regular mesh, and the
convolution of faraway mass-target interactions is done on this mesh via the fft.
Then, the resulting values are interpolated to the target locations.
FFT with singular value decomposition (FFTSVD) The fftsvd algorithm
was developed by Altman, Bardhan, White and Tidor in 2006 (Altman et al., 2006)
for biomolecular electrostatic simulations. This method groups boundary elements
into cubes and computes low-rank approximations of the matrix that represents the
effect of a cube on a target location by truncating the singular value decomposition
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(svd). Then, they use the fft to compute long-range interactions in a similar fashion
to pfft, by projecting onto a mesh, applying the fft, and interpolating to the target
locations.
Adaptive cross approximation
Perhaps the most widely used acceleration method in the bem community is the Adap-
tive cross approximation (aca), developed by Bebendorf and Rjasanow (Bebendorf,
2000; Bebendorf and Rjasanow, 2003). This method is agnostic of the free-space
Green’s function of the original differential equation, which makes it a good black-
box type solver, and has been implemented in different libraries, such as ahmed and
hlib.
The aca method uses geometrical information to cluster the boundary elements
in groups, and splits the bem matrix hierarchically in blocks of various sizes. The
diagonal blocks contain group self-interactions, and require their full rank to be well
represented. Off-diagonal blocks correspond to longer-range interactions, and we
can compute them using a low-rank approximation which can be compressed. It is
possible to use aca to accelerate a direct LU-decomposition solver, however, iterative
solvers are more efficient, and the LU-decomposition can be used as a preconditioner
(Bebendorf, 2005).
2.3 Treecode
We chose the treecode algorithm to accelerate our bem solver, and this section reviews
it in more detail. The treecode is a fast-summation algorithm capable of performing
in O(N logN) operations the following O(N2) computational pattern:
V (xi) =
N∑
j=1
qjψ(xi,yj) (2.119)
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yj
yc
xi   yj
xi   yc
yc   yj
xi   yj = (xi   yc) + (yc   yj)
Figure 2·6: Multipole expansion in the treecode
where qj is the weight, ψ the kernel, yj the location of sources and xi the location of
targets.
In the treecode, we group the sources yj according to their spatial positions into
cells or boxes of an octree. Having this, we calculate nearby contributions directly,
and approximate distant contributions by writing series expansions representing the
sources around the box centers yc, as sketched by Figure 2·6. Expansions are usually
based either on Taylor series or spherical harmonics. In this work, we use the simpler
Taylor expansions, such as the following approximation for ψ:
ψ(xi,yj) =
P∑
||k||=0
1
k!
Dky(xi,yj)(yc − yj)k (2.120)
where P is the order of the expansion, Dky = D
k1
y1
Dk2y2D
k3
y3
the derivative operator, and
k = (k1, k2, k3). We define the operations on k as k! = k1!k2!k3! and y
k = yk11 y
k2
2 y
k3
3 .
Rearranging the terms in (2.120), we find the following expression:
V (xi) =
P∑
||k||=0
1
k!
Dkyψ(xi,yc)
∑
j
qj(yc − yj)k, (2.121)
where
ak(xi,yc) =
1
k!
Dkyψ(xi,yc) (2.122)
are the coefficients of the Taylor expansion and
mkc =
∑
j
qj(yc − yj)k (2.123)
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are the multipoles. In Equation (2.121), the calculation of multipoles can be done
independent of xi, thus eliminating the O(N2) scaling.
For each target point, we decide if a box of sources is distant enough for the Taylor
expansion approximation to be acceptable. If it is, we use Equation (2.121); if not,
we ask the same question for the child boxes. We perform this process recursively
until a lowest-level box is reached, and compute the influence of those sources directly.
This decision is based on the multipole-acceptance criterion θ (MAC), which must
be larger than the ratio of the box’s size to the distance between the target and the
box’s center, rb
r
< θ. Common values for θ are 1
2
and 2
3
The treecode algorithm can be divided into five parts: tree generation, particle-to-
multipole, multipole-to-multipole, multipole-to-particle and particle-to-particle. Fig-
ure 2·7 sketches these steps for a group of sources yj, represented by solid black dots,
interacting with two target points xi at the locations of the crosses.
Tree generation. Sources are grouped into boxes of an octree structure, making
sure that the lower level boxes have fewer than some critical number of particles
(NCRIT). In the example of Figure 2·7 the sources yj are grouped in a two-level tree:
the lowest level has four boxes that are contained inside a bigger box from the top
level, centered at yc.
Particle-to-multipole (P2M). Multipoles are calculated for the lowest level boxes
using Equation (2.123). The sources are expanded about the center of the correspond-
ing box.
Multipole-to-multipole (M2M). Multipoles are calculated for the remaining
boxes. In the case of Figure 2·7, only the large box that contains all sources needs its
multipole to be calculated. For efficiency, we calculate these multipoles by shifting
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the Taylor expansion from the child boxes, which results in
mkp =
∑
children
k′1≤k1,k′2≤k2,k′3≤k3∑
k′1,k
′
2,k
′
3=0
mk
′
c
(
k1
k′1
)(
k2
k′2
)(
k3
k′3
)
(ycp − ycc)k−k′ (2.124)
where mkp is the order k multipole of the parent box, k
′ = (k′1, k
′
2, k
′
3), ycp is the
location of the parent box, and ycc is the location of the child box.
Multipole-to-particle (M2P). Equation (2.121) is calculated for the particle-box
interactions that satisfy the θ criterion. The representation in Figure 2·7 shows that
the rightmost target location is far enough that it can interact with the large box,
whereas the target location closest to the sources does not meet the θ criterion with
the bottom-right box.
In our implementation, we use recursive relations from Krasny and co-workers to
compute the coefficients of the Taylor expansion on Equation (2.122) (Lindsay and
Krasny, 2001; Li et al., 2009). Using the short-hand notation ∆x = (∆x1,∆x2,∆x3) =
xi−yc, e1 = (1, 0, 0), e2 = (0, 1, 0) e3 = (0, 0, 1) and ||k|| = k1 +k2 +k3, the recursive
relation for the Laplace potential is
ak(xi,yc) =
1
||k|| · |∆x|2
[
−(2||k||−1)
3∑
j=1
∆xja
k−ej−(||k||−1)
3∑
j=1
ak−2ej
]
. (2.125)
For the Yukawa potential, the recursive relation is,
ak(xi,yc) =
1
||k|| · |∆x|2
[
− (2||k|| − 1)
3∑
j=1
∆xja
k−ej−
(||k|| − 1)
3∑
j=1
ak−2ej − κ
(
3∑
j=1
∆xjb
k−ej +
3∑
j=1
bk−2ej
)]
(2.126)
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Particle-to-multipole Multipole-to-multipole
Multipole-to-particle Particle-to-particle
Figure 2·7: Steps of the treecode
where κ is the coefficient in the exponent of the Yukawa potential and,
bk = − κ||k||
[
3∑
j=1
∆xja
k−ej +
3∑
j=1
ak−2ej
]
. (2.127)
Particle-to-particle (P2P). Direct pairwise interactions are computed between
particles that are too close together to satisfy the θ criterion. In Figure 2·7 this
happens for the interaction of the sources in the bottom-right box with the target
location closest to it.
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2.4 Treecode in BEM
There are several options for standard linear solvers to compute the linear system
generated by bem. We used the generalized minimal residual method (gmres), a
Krylov subspace iterative solver that accepts non-symmetric matrices. In gmres,
computation time is dominated by matrix vector products —an O(N2) computational
pattern—, which are performed n times (usually n << N).
In real applications, we evaluate most integrals of the bem stiffness matrix with
Gauss quadrature rules, which transforms each integral into a sum. For example, for
the single-layer operator in Equation (2.117), each element of the matrix becomes
V ΓL,ij =
∫
Γj
GL(rΓi , rΓj)dΓj =
Nk∑
k=1
wkGL(rΓi , rkΓj) (2.128)
where Nk is the number of Gauss points, located at rkΓj and with weight wk. If
we multiply matrix
[
V ΓL,disc
]
with vector m, each element of the resulting vector is
computed as
V ΓL,ijmj =
Np∑
j=1
mj
Nk∑
k=1
wkGL(rΓi , rkΓj) =
Np·Nk∑
l=1
MlGL(rΓi , rl), (2.129)
which is an N-body problem of the form of Equation (2.119), where Ml has contribu-
tions from vector m and the Gauss integration weights wk, and rl is the location of
the Gauss points rkΓj of all panels Γj. We can use the treecode algorithm to accelerate
it, which means that there is no need to explicitly store the matrix and computations
scale as O(N logN) instead of O(N2).
In the context of bem, the sources yj in Equation (2.119) are the Gauss points,
targets xi correspond to the collocation points and the kernel ψ is the free-space
Green’s function.
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Figure 2·8: Sketch of a biosensor.
2.5 Biosensors
Two applications that motivate this work, presented in Chapters 6 and 7, are re-
lated to biosensors, making it useful to briefly review this technology. A biosensor
is a device used for the detection of biomolecules, combining a biological component
and a transducer. We focus on label-free nanoscale biosensors, where the biological
component is a ligand molecule with high affinity to the target or analyte, and the
transducer can be, for example, a semiconductor or a nanoparticle. A natural choice
for a ligand molecule is an antibody, which is attached to the transducer through a
self-assembled monolayer (SAM) of a small charged group. Figure 2·8 is a sketch of
such a situation, with an immunoglobulin G-like ligand molecule.
The transducer also differs depending on the technology. For example, field-effect
transistor (FET) biosensors use a semiconductor, like a nanowire, where the current
density or voltage changes when a target molecule binds to the ligand (Brinkman
et al., 1997). This technology has been around for decades, and is actively used in
biosensing applications (Palacios, 2012; Patolsky et al., 2006).
Another class of biosensors are based on localized surface plasmon resonance
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(LSPR), where the transducer is a metallic nanoparticle. LSPR is an optical phe-
nomenon generated by light shining on conductive nanoparticles that are smaller than
the wavelength of light. The surface electrons in the conduction band of the nanopar-
ticle are excited by the incoming electric field, and oscillate with it, forming plasmons.
The resonance of plasmons with the incoming wave produces high levels of extinction
of the field (scattering plus absorption), creating a large shadow. LSPR biosensors
take advantage of the fact that this effect is largely dependent on the local dielectric
environment, usually reporting a shift in the resonance frequency as biomolecules ap-
proach the nanoparticle. There are several good reviews of this technology (Willets
and Van Dyune, 2007; Petryayeva and Krull, 2011), and its application to biosensors
is an active area of research (Hutter and Fendler, 2004; Piliarik et al., 2011; Raphael
et al., 2013).
2.5.1 Biosensor models with implicit-solvent
The implicit-solvent model has been used in the past to model biosensors. For ex-
ample, Nair and Alam (Nair and Alam, 2007) modeled the semiconductor in FET
biosensors using the drift-diffusion equation, and coupled it to the Poisson-Boltzmann
equation in the solvent, using a finite-difference approach. They used this model to
study the effect of the solvent permittivity, salt concentration and semiconductor
doping concentration on the biosensor, and created a biosensor modeling suite called
BiosensorLab, available through nanoHUB.3 Work led by Heitzinger (Heitzinger et al.,
2010b) intends to model FET biosensors for DNA hybridization, which have a brush
of single-stranded DNA (ssDNA) as ligand molecules; they present a finite-element
approach with a homogenization technique to replace the ssDNA layer with special
interface conditions between the solvent and semiconductor regions (Baumgartner
and Heitzinger, 2012; Baumgartner and Heitzinger, 2013). This same group also
3https://nanohub.org/resources/senstran
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developed a stochastic Poisson-Boltzmann method to account for variations in the
orientation of the ssDNA attached to the nanowire (Heitzinger et al., 2010a).
Even though LSPR is an optical phenomenon, electrostatics is a good approx-
imation in the long-wavelength limit (Bohren and Huffman, 1983; Mayergoyz and
Zhang, 2007; Fredkin and Mayergoyz, 2003). This approximation, combined with a
boundary-element method, allows us to study plasmon modes in single and multi-
ple nanoparticles (Mayergoyz et al., 2005; Mayergoyz and Zhang, 2006; Davis et al.,
2009c; Zhang et al., 2007; Davis et al., 2009b; Davis et al., 2009a; Ma¨kitalo and Kau-
ranen, 2014; Jung et al., 2010; Hohenester and Trugler, 2012), and how nanoparticles
interact with electron beams (Garc´ıa de Abajo and Aizpurua, 1997; Garc´ıa de Abajo
and Howie, 1997; de Abajo and Howie, 2002), substrates (Mortazavi et al., 2012;
Chou et al., 2012), and even molecules (Davis et al., 2010; Antosiewicz et al., 2011).
Recent developments in computational modeling of nanoplasmonics using bem and
other approaches were reviewed by Solis and co-workers (Solis et al., 2014).
In the work by Davis and co-workers (Davis et al., 2010), the authors calculate
an effective solvent dielectric constant due to the presence of an analyte molecule,
represented as a point dipole. Unfortunately, the simplifications in this approach do
not account for possible changes due to the analyte geometry, permittivity, dipole
moment or charge. Another similar effort is presented by Antosiewicz and co-workers
(Antosiewicz et al., 2011), where they describe the shift in resonance frequency of
a nanoparticle when a very small analyte adheres to it. This approach requires
a proper estimation of the analyte polarizability, and it is also difficult to include
analyte details. Haes and Van Duyne (Haes and Van Duyne, 2002) model the LSPR
sensor sensitivity using the ideas of Jung and co-workers (Jung et al., 1998), also based
on finding an effective permittivity. Their results of the sensitivity relation with the
SAM thickness, i.e. the analyte-sensor distance, match experimental results, however,
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this approach precludes investigation of structural details and single analyte response,
because it uses the permittivity of the analyte solution.
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Chapter 3
Methods
3.1 Integral formulation of molecular systems
3.1.1 Single-surface models
Following the work by Yoon and Lenhoff (Yoon and Lenhoff, 1990), we can obtain
an integral formulation of the system of pdes in Equation (2.62) by applying Green’s
second identity, which gives
φ1,Ω1 +K
Ω1
L (φ1,Γ)− V Ω1L
(
∂
∂n
φ1,Γ
)
=
1
1
Nq∑
k=0
qk
4pi|rΩ1 − rk|
on Ω1
φ2,Ω2 −KΩ2Y (φ2,Γ) + V Ω2Y
(
∂
∂n
φ2,Γ
)
= 0 on Ω2, (3.1)
where φ1,Ω1 = φ1(rΩ1) is the potential φ1 evaluated anywhere in the region Ω1 and
φ1,Γ = φ1(rΓ) is the potential φ1 evaluated at the boundary Γ. Also, K and V are the
single- and double-layer potentials defined in Section 2.2. The limits rΩ1 → rΓ and
rΩ2 → rΓ on Equation (3.1) results in an integral formulation of the system of pdes
φ1,Γ
2
+KΓ1L (φ1,Γ)− V ΓL
(
∂
∂n
φ1,Γ
)
=
1
1
Nq∑
k=0
qk
4pi|rΓ − rk| on Γ
φ2,Γ
2
−KΓY (φ2,Γ1) + V ΓY
(
∂
∂n
φ2,Γ
)
= 0 on Γ. (3.2)
Then, we can leave everything in terms of quantities from the interior side only
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by enforcing the corresponding interface conditions (Equation (2.62)),
φ1,Γ
2
+KΓL(φ1,Γ)− V ΓL
(
∂
∂n
φ1,Γ
)
=
1
1
Nq∑
k=0
qk
4pi|rΓ − rk| on Γ
φ1,Γ
2
−KΓY (φ1,Γ) +
1
2
V ΓY
(
∂
∂n
φ1,Γ
)
= 0 on Γ. (3.3)
which can be re-written in matrix form, as 12 +KΓL −V ΓL
1
2
−KΓY 12V ΓY
 φ1,Γ
∂
∂n
φ1,Γ
 =
∑Nqk=0 qk4pi|rΓ−rk|
0
 (3.4)
3.1.2 Multi-surface models
A model with only one surface representing the SES is not enough to consider solvent-
filled cavities and Stern layers. For example, the protein represented in Figure 3·1
contains two solvent-filled cavities and the external Stern layer, and requires 4 surfaces
to be modeled. This system is modeled by Equation (3.5).
∇2φ1(r) = κ2φ2(r) in Ω1
∇2φ2(r) = 0 in Ω2
∇2φ3(r) = −
∑
k
qk
3
δ(r, rk) in Ω3
∇2φ4(r) = κ2φ4(r) in Ω4
∇2φ5(r) = κ2φ5(r) in Ω5
φ1 = φ2, 1
∂φ1
∂n
= 2
∂φ2
∂n
on interface Γ1
φ2 = φ3, 2
∂φ2
∂n
= 3
∂φ3
∂n
on interface Γ2
φ3 = φ4, 3
∂φ3
∂n
= 4
∂φ4
∂n
on interface Γ3
φ3 = φ5, 3
∂φ3
∂n
= 5
∂φ5
∂n
on interface Γ4
(3.5)
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Figure 3·1: Representation of a protein with a Stern layer and two solvent-filled
cavities. Gray regions contain salt, white regions don’t.
We can extend the derivation for the integral formulation in Equation (3.3) to
account for multiple surfaces. Starting from Equation (3.5) and considering all normal
vectors pointing out of the region enclosed by the corresponding surface, we obtain a
system of integral equations represented by the matrix in Equation (3.6).
The matrix in Equation (3.6) becomes increasingly complicated with the number
of surfaces, and is difficult even for a small system like the one in Figure 3·1. Each
surface generates two equations: one when the limiting procedure of Equation (3.2) is
done from the region enclosed by the surface (the interior equation), and another one
when the limit is taken from the region that surrounds the surface (exterior equation).
The structure of this matrix reveals a 2×2 block diagonal corresponding to the double-
and single-layer operators of φi,Γj and ∂φi,Γj/∂n, respectively, evaluated on the same
surface Γj. Blocks that are outside the diagonal are evaluations performed on surfaces
different than Γj.
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
1
2
+KΓ1L −V Γ1L −KΓ1L 32V
Γ1
L
1
2
−KΓ1Y 21V
Γ1
Y
1
2
+KΓ2L −V Γ2L −KΓ2L 43V
Γ2
L −KΓ2L 53V
Γ2
L
KΓ2L −V Γ2L 12 −KΓ2L 32V
Γ2
L
1
2
+KΓ3Y −V Γ3Y
KΓ3L −V Γ3L 12 −KΓ3L 43V
Γ3
L −KΓ3L 53V
Γ3
L
1
2
+KΓ4Y −V Γ4Y
KΓ4L −V Γ4L −KΓ4L 43V
Γ4
L
1
2
−KΓ4L 53V
Γ3
L

·

φ2,Γ1
∂
∂n
φ2,Γ1
φ3,Γ2
∂
∂n
φ3,Γ2
φ4,Γ3
∂
∂n
φ4,Γ3
φ5,Γ4
∂
∂n
φ5,Γ4

=

0
0∑Nq
k=0
qk
4pi|rΓ2−rk|
0
0∑Nq
k=0
qk
4pi|rΓ3−rk|
0∑Nq
k=0
qk
4pi|rΓ4−rk|

(3.6)
In our implementation, we use the approach presented by Altman and co-workers
(Altman et al., 2009) to deal with multi-surface models. In that work, they classify
interactions in four categories, depending on the position of the surface with the
evaluation point relative to the surface that contains the strengths of the single- and
double-layer potentials, ∂φi,Γ/∂n and φi,Γ:
Self-surface interior operator: evaluation point and strengths of the single- and
double layer potentials are on the same surface. In the limiting procedure, the
evaluation point approaches the surface from the inside, hence, the result is
added to the interior equation. For example, if the interior region is modeled
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by the Laplace or Poisson equation, the operator is
φi,Γ
2
+KΓL(φi,Γ)− V ΓL
(
∂
∂n
φi,Γ
)
. (3.7)
Self-surface exterior operator: similar to the previous case, the evaluation point
and strengths are on the same surface. However, this time, the limiting pro-
cedure moves the evaluation point to the surface from the outside, hence, the
result is added to the exterior equation. For example, if the exterior region is
modeled by the Laplace or Poisson equation, the operator is
φi,Γ
2
−KΓL(φi,Γ) +
in
out
V ΓL
(
∂
∂n
φi,Γ
)
. (3.8)
Non-self exterior operator: the evaluation point resides in a surface that is
outside the region enclosed by the surface with the strengths of the single- and
double layer potentials. The result has to be added to the exterior equation if
both surfaces share a common external region, and to the interior equation if
they don’t. For example, in Figure 3·1, Γ4 and Γ3 interact in this way and the
result is added to the corresponding external equation, whereas if the evaluation
point is in Γ2 and the strength of the potentials in Γ3 or Γ4, the result would be
added to the interior equation of Γ2. When the region outside the surface with
the strengths is modeled by the Laplace or Poisson equation, the operator is
−KΓjL (φi,Γk) +
in
out
V
Γj
L
(
∂
∂n
φi,Γk
)
. (3.9)
Non-self interior operator: evaluation point resides in a surface that is inside
the region enclosed by the surface with the strengths of the single- and double
layer potentials, and the result has to be added to the exterior equation. For
example, in Figure 3·1, this operator will be used when the evaluation point is
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in Γ1 and the strengths of the potentials are on Γ2, and the result will be added
to the interior equation of Γ1. If the region enclosed by the surface with the
strengths is modeled by the Laplace or Poisson equation, the operator would be
K
Γj
L (φi,Γk)− V ΓjL
(
∂
∂n
φi,Γk
)
. (3.10)
3.2 Integral formulation for protein surface interaction
We can include a surface of prescribed potential or charge to the system of partial
differential equations in Equation (2.62) to simulate the interaction of proteins with
charged surfaces. For example, Figure 3·2 is modeled by
∇2φ1(r) = −
∑
k
qk
1
δ(r, rk) in solute (Ω2)
∇2φ2(r) = κ2φ2(r) in solvent (Ω1)
φ1 = φ2 on interface, Γ1
1
∂φ1
∂n
= 2
∂φ2
∂n
φ2 = φ0 or − 2∂φ2
∂n
= σ0 on surface, Γ2 (3.11)
We can also write an integral formulation of Equation (3.11), doing a similar
derivation that led to Equation (3.3). For a surface with prescribed potential, the
final system in matrix form would be
1
2
+KΓ1L −V Γ1L 0
1
2
−KΓ1Y 12V
Γ1
Y V
Γ1
Y
−KΓ2Y 12V
Γ2
Y V
Γ2
Y

 φ1,Γ1∂∂nφ1,Γ1
∂
∂n
φ2,Γ2
 =

∑Nq
k=0
qk
4pi|rΓ1−rk|
KΓ1Y (φ0)
− (1
2
−KΓ2Y
)
(φ0)
 (3.12)
Like in Equation (3.6), the matrix in Equation (3.12) gets increasingly complicated
with the number of surfaces in the model. For these problems, we also used the
approach suggested by Altman and co-workers (Altman et al., 2009), described in
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Figure 3·2: Representation of a protein interacting with a surface with prescribed
charge or potential.
Section 3.1.2. However, in this case, we need to account for surfaces with prescribed
charge or potential that generate only the external equation.
3.3 Numerical solution through the boundary element method
3.3.1 Discretization of the equations
The elements of the matrix systems presented in Section 3.1 are the single- and
double-layer operators defined in Equation (2.107) and (2.113). To solve the system
numerically, we discretize the surface into Np panels, and use the discrete version of
the layer operators from Equation (2.116). Then, we obtain a linear system using
center collocation, which means evaluating the equation placing ri in the center of
each panel. This way, the matrix systems in Section 3.1 become linear systems from
which we can solve for the discrete φ and ∂φ/∂n. The discretized matrix looks
exactly like Equation (3.4) or any other matrix equation in Section 3.1, but now the
elements of the matrix are sub-matrices of size Np×Np rather than integral operators.
Each element of a sub-matrix is an integral over one panel Γj, with ri located at the
center of the collocation panel Γi. Also, the terms on the right-hand side and the
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Figure 3·3: Discretization of a molecular surface. Γi is the panel where the collocation
point resides and Γj the panel being integrated.
unknown vector in Equation (3.4) are sub-vectors of size Np, where each element is
the evaluation on a panel Γi. Element ij of a sub-matrix looks like Equation (2.118)
and, in discretized form, element i of φ1,Γ1 ,
∂
∂n
φ1,Γ1 and
∑Nq
k=0
q
4pi|rΓ1−rk|
in Equation
(3.12) are
φ1,Γ1 = φ1(ri)
∂
∂n
φ1,Γ1 =
∂
∂n
φ1(ri)
Nq∑
k=0
q
4pi|rΓ1 − rk|
=
Nq∑
k=0
q
4pi|ri − rk| . (3.13)
In this work, we use the freely available software msms1 (Sanner et al., 1995) to
compute the discretized SES. Figure 3·4 shows an example of a mesh generated with
msms.
1http://mgl.scripps.edu/people/sanner/html/msms_home.html
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Figure 3·4: Close-up view of the SES of Lysozyme discretized in flat triangles using
msms. Colors represent potential on the surface.
3.3.2 Energy calculation with the boundary element method
Figure 3·2 shows an arrangement with three sources of electrostatic energy: Coulom-
bic energy from the point charges, surface energy due to Γ2, and solvation energy
caused by the influence of the solvent outside the protein region. Next, we detail how
to compute the surface and salvation free energy with bem.
Surface free energy. To compute the surface free energy described in Section
2.1.5, we can plug in the solution of the system in Equation (3.12) to the discretized
version of Equation (2.66). In this case, we consider constant values of φ and ∂φ
∂n
per
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panel, and the equation takes the form
Fsurface =
1
2
Np∑
j=1
φ(rj)σ0jAj, and
Fsurface = −1
2
Np∑
j=1
φ0jσ(rj)Aj. (3.14)
where Aj is the area of panel j, and σ = 
∂φ
∂n
.
Solvation free energy. In the context of boundary element methods, we can com-
pute the reaction potential in Equation (2.65) by subtracting the Coulomb effect from
Equation (3.1) in the protein region, which yields
φreac,rk = −KrkL (φ1,Γ1) + V rkL
(
∂
∂n
φ1,Γ1
)
. (3.15)
Equation (2.64) requires evaluating φreac for each point charge location rk. We
obtain this by discretizing Equation (3.15) and using the solution of the linear system
in Equation (3.12) as input.
3.3.3 Integral evaluation
We use Gauss quadrature rules to evaluate the integrals in Equation (2.118). How-
ever, the free space Green’s function of both the Laplace and the linearized Poisson-
Boltzmann equations contain a 1/r singularity, which makes it difficult to obtain good
accuracy when the integral is singular or near-singular. This is why we define three
different integration regions:
Far-away integrals: When the collocation point and the integration panel are
far away, a low order integration scheme is enough to obtain good accuracy,
for example, with 1, 3 or 4 Gauss quadrature points per boundary element.
We use a representative length of the integrated triangle, L =
√
2 · Area, to
62
define a threshold from which collocation points are considered to be far-away.
A common threshold value used in this work is 2L.
Near-singular integrals: In cases where the collocation point is closer than the
far-away region threshold, but it is not in the same integration panel, we use
higher order Gauss quadrature rules. Common numbers of Gauss points in this
region are 19, 25 or 37 points per triangular element.
Singular integrals: The singularity that appears from having the collocation
point in the integrated panel makes it impossible to compute the integral with
standard Gauss integration schemes. For singular integrals, we use a semi-
analytical technique from Zhu and co-workers (Zhu et al., 2001) which can per-
form accurate integration of the Laplace and Yukawa potentials. This method
is briefly discussed next.
Semi analytical integration The projection of the collocation point on the pan-
els’ plane with the vertices creates three triangles, denoted by ∆blue, ∆red and ∆green
in Figure 3·5. The integration of any function over the panel can be written as
the sum of the integral of the same function over those three triangles. Using po-
lar coordinates centered at the projection of the collocation point, we can integrate
the radial component analytically and the angular component with one-dimensional
Gauss quadrature rules. Since the limits of the integral over the radial component are
r = 0 and the edge of the triangle, the integrand is effectively being evaluated on the
edge of the triangle, where the function varies more smoothly and Gauss quadrature
rules can resolve the integration.
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Figure 3·5: Sketch of semi analytical integration scheme from (Zhu et al., 2001)
Then, the expressions for semi-analytical integration are
∫
Γ
GLdΓ =
∑
edges
θV2∫
θV1
[|r(θ)| − h] dθ (3.16)
∫
Γ
∂GL
∂n
dΓ =
∑
edges
θV2∫
θV1
[
h
|r(θ)| − sign(h)
]
dθ
∫
Γ
GY dΓ =
∑
edges
−
θV2∫
θV1
[
exp(−κ|r(θ)|)− exp(−κ|h|)
κ
]
dθ
∫
Γ
∂GY
∂n
dΓ =
∑
edges
−
θV2∫
θV1
[
exp(−κ|h|)sign(h)− h|r(θ)| exp(−κ|r(θ)|)
]
dθ
where h is the normal distance between the panel plane and the collocation point, θVi
is the angle of vertex Vi in the local polar coordinate system, and |r(θ)| the distance
between the projection of the collocation point on the triangle panel and the vertex,
for angle θ.
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3.3.4 Preconditioning
The matrix generated by Yoon and Lenhoff’s formulation (Yoon and Lenhoff, 1990)
has a condition number that depends on the mesh size (Liang and Subramaniam,
1997). The condition number gives an idea of the response of the system to variations
in the right-hand side, and it is directly related to the number of iterations that an
iterative solver requires to achieve the desired tolerance. Then, in our implementation,
the amount of iterations grows with the number of discretization elements, affecting
the time to solution of the gmres. This issue can be alleviated with preconditioners.
A preconditioner is an operator, in this case a matrix (P), that decreases the
condition number of matrix A in the linear system Ax = b. The most common
preconditioning approach is the left preconditioner, where P is multiplied from the
left on both sides of the linear system:
PAx = Pb. (3.17)
The perfect preconditioner is the inverse of the matrix, and preconditioners are
more effective the closer they are to it (P ≈ A−1). In PyGBe, we use a block-diagonal
preconditioner described by Altman and co-workers (Altman et al., 2009). This pre-
conditioner is the inverse of the matrix that contains the diagonals of the blocks corre-
sponding to self-surface operators (as defined in Section 3.1.2). Looking at Equation
(3.12), surfaces with set charge or potential contribute only one self-surface opera-
tor block to the matrix, and the inverse of its diagonal is trivial to calculate. Each
molecular surfaces provides four self-surface operator blocks to the matrix, arranged
in a 2×2 block matrix
As =
 12 +KΓL −V ΓL
1
2
−KΓY 12V ΓY
 , (3.18)
which matches the matrix in Equation (3.4), where we had a system with only one
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surface. Using LU factorization, we can show that for any 2× 2 block matrix M, its
inverse is
M =
M11 M12
M21 M22
 M−1 =
M11,inv M12,inv
M21,inv M22,inv
 , (3.19)
where,
M11,inv = M
−1
11 +M
−1
11 M12
(
M22 −M21M−111 M12
)−1
M21M
−1
11 ,
M12,inv = −M−111 M12
(
M22 −M21M−111 M12
)−1
,
M21,inv = −
(
M22 −M21M−111 M12
)−1
M21M
−1
11 , and
M22,inv =
(
M22 −M21M−111 M12
)−1
. (3.20)
If AD is the tridiagonal matrix with the diagonal elements of the blocks of As in
Equation (3.18), then the calculation of the preconditioner P = A−1D using Equation
(3.20) is trivial, as all blocks are diagonals.
In cases like Equation (3.6), where there are multiple surfaces, the preconditioner
P is the collection of A−1D for each individual surface, placed in the corresponding lo-
cation of the matrix. This happens because the self-surface operators are independent
of each other.
Matrix P consists of diagonal blocks, then, we can store it in a sparse format
for efficient memory usage and matrix-vector multiplication. In our implementation,
we apply the preconditioner by multiplying it to the right-hand-side of the linear
system, and then to the vector resulting from the matrix-vector product in each
gmres iteration.
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3.4 Implementation details of the treecode
3.4.1 Computation of the normal derivative
The evaluation of a matrix-vector product involving the double-layer potential op-
erator in Equation (2.116) requires the computation of the normal derivative of GL
where the normal vector is in the integration panel, with the source points of the
treecode. For a target x = (x1, x2, x3) interacting with a source y = (y1, y2, y3), and
a normal vector to the source panel n = (n1, n2, n3), the normal derivative is
∂
∂n
GL(x,y) = ∇yGL(x,y) · n = ∂GL
∂y1
n1 +
∂GL
∂y2
n2 +
∂GL
∂y3
n3. (3.21)
The derivative of Equation (2.121) with respect to yl,
∂
∂yl
V (xi) = −
P∑
||k||=0
1
k!
Dkyψ(xi,yc)
∑
j
qjkl(yc − yj)k−el , (3.22)
affects only the multipole (mkc in Equation (2.123)), and not the coefficients of the
Taylor expansion (ak in Equation (2.122)). Hence, we can use the treecode to compute
the derivative in the lth component by modifying the particle-to-multipole calculation
of Equation (2.123), and computing instead
mkc,l = −
∑
j
qjkl(yc − yj)k−el = −mkc
kl
yc,l − yj,l . (3.23)
Meanwhile, the rest of the steps of the treecode remain unchanged.
Equation (3.21) shows that bem requires a weighted sum of the derivatives. The
order of the multipole is not altered by the derivative —mkc,1, m
k
c,2 and m
k
c,3 are
multiplied by the same ak—, which allows us to factorize the multipole expansions of
the three derivatives into one
m′kc =
3∑
l=1
mkc,l = −
3∑
l=1
∑
j
qj,lkl(yc − yj)k−el . (3.24)
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In our implementation, we include the effect of n in qj,l. The weight qj,l is different
in each direction because it is multiplied by the corresponding component nl, and
qj,l = qj · nl.
3.4.2 Efficiency considerations in BEM
Tree construction. bem uses the treecode once every gmres iteration, but the
sources and targets remain at the same location throughout the entire linear solver.
Because of this, we only need to construct the tree once, and we do it in terms of
boundary elements rather than Gauss quadrature points.
Tree vectorization. Two target points that are close to each other will interact
with almost the same boxes in a multipole-to-particle and particle-to-particle fashion.
We can identify close-by targets by grouping them in a tree structure (similar to the
tree of source points), and considering targets from the same low-level box as being
close. Then, instead of traversing the tree for each target point, we can do it once
per box of targets, and all targets of a box will interact with the same boxes as
multipole-to-particle and particle-to-particle.
Pre-computation of interaction list. For each box of target points we pre-
compute the list of source point boxes with which it interacts, creating one list for
multipole-to-particle, and one for particle-to-particle. This makes the tree traversal
more efficient since we need to evaluate the MAC criterion only once, and for the rest
of the treecode evaluations, we just loop over the interaction list.
3.4.3 GPU implementation
The most time consuming parts of the treecode are the calculation of the multipole-to-
particle and the particle-to-particle interactions. Fortunately, those two computations
map very well to the GPU architecture, which allows us to get interesting speedups by
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offloading them to the graphic card. We interface cuda with Python using pycuda
(Klo¨ckner et al., 2012).
To obtain good performance out of the gpu, we need to manage the data such
that parallelism is maximized, and data transfers between global and shared memory
are reduced. We do this by packing the data of the source and target points such
that all points of the same twig (or low-level) box are contiguous in memory, and we
generate an array of pointers that points to the location where the first value of each
twig is in the packed arrays. Likewise, we pack the values of the multipoles in a 1D
array, and keep track of where the information of each box begins in this array.
Each box of target points has two interaction lists: one for multipole-to-particle
and another for particle-to-particle. The interaction list stores pointers to the source-
tree boxes that interact in the corresponding way with the targets inside the box
that owns the interaction list. Since we know where the information is in the packed
arrays, to evaluate, we just need to loop through one contiguous chunk of memory.
This is extremely beneficial for the gpu since it maximizes the use of global-to-shared
memory bandwidth.
In our implementation, we have two levels of parallelism. The finest level is at
the target-point level: each cuda thread performs all the operations for one target
point. At a coarser level, targets of one same twig box will be computed by threads
of the same thread block. This way, the cuda threads know in which twig they are
operating on by looking at their thread block ID.
We compare the cpu and gpu implementations of the treecode in Figure 3·6.
This figure shows the time to compute the Yukawa interaction of the same number of
target and source points, spread in a cubic box of size 1, using the treecode. In these
calculations, κ = 1, P = 6 and θ = 0.5. The tree structure for cpu runs had no more
than 200 particles in the lowest-level (or twig) boxes, whereas in the gpu runs, this
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number was 1000. Figure 3·6a shows how the time to compute the treecode scales
as O(N logN), rather than O(N2). For the case with 5 · 104 sources and targets,
the gpu implementation of the multipole-to-particle (M2P) and particle-to-particle
(P2P) speeds-up the code ∼ 5×. Since our intention is to use this in a bem code,
where the tree construction and data packing is done only once, there is no motivation
to implement the rest of the code on the gpu.
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Figure 3·6: gpu versus cpu implementations of the treecode.
3.5 Richardson extrapolation
Richardson extrapolation is a fundamental technique used in numerical computing
to obtain an estimation of the exact solution from a series of computations using
consecutive resolutions from coarser to finer. To be correctly applied, all of the com-
putations used need to be converging to the exact value at a constant rate, meaning,
they are in the asymptotic range. Under these conditions, an estimate of the exact
solution can be written as:
fexact ≈ f1 + f1 − f2
rp − 1 , (3.25)
where f1 and f2 are the fine-grid and coarse-grid solutions, respectively; r is the mesh
70
refinement ratio (h2/h1, where h can be spacing, area or volume) and p is the order
of convergence.
From the calculations alone, we cannot ensure that the chosen grids are in the
asymptotic range. Therefore, before using Equation (3.25), one should check that
f1 and f2 are in that range. We can extract the observed order of convergence from
three grid resolutions refined with constant ratio r, that is: r = h2/h1 = h3/h2. In
that case:
p =
log
(
f3−f2
f2−f1
)
log(r)
. (3.26)
If the result from (3.26) matches the expected order of convergence of the method,
it indicates that numerical computations for f1, f2 and f3 are in the asymptotic range.
For this reason, we need in general three calculations in the asymptotic convergence
range to obtain an extrapolated value with Richardson extrapolation.
3.6 PyGBe
We implemented a code that computes the electrostatic potential and energy for
systems like the ones in Equation (2.62) or Equation (3.11) with the integral formu-
lation in Equation (3.4) and Equation (3.12). We call this implementation PyGBe—
Python gpu for boundary elements—, and is freely available online2 under MIT
license (Cooper and Barba, 2013).
PyGBe is mainly a Python code, with the most computationally intensive parts
written in C++ and cuda—interfacing with pycuda (Klo¨ckner et al., 2012)—, sup-
porting graphic processing units (gpu). It solves Equation (3.4) and Equation (3.12)
with a boundary element method (bem) that assumes a piecewise constant distribu-
tion of the unknown values on the boundary, and accelerates calculations with the
treecode algorithm.
2https://github.com/barbagroup/pygbe
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In this work, all results were obtained using PyGBe, unless otherwise noted. Meshes
were computed using the msms software3 (Sanner et al., 1995), and for the van der
Waals radii and charges of the atoms, we used the pdb2pqr (Dolinsky et al., 2004),
with the built-in amber force field, unless otherwise noted.
3http://mgl.scripps.edu/people/sanner/html/msms_home.html
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Chapter 4
Calculation of solvation and binding
energies
The implicit-solvent model presented in Section 2.1 is regularly used for solvation
and binding energy calculations, and is applicable in areas like protein engineering
and drug design. This has motivated the development of several Poisson-Boltzmann
solvers, such as apbs (Baker et al., 2001), Delphi (Gilson et al., 1987), mead (Bashford
and Gerwert, 1992; Bashford, 1997), mibpb (Geng et al., 2007), afmpb (Lu et al.,
2006), tabi (Geng and Krasny, 2013), among others. The most widely used are
volumetric-based solvers, meaning that they create a discretization of the volume in
which the equations apply. On the other hand, boundary-element methods (bem),
which discretize only surfaces, have become a popular alternative in biomolecular
applications (Yoon and Lenhoff, 1990; Juffer et al., 1991; Zhou, 1993) and several
bem codes have been developed in recent years (Lu et al., 2006; Geng and Krasny,
2013; Altman et al., 2005; Bajaj et al., 2011).
In this Chapter, we show results using PyGBe. First, verifying the code against
analytical solutions and the well-established apbs (Baker et al., 2001), and then,
discussing the effect of features like solvent-filled cavities and Stern layers on the
solvation and binding energies. All PyGBe runs were made on one core of an Intel
Xeon X5650 cpu and one nvidia Tesla C2075 gpu, whereas all apbs runs were done
on six Intel Xeon X5650 cpu cores.
The contents of this chapter have been previously published (Cooper et al., 2013c;
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Figure 4·1: Sketch of the Kirkwood sphere with a Stern layer and an off center charge.
Cooper and Barba, 2013).
4.1 Verification of PyGBe
4.1.1 Comparison with analytical solutions
Kirkwood sphere
In 1934, Kirkwood (Kirkwood, 1934) derived a closed expression of the electrostatic
potential in Equation (2.62) for a spherical molecule with a random distribution of
point charges inside, and a Stern layer. Using this expression, we computed the
solvation free energy for the setting in Figure 4·1, and compared it to PyGBe in Figure
4·2, for different mesh sizes. The 4A˚ radius spherical molecule in Figure 4·1 has a
relative permittivity of 1 = 4, an off centered charge at 2A˚, and a 1A˚-thick Stern
layer; also, it is dissolved in water (3 = 2 = 80) with salt at 150mM (κ = 1/8A˚
−1).
For these runs, PyGBe used 3 Gauss points per far-away element, 19 Gauss points
per element for near-singular integrals, and 9 Gauss points per triangle side for the
semi-analytical integrals. The threshold of far-away elements was 2L where L is the
characteristic length of the integrated triangle (L =
√
2 · Area), and the GMRES
tolerance was 10−6. The treecode used a Taylor expansion of order P=12, and a
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multipole-acceptance criterion of θ = 0.5.
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Figure 4·2: Results for for Kirkwood sphere with Stern layer using 2048, 8192, 32768
and 131072 boundary elements per surface.
The error plot in Figure 4·2a shows that the simulation is converging with the
expected 1
N
rate. The time to solution plot in Figure 4·2b, shows that the runtime
scales slightly worse than O(N logN); this is due to the fact that in this formulation
the condition number depends on the size of the system; thus, as the number of ele-
ments increases, the GMRES solver needs more iterations to converge as Figure 4·2d
shows. An important result is that the time per iteration does scale as O(N logN),
showing that it is the treecode which dominates the calculation runtime. The plots
in Figure 4·2 include results for cpu-only runs, in order to compare timings and to
check that both cpu and gpu codes converge in the expected way.
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4.1.2 Comparison with existing codes
Here, we compare PyGBe with the finite-difference version of apbs. The test case
is the solvation energy of the Lysozyme molecule (PDB code 1HEL), but this time
taking the pqr input file from another publication (Yokota et al., 2011), rather than
from pdb2pqr. The Lysozyme structure contains three solvent-filled cavities and we
placed a Stern layer around the SES, all of which were considered when using PyGBe
and apbs, for a fair comparison.
The relative permittivity in the protein region was prot = 4 and in the solvent
region solv = 80, with κ = 1/8A˚
−1, equivalent to 150mM of salt. PyGBe used 1 Guass
point per far-away element —1.25L or more away from the collocation point—, 19
Gauss points per element for near-singular integrals and 5 Gauss points per triangle
side for the semi-analytical integration. The GMRES tolerance was set to 10−4, and
the treecode contained only 2 terms of the Taylor expansion, with θ = 0.6.
Figure 4·3a shows the computed solvation energy for different mesh sizes. As the
mesh density increases, the discretization elements become smaller and the solution
tends towards an asymptote, represented by the dotted line, which we calculated with
Richardson extrapolation (Equation (3.25)). This value is −2070.47 [kJ/mol] for apbs
and −2082.5 [kJ/mol] for PyGBe. This ∼ 0.5% difference is expected because apbs is
a volumetric, Cartesian-mesh solver that constrains the molecular-surface definition
to a staircase representation, quite different from the surface-mesh representation
used in PyGBe. Also, for volumetric approaches, point charges inside the molecule
in general do not coincide with the mesh, and the required interpolation introduces
smoothening of the point charges.
The errors plotted in Figure 4·3b were calculated using the corresponding extrap-
olated values as the base solution. The fact that the error is scaling with area for
PyGBe and mesh spacing for apbs proves that those calculations are in the regime
76
105 106 107 108
N
2450
2400
2350
2300
2250
2200
2150
2100
2050
∆
G
so
lv
 [
k
J/
m
o
l]
PyGBe extrap.
APBS extrap.
PyGBe
APBS
(a) Solvation energy convergence with mesh refine-
ment.
104 105 106 107 108 109
N
10-3
10-2
10-1
100
E
rr
o
r
N −
1
N − 1
3
PyGBe
APBS
(b) Error convergence with mesh refinement.
10-3 10-2 10-1 100
Error
100
101
102
103
T
im
e
 t
o
 s
o
lu
ti
o
n
 [
s]
PyGBe
APBS
(c) Runtime vs. estimated error.
Figure 4·3: Results for the lysozyme test, using PyGBe and apbs. Data sets, figure
files and plotting scripts available under cc-by (Cooper et al., 2013d).
with expected convergence, and that the error is dominated by the discretization. It
is important to mention that mesh density for apbs corresponds to number of cells
per unit volume, whereas for PyGBe it is number of boundary elements per unit area,
thus we cannot directly compare the discretizations, and we simply used these metrics
for graphical purposes to have both cases in one plot.
We measured the time to solution and plotted the comparison between apbs and
PyGBe for different errors in Figure 4·3c, using the errors from Figure 4·3b. For low-
accuracy calculations, apbs is faster than PyGBe; however, apbs has worse scaling,
and they cross-over near the 2%-error mark. This indicates that a boundary element
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approach is more suitable when there is a need for more accuracy.
4.2 Effect of solvent-filled cavities and Stern layers
Equation (3.6) shows that the multi-surface models required to consider features like
solvent-filled cavities and Stern layers can be problematic in bem, whereas they are
trivially considered in volumetric-based solvers. This section studies the effect of these
features on solvation and binding energies, to understand when it is safe to neglect
them, which is desirable in bem approaches, this section investigates their effect.
Equation (2.69) yields the energy of interaction when there are many entities in
the solvent. If the entities are bound, the energy of interaction is the binding energy
(Finteraction = Fbind). The binding energy is a quantity of interest, for example, for
protein docking calculations, relevant in drug design applications.
4.2.1 Solvation energy
Using the same simulation parameters that led to the results in Figure 4·3, Figure
4·4 examines the importance of considering cavities and Stern layers. These results
correspond to a mesh-refinement study of solvation energy with Lysozyme modeled in
four different ways: considering only the dielectric interface (“Single”), the dielectric
interface plus cavities (“Cavity”), dielectric interface with Stern layer and no cavities
(“Stern”) and including cavities and Stern layer (“Full”). For the most refined mesh,
the difference between the “Single” result and the “Full” results is 35 [kJ/mol]. The
Richardson extrapolated value using the single-surface model is −2047.16 [kJ/mol],
which is also around 35 [kJ/mol] away from the extrapolated value for the “Full”
simulation, which is a ∼ 2% difference. This suggests that, for calculating solvation
energy, if the required accuracy allows errors larger than 2%, then the simpler, single-
surface model can be used, requiring less discretization elements and less runtimes.
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Figure 4·4: Results for the solvation energy of lysozyme for various PyGBe models.
Data sets, figure files and plotting scripts available under cc-by (Cooper et al.,
2013d).
4.2.2 Binding energy
Using the method outlined by Equation (2.69), we obtained the binding energy of the
trypsin-bpti complex (code 3BTK), and a peptide-RNA complex using both PyGBe
and apbs (bpti stands for Bovine Pancreatic Trypsin Inhibitor). We first computed
the solvation energy for each case (complex, isolated ligand and isolated receptor)
and then added the Coulombic energy separately. The Coulombic energies for the
trypsin-bpti complex, receptor and ligand are shown in Table 4.1.
Coulombic Energy [kJ/mol]
Complex Trypsin BPTI
−79763.68 −62956.98 −17046.18
Table 4.1: Coulombic energies for the trypsin-bpti complex.
The PyGBe runs were done with two models: a multi-surface model, where the
protein is modeled considering cavities and a 2A˚-thick Stern layer, and a single-surface
model, where only the dielectric interface or SES is considered. The permittivity in
the protein region was prot = 4 and in the solvent region solv = 80, with κ = 1/8A˚
−1,
equivalent to 150mM of salt. PyGBe used 1 Gauss point per far-away element —2L or
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more away from the collocation point—, 19 Gauss points per element for near-singular
integrals and 5 Gauss points per triangle side for the semi-analytical integration. The
GMRES tolerance was set to 10−4, and the treecode contained only 2 terms of the
Taylor expansion, with θ = 0.5.. The data sets, figure files and plotting scripts for
the results in this section are made available under a cc-by license (Cooper et al.,
2013b).
Trypsin-bpti
Trypsin-bpti complex Figure 4·5 shows the results of computing solvation energy
for the trypsin-bpti complex, which we later use for obtaining binding energy. We
modeled the trypsin-bpti complex using 4074 point charges with an amber force field,
and it contains 7 cavities.
The solvation-energy values obtained with different mesh densities are plotted
in Figure 4·5a. The dotted lines represent the extrapolated values obtained using
Richardson extrapolation, and shown in Table 4.2 for each case: apbs, multi-surface
PyGBe and single-surface PyGBe. We calculated the errors shown in Figure 4·5b using
the extrapolated values in Table 4.2 as the base solution. The errors seem to be scaling
with mesh spacing for apbs and triangle area for PyGBe, at the expected rates.
Figure 4·5c shows a plot of time to solution with respect to estimated error.
It displays the same behavior as the lysozyme molecule in Figure 4·3c, where for
low-accuracy calculations a volumetric approach is faster, but scales worse than the
boundary integral approach, crossing over at a level of about 3% error. Of course,
the single-surface model requires less elements and takes less time to solve compared
to the multi-surface model.
Trypsin Figure 4·6 shows results of solvation energy for trypsin, which we later use
for calculating binding energy. We model the trypsin using 3220 point charges with
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(c) Runtime vs. estimated error.
Figure 4·5: apbs and PyGBe results for trypsin-bpti complex. Data sets, figure files
and plotting scripts available under cc-by (Cooper et al., 2013b).
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an amber force field, and it contains 6 cavities.
Convergence of the solvation energy with mesh density is plotted in Figure 4·6a.
The dotted lines represent the extrapolated values using Richardson extrapolation,
listed in Table 4.2. We calculated the errors shown in Figure 4·6b using the extrap-
olated values in Table 4.2 as the base solution. The errors seem to be scaling with
mesh spacing for apbs and with area for PyGBe, at the expected rates.
The plot of time to solution versus error in Figure 4·6c shows the same behavior
as the lysozyme molecule in Figure 4·3c and the trypsin-bpti complex in Figure 4·5c,
where time to solution for the boundary element method has better scaling with error.
Bovine pancreatic trypsin inhibitor (bpti) Figure 4·7 shows results of solvation
energy calculations for bovine pancreatic trypsin inhibitor (bpti), which is modeled
using 854 point charges with a Amber force field, and no cavities.
The plot of solvation energy for different values of mesh density in on Figure 4·7a,
where the dotted lines represent the extrapolated value using Richardson extrapola-
tion, shown in Table 4.2. We calculated the errors shown in Figure 4·7b using the
extrapolated values in Table 4.2 as the base solution. The errors seem to be scal-
ing with mesh spacing for apbs and area for PyGBe, in the expected rates. Figure
4·7c shows the plot of time to solution vs. error. As before, time to solution for the
boundary element method has better scaling with error.
Trypsin-bpti binding energy Binding energies can be computed from the solva-
tion energies as detailed in Equations (2.69) and (2.68), for Fbind = Finteraction. Figure
4·8 shows the computed binding energy for different values of mesh density. Using
the extrapolated values of solvation energy for PyGBe with multi- and single-surface
models, shown in Table 4.2, we calculated binding energies. These were 74.42 [kJ/-
mol] for the multi-surface model and 78.15 [kJ/mol] for the single-surface model, and
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Figure 4·6: apbs and PyGBe results for trypsin as receptor of trypsin-bpti complex.
Data sets, figure files and plotting scripts available under cc-by (Cooper et al.,
2013b).
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Figure 4·7: apbs and PyGBe results for bpti as ligand of trypsin-bpti complex. Data
sets, figure files and plotting scripts available under cc-by (Cooper et al., 2013b).
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are represented in Figure 4·8 by the dotted lines.
Solvation energy [kJ/mol]
Code Complex Trypsin BPTI
apbs −3384.08 −2037.88 −1218.86
PyGBe multi −3421.0 −2039.92 −1216.02
PyGBe single −3405.0 −2023.74 −1219.93
Table 4.2: Extrapolated solvation energies.
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Figure 4·8: apbs and PyGBe results for binding energies of the trypsin-bpti complex.
The multi-surface model of PyGBe considers cavities and Stern layer, and the single-
surface model considers neither. Data sets, figure files and plotting scripts available
under cc-by (Cooper et al., 2013b).
4.2.3 Peptide-rna complex
We performed the same set of tests than in Section 4.2.2 but for a 22-residue long α-
helical peptide of protein λ bound the “box B” rna hairpin structure (Garc´ıa-Garc´ıa
and Draper, 2003). In this case, the complex has 998 atoms, the rna 619 atoms and
the peptide 379 atoms, and the structures are available online.1 Neither molecule has
cavities and PyGBe runs used the multi-surface model with a 2A˚-thick Stern layer.
Figure 4·9 shows the binding energy of this complex for different mesh densities using
1http://www.poissonboltzmann.org/apbs/examples/
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apbs and PyGBe with a multi-surface and single-surface model. The dotted lines
correspond to binding energies calculated using the extrapolated values of solvation
energy for the multi-surface model (93.7 [kJ/mol]) and single-surface model (101.29
[kJ/mol]). The data sets, figure files and plotting scripts for the results in this section
are made available under a cc-by license (Cooper et al., 2013a).
101 102 103
Mesh density
80
100
120
140
160
180
200
220
∆
G
bi
n
d
 [
k
J/
m
o
l]
PyGBe mult surf ext
PyGBe sing surf ext
PyGBe multi
PyGBe single
APBS
Figure 4·9: apbs and PyGBe results for binding energies of a 22-residue long α helix
peptide with “box B” hairpin structure of rna. PyGBe runs used a multi-surface
model (considers Stern layer), and a single-surface model. Data sets, figure file and
plotting script available under cc-by (Cooper et al., 2013a).
Discussion
Although 35 [kJ/mol] may be a small amount in the context of solvation energies, it
may become important for derived quantities, for example, binding energies. Binding
energy results from the difference between two solvation energies, which may be small.
In the trypsin-bpti complex, the binding energy difference between multi- and single-
surface models was only 4 [kJ/mol], or 1.5RT , with R being the gas constant and
RT represents thermal fluctuations. This value is very close to thermal fluctuations,
and corresponds to only ∼ 5% of the total binding energy, indicating that for this
case a single-surface model is good enough. On the other hand, the peptide-rna
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complex of Section 4.2.3 shows a larger difference in binding energy when a Stern
layer is considered (the components here have no cavities) of around 8 [kJ/mol] or
3RT , which corresponds to ∼ 10% of the total binding energy. Our results suggest
that if the size difference between ligand and receptor is large, like in the trypsin-
bpti complex, the resulting binding energy is less sensitive to Stern layers or cavities.
However, for more comparable sizes in the molecules, like the peptide-rna complex,
using all features becomes important. We think this happens because the receptor
looks almost identical to the complex when it is much larger than the ligand, making
the error introduced by using a single-surface model in the solvation energy calculation
very similar for the receptor and complex, and being subtracted out in the binding
energy calculation of Equation (2.69).
Our results also include time to solution. Timings for PyGBe do not include the
mesh generation time with msms, this time is negligible compared to the total time
to solution. The trend of the time to solution plots is very similar in all cases, where
lower-accuracy calculations are faster using a volumetric approach, but the scaling
of the boundary integral technique with accuracy is better and they cross over at
around 1% error. This indicates that the choice of solver should be made considering
the required accuracy of the application.
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Chapter 5
Protein-surface interaction calculations
The interaction between proteins and surfaces, more specifically protein adsorption,
is a widely seen phenomena in biology; however, there is still debate on specific
mechanisms. (Rabe et al., 2011; Gray, 2004). Part of the interest in understanding
protein adsorption comes from biotechnological applications, sometimes to control it,
like biosensors or ion-exchange chromatography, and others to avoid it, like biofouling
in biomedical implants.
The implicit-solvent model using the Poisson-Boltzmann equation is broadly used
to compute solvation energies in protein systems (Roux and Simonson, 1999; Bardhan,
2012), but little work includes the effect of surfaces. One example is the group led
by Lenhoff, who used boundary-element and finite-difference methods to study the
interaction of surfaces and proteins (Roth and Lenhoff, 1993; Asthagiri and Lenhoff,
1997), realizing that for realistic molecular geometries, the van der Waals effect usually
becomes negligible (Roth et al., 1996), and that this approach is appropriate as long
as there are no large conformational changes in the protein (Yao and Lenhoff, 2004;
Yao and Lenhoff, 2005). Other groups have used coarser grained variations of this
method, by considering the protein as a set of spheres (Sheng et al., 2002; Zhou et al.,
2004), or assigning an effective charge at the residue level (Freed and Cramer, 2011;
Zhou et al., 2003). Further approximations have been made to account for pH effects
(Biesheuvel et al., 2005; Hartvig et al., 2011).
In this chapter, we show verification results for implementation of the scheme
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detailed in Section 3.2 —that extends PyGBe to account for charged surfaces— and
then compare PyGBe results with experimental observations and molecular dynamics
simulations for protein G B1 D4′ near a charged surface. We will later use this solver
to study the interaction of proteins and surfaces in biosensing applications. The
material of this chapter is part of a manuscript to be submitted for publication in the
Journal of Chemical Physics.
All results using PyGBe in this chapter were obtained using one core of an Intel
Xeon X5650 cpu workstation with one nvidia Tesla C2075 gpu card.
5.1 Analytical solution for spheres
It is possible to derive a closed-form expression for the free energy of interaction
between a spherical molecule with a centered charge and a spherical surface with
imposed potential or charge, like the one sketched in Figure 5·1. Having such an
analytical solution is of great utility in the development of a computational model for
protein-surface interaction, because it will allow for the proper code verification.
5.1.1 Expansion in Legendre polynomials
The system of partial differential equations from Equation (3.11) models the electro-
static potential field in the setting of Figure 5·1. Using the guidelines from Carnie
and co-workers, (Carnie et al., 1994) the axial symmetry allows us to formulate the
solution of Equation (3.11) as an expansion in Legendre polynomials:
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Figure 5·1: Sketch of system solved with Legendre polynomials expansions.
φ1 =
∞∑
n=0
cnr
n
1Pn(cos θ1) +
q
4pi1r1
on Ω1,
φ2 =
∞∑
n=0
ankn(κr1)Pn( cos θ1)
+
∞∑
n=0
bnkn(κr2)Pn(cos θ2) on Ω2, (5.1)
being Pn the n
th-degree Legendre polynomial and kn the modified spherical Bessel
function of the second kind.
We make use of the following addition formula (Marcelja et al., 1977),
kn(κr2)Pn(cos θ2) =
∞∑
m=0
(2m+ 1)Bnmim(κr1)Pm(cos θ1), (5.2)
to reformulate the expression for φ2 in Equation (5.1) as
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φ2 =
∞∑
n=0
ankn(κr1)Pn(cos θ1)
+
∞∑
n=0
bn
∞∑
m=0
(2m+ 1)Bnmim(κr1)Pm(cos θ1)
φ2 =
∞∑
n=0
bnkn(κr2)Pn(cos θ2)
+
∞∑
n=0
an
∞∑
m=0
(2m+ 1)Bnmim(κr2)Pm(cos θ2). (5.3)
Here, im is the modified spherical Bessel function of the first kind, Bnm is defined
by
Bnm =
∞∑
ν=0
Aνnmkn+m−2ν(κR) (5.4)
where R is the center-to-center distance, and
Aνnm =
Γ(n− ν + 0.5)Γ(m− ν + 0.5)Γ(ν + 0.5)(n+m− ν)!(n+m− 2ν + 0.5)
piΓ(m+ n− ν + 1.5)(n− ν)!(m− ν)!ν! ,
(5.5)
being Γ, in this case only, the gamma function.
Legendre polynomials are orthogonal to each other, and q
4pi1r1
is independent of θ.
Thus, taking the inner product of the expressions in Equations (5.1) and (5.3) with
a generic Pj(cos θi), yields
cjr
j
1 +
q
4pi1r1
δ0j for first expression of Equation (5.1), and
ajkj(κr1) +
∞∑
n=0
bn(2j + 1)Bnjij(κθ1),
bjkj(κr2) +
∞∑
n=0
an(2j + 1)Bnjij(κθ2) for Equation (5.3). (5.6)
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The application of the interface conditions for Γ1 on the first two expressions of
Equation (5.6), produces
∞∑
n=0
an
(
κk′n(κd1)−
1
2
n
d1
kn(κd1)
)
δnj+
bn(2j + 1)Bnj
(
κi′j(κd1)−
1
2
j
d1
ij(κd1)
)
=
−1
2
q
4pi1d21
δ0j(j + 1), (5.7)
where di is the radius of surface i.
Constant potential φ on Γ2.
The application of the boundary condition on Γ2, φ(Γ2) = φ0, where φ0 is independent
on θ2, gives
∞∑
n=0
an(2j + 1)Bnjij(κd2) + bnkn(κd2)δnj = φ0δ0j (5.8)
The combination of Equations (5.7) and (5.8) yields the following system of equa-
tions for the coefficients an and bn
IA + LB = −1
2
q
4pi1d21
e
MA + IB = φ0e (5.9)
where
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Ijn = δjn
ej = δ0j
An = an
(
κk′n(κd1)−
1
2
n
d1
kn(κd1)
)
Bn = bnkn(κd2)
Ljn = (2j + 1)Bnj
(
κ
i′j(κd1)
kn(κd2)
− 1
2
j
d1
ij(κd1)
kn(κd2)
)
Mjn = (2j + 1)Bnjij(κd2)
1(
κk′n(κd1)− 12 nd1kn(κd1)
) . (5.10)
Constant surface charge σ on Γ2.
In this case, the application of the boundary condition on Γ2, σ(Γ2) = −2 ∂φ∂n |Γ2 = σ0,
where σ0 is independent on θ2, gives
∞∑
n=0
an(2j + 1)Bnjκi
′
j(κd2) + bnκk
′
n(κd2)δnj = −
σ0
2
δ0j (5.11)
The combination of Equations (5.7) and (5.8) produces a system of equations for
the coefficients an and bn
IA + LB = −1
2
q
4pi1d21
e
MA + IB = −σ0
2
e (5.12)
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where
Ijn = δjn
ej = δ0j
An = an
(
κk′n(κd1)−
1
2
n
d1
kn(κd1)
)
Bn = bnκk
′
n(κd2)
Ljn = (2j + 1)Bnj
(
i′j(κd1)
k′n(κd2)
− 1
2
j
d1
ij(κd1)
κk′n(κd2)
)
Mjn = (2j + 1)Bnjκi
′
j(κd2)
1(
κk′n(κd1)− 12 nd1kn(κd1)
) . (5.13)
5.1.2 Energy calculation
Solvation free energy of the molecule.
According to Equation (2.64), the solvation free energy of a molecule with a centered
charge is given by
Fsolv =
1
2
qφreac(r1 = 0), (5.14)
and using Equation (5.1), the reaction potential from Equation (2.65) is:
φreac = φ− q
4pi1r
=
∞∑
n=0
cnr
nPn(cos θ1). (5.15)
Applying the boundary conditions at Γ1 on Equation (5.6), we can rewrite cj in
terms of the already computed aj and bj:
cj =
1
dj1
(
ajkj(κd1)+
∞∑
m=0
bm(2j + 1)Bmjij(κd1)− q
4pi1d1
δ0j
)
(5.16)
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Because the charge is located at r = 0, only the n = 0 terms of Equation (5.15)
will survive, and the potential at this location is:
φreac(r1 = 0) =a0k0(κd1)+
∞∑
m=0
bmBm0i0(κd1)− q
4pi1d1
(5.17)
The result from Equation (5.17) in Equation (5.14) yields the solvation free energy.
For the isolated molecule, R → ∞ makes Bnm → 0, which nullifies the sum in
Equation (5.17) and a0 for R→∞, from the system in Equation (5.9), is
a∞0 = −
q
d21
1
2
1
4piκk′0(κd1)1
(5.18)
Free energy of surface.
Surface with set potential φ0. We can expand Gp from Equation (2.66) in Leg-
endre polynomials as
Gp =− 2κ
φ0
[ ∞∑
n=0
bnk
′
n(κd2)Pn(cos θ2)
+
∞∑
n=0
an
∞∑
m=0
(2m+ 1)Bnmi
′
m(κd2)Pm(cos θ2)
]
. (5.19)
Applying Equation (5.19) in Equation (2.66) gives
Gp = 2piκφ0d
2
22
[
b0k
′
0(κd2) +
∞∑
n=0
anBn0i
′
0(κd2)
]
(5.20)
If the surface is isolated, R→∞ makes Bn0 → 0, and the free energy in this case is
Gp = 2piκφ0d
2
2b
∞
0 k
′
0(κd2)2 (5.21)
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where b∞0 is taken from the system in (5.9) considering Bnm → 0, which results in
b∞0 =
φ0
k0(κd2)
. (5.22)
Surface with set charge σ0. We can expand Gc from Equation (2.66) in Legendre
polynomials as
Gc =
1
σ0
[ ∞∑
n=0
bnkn(κd2)Pn(cos θ2)+
∞∑
n=0
an
∞∑
m=0
(2m+ 1)Bnmim(κd2)Pm(cos θ2)
]
(5.23)
Applying Equation (5.23) into Equation (2.66) gives
Gc = 2piσ0d
2
2
[
b0k0(κd2) +
∞∑
n=0
anBn0i0(κd2)
]
(5.24)
For the isolated surface, R→∞ and Bn0 → 0, and the free energy is
Gc = 2piσ0d
2
2b
∞
0 k0(κd2) (5.25)
where b∞0 is calculated from the system in (5.12) considering Bnm → 0, which results
in
b∞0 = −
σ0
2κk′0(κd2)
. (5.26)
This scheme can aso be used to compute the interaction of two spherical molecules
with centered charge.
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5.2 Verification of PyGBe’s extension
Using the analytical solution detailed in Section 5.1, we carried out a mesh conver-
gence study of PyGBe, extended to treat surfaces interacting with biomolecules. In
this case, we cannot verify against existing software because there is no available code
that considers the presence of a surface. The results shown in Figure 5·3 correspond to
a spherical molecule with a 5A˚ radius and a centered charge of 1e−, interacting with a
spherical surface of 4A˚ radius and an imposed potential of φ = 1. The center-to-center
distance between the spheres was 12A˚, and they are dissolved in water with salt at
150mM, which gives a Debye length of 8 (κ = 0.125), and permittivity sol = 80. The
permittivity inside the spherical protein is mol = 4. Figure 5·2 is a sketch of this
system.
 1
 2
4A˚
5A˚
12A˚
 = 0.125A˚
 1
  = 1
✏1 = 4
✏2 = 80
1e 
⌦1, 1
⌦2, 2
Figure 5·2: Sketch of system used in the convergence study of Figure 5·3.
The calculations for the results in Figure 5·3 used 3 Gauss points per element for
far-away integrals, 37 if the element and collocation point were close, and 9 points
per element side for the singular integral. The treecode evaluation uses a tree with
no more than 300 boundary elements per box, a Taylor expansion with terms up to
P = 15, and a multipole-acceptance criterion θ = 0.5. The GMRES tolerance in
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these calculations was 10−9.
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Figure 5·3: Mesh convergence study for the interaction free energy between a spherical
molecule with a centered charge and a sphere with potential φ = 1.
Figure 5·3 shows the error decaying with the average area of the boundary elements
( 1
N
), which is an expected behavior considering our previous work (Cooper and Barba,
2013). This proves that the extension of PyGBe to treat charged surfaces is solving
the mathematical model correctly.
5.3 Protein G B1 D4′ near a charged surface
The orientation of protein G B1 D4′ near a COO− and NH+3 self-assembled mono-
layer (SAM) was explored experimentally by Baio and co-workers (Baio et al., 2012)
and computationally through molecular dynamics (MD) simulations by Liu and co-
workers (Liu et al., 2013). In the context of the implicit-solvent model, we can
consider the SAM as a surface with prescribed charge (σ), and in this section, we use
PyGBe to validate this model in a protein-surface interaction calculation.
Figure 5·4 is the structure of protein G B1 (PDB code 1PGB), to which we
performed mutations E19Q, D22N, D46N and D47N to obtain the D4′ mutant, using
the SwissPdb Viewer software 1 (Guex and Peitsch, 1997) . We also used pdb2pqr
for input files and msms for meshing.
1http://www.expasy.org/spdbv/
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Figure 5·4: Structure of Protein G B1 (PDB code: 1PGB).
5.3.1 Setup of experiments
According to the Boltzmann distribution, the probability of finding the system in
micro-state λ depends on the total free energy
P (λ) =
∫
λ
exp
(
−Ftotal
kBT
)
dλ∫
Λ
exp
(
−Ftotal
kBT
)
dΛ
, (5.27)
where Λ is the ensemble of all micro-states, Ftotal the total free energy, kB the Boltz-
mann constant and T the temperature. To obtain a probability distribution, we used
Equation (5.27) assumming that electrostatic effects were dominant, and sampled
Ftotal for different orientations. We defined the orientation using the angle between
the dipole moment and surface normal vectors as a reference (tilt angle), varying from
0◦ to 180◦. Also, for each tilt angle, we rotated the protein about the dipole moment
vector in 360◦ to examine all possible conformations. This process is sketched in
Figure 5·5.
In this case, micro-states are defined by the tilt (αtilt) and rotational (αrot) angles,
making the integral in Equation (5.27)
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Vary tilt angle 0 to 180º, every 2º
Vary rotation angle 0 to 360º, every 5º 
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Figure 5·5: Setup of orientation experiment.
∫
λ
exp
(
−Ftotal
kBT
)
dλ =
∫ ∫
exp
(
−Ftotal
kBT
)
dαrotdαtilt, (5.28)
where micro-state λ is a range of angles αrot and αtilt.
We simulated the electrostatic field of protein G B1 D4′ interacting with a 100×
10 × 100A˚ block with surface charge density ±0.05C/m2, to find its preferred ori-
entation. The protein was centered with respect to a 100 × 100A˚ face, 2A˚ above
it.
Figure 5·5 shows that αtilt is the angle between the dipole moment of the protein
and the normal vector to the 100 × 100A˚ surface, and that αrot rotates about the
dipole moment. The dipole moment vector placed on the center of mass of the protein
generates an axis, and we used the line of shortest distance between the outermost
atom and this axis as a reference vector Vref. The rotation angle αrot is the angle
between the normal vector to a 100× 10A˚ face of the block and Vref.
In these cases, we considered a solvent with no salt, i.e. κ = 0, and with relative
permittivity 80. The region inside the protein had a relative permittivity of 4.
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5.3.2 Results for protein G B1 D4′
Mesh refinement study for of Protein G B1 D4′
We performed a mesh refinement study to make sure the geometry was well resolved
by the mesh, and to find appropriate simulation parameters for sampling orientations.
Then, by means of Richardson extrapolation, we found reference values to help us
choose parameters for the sampling runs. This way, we were confident that the
sampling runs were both accurate and efficient in computer time.
In these runs, we evaluated the solvation and surface energy of a system containing
a surface with charge density 0.05C/m2, and a protein at αtilt = 10
◦ and αrot =
200◦. Using the runs with mesh density 2, 4, and 8 elements per square Angstrom,
we obtained the values in Table 5.1 with Richardson extrapolation, which are the
reference values for the error calculations in Figure 5·6.
For the mesh refinement study, we used 7 Gauss points per far-away element,
19 Gauss points per close-by element, and 9 Gauss points per triangle side for the
singular integral. The treecode had 15 terms in the Taylor expansion, a multipole-
acceptance criterion of 0.5, and no more than 500 boundary elements per box of the
lowest level of the tree. Also, the GMRES tolerance was 10−8.
Table 5.1: Extrapolated values of energy for Protein G B1 D4′.
Energy [kcal/mol]
Solvation Surface
−222.43 317.98
Figure 5·6 shows errors that are decaying as 1/N for both the solvation and surface
energies, indicating that the geometry is well resolved.
101
10-2
10-1
N−1 Fsolv
100 101
Mesh density
10-5
10-4
R
e
la
ti
ve
 e
rr
o
r
N−1 Fsurf
Figure 5·6: Mesh convergence study of the solvation and surface energy for protein
G B1 D4′ mutant interacting with a surface with charge density 0.05C/m2.
Probing orientation of protein G B1 D4′
We sampled the total free energy every ∆αtilt = 2
◦ of tilt angle and ∆αrot = 10◦
of rotation angle. In these runs, meshes had 4 triangles per square angstrom on
the protein geometry and 2 triangles per square angstrom on the charged surface.
We used 1 Gauss point per element further away than 2L of the collocation point,
19 Gauss points for close-by elements, and 9 Gauss points per side of the singular
element. The treecode used 4 terms in the Taylor expansion, a multipole-acceptance
criterion of 0.5 and no more than 300 elements per lowest level box. The GMRES
tolerance was 10−5.
The total free energy was the input for numerically computing the integrals in
Equation (5.28) with the trapezoidal rule. Figure 5·7 shows the probability of the
protein orientation in terms of cos(αtilt) and αtilt, in intervals of ∆ cos(αtilt) = 0.005
for Figure 5·7a, and ∆αtilt=2◦ for Figure 5·7b, respectively. Table 5.2 contains the
average orientation (< cos(αtilt) >) for the surface with positive and negative charge
density, and Figure 5·8 shows the electrostatic potential for the preferred orientation
in each case.
Figure 5·7 shows that for the most likely orientations, the dipole moment vector
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Figure 5·7: Orientation distribution of protein G B1 D4′. Figures 5·7a and 5·7b are
the probability with respect to the tilt angle and its cosine, respectively. Figures 5·7c
and 5·7d are the orientation with respect to both the tilt and rotation angle.
N-terminal
C-terminal
(a) Negative surface charge (αtilt = 172
◦, αrot =
110◦)
N-terminal
C-terminal
(b) Positive surface charge (αtilt = 8
◦, αrot = 150◦)
Figure 5·8: Electrostatic potential of protein G B1 D4′ for the preferred orientations
according to Figure 5·7. Black arrow indicates direction of dipole moment vector.
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Table 5.2: Average orientation.
< cos(αtilt) >
Negative Positive
−0.968 0.963
is aligned with the vector normal to the surface. This indicates that the dipole
moment is the dominant force that defines its orientation, over local protein-surface
interactions. This is somewhat an expected result, as Protein G B1 D4′ is a small
protein.
Moreover, Figure 5·7 reveals that Protein G B1 D4′ behaves like a point dipole,
as the most likely orientations shift 180◦ when the sign of the surface charge changes.
This is also explained by the dipole moment that dominates the orientation.
The dipolar behavior agrees with experiments done by Baio and co-workers, (Baio
et al., 2012) where they observe opposite orientations of Protein G B1 D4′ adsorbed
on NH+3 and COO
− self-assembled monolayers. For positively charged surfaces, most
of the proteins oriented with the N-terminal of the protein pointing away from the
surface, while for negatively charged surfaces they saw the opposite, where the C-
terminal was pointing out. This agrees with Figure 5·7 because the dipole moment
vector of Protein G B1 D4′ points from the C-terminal to the N-terminal.
Also, Liu and co-workers (Liu et al., 2013) used MD simulations to determine
< cos(αtilt) >= 0.95 for σ = 0.05C/m
2, and < cos(αtilt) >= −0.85 ± 0.05 for σ =
−0.05C/m2, agreeing well with Table 5.2. MD simulations consider van der Waals
interactions and conformational changes of the protein, whereas in our approach they
are not, which explains the differences in < cos(αtilt) >.
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Chapter 6
Ligand orientation in biosensors
In biosensors, the analyte is sensed when it binds to the ligand molecule, hence, the
antigen binding sites of the ligand molecule need to be facing the flow so that target
molecules have access to them (Tajima et al., 2011). Careful treatment of the ligand
molecule orientation can make orders of magnitude difference in the performance
of the biosensor (Trilling et al., 2013a; Trilling et al., 2013b), which is evidence of
the large effect of proper ligand biofunctionalization on the probability of capturing
an analyte. In nanoscale devices, where the small sensor area limits the number of
ligand molecules, this issue becomes even more important. The sketch in Figure 2·8
exemplifies this, as there is a clear preferred orientation for immunoglobulin G: with
the fragment-antigen binding sites (Fabs) pointing away from the sensor surface.
The most common choice of ligand molecule for biosensors are full antibodies,
due to their high specificity, which are convalently attached to the self-assembled
monolayer (SAM) through their lysine residues or N-terminal amino groups. Full
antibodies have between 60 and 80 potential binding sites to the SAM, many of
which yield a poor orientation for analyte detection (Wimalasena and Wilson, 1991).
The orientation then will be determined by longer-range interactions, compared to
covalent bonds, and electrostatics plays an important role at that level.
For biosensing applications, the antibody immobilization on the surface needs to
be done without introducing denaturation or any significant conformational changes
to it. Such changes would affect the antigen binding sites, compromising the specificity
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of the antibody, and the effectiveness of the biosensor; in practice, the affinity of
adsorbed antibodies is comparable to their native counterpart (Tajima et al., 2011).
This indicates that the implicit-solvent model, with a rigid-structure antibody, is
suitable for this application. Moreover, it is evidence that the sensor surface plus
SAM must be hydrophilic: entropic effects would make a hydrophobic surface interact
with the hydrophobic portion of the antibody, which is buried inside, leading to
denaturation (Lu et al., 1991). A hydrophilic surface is best represented by a charged
surface.
In this chapter, we use electrostatics and the implicit-solvent model to compute
the orientation of an antibody near a charged surface.
6.1 Results for an antibody near a charged surface
With the extension of PyGBe verified in Section 5.2, and confirmation from Section
5.3 that the implicit-solvent model is appropriate for protein-surface interaction cal-
culations, we explored the effect of the surface charge and salt concentration on the
orientation of the antibody Immunoglobulin G (PDB code 1IGT), shown in Figure
6·1. Antibodies are widely used in biosensors as ligand molecules, due to their affin-
ity and specificity with the target molecule (antigen), and it is vitally important that
they are adsorbed on the sensor with the fragment antigen-binding (Fab fragment)
pointing away from the sensor, into the flow containing the antigens. The material
of this section is part of a manuscript to be submitted for publication in the Journal
of Chemical Physics.
6.1.1 Mesh refinement study for immunoglobulin G
Similar to Section 5.3, we performed a mesh refinement study to make sure the ge-
ometry was well resolved and to find appropriate simulation parameters for sampling
different orientations.
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Figure 6·1: Structure of immunoglobulin G (PDB code: 1IGT).
In the mesh refinement runs, we evaluated the solvation energy and surface energy
of a system with a surface with charge density 0.05C/m2, and a protein with αtilt = 31
◦
and αrot = 130
◦. Using the results from runs with mesh density 2, 4, and 8 elements
per square Angstrom, we added the solvation and surface energies, and extrapolated
them using Richardson extrapolation to obtain -2798.66 kcal/mol, with an observed
order of convergence of 0.995. This value is the reference to calculate the errors in
Figure 6·2.
For the mesh refinement study, we used 1 Gauss points per far-away element,
19 Gauss points per close-by element, and 9 Gauss points per triangle side for the
singular integral. The treecode had 6 terms in the Taylor expansion, a multipole-
acceptance criterion of 0.5, and no more than 1000 boundary elements per box of the
lowest level of the tree. Also, the GMRES tolerance was 10−4.
Figure 6·2 show errors that are decaying as 1/N for the sum of the solvation and
surface energies, indicating that the geometry is well resolved.
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Figure 6·2: Mesh convergence study of the solvation plus surface energy for im-
munoglobulin G interacting with a surface with charge density 0.05C/m2.
6.1.2 Probing orientation of immunoglobulin G
We sampled the total free energy every ∆αtilt = 4
◦ of tilt angle and ∆αrot = 20◦ of
rotation angle. In these runs, meshes had 2 triangles per square angstrom throughout.
We used 1 Gauss point per element further away than 2L of the collocation point,
19 Gauss points for close-by elements, and 9 Gauss points per side of the singular
element. The treecode used 2 terms in the Taylor expansion, a multipole-acceptance
criterion of 0.5 and no more than 300 elements per lowest level box. The GMRES
tolerance was 10−4. We used the total free energy obtained from these simulations to
compute the probability of each conformation with Equation (5.28) by means of the
trapezoidal rule.
We performed this sampling for all combinations with surface charges of σ =
±0.05C/m2 and σ = ± 0.2C/m2 and salt concentrations of 150mM (κ = 0.125 A˚−1)
and 9mM (κ = 0.03125 A˚−1). For every combination, Figure 6·3 and Figure 6·4 show
a color plot of the probability distribution with the tilt and rotation angles, and a 3D
plot of the preferred orientation, where the solvent-excluded surface (SES) is colored
by the electrostatic potential.
Figure 6·3 and Figure 6·4 are plots of the probability distribution of Immunoglob-
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Figure 6·3: Orientation probability and surface potential of immunoglobulin’s pre-
ferred orientation on a negative surface charge. The black arrow is the dipole vector.
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Figure 6·4: Orientation probability and surface potential of immunoglobulin’s pre-
ferred orientation on a positive surface charge. The black arrow is the dipole vector.
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ulin G for many conformations, given by αtilt and αrot, varying the surface charge (σ)
and salt concentration (κ). Figure 6·3a and Figure 6·4a show that for low surface
charge (σ ± 0.05C/m2) and high salt concentration (κ = 0.125A˚−1), there is no clear
preferred orientation, to the point that the most likely orientation has a probabil-
ity around 10%. This means that adsorbing the antibodies under these conditions
would result in a wide variety of orientations, which is not favorable for biosensor
applications.
Effect of surface charge With higher surface charge, in this case σ = ±0.2C/m2,
the orientation distribution gets narrower for positive surface charge, and is main-
tained for negative surface charge. Figure 6·4c shows a much clearer preferred orien-
tation, 5× higher for positive surface charge at high salt concentration. For low salt
concentration, in Figure 6·3g and Figure 6·4g, this effect is much more significant.
Figure 6·3 and Figure 6·4 also show that increasing the surface charge has no
significant effect in the dipole moment orientation. This is evidence that, opposite to
the Protein G B1 D4′ case, local interactions dominate over the dipole moment. If
the dipole moment were the dominant force, the dipole moment vector would tend to
align to the surface normal as the surface charge increases.
Effect of salt concentration We also varied the Debye length (κ−1) four times.
In terms of salt concentration, it means decreasing the amount of salt 16 times.
Like increasing the surface charge, lowering the salt concentration narrows the
orientation probability distribution. For σ = ±0.05C/m2 in Figure 6·3e and Figure
6·4e, the effect on positive or negative surface charge is very similar: the preferred
orientation is about 2× more likely. However, for σ = ±0.2C/m2, the increase is
larger in Figure 6·3g, with negative surface charge, rather than in Figure 6·4g, with
positive surface charge. The narrower probability distribution is explained by the
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lower shielding effect caused by the decrease in salt content, which at the same time
increases the electrostatic interaction.
From the results in Figure 6·3 and Figure 6·4, we can conclude that it is eas-
ier to control the antibody orientation with low salt concentration and high surface
charge, because the orientation probability distribution is the narrowest. In our re-
sults, Figure 6·3h and Figure 6·4h show the orientation of the antibody at the lowest
salt concentration and higher surface charge, however, only the orientation in Figure
6·4h, for positive surface charge, is favorable for biosensing applications, as the Fab
fragments are pointing up.
Favorable orientations for biosensing applications with high positive surface charge
and low salt concentration agrees with experimental observations from Chen and co-
workers (Chen et al., 2003). Also, the same group developed a coarse-grained method
known as the united residue model, (Zhou et al., 2003) which qualitatively aligns with
these results.
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Chapter 7
Response of a localized surface plasmon
resonance biosensor
In this chapter, we perform response calculations of localized surface plasmon reso-
nance (LSPR) biosensors using electrostatics and the implicit-solvent model. Even
though LSPR is an optic effect, electrostatics is a good approximation in the long
wavelength limit (see Section 7.2), making our bem approach suitable for this appli-
cation.
The electric field decays very fast moving away from the nanoparticle, to the
point that analytes placed 15nm away of the surface are hard to sense (Haes et al.,
2004). This inconvenience makes large ligand molecules, like immunoglobulin G,
unsuitable for LSPR biosensors. The most recent developments of LSPR biosensors
use single-chain (ScFvs) and single-domain (sdAb) antibodies, which are smaller than
full antibodies (Byun et al., 2013; Trilling et al., 2014). Smaller ligand molecules are
not only beneficial in terms of sensitivity, but also makes it possible to have a more
compact biofunctionalization. Currently, the development and modification of sdAb
and ScFvs for better sensitivity in LSPR is an active area of research (George et al.,
2014; Turner et al., 2014).
The high dependence of sensitivity on distance in LSPR biosensors is the mo-
tivation to investigate this relation using our bem approach. This chapter presents
proof-of-concept calculations that show how bem can be used to study LSPR response.
The main advantage of this approach is that it can account for fine structural details
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Figure 7·1: Sketch of a LSPR biosensor
of the analyte and nanoparticle, and the relative position between them.
7.1 Scattering in the far-field
7.1.1 The scattered electric field
When light shines on a particle, like in Figure 7·2, the incoming wave (Ei, Bi) is
scattered throughout the domain, yielding a total electromagnetic field (E, B) that
depends on the incoming wave, the particle’s geometry, and material constants. In
this section we will derive an expression for the scattered electric field in the long-
range limit, i.e. far from the particle. This will be relevant in the subsequent sections,
as LSPR biosensors measure the scattered electromagnetic field on a detector placed
far away from the nanoparticle (see Figure 7·1).
The macroscopic Maxwell’s equations model the electromagnetic field in a dielec-
tric medium:
∇ ·D =ρf ∇× E = −∂B
∂t
∇ ·B =0 ∇×H = Jf + ∂D
∂t
, (7.1)
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Figure 7·2: Nanoparticle subject to an electromagnetic wave.
where D is the electric displacement, E the electric field, B the magnetic field, H
the magnetizing field, Jf the free current density, and ρf the free charge distribution.
Assuming a linear material (D = E, B = µH), Equation (7.1) applied to Figure 7·2,
becomes
1∇ · E1 =ρf1 ∇× E1 = −µ1∂H1
∂t
µ1∇ ·H1 =0 ∇×H1 = Jf1 + 1∂E1
∂t
on Ω1,
2∇ · E2 =ρf2 ∇× E2 = −µ2∂H2
∂t
µ2∇ ·H2 =0 ∇×H2 = Jf2 + 2∂E2
∂t
on Ω2, and
1E1 · n =2E2 · n H1 · n = H2 · n on the interface Γ, (7.2)
where the subscript 1 and 2 correspond to the particle and host medium regions,
respectively, being  the permittivity and µ the permeability, and n is the unit normal
to the interface Γ, pointing away from the particle.
If 1 = 2 and µ1 = µ2, the particle has no effect on the incoming wave (i.e.
no scattering occurs), and the solution to Equation (7.1) is Ei and Hi = Bi/µ2
everywhere. In that case, Equation (7.2) is
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2∇ · Ei =ρf1 ∇× Ei = −µ2∂Hi
∂t
µ2∇ ·Hi =0 ∇×Hi = Jf1 + 2∂Ei
∂t
on Ω1,
2∇ · Ei =ρf2 ∇× Ei = −µ2∂Hi
∂t
µ2∇ ·Hi =0 ∇×Hi = Jf2 + 2∂Ei
∂t
on Ω2, and
2Ei · n =2Ei · n Hi · n = Hi · n on the interface Γ. (7.3)
The electromagnetic field can be decomposed into the incoming and scattered
(Es,Bs) field as
E = Ei + Es
B = Bi + Bs, (7.4)
Using the definition of Equation (7.4), we can obtain a system of partial-differential
equations for the scattered electromagnetic field by subtracting Equation (7.3) from
Equation (7.2), which gives
1∇ · E1s =ρf1 ∇× E1s = −µ1∂H1s
∂t
µ1∇ ·H1s =0 ∇×H1s = Jf1 + 1∂E1s
∂t
+ (1 − 2)∂Ei
∂t
on Ω1,
2∇ · E2s =ρf2 ∇× E2s = −µ2∂H2s
∂t
µ2∇ ·H2s =0 ∇×H2s = Jf2 + 2∂E2s
∂t
on Ω2, and
(1E1s − 2E2s) · n = (2 − 1)Ei · n
H1s · n = H2s · n on the interface Γ. (7.5)
For a time-hamonic wave with frequency ω (E(x, t) = E(x)eiωt, B(x, t) = B(x)eiωt),
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Equation (7.5) is
1∇ · E1s =ρf1 ∇× E1s = −µ1iωH1s
µ1∇ ·H1s =0 ∇×H1s = Jf1 + 1iωE1s + (1 − 2)iωEi on Ω1,
2∇ · E2s =ρf2 ∇× E2s = −µ2iωH2s
µ2∇ ·H2s =0 ∇×H2s = Jf2 + 2iωE2s on Ω2, and
(1E1s − 2E2s) · n = (2 − 1)Ei · n
H1s · n = H2s · n on the interface Γ. (7.6)
Up to Equation (7.5), E and H vary in space and time, however, in Equation (7.6),
they vary only in space: they are the amplitudes of the time-harmonic quantities. For
notation convenience in the notation, from now on, we will refer to the space-varying
amplitudes of the time-harmonic electromagnetic field as E, H, B and D.
The scattered magnetic field in the host medium can be written in terms of a
vector potential A such that B2s = ∇ × A. For a time-harmonic field, and using
Lorentz gauge (Jackson, 1998), A is
A(r) =
µ
4pi
∫
Ω2
Jf2(r
′)
|r− r′|e
ik|r−r′|dΩ′ (7.7)
where k = 2pi/λ is the wave number and λ the wavelength. The integrand in Equation
(7.7) has non-zero values only near the particle, then, when the observation point r
is in the far field, |r− r′| ≈ |r| = r, and Equation (7.7) becomes:
A(r) =
µ
4pi
eikr
r
∫
Ω2
Jf2(r
′)dΩ′. (7.8)
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Integration by parts of each component in Equation (7.8) leads to
A(r) =
µ
4pi
eikr
r
∫
Ω2
r′∇ · Jf2(r′)dΩ′, (7.9)
and using Ampe`re’s (∇ · J2s = iω2∇ · E2s) and Gauss (2∇ · E = ρf2) laws from
Equation (7.6) , we get
A(r) =
iωµ
4pi
eikr
r
∫
Ω2
r′∇ · Es2(r′)dΩ = iωµ
4pi
eikr
r
∫
Ω2
r′ρf2(r′)dΩ′. (7.10)
The final integral in Equation (7.10) is the definition of the dipole moment p, then
A(r) =
iωµ
4pi
eikr
r
p. (7.11)
We know that B2s = µH2s = ∇ × A, then, evaluating this expression with
Equation (7.11) gives:
H2s =
kω
4pi
eikr
r
(
1− 1
ikr
)
rˆ× p, (7.12)
where rˆ is a unit vector in the direction of the observation point.
Ampe`re’s law in Equation (7.6), for Jf2 = 0 at the observation point, reads
E2s =
1
2iω
∇×H2s. (7.13)
Applying Equation (7.12) into Equation (7.13), yields an expression for the scat-
tered electric field:
E2s =
1
4pi
[
k2
eikr
r
(rˆ× p)× rˆ + eikr
(
(3rˆ(p · rˆ)− p)
(
1
r3
− ik
r2
))]
(7.14)
but in the far field, 1/r3 and 1/r2 terms are negligible, leaving
E2s =
1
4pi2
k2
eikr
r
(rˆ× p)× rˆ. (7.15)
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7.1.2 The extinction cross-section
Suppose there is a beam of light with intensity Ii in a non-absorbing medium, and a
detector is placed downstream. The detector captures the entire beam, and measures
a detected energy Wd = IiAD, where AD is the area of the detector. Now, we place a
particle between the source of light and detector: the energy measured by the detector
drops (Wd < IiAD), and we say that the presence of the particle causes an extinction
of the incident beam. The energy that did not reach the detector was either scattered
in different directions or absorbed by the particle.
The extinction cross-section is a common way to quantify how much extinction is
caused by a particle. It is defined as the ratio between the extinct energy (Wext) and
the intensity of the incoming wave:
Cext =
Wext
Ii
, (7.16)
where the extinct energy is the sum of the scattered and absorbed energies (Wext =
Wsca +Wabs). Equivalently, the scattered and absorbed cross-sections are defined as
Csca =
Wsca
Ii
and Cabs =
Wabs
Ii
, (7.17)
In an experimental setting, part of the scattered energy (Wsca) will go in the
forward direction, towards the detector; however, when the detector is in the far
field, this contribution becomes negligible (Bohren and Huffman, 1983). Therefore,
the energy on the detector is
Wd = Ii[AD − Cext]. (7.18)
High levels of extinction cross-section is an indication that the plasmons are res-
onating with the incoming electric field.
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7.1.3 The optical theorem
One way to calculate the extinction-cross section is to define a spherical shell around
the particle, compute the energy crossing that surface, and use the definition of
extinction cross-section in Equation (7.16). The optical theorem is a more straight-
forward way to compute Cext.
The electric field in the long-range limit (kr >> 1) can be written as
E2s(r)r→∞ =
eikr
r
F(k,k0), (7.19)
where F is the forward-scattering amplitude, k is the scattered wave vector in the
direction of propagation and k0 the wave vector of the incident field. The wave
number k is the magnitude of the wave vector k, which points in the direction of
propagation.
The optical theorem relates the extinction cross-section with the forward scatter-
ing amplitude (Bohren and Huffman, 1983; Jackson, 1998) as
Cext =
4pi
k
Im
[
eˆi
|Ei|F(k = k0,k0)
]
, (7.20)
where eˆi is the incoming polarization vector —a unit vector that points in the direction
of Ei— and |Ei| is the magnitude of the incoming electric field.
The expression for Cext in Equation (7.20) is valid in a non-absorbing host medium.
The definition of the extinction cross-section is less clear if the medium is lossy, since
extinction occurs even when the particle is not there. For an absorbing medium, the
wave number k is complex valued
k = k′ + ik′′ =
2pi
λ
n, (7.21)
where n is the refraction index of the host medium.
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To account for the lossy medium, Chylek (Chy`lek, 1977) explicitly computed the
energy loss in a control volume, but this formulation depends on the size of the control
volume, which is an arbitrary parameter. In 1979, Bohren and Gilra (Bohren and
Gilra, 1979) presented an equation for spherical particles which was very similar to
Equation (7.20), and later Videen and Sun (Videen and Sun, 2003) arrived to the
same expression for a general geometry. More recently, Mishchenko (Mishchenko,
2007) presented a correction to the work of Bohren, Videen and co-workers, which
led to
Cext =
4pi
k′
Im
[
eˆi
|Ei|F(k = k0,k0)
]
. (7.22)
Equation (7.22) corresponds to the extinction caused by the particle only, and not
the host medium. This definition removes any ambiguities in Cext, and is closer to
what is observed in experimental settings. In this work, we use Equation (7.22) to
compute the extinction cross-section.
7.2 Electrostatic approximation of localized surface plasmon
resonance
This section demonstrates that electrostatic theory is a first order approximation
of the full Maxwell’s equations, and it is valid in the long-wavelength limit. This
derivation has been presented in the past (Mayergoyz and Zhang, 2007), but we
review it here, as it is key to allow us to use our bem approach for LSPR modeling.
Figure 7·2 is a sketch of the system that we will analyze for this derivation. Region
Ω1 is a nanoparticle immersed in a host medium Ω2, and subjected to an incoming
electrictromagnetic wave with Ei and Bi. The following derivation considers only one
particle in the domain, however, the analysis extends to cases with many particles.
Also, in this analysis, we do not consider the presence of salt ions in the host medium.
Equation (7.6) is a system of partial-differential equations that models a scattered,
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time-harmonic electromagnetic field. In the setting with no charges or currents of
Figure 7·2, Equation (7.6) becomes
∇ · E1s = 0 ∇× E1s = −µ1iωH1s
∇ ·H1s = 0 ∇×H1s = 1iωE1s + (1 − 2)iωEi on Ω1
∇ · E2s = 0 ∇× E2s = −µ2iωH2s
∇ ·H2s = 0 ∇×H2s = 2iωE2s on Ω2
(1E1s − 2E2s) · n = (2 − 1)Ei · n
(H1s −H2s) · n = 0 on the interface Γ, (7.23)
To study the effect of the size of the particle in the scattered field, we will define
the following scaled quantities:
ei =
√
2Ei, es =
√
2Es,
hs =
√
µ2Hs x
′ =
x
d
, (7.24)
for d the particle size, and x′ a scaled domain. If we replace Equation (7.24) into
Equation (7.23), we get
∇ · e1s = 0 ∇× e1s = −iβh1sµ1
µ2
∇ · h1s = 0 ∇× h1s = 1 − 2
2
iβei +
1
2
iβe1s on Ω1
∇ · e2s = 0 ∇× e2s = −iβh2s
∇ · h2s = 0 ∇× h2s = iβe2s on Ω2
(1e1s − 2e2s) · n = (2 − 1)ei · n
(h1s − h2s) · n = 0 on the interface Γ, (7.25)
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with β = ωd
√
2µ2. We can expand e and h in terms of β as
e = e(0)s + βe
(1)
s + β
2e(2)s + . . .
h = h(0)s + βh
(1)
s + β
2h(2)s + . . . , (7.26)
and considering only the zeroth order terms in Equation (7.25) yields
∇ · e(0)1s = 0 ∇× e(0)1s = 0
∇ · h(0)1s = 0 ∇× h(0)1s = 0
∇ · e(0)2s = 0 ∇× e(0)2s = 0
∇ · h(0)2s = 0 ∇× h(0)2s = 0
(1e
(0)
1s − 2e(0)2s ) · n = (2 − 1)ei · n
(h
(0)
1s − h(0)2s ) · n = 0. (7.27)
Equation (7.27) has the form of an electrostatic field: the electric and magnetic
fields are decoupled, h(0) = 0, and e(0) can be described by a scalar potential because
∇× e(0) = 0.
Equation (7.27) is a good approximation of Equation (7.5), as long as β is small.
On the host medium, the wave speed is c = 1/
√
2µ2, then β = ωd
√
2µ2 = dω/c =
d/λ. In this chapter, we look at the long-wavelength limit, i.e. when the particle is
much smaller than the wavelength of the incoming wave, making Equation (7.27) a
valid approximation. This result allows us to use electrostatic theory to model LSPR.
7.3 Boundary integral formulation
7.3.1 Electrostatic potential under an incoming electric field
From now on, we will focus only on the electric field, because the zeroth order term
of the magnetic field is zero everywhere. Equation (7.27), written in terms of E and
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x rather than the scaled quantities e and x′, is
∇ · E(0)1s = 0 ∇× E(0)1s = 0
∇ · E(0)2s = 0 ∇× E(0)2s = 0
(1E
(0)
1s − 2E(0)2s ) · n = (2 − 1)Ei · n. (7.28)
The curl of E01s is zero, hence, there is a scalar potential −∇φs = E(0)s , and
Equation (7.28) takes the form
∇2φ1s = 0 ∇2φ2s = 0 on Ω1, Ω2
1
∂φ1s
∂n
− 2∂φ2s
∂n
= (2 − 1)∂φi
∂n
φ1s = φ2s on the boundary Γ. (7.29)
Using the same principles that led to Equation (3.2), we can rewrite the system
of partial differential equations in Equation (7.29) as
φ1s,Γ
2
+KΓL(φ1s,Γ)− V ΓL
(
∂
∂n
φ1s,Γ
)
= 0
φ2s,Γ
2
−KΓL(φ2s,Γ) + V ΓL
(
∂
∂n
φ2s,Γ
)
= 0 on Γ, (7.30)
and applying the interface conditions in Equation (7.29), we obtain
φ1s,Γ
2
+KΓL(φ1s,Γ)− V ΓL
(
∂
∂n
φ1s,Γ
)
= 0
φ1s,Γ
2
−KΓL(φ1s,Γ) +
1
2
V ΓL
(
1
∂
∂n
φ1s,Γ − (2 − 1) ∂
∂n
φi,Γ
)
= 0 on Γ. (7.31)
In matrix form, Equation (7.31) is 12 +KΓL −V ΓL
1
2
−KΓL 12V ΓL
 φ1s,Γ
∂
∂n
φ1s,Γ
 = [ 02−1
2
∂φi
∂n
]
(7.32)
To solve Equation (7.32), we use the discretization scheme described in Section
3.3.
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7.3.2 Boundary integral expression of the dipole moment
According to Equation (7.14), the scattered electric field far away depends on the
dipole moment of the scatterer. The dipole moment is defined as
p =
∫
Ω
rρdΩ, (7.33)
but we can rewrite this using Gauss’s law
p = −2
∫
Ω
r∇2φ2sdΩ. (7.34)
Using index notation, Equation (7.34) is
pi = −2
∫
Ω
ri
∂
∂rj
φ2sdΩ, (7.35)
and integrating by parts twice, we get
pi = −2
−∮
Γ
ri
∂
∂nj
φ2sdΓ +
∮
Γ
∂ri
∂nj
φsdΓ +
∫
Ω
∂
∂rj
∂ri
∂rj
φdΩ
 . (7.36)
We know that ∂
∂rj
∂ri
∂rj
= 0 and that ∂ri
∂nj
= ∂ri
∂rj
nj = δijnj = ni, then, Equation (7.36)
becomes
pi = 2
∮
Γ
ri
∂
∂nj
φ2sdΓ−
∮
Γ
niφdΓ
 . (7.37)
With bem, we compute the electrostatic potential on the surface of the scatterer,
to then obtain the dipole moment with Equation (7.37) and the scattered electric
field with Equation (7.14). Having the scattered electric field, Equation (7.19) gives
us the forward scattering amplitude, which we feed into Equation (7.22) to get the
extinction cross-section.
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7.4 Results for an isolated nanoparticle
This section presents a verification exercise that compares numerical calculations
of the extinction cross-section using bem, with analytical expressions, available for
spherical geometries. We did not use PyGBe to obtain the results of this section, but a
simpler version of the code which explicitly creates the bem stiffness matrix, and does
not use any acceleration technique. This version is also available in PyGBe’s Github
website.1
The analytical solution of the extinction cross-section for a spherical particle
in vacuum, using full electromagnetic theory, is available from Mie theory (Mie,
1908). However, in the long-wavelength limit, electrostatics yields the same expres-
sion (Bohren and Huffman, 1983), which is
Cext = 4pia
3k Im
(
p/m − 1
p/m − 2
)
(7.38)
where a is the radius of the sphere, k the wave number, p the particle’s dielectric
constant, and m the dielectric constant of the host medium, in this case, vacuum
permittivity (m = 0). For a lossy medium (Mishchenko, 2007), Equation (7.38) is
Cext =
4pia3
k′
Im
(
k2
p/m − 1
p/m − 2
)
(7.39)
with k = k′+k′′i. If the host medium is non-absorbing, k is real-valued, and Equation
(7.39) converges to Equation (7.38).
The electrostatic approximation detailed in Section 7.2, reduces the simulation
of electromagnetic wave scattering of a spherical nanoparticle to a sphere under a
constant electric field, like the one in Figure 7·3. The results in this section are
numerical solutions of the setting described by Figure 7·3.
Figure 7·4 is a mesh refinement study of the extinction cross-section of a sil-
1https://github.com/barbagroup/pygbe
126
20
nm
E
Figure 7·3: Spherical nanoparticle subject to a constant electric field.
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Figure 7·4: Convergence of extinction cross-section of single silver nanoparticle.
ver sphere with diameter 20nm immersed in water, subject to a z-polarized electric
field with wavelength 380nm and magnitude 1. Under these conditions, water has
a dielectric constant of 1.796 + 8.5 · 10−9i (Johnson and Christy, 1972) and silver of
−3.383 + 0.1914i (Hale and Querry, 1972). In these simulations, we used 3 Gauss
quadrature points per far-away element, 37 Gauss quadrature points for near singular
integrals —closer than
√
2 · Area—, and 9 Gauss quadrature points per side for the
semi-analytical integration in the singular elements. The GMRES tolerance was 10−6,
and meshes had 128, 512, 2048 and 8192 elements. We computed the errors using the
analytical solution as a reference, which is 3587.25nm2.
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Figure 7·5: Extinction cross-section with wavelength for a 20nm silver sphere im-
mersed in water.
The 1/N convergence in Figure 7·4, proves that the numerical solution is correctly
resolved by the meshes.
Figure 7·5 and Figure 7·6 show the relation between extinction cross-section and
wavelength, for a silver and a gold sphere immersed in water. The diameter of the
spheres was 20nm, and the mesh contained 2048 elements. These simulations use
the same parameters that led to the results in Figure 7·4, taking the wavelength-
dependent complex-valued diffraction index (n) from Johnson and Christy for gold
and silver (Johnson and Christy, 1972), and Hale and Querry for water (Hale and
Querry, 1972). We calculated the dielectric constant using the relation  = n2. The
peak in extinction cross-section is an indication that the plasmons of the metallic
sphere are resonating with the incoming electric field.
7.5 LSPR sensor response calculations
LSPR biosensors detect a target molecule because the plasmon resonance frequency
changes when the target is near the metallic nanoparticle. There are variations of
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Figure 7·6: Extinction cross-section with wavelength for a 20nm gold sphere immersed
in water.
this technology, such as LSPR imaging biosensors, where the change in intensity on
the detector is also taken in consideration. In this section, we will perform proof-
of-concept calculations that show how our bem approach can be used to model the
response in LSPR biosensors. We did not use PyGBe to obtain the results of this
section, but a simpler version of the code which explicitly creates the bem stiffness
matrix, and does not use any acceleration technique. This version is also available in
PyGBe’s Github website.2
Setup. We placed a 20nm silver sphere in water, with six 4nm spherical pro-
teins around it, as sketched by Figure 7·7. We took the complex-valued, frequency-
dependent refraction index (n) from Johnson and Christy (Johnson and Christy, 1972)
for silver, Hale and Querry (Hale and Querry, 1972) for water, and Paliwal, Tomar
and Gupta (Paliwal et al., 2014) for the proteins, and computed the corresponding
dielectric constant using the relation  = n2. This section presents four tests:
2https://github.com/barbagroup/pygbe
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Figure 7·7: Setup for LSPR response calculations. Two spherical proteins are not
represented in this figure: they are also placed a distance d from the silver surface,
on the axis going into the paper.
◦ Isolated silver sphere,
◦ Silver sphere with proteins 1nm away,
◦ Silver sphere with proteins 2nm away, and
◦ Silver sphere with proteins 4nm away.
Mesh convergence study. Figure 7·8 shows the result of a mesh convergence study
of the silver sphere with the proteins 1nm away, subjected to an incoming electric field
with wavelength λ =380nm. Under these conditions, the dielectric constants are Ag =
−3.383+0.191i for silver (Johnson and Christy, 1972), w = 1.796+8.5·19−9i for water
(Hale and Querry, 1972) and prot = 9.61+0.149i for the protein (Paliwal et al., 2014).
The mesh of the silver sphere has 0.1, 0.4 and 1.6 elements per square nanometer,
respectively, whereas the protein spheres have 0.65, 2.6 and 10.2 elements per square
nanometer, respectively. The error calculation used the Richardson extrapolated
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Figure 7·8: Convergence of the extinction cross-section of a 20nm silver sphere with
six spherical proteins placed 1nm away from the silver surface, versus the average
number of elements per square nanometer. This setup is sketched in Figure 7·7.
value of extinction cross-section as a reference, which was Cext = 2538.5nm
2, and the
observed order of convergence was 1.08.
The error decaying as 1/N in Figure 7·8 implies that the mesh is resolving the
geometry, and hence, the extinction cross-section, correctly.
LSPR response calculations. To investigate the relation between the LSPR re-
sponse and the sensor-analyte distance using our bem approach, we meshed the silver
nanosphere with 1.6 elements per square nanometer, and the proteins with 10.2 el-
ements per square nanometer. The mesh refinement study shows that this mesh
is appropriate, and, for λ = 380nm, yields a result that is ∼ 7.5% away from the
extrapolated value.
Figure 7·9 shows the variation of the extinction cross-section with wavelength,
for each of the four cases mentioned above. The red shift in resonance frequency
in the presence of an analyte agrees with experimental observations, moreover, the
increase in extinction cross section is also observed in LSPR imaging-type biosensors
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Figure 7·9: Extinction-cross section with wavelength for a 20nm silver sphere with six
spherical proteins placed 1, 2 and 4nm away from the silver surface, and at infinity.
This setup is sketched in Figure 7·7.
(Raphael et al., 2013). This indicates that the electrostatic approximation is capable
of reproducing the characteristic resonance frequency shift in LSPR biosensors.
The sensitivity of the biosensor is the relation between the size of the shift and the
number of analytes bound to the ligand molecule. Figure 7·9 shows that sensitivity
is affected by the distance between the analyte and the sensor: the closest they are,
the larger the shift. For this case with six spherical proteins, as the protein-sensor
distance doubles, the shift drops by a constant amount of 0.5nm.
Experiments suggest that the distance between the analyte and the nanoparti-
cle has a large impact on sensitivity (Haes et al., 2004), and these proof-of-concept
calculations show the potential to build a sensitivity versus distance map, using elec-
trostatic theory. Moreover, with this approach we could explore structural effects of
the analyte and the nanoparticle. Simplifications in existing methods to model LSPR
biosensor response make it impossible to study such structural and positioning details
(Davis et al., 2010; Antosiewicz et al., 2011; Haes and Van Duyne, 2002).
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Chapter 8
Conclusions
In this work we used the implicit-solvent model to study biomolecular processes that
are dominated by electrostatics, like protein solvation, binding and adsorption. We
also applied this model to simulations of localized surface plasmon resonance of metal-
lic nanoparticles, and computed the shift in resonance frequency when a protein is
nearby. The implicit-solvent model is based on dividing the domain into a solvent
and protein region, and solving the Poisson-Boltzmann equation in the solvent, and
the Poisson equation in the protein. Those partial-differential equations are coupled
through interface conditions in the solvent-excluded surface.
Contributions of the work
We implemented a numerical solution of the coupled system of partial-differential
equations with the boundary-element method (bem), in a code called PyGBe.1 PyGBe
is written in Python and interfaces with gpus in the most computationally intensive
parts, using pycuda. Compared to volumetric methods, bem has the advantage that
the molecular surface, or solvent-excluded surface, is accurately represented, and the
interface conditions are exactly enforced at those points. Results in Chapter 4 suggest
that a bem approach is better suited for high accuracy calculations, with errors under
∼ 1%.
Chapter 4 discusses the importance of Stern layers and solvent-filled cavities in
1https://github.com/barbagroup/pygbe
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the implicit-solvent model. These features are easily considered in volumetric numer-
ical methods, but in bem approaches they involve the generation of a new surface,
greatly affecting the structure of the linear system and the computational time. As a
consequence, most bem implementations do not consider Stern layers or solvent-filled
cavities, but PyGBe’s design makes it easy include or remove them. Tests indicate that
for solvation energy calculations, Stern layers and solvent-filled cavities have a small
impact, however, they become relevant for binding energy calculations, especially
when the proteins involved are similar in size.
The extension of PyGBe to consider charged surfaces detailed in Chapter 5 is
another contribution of this work. We used this extension to study how proteins
interact with charged surfaces, which is relevant in protein adsorption. To verify
our extension, we developed a closed solution for a spherical protein near a sphere
with prescribed charge or potential, which compared as expected with the numerical
solution. Then, to validate the model, we computed the orientation of protein G B1
adsorbed on a charged surface with PyGBe, and compared it with molecular dynamics
simulations and experimental observations, leading to coincident results. This proves
that the implicit-solvent model is appropriate to study protein adsorption on charged
surfaces.
Using the extension of PyGBe, we investigated the interaction of immunoglobulin
G with a charged surface. This setting is relevant in biosensing applications, as
the biosensor is functionalized with a self-assembled monolayer of a small charged
molecule, where the ligand molecules —usually antibodies— are adsorbed. In the
context of the implicit-solvent model, we considered the self-assembled monolayer as
a surface with prescribed charge, and then probed the energy for different orientations
of the antibody. Results in Chapter 6 indicate that low salt concentration and high
positive surface charge leads to better orientations of the antibody for biosensing
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applications.
The final chapter uses the implicit-solvent model with electrostatics to study plas-
mons in metallic nanoparticles. bem has been used in the past to study this phe-
nomenon, but our work adds the effect of proteins that could be in the solvent. This
is important for localized surface plasmon resonance biosensors, which relies on the
shift of the plasmon resonance frequency as proteins come close to the sensor. The
proof-of-concept results in Chapter 7 suggest that an electrostatic model is capable
of reproducing the plasmon resonance frequency shift observed in experiments.
Future work
The system of integral equations that PyGBe solves exhibits the behavior of a first
kind integral equation: the condition number is affected by the size of the matrix.
As a consequence, the number of iterations of the linear solver increases with the
number of elements. The system can be formulated entirely in terms of a second kind
integral equation (Juffer et al., 1991), where the condition number is independent of
the number of elements. This formulation is more involved because it contains hyper-
singular operators and the integrands have more terms, but the extra time taken
per iteration, compared to its first-kind counterpart, is quickly balanced because it
requires less gmres iterations. In fact, most bem implementation use this formulation
(Lu et al., 2006; Geng and Krasny, 2013). We plan to implement the second kind
formulation in PyGBe’s framework, to decrease the computer time.
Also related to decreasing the computer time, we are interested in developing a
version of PyGBe for distributed systems. This will also allow us to do larger tests, that
include many interacting molecules, to study crowding effects. Luckily, the treecode
—PyGBe’s numerical engine— is an algorithm that maps very well to distributed
systems, and has been successfully parallelized in the past.
In Chapter 6, we studied the orientation of immunoglobulin G adsorbed on a
135
charged surface. Even though immunoglobulin G is a widely used ligand molecule,
they are too big for, for example, localized surface plasmon resonance biosensors.
There is ongoing work to find mutations of single-domain or single-chain antibodies
that would improve the orientation, and hence, the sensitivity of localized surface
plasmon resonance biosensors. In the near future, we will experiment with single-
domain antibodies, to then look at the effect of mutations on the preferred orientation
of the protein. This will be of great help to guide experimentalists of this area, in
their search for better ligand orientation.
The calculations from Chapter 7 were done with a simpler version of PyGBe, that
constructs the bem stiffness matrix explicitly and uses a built-in linear solver in scipy,
a Python library, to solve the linear system. We resort to existing libraries because
PyGBe’s gmres cannot handle complex-valued entries, as it is required for plasmonic
simulations. We plan to add this capability to the main code. This will allow us to
perform larger simulations and study the effects of the protein’s and nanoparticle’s
structure, and how the relative positioning between them impacts sensitivity.
Chapter 7 discusses the use of the electrostatic approximation in plasmonic sim-
ulations. Even though we saw that this approximation is capable of reproducing the
plasmon resonance shift seen in experiments, it is limited by size. We plan to extend
this for larger problems by solving the full Maxwells’ equations. This would allow
us to study bigger sensors, and cases when there are many target molecules and the
whole system is not within the limits for the electrostatic approximation.
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