Abstract. It is shown that the average number of rebalancing operations (rotations and double rotations) in weight-balanced trees is constant.
Introduction
Balanced trees are a popular method of maintaining sets in a digital computer. The basic set operations MEMBER, INSERT, DELETE have O(log n) processing time for a set of n elements.
Balanced trees come in two kinds. The balance criterion is either on the height (AVL-trees [2] , 2-3 trees [l] , brother trees [9] , . . .) or on the weight (weightbalanced trees) of the subtrees. In the first kind of trees one either allows subtrees to have only small differences in height (AVL-trees) or one allows nodes of different arity (2-3 trees, brother trees). Here we deal with weight-balanced trees. Weightbalanced trees were introduced by Nievergelt and Reingold [8] .
A node in a binary tree either has two sons or no son at all. Nodes with no sons are called leaves. Definition 1. Let T be a binary tree. If T is a single leaf, then the mot-balance p( T) is $, otherwise we define p(T) = 11;1/1TI, where IT,',] is the number of leaves in the left subtree of T and ITI is the number of leaves in tree T.
Definition 2.
A binary tree T is said to be of bounded baiance cy, or in the set BB [cY] , for C&a! G 3, if and only if
(1) a!q(T)~l-a!; (2) T is a single leaf or both subtrees are of bounded balance cy.
therefork
Note that lTrl/lTI = 1 -p(T). By interchanging left and right we may assume w.1.o.g. that p(T) < $.
N. Blrrm, K. Mehlhorn
Balanced trees share many common properties:
(1) the depth is bounded by O(log ITI); (2) upon insertion or deletion of a leaf at most O(log 1 T() rebalancing operations (rotations and double rotations in the case of AVL-trees and BB[a,]-trees, node splittings and combinations in the case of 2-3 trees and brother trees) are required to rebalance the tree. The rebalancing operations are limited to the path of search. In all known examples of balanced trees it is easy to construct examples which require each nlode on the path of search to be rebalanced (usually after the deletion of a leaf). Example 1. Consider the following tree:
Inserting a new leaf in front of the left-most leaf gives rise to the following sequence of rebalancing operations:
Note however, that inserting yet another leaf will require at most one rebafsncing operation. This suggests that on the average (averaged over a random sequence of insertions and deletions) a smaller number of rebalancing operations suffices. Note also, that deleting the left-most leaf will reverse the sequence above and recreate the original tree.
(3) Simulation results show that on the average (random sequence of insertions and deletions) a constant number of rebalancing operations suffices. Karlton et al. [5] report that on the average 0.46 (0.23) rebalancing operations (2 rotations and double rotations) are required to rebalance an AVL-tree upon the insertion (deletion) of a ieaf. There are plausibility arguments which support the empirical evidence [4; 6, p. 462; 81.
The plausibility arguments are based on the unjustified assumption that node balances (the height difference between left and right subtrees in AVL-trees, the root balance in BB[&j-trees) are independent random variables. The plausibility arguments yield constants which are in close agreement with empirical evidence.
Here we give a rigorous proof that the average number of rebalancing operations in BB[a!]-trees is bounded by a constant. Actually we prove a stronger result.
There is a constant c (depending on (u) such that: The total number of rebalancing operations required for executing an arbitrary sequence of n insertions and deletions on an initially empty BB[a,]-tree is bounded by c l n.
This contrasts with simulation results which by their nature consider random sequences of insertion and deletions. We do not average over many sequences of insertions and deletions but only over the elements of a single sequence of insertions and deletions. (This implies for every heuristic that a constant number of rebalancing operations will suffice on the average. For this reason we do not give any particular heuristic (for heuristics cf. [6, lo] ).) However, our constant is much larger than empirical evidence suggests. (About 27 for CY = a.) We do not claim that our const:rnt is best possible.
We also correct a serious mistake in the original paper of Nievergelt and Reingold on BB[a]-trees.
In our drawings we will not draw leaves, i.e. the tree stands for The motivation for this paper is twofold. Firstly it treats an interesting theoretical question in tree searching and narrows the gap between theory and practice. Secondly it treats an important question of practical relevance. The updating behavior of a tree structure is the bottleneck in time-shared tree manipulation (see PI). Nievergelt and Reingold state the following theorem in [S] without proof.
Fact (Nievergelt and Reingold): If Q 6 1 -342 and the insertion or deletion of a node in a tree in BB[a] causes a subtree T of that tree to have root-balance less than a, T can be rebalanced by performing one of the two transformations shown above. More precisely, let pz denote the balance of the right subtree of T after the insertion or deletion has been done. If p2 < (1 -24( 1 -CU), then a rotation will rebalance T, otherwise a double rotation will rebalance T.
This theorem is false. Consider the example in Fig. 2 : Q! = 6. The root ZJ of this tree has balance P(V) = &. Deleting one of the leav--bD with fz.ther x requires the root to be We show in this section that a stronger version of the above theorem is indeed true for&Cc&l -542. Before doing so we want to show tha: Fig. 1 correctly gives the root-balances of all nodes. Also we state a lemma about the effect of an insertion or deletion on root-balances. Hence thle root-balance of node A after the rotation is lalb + b) = PlI(Pl + Ml -PI)) and the root-balance of node B is (a+b)j(a+b+c)=pl+p2(l-pl).
Next we study the effect of insertion and deletions on root-balances. Remark. ar/(l+a)z4(2-a) for O<a<$.
We are now able to state the correct version of Nievergeh and Reingold's theorem. We will actually prove more. We not only show that rotations and double rotations suffice to rebalance the tree but, moreover, that they suffica to move all root-balances into the interval [( 1 + 6)ar, 1 -(1 + S)a] for some small 8. This observation will allow us to show in the next section that the average number of rebalancing steps per insertion and deletion is constant. Proof. Inserting a leaf creates a subtree of the form It has root balance $. Deleting a Beaf means replacing a tree by one.of its direct subtrees. In either case the new subtree is in BB[a,]. Theorem 1 implies that we can walk back to the root and rebalance the tree by rotations and double rotations.
The corollary above is the correct version of the 'theorem' stated in [S] . In the next section we use Theorem 1 to prove an upper bound on the average number of rebalancing operations.
The average number of rebalancing o
In this section we will prove our main theorem: the average number of rebalancing operations is constant. e need some notation first.
A transaction is either an insertion or a deletion. A transaction goes through a node v if v is on the path of search to the leaf to be inserted or deleted or (alternatively) if the leaf (to be inserted or deleted) is a descendant of iu. A node v takes part in a rebalancing operation, if it is one of the nodes explicitly shown in Fig. 1 . A node causes a rebalancing operation if it is the root of one of trees shown on the left side in Fig. 1 .
Furthermore nodes retain the identity as shown in Fig. 1, i .e. if a rotation to the left is applied to a tree with root A, then node A has subtrees of weight a and b respectively after the rotation. Note also that new nodes are created by insertions and that nodes are destroyed by deletions. Finally consider any sequence of transactions. We start with a tree To and apply the first transaction to it. Then the tree is rebalanced as described a"s the end of the previous section, resulting in tree T1. The next transaction is applied to T1, T1 is rebalanced, . . . . Let TO, T1, T2, . . . , T, Proof. Let j < m be such that: v took part in a rebalancing operation in q, but not in T. j+1, l l l 9 Tmml or v did not exist in Ti but existed in I;.;-1, . . . , T,-, and never took part in a balancing operation. In the second case the balance p(v) of node v in Tj+l is $. In the first case the balance p(v) = t'/n' of node v in Tj+l is in [( 1+6)cu, l-(l+S)ac]ora s $ and n's 10. 10. This is an immediate consequence of Theorem 1. Also the balance p(v) = t/n of node v in T,,, is outside the interval [a, 1 -a], say t/n < ff.
Node v did not take part in a rebalancing operation in trees Tj+ 1, l e l , T,-1. In these trees dr (il) deletions (insertions) were performed in the left subtree of v and d, (ir) deletions (insertions) were performed in the right subtree of v. Hence The number of transactions which went through v is di + d, + ii + i,. We need a lower bound on that number. Certainly abs(n -n ') is a lower bound. Hence we are done if ~'~I0anda~~.Supposen'~10or~>$andhencet'/n'~[(1+S)cu,1-(1+S)~].
