Abstract. A new concept of mutual pressure is introduced for potential functions on both continuous and discrete compound spaces via discrete micro-states of permutations, and its relations with the usual pressure and the mutual information are established. This paper is a
Introduction
Entropy and pressure are two basic quantities in statistical physics as well as information theory, which are in the duality relation via the Legendre transforms of each other. Mutual information is another important entropic quantity in information theory. The aim of this paper is to seek for the mutual version of pressure whose Legendre transform is equal to the mutual information.
The mutual information of two random variables X and Y is defined as the relative entropy
where µ (X,Y ) is the joint distribution measure of (X, Y ) and µ X ⊗ µ Y is the product of the respective distribution measures of X, Y . This is also expressed as
I(X ∧ Y ) = −S(X, Y ) + S(X) + S(Y )
in terms of the Shannon entropy S(·) when X, Y are discrete random variables. When X, Y are continuous variables, the expression holds with the Boltzmann-Gibbs entropy H(·) in place of S(·) (as long as H(X) and H(Y ) are finite). These definitions and expressions are naturally extended to the case of more than two random variables.
In the classical (= commutative) probability setting, we developed in the previous paper [5] a certain "discretization approach" to the mutual information by using "discrete microstates" of permutations. In this paper we apply the same idea to introduce the notion of the "mutual pressure" for (continuous) potential functions on compound phase spaces. We consider the n-fold product [−R, R] n of the bounded interval [−R, R], which is regarded as the phase space for an n-tuple of real bounded random variables. For a real continuous function h on [−R, R] n the usual pressure of h is given by P (h) := log [−R,R] n e h(x) dx.
For an n-tuple (µ 1 , . . . , µ n ) of probability measures on [−R, R], we choose an approximating sequence (ξ 1 (N ), . . . , ξ n (N )) such that ξ i (N ) are vectors in [−R, R] N ≤ (having the coordinates in increasing order) and ξ i (N ) → µ i in moments as N → ∞ for 1 ≤ i ≤ n. We define the mutual pressure P sym (h : µ 1 , . . . , µ n ) of h with respect to (µ 1 , . . . , µ n ) to be the lim sup as N → ∞ of the asymptotic average 1 N log 1 (N !) n σ 1 ,...,σn∈S N exp N κ N (h(σ 1 (ξ 1 (N )), . . . , σ n (ξ n (N )))) , over permutations σ i ∈ S N , where κ N (h(x 1 , . . . , x n )) := 1 N N j=1 h(x 1j , . . . , x nj ) for x i = (x i1 , . . . , x iN ) ∈ [−R, R] N , 1 ≤ i ≤ n (Definition 2.1). Then the inequality
is shown to hold, and the equality case is characterized in a natural way (Theorem 3.2). Moreover, for a probability measure µ on [−R, R] n with marginal measures µ 1 , . . . , µ n on [−R, R], the Legendre transform of P sym (h : µ 1 , . . . , µ n ) is shown to be equal to the mutual information −H(µ) + n i=1 H(µ i ) as long as H(µ i ) > −∞ for 1 ≤ i ≤ n (Theorem 3.5). The same approach can be also applied to the setting of discrete phase spaces, when the Shannon entropy takes the place of the Boltzmann-Gibbs entropy. We deal with the discrete case in Section 4 separately since the discussions are considerably different from the continuous case due to the difference of entropies.
Preliminaries in the continuous case
Let R > 0 and n ∈ N be fixed throughout. We denote by Prob([−R, R] n ) the set of probability measures on the n-fold product [−R, R] n (⊂ R n ), and by C R ([−R, R] n ) the real Banach space of real continuous functions on [−R, R] n with the sup-norm f := max{|f (x)| : x ∈ [−R, R] n }. The Boltzmann-Gibbs entropy of a probability measure µ on [−R, R] n is defined to be
if µ has the joint density p(x) with respect to the Lebesgue measure dx on R N ; otherwise H(µ) := −∞. A measure µ ∈ Prob([−R, R] n ) typically arises as the joint distribution of an n-tuple (X 1 , . . . , X n ) of real random variables bounded by R (i.e., |X i | ≤ R) on a probability space. In this case, we have H(µ) = H(X 1 , . . . , X n ).
For avector x = (x 1 , . . . , x N ) in R N we write
For each N, m ∈ N and δ > 0 we define ∆ R (µ; N, m, δ) to be the set of all n-tuples (x 1 , . . . ,
for all i 1 , . . . , i k ∈ {1, . . . , n} with 1 ≤ k ≤ m, where x i 1 · · · x i k stands for the pointwise product, i.e.,
Then it is known [4, 5.1.1] that the limit
exists, where λ N stands for the Lebesgue measure on R N , and furthermore we have
In [5] we introduced some kinds of mutual information I sym (µ) and I sym (µ), and established their relations with H(µ) as follows.
and µ i be the restriction (or the marginal) of µ to the
Choose and fix a sequence of n-tuples
We call such a sequence Ξ(N ) an approximating sequence for (µ 1 , . . . , µ n ). For N ∈ N the action of the symmetric group S N on R N is given by
for σ ∈ S N and x = (x 1 , . . . , x N ) ∈ R N . For each N, m ∈ N and δ > 0 we define ∆ sym (µ : Ξ(N ); N, m, δ) to be the set of all (σ 1 , . . . , σ n ) ∈ S n N such that
We define
where γ S N is the uniform probability measure on S N , and define also I sym (µ) by replacing lim sup by lim inf. This definitions of I sym (µ) and I sym (µ) are independent of the choice of an approximating sequence Ξ(N ) for (µ 1 , . . . , µ n ) ([5, Lemma 1.5]).
The pressure of h ∈ C R ([−R, R] n ) is given by
It is well known that the pressure function P (h) for h ∈ C R ([−R, R] n ) and the (minus) Boltzmann-Gibbs entropy −H(µ) for µ ∈ Prob([−R, R] n ) are in the duality relation in the sense that they are the Legendre transforms of each other. That is,
Furthermore, for every h ∈ C R ([−R, R] n ) the Gibbs probability measure µ h associated with h is given by
which is characterized by the variational equality
Mutual pressure and its Legendre transform
In the setting of continuous compound spaces described in Section 1, we introduce the mutual version of pressure for continuous potential functions, and consider its Legendre transform that is a version of the mutual information. 
and hence
For each h ∈ C R ([−R, R] n ) we define the mutual pressure of h with respect to (µ 1 , . . . , µ n ) to be
The above definition is justified by the following: Lemma 2.2. P sym (h : µ 1 , . . . , µ n ) is independent of the choice of an approximating sequence Ξ(N ) for (µ 1 , . . . , µ n ).
. . , ξ ′ n (N )) be another approximating sequence for (µ 1 , . . . , µ n ). We write P sym (h : Ξ) and P sym (h : Ξ ′ ) for P sym (h : µ 1 , . . . , µ n ) defined in Definition 2.1 with Ξ(N ) and Ξ ′ (N ), respectively. Since P sym (h : Ξ) and P sym (h : Ξ ′ ) are continuous in h in the norm (see Proposition 2.3 (3) below), it suffices to prove that P sym (p : Ξ) = P sym (p : Ξ ′ ) for any real polynomial p of n variables
. . , n. Hence we have for every
This implies that |P sym (p : Ξ) − P sym (p : Ξ ′ )| ≤ ε. Since ε > 0 is arbitrary, the desired conclusion follows.
The following are basic properties of P sym (h : µ 1 , . . . , µ n ), whose proofs are straightforward.
(1) When n = 1, P sym (h :
that is, I sym (µ) is the Legendre transform of P sym (h : µ 1 , . . . , µ n ). Furthermore, we say that µ is mutually equilibrium associated with h ∈ C R ([−R, R] n ) if the variational equality
holds.
The next proposition says that P sym (h : µ 1 , . . . , µ n ) is the converse Legendre transform of I sym (µ).
where
Hence there exists a mutually equilibrium probability measure associated with h whose marginals are µ 1 , . . . , µ n .
We then prove that
The first equality is just the definition of I sym (µ). The second follows from the following three claims.
by Proposition 2.3, the duality theorem for conjugate functions implies that
is weakly* compact and I sym (µ) is weakly* lower semicontinuous on Prob µ 1 ,...,µn ([−R, R] n ), the above latter supremum is attained by some µ ∈
For any ε > 0 choose a real polynomial p of n variables x 1 , . . . , x n such that p − h < ε. We have 
Proof. Let µ and µ
3. Relations of P sym (h) with P (h) and of I sym (µ) with H(µ)
First let us recall the Sanov large deviation in the form suitable for our purpose. Let h 0 ∈ C R ([−R, R]) and µ 0 be the Gibbs probability measure associated with h 0 , i.e.,
Consider the infinite product probability space ([−R, R] ∞ , µ 
Proof. (a) For each m ∈ N and δ > 0 set
which is a weak* neighborhood of µ 0 . Note that 
One can find an m ∈ N and a δ > 0 so that the weak* closed subset
does not contain µ 0 . The large deviation principle implies that lim sup
because S(µ µ 0 ) is weakly* lower semicontinuous and so attains the minimum (> 0) on a weakly* compact subset F (µ 1 ; m, δ).
The next theorem gives an exact relation between P sym (h) and P (h).
Moreover the following conditions are equivalent:
. . , µ n are the marginals of the Gibbs measure associated with h; (iii) for each i = 1, . . . , n, µ i is the Gibbs measure associated with h i ∈ C R ([−R, R]) defined by
Proof. Consider the Gibbs probability measure µ h := Z
−1
h e h(x) dx associated with h so that P (h) = log Z h . Let N, m ∈ N and δ > 0. Then it is straightforward to see that
in the left-hand side is regarded as a subset of (R n ) N by the cor-
Let Ξ(N ) = (ξ 1 (N ), . . . , ξ n (N )) be an approximating sequence for (µ 1 , . . . , µ n ). For any ε > 0 there exists a real polynomial p of variables x 1 , . . . , x n such that p−h < ε. Then there exist an m ∈ N, a δ > 0 and an N 0 ∈ N such that, for every N ≥ N 0 , if ξ 1 (N ) ), . . . , σ n (ξ n (N ))))| < ε so that
for all σ 1 , . . . , σ n ∈ S N . Hence by (3.2) we obtain
and
It follows from (3.3) that ξ 1 (N ) ), . . . , σ n (ξ n (N ))))
This yields
thanks to the existence of the limits in the last term. Letting m → ∞ and δ ց 0 gives
which implies inequality (3.1) since ε > 0 is arbitrary.
Next let us prove the equivalence of conditions (i)-(iii)
. For 1 ≤ i ≤ n let µ h,i be the ith marginal of µ h . Since
we notice that µ h,i is the Gibbs measure associated with h i for 1 ≤ i ≤ n. Hence (ii) ⇔ (iii) follows. To prove (ii) ⇒ (i), assume that µ i = µ h,i for all i = 1, . . . , n. Then Lemma 3.1 (a) gives
Hence it follows from (3.4) that
H(µ i ), which implies equality in (i).
Conversely, assume (i). Since (3.3) implies that
we have lim sup
Here we can take m arbitrarily large and δ > 0 arbitrarily small for any given ε > 0. Therefore, lim sup
for all m ∈ N and all δ > 0. Since
for all m ∈ N, δ > 0 and i = 1, . . . , n. Lemma 3.1 (b) implies that µ i = µ h,i for all i = 1, . . . , n, so (ii) holds.
Remark 3.3. Let Ξ(N ) = (ξ 1 (N ) , . . . , ξ n (N )) be an approximating sequence for (µ 1 , . . . , µ n ). Let h 1 , . . . , h n ∈ C R ([−R, R]) and consider h i as an element of C R ([−R, R] n ) depending on the ith variable ξ 1 (N ) ), . . . , σ n (ξ n (N ))))
Hence we notice that
where h 1 + · · · + h n is given as above for h 1 , . . . , h n ∈ C R ([−R, R]). In particular, when µ i is the Gibbs measure associated with h i for 1 ≤ i ≤ n, we have
Hence, if the equivalent conditions (i)-(iii) of Theorem 3.2 are satisfied, then the equality
holds as well for h 1 , . . . , h n given in (iii).
The next lemma is concerned with general relation between I sym (µ) and I sym (µ).
Proof. Let µ ∈ Prob([−R, R] n ) and µ 1 , . . . , µ n be the marginals of µ, and choose an approximating sequence Ξ(N ) = (ξ 1 (N ) , . . . , ξ n (N )) for (µ 1 , . . . , µ n ). It suffices to prove that
for all real polynomials p of variables x 1 , . . . , x n . For any ε > 0 there exist an m ∈ N and a δ > 0 such that, for every N ∈ N, if (σ 1 , . . . , σ n ) ∈ ∆ sym (µ : Ξ(N ); N, m, δ) then |κ N (p (σ 1 (ξ 1 (N ) ξ 1 (N ) ), . . . , σ n (ξ n (N )))) .
Therefore, ξ 1 (N ) ), . . . , σ n (ξ n (N ))))
This gives the desired inequality since ε > 0 is arbitrary.
The next theorem gives an exact relation between I sym (µ) and H(µ).
Moreover, if H(µ i ) > −∞ for all i = 1, . . . , n, then
and I sym (µ) = 0 if and only if µ = µ 1 ⊗ · · · ⊗ µ n , i.e., the coordinate variables x 1 , . . . , x n are independent with respect to µ.
Proof. By (3.1) and Definition 2.4, for every
Hence by (1.1), Lemma 3.4 and Theorem 1.2 we have
so that the first assertion is proved. The second assertion immediately follows from the first and [5, Corollary 1.7] .
. . , µ n be the marginals of µ and h 1 , . . . , h n be as given in (iii) of Theorem 3.2. Then the following are equivalent:
(i) µ is the Gibbs measure associated with h; (ii) µ is mutually equilibrium associated with h and µ i is the Gibbs measure associated with h i for each i = 1, . . . , n.
Proof. (i) ⇒ (ii). Assume that µ is the Gibbs measure associated with h. By (3.6) and Theorem 3.5,
Moreover, since µ i is the ith marginal of µ = µ h , it follows as in the proof of Theorem 3.2 (see (3.5) ) that µ i is the Gibbs measure associated with h i for 1 ≤ i ≤ n. In particular, H(µ i ) > −∞ for all i = 1, . . . , n. Hence
that is, µ is mutually equilibrium associated with h.
(ii) ⇒ (i). Assume (ii). By Theorems 3.5 and 3.2,
so that (i) follows.
The discrete case
In information theory, random variables mostly take values in a discrete set of alphabets and the basic quantity is the Shannon entropy rather than the Boltzmann-Gibbs entropy. So the discrete versions of the preceding results in Sections 2 and 3 are of even more importance, which are presented in this section.
Let X = {t 1 , . . . , t d } be a finite set of alphabets and consider the n-fold product X n . The Shannon entropy of a probability measure µ ∈ Prob(X ) is
For each sequence x = (x 1 , . . . , x N ) ∈ X N , the type of x is a probability measure on X given by
For each µ ∈ Prob(X ) (resp. µ ∈ Prob(X n )) and for each N ∈ N and δ > 0 we denote by ∆(µ; N, δ) the set of all sequences x ∈ X N (resp. x ∈ (X n ) N ) such that |ν x (t) − µ(t)| < δ for all t ∈ X (resp. t ∈ X n ), that is, ∆(µ; N, δ) is the set of all δ-typical sequences (with respect to µ). The Shannon entropy has the following limiting formula:
(see [1, 2] and also [5, §2] for a concise exposition). For N ∈ N let X N ≤ denote the set of all sequences of length N of the form x = (t 1 , . . . , t 1 , t 2 , . . . , t 2 , . . . , t d , . . . , t d ) so that X N ≤ is regarded as the set of all types from X N . The action of S N on X N is similar to that on R N given in Definition 1.1.
Definition 4.1. Let µ ∈ Prob(X n ) and µ i ∈ Prob(X ) be the ith marginal of µ for 1 ≤ i ≤ n. Choose an approximating sequence Ξ(N ) = (ξ 1 (N 
as N → ∞ for all t ∈ X and i = 1, . . . , n. For each N ∈ N and δ > 0 we define ∆ sym (µ : Ξ(N ); N, δ) to be the set of all (σ 1 , . . . , σ n ) ∈ S n N such that
We define The two quantities I sym (µ) and I sym (µ) are equal and connected to S(µ) as follows.
Theorem 4.2. ([5, Theorem 2.5])
For every µ ∈ Prob(X n ) with marginals µ 1 , . . . , µ n ∈ Prob(X ),
We denote by C R (X n ) the real Banach space of real functions on X n with the norm f := max{|f (x)| : x ∈ X n }. (N ) , . . . , ξ n (N )) for (µ 1 , . . . , µ n ) as given in Definition 4.1. For each h ∈ C R (X n ) and x i ∈ X N , 1 ≤ i ≤ n, define h(x 1 , . . . , x n ) and κ N (h(x 1 , . . . , x n )) in the same manner as in (2.1) and (2.2) so that
for (x 1 , . . . , x n ) regarded as a sequence in (X n ) N . We define the mutual pressure of h with respect to (µ 1 , . . . , µ n ) to be ξ 1 (N ) ), . . . , σ n (ξ n (N )))) .
Moreover, for each µ ∈ Prob(X n ) with marginals µ 1 , . . . , µ n ∈ Prob(X ) we define
and we say that µ is mutually equilibrium associated with h if the equality
Then all the results in Section 2 are valid in this discrete setting as well. To see this, it is convenient to reduce the discrete case to a special case of the continuous case of Section 2 in the following way. Choose d pointst 1 <t 2 < · · · <t d in [−R, R] corresponding to t 1 , t 2 , . . . , t d in X . For each µ ∈ Prob(X n ) with marginals µ 1 , . . . , µ n we have the corresponding (atomic) probability measureμ ∈ Prob([−R, R] n ) given bŷ µ := x∈X n µ(x)δx, and similarlyμ 1 , . . . ,μ n ∈ Prob([−R, R]), 1 ≤ i ≤ n. Then the marginals ofμ areμ 1 , . . . ,μ n . For each approximating sequence (ξ 1 (N ) , . . . , ξ n (N )) for (µ 1 , . . . , µ n ) we have the correspond-
for all k ∈ N, it follows that (ξ 1 (N ), . . . ,ξ n (N )) is an approximating sequence for (μ 1 , . . . ,μ n ).
for all x ∈ X n . Then we notice that P sym (h : µ 1 , . . . , µ n ) in Definition 4.3 is equal to P sym (ĥ :μ 1 , . . . ,μ n ) defined in Definition 2.1, and that I sym (µ) in Definition 4.3 is equal to I sym (μ) defined in Definition 2.4. Upon these considerations it is rather straightforward to show the discrete versions of the results in Section 2. For example, for h,
Hence the discrete version of Proposition 2.3 (3) is seen as follows:
Also, the discrete version of Proposition 2.5 is seen as follows:
..,µn (X n )}. Now let us show the discrete version of Theorem 3.2. Although the proof is essentially same as that of Theorem 3.2, some non-trivial modifications are necessary due to the difference between the Shannon and Boltzmann-Gibbs entropies.
Theorem 4.4. For every h ∈ C R (X n ) and every µ 1 , . . . , µ n ∈ Prob(X ), 2) and the following conditions are equivalent:
. . , µ n are the marginals of the Gibbs measure µ h associated with h given by
. . , n, µ i is the Gibbs measure associated with h i ∈ C R (X ) defined by
Proof. Let µ h be the Gibbs measure given in (4.3), and let (ξ 1 (N ), . . . , ξ n (N )) be an approximating sequence for (µ 1 , . . . , µ n ). For any ε > 0 one can choose a δ > 0 such that for every i = 1, . . . , n and every p ∈ Prob(X ), if |p(t)−µ i (t)| < δ for all t ∈ X , then |S(p)−S(µ i )| < ε/n. This means that for each N ∈ N and i = 1, . . . , n, one has |S(ν x ) − S(µ i )| < ε/n whenever x ∈ ∆(µ i ; N, δ). Furthermore, when δ > 0 is small enough, one can find an N 0 ∈ N such that, for every N ≥ N 0 , if 
where n i=1 ∆(µ i ; N, δ) in the left-hand side is regarded as a subset of (X n ) N in the same manner as in the beginning of the proof of Theorem 3.2, and [σ i ] denotes the coset of S x i containing σ i . Moreover we have σ 1 (x 1 ) , . . . , σ n (x n ))) .
(4.6)
For each i = 1, . . . , n and for any x ∈ X N , the Stirling formula implies that
where o(1) as N → ∞ is uniform for x ∈ X N . Thanks to the above choice of δ > 0, for every (
where o(1) is uniform for (x 1 , . . . , ξ 1 (N ) ), . . . , σ n (ξ n (N )))) ξ 1 (N ) ), . . . , σ n (ξ n (N )))) ξ 1 (N ) ), . . . , σ n (ξ n (N ))))
S(µ i ) + o(1) as N → ∞, which implies that P (h) ≥ −3ε + P sym (h : µ 1 , . . . , µ n ) + n i=1 S(µ i ) thanks to (4.10). Hence inequality (4.2) follows since ε > 0 is arbitrary.
To prove the equivalence of (i)-(iii), let µ h,i be the ith marginal of µ h . Then it follows that µ h,i (x) = Z −1 h e h i (x) and so µ h,i is the Gibbs measure associated with h i for 1 ≤ i ≤ n. Hence (ii) ⇔ (iii) follows. Assume (ii), i.e., that µ i = µ h,i for all i = 1, . . . , n. Since we have lim N →∞ µ for all δ > 0 and i = 1, . . . , n. Since we have a result similar to Lemma 3.1 (b) in the present discrete situation, it follows that µ i = µ h,i for all i = 1, . . . , n, and so (ii) holds.
The next theorem and proposition are the discrete versions of Theorem 3.5 and Proposition 3.6. Since their proofs based on Theorems 4.2 and 4.4 are similar to those in Section 3, we omit the details. Here note only that I sym (µ) ≤ I sym (µ) for every µ ∈ Prob(X n ) can be shown similarly to the proof of Lemma 3.4 or by the same reasoning as given after Definition 4.3, and that the Legendre transform expression as in (1.1) S(µ) = inf{−µ(h) + P (h) : h ∈ C R (X n )} is valid for every µ ∈ Prob(X n ).
Theorem 4.5. For every µ ∈ Prob(X n ) with marginals µ 1 , . . . , µ n ∈ Prob(X ),
S(µ i ).
Proposition 4.6. Let h ∈ C R (X n ) and µ ∈ Prob(X n ). Let µ 1 , . . . , µ n be the marginals of µ and h 1 , . . . , h n be as given in (iii) of Theorem 4.4. Then the following are equivalent:
(i) µ is Gibbs measure associated with h; (ii) µ is mutually equilibrium associated with h and µ i is the Gibbs measure associated with h i for each i = 1, . . . , n.
