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Strong-Field-Driven Electron Dynamics near an Ionization Threshold:
Excitation of atoms with light that spectrally spans across the ionization threshold leads
to free electrons initially located close to the parent ions. The dynamics of these ionized
electrons driven by external light fields are studied by transient-absorption spectroscopy
on helium in this thesis. Implementing an ab initio simulation, the time-dependent
Schro¨dinger equation (TDSE) is solved for a model atom, giving direct access to the
strong-field-driven evolution of the electron’s wave function. In a separate theoretical
approach, absorption spectra are calculated based on classical trajectories. Experimen-
tally, an extension of a transient-absorption beamline allowed polarization-dependent
measurements. The recorded absorption spectra of helium, depending on the intensity
of a superimposed near-infrared femtosecond laser pulse with both linear and circular
polarization, are presented and discussed. The observed absorption features can be as-
signed to two intensity regimes. For moderate intensities, light-induced states adequately
explain the observed structures in the absorption spectra in agreement with the TDSE
simulations. For higher laser intensities, the photon picture breaks down and the anal-
ysis of the dipole moment in the time domain suggests an interpretation in terms of
classical electron trajectories. The combined theoretical and experimental investigation
provides access to regimes in which the classical description of strong-field-driven electron
dynamics emerges.
Elektronendynamik nahe einer Ionisationsschwelle getrieben durch starke
Felder:
Die Anregung von Atomen mit Licht, das spektral die Ionisationsschwelle umfasst, fu¨hrt
zu freien Elektronen, die sich zuna¨chst in der Na¨he der Mutterionen befinden. Die durch
externe Lichtfelder getriebene Dynamik der ionisierten Elektronen wird in dieser Ar-
beit durch zeitaufgelo¨ste Absorptionsspektroskopie an Helium untersucht. Durch die
Implementierung einer ab initio-Simulation wird die zeitabha¨ngige Schro¨dingergleichung
(TDSE) fu¨r ein Modellatom gelo¨st, was einen direkten Zugang zur feldgetriebenen En-
twicklung der Elektronen-Wellenfunktion ermo¨glicht. In einem separaten theoretischen
Ansatz werden Absorptionsspektren auf der Basis klassischer Trajektorien berechnet.
Experimentell erlaubte eine Erweiterung eines zeitaufgelo¨sten Absorptionsspektroskopie-
Aufbaus polarisationsabha¨ngige Messungen. Die aufgezeichneten Absorptionsspektren
von Helium, abha¨ngig von der Intensita¨t eines u¨berlagerten Nahinfrarot-Femtosekunden-
Laserpulses mit sowohl linearer als auch zirkularer Polarisation, werden vorgestellt und
diskutiert. Die beobachteten Absorptionsmerkmale lassen sich zwei Intensita¨tsregimen
zuordnen. Bei moderaten Intensita¨ten ko¨nnen lichtinduzierte Zusta¨nde die beobachteten
Strukturen in den Absorptionsspektren in U¨bereinstimmung mit den TDSE-Simulationen
erkla¨ren. Bei ho¨heren Laserintensita¨ten bricht das Photonenbild zusammen und die Anal-
yse des zeitabha¨ngigen Dipolmoments legt eine Interpretation im Sinne klassischer Elek-
tronentrajektorien nahe. Die kombinierte theoretische und experimentelle Untersuchung
bietet den Zugang zu Regimen, in denen die klassische Beschreibung von Elektronendy-
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Introduction
By the end of the 19th century, when most physical phenomena were believed to be
understood, the emergence of quantum physics opened a door to a new world. It was a
paradigm change from continuous quantities to a quantized description of nature, which
was necessary to explain the spectrum of black-body radiation and the photoelectric effect.
Over more than a hundred years, science has evolved tremendously and the quantum
mechanical framework has established itself as an adequate description of atoms and their
interaction with light.
Since the discovery of the photoelectric effect [1], the methods to examine light-matter
interaction improved, so that by the end of the 20th century, they were finally pushed into
an extreme regime. Especially the development of chirped pulse amplification [2] allowed
for the production of light pulses only a couple of femtoseconds short (1 fs = 1× 10−15 s),
with a peak electric field comparable to the one the electrons experience by the atomic
Coulomb potential. This technique led to the advent of high harmonic generation (HHG)
[3], which converts visible or near-infrared (NIR) light into extreme ultraviolet radiation
(XUV). The XUV spectral range is of interest, as most atoms exhibit transitions within
it. Even more outstanding is another property of this radiation: Due to its very broad
spectrum, the energy-time uncertainty principle allows extremely short pulses. The locked
phase relation between the harmonics, which is necessary to achieve this, is inherent to
the generation process [4]. Therefore, XUV pulses with a hundred attoseconds (1 as =
1× 10−18 s) width are feasible to probe atomic systems on the intrinsic electron timescale.
The emerging tools of highly sophisticated quantum mechanics show attributes that
can be classically interpreted. In this sense, the ability to excite a system at a sharply
defined point of time is very helpful for triggering classical dynamics. The intense NIR
light, which is able to generate these short XUV pulses, can itself very well be described
classically as an oscillating electric field. But quantum physics is still required to describe
the discretized energy levels of all atomic systems. However, only bound states have a
distinct energy, the continuum is truly continuous. The continuum has a very simple
classical description, namely an ionic core and a free, ionized electron, which can have an
arbitrary amount of kinetic energy. In general, continua are not restricted to such a case,
but appear in many systems, in which energy levels cannot be distinguished any more, e.g.
in molecular bands or in solid-state models, where they are characterized by their density
of states.
A prominent example of a semi-classical theory including a continuum is the three-step
model, which describes high harmonic generation [5]. After the first quantum step, which
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is tunnel ionization of the electron, the electron’s motion is described classically. Only
the trajectories returning to the nucleus can result in emittance of an XUV photon by
quantum recombination.
Within this thesis, similar electron dynamics are investigated. However, instead of the
tunnel ionization step of the HHG process, the atoms are ionized through an attosecond
XUV pulse, which defines a clear starting time of the classical trajectory. This approach
enables the study of electron dynamics for arbitrary field intensities because, contrary
to HHG, vanishing tunnel ionization rates for low intensities impose no restriction. The
observation of the triggered electron dynamics is optical. The transient absorption of a
helium target is measured during interaction with a time-delay, intensity, and polarization
controlled NIR pulse. The absorption spectra can be traced back to the system’s dipole
response in the time domain [6], which allows comparing with classical electron trajectories.
This thesis is structured as follows: The first chapter gives an overview of the theoret-
ical concepts which are used throughout this work.
Thereafter, Chapter 2 introduces an ab initio simulation, which solves the time-
dependent Schro¨dinger equation for a model helium atom. The numerical simulation
illustrates the evolution of the electron wave function and it allows studying the transient
absorption features qualitatively for arbitrary pulse parameters, e.g. central photon wave-
length, pulse length or form of the excitation spectrum. The concepts of light-induced
states (LIS) and laser-induced continuum structure (LICS) are studied.
In a second theoretical approach, Chapter 3 examines the option to simulate absorption
spectra out of classical electron trajectories in the strong-field approximation. Different
methods are compared and the influence of recurrences to the nucleus of the trajectories
(’recollision’ of the wave packet) is studied.
Chapter 4 presents the experimental setup which was used to perform the measure-
ments and explains important measurement procedures. The focus lies on the implemen-
tation of an external NIR beam path and its stability characterization. This extension of
the existing experiment enabled NIR polarization-dependent measurements.
Finally, Chapter 5 shows the results of the time-delay, intensity, and polarization-
dependent measurements of the absorption spectrum around the first ionization potential
of helium. The spectral absorption features in the temporal overlap of XUV and NIR are
explained in two regimes of moderate (ponderomotive energy Up  photon energy ω0)




This chapter introduces the basic concepts which are necessary to understand the presented
work in this thesis.
If not stated otherwise, atomic units are used. This means, that the electron mass me,
the elementary charge e, the reduced Planck constant ~ and the Bohr radius a0 are set to
unity
1 = me = e = ~ = a0.
From this it follows that all quantities can be expressed in atomic units, for instance
intensity 1 a.u. = 3.55× 1016 W/cm2.
1.1 Fundamentals of Quantum Mechanics
In non-relativistic quantum mechanics, the Schro¨dinger equation is one of the most fun-




|ψ〉 = H |ψ〉 . (1.1)
H denotes the Hamiltonian, which is a measure of the system’s energy. It is possible to
represent the states either in position Ψ(r, t) or in momentum space Φ(k, t). These repre-
sentations are called wave functions and they are connected by the Fourier transformation
F :





dk exp(ikr)Φ(k, t). (1.3)
1.2 Dispersion of a Free Gaussian Wave Packet
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The time evolution in momentum space is given by Φ(k, t) = exp(−iHt)Φ(k, 0). Thus
the time-dependent wave function in position space for the free Hamiltonian H = k2/2 is
computed by






















F and F−1 denote the Fourier transformation and its inverse respectively. The absolute





















which is a Gaussian with an increasing width ς(t)2 = σ2 + t
2
σ2
. For more details see [7, 8].
1.3 Electron in an Electromagnetic Field











− V (r, t), (1.9)
where p denotes the momentum operator and c the speed of light. Throughout this thesis,
the wavelength of the light is always much larger than an atom, which is the investigated
system. Additionally, the considered intensities are small enough that the magnetic field
component doesn’t matter. Thus, we can use the dipole approximation, which eliminates
the spatial dependency of the field. The value of the field at the nucleus r0 is set to be
valid for the full atom
A(t) = A(r0, t). (1.10)
If we assume linear polarized light along the x direction E(t)ex, the Hamiltonian can, by




p2 − V (r, t)− xE(t). (1.11)
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1.4 From Hydrogen to Rydberg Atoms
Using the Coulomb potential V (r, t) = 1|r| , we obtain the Hamiltonian for the hydrogen




p2 − 1|r| − xE(t). (1.12)
The nuclear motion has been neglected in the above formula. It is only a minor contribu-
tion, as the reduced mass µ ≈ me. Solving the Schro¨dinger equation for this Hamiltonian
analytically without the external field, is possible and thus it is a standard problem in
atomic physics and discussed in many textbooks (e.g. [9]). As a result, we obtain discrete
energy states represented by atomic orbitals, each described by a set of quantum num-
bers. For small electric fields the additional part of the Hamiltonian can be treated in
perturbation theory, which is done to describe the Stark effect, for example. In principle,
there is an infinite number of states, as the principle quantum number n is not limited.




where RRyd = 0.5 a.u. = 13.6 eV is the Rydberg energy. The negative sign indicates that
these are bound states. Atoms in Rydberg states n 1 show exciting properties. Among
others their size becomes macroscopic in the order of µm and the polarizability scales
with n7 [10]. It is also interesting to note, that the atomic element is not as important
any more, as the spacing of the energy levels is in principle the same in this regime. As
the polarizability of the atoms increases strongly, there is a practical limitation to the
principle quantum number. Atoms with n = 700 were observed [11], but at this region
they are very easily ionizable by an electric field. Ionization means, that the electron is
not bound any more to the nucleus. It has a positive energy, which is not discrete, as the
free electron can have an arbitrary value of momentum. In other words, the transition
from discrete Rydberg states to the continuum is smooth, especially under the influence
of a strong electric field. This is the interesting regime, which is treated in this thesis.
1.5 Helium Atom














|r1 − r2|︸ ︷︷ ︸
Coulomb repulsion between electrons
. (1.14)
Although it is very similar to the hydrogen Hamiltonian (1.12), the interaction between
the electrons preclude an analytical solution of the Schro¨dinger equation with this Hamil-
tonian. An approximate solution can be found reconstructing the states out of hydrogen
5



























Figure 1.1: Energy levels of helium up to n = 8 and L = 2
Level scheme of singly excited (para)helium depending on angular momentum. The purple
line indicates states which can be excited out of the ground state by a short XUV pulse.
The energies are taken from [12].
wave functions. Thereby, one has to consider that the electrons are indistinguishable.
Thus, the wave function has to be (anti-)symmetrized correctly. Additionally, perturba-
tion theory can be used to treat the interaction term. Standard textbooks deal with this
problem in detail, e.g. [9].
For the following discussion it is more important to recall the experimental level scheme
of helium, shown in Figure 1.1. The ground state has zero angular momentum (L = 0),
which is called an S orbital. Dipole transition rules only allow ∆L = ±1, because the
ground state is a singlet (S = 0). As a result, only P-states with L = 1 can be excited
from the ground state in the dipole approximation. They are called bright states, because
they are visible in an absorption spectrum. Excited states with L = 0 (S) or L = 2 (D)
have out of symmetry reasons a vanishing transition dipole moment to the ground state.
Thus, they cannot be observed directly, if the transition to the ground state is probed.
Such states are referred to as dark states.
1.6 Linear Absorption
In linear optics, light-matter interaction is described by the dielectric susceptibility χ(ω),
which determines the response of the medium’s polarization P (ω) on the electric field E(ω)
P (ω) ∝ χ(ω)E(ω). (1.15)
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In the case of an isotropic medium χ is a scalar, which is the reason why the problem
can be treated in one dimension here. The polarization P (ω) connects to the microscopic
world, as it is the mean dipole expectation value d(ω) scaled with the atomic number
density ρN
P (ω) = ρNd(ω). (1.16)
The susceptibility can then be expressed as
χ(ω) ∝ ρN d(ω)E(ω) . (1.17)
For a dilute atomic gas, χ(ω) is sufficiently small to approximate the refractive index
n(ω) =
√
1 + χ(ω) by






This means, that diffraction (real part) and absorption (imaginary part) can be treated
independently from each other. The absorption coefficient α(ω) depends only on the





When light of intensity I0(ω) propagates the distance z, the absorption reduces the inten-
sity according to Beer-Lambert’s law to
I(ω, z) = I0(ω) exp(−α(ω)z). (1.20)
The absorbance A(ω) in units of optical density OD(ω), which is defined by I(ω,z)I0(ω) = 10
−A
is thus proportional to the absorption coefficient






Additionally, the absorption coefficient connects to the atomic cross section σ(ω) by
α(ω) = ρNσ(ω). (1.22)
Combining equations (1.22),(1.21), (1.19) and (1.17) results in






This equation connects the measurable quantity optical density with the atoms’ dipole
moment, which can be calculated in theoretical models. It shall be noted, that this
formula is only correct if the electric field is a weak perturbation, which does not alter the
population of the states significantly.
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Figure 1.2: Three step model of HHG, taken from [15]
A An atom is tunnel ionized by a strong electric field. B The free electron follows a
classical trajectory driven by the field. After half an optical cycle it is accelerated back
to the nucleus. C The electron recombines with the original atom under emission of a
high-energetic photon.
1.7 High-Harmonic Generation (HHG)
If an intense short-pulse laser is focused in an inert gas, one can observe the emission
of odd harmonics, typically in the extreme ultraviolet (XUV) [3, 13]. Their phases are
locked, which leads to the emergence of a train of attosecond pulses [4]. Experimental
techniques allow to achieve a single attosecond pulse with a smooth spectrum (e.g. [14]).
1.7.1 Simple Man Three Step Model
The simplest model to explain the emergence of the high energetic light is semi-classical
[5]. It consists of three steps, which are depicted in Figure 1.2. In a first step, the electron
can tunnel out of the Coulomb potential due to the strong electric field, which modifies the
total binding potential. Then, in the second step, the residual atomic potential is neglected
and the evolution of the electron wave packet is described classically as trajectory. Since
the optical cycle determines the direction of the force, the electron is first pushed away and
then accelerated back to the nucleus. In the third step, the electron recombines with the
original atom, i.e. it becomes bound again. Its kinetic energy and the ionization potential
is released in a single high energetic photon.
1.7.2 Quantum Mechanical Description
Lewenstein et al. have presented a quantum theory that can recover the classical three
step interpretation of HHG [16]. Based on the approximations that all bound states can
be neglected except the ground state which negligible depletion and that in the continuum










d3p E(t′) dx(p+A(t′)) d∗x(p+A(t)) ei
∫ t
t′ (p+A(t
′′))2/2+Ip dt′′ , (1.25)
where t′ denotes the time when the electron is freed by tunnel ionization, E is the electric
field that triggers the tunneling, A the vector potential of the field, dx the dipole matrix
elements along the polarization direction (dx(p) = 〈p|x|Ψ0〉 for an momentum eigenstate
|p〉), Ip the vector potential and p the canonical momentum of the electron. The phase of






1.7.3 Assuming XUV Excitation
Within this thesis the dynamics of free electrons under the influence of a laser field in
the vicinity of the parent atom are studied. Therefore, the electron is not tunnel-ionized
but set free by a short XUV pulse. As the XUV pulse is much shorter than the other
timescales, we will assume it to be a Dirac delta function: E(t′) = Eδ(t′). This results in










We can now introduce the velocity as v(t) = p+A(t) and use the approximation that the
dipole moment vanishes for velocities in a different direction than the laser polarization


















′)2/2+Ip dt′ . (1.28)
This formula will allow us to calculate the dipole moment out of classical trajectories of
the electrons.
1.8 Ponderomotive Energy
Due to its charge, an electron experiences in an electric field E(t) the acceleration a(t) =
E(t) (in a.u.). Assuming a monochromatic light field E(t) = E0 exp(−iωt) with frequency
ω and vanishing initial velocity and position, integration results in
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where I denotes the intensity of the light. The ponderomotive energy Up is thus the
cycle-averaged kinetic energy of a free electron in an oscillating electric field.
1.9 Reconstruction of the Strong-Field-Driven Dipole Re-
sponse
The following is a key concept, which will be used extensively throughout the thesis. It
was introduced by Veit Stooß et al. in [6]. The idea is to extract the time dependent-
dipole moment, which is the response to an initial excitation, out of a single absorption
spectrum.
Let’s consider an atomic system which interacts with a weakly perturbing field E(t).
This leads to a response of the system, namely an oscillating dipole moment d(t). It will
decay corresponding to the system’s life time τs. During this time, there can be a time-
dependent interaction V (t), which modifies the dipole. This interaction can, for instance,
experimentally be achieved by a strong near-infrared (NIR) laser pulse. Experimentally
measurable is not the modified dipole moment d(t, V (t)) itself, but the absorption spectrum
A(ω), in which the information is decoded (see eq. (1.23))
A(ω) ∝ ω=




If the initial weak excitation E(t) is much shorter than τs and the time scale of the per-
turbation V (t), the problem can be treated in the impulsive limit. This means that the
excitation can be assumed to be a Dirac delta function E(t) = Eδ(t). This limit is for ex-
ample justified, if the excitation is an extreme ultraviolet (XUV) pulse with a few hundred
attosecond width, and the interaction is due to a strong NIR pulse with a half-cycle time
of more than a femtosecond. Veit Stooß et al. have proven, that in this limit, the dipole
response can be reconstructed due to causality by a simple Fourier transform




iA(ω) exp(−iωt)dω for t > 0. (1.34)
The time-dependent dipole moment d(t, V (t)) is in this case a complex quantity and
contains amplitude and phase.
A(ω) is the full absorption spectrum. Experimentally, it is often not accessible due to
limitations of the spectrometer. It is a valid approach to use only a part of the absorption
spectrum for the reconstruction. Formally, this corresponds to a window function w(ω),
10
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which cuts out the spectral features of interest
dpart(t, V (t)) ∝ F−1[iw(ω)A(ω)]. (1.35)
dpart(t, V (t)) denotes the dipole moment which corresponds to the spectral feature within
w(ω), e.g. an absorption line or the continuum. In the following, the index will be omitted.
In this thesis, often the influence of the NIR interaction (V (t)) is the quantity of
interest. It is quantified by the difference of the absolute reconstructed dipole moment
with and without NIR interaction




Solving the Time Dependent
Schro¨dinger Equation (TDSE) for
a Model Helium Atom
In a previous attosecond transient absorption experiment interesting spectral features have
been observed in the continuum of single excited helium. Some of the observations can be
explained by the ponderomotive energy shift of the electrons [17]. Especially in the pulse
overlap of XUV and NIR light, there seem to be additional influences on the spectrum.
To explore the relevant features of the system, a time dependent Schro¨dinger equation
simulation was set up.
Our aim is to solve the Schro¨dinger equation (given by (1.1)) for the Hamiltonian of
a helium atom in a light field, which is given by the following expression in length gauge













|r1 − r2| . (2.1)
2.1 Method
The simulation consists of a split step algorithm that propagates the electronic wave
function alternating between real and momentum space. The following approximations
are used to obtain a feasible numerical problem:
• Propagation in one spacial dimension:
Reducing the dimensionality from three to one spacial dimensions lowers the needed
computational power dramatically. It has been shown in previous studies that fun-
damental features of the dimensionally reduced system still fit to experimental ob-
servations [18, 19].
• Using a discretized, finite grid:
Numerical solutions are only possible if the quantities are discrete. The grid on which
the wave function is defined in the simulation consists of N = 4096 points with a
13
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(TDSE) FOR A MODEL HELIUM ATOM
spacing of dx = 0.25 a.u. thus x = −511.75 a.u. to 512 a.u. The origin x = 0 a.u.
corresponds to the nucleus position.
• Absorbing boundaries:
As a consequence of the finite grid another modification is necessary. To avoid that
the parts of the wave function which leave on one side of the grid reappear on the
other side, absorbing boundaries are added to the model. They are implemented by
adding an imaginary part to the potential, which leads to an effective damping of the
wave function’s amplitude. This imaginary potential is zero for |x| ≤ 350 a.u. and
rises outside of this region with a cos2 function to a value of 0.01 at the boundaries.
The parameters are chosen to minimize reflections and effects on all bound states.
• Single active electron (SAE) approximation:
Although we try to model helium with two electrons, the electron-electron inter-
actions are neglected. The interesting regime in this study is the first ionization
continuum of helium at Ip = 24.58 eV. The first doubly excited states have an en-
ergy of over 60 eV. Thus we can assume that the second electron plays a minor role
in our study.
• Soft-core potential:
The coulomb potential V (x) = −1|x| exhibits a singularity at the origin which is
troublesome for a numerical algorithm. Therefore, the simulation runs with the
soft-core potential V (x) = −1√
x2+a
with the soft-core parameter a = 0.483. This
parameter has been optimized to fit the ionization edge of the model system with
the experimental Ip of helium. The validity of the soft-core potential has been
discussed in [18].
The real potential of the helium atom in an external electric field E in dipole approxima-
tion,






|r1 − r2| − rE(0, t), (2.2)
transforms with all approximations to:
V (x, t) =
−1√
x2 + a
− xE(0, t)− iVabsorb(x). (2.3)
Figure 2.1 a) and b) illustrate the used approximations graphically.
Using the approximated potential from above the Hamiltonian that needs to be solved
is given by:







− xE(0, t)− iVabsorb(x)︸ ︷︷ ︸
V (x,t)
. (2.4)
The first part depends on momentum T (p) = p
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Figure 2.1: Method used for TDSE simulations
a) Artistic illustration of the helium atom, and potential. The gray shaded area depicts the
electrons orbital. In green (blue) the Coulomb potential without(with) a laser interaction
in dipole approximation is shown. b) Illustration of the 1D model with soft-core potential
(graphics idea by [20]). In green (blue) the soft-core potential without(with) a laser
interaction in dipole approximation is shown. The imaginary part of the potential is
shown in orange. c) Chart of the split-step algorithm principle. The gray shaded part is
repeated for each time step.
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which is a function of position and time V (x, t). The remaining task is to calculate the
evolution of a wave function with this Hamiltonian. This problem is solved with a split step
algorithm that propagates the electronic wave function alternating in real and momentum
space. The propagation operator U(t+ dt, t) = e−iH(t)dt describes the evolution of a wave
function from t to t+ dt by the equation:
Ψ(x, t+ dt, t) = U(t+ dt, t)Ψ(x, t). (2.5)
The here applied split step algorithm in second order approximates the propagation op-
erator by:
U(t+ dt, t) = e−i[T (p)+V (x,t)]dt (2.6)
≈ e−iV (x,t+dt)dt2 · e−iT (p)dt · e−iV (x,t)dt2 . (2.7)
This simplifies solving the Schro¨dinger equation to multiplying complex numbers and
applying Fourier transformations. Figure 2.1 c) shows a flow chart of the resulting com-
putational steps. The gray shaded part is repeated until the final time is reached. The
first and the last propagation step need to be over half the time interval dt2 to achieve a
higher accuracy. As time step size dt = 0.05 a.u. = 1.2 as =ˆ 540 eV is used, which is much
smaller than any time scale of the investigated system.
It is not only possible to include the light-matter interaction during the step in real
space (length gauge) but also in momentum space propagation (velocity gauge). Including
all approximations that were discussed, the Hamiltonian reads in velocity gauge:












where A(t) = −c ∫ t−∞ dt′E(t′) denotes a vector potential. The differences between the two
gauges have already been discussed elsewhere [21, 22], and should not be a topic in this
thesis (see appendix B.3 for a brief comparison). If not stated otherwise the velocity gauge
is used throughout this thesis.
Of course the above presented method will not reproduce the states of the real helium
atom. The energy levels which live on the grid are depicted in 2.2. There are even
and odd states, which consist of symmetric and antisymmetric wave functions in real
space. The ground state Ψ0 is even. The full wave function can be represented as Ψ(t) =
(1−a)Ψ0+aΨe, where Ψe stands for an arbitrary superposition of all excited wave functions
and a  1 is the excited fraction. As the excitation is weak, the dipole moment can be
approximated as:
d(t) = 〈Ψ(t)|x|Ψ(t)〉 (2.9)
≈ 〈Ψe|x|Ψ0)〉+ 〈Ψ0|x|Ψ0)〉︸ ︷︷ ︸
=0
+c.c. (2.10)
This means, only states with a non vanishing dipole moment to the ground state will be
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Figure 2.2: Level scheme of the used model, the continuum is shown in gray.
observable in the absorption spectrum. The even states correspond to dipole forbidden
dark states. As the states’ energies are not the same as for helium, all statements deduced
from this model will be qualitative.
2.2 Evolution of a Wave Function
This section studies the evolution in time of the computed wave function Ψ(x), to give an
idea of the wave function dynamics during light-matter interaction.
2.2.1 Excitation with a Gaussian XUV Pulse
Figure 2.3 shows the evolution of a wave function. We look at the absolute value of the
wave function (as in the rest of this section) and therefore omit phase information. The
wave function starts in the ground state (see B.1 for details of the preparation), which is
normalized to 1. At t = 0 fs it is excited by an XUV pulse defined in 2.4 a). The XUV
ionizes parts of the wave function which results in a wave packet that moves away from
the nucleus at the origin of the grid. The absorbing boundary, starting at x = ±350 a.u.,
damps the wave packet before it can reach the border of the grid. After 60 fs there is
still a small contribution of the wave function in the continuum. This is due excitation
with energies directly at the ionization edge and some minor reflections at the absorbing
boundary. Additional to the continuum wave packet the XUV excites some bound states
which can be seen at small distances from the nucleus. However, the majority of the wave
function is not excited, but stays in the ground state.
For the orange lines in Figure 2.3 an additional Gaussian NIR pulse (see A.2) with
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Figure 2.3: Evolution of a wave function
The absolute value of the wave function |Ψ(x)| at different times with XUV excitation
at t=0 and with (without) additional NIR interaction at t=0 in orange (blue). The gray















































































Figure 2.4: Spectra and time dependent field of XUV pulses
a), b) Gaussian pulse with FWHM = 200 as centered at ωXUV = 24 eV c), d) XUV pulse
defined in the spectrum by cos2window (see A.1) with maximum at 25 eV, a rising edge of
0.4 eV and a falling edge of 15 eV.
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Figure 2.5: Influence of the NIR on the wave function evolution
a) Wave function evolution in real space, the color map displays the absolute value of
the wave function with NIR interaction minus the wave function without NIR interaction.
The gray dotted lines should highlight the ionized continuum wave packet. b) The electric
field which acts on the wave function. The purple dashed line indicates the time of
XUV excitation. c) Difference of the momentum wave function with and without NIR
interaction. The inset shows the ground state in momentum space.
FWHM = 5 fs, central frequency ω0 = 1.7 eV and peak intensity Imax = 0.9× 1012 Wcm−2
perturbs the wave function with zero delay, thus at t = 0, as well. The NIR changes the
excited bound states and introduces a small asymmetry in the continuum wave packet,
i.e. the wave function has a higher amplitude in the negative x-direction than the positive
x-direction.
To see the effect of the NIR pulse on the evolution of the wave function clearer, Figure
2.5 displays the difference between the wave function evolution with and without NIR
interaction, thus |Ψ(x, t)| − |ΨnoNIR(x, t)|. Figure 2.5a) shows the wave function in real
space. The NIR during the excitation leads to an asymmetric evolution of the continuum
wave packet, i.e. the part of the wave function that departs in negative direction becomes
bigger, the part in positive direction diminishes. The bound states (the part of the wave
function which stays near the origin) are affected as well by the NIR pulse. During the
interaction time (t=−10 fs to 10 fs) one can see a periodic shift of the ground state related
to the phase of the electric field. It is possible as well, to look at the wave function in
momentum space as shown in Figure 2.5c). In this representation the shift of the ground
state dominates completely during the NIR interaction. Thus, the insight on dynamics in
the continuum is limited.
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Figure 2.6: Wave function evolution with a spectrally asymmetric XUV pulse with NIR
interaction at different delays
a) Evolution of the wave function with XUV excitation with the pulse from 2.4c) at t = 0.
b), c) Changes of the wave function due to an NIR pulse at t = 0 fs, t = 10 fs. Note the
different scale in c)
To sum up, in this configuration the XUV excites continuum and bound states and
both are changed (coupled) by the NIR interaction. In this work the influence of a strong
NIR field on the continuum is studied. Therefore, it would be nice to separate bound and
unbound states and excite only the latter.
2.2.2 Excitation of Continuum States Only
An excitation of the continuum states only can be achieved by tailoring the XUV pulse
in the present simulation. Figures 2.4 c) and d) show the XUV pulse which is used in the
following. This pulse only contains spectral components above 24.6 eV and below 40 eV,
thus it cannot excite bound states. As downside it is less well defined in the time domain.
With FWHM ≈ 500 as it is longer than the Gaussian pulse used before and it shows
long-lasting ringing.
Figure 2.6a) shows the time evolution of a wave function which was excited by this
pulse in logarithmic scale. There is a wave packet that separates from the ground state
at t = 0 fs and moves towards the boundaries while it is dispersing. However, next to
the origin no changes are visible because no bounds states have been excited. This is
exactly the behavior we wanted to achieve. Figures 2.6 b) and c) depict the change in
wave function by the NIR interaction. The pulse parameters are the same as before, only
20
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Figure 2.7: NIR and XUV induced changes of the wave function evolution
a) Changes of the wave function evolution with spectrally asymmetric XUV excitation
with NIR interaction at t = 2 fs. The plotted quantity is ∆Ψ(x) defined in equation
(2.12). b) The NIR field which acts on the wave function. The dashed line indicates the
time of XUV excitation, the dotted line is the time of maximal NIR field.
the time delay between NIR and XUV is changed. If the pulses are overlapping (delay
0 fs), the NIR modulates the continuum wave packet in a manner that it is alternating
enhanced in positive and negative direction and the opposite direction is suppressed. In
addition, bound states are populated. These are higher lying Rydberg states, which can
be reached out of the continuum with one or two NIR photons. For a delay of 10 fs, the
NIR has nearly no effect on the wave function, except for a very small modulation of the
continuum wave packet (the color map is one magnitude more sensitive than for time delay
of 0 fs). Hardly any bound states are excited after both pulses have passed.
It is an interesting question whether one can see parts of the continuum wave packet
pushed back to the nucleus by the NIR field. This could be interpreted as ’recollision’ of
an ionized electron into the atomic core. The most interesting region to look for such a
signature is close to the nucleus, but there the periodic shift of the ground state dominates
the change of the wave function and potentially overlays the signature. Fortunately, it is
possible to subtract this dominant contribution, as it is done in Figure 2.7. Here we see the
remaining wave function after the subtraction of the the changes that the NIR introduces
without XUV, the changes the XUV introduces without NIR and the ground state Ψ0(x):
∆Ψ(x) = |Ψ(x)| − (|ΨnoNIR(x)| − |Ψ0(x)|)− (|ΨnoXUV (x)| − |Ψ0(x)|)− |Ψ0(x)| (2.11)
= |Ψ(x)| − |ΨnoNIR(x)| − |ΨnoXUV (x)|+ |Ψ0(x)|. (2.12)
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In Figure 2.7 the time delay is set to 2 fs to follow the thinking that a wave packet is first
excited, then propagates and is finally pushed back. Of course the NIR pulse is already
present during the excitation due to its FWHM of 5 fs. The figure shows the induced
asymmetry in the continuum wave packet clearly and one can see the population of the
excited bound states. Some structures around x = ±20 a.u. look a bit bent, but there is
no feature that would allow for an interpretation of ’recollision’ in the classical sense, i.e.
an electron trajectory returning to the nucleus.
This section gave an idea of the evolution of the electron wave function with XUV
excitation and interaction with a moderate strong NIR pulse in the used model. Ex-
perimentally, the time dependent electron wave function is not measurable directly. To
produce predictions comparable to experiments, we need to look at another quantity, the
absorption spectrum.
2.3 Calculation of Spectra without Strong Fields
This section shows first how to calculate a spectrum from the wave function evolution.
Then, the unperturbed spectrum (no strong NIR interaction) dependence on damping and
grid size is studied.
By knowing the wave function at each moment in time, one can calculate the time
dependent dipole moment, which is a quantum mechanical observable:
d(t) = 〈Ψ(t)|x|Ψ(t)〉 . (2.13)
To make the results comparable to measured data, we have to introduce an effective
decay of the dipole moment. This accounts for dephasing, spontaneous decay and finite
spectrometer resolution, which define an effective time scale for the dipole decay in the
experiment [23]. As shown in Figure 2.8 the dipole is multiplied with an exponential
function with lifetime τ
d˜(t) = e−t/τd(t). (2.14)
τ is set to be 100 fs, which will transform delta-like absorption lines into Lorentzians with
a width in the order of meV. This is much longer than the time scale of any effect we
want to study. Equation (1.23) states, that with the electric field of the XUV E(t) the







In the simulation the speed of light c is used as proportionality constant (according to
[24] the cross section is then σ(ω) = 4pi
c2
A(ω)). Figure 2.9 displays the resulting absorption
spectrum. The bound states dominate by several orders of magnitude. In contrast to
experimental absorption spectra the ionization edge is only a small bump. Additionally,
there seem to be bound states after the continuum edge because of the finite grid size.
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Figure 2.8: Dipole moment out of the TDSE simulation with only an XUV excitation
The dipole moment, calculated by (2.13), without (with) additional dephasing in blue
(orange). The inset shows a zoom-in to illustrate the oscillation. The XUV excitation













































Figure 2.9: Spectrum out of the TDSE simulation with only an XUV excitation
a) The spectrum that calculates by (2.15) out of the dipole in Figure 2.8. The inset shows
a zoom-in on the continuum edge, where the dashed line represents Ip. Calculations are
in length gauge. b) Further zoom-in on the continuum edge, calculated with two different
grid sizes.
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Figure 2.10: Spectrum out of the TDSE simulation for different absorbing boundaries
The absorption spectrum without NIR for different start values of the absorbing bound-
aries. The dashed line indicates the ionization potential Ip and the dotted line depicts the
damping parameter which is used for all other simulations within this chapter. The inset
shows three lineouts of the absorbing boundaries for different start values xd.
Within this work the simulation was rewritten to be run on GPUs. For a grid size of
4096 points GPU computing is slower than on CPU with an average laptop. For big grids
the GPU computing unleashes its scaling power, thus the simulation could be run with
more than four million grid points (this was only by a factor of 20 slower than the 4096
points on CPU). One can see in 2.9b) that the oscillations around the continuum edge
disappear for this big grid. However, out of time and power consumption arguments all
further calculations are conducted on the smaller grid as these features do not encumber
the findings.
It is important to check the influence of the absorbing boundaries, as their impact is
biggest on continuum states which we are mainly interested in. Figure 2.10 shows the
absorption spectrum dependent on the size of the boundaries. If the damping starts too
close to the nucleus, the absorption lines of the Rydberg states get broader and shift a bit
to higher energies. If the damping starts too close to the grid borders, the artifact of the
discrete states above the continuum threshold due to the finite grid size becomes stronger.
As a compromise for all further calculations the start of the absorbing boundaries is set
to 350 a.u.
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Figure 2.11: Time delay scan of the absorption spectrum with the TDSE simulation
On the top, for each time delay of the NIR and XUV pulse (parameters in the text), the
absorption spectrum was calculated. The white dashed box marks an interesting region
at the continuum edge. The bottom part of the figure displays the same data as above,
Fourier transformed along the time delay axis. The absolute value of this Fourier transform
is indicated by the color scale.
2.4 Time Delay Dependent Absorption Spectra
In this section the time delay dependent influence of a strong NIR pulse on the absorption
spectrum is studied.
For the simulations in this section, the NIR and XUV parameters are the same as in the
previous sections (XUV: Gaussian with FWHM = 200 as centered at ωXUV = 24 eV; NIR:
Gaussian with FWHM = 5 fs, central frequency ω0 = 1.7 eV, maximum intensity Imax =
0.9× 1012 Wcm−2). These are comparable to values which can be reached experimentally.
Figure 2.11 shows the time dependent absorption spectrum and its Fourier transform
over the delay axis. At negative time delays, when the NIR comes before the XUV, the
spectrum does not change. However, during the overlap and for NIR pulses succeeding
the XUV, there is a lot of dynamics visible. Many visible effects have already been studied
in various publications [24–26], which emphasize NIR-induced dynamics between bound
states. For many states the absorption line shape changes by Autler-Townes splitting
25
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Figure 2.12: Absorption spectra continuum structure
a) Magnification of the time dependent absorption spectra in the dashed box of Figure
2.11. The white dashed lines indicate the energy position of the light induces states (LISs)
without ponderomotive shifts. b) Level scheme of the model system at the continuum
edge with dark, bright and light induced states for an NIR energy of 1.7 eV. The gray
area indicates the continuum. See text for details on the states labeling.
during the overlap [27] and by perturbed free induction decay for positive delays [28].
The sub-cycle oscillations of the absorbance which produce the most dominant diagonal
features in the Fourier spectrum are due to two photon coupling to the bright states [25,
26, 29]. Additionally, there are light induces states (LISs), which couple the ground state
to dipole forbidden dark states with an XUV and an NIR photon [23, 25]. They are only
present in the direct overlap of NIR and XUV light at ωLIS = ωdarkstate ± ωNIR.
As this work concentrates on laser-induced continuum dynamics, we look for interesting
features in that regime. In Figure 2.11 the dashed white box highlights a region at the
continuum edge, where one can see a slight total enhancement in absorption during pulse
overlap. The most probable explanation for this is either a light-induced state or a direct
response of the continuum edge.
2.5 Light Induced States in the Continuum
The aim is to solve the ambiguous interpretation of the absorption enhancement at the
continuum threshold of the last section. Therefore, Figure 2.12 a) shows a magnification
of the continuum edge absorption spectra together with the position of the expected LISs.
The numbers inside the plots indicate the order of the dark state (1 stands for the ground
26
































































Figure 2.13: Laser induced continuum structure
a) Time-dependent absorption spectra at the continuum threshold for an asymmetric
XUV excitation (spectrum shown at the top) and a strong field with central frequency
ω0 = 3 eV, pulse duration FWHM = 5 fs and peak intensity Imax = 8.1× 10−5 a.u. =
2.8× 1012 Wcm−2. The white dashed lines indicate the energies of the LISs. b) The field
induced difference of the absorption A(ω)−A(ω)nofield for a time delay of 2.6 fs of a strong
pulse with the same parameters as in a) except for FWHM = 20 fs. The solid orange
(green) line represents a fit with the Fano formula (2.16) (Fano convolved with a Gaussian
with σ = 54.8 meV). Fit parameters are given in the text. The gray region indicates the
fit region and the inset shows a zoom-in.
state) and the + implies that the LIS is one NIR photon energy higher than the dark
state. Figure 2.12 b) shows the labeling on a level scheme of the simulation. There are
LISs energetically lower than their dark state, they are signed with a minus, eg. 3-, 4-.
As the central frequency of the NIR is ω0 = 1.7 eV, the 3+ LIS lies at 22.73 eV (energy
of 3rd dark state) +1.7 eV = 24.43 eV, which is very close to the ionization potential of
24.58 eV. At LISs 4+ and 5+ there is no distinct feature in the pulse overlap, because of
a much smaller coupling strength. Thus, there is a light-induced state at the continuum
edge, but we can still not be certain, that this is the reason for all of the modulation of
the absorption visible at the ionization threshold in the spectrum.
To clarify this, Figure 2.13 a) shows the time dependent absorption spectra for a
slightly different case. Compared to the previous settings, the XUV pulse is now not
Gaussian but asymmetric in the spectral domain. It has the same shape as in 2.4 d) but
starts at 24 eV and peaks at 24.2 eV (compare the lineout in the top of the figure). As a
consequence the overall 2ω0 oscillation of the absorbance vs time delay disappears for the
following reasons. Firstly, the continuum cannot interfere with the bright states plus two
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NIR photons, as the bright states are not populated any more. Secondly, the XUV cannot
excite the light-induced states which lie energetically below the corresponding dark state,
e.g. the 3-. Thus, the 3- and the 3+ states cannot interfere but this interference would
be responsible for the periodic modulation of the absorbance with time delay at the LISs
[25]. Consequently, all sub-cycle structure has disappeared from the absorption spectra.
Another important change in the settings is the central light frequency of the strong pulse,
which corresponds to 3 eV in Figure 2.13 a). This change shifts the 3+ LIS away from the
ionization potential (LIS 2+ is at 23 eV, thus it will not effect the continuum edge either).
The intensity of the light has been adjusted to keep the ponderomotive energy the same
as for the NIR light at 1.7 eV. This was done, because the continuum structure can be
explained by a ponderomotive shift of the free electrons to some extend (see [17]). Mainly
two things can be learned from Figure 2.13 a).
• There is no time-delay dependent feature at the continuum edge. The absorption is
exactly the same for all time delays, thus the modulation in the former case must
have been caused by LIS 3+.
• Without the 2ω0 periodicity the shape of the LIS absorption profile becomes clearly
visible. In the pulse overlap, the absorption decreases first and increases afterwards
in the energy domain.
The feature of LIS 3+ is spectrally broad as the light pulse is short and broad in the
spectrum. To prevent a mixture of the 3+ and 4+ LISs, the pulse width is increased
to FWHM = 20 fs. Figure 2.13 b) shows the absorption at 2.6 fs minus the absorption
without a strong field. The energy range in the figure covers the 3+ and the 4+ LISs.
Both light-induced states have a similar spectral line shape, which is very much Fano like.
Fano explained the absorption line shape of autoionizing doubly excited helium states
[30] which is due to the interference between two quantum pathways leading to ionization.












where  stands for the reduced energy, A0 for the absorption far away from the resonance,
E0 for the position of the resonance and Γ for its width. q is the asymmetry parameter
introduced by Fano. Additionally, Lorentzian absorption lines can be converted to show
a Fano profile by inducing a phase onto the dipole response by a strong laser pulse [31].
How can we understand the origin of the Fano absorption line in the present case?
The phenomenon which leads to the observed absorption features is known as Laser-
Induced Continuum Structure (LICS). It has already been described in the 70s [32] as
’pseudo-autoionizing states’ and studied on several systems by sweeping a narrowband
laser through the resonance [33–35]. Reference [36] offers a review of this topic. The
process is the following: an embedding laser couples an unpopulated discrete bound state
with the continuum. Simultaneously, a weak probe laser examines the absorption in the
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structured continuum. This is exactly the situation given in the attosecond transient
absorption experiment with a strong light field in the temporal overlap. In analogy to
autoionizing states [36], where a bound state is embedded in the continuum, the LICS has
a Fano profile.
Fitting the simulated absorption spectrum of Figure 2.13 b) with the Fano profile given
by equation (2.16) results in the parameters:
Γ = 0.13 eV q = 1.14 E0 = 25.753 eV A0 = 18.4 arb.u.
However, the Fano fit seems to describe the absorption profile poorly. This can be ex-
plained by the broad spectrum of the strong embedding laser. For the used 20 fs pulse,the
spectrum has a width of σ = 54.8 meV and the position of the resonance has a width as
well. To take this effect into account the fitted Fano profile is convolved with a Gaussian
of width σ. As the width is fixed, the fit has no additional free parameter, but Figure 2.13
b) shows a nearly perfect agreement with the simulation data. The new fit parameters
are:
Γ = 0.20 meV q = 1.20 E0 = 25.756 eV A
∗
0 = 6700 arb.u.
A∗0 is not the absorption far away from the resonance but a scaling factor which describes
the strength of the resonance. It can be expected, that this method will not accurately
describe the absorption spectra for very high laser intensities, because at some intensity
the photon picture describing the emergence of the LISs/LICS should break down.
Let’s have a look at the intensity dependence of the LICS in the moderate intensity
regime, where the ponderomotive shift is still smaller than the laser bandwidth and central
energy. Figure 2.14 a) shows the absorption changes at the 3+ LIS for different intensities
together with Fano ∗ Gaussian fits. Figure 2.14 b) depicts the central photon energy
of the resonance and its q values as they have been found by fits versus laser intensity.
The position of the resonance shifts linear with the intensity, which makes sense as the
ponderomotive energy scales linear with intensity. Fitting the positions linearly gives us
a zero intensity value, which is in very good agreement with the theoretical prediction
(energy of the third dark state plus the central photon energy) indicated with a black
diamond. The q value shows a small systematic dependence on the laser intensity as well
as it decreases with maximum intensity. This could be a hint on phase shifts which are
introduced by the laser [31]. However, the standard deviation of the fit errors are much
larger than the changes. 1
2.6 Interpretation of LICS in the Time Domain
Following the reasoning of Section 1.9, it is possible to reconstruct the time dependent
dipole moment out of an absorption spectrum. Thereby, it is crucial which part of the
1One has to keep in mind as well, that simulated numbers do not show noise as experimental data.
Thus, the standard deviations of the fit parameters are due to systematic errors.
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Figure 2.14: Intensity dependence of the laser induced continuum structure
a) Field induced changes of the absorption spectrum at the 3+ LIS for the same pulse
configuration as in Figure 2.13 b) for different laser intensities. The markers show the
simulation results, the solid lines are fits to a Fano line convolved with a Gaussian with
σ = 54.8 meV width. All fit parameters are in appendix B.4. b) Blue crosses show the
center energy of the fits (σ error bars have the size of the markers) dependent on the peak
laser intensity. Orange circles mark the fitted q parameter with fit σ error bars. The
dotted line is a linear fit to the center energies. The black diamond marks the position of
the 3+ LIS without ponderomotive shift.
absorption spectrum is chosen by a window function.
Figure 2.15 shows the reconstructed dipole for two choices. 2.15 a) and b) use a
Gaussian window to concentrate on the 3+ LIS and 2.15 c) and d) take an asymmetric
cos2window function, like it is defined in Appendix A.1 starting at 24.3 eV rising for 0.3 eV
and falling for 12 eV. The upper panel which is based on the use of a Gaussion window
does offer a clear interpretation. Without a strong field the dipole moment decays rapidly,
as the atom is ionized quickly. If there is an additional strong field, the continuum wave
packet is coupled to the dark 3-state and the dipole moment can survive longer without
ionization. This effect is known as population trapping and has been studied together with
LICS [35]. The small oscillation, which is visible for the pulse with FWHM = 20 fs at a
period of 4.8 fs, corresponds to the energy difference between the 3+ and 4+ states, as the
window does not cut out the 3+ state perfectly. The dipole response of the full continuum
in the lower panel is harder to interpret. Even without a field the dipole decays slower,
as the part of the wave function which has an energy directly at the continuum threshold
does not ionize fast. The field induces oscillations in the dipole response which are due to
all LISs in the continuum and the modulations directly at the ionization potential.
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Figure 2.15: Reconstructed dipole response of LICS
a) (c) The absolute value of the reconstructed dipole moment for different field lengths
(in FWHM ). The dotted lines show the value of the reconstructed dipole minus the dipole
without a strong field (blue). b) (d) The absorption spectra of the 3+ LIS for the different
pulse parameters and the window function (red dashed), which was used to retrieve a) (c).
The pulse parameters are the same as in Figure 2.13 at a delay of 2.6 fs.
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2.7 Absorption Signatures for High Intensities
In the previous sections, we have looked at intensities smaller than 5× 1012 W/cm2. Now,
Figure 2.16 shows the delay dependent absorption in the continuum for an intensity of
3.2× 1013 W/cm2 using light with ω0 = 3 eV. This corresponds to a ponderomotive energy
of 500 meV. The asymmetric shape of the excitation XUV pulse ensures that there are no
couplings to LISs or bright states which are bound. The LISs 3+ and 4+ are clearly visible
and ponderomotively shifted. Additionally, there is a clear absorption feature directly at
the continuum edge, whose origin cannot be explained by LISs. In the temporal overlap of
the two pulses the absorption at 24.6 eV is strongly enhanced and at 25.2 eV there is a slight
decrease of the absorption for a delay of 3 fs. For even longer time delays a hyperbolic
structure becomes visible at the continuum edge. This is either due to perturbed free
induction decay of the Rydberg states or caused by the ponderomotive shift of the free
electrons [17]. An exact discrimination does not make sense, as for this intensity the
ponderomotive energy is much higher than the binding energies of Rydberg states. Thus,
electrons occupying Rydberg states are hardly distinguishable from free electrons. The
feature in the pulse overlap is harder to interpret. It might be seen as an absorption signal
from the Rydberg states which are pushed into the continuum by the ponderomotive
energy. However, at this intensity the transition from Rydberg to continuum states is
smooth as the electrons are not bound anyway.
There is a small 2ω0 oscillation on all features in the temporal overlap. For the light
induces states, this can be explained by 2 photon couplings to the 33+ and 43+ states
(which are three photons away from the dark state). The oscillation in the Rydberg states
and at the edge is either an intrinsic property of the continuum feature or an artifact
of the simulation. As the intensity is very high, some small part of the wave function is
reflected at the absorbing boundary leading to an oscillation for equal Fourier and spectral
energies. This is filtered out in Figure 2.16 but there might be more artifacts due to this
numerical issue.
It is interesting to look at the wave function evolution for the case of a strong field.
Figure 2.17 b) shows the identical case as Figure 2.7 but with a 50 times higher intensity,
which corresponds to a ponderomotive energy of Up = 2.1 eV. Here, Up ≈ ω0, such that
even stronger effects can be expected than for Figure 2.16 with ω0 = 3 eV (Up = 0.5 eV).
The wave function is now strongly driven by the field and there are contributions which
are pushed back to the nucleus. This wavy motion of the wave function is very similar
to the trajectories, which electrons would follow in a classical sense. To illustrate this
statement, the trajectories for two different starting parameters (see figure caption) are
shown. One is calculated using the strong-field approximation (SFA), i.e. neglecting the
atomic potential, and one corresponds to the classical motion with the soft-core potential.
The absorption spectrum displayed in 2.17 d) shows very strong dynamics which cannot
be explained in the picture of LISs. Applying the reconstruction of the dipole moment
(1.9) results in Figure 2.17 a). At first look the reconstructed absolute dipole moment
seems to be asystematic but the maxima of the curve fit very well to the times which can
be interpreted as zero-crossings of the wave function evolution.
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Figure 2.16: Absorption spectrum at high intensity
Absorption spectra dependent on the time delay at the continuum edge (in the mid-
dle) and the corresponding Fourier transform along the delay axis (in the bottom). The
pulse parameters are the following. XUV: asymmetric with 1 eV rising edge, maximum
at ωXUV = 24.5 eV and 15 eV falling edge; VIS: Gaussian with FWHM = 5 fs, central
frequency ω0 = 3 eV, maximum intensity Imax = 3.2× 1013 Wcm−2. The XUV spectrum
is plotted in the top. The white dashed lines indicate the positions of the LISs, without
the ponderomotive shift. To get rid of an artifact due to reflection on the boundaries, the
data is lowpass filtered at 15 eV Fourier energy.
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Figure 2.17: Wave function evolution at high intensity
This figure shows the dynamics, triggered by an asymmetric XUV pulse (2.4c,d), which
only excites the continuum, preceded by a FWHM = 5 fs NIR pulse at a delay of 2 fs and
ω0 = 1.7 eV with maximal intensity 4.4× 1013 W/cm2. a) The reconstructed absolute
dipole moment minus the dipole moment without NIR field (orange, lower axis) and the
time derivative of the dipole phase (green, upper axis), using a spectral window, which is
the same as the XUV spectrum. The black lines indicate the local maxima, the vertical
gray line marks the ionization potential in the axis of the phase derivative. b) The
propagating field induced differences in the wave function calculated with (2.12). The
black crosses point out the positions of the maxima in a). The white dashed (dotted) line
shows an example of an electron classical trajectory calculated in SFA (with the potential)
for ionization at −0.35 fs (0 fs) at x = 0 with 0.53 eV (0.80 eV) kinetic energy. c) Field
of the NIR, the dashed purple line marks the XUV excitation and the dotted red the
maximum of the NIR. d) The absorption spectrum of the continuum with (without) NIR
in orange (blue). The dashed purple line shows the spectrum of the XUV and the window
used for the reconstruction in a).
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2.7. ABSORPTION SIGNATURES FOR HIGH INTENSITIES
This is an exciting finding and it underlines the power of the reconstruction method.
While the information in the spectrum is very hard to decipher, the reconstructed dipole
moment offers an easy interpretation as zero-crossings (’recollision’) of the wave function.
In principle, one single measurement of the absorption spectrum in the continuum offers
attosecond information about the evolution of the wave function.
The classical picture of electron trajectories seems to be suitable to describe the system
in this intensity regime. Looking at the time derivative of the reconstructed dipole phase
in Figure 2.17 a) supports this statement. If we think of the phase as eiS with the quasi
















where v(t) denotes the velocity of the electron. For the first maxima of the absolute dipole
moment the phase derivative shows maxima as well because at a zero-crossing the velocity
becomes highest too. For the later maxima ’the’ trajectory becomes less unambiguous
and the interpretation of the phase complicates.
This motivates to look closer at classical trajectories. It might even be possible to
calculate spectra by simulating trajectories. In the next chapter this option will be studied
in detail.
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Key Results of the Chapter
Within this chapter a one-dimensional time dependent Schro¨dinger equation simulation
was set up to model the helium atom in single active electron approximation at the first
ionization threshold. For this model, the influence of a moderate or strong NIR pulse on
the wave function evolution was studied. Depending on the intensity, two distinct regimes
were found:
• Moderate intensity, Up  ω0:
Looking at the wave function evolution: if the NIR overlaps temporally with the
excitation pulse, the continuum wave packet displays a spatial asymmetry, as the
electric field favors one direction. Additionally, bound states are excited for over-
lapping pulses and the outwards moving continuum wave packet is forced to show a
small wiggling structure when interacting with a consecutive NIR pulse.
Calculating the time delay dependent spectra, produces a figure which is compara-
ble to experimental observations. The main features which have been described in
literature as coupling to bright states, change of absorption line shape and light in-
duced states (LISs) can be reproduced. All structures above ionization threshold can
be traced back to LISs, which are the same as laser induced continuum structures
(LICS) in the continuum. Due to the broad spectrum of the short pulses, the LISs
have the shape of a Fano line (as predicted for LICS) convolved with a Gaussian. In
the time domain, the LICS correspond to a retardation of the time dependent dipole
decay, which can be explained by impeded ionization (population trapping).
• High intensity, Up ≈ ω0:
Raising the field intensity leads to additional absorption features at the continuum
edge in the temporal time overlap. For Up ≈ ω0 the continuum absorption spectrum
can no longer be described by LICS since the photon picture breaks down. The
wave function propagation plot shows, that the excited wave packet is now clearly
driven back and forth over the nucleus. It resembles classical trajectories of ionized
electrons. The reconstructed dipole moment out of the full continuum absorption
spectrum exhibits peaks when a bigger part of the wave packet is driven over the
nucleus. This could be interpreted as ’recollisions’. The phase of the reconstructed




Solving the TDSE numerically can reproduce experimental observations if the used ap-
proximations are reasonable. However, often it does not allow to explain an observation
intuitively. A demonstrative model can much better link cause and result. In the last
chapter, we have seen that the propagating wave function is reminiscent of classical elec-
tron trajectories. This motivates to examine the possibility of using classical trajectories
to explain spectral field-induced features at the continuum edge.
3.1 Method
We calculate a one-dimensional trajectory x(t) for an electron which has been instanta-
neously ionized at t = 0. The electron starts at the nucleus x(0) = 0 with the initial
velocity v(0) = v0. The equation of motion in atomic units is given by
x˙(t) = v(t), (3.1)
v˙(t) = −E(t)− ∂V (x)
∂x
, (3.2)
for a linear polarized electric field E(t) and a potential V (x). In the following, we employ
the Strong Field Approximation (SFA) [37], which states that the atomic field is negligible
compared to the laser field, thus we can set V (x) = 0. Additionally, we compute the







dt′, with the ionization potential Ip, by setting





The above set of differential equations is solved using a Runge-Kutta method of order
5(4)38. The electric field is modeled with a Gaussian envelope, see Appendix A.2 for
details.
Our aim is to calculate the spectral response =(F(d(t))) according to equation (1.23),
because it is proportional to the absorption cross section and the optical density. This
makes it necessary to define a measure for the dipole moment d(t).
In the presented approach, the trajectory is convolved with a Gaussian. That means,
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the position of the electron x(t) is taken as the center of a Gaussian wave packet Ψ.
The center of this Gaussian wave packet is then driven classically by the laser field. The
absolute value squared of the wave function at the origin |d(t)| = |Ψ(0, t)|2 determines
the absolute value of the dipole moment. This is a rough approximation of solving the
three dimensional integral of the wave packet and the ground state wave function |d(t)| =
| 〈Ψ0|x|Ψ(t)〉 |. We use the Gaussian wave packet of eq. (1.7), which is dispersive with
time. The dispersion reflects, that the wave packet is in momentum space a distribution
with finite width. The normalization of the wave function sets d(0) = 1 to achieve better
comparability for different initial variances σ2 of the wave packet. In total the absolute











There are different options to choose the phase of the dipole and the normalization of the
Gaussian. In the next sections several will be discussed.
3.2 Classical Trajectories with a Model Continuum
The continuum absorption spectrum shows an edge structure at the threshold. The ab-
sorption is sharply rising at the ionization potential and is then slowly decaying. As we
are only interested in a change of its shape, the exact expression for the absorption A(ω)
is of small importance. In this section the absorption spectrum without field is modeled
by Amodel(ω) = cos
2
window(ω) function, see A.1 for the definition and Figure 3.2a) for a
lineout. The absorbance of the continuum is centered at 24.6 eV, it raises for 0.2 eV and
falls then for 15 eV.
As shown in6, the dipole response dmodel(t) can be reconstructed directly from the
absorption spectrum:
dmodel(t) ∝ F−1[iAmodel(ω)](t). (3.5)
To take the laser field into account, we modulate the absolute value |dmodel(t)| by





This means, that we have chosen a different normalization of the Gaussian wave packet
compared to (3.4). It is not any more normalized to be constant in time, but in such a
way, that a field-free trajectory (x(t) = 0 ∀t) results in |dmodel(t)|, because exp(0) = 1.
For a non-zero laser field the trajectories depart from the origin, which leads to a smaller
value of the absolute dipole moment. In this approach the phase of the dipole moment is
not changed by the field
arg(d(t)) = arg(dmodel(t)). (3.7)
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Figure 3.1: Simulation of classical trajectories using a model continuum.
a) Classical trajectories of the electrons for different time delays of the laser pulse. Positive
delays are plotted dashed to make lines distinguishable. b) Absolute value of the dipole
moment for the respective trajectory, computed with eq. (3.6). c) Reconstructed spectra
for the different time delays, computed with eq. (3.8).






If no strong laser field acts on the system, we obtain the absorption spectrum, which we
put in as a model: A(ω) ∝ Amodel(ω).
Figure 3.1 shows the trajectories, the resulting value for the absolute dipole moment
and the reconstructed absorption spectrum in the case that we have a strong laser field
for different time delays. Positive delays signify that the maximum field occurs after the
electron has been ionized, for negative delays the maximum was before t = 0. A Gaussian
pulse (see A.2) with FWHM = 5 fs, central frequency ω0 = 1.7 eV and maximum intensity
Imax = 3.5× 1012 Wcm−2 acts on the electron. The Gaussian has an initial variance of
σ2 = 30 a.u.2 and the electron starts at rest, v0 = 0. The period of a light field oscillating
with ω0 = 1.7 eV equals T = 2.43 fs, thus for a change in time delay of 2.4 fs the electron
trajectories are similar. As the sign of the field and the trajectories do not matter for the
calculation of |d(t)| and the absorption spectrum, they show a 2ω0 modulation with time
delay. If the electric field is zero at the time of the ionization t = 0, which is approximately
the case for delay = ±0.6 fs, the electron does not return to the origin but is rapidly driven
away. This leads to a stronger decay of the absolute value of the dipole moment. The
spectrum is in principle the Fourier transformed dipole moment. It is a property of the
Fourier transform, that for a sharp edge in F(d(t)), contributions of d(t) over a broad
range in t are necessary. Thus a faster decay of the absolute dipole moment causes a
39


















































































































Figure 3.2: Time dependent dynamics using a model continuum.
a)The continuum edge without a strong field. This is our model input. b) The Fourier
phase of the 2ω0 oscillations and its gradient (dashed). c) Time-delay scan of the absorp-
tion spectrum at the continuum edge and d) its Fourier amplitude calculated by using
classical trajectories with the model continuum. The DC component of the Fourier am-
plitude saturates to enhance the visibility of the other features. The white dashed line in
d) marks the position of the 2ω0 oscillations, for which the phase is displayed in b).
smoothing of the continuum edge, i.e. the spectrum rises before the threshold and lowers
afterwards.
Figure 3.2c) shows a time delay scan of the absorption spectrum. Fourier transforming
3.2c) along the time delay axis results in 3.2d). There is a strong 2ω0 oscillation, which
amplitude does stay constant in the continuum. Recent measurements have shown a phase
jump of sub-cycle absorption features at the ionization potential (see Appendix E.3). To
see whether this can be explained by classical trajectories, figure 3.2b) depicts the phase
of the 2ω0 oscillation. It jumps two times. Once at Ip − ω0 by ∼ 2.5 rad and at the
ionization potential by ∼ pi. In the continuum there is a small shift at Ip + ω0, otherwise
it stays constant. The pi-jump at the threshold can be explained by the smoothing of the
edge. If periodically with 12ω0 in delay time the spectrum is increased before the ionization
potential and lowered after the edge, this corresponds to a pi-shift of the modulation.
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Figure 3.3: Simulation of classical trajectories without model continuum.
a) Quasi-classical action of the electrons for different time delays of the laser pulse. The
linear part is subtracted. Positive delays are plotted dashed, the field-free solution is
dotted. b) Absolute value of the dipole moment for the respective trajectory, computed
with eq. (3.9). c) Reconstructed spectra for the different time delays, computed with eq.
(3.11).
3.3 Classical Trajectories without a Model Continuum
In this section we do not use a model continuum. This has two effects. First, the Gaussian
is normalized in its natural way, i.e. integration over the three dimensions in space is
constant over time. Second, we need to define a phase for the dipole moment arg(d(t)),
for which we choose to use the above defined quasi-classical action S, see eq. (3.3).
Therewith, the absorption spectrum A(ω) is reconstructed by:

















Compared to the previous section, the laser field does, in this case, not only modulate
the amplitude of the dipole moment but the phase as well. However, without a field, the
action is only linear S(t) = Ipt. With this linear behavior, it is impossible to achieve an
asymmetric absorption spectrum for the field-free case.
Figure 3.3 displays the classical action of the trajectories, the absolute dipole moment
and the reconstructed absorption spectrum for different time delays. The laser parameters
are the same as in the previous section and thus the trajectories itself are the same, too.
The initial variance of the Gaussian is 30 a.u.2, which is the same as above, as well. The
41


















































































































Figure 3.4: Time-dependent dynamics using classical trajectories with zero initial velocity
without a model continuum.
a)The spectrum at ionization potential without a strong-field. b) The Fourier phase of the
2ω0 oscillations and its gradient (dashed). c) Time delay scan of the absorption spectrum
at the continuum edge and d) its Fourier amplitude calculated by using classical trajec-
tories and the equation (3.11). The DC component of the Fourier amplitude saturates to
enhance the visibility of the other features. The white dashed line in d) marks the position
of the 2ω0 oscillations, for which the phase is displayed in b).
trajectories driven away from the nucleus, at delay = ±0.6 fs, gain more action due to
their higher momenta. And again, their absolute dipole moments diminish faster than for
the trajectories which stay longer at the origin. However, all absolute dipole moments
decrease much faster than for the model continuum case (in both models |d(0)| = 1). This
induces the much smoother form of the spectrum, as high Fourier components are missing.
Field induced changes in the spectrum are visible. The trajectories driven away lead to
an absorption spectrum which is weaker and slightly shifted to higher energies.
A full time-delay scan, as in Figure 3.4 c), reveals, additionally to the 2ω0-modulation,
a slight shift to higher energies for the spectra around delay = 0. This shift is provoked by
the ponderomotive energy (see section 1.8), which calculates for the used pulse parameters
to 170 meV. The phase of the 2ω0 oscillations depicted in 3.4b) shifts by ∼ ±1 rad/eV,
thus the 2ω0-lines in the time scan 3.4c) are not horizontal as it has been the case in the
42
3.4. CLASSICAL TRAJECTORIES WITH INITIAL VELOCITY WITHOUT A
MODEL CONTINUUM












































Figure 3.5: a) The absolute value of the dipole moment and b) the reconstructed absorption
spectrum without a laser field for different values of the initial variance (units in a.u.2) of
the Gaussian used to convolve the classical trajectories. By a Monte Carlo method the
dipole was calculated as an integral over all possible initial velocities, see (3.13).
previous section. Additionally, the phase jumps at Ip by nearly pi, but not as sharply as
for the model continuum, which can be a consequence of the ponderomotive shift.
3.4 Classical Trajectories with Initial Velocity without a
Model Continuum
Following the reasoning of section 1.7 the dipole moment computes by the integral (1.28).
The presented model sets
dx(v(t)) = |Ψ|2(x, t) (3.12)
where x is the position of the classical trajectory. The trajectory completely determines
the velocity v(t) and therefore an integration over it is not feasible. The dipole moment
then equals d(t) = i|Ψ|2(x, t) eiS(t), which reproduces the formula of the previous section.
However, there are different trajectories possible for one set of laser parameters depending
on the initial velocity v0. To account for all possible trajectories, an integration over all
initial velocities is necessary, i.e.
d(t) = i
∫
dv0 |Ψ|2(x, t; v0) eiS(t;v0). (3.13)
This integration can be carried out by the Monte Carlo method, which is described in A.3.
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Figure 3.6: The field-induced difference of the absorption spectrum for an initial Gaussian
variance of a) 30 a.u.2 and b) 200 a.u.2 using classical trajectories with different initial
velocities. The figures on the top display the difference in absorption spectrum with and
without a field, dependent on the NIR time delay. The ones on the bottom show for the
same data the absolute value of the Fourier transformation along the time-delay axis.
Figure 3.5 shows the dipole moment and the reconstructed spectrum using this method
for different initial values of the Gaussian variance without a strong laser field. For the
Monte Carlo method 10000 trajectories are computed, with initial velocities sampled from
a Gaussian shaped probability density function with 1.5 width. With this approach, the
absorption spectra are not symmetric any more, because the phase of the dipole is not
linear. The higher the width of the Gaussian, the sharper the edge. This is due to the
fact, that an initially small Gaussian spreads considerably fast. The normalization causes
a strong decrease of its value around the origin, and therefore, there are no high Fourier
components left to build up an edge. This is a first hint, that the SFA might in this context
not be appropriate, because free wave packets spread too fast. The initial variance needed
to reduce the dispersion is clearly bigger than the atomic size. This decreases ’recollision’
effects, because the light field induced dipole changes are less pronounced.
Figure 3.6 depicts the value of the absorption spectrum with a NIR field minus the
absorption spectrum without a field ∆A(ω) = ANIR(ω)−Afree(ω). The pulse parameters
are the same as in the previous sections. The subfigures 3.6 a) and b) compare two different
values of the initial variance of the Gaussian, 20 a.u.2 and 300 a.u.2 respectively. Although
the continuum edge looks different (compare Figure 3.5), the features in the time delay
scan are similar. There is a strong sub-cycle modulation at 2ω0 = 3.4 eV Fourier energy.
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Figure 3.7: a) Phase and b) its gradient of the 2ω0 oscillations in the time delay scans for
different strength of the NIR field. The initial variance of the Gaussian is 200 a.u.2 and
only the phase is influenced by the NIR field (GBR).
This modulation exists within Ip ± 2ω0 and its phase shifts slowly with energy, thus the
stripes in the time-delay spectrum are not parallel to the energy axis. Additionally, the
ponderomotive energy shifts the edge towards higher energies during the pulse overlap.
For time delays bigger than the pulse width, it is still influencing the shape of the edge.
This is more significant for the case b) of a broad Gaussian. This change of shape results
in hyperbolic features in a time-delay scan, which are in our case overlapped by the 2ω0
modulation around time delay zero. These features remind of a change in the line shape in
experimental time dependent absorption spectra. It can there be explained by perturbed
free indcuction decay or NIR-induced depletion of the states in the dipole-control model
[39].
It is interesting to note, that for a broad Gaussian the quasi-classical action is essen-
tially the only reason for modulations of the spectrum. Figueira de Morisson Faria et
al. define in reference [40] the broad Gaussian approximation (GBR) as the case when
dx(p+A(t)) = const. This means, that the light has no influence on the dipole matrix
element. In the classical trajectories model this condition translates to
dx(v(t)) = |Ψ|2(Zx, t) (3.14)
Thus, it is possible to replace the absolute value of the dipole moment with the correspond-
ing field-free value without a significant change in the spectra. Only the dipole phase is
modulated in this case.
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Figure 3.8: Broad Gaussian approximation
a) The field induced difference of the absorption spectrum for an initial Gaussian variance
of 200 a.u.2 using classical trajectories with different initial velocities using the absolute
dipole moment of the unperturbed trajectories. b) The Fourier phase of the 2ω0 oscillation
for the complete calculation with amplitude modulation (see Figure 3.6 b)) and without
as in this figure a)
.
The phase of the 2ω0 oscillations in time delay scans using the above defined broad
Gaussian approximation and the phase’s gradient are shown in Figure 3.7 for different
NIR field strengths. There is a phase jump of ∼ pi around Ip. For stronger fields, the
phase jump moves to higher energies which supports the observation, that the continuum
edge is shifted by the ponderomotive energy. The plot of the gradient of the phase shows,
that smaller structures in the region of 26 eV to 29 eV exist and shift as well with higher
field strengths. The shape of the curves is very similar. Thus, we can deduce that using
the broad Gaussian approximation reduces the strong-field dynamics at the ionization
potential to a ponderomotive effect. Increasing the NIR intensity, the features shift due
to the ponderomotive energy but they stay similar.
Figure 3.8a) shows a time-delay scan of the absorption spectrum minus the spectrum
without NIR using GBR. By eye, it can hardly be discriminated from the calculation with
amplitude modulation in 3.6b). A closer look at the phase of the 2ω0 oscillation reveals
that there are important differences, mainly at the ionization potential.
To illustrate the change clearer, Figure 3.9 a) displays the difference of the two time
delay scans 3.6b) and 3.8a). These are the strong-field effects, which do not originate
from a ponderomotive shift, but which are due to changes in the electron’s trajectory.
They are one order of magnitude smaller than the features of the ponderomotive effect.
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3.5. INFLUENCE OF THE LIGHT POLARIZATION AND DIMENSIONALITY


























|d(t)| − |dGBR(t)| [arb.u.]
Figure 3.9: Impact of amplitude modulation
a) The difference of the absorption spectra with and without amplitude modulation de-
pending on time delay (Figure 3.6 b) minus 3.8a)) b) The difference of the absolute dipole
moment with and without amplitude modulation depending on time delay.
For time delays which correspond to a weak NIR field at the instance of the XUV pulse,
the absorption spectrum is alternately lowered and increased at the ionization threshold
without a distinct periodicity.
Figure 3.9b) shows the absolute dipole moment of the full calculation minus the ab-
solute dipole moment without an NIR field, which is the same as the GBR case. The
difference in dipole moment is negative around 1 fs and positive at 2 fs to 5 fs. This means,
on average over all initial velocities the electron is first faster driven away and then pushed
back in such a way, that it is closer to the nucleus than for the field-free trajectory. This
can be seen as field-induced recollision of the electron wave packet. The time delays
which show the strongest modulation are those, for which the ionization happens at a zero
crossing of the NIR electric field.
3.5 Influence of the Light Polarization and Dimensionality
The polarization of the light has a huge influence on the classical trajectory of a free
electron. In the experimental setup it is possible to change from linear to circularly
polarized light, thus these two cases shall be considered here, as well. To simulate circularly
polarized light, it is necessary to add a second dimension. The following changes are
therefore applied to the simulation:
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Figure 3.10: Classical electron trajectories dependent on the light polarization
a), b) Spatial probability density of the electron’s position for t < 10 fs for linear and
circularly polarized light calculated out of 20000 classical trajectories. The angular distri-
bution P (θ) ∝ cos2(θ) and the absolute velocity is Gaussian distributed with a width of
0.4 a.u., which corresponds to 4 eV. The NIR parameters are given in the text. The white
dashed lines indicate a trajectory for initial velocity vx = 0.009 a.u., vy = 0.005 a.u.
• The electron position is described by r = (x, y).
• x and y are propagated independently using the equation of motion (3.1). In the
circular case the light for both dimensions has an electric-field amplitude which is by
a factor of 1√
2
smaller than for the linear case. Additionally, for circularly polarized
light the x-component of the light has a carrier envelope phase (CEP) of zero and
for the y-component CEP = pi/2.
• The Gaussian wave packet is 2-dimensional, which is equivalent to replace in the
formulas of the previous sections x by |r| =
√
x2 + y2.
• The quasi-classical action calculates to S = ∫ t0 vx(t′)2+vy(t′)22 + Ipdt′.
• The initial velocity distribution is 2-dimensional. As we assume the electronic ground
state to be an s-wave, we expect the ionized electrons to be in a p-orbital. The
angular distribution of the electrons thus follows P (θ) = 2pi cos
2(θ) for −pi/2 ≤ θ ≤
pi/2. θ = 0 points in the x direction.
To get an understanding of the disparity between linear and circularly polarized NIR
light, Figure 3.10 shows the qualitatively different trajectories for electrons driven in these
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fields. The NIR pulse has the width FWHM = 5 fs, the central photon energy ω0 = 1.7 eV,
the peak intensity Imax = 4.4× 1013 W/cm2 and is centered at 1.2 fs. In the linear case,
3.10 a), many trajectories stay in the vicinity of the nucleus (which is at the origin), as the
electrons are driven back by the light field. For circularly polarized light, 3.10 b), there is
no return for the electrons. They are spiraling away.
These different trajectories result in different time-delay dependent absorption spectra.
Their changes relative to the unperturbed case are compared in Figure 3.11 together with
the corresponding reconstructed dipole response. The figure shows three cases, namely
calculation in 1D as in the previous paragraph (3.11a), calculation with linear light in
2D (3.11b) and calculation with circularly polarized light in 2D (3.11c). Adding a second
spatial dimension for linear polarized light, does not alter the spectrum strongly. For cir-
cularly polarized light the main additional effect seems to be a reduced 2ω0 modulation.
The subfigures 3.11 2) and 3) show the normalized absolute reconstructed dipole moment
and they differ only in the used window. The window of all subfigures 2) is wide and con-
tains all spectral information of the continuum up to an energy of 37 eV. For subfigures 3)
the window is limited to energies until 28 eV. This corresponds to the energy range which
is in the helium continuum accessible experimentally without strong noise. In principle,
it is, of course, possible to take the dipole moment directly out from the simulation, but
this figure should be comparable to what we can see in experimental data. By using the
dipole reconstruction method, we also concentrate on the energies above the threshold, as
the window cuts out lower energies. This would not be the case, if we directly look at the
dipole moment. In all subfigures 2), the first two femtoseconds show clear sub-cycle fea-
tures, which are not visible for the smaller window as used in the subfigures 3). Otherwise
the difference is negligible.
The most interesting feature, which separates the different polarizations, is highlighted
with arrows. At ∼ 3 fs the reconstructed dipole moment peaks for some time delays. Most
dominant is the peak for the 1-dimensional calculation, weaker for the 2-dimensional case
with linear polarized light and vanishing for the circularly polarized NIR. This feature can
be explained in the ’recollision’ picture. In one dimension all returning trajectories are
exactly driven over the nucleus, in two dimensions most trajectories will only be in the
vicinity of the parent ion because of the initial velocity component orthogonal to the light
polarization. And, it is very unlikely that circularly polarized light pushes an electron
back to the nucleus. This can be explained by the fact, that the trajectories are more
easily driven away from the nucleus in two dimensions and with circularly polarized light
it is even more unlikely for an electron to be pushed back to the nucleus.
3.6 Comparison to TDSE Results
The reconstructed dipole moment of Figure 3.11 a.3) at delay τ = 2 fs delay can be com-
pared to the TDSE result in Figure 2.17 a). Figure 3.12 shows the respective lineouts.
The two peaks below 3 fs reproduce qualitatively. For later times, the light-induced dipole
features diminish to zero for the classical trajectory method, because the wave packet is
dispersed, whereas the TDSE result still shows peaks for following ’recollisions’. Thus,
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Figure 3.11: Time-delay dependent changes in the absorption spectra and the recon-
structed dipole for different polarizations.
a Linear polarized light, propagation in one dimension b Linear polarized light with 2-
dimensional trajectories. c Circular polarized light with 2-dimensional trajectories. The
subfigures 1) on the left-hand side illustrate the absorption spectrum minus the absorp-
tion spectrum without a strong field. Subfigures 2) and 3) show the absolute value of the
reconstructed dipole moment with field minus the value without a field . The used window
function is cos2window(ω), centered at 24.6 eV, with a rising edge of 0.1 eV and a falling edge
of 12 eV for 2) and 3 eV for 3). The window function is shown in a.1) green dotted and
black dashed, respectively. The arrows highlight features which relate to ’recollision’.
50
3.6. COMPARISON TO TDSE RESULTS






















Figure 3.12: Comparison between the changes in the reconstructed dipole moment, which
are strong-field induced, for the classical trajectory method (data from Figure 3.11 a.3)
and the TDSE simulation (compare Figure 2.17 a).
aiming for an even higher agreement could be possible by reducing the wave packet dis-
persion for the classical trajectories. This means going away from the SFA and taking
into account the atomic field. One can also model the ionization step more precisely and
include a non-zero initial electron position.
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Key Results of the Chapter
In this chapter different methods to calculate the spectral strong-field response of a con-
tinuum by means of classical trajectories were developed and compared. The established
methods (e.g. analysis of the Fourier phase of 2ω0 oscillation) allow for a comparison
between the different approaches. Several statements deduce from this chapter:
• All presented methods show a change of the absorption spectrum at the ionization
threshold that is modulated by 2ω0 in time delay.
• A phase jump of ∼ pi of the 2ω0 modulation phase leads to a periodic softenting of
the continuum edge.
• If the quasi-classical action is taken into account, the 2ω0 modulation phase decreases
nearly linear before the ionization potential and increases with the same inclination
afterwards, which leads to tilted absorption features. Additionally, the edge is shifted
by the ponderomotive energy.
• The ponderomotive effect dominates for moderate intensities, but for higher inten-
sities (Up ≈ ω0) some features due to the driven trajectories (’recollision’) can be
carved out.
• The observed ’recollision’ features depend on the light polarization and the dimen-
sionality in which the trajectories are calculated.
• The simulation results for strong fields agree qualitatively with the TDSE simulation.
To enhance the agreement it might be useful to go beyond SFA.
• The original motivation for this chapter to find a demonstrative model could not
completely be satisfied, as integration over the initial velocities was used. This makes
it impossible to assign a single trajectory to one spectrum. Without integration the
continuum is a symmetric line (using no model) and an NIR field always lowers the
absolute dipole moment.
For further comparison to other methods, Appendix C introduces additionally two other
techniques to look at continuum dynamics in SFA. They are based on numeric integration
of the Lewenstein integral and on an adapted TDSE calculation and both show similar
results for moderate field strengths.
The qualitative agreement between the results from this chapter using classical trajec-
tories and the TDSE simulations for high intensities is promising. The principal question




Experimental Setup and Methods
The experimental technique which is used in this work is known as attosecond transient-
absorption spectroscopy (ATAS). It reveals ultrafast atomic dynamics on the intrinsic
electron time scale [41–43]. In the presented experiment a weak XUV pulse, which is a
few hundred attoseconds long, excites helium atoms to energies around the ionization po-
tential. This excitation triggers an oscillation of the atom’s electric dipole moment, which
is then modified by a time delayed strong, femtosecond NIR pulse. An XUV spectrometer
transfers this dynamics into the spectral domain.
As the XUV is produced by high-harmonic generation (see 1.7), it is intrinsically locked to
the generating NIR pulse. In the scope of this thesis, the setup was upgraded to split the
NIR before the HHG. One part of the pulse generates the XUV and is dumped afterwards,
the second part can be altered in intensity, time delay and polarization and is then coupled
into the vacuum chambers to overlay with the XUV.
In the next sections the single constituent parts of the experiment will be described fol-
lowing the light propagation. Additionally, the advantages, caveats and properties of the
external beam path upgrade are discussed.
4.1 Laser System
The source of the NIR light is the commercial Ti:Sapphire multi-pass amplifier laser system
FEMTOPOWERTM HE/HR CEP4. Therein ∼ 6 nJ pulses from the oscillator are CEP
stabilized and then amplified using chirped pulse amplification (CPA) [2]. For more details
refer to [44].
At the exit, the system delivers 20 fs pulses of 3 mJ pulse energy at 3 kHz repetition rate.
The light is then guided through a double differentially pumped hollow-core fiber filled
with helium. Due to the high intensity inside the fiber, self phase modulation induced
by the Kerr effect broadens the spectrum. After the fiber, the light passes seven pairs
of chirped mirrors to overcompensate the dispersion resulting from the propagation and
the following optical elements (window, beam splitter). A pair of movable fused silica
wedges can be controlled to fine tune the dispersion. They can additionally be used to
conduct a dispersion scan, which can reconstruct the temporal profile of the pulse [45].
After compression sub-5 fs pulses with 1 mJ can be achieved.
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Figure 4.1: Sketch of the experimental setup including the external beam path and the
beamline. The NIR (XUV) beam path is depicted by the red (dashed purple) line. All
non-labeled elements are flat mirrors.
4.2 External Beam Path and Beamline
Why does it make sense to use a different NIR pulse instead of the one generating the
XUV for the experiment? There are mainly two reasons.
• Delay control can be achieved by a retroreflector. This offers the opportunity to tune
over a large delay between NIR and XUV without suffering from beam walk-off. The
implemented delay stage has a piezo travel range of 260µm which corresponds to a
time delay range of 1.7 ps. If XUV and NIR are split after HHG, the range is limited
to ∼ 50 fs [46].
With a picosecond delay range it is e.g. possible to observe vibrational dynamics of
molecules.
• The NIR can easily be altered without influencing the XUV. This is especially helpful
when changing the NIR polarization. Without complicated schemes [47] the XUV
is always linear polarized aligned with the NIR polarization and circular polarized
NIR light does not lead to HHG [48]. With an external NIR beam coupled into the
experiment, the polarization control is as easy as adding a broadband wave plate.
Figure 4.1 shows a sketch of the setup. The NIR is first split by a broadband 70:30 beam
splitter. The more intense transmitted part is focused into the HHG, where the XUV
is produced in xenon gas. The reflected light goes on the retroreflector, which controls
the time delay. Additional to the piezo actuator, the retroreflector is mounted on a delay
stage which a 2.5 cm micrometer screw to simplify alignment. Before focusing in the
vacuum chambers, the beam passes extra glass, to compensate for the dispersion of the
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Figure 4.2: Principle of the in situ reference, adapted from [46]
a) Target cell with a hole for the transmission of the 0th XUV order through the gas target
and a slit, to allow the 1st order propagation in vacuum. All other orders are blocked.
b) Image of the camera with reference and absorption spectrum spatially separated. c)
Elements in the beamline important for the measurement scheme. The reference beam is
above the signal beam. d) Diffraction orders of the TEM grid. Only the 0th and the 1st
order are used.
beam splitter in the other arm, and it passes a λ/4-plate, which can be turned to change
the linear NIR polarization into a circular one. In the beamline the two beam paths are
rejoined using a mirror with a hole.
The XUV produced in HHG has a much smaller divergence than the NIR. Thus, the
Ø=2 mm hole drilled in 45 deg transmits all the XUV while blocking most of the generating
NIR. The external NIR exhibits a doughnut mode after reflection from the mirror with
the hole and can therefore be weakened by the iris without affecting the central XUV. The
iris is motorized to allow for an automatized intensity scan.
A toroidal mirror refocuses the light into the target cell. After it, while the mode is still
sufficiently big, a split filter is mounted. The outer part consists of 7µm thick Kapton
foil, which should transmit the NIR. A 200 nm thin aluminum foil covers a 2 mm diameter
hole in the center. This foil filters out the remaining NIR from the HHG process.
The filtering does not work perfectly. A small amount of the generating NIR passes
through the Kapton. This leads to a leakage effect, i.e. at time delay 0, a weak NIR pulse
is always present.
4.3 Measurement of the Absorption Spectrum
Directly behind the aluminum filter (the NIR is not affected), a copper-mesh microgrid
transmission grating with a spacing of d = 16.5µm is installed. Such grids are used in
transmission electron microscopy (TEM). Here, its purpose is to obtain an exact copy of
the XUV pulse, which can be used as a reference for the absorption measurement. Figure
4.2c) shows in detail the XUV beam path. The strongest order of the XUV diffraction
pattern is the 0th one, which is going through the gas target together with the NIR. It
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probes the system, thus the spectrum, which is diffracted by a variable line spacing grating,
shows absorption features on the recording camera chip.
The optical density (OD) is proportional to the absorption of the system A(ω) and its
cross section σ(ω). It is the quantity we want to know and it is calculated by





∝ A(ω) ∝ σ(ω). (4.1)
Therefore, additionally to the spectrum with absorption features Isig(ω), we need to know
the original spectrum I0(ω). As the HHG is highly non-linear, the spectrum of the XUV
changes from shot to shot. Taking the reference spectrum sequentially (alternating mea-
surements of the spectrum with and without target gas), will thus introduce an error,
because the measured reference is not precisely correct. There is another method to ob-
tain a reference spectrum, which is often used. Since the HHG spectra are due the short
time scales involved at generation very smooth, sharp features must result from the ab-
sorption. By filtering out high Fourier frequency components, one can thus reconstruct
the reference spectrum. This method works very well for discrete absorption features as
lines, if the states are long-lived, but it cannot be used in the presented study as it fails at
the ionization edge. The continuum itself is very flat in absorption and has a sharp edge
at its beginning. Thus, in Fourier space, the continuum consists of low and high Fourier
energies. Hence, using a lowpass filter would alter the absorption features which we want
to observe.
The only satisfying solution is to measure absorption and reference spectrum at the
same time. This is possible with the presented setup. As Figure 4.2 shows, the 1st order of
the TEM diffraction order can pass through a slit in the target cell, which is not filled with
target gas. The unaltered I0(ω) diffracts at the same grating and is recorded on the same
camera chip as the probe beam with absorption signal. They are only separated spatially.
Since the diffraction of the TEM grid is energy dependent as well, the absorption spectrum
of the reference is diagonal on the chip. By appropriate binning, Isig(ω) and I0(ω) can be
read out from the camera signal and one can calculate the OD(ω).
More technical details on the beamline in operation without the external beam path can
be found in [44, 46].
4.4 Stability Analysis
Physically, the two beam paths for the NIR are nothing else than two arms of an inter-
ferometer. Interferometers are sensitive tools, which can very precisely measure length
differences in the two arms. The sensitivity can even be raised to a level which is enough
to record signal from gravitational waves [49].
In the ATAS setup, no length differences shall be measured. However, the length difference
corresponds to the time delay of the NIR and XUV pulse in the experiment. Thus, there
are two requirements:






























Figure 4.3: Reconstruction of the interference pattern phase
a) One line of the camera picture stacked for 200 consecutive images (4000 fps). The
orange dashed line corresponds to the phase of d). b) and c) The Fourier transform
amplitude and phase of a) along the pixel axis. The white dashed line marks the position
of the strongest amplitude. d) Phase of the strongest Fourier component.
exactly the same absolute length. The next section discusses details about this issue.
• The length difference must be stable. If one arm changes its length by 300 nm, this
would already be a temporal displacement of 1 fs.
To measure the latter, the beam path of the NIR was overlaid by a continuous wave
helium neon laser (HeNe). This has the advantages, that the first requirement has not
to be fulfilled and for monitoring with a camera arbitrary integration times can be used
independent of the repetition rate. Additionally, the wavelength is well-defined, which
produces more distinct interference fringes. After the toroidal mirror, the beamline allows
to outcouple the recombined NIR or HeNe beams. A fast camera is in this case able to
monitor the interference pattern. To obtain straight interference fringes, the angle of the
external beam can be slightly misaligned.
Figure 4.3a) shows the measured interference pattern changing with time. 4.3b) dis-
plays the amplitude of the Fourier transform along the spatial axis. Except for the DC
peak, there is a clear maximum at fmax = 0.12
1
pixel . The Fourier phase φ(t) at this fre-
quency, shown in 4.3d), is equivalent to the phase difference introduced in the two arms.
The wavelength of the HeNe is λHeNe = 632.8 fs, which corresponds to an optical period
of THeNe = 2.111 fs. Hence, the phase evolution can easily be translated to an effective
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c) manipulator stable post
Figure 4.4: Delay jitter of the external beam path for two methods to mount the hole
mirror
a) The change in delay monitored for 5 seconds with 4000 fps. The legend shows the
standard deviation for all data points. b) Magnification of a) to the timescale of the
oscillation. c) Power spectrum of a). For all figures the blue (orange) data denotes the






It should be noted, that for an unambiguous reconstruction of the jitter, the camera
has to sample sufficiently fast. If there is a phase jump bigger than pi between two
images ∆φ > |pi|, the phase unwraping algorithm will interpret it as ∆φreconstruct =
−sign(∆φ) (2pi −∆φ).
Figure 4.4 shows the resulting delay jitter traces for two configurations of the mirror
installation. The first design consists of a 3-axes manipulator (see Figure 4.5a). It allows
to move the mirror in and out of the beam without breaking the vacuum and it supports
easy lateral alignment. However, this assembly is not very stable. It leads to strong delay
modulations. Measured over 5 seconds, the phase jitters corresponding to a standard
deviation in delay of 1.27 fs. The power spectrum reveals, that the main frequency of
the noise is at ∼ 30 Hz. The peaks at 525 Hz and 1000 Hz correspond to the frequencies
of the turbopumps which validates the reliability of the measurement and reconstruction
method. The strong fluctuations would make it impossible to see any sub-cycle oscillation,
which is expected to be mainly present at twice the NIR frequency, which corresponds to
a period of ∼ 1.2 fs.




Figure 4.5: Two methods to install the hole mirror
a) A 3-axes manipulator. b) Picture of the mirror mounted on a stable post which is fixed
to the flange.
in Figure 4.5b). The main changes are getting rid of all three manipulators, shortening the
main rod by nearly 50 % and doubling the diameter of the rod to 1 inch. The delay jitter
trace reflects this improved stability. The standard deviation over 5 seconds decreased to
0.354 fs. The strongest frequency components are now at 50 Hz and 150 Hz. One should
bear in mind, that between the stability measurements of the two assemblies one month
has passed. Some parts of the noise might have been changed due to different operation
of other lab equipment. But the disappearance of the ∼ 30 Hz noise can most likely be
attributed to the different mirror mount.
Of course this enhancement in stability comes with a price, which is less flexibility and
much harder alignment of the hole mirror 1. The stability is better for the single post,
but it is far away from being perfect.
Figure 4.6 shows an estimation how the instability effects the 2ω0 feature. Therefore,
an oscillation with period T = 1.2 fs is convolved with a Gaussian with the measured
standard deviations. For the manipulator mounting instability the oscillation averages
out completely. The single post installation reduces the amplitude of the oscillation to
18 %. Although, the modulation is still visible in this figure, it might not be enough
to register the 2ω0 feature in the measurement. The delay distribution is not perfectly
Gaussian, no long term drift was taken into account and the signal to noise ratio might
be too bad, to observe the oscillation.
1The alignment procedure is described in Appendix D.
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0.35 fs std noise
1.27 fs std noise
Figure 4.6: Suppression of a T = 1.2 fs oscillation with noise
The orange (green) curve shows the blue oscillation convolved with a Gaussian with width
0.35 fs (1.27 fs)
4.5 Temporal Overlap of XUV and NIR
One of the biggest challenges, working with the external NIR beampath, is to achieve an
overlap of NIR and XUV in the target in all three spatial and the temporal dimension.
Section D gives a procedure to obtain the spatial alignment. Here, three techniques to
determine the temporal overlap are discussed.
4.5.1 NIR-NIR Interference Pattern
The basic idea of the first method is to monitor the two NIR beams after recombination
on a camera. Only if the temporal delay is within the pulse length, interference fringes
can be observed. The interference pattern can be quantified using a Fourier transform.
By scanning the delay with the piezo driven delay stage the position with the strongest
interference pattern can be found and interpreted as zero time delay. Figure 4.7 gives an
overview of the technique. In the trace of 4.7c), the strength of the interference pattern
does not only show one peak, but one dominant peak and two side peaks. Probably this
is due to a post or prepulse 30 fs away from the main peak. The dominant frequency of
the interference pattern shifts during the main peak. This can be an indication, that at
least one pulse is chirped. Thus, in principle this method does not only allow to determine
the zero time delay position of the piezo but pulse characterization, as well. One has to
note, that the technique works best if there are many fringes, hence when the two NIR
beams overlap with an angle. Correcting the angle for the measurement will change the
time delay again. However, this is a good technique to get a coarse idea of the temporal
overlap.
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Figure 4.7: Technique to determine temporal overlap
a) Camera picture with the background subtracted at zero time delay. b) Amplitude
of the 2-dimensional Fourier transformation of the camera picture. c) Delay dependent
Fourier amplitude at fx = 0.042
1
pixel , fy = 0.151
1
pixel (blue crosses) and position of the
dominant absolute frequency (orange pluses). It was calculated as center of mass of the
peak in b). Zero time delay is set to 140µm piezo position.
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Figure 4.8: Time delay dependent transmitted light in argon
a) Transmitted light of the autoionizing states in argon dependent on the delay piezo
position. b) Lineouts of the 4p, 5p and 5p states marked in a) (crosses). The solid lines
are fitted Gaussian functions convolved with an exponential. Zero time delay is set to
156µm piezo position.
4.5.2 Vanishing Argon Lines
To determine the exact temporal overlap of NIR and XUV in the target, the absorption
of the argon autoionizing states can be studied as in [43].
Figure 4.8 displays a time delay scan of the transmitted light through argon. In the
temporal overlap the resonances resulting from the autoionizing states disappear, because
the states are immediately ionized by the NIR after excitation. Figure 4.8b) displays the
lineouts of the transmitted light for three different states together with a Gaussian ∗ ex-
ponential fit as guide to the eye. For the presented data the maximal NIR intensity is
in the order of 1014 W/cm2 and therefore two orders of magnitude higher than in [43].
This is the reason, why the transmitted light is diminishing to zero for a large delay range,
which makes it not possible to determine the pulse width and the lifetime of the states. By
taking the data with a reduced intensity (closing the iris), this can be achieved, as well.
Here, the main interest is on the absolute minimum of the transmission curves, which
determines the best temporal overlap of NIR and XUV.
4.5.3 Fitting of the Reconstructed Dipole’s Phase
The third option is the most unconventional one. It uses the phase of the reconstructed
dipole response of a bright state to determine the absolute time overlap out of an absorp-
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tion spectrum delay scan. Its principle is the following:
Let’s look at the state Ψa(t) with the energy ωa. Its time evolution is given by Ψa(t) =
Ψa(0) · eiωat, thus the dipole moment to the ground state Ψ0 without any NIR pulse is:
dnoNIR(t) = 〈Ψa(t)|x|Ψ0〉 (4.3)
= 〈Ψa(0)|x|Ψ0〉 · eiωat. (4.4)
Now, we consider a short, strong laser pulse with the intensity envelope I(t) interacting
after excitation, which can alter the energy of state Ψa to:
ω(t) = ωa + ∆ω(t). (4.5)
In general ∆ω(t) is known as AC stark shift. For a high-lying Rydberg state it can be
approximated by the ponderomotive energy Up [31]. The dipole moment to the ground
state, which itself is not affected significantly by the pulse, changes to:











(arg(d(t))− arg(dnoNIR(t))) = ∆ω(t) (4.8)
If we assume, that maximal intensity will lead to a maximal energy shift, we can thus
read out the center of the pulse. This is a reasonable assumption. In the case of a pure
ponderomotive shift ∆ω(t) is even proportional to I(t).
Figure 4.9 shows the realization of this technique with experimental data. The align-
ment differs from the one used for the argon absorption scan, thus the absolute piezo posi-
tions are not comparable. Subfigure a) displays the optical densities of helium’s Rydberg
series, which was measured with the above described setup for different NIR intensities.
The experimental retrieval does not work if the absorption spectrum without any exter-
nal NIR light is used. Instead the spectrum with the weakest NIR intensity measured
(∼ 1011W/cm2) is taken as a reference. There are two possible reasons why the technique
fails for the reference completely without external NIR light. Firstly, the finite spectrom-
eter resolution does not allow to resolve the peak sufficiently if it is not broadened by NIR
light. Secondly, without any NIR light, which is delayed in the external path, the leakage
of the NIR that has generated the high-harmonics dominates and can change the dipole.
The window, which determines for which part of the spectrum the dipole is reconstructed
is set on the 1s4p peak. It is a super-Gaussian of order 4 centered at 23.73 eV with 0.1 eV
width. The reconstructed dipole’s phase difference of the moderate and the weakest NIR
is shown in Figure 4.9 b). The validity of the phase reconstruction has been shown in
[6]. The behavior of the phase changes around piezo position 193µm differ significantly
from the rest of the delays which already indicate, that this is the region of the temporal
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Figure 4.9: Reconstructing the absolute time delay with the dipole phase
a) The absorption spectrum of helium perturbed with a NIR at 18 fs delay. The window
cuts out the 1s4p peak, whose dipole moment is reconstructed. b) The dipole phase of the
absorption spectra with moderate NIR minus the phase of the spectra with the weakest
NIR for different delays. c) The derivative of the quantity of b) with respect to time. The
local maxima are marked. The black markers indicate the values which are taken for a
linear fit (dashed line). d) Fit values of the intercept for different NIR intensities (scale is
not linear). The technique was carried out for two different weak NIR fields as reference
(linear and circularly polarized). The gray area indicates the region which was taken to
calculate the weighted average (black line at 193.7µm) over all intercept fit values. The
green dotted line displays the NIR intensity shown in b) and c).
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overlap. When XUV and NIR act simultaneously on the atoms, the excitation itself is
modified and the simple picture presented above, that the NIR only introduces a phase
shift breaks down.
Figure 4.9c) shows the time derivative of the phase difference, which should be propor-
tional to ∆ω(t). The position of the peak values is marked by white and black circles.
After the time overlap these maxima seem to converge to an asymptote. The maxima
shown as black markers are used for a linear fit. The fit’s intercept value will be defined
as the temporal overlap.
This procedure is repeated for each NIR intensity measured whereby the piezo positions
used for the fit are always the same. Figure 4.9d) shows the resulting fit values for the
intercept. Two different sets of reference absorption spectra were used for the calculation.
Once the NIR was linear polarized and once circularly at the same intensity. The polar-
ization of the NIR light for the spectra which are not the reference doesn’t matter, the
same fit values are reproduced. Only the choice of the reference is important. For weak
intensities, which do not differ a lot from the reference, the technique seems not to give
an accurate result. But all other intensities (up to 2× 1014 W/cm2) give a similar value.
The weighted average over all intercepts of both reference spectra except for the weakest
four intensities is 193.7µm.
This value does not only depend on the reference spectrum, but it is as well sensitive on
the choice of the exact window function. For slightly different window parameters the
value changes in the range of ±0.3µm which corresponds to an uncertainty in time of
±2 fs. For all results presented in the next chapter, this calibration of the absolute time
delay zero is used.
4.6 Long Term Drifts in Delay
The data shown in the next chapter was measured over a time of 10 h. During this time,
the temporal overlap was slightly shifting because of thermalization of the optics. The
absorption spectra were measured for different time delays with an integration time of 3 s.
One time delay scan took about 1.5 min. They were done for 20 different NIR intensities,
thus a full scan took ∼ 30 min. To compensate for possible systematic drifts other than
time delay, circular and linear NIR polarization was switched several times. Additionally,
in the analysis it has been checked that the features which will be discussed in the next
chapter do not change significantly for different scan numbers.
The method to determine the long term drift is to compare a reference time delay scan
with delay shifted versions of the time delay scan in question. Each examined intensity
has its own reference time delay scan for each NIR polarization. The comparison is done
with the euclidean norm. To find the best agreement the mean square error (MSE) has
to be minimized
MSE(shift) = |OD(ω, τ, shift)−ODref (ω, τ)| (4.9)
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Figure 4.10: Long term drifts of the time delay
Each marker (crosses for circular NIR polarization in white area, pluses for linear NIR po-
larization in gray area) corresponds to one time delay scan. The color represents different
NIR intensities. The time delay drift was registered by minimizing the mean square error
between shifted time delay scans of same intensity. The reference is scan number 8 and
14 for circular and linear polarization respectively. The scan number 1 left of the dashed
line was excluded from the further analysis.
This method seems to be robust. Using a different norm to compare the images (the
structural similarities index [50]) reproduces the results excellently. A cross-correlation
method has been tried as well, but was found to yield unsatisfying results. As a caveat
of this method, the delay shift can only be determined in units of the scanned time step,
which is 1.33 fs. For a further, more exact investigation of the long term drifts, this time
step size should be decreased.
Figure 4.10 shows the the calculated drift for each time delay scan correlated with the
passed measurement time. In the first hour of measurement the shift was about 8 fs, after
three hours the equilibrium was reached with a total drift of ∼ 12 fs. Due to the strong
drift in the beginning, the first scan is not taken into account. All other scans are shifted




This chapter presents the absorption data in helium measured with the previously de-
scribed experimental setup. In addition, possible explanations, interpretations and com-
parisons to the simulations are discussed.
5.1 Bound States and Sub-Cycle Effects
After the thermalization of the experimental setup, the transient-absorption spectrum in
helium with linearly polarized, strong NIR light was measured, as shown in Figure 5.1. It
was measured subsequently to the intensity-dependent scans described in section 4.6, with
a longer delay range and a better time-delay resolution (step size 0.33 fs). The dashed
lines in the figure indicate the time delays, for which the intensity-dependent absorption
spectra, discussed in the next sections, are measured. Since the NIR is intense, there are
many time-delay dependent dynamics visible. The most prominent is the disappearance
of the bound state absorption lines around time delay zero, i.e., when XUV and NIR light
is present at the same time. This is due to the fact, that the NIR hinders the population
of the excited states, which are immediately ionized because of the strong field.
A Fourier analysis of the recorded delay-dependent spectra is displayed in Figure 5.1
b). In previous measurements, there have been many features showing a modulation with
2ω0 (ω0 is the central NIR frequency) in Fourier energy [17]. This can be explained by 2-
photon processes in the multi-photon regime [25]. For high intensities, all field-dependent
effects should exhibit the same periodicity. However, there is no clear feature visible in
Figure 5.1b). The inset 5.1c) shows the lineouts of the Fourier amplitude for the 1s3p and
1s4p state. At 3.2 eV, (corresponding to 2ω0, see Figure E.1 for a spectrum of the NIR)
there is a small peak for both states, which nearly perishes in the noise. This could be a
signal of sub-cycle effects. As studied in Figure 4.6, the instabilities of the setup lead to
a strong decrease in the visibility of these 2ω0 modulations. One can conclude now, that
even under the best conditions (no averaging over several scans, thermalization over 10h
to avoid delay shifts), the stability is only good enough to barely scratch the sub-cycle
resolved regime. This means, that for the intensity-dependent data, which is averaged
over several scans, no sub-cycle effects are visible.
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Figure 5.1: Helium absorption spectra with fine delay steps and Fourier analysis
a) Optical density of helium for a varying time delay between XUV and NIR pulses with
NIR peak intensity Imax ∼ 1014W/cm2. The gray dashed lines correspond to the delay
range which was studied more closely (see next sections). b) Amplitude of a Fourier
transform along the time delay axis. The black dotted boxes indicate the 1s3p and 1s4p
states with lineouts of the data along the Fourier energy shown in the inset. c) The inset
shows the Fourier amplitude of the highlighted states (integrated over a width of 50 meV
at the peaks).
68
















































Figure 5.2: Helium absorption spectra at the first ionization potential for different NIR
intensities
a), b), c), d) Optical densities for a weak to strong NIR pulse (iris positions 64, 59, 53
and 30, see Appendix E.2 for an intensity calibration) at different time delays. The dashed
lines correspond to the expected energy positions of the 3s+, 4s+ and 5s+ LISs using data
from [12] and assuming a light frequency of ω0 = 1.6 eV.
5.2 Intensity Dependent Structure in the Helium Contin-
uum
The features visible at the ionization threshold and in the continuum are examined for the
rest of this chapter. For different NIR intensities, the time-delay-dependent absorption
spectra of helium are depicted in Figure 5.2. Subfigure a) corresponds to the weakest
peak intensity measured (Imax is on the order of 1× 1012 W/cm2) and d) to the highest
(Imax ∼ 3× 1014 W/cm2). The observed signatures in the continuum change dramatically
for the different intensity regimes. In subfigure a) there is a distinct continuum edge,
which dissolves completely for higher intensities. The structure in the absorption of the
continuum is faint and can best be described by hyperbolic lines. They can be understood
as a result of the ponderomotive energy, which the electrons experience in the NIR light
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field [17]. In Figure 5.2 b) these lines are the dominant feature, but for even higher
intensities they cease again. In d) there are even peaks in the continuum which do not
change significantly any more for a large time-delay range. This is an indication, that for
time delays bigger than 15 fs it is not anymore the XUV which triggers the dynamics, and
the NIR that perturbs it. Rather, the strong NIR pulse ionizes the Rydberg states, which
have been populated before by the XUV. Thus, the NIR is probing and modulating the
continuum at the same time.
Without offering a satisfying explanation, it shall be marked that the energies of the
strongest features are close to those of the 3s+, 4s+ and 5s+ LISs. The nomenclature
stands for light-induced states, which are one photon energy above the 3s, 4s and 5s state.
Since in the continuum the LISs can be described as laser-induced continuum structure
(LICS, compare section 2.5), they exhibit a Fano profile. The dotted lines in Figure
5.2c), d) mark the positions of these states assuming a central NIR energy of 1.6 eV.
These lines are approximately in the center of a maximum and a minimum of absorption,
especially the first two at 24.52 eV and 25.27 eV. Light-induced states have so far [25]
only been observed in the pulse overlap. If the NIR itself triggers the ionization, this
might be different. However, a coincidental similarity cannot be excluded. A detailed
explanation of these features requires more work in theory, which goes beyond the scope
of this thesis. The most interesting spectra for this work are during the temporal overlap
of XUV and NIR, thus for time delays under 5 fs. This regime is studied in the next section
in dependence of the light polarization.
5.3 Polarization-Dependent Spectral Features in the He-
lium Continuum During Temporal Overlap
To analyze spectral features in the temporal overlap, the measured spectra for a delay of
3.3 fs and 4.7 fs are averaged. This enhances statistics and potential errors of the long-term
drift reconstruction (compare Figure 4.10) are averaged out.
Figure 5.3 shows intensity scans of this averaged spectrum in the temporal overlap for
different NIR polarizations1. Both subplots are to a large extent very similar. The main
feature is an apparently periodic modulation of the absorption for low NIR intensity, which
shifts to higher energies for higher intensities, while becoming stronger. For the highest
intensities, the modulation disappears. A possible explanation for this modulation are
the LISs from the 3s, 4s and 5s states. They exhibit a Fano-like profile in the continuum
(LICS) and they experience a ponderomotive shift [25]. In Figure 5.3, the expected energy
positions of the relevant LISs with estimated ponderomotive shifts are marked with black
lines. An attribution of the absorption features to the states is possible, especially the
energy difference of the 3s+ and 4s+ state fits the observed variation period.
1In the beamline a 7µm thick Kapton foil, which can be birefringent, was used as a filter. See Figure
4.1 for its position. The polarization was tuned with the λ/4 waveplate to maximize the high-harmonic
generation in an argon target for the linear polarization. Circular polarization was achieved by adding
45◦ to the waveplate. Due to the Kapton filter, the linear and circular polarization might not have been
perfect.
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Figure 5.3: NIR intensity scan of the absorption spectrum in the temporal overlap of NIR
and XUV
a) (b) Optical densities for a linearly (circularly) polarized NIR pulse for different NIR
intensities (see Appendix E.2 for an intensity calibration) in the temporal overlap. The
black lines correspond to the expected energy positions of the 3s+, 4s+ and 5s+ LISs using
data from [12], assuming a light frequency of ω0 = 1.6 eV and a ponderomotive shift of
0.2, 0.25 and 0.3 eV with increasing intensity. The white dotted lines mark the intensities
at which lineouts are plotted in Figure 5.4.
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Figure 5.4: Difference of absorption spectra with linear and circular NIR polarization in
the temporal overlap of NIR and XUV
a) and b) Optical densities for a moderate (peak intensity ∼ 4× 1013 W/cm2) and a
strong (∼ 3× 1014 W/cm2) NIR pulse for different polarizations. The errors show the
standard deviation of the average. The black dotted lines correspond to the expected
energy positions of the 3s+, 4s+ and 5s+ LISs, assuming a light frequency of ω0 = 1.6 eV
and a ponderomotive shift of 0.3 eV.
The LISs are modulated with a very fast frequency along the energy axis. This behavior
is retrieved with the TDSE model for a simulation with an NIR post-pulse at 40 fs and
with a fraction of the peak intensity subsequent to the main pulse. A possible explanation
is, that the main NIR pulse populates the dark states during the overlap with the XUV.
The delayed post pulse can afterwards ionize these states with a single photon. Thus, there
are two quantum-mechanical pathways into the continuum, which interfere and produce
the observed fast oscillation.
We have found an explanation for the absorption features at moderate intensity. To
confirm, that the light-induced states are a proper model to describe the data in this
intensity regime, it makes sense to look at the polarization dependence. There are two
main differences between linear (Figure 5.3 a) and circular (5.3 b) polarization:
• The modulation at moderate intensities is stronger for linear polarization. This
means higher peaks and lower minima in absorption.
• For high NIR intensities, the absorption spectra look qualitatively different. The
most dominant signature is an increased absorption for circular polarization at 26 eV,
while linear polarized light exhibits no peak in absorbance.
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Figure 5.5: Scheme of LISs for circularly polarized NIR light
The ground and the 4s state are shown in blue. Purple lines represent the XUV excitation
and the dark red arrow corresponds to the NIR interaction that embeds the light-induced
state in the continuum.
These two points are emphasized in Figure 5.4 for the moderate intensity regime in subplot
a) and for high intensities in b). Additionally, the energies of the LISs, assuming a light
frequency of ω0 = 1.6 eV and a ponderomotive shift of 0.3 eV, are depicted with dotted
lines. One has to keep in mind, that the light spectrum is not Gaussian (see Figure E.1),
the shape of a Fano line depends on its q parameter and that the states will experience
slightly different AC Stark shifts. Furthermore, the states are due to the broad spectrum
overlapping. Thus, the data does not show distinct Fano lines. The estimated energy
positions of the 4s+ and 5s+ LISs are on the falling edge of the absorption spectrum,
which would correspond to a q parameter of approximately −1.
How to explain these different amplitudes of modulation for linear and circular polar-
ization? In an experiment of Maurizio Reduzzi et al. [51], the delay-dependent absorption
spectra for linear polarized NIR light was studied for parallel and perpendicular NIR po-
larization with respect to the XUV. They observe, that for a perpendicular polarization,
no LISs corresponding to s-states are visible. Although not commented, in their data the
3s+, 4s+ and 5s+ LISs for an NIR polarization parallel to the XUV remind of Fano lines
with a negative q parameter, i.e. a minimum follows a maximum. This is comparable to
the presented data in this chapter.
To get a better understanding of the strength of the LISs for circularly polarized NIR
light, Figure 5.5 displays a scheme of the emergence of the 4s+ (3s+ and 5s+ are alike).
The linear XUV pulse can be seen as a superposition of σ+ and σ− light. The circularly
polarized NIR (assumed to be σ+ without loss of generality) embeds the 4s state (m = 0)
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into the p continuum with m = 1. If the XUV probes the continuum at m = ±1, only
the σ+ part of the light sees a structured continuum. Since the absorbance for σ+ light
is modulated but not for σ−, the transmitted XUV will no longer be linear but slightly
elliptically polarized. In the visible and ultraviolet regime this change of the polarization
has been measured for LICS, e.g. in sodium [52], CsI [33] or helium [35]. To stay in
this picture: in the case of linear polarized NIR light, the σ− part of the XUV probes a
structured continuum as well. Thus, the absorption structure caused by the 3s+, 4s+ and
5s+ light-induced states is stronger for linear than for circularly polarized NIR.
This explains the continuum absorption spectra in the temporal overlap for moderate
intensities, corresponding to the lower half of Figure 5.3. Therefore, the concept of light-
induced states is suitable to describe the absorption features in this intensity regime. The
next section will discuss the data measured at high intensities.
5.4 Reconstructed Dipole Response in the Temporal Overlap
for High NIR Intensities
The absorption spectra for linear and circular NIR polarization are qualitatively different
in the high-intensity regime. The most distinct increased absorbance at 26 eV for circularly
polarized light is an energetically broad feature from 25.5 eV to 26.5 eV. This is a hint,
that the change of the dipole moment which is responsible for this absorption feature
happened on short timescales. As introduced in Section 1.9, the dipole response of the
atomic system can be reconstructed solely with the measured absorption spectrum, if the
excitation can be treated as instantaneous. Due to the short XUV pulse length ( 1ω0 ),
this approximation is justified and the system can be studied in the time domain. For
the absorbance data from Figure 5.3 the reconstruction is done in Figure 5.6. It shows
the influence of the NIR light on the absolute reconstructed dipole moment. The used
spectral window (depicted in subfigure a) is an asymmetric cos2 function (definition in
Appendix A.1). It opens at 24.6 eV, peaks at 25 eV and closes until 28 eV. Its form
assures, that the sharp edge at the ionization threshold itself is not part of the analysis.
The reconstructed dipole moment of the absorption spectrum without NIR (subfigure b)
is subtracted from the reconstructed dipoles with NIR light to enhance the visibility of
the features. For moderate intensities (lower half of subplots 5.6 c and d), the difference
of linear and circular polarization is mainly quantitative. On the other hand, for high
intensities qualitative changes arise (emphasized by the dashed rectangles). The most
interesting features are those which appear below 6 fs. Since time 0 fs depicts the time of
the XUV pulse, the first six femtoseconds are the instants directly after ionization, when
the electron is still in the vicinity of the atom.
To get a more quantitative idea of the differences for linear and circular polarization,
Figure 5.7 shows lineouts at the marked intensities. In subfigure a), depicting the case of
moderate intensity, the differences for circular and linear polarization are only quantitative.
There is no obvious interpretation of the observed shape, but the features could already be
well explained in the spectral domain with LICS in the previous section. For the higher
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Figure 5.6: Reconstructed dipole moment of the continuum response dressed with linear
and circularly polarized NIR with different intensities
a) The absorption spectrum without NIR light (blue) and the spectral window (orange),
which selects the energy range studied in the time domain. b) The reconstructed dipole
moment of the continuum without any NIR light. c) Difference of the absolute value of
the reconstructed dipole moment for linearly polarized NIR light and without any NIR
for different NIR intensities in the temporal overlap. d) Same as c) but with circularly
polarized NIR light. The black dashed rectangles indicate the region with qualitatively
different behavior for circular and linear polarization in the high-intensity regime. The
white dotted lines mark the intensities plotted in Figure 5.7.
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Figure 5.7: Polarization differences of the continuum dipole response for experiment and
simulation
a) Difference of the absolute value of the reconstructed dipole moment with and without
NIR light for moderate NIR intensity in the temporal overlap. The peak intensity is
approximately 4× 1013 W/cm2 (iris positions 59 in Appendix E.2). The window used for
the reconstruction is given in Figure 5.6 a). The errors are standard deviations of the
mean, neglecting the error on the dipole moment without NIR. b) Same as a), but higher
NIR peak intensity of ∼ 1× 1014 W/cm2 (iris positions 52). c) Difference of the absolute
value of the reconstructed dipole moment with and without NIR light for a simulation
with classical trajectories and the TDSE result. For the classical trajectories, the data
is taken from Figure 3.11 part 3), thus the reconstruction window is the same as for the
experimental data. The intensity is set to 4.4× 1013 W/cm2. To account for the missing
sub-cycle stability in the experiment, the spectra from the theory were cycle-averaged at
time delay 3 fs before calculating the dipole moment. Note that the relative strength of
|d(t)|− |dnoNIR(t)| for linear and circular polarization calculated with classical trajectories
in c) agrees well with the experimental relative strength in b) for t > 2.5 fs.
76
5.4. RECONSTRUCTED DIPOLE RESPONSE IN THE TEMPORAL OVERLAP
FOR HIGH NIR INTENSITIES
intensity of Subfigure 5.7 b) no interpretation in the spectral domain was found. The
influence of the NIR light on the dipole moment in this regime is strongly dependent on
the polarization. For circular polarization, there is a clear minimum at ∼ 2.5 fs and then
the curve raises monotonously until 8 fs. For linear polarized light, one can observe a
maximum at 2.5 fs, a minimum at 4 fs and another maximum at 6.5 fs. A satisfying model
in this intensity regime should offer an intuitive explanation of this strong polarization
dependence in the first few femtoseconds after ionization. In the following, it will be
pointed out, why classical electron trajectories are a suitable model, which can fulfill this
requirement.
Subfigure 5.7 c) shows simulation results of Chapter 3. With 20000 classical electron
trajectories a dipole moment is constructed for different cases (i.e. different NIR polariza-
tion and dimension, compare Figure 3.11 3). Using this dipole moment, the absorbance is
calculated. Out of the absorption spectrum the displayed dipole moment is reconstructed
with the same window as for the experimental data. This ensures that the same quantity is
compared for both experiment and theory. Only the inability of the experimental method
to detect sub-cycle structure has to be added artificially to the simulated data by taking
the average absorption spectrum over half an NIR cycle.
The resulting NIR-induced changes of the absolute dipole moment show a stunning
agreement with the experimental data, except for the first two femtoseconds. For circular
NIR polarization, there is a minimum at 2.3 fs and then the curve decreases slowly to
zero. For linear polarization, a maximum appears at 3.3 fs then the value drops until
4.7 fs and for 7 fs there is again a maximum above the curve for the circular case. The
electron trajectories calculated in two dimensions show all these features extenuated in
comparison to the one-dimensional simulation. This is a direct consequence of the reduced
’recollision’ probability in two dimensions, i.e. the electron wave packet has less overlap
with the ground state, when driven back, because the velocity component transversal to
the field hinders this ’recollision’.
Of course, experiment (5.7b) and simulation (c) do not agree perfectly, but this is also
not expected due to the reduced complexity of the model. For the first two femtoseconds,
it is most important how the ionization process is treated. Simply freeing the electron at
the origin at t = 0 with an arbitrary velocity distribution does not satisfy the quantum-
mechanical reality. In addition, for this regime the model is most sensitive to changes in
the parameters (dispersion, initial velocity, size of distribution). Another source of error
is the calculation of the classical trajectories in SFA, i.e. without any atomic potential
included. In Chapter, 2 Figure 2.17 shows, that for the simulated intensity, the classical
electron trajectories can differ significantly, whether calculated with or without an atomic
potential. Additional error sources are the uncertainties of the time delay and of the
experimental field intensities. This makes it even more remarkable, that without tuning
of the simulation parameters (the experiment was done afterwards), the data exhibits this
degree of similarity to the classical calculations.
For completeness, Figure 5.7 c) includes additionally the calculation with the TDSE
model for the same parameters as the classical simulation. The positions of the peaks and
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minima agree well with the experimental results, only their relative and absolute height
and the data for the first femtosecond differ significantly. Since simulating circular light
in one dimension is not feasible, the direct comparison of the dipole for linear and circular
polarization is not possible. A two-dimensional TDSE simulation is computationally much
more costly because the total grid points are squared.
To sum up, for high intensities, the continuum absorption spectra in the temporal over-
lap of XUV and NIR could be explained in the time domain. The evolution of the electron
wave packet is sufficiently modeled as a classical trajectory, which depends strongly on the
NIR polarization. When this trajectory comes close to the nucleus again (’recollision’), the
overlap of the electron wave packet and the atomic ground state increases, which leads to
an enhanced electric dipole moment. This change of the electric dipole moment modifies
the measurable absorption spectrum.
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Within this thesis, the strong-field dynamics at the first ionization threshold of helium have
been studied. For this reason, a transient absorption beamline has been complemented
by an external beam path to separate the near-infrared (NIR) light which generates the
harmonics and the part acting on the target. Additional to the intensity and time-delay
control, this extension enables to easily change the NIR polarization as a control parameter.
A technique to characterize the stability of the new interferometric setup has been
established, which allowed monitoring the stability of different methods to mount the
recombination mirror. By this, the passive interferometric stability could be increased
to 350 as standard deviation measured over 5 s limited by noise at a frequency of 50 Hz.
Despite this improvement, sub-NIR-cycle structures could not be resolved in the absorption
spectra. Regarding the long term stability of both interferometer arms, a drift of ∼ 10 fs
over the first two hours of measurement was found, afterward, the setup is stable within
1 fs.
On the theoretical side, two simulations have been developed to study the behavior of
an ionized electron wave packet in the vicinity of the residual ion core potential under the
presence of a moderate up to strong NIR field:
The first simulation is an ab initio calculation based on solving the time-dependent
Schro¨dinger equation (TDSE) with a split-step algorithm. It uses a one-dimensional model
atom with soft-core potential to calculate the electronic wave function’s propagation of the
helium atom in the single active electron approximation. For moderate NIR intensities
(ponderomotive energy Up  photon energy ω0), within this model, the emergence of
light-induced states (LISs), which are well studied [24, 25, 51], could be observed in the
temporal overlap of the NIR and XUV. Whereas most previous work has concentrated
on the description of their sub-cycle nature, here it has been emphasized, that above the
ionization threshold LISs are the same as laser-induced continuum structure (LICS). As
a consequence, their spectral shapes are given by a Fano profile convolved with the NIR
spectrum.
For moderate NIR intensities, LISs can explain the shape of the absorption above
the ionization threshold. This explanation uses the photon picture, as LISs describe the
coupling between the ground state and dark states with an XUV plus an NIR photon. For
high intensities (Up & ω0), LISs cannot explain the absorption shape above the ionization
threshold in the temporal overlap. The absorption spectrum is seemingly chaotically
modified over a large energy range (see figure 2.17). By using the dipole reconstruction
method ([6] or section 1.9) a simple explanation of these absorption spectra can still be
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given – not in the energy but in the time domain. This is one key finding of this thesis.
The quantity of interest is the absolute value of the dipole response of the continuum
which is perturbed by the strong NIR subtracted by the unperturbed absolute dipole
response:
∆|d|(t) ≡ |dwithNIR(t)| − |dnoNIR(t)|. (5.1)
The spatial overlap integral of the excited electron wave packet and the ground state
determines the dipole moment in the XUV energy range under study. The absolute dipole
moment diminishes when the spatial overlap decreases. Thus, by measuring the increase
or decrease of ∆|d| over time, one is sensitive whether the ionized electron wave packet is
pushed back or away from the parent ion by the NIR field. By comparing the NIR driven
wave function evolution with ∆|d|, one can see that each peak of the latter corresponds
to increased amplitude of the wave function at the origin. Furthermore, the electron wave
function evolution resembles classical trajectories of electrons in a strong field. This has
motivated another theoretical study.
The second simulation was aiming at constructing absorption spectra using classical
electron trajectories in strong-field approximation (SFA), which neglects the Coulomb
field. This is possible by defining the absolute dipole moment as a measure depending
on the distance of the classical electron position to the nucleus and the dipole’s phase
as the quasi-classical action. The advantage of this model is that it can give a more
descriptive explanation of the electron dynamics than the ab initio TDSE simulation.
Additionally, it is with low computational costs possible to implement a second spatial
dimension, allowing for comparison of absorption spectra between linear and circular NIR
polarization. A qualitative agreement of ∆|d| for times < 4 fs could be found between the
classical trajectories and the TDSE simulation (compare figure 3.12).
The simulations were compared to data measured with the above described external
beam path. The transient absorption spectra in the vicinity of the first ionization threshold
of helium have been recorded depending on the NIR intensity and polarization (linear and
circular). In the temporal overlap of NIR and XUV pulse the both described simulation
approaches were able to explain the measured data.
For moderate intensities, all modulations of the absorption spectrum above the ion-
ization potential can be attributed to the 3s+, 4s+ and 5s+ LISs, as supposed by the
TDSE. Not only fit the energetic positions of these features the expected values, but the
polarization dependence is the same as predicted. This means, for circular polarization
the absorption features are the same in shape but smaller in amplitude than for linear
light (see figure 5.5).
For high intensities, the absorption spectra cannot be explained by LISs. However, it
is possible to interpret the data in the time domain, as for the TDSE simulations. The
ionized electron wave packet is driven by the NIR field in the vicinity of the ionic core.
This induces changes of the dipole moment, which alter the absorption spectrum. Since
the trajectories fundamentally differ for linear and circularly polarized NIR (the latter
hardly provokes ’recollision’), the absorption features are different for each polarization.
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Out of the measured spectra, the influence of the NIR on the dipole moment ∆|d| can
be reconstructed. It is in qualitative agreement with the one calculated by classical tra-
jectories for t > 2.5 fs (see Figure 5.7). The resemblance of the experimental ∆|d| with
linear light to the TDSE simulation is even a bit stronger, but for the TDSE the circular
polarization could not be calculated caused by the one-dimensionality of the model.
For each polarization alone, the theoretical models might only coarsely describe the
experimental data. However, it is the different behavior of ∆|d| for the two polarizations
which is in stunning agreement with the predictions from classical trajectories.
The next experimental challenge on this topic will definitely be to enhance the stability
of the interferometric setup. If the main noise source is found and neutralized or at least
attenuated, sub-NIR-cycle stability is possible. As the ’recollision’ effects are strongly
dependent on the field’s phase, all absorption features and thus the modulation of ∆|d|
will be much more distinct. It would even be possible to implement active stabilization in
a closed-loop scheme. With such an improvement the long term drift could completely be
compensated for.
In further theoretical studies, the TDSE simulation can be extended to two or even
three dimensions. This would allow comparing the difference between circular and linear
polarization for the ab initio calculation, as well.
Additionally, it is very interesting to go beyond SFA for the classical trajectories cal-
culation. Then, one could compare the predictions of both simulations with and without
Coulomb potential and observe the breakdown of the SFA, when the field intensity lowers.
Furthermore, the classical simulation can be adapted to study different dispersion rela-
tions. This would be interesting, as it allows to relate to other continua of states, e.g. in
solid-state physics.
The possibility of studying the atoms’ dipole response in time by measuring a single
absorption spectrum enables a fascinating new approach to electron dynamics. This opens
the opportunity to investigate the quantum-to-classical transition in many systems. The





A.1 Asymmetric cos2 Function
cos2window(x,max , left , right) ≡

0 x < max − left orx > max + right
cos2( (x−max)pi2 left ) x > max − left andx < max
cos2( (x−max)pi2 right ) x > max andx < max + right
(A.1)
A.2 Pulse Model
The pulse is centered delay after t = 0 with the central angular frequency ω0 and the width
τ , which describes the full width half maximum of the pulse intensity profile I = E2. The
maximum electric field is denoted by Emax.
E(t, delay , ω0, τ, Emax) = Emax · cos ((t− delay)ω0) · exp




A.3 Monte Carlo Estimator




Monte Carlo integration with importance sampling can be used. To compute the integral,
N random variables Xi are drawn from an arbitrary probability density function p(x) >









approximates the integral I with an error of O(√N). For details refer to [53, 54].
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Appendix B
Supplementary Information on the
TDSE Simulations
B.1 Condensing the Ground State
Condensation of the ground state can be achieved by negative imaginary time propagation.
Setting dt = −i|dt| converts the soft core potential into the absorbing boundary, thus
excited states, which have a stronger contribution away from the origin, are suppressed.
To avoid numerical problems the wave function is normalized at each step.
For this work it was not sufficient to use only the negative imaginary time propagation
method. After switching to real time propagation the wave function had always an excited
fraction, that spread over the grid. This is due to the fact, that the absorbing soft core
potential disturbs the wave function.
Therefore, an alternative condensing scheme was implemented. The pre-condensed
wave function is propagated in real time and the absorbing boundaries with cos2 shape, are
slowly moved away from the origin (similar to Figure 2.10 but starting from xd = 5 a.u.)
until they reach their usual position. Using this method only higher excited states are
damped, the ground state is less and less perturbed as it lives mainly at the origin. This
procedure produced the pure ground state down to a precision of 10−10.
B.2 Determine the Ionization Energy
To see which states are present in the model system, the wave function can be projected
on the initial state:
P (t) = 〈Ψ0|Ψ(t)〉 . (B.1)
By a simple Fourier transform one obtains the noise spectrum of the wave function. Figure
B.1 shows this noise spectrum for a propagation of 4 million steps until t ≈ 5000 fs. One
can see all bound states of the system if the initial wave function was random, in case of
the condensed ground state, there is only a peak at the ionization energy Ip.
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Figure B.1: Noise spectrum of a random state and of the final condensed ground state
B.3 Difference of Length and Velocity Gauge
B.2 shows the difference of length and velocity gauge in the absorption spectra. Com-
parison by eye reveals no difference except for a small offset in the continuum. Looking
on the residuals brings to light small changes, especially of the line shapes. However, in
particular in the continuum, there are no substantial differences, i.e. no features are only
present for a certain gauge.
One can conclude that the choice of gauge is not important in the scope of this work.
B.4 Fit Parameters for the Intensity Scan
The Fano ∗ Gaussian fits of Figure 2.14 found the following parameters:
Table B.1: Table of the fit parameters for Figure 2.14
Imax [a.u.] E0 [eV] q Γ [eV] A
∗
0 [arb.u.]
3.6e-5 25.738 1.235 2.1e-4 2900
4.9e-5 25.743 1.223 2.0e-4 4000
6.4e-5 25.749 1.212 1.9e-4 5600
8.1e-5 25.756 1.200 2.0e-4 6800
1.0e-4 25.763 1.190 1.7e-4 9400
1.2e-4 25.771 1.166 1.9e-4 10000
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Figure B.2: Comparison of length and velocity gauge
a), b) show the time delay dependent absorption spectra for TDSE calculations in length
gauge and velocity gauge, respectively. c) is the difference of absorption of length and
velocity gauge Alength gauge−Avelocity gauge. The used parameters are: XUV Gaussian, same
as Figure 2.4 a), IR: FWHM = 5 fs, central frequency ω0 = 1.7 eV, maximum intensity




Simulate Absorption Spectra in
SFA
In this appendix, two additional methods are shown with which absorption spectra can
be computed in strong field approximation. The simulation results can be compared to
the Chapter 3.
C.1 Numerical Integration
Based on the reasoning of section 1.7, we look at the dipole moment of an ionized electron
wave packet. Assuming an ionization at t = 0 and considering only the dimension along
the laser field turns Lewenstein’s integral (1.25) into










Approximating the continuum states by plane waves with momentum p, the expression



















′))2/2+Ip dt′ . (C.4)
For t  0 the phase is oscillating fast, which makes it hard to solve the integral. Often
the saddle-point method is used to find a solution [16]. But for t ∼ 0 the stationary phase
approximation fails. However, it is for small t possible to evaluate the integral numerically,
e.g. by Romberg’s method [55].
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Figure C.1: a) The continuum edge without a strong-field, calculated by integrating equa-
tion (C.5) numerically. b) The Fourier phase of the 2ω0 oscillations and its gradient
(dashed). c) Time delay scan of the absorption spectrum at the continuum edge and
d) its Fourier amplitude calculated by integrating equation (C.4). The DC component
of the Fourier amplitude saturates to enhance the visibility of the other features. The
white dashed line in d) marks the position of the 2ω0 oscillations, for which the phase is
displayed in b)
If we consider the case without a strong field A = 0, the integral simplifies further to










Here, the dimensionality reduces naturally by using spherical coordinates because of the
isotropy.
Figure C.1 a) shows the spectral continuum edge without a strong field, calculated with
the above equation (C.5). The edge is very sharp at the threshold and the absorption is
only slowly diminishing for energies further above the ionization potential. Figures C.1 b)
to d) display the dynamics which appear on applying a time dependent NIR field with the
same parameters as in the above sections. There are features, which appeared as well in
the simulations based on classical trajectories. First, a 2ω0 oscillation dominates the time
overlap of XUV and NIR pulse. Second, the edge moves with the ponderomotive shift,
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which leads to a diagonal feature in the Fourier amplitude at the ionization energy. But
there are as well 2 dominant differences. At Ip ± ω0 the oscillation is strongly enhanced
compared to the other energies. And, as Figure C.1 b) shows, the phase at the ionization
potential jumps from −7.5 rad to −9 rad, so by ∼ pi/2 instead of pi.
C.2 TDSE in SFA
By adapting the Time Dependent Schro¨dinger Equation simulations, it is possible to
get the same approximations as for the classical trajectories calculations. The necessary
adaptions are:
• Instantaneous ionization:
No XUV pulse is used anymore. The propagated wave function represents in this
case only the ionized fraction of the atom.
• Strong field approximation:
The potential is set to be V (x) = −Ip. By choosing this value instead of 0, the phase
calculates correctly.
• Calculation of the dipole:
As Ψ(t) does not any longer represent the full wave function, but the ionized fraction,
the dipole moment calculates to the ground state d(t) = 〈Ψ0|x|Ψ(t)〉.
• Initial wave function:
The ground state wave function Ψ0, which is approximately a Gaussian, can be used
as initial state, but to account for the change in symmetry introduced by the XUV
excitation, it has to be antisymmetrized Ψ(0, x) = Ψ0(x) · 2(H(x)− 12). Here H(x)
denotes the Heaviside step function in the half-maximum convention.
Figure C.2 displays the resulting spectra using the above described method to adapt the
TDSE. The non-perturbed spectrum exhibits not a sharp edge, but a slowly increasing
absorption, that peaks sharply at Ip and diminishes slowly for higher energies. Addition-
ally tiny oscillations arise for energies below the ionization potential, which is probably
due to the finite number of states.
The time delay scan C.2 c), d) reveal 2ω0 oscillations similar to previous observed ones.
Exactly at the ionization potential in the time overlap these oscillations are much stronger
than for other energies, which was not the case for the methods described in the above
sections. This can be an effect of the sharp peak in the spectrum. For a more detailed
analysis of the 2ω0 oscillations, their Fourier phase is shown in Figure C.2 b). The phase
jumps at the continuum threshold from −5 rad to −8 rad, i.e. by ∼ pi. Whereas in the
Fourier amplitude no enhancement at Ip ± ω0 is visible, the gradient of the phase shows
peaks at this energy like in Figure C.1 b).
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Figure C.2: a) The continuum edge without a strong-field, calculated the SFA adapted
TDSE calculations described in this section. b) The Fourier phase of the 2ω0 oscillations
and its gradient (dashed). c) Time delay scan of the absorption spectrum at the continuum
edge and d) its Fourier amplitude. The DC component of the Fourier amplitude saturates
to enhance the visibility of the other features. The white dashed line in d) marks the




This chapter should give an overview over the alignment steps which were done in order
to set up a measurement with external beam path. It is written in form of a manual for
potential future students, who are already familiar with the beamline and who want to
work with the external way to couple in.
• Insert the beam splitter into the beam path after the chirped mirrors
• Do a D-scan to check how to correct the wedges for the additional dispersion
• Check that in both arms identical focusing mirrors are used
• Align the NIR which is going through the HHG chamber in the usual manner (central
through iris and inner mirror)
• Pre-align the external NIR to the center of the incoupling window
• Build in the mirror with the hole:
It makes sense to cut out the central mode of the Ti:Sa with an iris after the beam
splitter. Then the attenuated, aligned, central Ti:Sa mode can be used to align the
hole mirror correctly. The first alignment should be done by turning the flange in
such a way, that the hole is central in the beam mode. Additionally in the outcoupled
beam it can be checked that the transmitted mode is as round as possible. If the
mode is elliptical, the mirror is not hit at 45 degree. Now the external NIR should be
unblocked. If the external NIR is far of the HHG NIR (maybe it is even not hitting
the outer mirror) the hole mirror can be slightly unscrewed and adjusted in angle.
If the difference is small, it might be enough to turn only the micrometer screws
of the mirror mount. After changing the angle, the hole will not overlap any more
with the central Ti:Sa mode. Thus, one has to iteratively readjust the position by
turning the flange and tuning the angle. Find a good spot and tighten the screws of
the flange. In all preceding alignments of the Ti:Sa into the beam line, the hole will
replace the iris.
• Overlay both NIR beams exactly by tuning the focusing mirror of the external beam
path and the flat mirror before. In the outcoupled picture, the external NIR should
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have the dark spot in the center (beam hits the hole perfectly) and the HHG NIR
should be central in the doughnut mode (both NIR beams are co-propagating)
• Check the focus z-position of the HHG NIR and the external NIR beam with a knife
edge scan [56] (only with attenuated Ti:Sa). If the HHG is stable enough, the XUV
focus can as well be determined instead of the HHG NIR. If the foci do not match,
the focusing mirror of the external beam path has to be adjusted.
• This step is not necessary but it makes it much easier to find a coarse temporal
overlap. Install a HeNe which has a reduced coherence length and overlay the beam
path of the NIR with it. Overlay the outcoupled external and the HHG beam on
a camera. Move the time delay stage with the micrometer screw until interference
fringes appear. They should be visible ±70µm around the best spot.
The next steps have to be repeated each time the NIR is newly coupled into the beamline.
• Make sure that the HHG NIR is going centrally through the hole of the mirror. Try
to overlay it as best as possible with the external beam (procedure as above)
• Achieve HHG e.g. with Xenon
• Find the best position for the target cell to have the highest XUV throughput and
note it (x, y)
• Block the HHG NIR beam and try Argon harmonics in the target cell with the
external NIR. This step might be a bit tricky. First move the target cell until you
are sure that the NIR is going through the hole (high background signal on the Pixis
camera). Then play with the wedges and make sure that the polarization is linear.
It might also be, that harmonics are produced but an angle of the NIR hinders the
XUV to hit the chip. Once a signal is found, optimize the argon harmonics.
• If the wedges are a lot different from the best position for HHG of the main beam,
you can adjust the glass insertion in the external beam path.
• Move the target cell slowly to its best position for the XUV and follow with the NIR
focus by GENTLY touching one of the last two mirrors of the external beam line.
Make sure not to lose the argon harmonics signal.
• ’Switch on’ main HHG. Now on the camera the autoionizing states of argon and the
argon harmonics should be visible at the same time.
• Move the time delay piezo until the lines disappear (temporal overlap) while Argon
harmonics are still visible (spatial overlap given).
• If the temporal overlap is found, you can tune the spatial overlap buy very gently
touching the external mirrors to blow away the lines best as possible.
• To determine the temporal overlap a time delay scan can be measured (with an iris
position that the lines never disappear completely).






The spectrum of the NIR light, which was used in the above described experiments is
shown in Figure E.1.
E.2 Intensity Calibration
The intensity of the NIR was regulated by a motorized iris. The approximate mapping
of iris position to intensity is shown in table E.1. For this calibration, the power of the
outcoupled beam at a given iris position was measured. Additionally, a camera recorded
the focus of the beam. The camera has a pixel size of 5.5 * 5.5µm2. The maximal
intensity can be calculated out of the ratio of the counts of the brightest pixel to the
total counts (background subtracted). With a pulse length of 5 fs (value reconstructed
by a dispersion scan) and the repetition rate 3 kHz the intensity of the pulse can be
estimated. Unfortunately, only pictures of the focus for iris positions 30 and 50 have
been captured. The focus size changes for further closed iris positions are taken from a
different measurement without external beam path. Since filters cut out the innermost
part of the mode for this setup, the foci will be roughly comparable. But especially the
lowest intensity values have a huge error, because for these the difference between external
NIR and HHG NIR are most dominant. Thus, the intensity values only give the order of
magnitude.
E.3 Sub-cycle resolved measurement of the absorption spec-
tra in the continuum of helium
The presented data in Figure E.2 has been measured by Paul Birk before this thesis has
started. It motivates the study of the phase of the 2ω modulation in time delay, as it was
done in Chapter 3. The data shows a phase-jump of ∼ 2.2 rad directly at the ionization
potential.
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Figure E.1: The spectrum of the external NIR measured before the experiment at the













































































































Figure E.2: Sub-cycle resolved transient absorption spectra of helium at the continuum
threshold
a) Difference of optical densities with NIR light and without in the vicinity of the first
ionization threshold of helium. b) (c) Fourier amplitude (phase) of the absorption os-
cillations along time delay of a). d) Lineouts of c) taken at 2.90 eV and 2.96 eV Fourier
energy in blue and orange.
94
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SPECTRA IN THE CONTINUUM OF HELIUM
Table E.1: Peak intensity calibration for different iris positions
The intensity values marked with a * are estimates based on focus measurements from
Maximilian Hartmann.
iris position 30 40 42 44 46 48 50 52 53
power [mW] 273 266 258 251 238 220 206 187 170
intensity [W/cm2] 2.9× 1014 1.7× 1014
iris position 54 55 56 57 58 59
power [mW] 160 150 137 123 108 95
intensity* [W/cm2] 9.2× 1013 6.7× 1013 5.3× 1013 4.3× 1013
iris position 60 61 62 63 64
power [mW] 80 63 50 36 20
intensity* [W/cm2] 3.2× 1013 2.0× 1013 1.4× 1013 6× 1012
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