The adiabatic approximation is problematic in time-dependent density matrix functional theory. With pure density matrix functionals ͑invariant under phase change of the natural orbitals͒ it leads to lack of response in the occupation numbers, hence wrong frequency dependent responses, in particular ␣͑ → 0͒ ␣ 0 ͑the static polarizability͒. We propose to relinquish the requirement that the functional must be a pure one-body reduced density matrix ͑1RDM͒ functional, and to introduce additional variables which can be interpreted as phases of the one-particle states of the independent particle reference system formed with the natural orbitals, thus obtaining so-called phase-including natural orbital ͑PINO͒ functionals. We also stress the importance of the correct choice of the complex conjugation in the two-electron integrals in the commonly used functionals ͑they should not be of exchange type͒. We demonstrate with the Löwdin-Shull energy expression for two-electron systems, which is an example of a PINO functional, that for two-electron systems exact responses ͑polarizabilities, excitation energies͒ are obtained, while writing this energy expression in the usual way as a 1RDM functional yields erroneous responses.
I. INTRODUCTION
Time-dependent density functional theory within its current adiabatic approximations shows some striking failures for excitation calculations: a completely wrong description of the excited state surface along a bond-breaking coordinate, 1,2 lack of doubly excited configurations in the excited states, 3, 4 and much too low charge transfer excitations. 5, 6 The first two failures are mainly related to the adiabatic approximation of the exchange-correlation kernel, whereas the last failure can be attributed to the local approximation of the kernel. 7 There have been some efforts to introduce corrections to the kernel in order to deal with these problems, cf. Refs. 8-11 for the charge-transfer problem, and Refs 4 and 12 for the double excitation problem. However, this is not a trivial task. As an alternative, we recently proposed to use time-dependent density matrix functional theory ͑TDDMFT͒ instead of time-dependent density functional theory ͑TDDFT͒. [13] [14] [15] [16] In density matrix functional theory ͑DMFT͒ one tries to formulate the exchange-correlation energy as a functional of the one-particle reduced density matrix ͑1RDM͒. The basis for this approach is the work of Gilbert, 17 who extended the Hohenberg-Kohn proof of unique mapping of ground state densities on ground state wave functions and energies, to such a one-to-one mapping between ground state one-particle density matrices and wave functions. Given the one-particle density matrix, the kinetic energy, electron-nuclear attraction energy, and electronelectron Hartree repulsion energy can be calculated exactly. The important quantity for which a functional has to be obtained is then the traditional exchange-correlation energy ͑the remaining term in the total energy when the exact kinetic, electron-nuclear, and electron-electron Hartree repulsion energy have been subtracted out͒. It has already been proven to be possible to construct density matrix functionals ͓rather, functionals of the natural orbitals ͑NOs͒ and NO occupation numbers͔ to describe ground states fairly accurately. This holds for the equilibrium geometry and bond dissociation energy, 7, [18] [19] [20] [21] [22] as well as for the energy curves along bond dissociation coordinates 23 and reaction coordinates. 24, 25 In the present paper we are interested in excitation energies and other response properties. These are in principle provided in a linear response approximation of the time-dependent DMFT equations. 13 As with TDDFT it is desirable to apply an adiabatic approximation in order to be able to work with an energy independent response matrix, from which, e.g., excitation energies can be derived by a straightforward diagonalization. However, it has become apparent that a formulation of adiabatic approximations is not as simple as in the case of TDDFT.
14 Within the most straightforward formulation of the adiabatic approximation there proved to be no timedependent response in the NO occupation numbers, or, in the frequency domain, no occupation number response at any finite frequency of the applied field.
14, 26 The implication is that the static response, in which there is a response in the occupation numbers, 27 is never approached in the adiabatic approximation by calculations at arbitrarily small, but finite frequencies. Another implication is that an important class of double excitations, which show up in diagonal ␦␥ kk = ␦n k response contributions, are again not accounted for. The wrong → 0 limit of the calculation of, e.g., frequency dependent polarizabilities and the lack of double excitation character in the straightforward adiabatic approximation ͓also called static adiabatic approximation, ͑SA͔͒ has been remedied by ad hoc solutions in Refs. 14 and 16, cf. the adiabatic approximations AA1 and AA2.
In the present paper we will show that the mentioned errors in the adiabatic approximation are an unfortunate property of any functional of the one-particle density matrix. In principle, if one formulates a functional of the one-particle density matrix in terms of a functional of the NOs and the NO occupation numbers, as is usually done, this functional should be independent of the phase of the NOs, since the one-particle density matrix does not define the phase of its eigenfunctions. But NO-phase independence of a functional leads to lack of response in the occupation numbers in the straightforward adiabatic approximation; see Sec. III.
We will in this paper not make ad hoc modifications to the adiabatic approximation in order to remedy the situation, but we will propose to step beyond pure 1RDM functionals. We will investigate if we can solve the problems by building functionals which depend on more variables than just the NOs and NO occupation numbers. Effectively this means that we allow our functionals to have built in some extra information on the two-particle density matrix. It is no longer demanded to construct an approximation to the twomatrix from knowledge of the one-matrix alone. Given the fact that the problem with the adiabatic approximation in 1RDM theory is related to the NO-phase independence of a pure 1RDM functional, it is not surprising that the additional variable we find it useful to employ, can be viewed physically as the phase of the one particle wave functions ͑NOs͒ that are used in the functionals. However, the traditional definition of the NOs does not define the phase. Therefore, these special NOs will be named phase-including NOs ͑PINOs͒. The PINO phases have to be taken into account explicitly, both in the ground state formalism and in the calculation of excitation energies with a linear response approach.
In Sec. IV we derive the effective one-electron timedependent Schrödinger equations for the PINOs, which are not available for the diagonal components ͗ k ͉ i‫ץ‬ t k ͘ of the equations for the time dependence of the NOs. We introduce an independent particle system of electrons described by the PINOs, which is heavily degenerate in the ground state ͑all PINOs with fractional occupation number have the same eigenvalue͒. The initial ground state of the independent particle system is therefore described by an ensemble of onedeterminantal states, so as to produce the correct fractional occupation numbers. The time-propagation follows from stationarity of an action integral, which is split into a part using the one-electron operators in the Hamiltonian and the ensemble of independent particle states, and the remainder with Hartree, exchange, and correlation contributions. This leads to the time-dependence of the PINOs and their phases, and of the occupation numbers. In Sec. V we will derive the linear response equations for the case of PINO functionals. This derivation is based on the single particle Schrödinger type time-dependent equations which govern the timedevelopment of the PINOs ͑including their phases͒.
Before developing the PINO equations and the linear response formalism, we will first review and extend in Sec. II the basic formalism of stationary DMFT and its timedependent extension. We next highlight ͑Sec. III͒ the problems caused by the adiabatic approximation in the case of 1RDM functionals, notably the stationarity of the occupation numbers in that case. Sections IV and V then treat the solution that we are proposing. Section VI gives two examples. One demonstrates that the wrong → 0 limit for the frequency dependent polarizability is corrected with an explicitly orbital phase dependent functional. The other example shows serious deficiency of response ͑excitation͒ calculations when in the two-electron system the energy functional is chosen so as to be NO phase independent ͑as a true 1RDM functional͒, while a phase-including functional yields correct results. Section VII formulates the conclusions of this work.
II. TIME-INDEPENDENT AND TIME-DEPENDENT DMFT AND LINEAR RESPONSE
In this section we review the important equations of linear response ͑TD͒DMFT and define the quantities we use. We consider a time-dependent quantum mechanical N-particle system which evolves under the following Hamiltonian:
where the components are given in second quantization as
where x denotes the spin-space coordinate ͑x = rs͒. Further we will use the combined one-body operator
where the ͑possibly nonlocal͒ potential v ͑t͒ is the potential of Eq. ͑2b͒. The 1RDM is defined as ␥͑x,xЈ;t͒ ϵ ͗⌿͉ H † ͑xЈt͒ H ͑xt͉͒⌿͘. ͑4͒
The 1RDM is Hermitian and compact, therefore can be diagonalized
where the set N is some countable set labeling the eigenvalues and eigenfunctions. N will only be written explicitly where necessary to avoid confusion. The eigenvalues n k ͑t͒ are traditionally called the ͑natural͒ occupation numbers and the eigenfunctions k ͑xt͒ the NOs. 28 It is customary to use the 1RDM in the form of this spectral decomposition. So we will use functionals of the form E͓͕͖ , ͕n͖͔. Note that the phase of the NOs is undetermined by the spectral representation, so for the functional E͓͕͖ , ͕n͖͔ to be a pure 1RDM functional it is required that the functional is NO-phase invariant. This has important consequences, as will be detailed below. We will now discuss the time-independent equations for the NOs, the time-dependent equations, and the linear response formulation of the time-dependent problem.
A. The time-independent effective one-electron equations for the NOs
The energy functional can be written as
where the matrix element h kl ϵ͗ k ͉ĥ ͉ l ͘ and the one-electron part of the energy is trivially given in terms of the diagonal matrix elements of ĥ and the NO occupation numbers. A formal expression for W͓␥͔ can be given in a constraint search form as shown by Levy
The two-electron part of the energy, W, can be exactly written in terms of the two-body-reduced density matrix ͑2RDM͒
where the two-electron integrals are defined as
͑10͒
This notation for the two-electron integrals leads to a logical summation convention ͑contraction over adjacent indices͒. The relation with the conventional quantum chemical notation is w klrs = ͗kl ͉ sr͘. Using W͓␥͔, or W͓͕͖ , ͕n͖͔, cf. Eq. ͑6͒, implies that we express the 2RDM in terms of the 1RDM. When requiring stationarity of the energy it is necessary to form a Lagrangian which includes the orbital orthonormality constraints ͗ i ͉ j ͘ = ␦ ij and the occupation number constraints 0 Յ n i Յ 1. The latter can be done with the Karush-Kuhn-Tucker ͑KKT͒ conditions; see Ref. 30 . The equations for stationarity with respect to orbital variation and with respect to occupation number variation are
and
respectively. Here we introduced
Further note that Eq. ͑11a͒ only needs to be satisfied for the off-diagonal elements ͑k l͒, since it is trivially satisfied for the diagonal elements by proper DMFT functionals. This will be shown explicitly in Sec. III A. These equations constitute a set of one-electron eigenvalue equations for the NOs
where v NO is determined by its matrix elements
These equations were obtained by Pernal 31 by working out the potential obtained by Gilbert 17 in his NO equation for the case that the energy would not be an explicit functional of the 1RDM but of the NOs and the occupation numbers. The occupation number constraints lead to equality of the eigenvalues for all fractionally occupied orbitals ͑already derived by Gilbert͒, and to different ͑lower͒ eigenvalues for the fully occupied orbitals, and higher eigenvalues for the completely unoccupied ones, 30 cf. Table I . We note that the one-electron equations for the NOs derived earlier, 17, 31 which have demonstrated the degenerate eigenvalue for all fractionally occupied NOs, have been extended 30 to cover the cases of fully occupied and fully unoccupied NOs and their corresponding one-electron energies, which differ from the degenerate value.
The heavy degeneracy of the eigenvalue Eq. ͑13͒ easily leads to confusion. It would appear that one can make arbitrary mixtures of the degenerate ͑fractionally occupied͒ NOs. In case all eigenstates are degenerate, which may be not uncommon, the operator would revert to just the unit operator ͑times the common eigenvalue ⑀͒. However, one has to keep in mind that Eq. ͑13͒ is not a linear equation, but a nonlinear equation. Maybe a better way to formulate this equation for all NOs fractionally occupied is that the solution is the set of NOs and occupation numbers which make the effective Hamiltonian the unit operator scaled by a factor ⑀ ĥ NO ͓͕,n͖͔ = ⑀1 . ͑15͒
For a subset of NOs with fractional occupations this would be modified to P f ĥ NO P f = ⑀P f , where P f is the projector onto the space of fractionally occupied NOs. 
B. Time-independent linear response DMFT
The static linear response equations can be derived using straightforward perturbation theory. 27, 32 It is convenient to expand the perturbation in the NOs in the unperturbed NOs as
Perturbing first the stationarity equations ͓Eq. ͑11͔͒ and collecting the first order perturbed terms gives the static linear response equations
The perturbations in ␦W can be separated into two parts. One part is due to perturbations in the NOs and the other part is due to the perturbations in the occupation numbers
͑18͒
where we introduced the coupling matrices
All the contributions from perturbations in the NOs and occupation numbers can now be collected together. With the help of the following definitions:
the static response equations can now be rewritten as 
where in the last step we used that the first order perturbation in the energy can be expressed as
͑23͒
This last equation follows directly from the fact that we use a stationary reference state, so the first order perturbation of the energy due to changes in the NOs and occupation numbers is zero by definition.
C. The time-dependent effective one-electron equations for the NOs
We now proceed to the equations that govern the timedependent behavior of the NOs. The time dependence of the 1RDM can be derived straightforwardly using the equations of motion ͑EOMs͒ for the creation and annihilation operators. The result can be written as 13, 16 
where the matrix W͓␥͔͑t͒ is obtained as a contraction of the 2RDM and the two-electron integrals
The functional dependence of ⌫͑t͒ on ␥͑t͒ can be proven 13 for local time-dependent potentials ͑up to a constant shift͒ by invoking the Runge-Gross theorem. 33 The EOM ͓Eq. ͑24͔͒ has been given in a general basis set. However, we can transform it to the time-dependent NO basis ͑see Refs. 13 and 14͒ which gives the following combined EOM for the NOs and occupation numbers
This is not completely equivalent to an effective timedependent Schrödinger equation for the NOs. The above equation yields a time-dependent Schrödinger-like equation for the NOs
where v NO ͑t͒ is defined by its matrix elements
but only for off-diagonal components ͑projection against k ‫ء‬ ͑t͒ with k l͒. The projection of i‫ץ‬ t l ͑t͒ against l ‫ء‬ is not defined. So there is no EOM that determines the timedependence of the phase of an NO, in full agreement with the fact that at any time t the phase is arbitrary. Equation ͑26͒ for k = l yields the time-dependence of the occupation numbers
This equation will prove to give problems in connection with the adiabatic approximation, see Sec. III A.
D. Time-dependent linear response DMFT and the adiabatic limit
In this section we will derive the time-dependent linear response ͑LR͒ equations and define explicitly the adiabatic approximation which has caused various problems. [13] [14] [15] [16] 26 The LR equations can be directly derived by considering an initial stationary state with a 1RDM ␥ 0 in its NOrepresentation. Applying first order perturbation theory to the EOM of the density matrix, Eq. ͑24͒
where the coupling matrix K describes all the two-body effects due to the perturbation and is defined as
To deal with frequency dependent perturbations and excitations one takes the Fourier transform
The -dependence of the coupling matrix K͑͒ is unknown. Moreover, it is very advantageous to have an -independent matrix, so practical results for excitation energies and polarizabilities can be obtained by straightforward diagonalization rather than by cumbersome energy-searching algorithms. Therefore, the adiabatic approximation is applied, in which one assumes that for slow perturbations, K͑͒ can be replaced by its ground state counterpart
However, this is a problematic approximation in the case of TDDMFT as has been shown in Ref. 16 . The most important failures to which the adiabatic approximation gives rise are summarized in the next section.
III. PROBLEMS OF THE ADIABATIC APPROXIMATION FOR TRUE 1RDM "NO-PHASE INDEPENDENT… FUNCTIONALS
The adiabatic approximation described in the previous section seems natural. Indeed, in the context of TDDFT it works quite well. However, when applied within the TDDMFT framework the adiabatic approximation is very problematic. In the first place, the occupation numbers are intrinsically time-independent for a 1RDM functional in the adiabatic approximation. [13] [14] [15] [16] 26 This problem is related to the condition of NO-phase invariance of a true 1RDM functional; see Sec. III A below. The lack of response in the occupation numbers leads to serious errors. A particularly disturbing consequence is that when frequency dependent polarizabilities ␣͑͒ are calculated, the → 0 limit of ␣͑͒ turns out to be different from the static polarizability ␣ 0 calculated with the same 1RDM functional; see Sec. III B below. If one wants to retain the adiabatic approximation, because of the efficiency of the calculations and because the -dependence of the coupling matrix is not known anyway, the only viable solution seems to be to drop the NO-phase independence of the functionals. This means that we no longer are sticking to a 1RDM-functional theory. We propose to work with functionals that depend not only on the NOs and the occupation numbers, but on additional variables as well. These additional variables can be taken to be phases that have to be attached to the NOs, so we will be working with PINOs. We show that for the two-electron system the exact expression for the energy in terms of NOs and occupation numbers, which is known from the work of Löwdin and Shull, 34 is in fact such a PINO functional; see Sec. III C below.
A. Stationary occupation numbers
From the 1RDM EOM in NO representation ͓Eq. ͑26͔͒, we have found for the EOM of the occupation numbers 13, 14 
However, for functionals that are invariant under phase change of the NOs, the right hand expression is zero. Let us make the NO phase explicit by writing a NO with a particular defined phase as k ͑x͒, and let us characterize alternative valid NOs with the additional phase factor e i␣ k as k ͑x͒ = e i␣ k k ͑x͒. For any functional F͓͕͖͔ that is phase invariant, the derivatives of F with respect to ␣ k should vanish. 35 So we have
So in particular for the functional W, we have
This relation is purely enforced by NO-phase invariance of the functional. For all approximate functionals based on Coulomb and exchange integrals it is easy to show that W = W and for the exact functional this equality is shown to hold in Ref. 36 . Therefore, using the adiabatic approximation in combination with a proper DMFT functional which has to be phase invariant, we will have that W kk ͑t͒ − W kk † ͑t͒ =0 ͓Eq. ͑36͔͒. So one trivially finds at all times i‫ץ‬ t n k ͑t͒ = 0. ͑37͒
So for any true 1RDM functional, including the exact one, the adiabatic approximation is detrimental: it leads to complete lack of response in the occupation numbers. This is also evident from the LR equations with the coupling matrix approximations Eq. ͑33͒. In the adiabatic approximation the relation W kk − W kk † = 0 forces the coupling matrix elements for the response in occupation number n k , K kk,a n , to be zero.
B. \ 0 Limit of time-dependent response incompatible with static response
For comparison of the → 0 limit of the adiabatic TDDMFT response equations with the static DMFT response, it is convenient to start from the perturbation of the 1RDM EOM in NO basis ͓Eq. ͑26͔͒
͑38͒
For time-independent perturbations the left-hand side just disappears, so we recover as the static limit only the perturbation in the NO stationarity equation ͓Eq. ͑21a͔͒. The perturbation in the occupation stationarity equation ͓Eq. ͑21b͔͒ is completely absent. As a result, not even at very small frequencies ͑ → 0͒ the change of the occupation numbers which occurs in a static response calculation is reproduced. The → 0 limit is wrong. An example will be given in Sec. VI.
Although the lack of response in the occupation numbers in the time-dependent LR shows up in a different way, this problem is related to the problem of stationary occupation numbers in the previous section. Since the problems under A and B are related, they may also be solved simultaneously by adding an additional freedom to the 1RDM functional, which can be interpreted as the phase of the PINOs on which the functional will depend.
C. PINO functional for the two-electron system
As shown by Löwdin and Shull, 34 the wave function for a two-electron system can be written in terms of real NOs as
with energy
͑40͒
where we have used the orbital occupation numbers n k = n k␣ + n k␤ so that ⌺ k n k = 2. The wave function and the 2RDM are not completely determined, at least not explicitly, by the NOs and their occupation numbers, there is also a sign factor f k =+1 or Ϫ1. As a matter of fact, the energy expression ͑40͒ is not a proper 1RDM functional that is invariant under phase change of the NOs: multiplying NO k with a phase factor e i␣ k yields a factor e −2i␣ k = f k ‫ء‬ for the integral, i.e., Ϫ1 for ␣ = / 2 and +1 for ␣ = 0. With a given choice ͕ i ͖ of real NOs, we can define PINOs as " k ͑x͒ = e i␣ k k ͑x͒ and write the energy as a PINO functional, incorporating the sign factors ͕f k ͖ into the phasefactors of the PINOs
͑41͒
where the indices k and l now refer to PINOs. We will use this phase-including Löwdin-Shull ͑PILS͒ functional to demonstrate our approach in Sec. VI.
IV. TIME-DEPENDENT EQUATIONS FOR THE PINOS AND THE OCCUPATION NUMBERS: THE NONINTERACTING REFERENCE SYSTEM
In this section we will derive the time-dependent equations for the PINOs. The PINOs ͑and the NOs as well͒ are one-electron wave functions. They are solutions to oneelectron effective Schrödinger equations, cf. Eq. ͑13͒. Any set of one-electron equations with some effective singleelectron Hamiltonian ĥ s defines an independent particle system with determinantal eigenstates for the total Hamiltonian Ĥ s = ͚ i N ĥ s ͑i͒. Usually the effective one-electron Hamiltonian contains a "field" that accounts in an approximate way for the effects of the other electrons in the system. Well known examples are the Hartree-Fock equations and the KohnSham equations. The time-dependent analog, i.e., timedependent one-electron Schrödinger equations that govern the time-dependence of the density, has been provided by the Runge-Gross treatment of TDDFT. Quite crucial in the Runge-Gross treatment of TDDFT has been the partitioning of the total action A into two parts. The first part, A 0 ͑called S 0 by RG͒, containing time-dependence, kinetic energy, and external potential, is defined for the independent particle system. The remainder, A Hxc = A − A 0 , provides the correction terms in the final one-particle equations that result from the two-electron terms in the Hamiltonian. We follow a similar strategy. We first define a functional A 0 of the PINOs and occupation numbers of our independent particle system, which contains the one-electron parts of the Hamiltonian. The independent particle system in our case cannot be described by just a single determinant, since that would correspond to integer occupations. Since the occupation numbers are fractional in our case, we have to use an ensemble of determinantal states. Note that in the stationary state the oneelectron equations for the PINOs have the very special feature that there is a large degeneracy: all PINOs with fractional occupation numbers have the same eigenvalue ⑀; see Sec. II A. We can therefore describe the initial state of our independent particle system with an ensemble of degenerate determinantal states with weights such that the occupation numbers of the fractionally occupied NOs result. We now define the functional
Note that the weights d P have a time-dependence in this expression. This will be crucial to obtain time-dependent occupation numbers later. If A 0 would be a complete quantum mechanical action for the system, these weights would be time-independent ͑see Appendix A͒. However, the evolution of the PINOs and occupation numbers is dictated by the total action A of the interacting system; see below. The states ⌽ P ͑t͒ of the noninteracting system ͓Eq. ͑42͔͒ can be expressed as Slater determinants built from the PINOs. Since the action of the operators ‫ץ‬ t , T , and V ͑t͒ can be evaluated separately for each orbital, there is a contribution ͗ " k ͑t͉͒i‫ץ‬ t − ĥ ͑t͉͒ " k ͑t͒͘ for each orbital " k ͑t͒ which occurs in the determinant ⌽ P ͑t͒. An orbital " k ͑t͒ will in general be present in multiple determinants. Therefore, the total contribution of a specific orbital " k ͑xt͒ to A 0 is the sum over all contributions from the determinants ⌽ P ͑t͒ that contain " k ͑t͒
where P͑k͒ = ͕P : ⌽ P ͑t͒ contains " k ͑t͖͒. The summation over the weights d P ͑t͒ is the total occurrence of the orbital " k ͑t͒ in the ensemble and is therefore equal to the occupation number, n k ͑t͒ = ͚ P͑k͒ d P ͑t͒. Using these results in the definition of A 0 ͓Eq. ͑42͔͒, the expression simplifies to
It is clear that in general the same occupation numbers could result from various choices for the weights of the states in the ensemble. We only need the occupation numbers, and the fact that those may be obtained from different ensembles does not play a role in the remainder. We now assume that there exists a total action functional which depends on the PINOs and occupation numbers, A͓͕ " , n͖͔, or equivalently the 1RDM and the PINO phases. Since A should describe our quantum mechanical system, it can be written as 37, 38 
We note that for local potentials the Runge-Gross theorem that there is a unique mapping ͑t͒ ↔ v͑t͒ ͑for a given initial state ⌿ 0 ͒ can be invoked to establish the mapping of ␥͑t͒ onto ⌿͑t͒: ͕⌿ 0 , ␥͑t͖͒ ‫ۋ‬ ͕⌿ 0 , ͑t͖͒ ‫ۋ‬ ͕⌿ 0 , v loc ͑t͖͒ ‫ۋ‬ ⌿͑t͒. We extend the established dependence of A on the NOs and occupation numbers to PINOs and occupation numbers, as we did for the ground state energy functional. The variational principle can be formulated as ␦A = i͗⌿͑T͉͒␦⌿͑T͒͘.
͑46͒
Note that the boundary term at t = T is explicitly included, since Vignale 39 has shown that setting this term to zero leads to violation of causality. Inclusion of the boundary term avoids this complication.
The EOMs for the PINOs and occupation numbers should be derived by considering the variations in the action due to perturbations in the PINOs and occupation numbers
͑48͒
We consider the total action A as being composed of A 0 and an additional term, A Hxc A Hxc ͓͕ " ,n͖͔ ϵ A͓͕ " ,n͖͔ − A 0 ͓͕ " ,n͖͔
͑49͒
The kinetic energy and the ͑external͒ potential energy disappear, since the noninteracting system has the same 1RDM as the interacting system. Note that this is different in TDDFT where the potential energy disappears but the kinetic energy terms remain in A Hxc , since only the densities are identical in the case of TDDFT. Now we write the variational equation for A ͓Eq. ͑46͔͒ using the introduction of A 0 and a twoelectron correction term W in the form
͑50͒
We write ␦W instead of −␦A Hxc to indicate its dependence on the electron-electron interaction ͑but not the kinetic energy͒. Note, by comparing Eqs. ͑46͒ and ͑50͒ that also the boundary terms are absorbed in ␦W ␦W͓͕ " ,n͖͔ ϵ i͗⌿͑T͉͒␦⌿͑T͒͘ − ␦A Hxc − i ͚ r n r ͑T͒ ϫ͗ " r ͑T͉͒␦ " r ͑T͒͘. ͑51͒
The EOMs for the PINOs and occupation numbers can now be derived by considering the variations due to the perturbations in them. However, only perturbations which keep the PINOs orthonormal should be considered. Therefore, additionally Lagrange multipliers are introduced to take care of this requirement and " k ͑xt͒ and " k ‫ء‬ ͑xt͒ are considered to be independent variables. The constraint that the occupation numbers should sum to N does not have to be taken into account, since the Schrödinger equation is norm conserving. So instead of Eq. ͑50͒, we will consider
First consider variations due to the PINOs " k ͑xt͒ and their complex conjugates " l ‫ء‬ ͑xt͒. Projecting the derivatives against the functions themselves and using the explicit expression for A 0 ͓Eq. ͑44͔͒ we find
where the matrix W " ͑t͒ is defined in the same way as W ͑t͒ was defined earlier
Subtracting Eq. ͑53a͒ from Eq. ͑53b͒ eliminates the Lagrange multipliers and the EOM of 1RDM is recovered, now in PINO representation
This expression is very similar to the 1RDM EOM derived before in Refs. 13 and 14. However, in these references, the contribution from the two-body interaction was expressed as a contraction of the two-electron integrals with the 2RDM, i.e., the first equation in the Bogoliubov-Born-GreenKirkwood-Yvon ͑BBGKY͒ hierarchy. 40, 41 In the 1RDM EOM derived here ͓Eq. ͑55͔͒, the two-body contributions are expressed as functional derivatives.
For the off-diagonal case k l we find the off-diagonal components of the EOM for the PINOs
Choosing l = k in the 1RDM EOM we find an EOM for the occupation numbers
It is apparent that the evolution of the occupation numbers only couples to the contribution from the two-body interaction. It is important to realize that our introduction of phasedependent functionals will afford the right-hand side of Eq. ͑57͒ to differ from zero, hence the possibility of response in the occupation numbers even in the adiabatic approximation. The important additional result compared to the derivation for the NOs is obtained by taking the derivatives with respect to the occupation numbers
͑58͒
This derivative gives the diagonal EOM for the PINOs and therefore determines the time-dependent phase factor of the PINOs. Therefore, the EOMs of the PINOs ͓Eqs. ͑56͒ and ͑58͔͒ can be combined into an effective orbital equation
The effective PINO Hamiltonian consists of a genuine onebody part and an effective PINO potential v PINO ͑t͒ which takes into account all the two-body effects. It is defined by its off-diagonal and diagonal matrix elements
The off-diagonal elements of the PINO potential are similar to those for the NOs, Eq. ͑14͒, but with the quantity W to take into account all the time-dependent two-body effects. In the adiabatic approximation the ground-state functional W will replace W. The important point is that for the PINOs also the diagonal matrix elements of the potential are defined, so the time-evolution of the phases is defined once the initial phase is fixed. Equation ͑58͒ determines this timedependent behavior. It was this equation that was missing for the NOs, since these strictly do not have a defined phase.
V. LR FOR PINO FUNCTIONALS
In this section we will derive the time-dependent LR equations for the PINOs and occupation numbers, or equivalently for the 1RDM plus the variables describing the PINO phase information. So we start from a stationary state, satisfying the stationarity conditions Eq. ͑11a͒ ͑now including the k = 1 elements͒ and Eq. ͑11b͒, and apply a small timedependent perturbing potential. We will first derive the ͑in-verse͒ LR matrix ͑subsection A͒, and next show that it obeys the important symmetry ͑͒ = ‫ء‬ ͑−͒ ͑subsection B͒, which was violated in the most successful previous adiabatic approximation, AA2. 16 We will give examples of the use of these equations in the next section, and demonstrate there how the current approach helps to solve the problems with the → 0 limit of the polarizability.
A. Derivation of the inverse response matrix
We proceed by working out to first order the perturbation in the equation for the time-dependence of the 1RDM, which is completely analogous to the LR of the time-dependent equation for the 1RDM in NO representation obtained in Eq. ͑30͒. The only changes come from the fact that we now use the PINOs instead of the NOs, and have an ͑approximate͒ W͓͕ " ͖ , ͕n͖͔ instead of W͓͕͖ , ͕n͖͔, but this does not change the formalism.
with the coupling matrices
The perturbation in the two-body part has been split in a term due to the perturbation in the PINOs and a term due to the perturbation in the occupation numbers. The important change now is that in order to obtain the full response, including that for the PINO phases, we additionally need to consider a perturbation in the diagonal equation i͗ " k ͑t͉͒ " k ͑t͒͘ = h kk PINO ͑t͒ + v kk PINO ͑t͒, see Eq. ͑59͒ and the diagonal matrix element v kk PINO ͑t͒, see Eq. ͑60͒. For convenience we expand at time t the perturbed PINOs ␦ " k ͑xt͒ in the unperturbed ones, with the ͑now time-dependent͒ matrix ␦U͑t͒, and obtain
‫ץ‬n k ͑t͒ ‫ץ‬ n a ͑tЈ͒ ␦n a ͑tЈ͒.
͑64͒
The density matrix, being Hermitian, has unique real and imaginary parts of the lower triangle ͑l Ͻ k͒, and real diagonal elements. In addition we have the PINO phases as degrees of freedom, which are described by the imaginary diagonal elements of the ␦U matrix
␦␥ kl
The vectors ␦␥ R and ␦␥ I will henceforth refer to the M = m͑m −1͒ / 2 lower diagonal elements of the matrices ͑m is the basis set size, i.e., dimension of the matrices͒. ␦n and ␦U D are m-dimensional vectors. If we have reference PINOs " k ͑x͒ that have real spatial parts, we can write the adiabatic response equation as
where the adiabatic response matrices are defined as before in Eqs. ͑20͒, but now with the PINO coupling matrices ͓Eq. ͑62͔͒. Note that at this point we are introducing the adiabatic approximation in the form of replacing the in principle frequency dependent matrices W " ͑͒, K " ͑͒ and K n ͑͒ by their frequency-independent ground state approximations W " , K " and K n . Taking the Fourier transform one can write the frequency dependent response equations in the compact matrix form
where A mM + , or A mm + , respectively.
B. Correct static limit
With the response Eqs. ͑67͒ the problem of a wrong static limit has been solved. In the static limit → 0, so the frequency-dependent LR equations ͓Eqs. ͑67͔͒ decouple in two sets of coupled linear equations. The first two lines of this matrix equation become
so for nonsingular A + one trivially finds i␦␥ I ͑0͒ = 0 M and i␦U D ͑0͒ = 0 m . However, the perturbation in the real part of the 1RDM remains finite, since the LR equations couple them to the perturbation as
Comparison with the static LR equations derived earlier ͓Eqs. ͑21͔͒ shows that we basically recovered the correct static limit. Even the perturbation in the Lagrange multiplier, ␦⑀, can be recovered. However, this requires considerable further analysis and will be published later. so the real part of the eigenvectors, X͑͒, are symmetric in , X͑͒ = X͑−͒. Since Y͑͒ = ͑V + DX͑͒͒ / , the imaginary part is nicely antisymmetric, so ͑͒ = ‫ء‬ ͑−͒ holds indeed. In order to obtain a symmetric form, which can be convenient for excitation calculations, one can multiply from the left by A +−1/2 giving
However, the square root is expensive to calculate, so if one is not interested in all excitations, some iterative procedure using Eq. ͑71͒ would be a better option.
VI. RESPONSE PROPERTIES WITH A PHASE DEPENDENT FUNCTIONAL AND WITH A PHASE INDEPENDENT "1RDM… FUNCTIONAL
We will demonstrate our approach with the PINO functional for the two-electron system. We have identified the Löwdin and Shull 34 expression for the total energy of a twoelectron system as such a PINO functional in Sec. III C
where the contribution of the PINO phase factor ͑ " k ͑x͒ = e i␣ k k ͑x͒͒ has been made explicit in the prefactors f k ϵ e 2i␣ k and the two-electron integrals w kkll are in the k ͑x͒ basis. The correct prefactors f k =+1 or Ϫ1 of the Löwdin-Shull energy will arise from a ground state optimization of the complex phases e i␣ k of the PINOs. In the two-electron systems the stationary value is known to be almost always f 1 = +1 for the strongly occupied PINO and f jϾ1 = −1 for all the other ones. In our simple prototype two-electron systems these values for the phases are known to be correct and have been assumed in the following calculations.
For comparison we will also perform calculations with a true 1RDM functional. The Löwdin-Shull ͑LS͒ energy expression ͓Eq. ͑40͔͒ is not a 1RDM functional because it does depend on the phases of the NOs. However, in applications so far, also on N-electron systems with approximate functionals, such as the ͱ n or Müller functionals that to date have received most attention, [42] [43] [44] it has been customary to write the two-electron integrals not as w kkll but as exchange integrals w klkl = K kl . This does not change the energy if the orbitals are real. Choosing the two-electron integrals as exchange integrals makes the functional invariant under phase change of the NOs. Therefore it would be a density matrix functional if we also fix the factors ͕f i ͖. That is possible, using the standard choice f 1 =+1, f kϾ1 = −1. The functional obtained in this way we call the density matrix form of the Löwdin-Shull energy expression ͑DMLS͒
f i f j ͱ n i n j w klkl .
͑74͒
As noted, with real orbitals the integrals w kkll and w klkl are equal, and with given factors ͕f i ͖ there is no difference between these choices for the treatment of the ground state. However, the choice does matter for the calculation of timedependent response properties, since in the time-dependent case the wave function ͑orbitals͒ become complex, and also the orbital phase is propagated in time. We will show that the DMLS form of the energy then shows up serious deficiencies.
In this section we give two examples of the importance of a correct treatment of the orbital phases in the functionals; one is for frequency-dependent polarizabilities, the other for excitation energies.
A. \ 0 limit of the polarizability
We consider first the frequency dependent polarizability of the HeH + system. 14 Since a phase independent functional, i.e., a proper 1RDM functional, has W kk † − W kk = 0 identically ͑Sec. III A͒, also the derivatives of this quantity are zero. In particular for phase independent functionals, we find for the derivatives in the A + matrix that 0 = A kk,ba
where the last equality follows from interchanging derivatives. Therefore, all the A + submatrices vanish in the adia-batic response equations ͓Eq. ͑67͔͒, except the off-diagonal block, A MM + . We obtain what has been called the static or straightforward adiabatic approximation ͑SA͒ applied to phase invariant functionals ͑see Refs. 13, 14, and 16͒
For finite the second equation ͓Eq. ͑76b͔͒ gives ␦n͑͒ = 0. This highlights the problem with phase-independent ͑1RDM-͒ functionals in the case of time ͑frequency͒ dependence: the zero A mM + and A mm + matrices lead to zero response in the occupation numbers. This makes the response calculation wrong at any finite . The other two equations ͓Eqs. ͑76a͒ and ͑76c͔͒ do give a response in terms of ␦␥ R ͑͒ and i␦␥ I ͑͒. The elements i␦U D ͑͒ can then be obtained from the last equation, Eq. ͑76d͒. However, they give information on phase changes of the PINOs, which are irrelevant for the polarizability. Therefore, the additional equation for the PINO phases is not so interesting at finite for phaseindependent functionals.
However, at = 0 the results from the response equations for phase-independent functionals change drastically. The first equation ͓Eq. ͑76a͔͒ immediately yields i␦␥ I ͑0͒ = 0, as expected. The equation for the occupation numbers ͓Eq. ͑76b͔͒ is now satisfied trivially, so it does not determine the perturbation in occupation numbers anymore. However, ␦n͑0͒ is not undetermined as in the TDDMFT LR equations in the SA approximation, since we have the additional Eq. ͑76d͒. The left-most terms of Eqs. ͑76c͒ and ͑76d͒ vanish and we recover the complete static response equations as was already shown in Sec. V B, even for phase-independent ͑1RDM-͒ functionals. However, since ␦n͑ 0͒ = 0, the solution makes a discontinuous jump to the static solution in the case of phase-independent functionals.
An explicit example of this behavior is shown by the thin line in Fig. 1 for the DMLS functional. We show here the ␣ zz ͑͒ polarizability for HeH + at R e = 1.463 a.u., 45 which has been calculated in an aug-cc-pVTZ basis. 46, 47 The =0 result for the DMLS functional is shown by the black dot, which is clearly not the → 0 limit of the DMLS dynamic polarizability. In the same figure, also the results for the PILS functional are show by the thick curve. The PILS results are equal to the full CI results in the same basis set ͑exact͒. Note that the → 0 limit now matches smoothly with the static response result ͑also the black dot͒. Further note that the DMLS has some spurious low excitations, which express themselves as additional spikes in the polarizability. However, the width is very thin, so their oscillator strength is also very small. These additional spikes disappear when one neglects ␦␥ ab elements in the calculation, with a and b both virtuals ͑i.e., PINOs with low occupations͒.
B. Excitation energies
As our second example we consider the excitation energies of 1 ⌺ u + symmetry for H 2 along the bond distance coordinate. Calculations of the excitation energies for H 2 with the PILS functional ͑using w iijj integrals͒ reproduce the exact excitation energies obtained with full configuration interaction ͑CI͒ calculations. The first three 1 ⌺ u + excitations are given by the thick red curves in Fig. 2 , where we used an aug-cc-pVTZ basis. 46 However, changing the energy expression to the DMLS functional with w ijij integrals show a drastic change in the results. There now appear many spurious excitations, which completely clutter the whole graph. Remarkably, at least for the first two excitation energies, there is also a root for the DMLS equations which at many distances practically coincides with the PILS ͑and exact͒ results. These "good" roots shows avoided crossings with many of the spurious roots. It seems that the oscillator strength of the spurious excitations is rather low, like in the case of HeH + . All these calculations have been performed with the full dimension M of the ␦␥ I,R vectors. Again, the number of spurious excitations can be reduced by lowering the number of virtual-virtual pairs taken into account and can be completely removed by only including transitions from the occupied orbital ͑1 g ͒ to the virtuals. However, eliminating so many pairs gives a rather poor agreement with the exact results. More extensive investigation of excitation energies, also for other symmetries, and assignment of the character of the excited states, will be published in due time.
VII. CONCLUSIONS
We have discussed the problem of the formulation of a viable adiabatic approximation in TDDMFT. Straightforward adiabatic approximation leads to lack of response in the NO occupation numbers, which then leads to imperfect response, as exemplified by the wrong → 0 limit of the polarizability. We have previously remedied this situation by changing in an ad hoc manner the response matrix so as to incorporate the correct static response equations. [14] [15] [16] We have now introduced functionals that depend on more variables than just the 1RDM. The additional freedom can be physically interpreted as the phase of the one-particle states.
It is important to note that our results indicate that the choice of complex conjugation in the integrals entering the functional is important for a correct result. In the past the ͱ n functionals have most often used integrals of the exchange type, w ijij = ͗ij ͉ ji͘. In Müller's derivation 42 this is a straightforward consequence of his approach of modifying the Hartree-Fock exchange expression. In the case of the Buijse-Baerends derivation, 43, 44 it has been noted that the choice of integral type ͓w ijij = ͗ij ͉ ji͘ or w iijj = ͗ii ͉ jj͔͘ could not be decided, but it did not matter in ground state calculations. However, in the case of response calculations it makes a significant difference which choice is made. Apparently, exchange type integrals are not correct when it comes to response calculations, which also makes the often used denotation J , K functionals less suitable. 
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APPENDIX A: TIME-DEPENDENCE OF AN ENSEMBLE
Frenkel's variational principle for a state ⌿ P ͑t͒ is based on the following Lagrangian:
L P ͑t͒ ϵ ͗⌿ P ͑t͉͒i‫ץ‬ t − Ĥ ͑t͉͒⌿ P ͑t͒͘. ͑A1͒
To describe an ensemble, multiple states need to be propagated. Therefore, we define the action of the ensemble by taking a weighted sum over all the Lagrangians L P ͑t͒ and integrating over time
The action principle can now be formulated as 39 ␦A ens = i ͚ P d P ͑T͒͗⌿ P ͑T͉͒␦⌿ P ͑T͒͘, ͑A3͒
where all the boundary terms at t = T are taken into account. Note that we have allowed for time-dependent weights d P ͑t͒. However, if the system only evolves according to this action, they should be time-independent. Only if an additional term is added, like a coupling to a bath or in our case A Hxc , these weights could change in time. To show that the weights are indeed independent for a normal isolated system, consider the derivatives with respect to ⌿ K ͑t͒, ⌿ K ‫ء‬ ͑t͒, and
Satisfying Eq. ͑A4b͒ trivially solves Eq. ͑A4c͒. Further by taking the complex conjugate, the first term on the right-hand side in Eq. ͑A4a͒ disappears, so we have the expected result ḋ K ͑t͒ = 0. ͑A5͒
