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Using entropic inequalities for Shannon entropies new inequalities for some classical
polynomials are obtained. To this end, photon distribution functions for one-, two- and
multi-mode squeezed states in terms of Hermite, Laguerre, Legendre polynomials and
Gauss’ hypergeometric functions are used. The dependence between the violation of the
quadrature uncertainty relation, the sign and the existence of the distribution function
of such states is considered.
Keywords: Hermite polynomials; Gauss’ hypergeometric functions; Laguerre polynomi-
als; Legendre polynomials; information inequalities; quantum correlation; quadrature
uncertainty relation.
1. Introduction
It is known that photon distributions for one-, two- and multi-mode field states can
be represented in terms of special functions. The photon distribution for the one-
mode mixed light with a generic Gaussian Wigner function is presented in terms
of Hermite, Laguerre and Legendre polynomials in Ref. 1. In Ref. 2 the Gauss’
hypergeometric functions and the Legendre polynomials are used to represent the
photon distribution of the two-mode squeezed states.
On the basis of the high popularity of the latter polynomial representations of
the distributions, it is fairly natural to use them to construct the Shannon entropies.
The latter entropies satisfy the inequality called the subadditivity condition 3. The
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entropic inequalities for the bipartite systems are used in Ref. 4, 5 in the framework
of the tomographic probability representation of quantum mechanics to characterize
two degrees of quantum correlations in the systems. For systems without subsystems
the latter inequalities are introduced in Ref. 6. Thus, we can apply the subadditivity
condition in any case, where the set of nonnegative numbers or functions with the
unity sum is arisen. For example, using the latter method the new inequalities
for the Jacobi and the Legendre polynomials in case of the system with the spin
j = 3/2 are introduced in Ref. 7. Moreover, for the Lie groups like SU(2) and
SU(1, 1) the unitary irreducible representations are well known. Hence, they can
be represented in terms of the Jacobi, the Legendre, the Laguerre and the Gauss’
hypergeometric polynomials, etc. New inequalities for such special functions as the
Jacobi and Gauss’ hypergeometric polynomials are obtained in Ref. 8.
The aim of our paper is to derive new relations between classical polynimi-
als including the Hermite, the Legendre, the Laguerre polynimials and the Gauss’
hypergeometric functions. To this end, we consider the special polynomial repre-
sentation of the photon distributions for the Gaussian states and the invertible
mapping method 9. We investigate the dependence between the violation of the
quadrature uncertainty relation, the sign and the existence of the photon distribu-
tion function. It is shown that the violation of the quadrature uncertainty relation
leads to the negative or complex values of the distribution function. In other words,
the function cannot be longer a probability.
The paper is organized as follows. In Sec. 2 we recall results known for the one-
and the two-mode squeezed states. The probability distributions for such states
are written in terms of the several polynomials. In Sec. 3 the new inequalities for
the Hermite, the Laguerre and the Legendre polynomials are written. In Sec. 4 we
focus on the study of the connection between the quadrature uncertainty relation
and the existence of the photon probability distribution. The obtained results are
illustrated on examples of a coherent state, a nonlinear coherent state 19 and a
squeezed and correlated state 10,11 in Sec. 5.
2. Mixed light with the Gaussian Wigner Function
2.1. The Probability Function of the One-mode Mixed Light
Let us have a quantum state with a density matrix ρ̂ described by a generic gaus-
sian Wigner function W (p, q). It is known that the latter function depends on five
parameters. The first two are the mean values of the momentum and position 1
< q > = Trρ̂q̂, < p >= Trρ̂p̂.
The operators q̂ and p̂ are defined by means of the photon creation â† and annihi-
lation â operators as
q̂ =
â+ â†√
2
, p̂ =
â− â†
i
√
2
.
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Other three parameters are the matrix elements of the real and symmetric disper-
sion (covariance) matrix
Σ =
(
σpp σpq
σpq σqq
)
, (1)
which are defined as follows
σpp = Trρ̂p̂
2− < p >2, σqq = Trρ̂q̂2− < q >2,
σpq =
1
2
Trρ̂(p̂q̂ + q̂p̂)− < p >< q > .
Hence, the Gaussian Wigner function can be written as
W (p, q) = detΣ−1/2 exp
(
−σqqp+ σppq − 2σpqpq
2 detΣ
)
.
The uncertainty relations among canonical operators impose the constraint 12 on
the dispersion matrix (1) that reads as
Σ +
i
2
(
0 1
−1 0
)
≥ 0.
Next, the probability to have n photons in the state with the density operator ρ̂ is
Pn = Trρ̂|n >< n|, n = 0, 1, 2, . . . ,
where â†â|n >= n|n >. In Ref. 1 the latter probability is expressed in terms of the
Hermite polynomials as
Pn = P0
H
{R}
nn (y1, y2)
n!
, (2)
where
P0 =
(
det Σ +
TrΣ
2
+
1
4
)−1
· exp − < p >
2
(
σqq +
1
2
)− < q >2 (σpp + 12)+ 2σpq < q >< p >
TrΣ+ 2detΣ + 12
is the probability to have no photon. The matrix R determining the Hermite poly-
nomials has the following elements
R11 = R
∗
22 =
σpp − σqq − 2iσpq
TrΣ + 2detΣ + 12
, R12 =
1
2 − detΣ
TrΣ + 2detΣ + 12
and the arguments of the polynomial are of the form
y1 = y
∗
2 =
(TrΣ− 1) < z∗ > +(σpp − σqq + 2iσpq) < z >
TrΣ− 2 detΣ− 12
, < z >=
< q > +i < p >√
2
.
Using the sum rule for the Hermite polynomials
H{R}nn (y1, y2) = n!
2
(
R11R22
4
)n
2
n∑
k=0
(
− 2R12√
R11R22
)k
(n− k)!2k! Hn−k (z1)Hn−k (z2) ,
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z1 =
R11y1 +R12y2
2
√
R11
, z2 =
R12y1 +R22y2
2
√
R22
the photon distribution function (2) can be rewritten as
Pn = P0n!
(
R11R22
4
)n
2
n∑
s=0
(
− 2R12√
R11R22
)s
(n− s)!2s!
∣∣∣∣∣Hn−s (z1)
∣∣∣∣∣
2
.
Also, the latter distribution function can be rewritten in terms of the Laguerre
polynomials 1√
1−z exp
(
xz
z−1
)
=
∑∞
n=0 z
nL
− 1
2
n (x) as follows
Pn =
n∑
s=0
D(n, s)L
− 1
2
s (x1)L
− 1
2
n−s(x2), (3)
D(n, s) ≡ P0(−1)n(R12 −
√
R11R22)
s(R12 +
√
R11R22)
n−s.
The numbers x1 and x2 are given by the following expressions
x1,2 =
1
4
(R12 ∓
√
R11R22)
(
2(R11y1 +R12y2)(R12y1 + R22y2)
∓
√
R11
R22
(R11y1 +R12y2)
2 ∓
√
R22
R11
(R12y1 +R22y2)
2
)
.
Hereafter, the probabilities expressed in terms of the Hermite and the Laguerre
polynomials will be used in the entropic and the information inequalities.
2.2. The Probability Function of the Two-mode Squeezed Light
Let us have a system of n photons in both modes corresponding to the surface of
the four-dimensional sphere (p21+x
2
1+ p
2
2+x
2
2)/2 = n, centered at the origin of the
four-dimensional phase space. In Ref. 2 the probability of counting n = 2k photons
for the case of two independently squeezed oscillators reads
P2k(s1, s2) =
√
1− s1
√
1− s2sk22F1(−k, 1/2, 1; 1− s1/s2), (4)
where 2F1 denotes the Gauss’ hypergeometric function, sj = tanh rj
2 and rj , j =
1, 2 are the two squeezing parameters. The latter probability can be represented in
terms of the associated Legendre polynomials Lkl as
P (n1, n2) = N exp
(
−
∣∣∣∣∣ ln(n1!n2! )
∣∣∣∣∣
)
F
n1−n2
2
1 F
n1+n2
2
2
∣∣∣∣∣L |n1−n2|2|n1+n2|2 (F3)
∣∣∣∣∣
2
, (5)
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where we use the notations
N =
8
√
(A1B1 − C21 )
|(2A+ 1)(2B + 1)− 4C2|
√
(A1B1 − C21 ),
F1 =
∣∣∣∣∣4AB + 2A− 2B − 1− 4C24AB − 2A+ 2B − 1− 4C2
∣∣∣∣∣, F2 =
∣∣∣∣∣4AB − 2A− 2B + 1− 4C24AB + 2A+ 2B + 1− 4C2
∣∣∣∣∣,
F3 =
−4C√
4AB + 2A+ 2B + 1− 4C2√4C2 − 4AB + 2A+ 2B − 1 .
The A,A1, B,B1, C are defined in Ref. 2. Hence, we have the expressions for the
distribution function of the squeezed light in terms of the Legendre polynomials.
The latter expressions will be used in the next section to write new inequalities for
the special functions.
3. Inequalities for the Hermite, the Laguerre and the Legendre
Polynomials
In spirit of Ref. 7, 8 let us introduce the matrix
ρ12 =

P0 0 0 · · ·
0 P1 0 · · ·
0 0 P2 · · ·
...
...
...
. . .
 (6)
with the diagonal elements Pn defined in (2). We partition the latter matrix into
the block matrices of the size 2×2. Hence, the two new matrices can be constructed
as follows
ρ1 =

P0 + P1 0 0 · · ·
0 P2 + P3 0 · · ·
0 0 P4 + P5 · · ·
...
...
...
. . .
 ,
ρ2 =
(
P0 0
0 P1
)
+
(
P2 0
0 P3
)
+ . . . =
(
P0 + P2 + P4 + . . . 0
0 P1 + P3 + P5 . . .
)
.
Next, we consider the Shannon entropies 18 of the whole system and its subsystems
H(12) = −
∞∑
k=0
Pk lnPk, H(1) = −
∞∑
k=0
(P2k + P2k+1) ln(P2k + P2k+1), (7)
H(2) = −
( ∞∑
k=0
P2k
)
ln
( ∞∑
k=0
P2k
)
−
( ∞∑
k=0
P2k+1
)
ln
( ∞∑
k=0
P2k+1
)
.
The Shannon information is I = H(1) +H(2)− H(12) and the subadditivity con-
dition reads as
H(1) +H(2) ≥ H(12). (8)
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Thus, using the entropies (7) we can rewrite the subadditivity condition (8) as
−
( ∞∑
k=0
P2k
)
ln
( ∞∑
k=0
P2k
)
−−
( ∞∑
k=0
P2k+1
)
ln
( ∞∑
k=0
P2k+1
)
(9)
−
∞∑
k=0
(P2k + P2k+1) ln(P2k + P2k+1) ≥ −
∞∑
k=0
Pk lnPk.
If we substitute the Hermite polynomial representation of the probability function
(2) in (9) we can write the new inequality for the Hermite polynomials
−
( ∞∑
k=0
H2k+1,2k+1
)
ln
(
P0
∞∑
k=0
H2k+1,2k+1
)
(10)
−
∞∑
k=0
(H2k,2k +H2k+1,2k+1) ln (P0 (H2k,2k +H2k+1,2k+1))
−
( ∞∑
k=0
H2k,2k
)
ln
(
P0
∞∑
k=0
H2k,2k
)
≥ −
∞∑
k=0
Hk,k ln (P0Hk,k) ,
where we use the notation Hk,k ≡ H
{R}
k,k
(y1,y2)
k! . What’s more, using the representa-
tion (3) the new inequality for the Laguerre polynomials can be written as
−
( ∞∑
k=0
2k+1∑
s=0
L2k+1,s
)
ln
( ∞∑
k=0
2k+1∑
s=0
L2k+1,s
)
(11)
−
∞∑
k=0
(
2k∑
s=0
L2k,s +
2k+1∑
s=0
L2k+1,s
)
ln
(
2k∑
s=0
L2k,s +
2k+1∑
s=0
L2k+1,s
)
−
( ∞∑
k=0
2k∑
s=0
L2k,s
)
ln
( ∞∑
k=0
2k∑
s=0
L2k,s
)
≥ −
∞∑
k=0
k∑
s=0
Lk,s ln
k∑
s=0
Lk,s,
where L2k,s ≡ D(2k, s)L−
1
2
s (x1)L
− 1
2
2k−s(x2).
To obtain inequalities for the Legendre polynomials let us write the Shannon
entropy of the whole system as
H(12) = −
∞∑
n1,n2=0
P (n1, n2) lnP (n1, n2),
where the probabilities P (n1, n2) are defined by (5). The Shannon entropies for the
subsystems are the following
H(1) = −
∞∑
n1=0
P (n1, n2) lnP (n1, n2), H(2) = −
∞∑
n2=0
P (n1, n2) lnP (n1, n2).
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Hence, the subadditivity condition (8) can be rewritten as
−
∞∑
n1=0
P (n1, n2) lnP (n1, n2)−
∞∑
n2=0
P (n1, n2) lnP (n1, n2)
≥ −
∞∑
n1,n2=0
P (n1, n2) lnP (n1, n2).
Using the representation (5) in terms of the Legendre polynomials we can rewrite
the latter inequality as
−
∞∑
n1=0
T (n1, n2)
∣∣∣∣∣L |n1−n2|2|n1+n2|2 (F3)
∣∣∣∣∣
2
ln
NT (n1, n2)
∣∣∣∣∣L |n1−n2|2|n1+n2|2 (F3)
∣∣∣∣∣
2
 (12)
−
∞∑
n2=0
T (n1, n2)
∣∣∣∣∣L |n1−n2|2|n1+n2|2 (F3)
∣∣∣∣∣
2
ln
NT (n1, n2)
∣∣∣∣∣L |n1−n2|2|n1+n2|2 (F3)
∣∣∣∣∣
2

≥ −
∞∑
n1,n2=0
T (n1, n2)
∣∣∣∣∣L |n1−n2|2|n1+n2|2 (F3)
∣∣∣∣∣
2
ln
NT (n1, n2)
∣∣∣∣∣L |n1−n2|2|n1+n2|2 (F3)
∣∣∣∣∣
2
 ,
where we use the notation
T (n1, n2) = exp
(
−
∣∣∣∣∣ ln(n1!n2! )
∣∣∣∣∣
)
F
n1−n2
2
1 F
n1+n2
2
2 .
We deduce three new inequalities (10), (11), (12) for the classical special func-
tions. Needless to say that the latter method gives us the opportunity to construct
more different inequalitites for the classical polinomials. To this end, we can parti-
tion the matrix (6) into block matrices of any size, e.g. 3×3. The two new matrices
can be constructed by the following rule
ρ˜1 =

P0 + P1 + P2 0 0 · · ·
0 P3 + P4 + P5 0 · · ·
0 0 P6 + P7 + P8 · · ·
...
...
...
. . .
 ,
ρ˜2 =
P0 + P3 + P6 + . . . 0 00 P1 + P4 + P7 + . . . 0
0 0 P2 + P5 + P8 + . . .
 .
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The Shannon entropies of the subsystems with the latter matrices are
H˜(1) = −
∞∑
k=0
(P3k + P3k+1 + P3k+2) ln(P3k + P3k+1 + P3k+2), (13)
H˜(2) = −
( ∞∑
k=0
P3k
)
ln
( ∞∑
k=0
P3k
)
−
( ∞∑
k=0
P3k+1
)
ln
( ∞∑
k=0
P3k+1
)
−
( ∞∑
k=0
P3k+2
)
ln
( ∞∑
k=0
P3k+2
)
and the Shannon information is the following
I˜ = H˜(1) + H˜(2)−H(12). (14)
We can use it to construct other inequalities for the classical special functions. The
latter method provides an opportunity to obtain many other inequalities with the
special structures and conditions for polynomials.
4. The Quadrature Uncertainty Relation and the Distribution
Function
Let us select the dispersion matrix (1) as follows
Σ(x, y, t) =
(
x t
t y
)
. (15)
The invariant parameters of the latter matrix are TrΣ = x+y and detΣ = xy− t2.
Let < q >=< p >= 0. The matrix R has the following elements
R11 = R
∗
22 = −
y − x+ 2ti
x− 2t2 + y + 2xy + 1/2 , R12 =
2t2 − 2xy + 1/2
x− 2t2 + y + 2xy + 1/2
and the arguments of the Hermite polynomial (2) are y1 = y
∗
2 = 0. The probability
to have no photon is
P0 = 2
(
2x− 4t2 + 2y + 4xy + 1)− 12 .
Thus, the photon distribution function (2) can be rewritten as
Pn = 2n!
n∑
k=0
(−1)k|Hn−k(0)|2
k!((n− k)!)2
(−4(xy − t2) + 1)k(−4(xy − t2) + (x+ y)2)n−k2
(4(xy − t2) + 2(x+ y) + 1)n+ 12 .(16)
It is known, that the elements of the matrix Σ(x, y, t) have to satisfy the inequality
xy − t2 ≥ 1/4 (17)
called the quadrature uncertainty relation 13,14,15,16. Let the latter inequality be
violated, i.e. xy − t2 = 1/4 − τ , τ ≥ 0. Therefore, we rewrite the probability (16)
with respect to the latter condition as
Pn(τ, x, y) = 2
n(−1)nn!
[n/2]∑
i=0
τn−2i
i!((n− 2i)!)2
((x + y)2 − 1− 4τ)i
(x+ y + 1− 4τ)n+ 12 .
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It is evident that n = 2l, l = 0, 1, . . .. Hence, we can write
P2l(τ, x, y, t) = (2l)!
l∑
i=0
τ2(l−i)
i!((2(l − i))!)2
((x+ y)2 − 1− 4τ)i
24i−2l−1/2(x+ y + 1− 4τ)2l+ 12
= (2l)!
l∑
i=0
τ2(l−i)
i!((2(l− i))!)2
( 116 + t
4 + τ2 + t
2−τ−y2
2 − 2t2τ + y4 − 6y2τ + 2t2y2)i
24i−2l−
1
2 y2i−2l−
1
2 (14 − τ + t2 + y2 + y − 4yτ)2l+
1
2
.
Note that when the condition (17) is not satisfied, the latter function can become
negative or complex and hence, it can not be the probability function. In the special
case when t = 0 we can rewrite the latter probability as
P2l(τ, y) = (2l)!
l∑
i=0
τ2(l−i)
i!((2(l− i))!)2
( 116 + τ
2 − τ+y22 + y4 − 6y2τ)i
24i−2l−
1
2 y2i−2l−
1
2 (14 − τ + y2 + y − 4yτ)2l+
1
2
and the mean value is
〈n〉 = − det
(
R+ σ+
R+ σ+
)
=
2(x− y)
6x− 2y + 4xy + 1 .
As an example let us select the dispersion matrix (15) with the parameters t = 0,
y = 5 and τ = 4. The function P2l for such matrix is complex
P2l = (2l)!
26l+
1
2 52l+
1
2(− 2154 )2l+ 12
l∑
k=0
(
17
4096
)k
k!((2(l − k))!)2 (18)
and the mean value is 〈n〉 = −23/57. Using the definition of the complex logarithm
function ln(z) = ln(r) + i(ϕ + 2pin), z = rei(ϕ+2pin), n = 0,±1,±2, . . . and (7) we
can define the entropy for such ”probabilities” as
H−(12) = −
∞∑
l=0
P2l (ln(|P2l|) + i(ϕ+ 2pin)) , (19)
H−(1) = −
∞∑
l=0
P2l (ln(|P2l|) + i(ϕ+ 2pik)) ,
H−(2) = −
( ∞∑
l=0
P2l
)(
ln
( ∞∑
l=0
|P2l|
)
+ i(ϕ+ 2pin)
)
,
where P2l = ib ≡ |P2l|ei(ϕ+2pin), ϕ = pi/2 if b > 0 and ϕ = −pi/2 if b > 0. Hence,
the information for such entropies can be defined as
I− = H−(1) +H−(2)−H−(12)
= −
( ∞∑
l=0
|P2l|ei(ϕ+2pin)
)(
ln
( ∞∑
l=0
|P2l|
)
+ i(ϕ+ 2pin)
)
.
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The latter information takes the complex values. For function (18) the information
is
I− = ei(ϕ+2pin)
( ∞∑
l=0
28l+1
432l+
1
2
l∑
k=0
(2l)!
(
17
4096
)k
k!((2(l − k))!)2
)
·
(
ln
( ∞∑
l=0
28l+1
432l+
1
2
l∑
k=0
(2l)!
(
17
4096
)k
k!((2(l − k))!)2
)
+ i(ϕ+ 2pin)
)
= 0.
However, we can also use (13) to define other entropies and the information for the
latter ”probabilities”.
5. Examples
As a first example we select the coherent state |α〉, which is the eigenstate of the
annihilation operator â associated to the eigenvalue α, i.e. â|α〉 = α|α〉. It is known,
that α ∈ C can be represented as α = |α|eiθ, where |α| and θ are real numbers called
the amplitude and the phase of the state, respectively. The coherent state can be
dicomposed in the basis of Fock states
|α〉 = e− |α|
2
2
∞∑
n=0
αn√
n!
|n〉 = e− |α|
2
2 eαaˆ
† |0〉,
where |n〉 are the photon numbers and the eigenvectors of the Hamiltonian
H = aˆ†aˆ+ 1/2.
One can see, that the corresponding Poissonian distribution
P (n) = e−〈n〉
〈n〉n
n!
,
is the probability of detecting n photons with the mean photon number < n >= |α|2
and the dispersion (△n)2 = |α|2. Due to this, we study the Poissonian distribution
function
Pn(x) = e
−xx
n
n!
.
Using the latter distribution and since lim
n→∞
e−x x
n
n! = 0, limx→0
x lnx = 0 the Shannon
information (8) for the Poissonian distribution function is
I = −
( ∞∑
k=0
e−x
x2k
(2k)!
)
ln
( ∞∑
k=0
e−x
x2k
(2k)!
)
(20)
−
( ∞∑
k=0
e−x
x2k+1
(2k + 1)!
)
ln
( ∞∑
k=0
e−x
x2k+1
(2k + 1)!
)
= −e−x (sinhx ln (e−x sinhx)+ coshx ln (e−x coshx)) .
The information (20) is shown in Figure 1 for various values of x. However, informa-
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Fig. 2. The information (14) for various values
of x.
tion (14) for the Poissonian distribution function is different and has the following
form
I˜ = −1
3
e−
3x
2
(
e
3x
2 − 2 sin
(
pi − 3√3x
6
))
ln
(
1
3
− 2
3
e−
3x
2 sin
(
pi − 3√3x
6
))
− 1
3
(
2e−
3x
2 cos
(√
3x
2
)
+ 1
)
ln
(
1
3
(
2e−
3x
2 cos
(√
3x
2
)
+ 1
))
(21)
− 1
3
e−
3x
2
(
e
3x
2 − 2 sin
(
pi − 3√3x
6
))
ln
(
1
3
− 2
3
e−
3x
2 sin
(
pi + 3
√
3x
6
))
.
Information (21) is shown in Figure 2 for various values of x. We can see, that using
different mappings we can get complitely different informations.
In the second example we consider nonlinear dynamical systems related to defor-
mations of linear classical and quantum systems like the nonlinear coherent state.
To produce from the linear system the nonlinear one the parameters of the linear
system are replaced with constants of the motion of the nonlinear system 20,21. For
the q-oscillators 22,23 the frequency of vibrations was replaced by the constant of
the motion that depend on the amplitude of the vibrations. Thus, the q-oscillator is
a specific nonlinear physical system. Some experimental results for the q-oscillator
can be found in 24,25,26.
We consider the eigenfunctions of A, |α, f〉 in the Hilbert space, i.e. A|α, f〉 =
α|α, f〉, α ∈ C. The latter state can be dicomposed in the basis of the Fock space
as
|α, f〉 =
∞∑
n=0
c0α
n
√
n!(f(n)!)2
|n〉,
where f(n)! = f(0)f(1) · · · f(n) and
c0 =
( ∞∑
n=0
|α|2n√
n!(f(n)!)2
)−1/2
.
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The corresponding photon distribution in the f -coherent state is
Pn,f(n)(α) =
 ∞∑
j=0
|α|2j√
j!(f(j)!)2
−1 |α|2n√
n!(f(n)!)2
= C0
|α|2n√
n!(f(n)!)2
.
Substituting Pn,f(n)(α) in information inequality (9) we can write
−
( ∞∑
k=0
|α|4k√
2k!(f(2k)!)2
)
ln
( ∞∑
k=0
C0|α|4k√
2k!(f(2k)!)2
)
(22)
−
( ∞∑
k=0
|α|2(2k+1)√
(2k + 1)!(f(2k + 1)!)2
)
ln
( ∞∑
k=0
C0|α|2(2k+1)√
(2k + 1)!(f(2k + 1)!)2
)
−
∞∑
k=0
(
|α|4k√
2k!(f(2k)!)2
+
|α|2(2k+1)√
(2k + 1)!(f(2k + 1)!)2
)
· ln( C0|α|
4k
√
2k!(f(2k)!)2
+
C0|α|2(2k+1)√
(2k + 1)!(f(2k + 1)!)2
)
≥ −
∞∑
k=0
|α|2k√
k!(f(k)!)2
ln
C0|α|2k√
k!(f(k)!)2
.
Let us take the photon distribution in the q-coherent state
Pλ,α(n) =
 ∞∑
j=0
|α|2j(
sinhλj
sinhλ
)
!
−1 |α|2n(
sinhλn
sinhλ
)
!
= c0
|α|2n(
sinhλn
sinhλ
)
!
.
Since lim
n→∞
|α|2j
( sinhλnsinhλ )!
= 0 if n≫ 1/λ, lim
x→0
x ln x = 0 inequality (22) can be rewritten
as
I = −
( ∞∑
k=0
c0
|α|4k(
sinhλ2k
sinhλ
)
!
)
ln
( ∞∑
k=0
c0
|α|4k(
sinhλ2k
sinhλ
)
!
)
(23)
−
 ∞∑
k=0
c0
|α|2(2k+1)(
sinhλ(2k+1)
sinhλ
)
!
 ln
 ∞∑
k=0
c0
|α|2(2k+1)(
sinhλ(2k+1)
sinhλ
)
!
 ≥ 0.
For example, for λ = 2 information (23) is shown in Figure 3 for various values of
α.
The third example concerns the squeezed and correlated state. In this state the
dispersion matrix is
Σ =
1
2
(
cosh 2r + cos θ sinh 2r sin θ sinh 2r
sin θ sinh 2r cosh 2r − cos θ sinh 2r
)
,
where r and θ determine the dispersions of the quadrature components. The photon
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Fig. 3. The information (23) for λ = 2 and various values of α.
distribution for the squeezed light is
Pn = P0
(tanh r)n
n!2n
∣∣∣∣∣Hn(g(p, q))
∣∣∣∣∣
2
≡ Hn,
g(p, q) ≡ e− iθ2
√
tanh r
(
< q > −i < p >
2
+ eiθ coth r
< q > +i < p >
2
)
,
where the probability to have no photon is
P0 =
1
cosh r
exp
(
−< p >
2 + < q >2
2
)
+
tanh r
2
(
(< p >2 − < q >2) cos θ + 2 < p >< q > sin θ) .
Substituting the latter distribution in (9) we can write the following inequalitity
−
( ∞∑
k=0
H2k
)
ln
( ∞∑
k=0
H2k
)
−
( ∞∑
k=0
H2k+1
)
ln
( ∞∑
k=0
H2k+1
)
−
∞∑
k=0
(H2k +H2k+1) ln (H2k + H2k+1) ≥ −
∞∑
k=0
Hk lnHk.
For the special case of the squeezed vacuum state < p >=< q >= 0 and for θ = 0
the photon distribution is reducted to
P2n =
1
cosh r
(
tanh r
2
)2n
2n!
(n!)2
, P2n+1 = 0 (24)
and the Shannon information is reduced to
I = −
( ∞∑
k=0
P2k
)
ln
( ∞∑
k=0
P2k
)
= − cosh r · sechr ln(cosh r · sechr) = 0.
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On the other hand, Shannon entropies (13) for the latter probabilities are
H˜(1) = −
∞∑
k=0
1
cosh r
(
tanh r
2
)6k (
6k!
(3k!)2
+
(
tanh r
2
)2
(6k + 2)!
((3k + 1)!)2
+
(
tanh r
2
)4
(6k + 4)!
((3k + 2)!)2
)
ln
(
1
cosh r
(
tanh r
2
)6k (
6k!
(3k!)2
+
(
tanh r
2
)2
(6k + 2)!
((3k + 1)!)2
+
(
tanh r
2
)4
(6k + 4)!
((3k + 2)!)2
))
,
H˜(2) = −
( ∞∑
k=0
1
cosh r
(
tanh r
2
)6k
6k!
(3k!)2
)
ln
( ∞∑
k=0
1
cosh r
(
tanh r
2
)6k
6k!
(3k!)2
)
−
( ∞∑
k=0
1
cosh r
(
tanh r
2
)6k+4
(6k + 4)!
((3k + 2)!)2
)
· ln
( ∞∑
k=0
1
cosh r
(
tanh r
2
)6k+4
(6k + 4)!
((3k + 2)!)2
)
−
( ∞∑
k=0
1
cosh r
(
tanh r
2
)6k+2
(6k + 2)!
((3k + 1)!)2
)
· ln
( ∞∑
k=0
1
cosh r
(
tanh r
2
)6k+2
(6k + 2)!
((3k + 1)!)2
)
.
Using the latter entropies and since
lim
k→∞
{
(
tanh r
2
)6k (
6k!
(3k!)2
+
(
tanh r
2
)2
(6k + 2)!
((3k + 1)!)2
+
(
tanh r
2
)4
(6k + 4)!
((3k + 2)!)2
)
} = 0, lim
x→0
x ln x = 0
hold, we can obtain the information (14). The result is shown in Figure 4 for various
values of r. Hence, we illustrate that different mappings may provide different kinds
of inequalities for the special functions.
6. Conclusions
To conclude we point out the main results of our work. Considering the probability
function polynomial representation and applying the known subadditivity condi-
tion for joint probability distributions the new inequalities for the Hermite, the
Legendre and the Laguerre polynomials are obtained. The inequalities correspond
to the entropic inequalities for the Shannon entropies of the bipartite systems. The
results are shown in detail on the example of the Poissonian distribution function
and for the special case of the squeezed vacuum state and the q-cocherent state,
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Fig. 4. The information (14) for the special case of the squeezed vacuum state (24) for the various
values of r.
where the Shannon information of the bipartite system is expressed in terms of
the polynomials. The dependence between the quadrature uncertainty relation and
the existence of the photon probability distribution is shown. Our inferences are
that the violation of the quadrature uncertainty relation leads to the fact that the
distribution function can take negative or even complex values. In other words, the
function is no longer the probability.
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