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Resumen
Actualmente los sistemas distribuidos esta´n presentes en diversas aplicaciones dentro de la industria e investigacio´n. Este tipo
de sistemas esta´ restringido al cumplimiento de condiciones temporales lo que los convierte en sistemas de tiempo crı´tico que ante
la presencia de fallas es necesario tomar decisiones que eviten la pe´rdida de plazos, disminucio´n de desempen˜o, inestabilidad o la
suspensio´n total del sistema. Una estrategia para lograr lo anterior es la reconﬁguracio´n dina´mica de la estructura del sistema con el
objetivo de contrarrestar el efecto de las fallas. En este artı´culo se presenta una propuesta de reconﬁguracio´n dina´mica y distribuida
que se basa en considerar a cada elemento del sistema distribuido como un agente con capacidad comunicacio´n y cooperacio´n que
decida en conjunto con otros agentes una accio´n de reconﬁguracio´n. Se propone la modiﬁcacio´n de periodos de muestreo de los
agentes que sensan los estados del sistema, la disminucio´n de la actividad de los agentes con falla y/o la utilizacio´n de algoritmos de
voto. Para alguna posible falla en el sistema se hace corresponder un tipo particular de reconﬁguracio´n con base en el intercambio
de informacio´n entre agentes para tomar un acuerdo consensado. El esquema de reconﬁguracio´n dina´mico que se propone es
implementado en el control de vuelo de un prototipo de helico´ptero de dos he´lices en el que se incluye un sistema distribuido que
utiliza un medio de comunicacio´n comu´n entre sus componentes para forma el lazo cerrado de control de un sistema. La respuesta
del sistema reconﬁgurado es explorada por medio de simulaciones nume´ricas realizadas en Matlab y Simulink utilizando TrueTime
como herramienta de simulacio´n de tiempo real. Copyright c© 2012 CEA. Publicado por Elsevier Espan˜a, S.L. Todos los derechos
reservados.
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1. Introduccio´n
Algunas caracterı´sticas que tienen los sistemas de co´mputo
distribuidos son la capacidad de mantener consistencia y la de
recuperacio´n ante eventos que afecten su funcionamiento sin
suspender su ejecucio´n. Estos sistemas esta´n comu´nmente suje-
tos al cumplimiento de restricciones temporales que los enmar-
ca dentro de los sistemas de tiempo real. Los sistemas de con-
trol han aprovechado los beneﬁcios de los sistemas distribuidos
para adquirir ﬂexibilidad y adaptabilidad lo que ha resultado en
la implementacio´n de estrategias de control distribuido en las
que se plantea la divisio´n del sistema en entidades individuales
que realizan alguna parte del lazo de control. Por otra parte, la
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reconﬁguracio´n dina´mica consiste en mudar o cambiar incre-
mentalmente la conﬁguracio´n original a otra necesaria en tiem-
po de ejecucio´n (Kramer and Magee, 1985). Estudios recientes
consideran la reconﬁguracio´n como un cambio de la estructura
del sistema que conduce a una nueva representacio´n de sus es-
tados (Benı´tez-Pe´rez et al., 2010). En entornos de tiempo real
se requiere la reconﬁguracio´n de forma dina´mica y que afecte
lo menor posible a la ejecucio´n del sistema si se considera que
el retardo de esta transicio´n es despreciable.
Un sistema distribuido es de´bilmente acoplado y tiene un
alto costo el conocer el estado global del sistema dada la co-
municacio´n entre elementos. La planiﬁcacio´n en cada agente
permite el cumplimiento de las restricciones de tiempo y la
toma de decisiones que controlen el acceso a los recursos de
forma independiente; sin embargo, esto puede desembocar en
decisiones que de manera global no son del todo certeras. Por
tanto, los criterios para evaluar cada planiﬁcacio´n y el acceso a
los recursos dependera´n de la coordinacio´n entre planiﬁcadores
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locales y que´ cantidad de informacio´n del sistema se requiere
para lograrlo. En la etapa de disen˜o de los sistemas de con-
trol distribuidos, tambie´n nombrados sistemas de control en red
(SCR) se considera como elemento importante de ana´lisis el
determinar un rango de los periodos de muestreo en los que es
sistema presenta un rendimiento aceptable. En este trabajo se
propone una estrategia de reconﬁguracio´n dina´mica que mod-
iﬁca los periodos de muestreo de los sensores del sistema con
dos propo´sitos particulares: lograr la planiﬁcabilidad global del
sistema distribuido y la planiﬁcabilidad del medio de comuni-
cacio´n comu´n. Lo anterior considera los estados del sistema en
te´rminos de los retardos de tiempo ocasionados. La planiﬁca-
bilidad local de cada agente del sistema distribuido garantiza
la planiﬁcabilidad global del sistema, lo que asegura que ca-
da tarea que ejecuta un agente se cumpla dentro de los plazos
establecidos.
Almeida (Almeida, 2001) propone un modelo de reconﬁgu-
racio´n que se centra en el disen˜o previo del sistema y las modiﬁ-
caciones necesarias para alcanzar nuevos estados. En este mod-
elo las acciones de reconﬁguracio´n se deﬁnen en te´rminos de
los cambios especı´ﬁcos y las restricciones por cumplir durante
la reconﬁguracio´n. Estas modiﬁcaciones son aplicadas bajo la
supervisio´n de un manejador de cambios que utiliza la infor-
macio´n de los estados originales del sistema y la relacio´n entre
entidades; sin embargo esto conduce a una centralizacio´n de las
decisiones de reconﬁguracio´n, una alternativa para esto es la
reconﬁguracio´n distribuida que involucra la informacio´n local
de todos los componentes del sistema para obtener un estado
global.
Los trabajos sobre modelos de reconﬁguracio´n implemen-
tados reportan pocos resultados aplicables a sistemas de control
en red y en entornos de tiempo real. El objetivo de este traba-
jo es estudiar la reconﬁguracio´n de un sistema distribuido en
tiempo real considerando posibles escenarios con falla con el
propo´sito de cuantiﬁcar el uso de un mecanismo de acuerdo en-
tre los agentes del sistema para decidir los cambios necesarios
que disminuyan el efecto de las fallas, con el estricto cumplim-
iento de las restricciones de tiempo real. Se propone en este
trabajo la interaccio´n entre elementos inteligentes (Desforges
and Archime`de, 2006) que esta´n dotados de distintas capaci-
dades de comunicacio´n y negociacio´n para conseguir la recon-
ﬁguracio´n distribuida.
La metodologı´a utilizada para estudiar el impacto de la re-
conﬁguracio´n de un sistema distribuido en tiempo real por medio
de agentes consistio´ en tipiﬁcar un falla en los sensores del sis-
tema, para cada falla particular se deﬁne una plan de reconﬁg-
uracio´n deﬁnido fuera de lı´nea, el acuerdo entre agentes deter-
mina la ejecucio´n del plan de reconﬁguracio´n estipulado. Por
medio del ca´lculo de la integral del valor absoluto del error en-
tre la sen˜al de referencia y la salida del sistema se evalu´a el
efecto de los cambios realizados. En la ﬁgura 1se muestra la
evolucio´n del proceso de reconﬁguracio´n planteado.
Para implementar esta estrategia de reconﬁguracio´n se uti-
lizo´ como caso de estudio el control de vuelo de un prototipo de
helico´ptero al cual le fue incluido un sistema distribuido en el
lazo de control. Se considera que este caso de estudio funciona
bajo restricciones de tiempo por lo que existe la presencia de re-
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Figura 1: Reconﬁguracio´n por medio de agentes
tardos en la transmisio´n y recepcio´n de datos que modiﬁcan la
dina´mica del sistema. Lo anterior, en consecuencia, modiﬁca la
estructura de los estados del sistema, por lo tanto el sistema de
control debe tomar en cuenta las transiciones como los nuevos
estadı´os en te´rminos de pe´rdida de informacio´n y de retardos
de tiempo. Esto lleva al modelado por escenarios tomando en
cuenta la globalidad de las transiciones y las condiciones por
elementos.
El trabajo esta´ organizado de la siguiente forma: En la sec-
cio´n 2 se plantean las consideraciones necesarias para la re-
conﬁguracio´n y se muestra un ana´lisis de la planiﬁcacio´n del
sistema para lograr transiciones viables al realizarla, se men-
ciona la te´cnica de voto empleada como mecanismo auxiliar
de reconﬁguracio´n. En la seccio´n 3 se plantea la forma en que
un sistema distribuido es considerado como un sistema mul-
tiagente y de que´ manera se lleva a cabo el acuerdo para la
reconﬁguracio´n. La seccio´n 4 muestra el modelo dina´mico y
de control del prototipo de helico´ptero utilizado como caso de
estudio. En la seccio´n 5 se muestran algunos resultados de sim-
ular el sistema bajo escenarios sin falla, con falla y falla con
reconﬁguracio´n. Algunas conclusiones son presentadas al ﬁnal.
2. Consideraciones para Realizar la Reconﬁguracio´n
En esta propuesta se estudia el impacto que provoca la re-
conﬁguracio´n de los periodos de muestreo en un sistema dis-
tribuido en tiempo real. Se utiliza la redundancia de Hardware
y los algoritmos de voto como un me´todo para tolerar de fallas.
2.1. Tiempos de Muestreo en un Sistema de Control en Red
Actualmente la tendencia de los sistemas que integran al
co´mputo, a la comunicacio´n y al control usan arquitecturas de
control con una red de comunicacio´n comu´n, esto mejora la
eﬁciencia, ﬂexibilidad y conﬁabilidad de los sistemas distribui-
dos. No obstante, esta arquitectura conlleva diferentes tipos de
retardo entre sensores-controladores-actuadores consecuencia
de compartir el medio de comunicacio´n y el proceso propio
de comunicacio´n. (Cervin et al., 2003) discuten la posibilidad
de analizar el desempen˜o de controladores bajo los efectos de
modiﬁcaciones en los intervalos de muestreo y retardos de co-
municacio´n.
El disen˜o de la arquitectura de los sistemas de control en
red (SCR) son analizados en (Lian et al., 2001, 2002) con la
ﬁnalidad de determinar un rango aceptable de los periodos de
muestreo dentro del cual el sistema se desempen˜a aceptable-
mente. El ana´lisis se basa fundamentalmente en la gra´ﬁca de
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desempen˜o derivada de comparar el rendimiento del control y
los periodos de muestreo. En e´sta, se contrasta el desempen˜o
para tres tipos de sistemas de control: control continuo, con-
trol digital y control en red y se estipula la existencia de puntos
de degradacio´n de desempen˜o. Se considera el control contin-
uo como el ideal donde se mantiene un buen desempen˜o del
sistema en todo momento ya que el rendimiento no esta´ en fun-
cio´n del periodo de muestreo. Para el caso del control digital
y el control en red se establecen puntos de degradacio´n de de-
sempen˜o en los cuales la curva de rendimiento cambia de acept-
able a no aceptable debido al taman˜o del periodo de muestreo
que se esta´ considerando. Para el control digital existe el pun-
to con periodo de muestreo en que el desempen˜o del control
digital pasa de ser no aceptable a aceptable y en el caso del
control en red existen dos puntos y con periodos y dentro de los
cuales el control en red se desempen˜a de manera o´ptima, fuera
de estos puntos los periodos pequen˜os resultan en tra´ﬁco de red
pesado que conduce a la posibilidad de retardo y/o el aumen-
to de la pe´rdida de datos, mientras que periodos de muestreo
largos degradan al sistema.
Como se ha mencionado, el propo´sito de este trabajo es
evaluar el impacto que provoca la reconﬁgurar un sistema de
control en red. Estas estrategias consisten en modiﬁcar los para´met-
ros de planiﬁcacio´n, utilizar algoritmos de voto, disminuir la
tasa de muestreo de los sensores con falla o eliminar cualquier
lectura erro´nea. Alguna de estas estrategias sera´ elegida por
medio de un acuerdo entre agentes tomando en cuenta los retar-
dos de tiempo asociados para cada evento especı´ﬁco. La relacio´n
de estabilidad global para considerar transiciones viables se lo-
gra mediante el ana´lisis respectivo aunque sale de objetivo de
este trabajo. En este artı´culo se presentan los resultados de di-
versas modiﬁcaciones de los retardos en te´rminos de planiﬁ-
cacio´n, lo que conlleva a una pe´rdida de plazos por tra´ﬁco que
modiﬁcan el desempen˜o del caso de estudio aunque el contro-
lador haya sido disen˜ado en los rangos de retardos de tiempo
adecuados como se presenta en (Me´ndez-Monroy and Benı´tez-
Pe´rez, 2009).
La parte novedosa consiste en decidir las acciones de re-
conﬁguracio´n con base en un acuerdo tomado entre agentes por
medio del intercambio de informacio´n y mostrar que al asegu-
rar la planiﬁcacio´n local de tareas de cada agente se garantiza la
planiﬁcacio´n global del sistema. Es importante mencionar que
adicionalmente se busca la planiﬁcacio´n del medio de comuni-
cacio´n comu´n dado que al llevarse a cabo el acuerdo se incre-
menta la tasa de transmisio´n de datos. Esta planiﬁciacio´n de la
red se realiza por medio de un agente planiﬁcador que asigna
una ventana de tiempo de transmisio´n a los dema´s agentes que
requieren transmitir, de esta manera se evitan colisiones y so-
brecarga en la red.
2.2. Planiﬁcacio´n
Cada uno de los agentes del sistema de control distribuido
realizan un conjunto de tareas τi = {τ1, τ2, ..., τn} en el que la
tarea τk realiza alguna accio´n del lazo de control retroalimen-
tado, las dema´s tareas son tareas adicionales del sistema y son
relevantes en cuanto al tiempo de procesamiento que requieren.
Las tareas perio´dicas que se ejecutan en cada agente son
planiﬁcadas por medio de un algoritmo por piroridades. En par-
ticular, si cada agente realiza n tareas perio´dicas con periodo pi
y tiempo de ejecucio´n ci con i = 1, 2, ..., n; la planiﬁcacio´n de
las tareas que se lleva a cabo cada agente se garantiza (Liu and
Layland, 1973) si se cumple :
U < n
(
2
1
n − 1
)
(1)
donde la utilizacio´n del procesador (agente) esta´ deﬁnida como
U =
n∑
i=1
ci
pi
, ası´ la planiﬁcacio´n local de cada agente estara´ en
funcio´n de losperiodos de las tareas y sus tiempos de ejecucio´n.
En este trabajo la polı´tica de planiﬁcacio´n utilizada es el
algoritmo Rate Monotonic que es un algoritmo de prioridades
ﬁjas. Para cualquier conjunto arbitrario de tareas perio´dicas, el
mı´nimo valor ma´ximo de utilizacio´n del procesador para el cual
el conjunto de tareas es planiﬁcable estara´ dado por 1. Esta
cota decrece mientras aumenta, de tal forma que para valores
grandes de la mı´nima cota ma´xima converge a Ln 2 ≈ 0.69.
Entonces, la utilizacio´n del procesador debe ser menor al 69%
para asegurar la planiﬁcacio´n de cualquier conjunto arbitrario
de tareas.
El agente planiﬁcador de red utiliza una tarea perio´dica para
asignar ancho de banda a cada agente que requiere transmitir
por medio de una ventana de tiempo en la cual se utiliza el
canal de comunicacio´n. El agente planiﬁcador genera un iden-
tiﬁcador id que se escribe en la memoria distribuida la cual es
visible por todos los agentes, si en el momento en que un agente
esta´ listo para transmitir el valor del id en la memoria distribui-
da es igual a su propio identiﬁcador local el agente transmite,
de lo contrario deja pasar un periodo hasta una nueva solici-
tud de transmisio´n, momento en el que se consulta de nuevo la
memoria distribuida donde un nuevo id esta´ escrito.
El lapso de tiempo que transcurre para completar el ciclo de
control retroalimentado en el SCR esta´ dado por:
T = nts + tsccm + tc + t
ca
cm + ta (2)
donde ts es el tiempo consumido por los sensores y n es el
nu´mero de sensores en el sistema, tsccm es el tiempo de comu-
nicacio´n entre sensor y controlador, tc es el tiempo que tarda en
calcularse la ley de control, tcacm es el tiempo de comunicacio´n
entre controlador y actuador, ta es el tiempo del actuador. Cabe
sen˜alar que la lectura de los n sensores del sistema se hace de
manera secuencial dado que existe un ligero desfasamiento para
el inicio de cada sensor, esto repercute en tomar n tiempos de
sensado proporcionales a este desfasamiento.
Cuando se incluye el enmascaramiento de fallas, el tiempo
para completar el ciclo de control retroalimentado es:
T = nts + tsccm + t
f st
cm + t
f sc
cm + tc + tcacm + ta (3)
donde t f stcm es el tiempo de comunicacio´n entre los sensores y la
unidad de enmascaramiento y t f sccm es el tiempo entre la falla y
el acuerdo.
El proceso de reconﬁguracio´n consiste en modiﬁcar los pe-
riodos y los consumos de tareas para contrarrestrar el efecto de
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algu´n evento que altere la condicio´n de planiﬁcacio´n, tal mod-
iﬁcacio´n requiere el ca´lculo en lı´nea de nuevos para´metros de
tareas. Se analiza la planiﬁcacio´n del conjunto de tareas por
medio de la obtencio´n de un conjunto factible de periodos que
aseguran la restriccio´n (1) bajo un algoritmo de planiﬁcacio´n
de prioridades ﬁjas como el Rate Monotonic. La obtencio´n de
este conjunto de periodos depende de un conjunto adicional de
periodos que sirve como cota ma´xima el cual puede tomarse
de diferente manera de acuerdo al caso de estudio. No obstante
que la bu´squeda de este nuevo conjunto de periodos puede ser
computacionalmente demandante, el tiempo de ca´lculo dismin-
uye al tratarse como un problema de programacio´n entera. La
aportacio´n del presente trabajo consiste en mostrar que efecto
de la reconﬁguracio´n ayuda a disminuir los efectos no lineales
del sistema cuando aparecen un nu´mero considerable de retar-
dos de tiempo producto de escenarios con falla. La propuesta
de reconﬁguracio´n en el sentido de la planiﬁcacio´n consiste en
que dado un evento que modiﬁque la planiﬁcabilidad local de
algu´n agente del sistema:
Se calcule un nuevo conjunto de periodos para retomar la
planiﬁcabilidad.
Realizar el cambio en los periodos correspondientes.
Mantener la planiﬁcabilidad global.
Debido a lo anterior, a partir del cambio de los periodos
de muestreo se disen˜a un controlador adecuado a estos interva-
los ajusta´ndose cualquier cambio de periodos dentro de estos
ma´rgenes. Por otra parte, el ajuste en los periodos de muestreo
provocara´ un retardo menor en el desempen˜o del sistema que
es relevante mostrar; ası´ mismo se induce un retardo adicional
producto de la reconﬁguracio´n:
Tr = trcp + t
r
rp (4)
donde trcp es el tiempo del ca´lculo de nuevos periodos y t
r
rp el
tiempo necesario para cambiar los periodos.
La planiﬁcacio´n local no se realiza por medio de un acuer-
do entre agentes, sin embargo es necesario que e´sta se asegure
para lograr un efecto positivo de la reconﬁguracio´n. El tipo de
reconﬁguracio´n se toma por medio del acuerdo.
2.3. Enmascaramiento de Falla
Un me´todo utilizado en sistemas de deteccio´n e identiﬁ-
cacio´n de fallas consiste en el uso de los algoritmos de voto que
enmascaran las fallas ocurridas principalmente en la lectura de
los estados del sistema. Distintas propuestas de estos algorit-
mos han sido presentadas y clasiﬁcadas en dos grupos: seguros
y conﬁables (Benı´tez-Pe´rez and Garcı´a-Nocetti, 2005). Un es-
quema de voto utilizado actualmente es el de peso promedio
(Latif-Shabgahi et al., 2003; Latif-Shabgahi, 2004), el cual usa
triple redundancia modular para enmascarar fallos de hardware
y software en tiempo de ejecucio´n. Las salidas de 3 mo´dulos
independientes que operan en paralelo con las mismas entradas
alimentan una unidad de voto que sirve de a´rbitro para operar
entre ellos.
En nuestra propuesta se trabajan mo´dulos de sensado con
triple redundancia cada uno, esta te´cnica corresponde a un tipo
de voto seguro. Cada sensor alimenta una unidad de voto con
una lectura local y dos lecturas provenientes de los sensores de
su mismo mo´dulo, el resultado que genera tal unidad de voto
enmascara la falla de lectura.
3. Sistema Multiagente y Acuerdo entre Agentes
Un sistema distribuido esta´ formado por distintas entidades,
cada una de ellas es un agente del sistema y realizan varias tar-
eas especı´ﬁcas, tales tareas pueden tener una relacio´n de depen-
dencia con una o varias tareas de cualquier otro agente. Actual-
mente el uso de elementos inteligentes (smart devices) permite
integrar funciones adicionales adema´s de las tareas ba´sicas de
sensado o el ca´lculo de algoritmos, por tal razo´n estos disposi-
tivos son utilizados ampliamente para acciones de control y re-
conﬁguracio´n (Benı´tez-Pe´rez and Garcı´a-Nocetti, 2005). En el
contexto de la inteligencia artiﬁcial distribuida un agente puede
caracterizarse como un elemento de hardware, software o am-
bos. Estos u´ltimos son altamente eﬁcientes en implementaciones
de control distribuido ya que pueden realizar varias tareas re-
queridas en el lazo de control y la tareas adicionales como las
de supervisio´n (Garcı´a and Cenjor, 2007; Garcı´a et al., 2010).
En un SCR los sensores obtienen informacio´n de los esta-
dos del sistema y son altamente sensibles a las fallas que se
producen en ellos. En esta propuesta se implementan los sen-
sores del sistema como agentes computacionales y de hardware
para dotarlos de ﬂexibilidad y adema´s de sensar, realice tareas
de comunicacio´n con otros agentes.
Como se reﬁere en (Cenjor and Garcı´a, 2005) un agente
puede considerarse como un sistema informa´tico que realiza ac-
ciones auto´nomas, percibe el entorno y responde ante los cam-
bios que ocurren en e´l, es proactivo, es decir que logra sus obje-
tivos mediante iniciativas e interactu´a con otros agentes plante-
ando procesos de negociacio´n para lograr un objetivo especı´ﬁ-
co. La implementacio´n que se realiza en este trabajo consta de
varios procesadores que se comunican a trave´s de una red de
comunicacio´n comu´n, cada procesador funciona con un kernel
de tiempo real. Todos los procesadores colaboran para ejecutar
un ciclo de control. Como se menciono´, con base en los agentes
sensores se acuerda el tipo de modiﬁcaciones que experimen-
tara´ el sistema cuando un escenario de falla se presenta. Cada
sensor percibe el entorno por medio de su visio´n local y co-
labora con otros agentes para tomar decisiones que afectara´n
el estado global. El uso de redundancia de sensores no solo re-
sponde a la necesidad de seguridad en sistemas crı´ticos si no
que sugiere el esquema multiagente para realizar una reconﬁg-
uracio´n dina´mica y distribuida. En el contexto del modelo de
reconﬁguracio´n anteriormente descrito (seccio´n 1) cada agente
sensor funciona como un controlador de cambios. En la ﬁgu-
ra 2 se muestra la modiﬁcacio´n del modelo de reconﬁguracio´n
centralizado usando agentes individuales con capacidad de co-
municacio´n, acuerdo y reconﬁguracio´n. La percepcio´n de cada
agente sobre su entorno se comparte con otros agentes de tal
manera que se integra un conocimiento global de los estados
del sistema.
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Comunicación entre agentes
Acuerdo
Decisión de 
reconfiguración
Agente
Figura 2: Reconﬁguracio´n distribuida con base en agentes
3.1. Estructura Multiagente
En este trabajo la redundancia de agentes sensores consti-
tuye la base del acuerdo que deﬁne las acciones de reconﬁgu-
racio´n. Cada uno de estos agentes tiene capacidad de:
Sensar las sen˜ales de los estados del sistema.
Recibir una tipiﬁcacio´n de las posibles fallas en el sis-
tema.
Comunicarse con otros agentes.
Acordar un tipo de reconﬁguracio´n conforme a la falla
presentada.
Modiﬁcar uno o varios para´metros del sistema.
Cada agente hace la lectura de los estados del sistema y ob-
tiene una tipiﬁcacio´n de falla en caso de existir, esta informa-
cio´n es comunicada por medio del paso de mensajes a trave´s de
la red a otros dos agentes que sensan la misma sen˜al que e´l. Con
estos datos se realiza el acuerdo sobre el tipo de modiﬁcacio´n
que experimentara´ el sistema. El resultado generado se toma
con base a una mayorı´a caliﬁcada entre los diversos elementos.
La redundancia de sensores esta´ organizada por bloques.
Para cada sen˜al que se sensa existe un bloque de sensado forma-
do por tres sensores cada uno, para un sistema con m sen˜ales por
sensar se tienen B1, B2, . . . , Bm bloques de sensado con 3 sen-
sores cada uno. Denotaremos como ai j al agente j que pertenece
al bloque Bi. Cada sensor realiza la lectura de un estado del sis-
tema xi j junto con una tipiﬁcacio´n de falla fi j siempre y cuando
este sea el caso. Ası´, cada agente de sensado ai j tiene en el tiem-
po k un valor de la sen˜al de los estados del sistema xi j(k) y fi j(k)
donde i ∈ {1, 2, . . . ,m}, y j ∈ {1, 2, 3}.
Distintas te´cnicas son utilizadas para la deteccio´n y manejo
de fallas en sensores y actuadores; en este trabajo no se profun-
diza en la identiﬁcacio´n de tales fallas, sin embargo se asume
que el sistema esta´ provisto de un mecanismo que permite iden-
tiﬁcar y tipiﬁcar las fallas que se presentan en la lectura de
datos. Con el conocimiento previo de los efectos de estas fallas
es posible elegir una estrategia que permite tomar una accio´n
para disminuirlos.
Debido a que el sistema es de tiempo real, cada agente del
sistema realiza tareas perio´dicas con periodo p y tiempo de eje-
cucio´n o consumo c. Las tareas de los agentes sensores se sub-
dividen en segmentos en los que se realiza el sensado, inter-
cambio de informacio´n, acuerdo y reconﬁguracio´n (ver ﬁgura
3).
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Figura 3: Acciones del agente
Con la informacio´n
(
xi j, fi j
)
que cada agente sensor ai j ob-
tiene del medio se acuerda la reconﬁguracio´n del sistema y para
hacerlo es necesario que el intercambio de informacio´n se real-
ice antes de la ﬁnalizacio´n del plazo de la tarea, sin embargo no
siempre es posible esto. Para la realizacio´n del acuerdo aumen-
ta la demanda de la red lo que conduce al incremento del tra´ﬁ-
co, saturacio´n o pe´rdida de datos; esto se traduce en informa-
cio´n incompleta para realizar el acuerdo y la reconﬁguracio´n.
Para resolver lo anterior se propone que la informacio´n que no
se disponga en algu´n periodo de control sea reconstruida por
medio de un valor predeﬁnido fuera de lı´nea que sea estimado
producto de la experiencia o sea un valor promedio de todos los
valores sensados previamente.
3.2. Acuerdo
El mecanisos de acuerdo se realiza intercambiando la infor-
macio´n de las vistas locales de cada agente, una vez consoli-
dada la lectura de las sen˜ales de control se deﬁne un plan de
reconﬁguracio´n. Previamente se menciono´ que la redundancia
de sensores aumenta la conﬁabilidad en las mediciones; no ob-
stante, fallas en los sensores pueden provocar inestabilidad en el
sistema. La lectura de las sen˜ales de control representa el estado
dina´mico del sistema en cada tiempo t. Bajo un escenario con
falla la informacio´n se distribuye en todos los agentes sensores
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para dar lugar al acuerdo y la ejecucio´n del plan de reconﬁg-
uracio´n evitando la suspensio´n del sistema, mal desempen˜o o
una falla catastro´ﬁca.
La informacio´n de lectura y tipiﬁcacio´n de falla
(
xi j, fi j
)
que
cada agente posee es compartida con los otros pares del mismo
bloque de sensado al que pertenece. Cada agente ai j, donde i =
1, 2, · · · ,m; j = 1, 2, 3, cuenta entonces con la tupla de datos:
yi j =
{
(xi1, fi1) , (xi2, fi2) , · · · ,
(
xi j, fi j
)}
Con estos valores cada agente realiza el acuerdo A(yi j) en
colaboracio´n con los otros agentes del mismo bloque con base
en (5). Cada agente j del bloque de lectrua i posee la lectrua de
un estado del sistema en el tiempo t1: la sen˜al de control xi j y
una posible falla fi j. En el tiempo t2 el agente ha intercambiado
su informacio´n local con los otros dos agentes de su mismo
bloque i. Al paso de un tiempo t3 cada agente habra´ calculado
el valor del acuerdo A(yi j) del acuerdo (ﬁgura 4).
Tiempo
(x  , f )ij ij (y )ij A(y )ij
t1 t2 t3
Figura 4: Informacio´n que cada agente obtiene durante el paso del tiempo
To´mese el acuerdo A(yi j como una funcio´n que depende de
la tupla de valores yi j. Esta funcio´n devolvera´ el valor acordado
del estado del sistema x basa´ndose en la tipiﬁcacio´n de la falla
que posee cada sensor en el tiempo tk, dicho valor acordado
sera´ el que prevalezca y sera´ enviado al controlador.
Dados m bloques de sensado y triple redundancia de sen-
sores, la funcio´n de acuerdo A(yi j) para i = 1, 2, · · · ,m; j =
1, 2, 3 esta´ deﬁnida de la siguiente forma:
A(yi j =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
x = xi1 , fi1 = fi2 = fi3
x =
(xi1 + xi2)
2
fi1 = fi2  fi3
x =
(xi1 + xi3)
2
fi1 = fi3  fi2
x =
(xi2 + xi3)
2
fi1  fi2 = fi3
x = xi1 fi1  fi2  fi3
(5)
Esta funcio´n de acuerdo se interpreta de la siguiente man-
era:
Si un agente del bloque i ha recibido de los otros dos
agentes de su mismo bloque una tipiﬁcacio´n de falla igual
a la propia, el valor de la lectura x sera´ valor local sensado
por el agente ai j que hace la llamada al acuerdo.
Si el agente recibe de los otros dos agentes una tipiﬁ-
cacio´n de falla igual a la suya y otra distinta, se descarta
el valor que diﬁere y la lectura acordada x sera´ el prome-
dio de los datos sensados con igual tipiﬁcacio´n de falla.
Si el agente recibe dos tipiﬁcaciones de falla diferentes a
la suya pero iguales entre sı´, se toma el promedio de los
datos sensados con igual tipiﬁcacio´n.
Si el agente recibe dos valores de tipiﬁcacio´n de falla dis-
tintos al suyo y au´n diferentes entre sı´, entonces la lectura
acordada sera´ el dato local del agente . ai j.
Este acuerdo lo hace cada uno de los agentes que sensan
los estados del sistema para dar paso a la reconﬁguracio´n del
sistema. En este trabajo nos enfocamos en las fallas que se pre-
sentan en el sensado de datos debido a que en un sistema con
alto grado de seguridad y conﬁabilidad es importante responder
a fallas en los sensores o en los datos que estos registran. Las
fallas que se consideran aquı´ son fallas de lectura como ruido,
corrimiento y retraso. Las pruebas de reconﬁguracio´n fueron
realizadas induciendo una falla a un sensor de un bloque de
sensado en cualquier momento de la ejecucio´n del sistema.
4. Caso de Estudio
Diversos trabajos han enfocado su intere´s en el control de
vuelo de vehı´culos ae´reos auto´nomos motivado por el gran im-
pacto que tienen en aplicaciones militares y civiles (Romero
et al., 2010). En esta propuesta, se utiliza el prototipo de hel-
ico´ptero de dos he´lices de la marca Quanser (Quanser, 2006)
para evaluar el impacto de la reconﬁguracio´n distribuida con
las caracterı´sticas planteadas en la seccio´n precedente. El mod-
elo dina´mico del vuelo y el modelo de control de posicio´n del
helico´ptero esta´n implementados por medio de la herramienta
Matlab/SimulinkTM y con el simulador de tiempo real True-
Time (Ohlin et al., 2007).
En este caso de estudio se requiere de la lectura de cua-
tro sen˜ales correspondientes a los a´ngulos de cabeceo y gin˜ado
adema´s de sus respectivas derivadas para calcular la ley de con-
trol, con esta ley de control se modiﬁca el voltaje de los propul-
sores de las he´lices. Trabajos interesantes que modelan el con-
trol de vuelo de helico´pteros y su implementacio´n son presenta-
dos por (Garcı´a-Sanz et al., 2006; Castillo et al., 2007; Lo´pez-
Martı´nez et al., 2007) donde se resalta el modelo dina´mico de
helico´pteros de hasta 4 he´lices y las te´cnicas de control no lineal
utilizadas.
4.1. Dina´mica del Helico´ptero 2-DOF Quanser
El prototipo utiliza dos motores de corriente directa que ha-
cen girar los propulsores que controlan la elevacio´n de la nariz
del helico´ptero sobre el eje horizontal o cabeceo y la desviacio´n
respecto al eje vertical tambie´n conocido como guin˜ado. Estos
a´ngulos son medidos por medio de encoders de alta resolucio´n.
El modelo matema´tico de la dina´mica del prototipo del hel-
ico´ptero (ﬁgura 5) es no lineal con dos grados de libertad corre-
spondientes al a´ngulo de cabeceo (pitch degree) θ y al a´ngulo de
Tiempo
(x  , f )ij ij (y )ij A(y )ij
t1 t2 t3
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guin˜ado (yaw degree) ψ. El a´ngulo de cabeceo es deﬁnido pos-
itivo cuando la nariz del helico´ptero esta´ sobre el eje horizontal
y el a´ngulo de guin˜ado es positivo cuando gira en sentido de las
manecillas del reloj. Existen las fuerzas Fp, Fy que actu´an per-
pendicularmente a los ejes con lo que el torque del eje cabeceo
es aplicado a la distancia rp y el torque de guin˜ado a la distan-
cia ry. La fuerza de gravedad Fg genera un torque en el centro
que jala hacia abajo la nariz del helico´ptero. El centro de masa
es la distancia lcm medida desde el a´ngulo pitch y a lo largo del
cuerpo del helico´ptero.
Eje de guiñado
Eje de cabeceo
rp
ry
lcm Fg
Fy
Fp
y>0
q>0
Figura 5: Dina´mica del helico´ptero 2-DOF
Las ecuaciones de movimiento se calculan utilizando el me´to-
do de Lagrange. La cinema´tica del centro de masa del hel-
ico´ptero es utilizada para calcular la energı´a cine´tica y poten-
cial del sistema y por medio del me´todo de Euler-Lagrange se
derivan las ecuaciones no lineales que describen el movimien-
to del helico´ptero. El ana´lisis de movimiento, energı´a potencial
y cine´tica, ası´ como la obtencio´n de las ecuaciones no lineales
de movimiento del helico´ptero puede consultarse en (Quanser,
2006), aquı´ nos enfocaremos en el modelo lineal de espacio de
estados y en modelo del controlador propuesto.
4.2. Modelo Lineal en Espacio de Estados y Modelo de Con-
trol
En la tabla 1 se muestran algunas especiﬁcaciones y para´met-
ros como longitudes, masas y momentos de inercia asociados al
helico´ptero.
Debido a que el sistema del helico´ptero es un sistema no
lineal, se requiere linealizar alrededor del punto de equilibrio
(θ0 = 0, ψ0 = 0,
·
θ0 = 0,
·
ψ0 = 0), de esta linealizacion se ob-
tienen las ecuaciones de movimiento:
(
Jeq,p + mhelil2cm
)
θ¨ = KppVm,p + KpyVm,y − Bpθ˙
−mheliglcm (6)
(
Jeq,y + mhelil2cm
)
ψ¨ = KppVm,y + KpyVm,p − Bpψ˙
−2mhelil2cmθψ˙θ˙
(7)
Al sustituir el estado x = [θ, ψ,
·
θ,
·
ψ]
′
en (6) y (7), y re-
solviendo para
·
x resulta el modelo linealde espacio de estados:
·
x =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 1 0
0 0 0 1
0 0 − Bp
Jeq,p + mhelil2cm
0
0 0 0 − By
Jeq,p + mhelil2cm
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
x
+
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0
0 0
Kpp
Jeq,p + mhelil2cm
Kpy
Jeq,p + mhelil2cm
− Kyp
Jeq,y + mhelil2cm
− Kyy
Jeq,y + mhelil2cm
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
u
y =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
donde Kpp, Kyy, Kpy, Kyy son la constantes de torque usadas
para obtener los torques acoplados que actuan sobre los ejes
de cabeceo y guin˜ado. Para el modelo de espacio de estados
los vectores de entrada u y salida y son u = [Vm,p,Vm,y]
′
y
y = [x1, x2, x3, x4]
′
, Vm,p es el voltaje de entrada del motor del
eje de cabeceo y Vm,y es el voltage del motor del eje de guin˜ado.
No´tese que por la identidad en la matriz de salida todos los es-
tados son medibles.
El controlador implementado para regular el vuelo del hel-
ico´ptero es un modelo del tipo FF+LQR+I (Feed Forward +
Linear Quadratic Regulator + Integrator), el cual regula el eje
de cabeceo del helico´ptero usando alimentacio´n hacia adelante
(Feed Forward FF) y compensadores de velocidad proporcional
(PV), ası´ como al eje de guin˜ado usando control de velocidad
proporcional, adema´s incluye un integrador en el lazo de con-
trol retroalimentado. En este caso el controlador es disen˜ado
para cada combinacio´n de retardos de tiempo dados por la ac-
cio´n de planiﬁcacio´n y la consecuente reconﬁguracio´n. Sin em-
bargo, au´n cuando no es posible establecer todas las combina-
ciones se toman en cuenta aquellas que no conducen a un error
catastro´ﬁco al sistema. La implementacio´n del lazo cerrado de
control y del controlador FF+LQR+I se muestran en las ﬁguras
6 y 7 respectivamente.
4.3. Modelo del Sistema Distribuido Multiagente
El sistema multiagente consta de 16 procesadores con ker-
nel de tiempo real, conectados por medio de una red CAN con
protocolo CSM/AMP y tasa de transmisio´n de datos de 1000000
bits/seg. y sin probabilidad de pe´rdida de datos (ﬁgura 8). Cada
bloque, ası´ como el bloque de red pertenecen a las herramientas
del software de simulacio´n de tiempo real Truetime y son com-
patibles con Matlab y Simulink que y Se insertaron 12 agentes
sensores organizados en bloques de tres sensores cada uno para
leer las sen˜ales de los estados del sistema x = [θ, ψ,
·
θ,
·
ψ]
′
. El
Eje de guiñado
Eje de cabeceo
rp
ry
lcm Fg
Fy
Fp
ψ>0
θ>0
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Tabla 1: Para´metros del modelo en Simulink/Matlab del Helico´ptero 2-DOF
Sı´mbolo MATLAB Dehacripcio´n Valor Unidad
Bcq,p B eq p Amortiguamiento eje pitch 0.800 N/V
Bcq,y B eq y Amortiguamiento eje yaw 0.318 N/V
mheli m heli Masa total helico´ptero 1.387 kg
mm,p m motor p Masa del motor pitch 0.292 kg
mm,y m motor y Masa motor yaw 0.128 kg
mshield m shield Masa del propulsor escudo 0.167 kg
mprops m props Masa propulsores pitch, yaw, escudos y motores 0.754 kg
mbody,p m body p Masa sobre eje pitch 0.633 kg
mbody,y m body y Masa sobre el eje yaw 0.667 kg
msha f t m shaft Masa del mango del eje picht 0.151 kg
Lbody L body Longitud total helico´ptero 0.483 m
lcm l cm Centro de masa sobre eje pitch 0.186 cm
Lsha f t L shaft Longitud mango del eje yaw 0.280 m
Jbody,p J m p Momento de inercia sobre el eje pitch 0.012 kg · m2
Jbody,y J m y Momento de inercia sobre el eje yaw 0.013 kg · m2
Jsha f t J shaft Momento de inercia del mango sobre eje yaw y punto ﬁnal 0.004 kg · m2
Jp J p Momento de inercia motor/escudo sobre pivote pitch 0.018 kg · m2
Jy J y Momento de inercia motor/escudo sobre pivote yaw 0.008 kg · m2
Jeq,p J eq p Momento total de inercia sobre pivote de pitch 0.038 kg · m2
Jeq,y J eq y Momento total de inercia sobre pivote de yaw 0.043 kg · m2
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Figura 6: Modelo en Matlab/Simulink del Helico´ptero 2-DOF. Simulacio´n del lazo cerrado de control
agente controlador, extrema izquierda del modelo (ﬁgura 8), es
el agente controlador que utiliza los valores provenientes de los
agentes sensores para calcular las ley de control. Dos agentes
actuadores, localizados a la extrema derecha abajo (ﬁgura 8),
reciben los datos del controlador y accionan sobre la planta. Por
u´ltimo se incluye un agente planiﬁcador, extrema derecha arri-
ba (Figura 8), que asigna perio´dicamente una ventana de tiempo
para que los dema´s agentes tengan acceso a la red.
En este sistema se utilizo´ redundancia de sensores para ali-
mentar una unidad de voto que, por medio del algoritmo de peso
promedio (Latif-Shabgahi et al., 2003), consolida la lectura de
la sen˜al y con ello se asegura el error mı´nimo en la lectura de
los datos. En cada bloque Bi de agentes sensores, alguno de los
agentes es perturbado con una falla como podrı´a ser el caso de
corrimiento, muerte, ruido o falla bizantina, lo que desencadena
el inicio del proceso de reconﬁguracio´n. El agente controlador
que realiza el ca´lculo del algoritmo de control recibe los datos
enviados por los agentes sensores y envı´a el resultado a los
agentes actuadores que modiﬁcan el voltaje de los propulsores
del helico´ptero. El agente planiﬁcador se encarga de organizar
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Figura 7: Modelo en Matlab/Simulink del controlador FF+LQR+I
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Figura 8: Modelo del sistema distribuido multiagente con redundancia de sensores
el acceso de la red cuando la demande de comunicacio´n entre
los dema´s agentes aumenta, lo anterior con la ﬁnalidad de evitar
sobrecarga en la red y los retardos que aparecen como conse-
cuencia. Es de resaltar que la planiﬁcacio´n se basa en el a´mbito
del manejo de los procesos que realiza cada agente mismo que
tiene un impacto en la reconﬁguracio´n y por consecuencia en
el desempen˜o del sistema. El cumplimiento de las restricciones
de utilizacio´n de cada procesador segu´n la polı´tica de planiﬁ-
 rr r
it  rr r
rr r: i (r )
rr r: t t  (r )
l r i  ( )
l r i it  ( )
ff it  ( )
:
I
 I t r l ti i
it rr (r )
rr (r )
r s t
i  ( )
it :
I
it  f -f r r  tr ll r
t t  (r ) ff ( )
it  I t r l ti i
it rr (r )
rr (r )
r t
i it  ( )
tr l i : 
*
-
*
r t i t
 (r )
control _signals
3
u_yaw1
2
u_pitch1
1
Senales _de_control
Scheduler
R
cv
S
n
d
S9 R
cv
S
e
n
1
S
n
d
S8 R
cv
S
e
n
2
S
n
dS7 R
cv
S
e
n
1
S
n
dS6
R
cv
S
e
n
2
S
n
d
S5 R
cv
S
e
n
1
S
n
d
S4 R
cv
S
e
n
2
S
n
dS3 R
cv
S
e
n
1
S
n
dS2
R
cv
S
e
n
2
S
n
d
S12 R
cv
S
e
n
2
S
n
dS11 R
cv
S
e
n
1
S
n
dS10 R
cv
S
e
n
2
S
n
d
S1 R
cv
S
e
n
1
S
n
d
Network
MATLAB Fcn3
MATLAB
FunctionMATLAB Fcn2
MATLAB
FunctionMATLAB Fcn1
MATLAB
FunctionMATLAB Fcn
MATLAB
Function
Ctrler 
R
cv
A
in
S
n
d
O
a
c t
A2 Rcv
S
n
d
A
c t
4A1 Rc
v
S
n
d
A
c t
3
sensores
3
u_yaw
2
u_pitch
1
cu tro 
senales
 O. Esquivel-Flores and H. Benítez-Pérez / Revista Iberoamericana de Automática e Informática industrial 9 (2012) 300–313 309
cacio´n empleada, en este caso Rate Monotonic, asegura la plan-
iﬁcacio´n local del sistema. Por otra parte, la modiﬁcacio´n de
periodos en cada bloque de sensado intenta evitar colisiones y
saturacio´n de la red para cada periodo de muestreo. Para esto
se ha incluido un para´metro ρ que llamaremos periodo base de
muestreo y un para´metro λ que llamaremos dispersio´n el cual
desfasa el inicio de la ejecucio´n de las tareas de los agentes sen-
sores. El cambio de los periodos de las tareas que realizan los
agentes del sistema distribuido se realiza por medio de la mod-
iﬁcacio´n de los para´metros ρ, λ; cada bloque de sensores tiene
un periodo de sensado que depende de estos para´metros. Cada
bloque de sensores realiza tareas perio´dicas con periodo de op-
eracio´n pi y tiempo de co´mputo ci como se muestra en la tabla
2.
Tabla 2: Periodos de muestreo y tiempos de co´mputo de las tareas de cada
bloque de sensores
Bloque ci pi
1 0.001 ρ(1+λ)
2 0.001 ρ(1-λ)
3 0.001 ρ(1-1.1λ)
4 0.001 ρ(1+1.1λ)
Cabe hacer mencio´n que cada combinacio´n presentada en
la tabla 2 corresponde a un cierto retardo de tiempo lo que con-
lleva a un disen˜o particular de la ley de control.
5. Simulaciones
La propuesta de reconﬁguracio´n se basa en modiﬁcar ρ, λ
el uso de enmascaramiento de falla y la disminucio´n de la ac-
tividad de los sensores con falla. Para el caso de estudio se re-
visaron tres escenarios:
La dina´mica del sistema sin falla.
Falla en la lectura de la sen˜al de uno de los agentes que
pertenecen a un bloque de sensado especı´ﬁco y no hay
reconﬁguracio´n del sistema.
Falla en la lectura de la sen˜al de uno de los agentes del
bloque y reconﬁguracio´n del sistema. Para este escenario
los agentes se comunican entre sı´ y la actividad de la red
aumenta.
La me´trica utilizada para cuantiﬁcar la respuesta de sistema
bajo los tres distintos escenarios es el ca´lculo de la integral del
cuadrado del valor absoluto del error (IAE). Dicho error cor-
responde a la diferencia entre la referencia proporcionada y la
sen˜al de salida del sistema (Lian et. al., 2002):
IAE =
∫ t f
t0
|e(t)| dt ≈
k f∑
k=k0
|r(kh) − y(kh)|
donde r(k)h es la sen˜al de referencia, y(kh) es la sen˜al de salida,
t0(k0 y t f (k f ) son los tiempos inicial y ﬁnal de los tiempos de
simulacio´n.
Algunos resultados preliminares de este sistema distribui-
do al variar los periodos de muestreo (Mene´ndez and Benı´tez-
Pe´rez, 2010) han mostrado que el sistema no presenta satu-
racio´n de la red ni bajo muestreo para valores de ρ entre 0.010 y
0.020 segundos, pero se presenta un cierto tra´ﬁco que conlleva
a una disminucio´n en el desempen˜o.
5.1. Escenarios con falla y sin falla
De las cuatro sen˜ales que se hace la lectura x = [θ, ψ,
·
θ,
·
ψ]
′
se analiza la respuesta de la sen˜al del a´ngulo de cabeceo θ. Se
simula el vuelo del prototipo durante 30 segundos y se calcula el
IAE para este tiempo. La lectura de los tres sensores del bloque
B1 para un escenario sin falla es la misma para cada uno de
ellos (ﬁgura 9) y se obtiene un IAE para los 30 segundos de
simulacio´n de 9.64 unidades, los agentes sensores no utilizan
un ancho de banda excesivo en contraste con la actividad del
agente controlador (ﬁgura 10).
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Figura 9: Lectura de los sensores de a´ngulo de cabeceo en escenario sin falla.
2
2.5
3
Sensor 1
3
3.5
4
Sensor 2
4
4.5
5
Sensor 3
0 1 2 3
1
1.5
2
Tiempo (segundos)
Controlador
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Para comenzar a estudiar el impacto del esquema de recon-
ﬁguracio´n planteado se inducen distintos tipos de falla en el
sistema que afectan a uno de los agentes del bloque de sensa-
do B1. En particular, se induce un retraso(corrimiento) de tres
segundos en la lectura de la sen˜al del agente a13, que inicia en
el segundo 10 y sale en el segundo 23. Al aplicar la falla en el
tercer agente se observa que la sen˜al de control es afectada en
los tres agentes y el desfase de la lectura en el agente que falla
( ﬁgura 11). El valor de la IAE obtenido fue de 98.43 unidades.
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Figura 11: Lectura de los sensores del a´ngulo de cabeceo con falla de corrim-
iento inducida en un agente del bloque B1
En la tabla 3 se muestran los valores de la IAE obtenido
cuando se hace variar ρ dentro del intervalo [0.010, 0.025] se-
gundos y λ en el intervalo entre [0.0, 0.20]. Cuando el valor
del periodo base esta´ en el intervalo [0.010, 0.018] segundos el
desempen˜o del sistema es estable respecto al IAE, no obstante
al aumentar el periodo base, existe bajo muestreo, dando como
resultado el aumento en el error (ﬁgura 12). En este sentido no
existe reconﬁguracio´n solo el efecto de la modiﬁcacio´n de los
para´metros de planiﬁcacio´n para un escenario en particular.
De la misma forma, en la tabla 4 se muestra el valor del
IAE para distintos valores de ρ y λ dentro de los intervalos ar-
riba mencionados cuando se presenta falla en el tercer agente
del bloque B1 que toma la lectura de la sen˜al θ. En los casos
mostrados en las tablas 3 y 4 los retardos asociados tienen un
controlador correspondiente que hace al sistema estable bajo las
condiciones de retardo ma´s no del incumplimiento en el tiempo
real como son los casos de alta frecuencia. En este sentido se
muestra que el problema no es so´lo de retardo sino de planiﬁ-
cacio´n por lo que es necesario tomar en cuenta esta restriccio´n
para lograr una buena reconﬁguracio´n la cual es analizada con
base al IAE para todos los acuerdos. Para este caso (ﬁgura 13)
no existe un acuerdo entre los agentes solo el cambio de plani-
ﬁcacio´n fuera de lı´nea considerando un escenario con fallas.
5.2. Escenario con falla y reconﬁguracio´n
El sistema experimenta una falla de corrimiento en el tercer
agente del bloque de sensado de la sen˜al del a´ngulo de cabeceo
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Figura 12: Relacio´n del IAE para distintos valores del periodo base ρ y disper-
sio´n λ en un escenario sin falla
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Figura 13: Relacio´n del IAE respecto al periodo base ρ y dispersio´n λ en un
escenario con falla
θ y es reconﬁgurado por medio de enmascaramiento, disminu-
cio´n de actividad o eliminacio´n total de transmisio´n del agente
que falla, previo acuerdo entre los agentes. En la reconﬁgu-
racio´n por enmascaramiento el agente que falla intercambia las
lecturas de la sen˜al con la lectura local de los otros dos agentes
de su bloque para alimentar la entrada de la unidad de voto y
el valor devuelto es transmitido a la misma frecuencia que los
otros dos agentes. Con este tipo de reconﬁguracio´n el sistema
no logra estabilizarse (ﬁgura 14) y la actividad de la red au-
menta por la transmisio´n y recepcio´n de datos del tercer agente
(ﬁgura 15). Lo anterior resulta en aumento del valor del IAE e
inestabilidad del sistema.
En la ﬁgura 16 se muestra el valor del IAE al modiﬁcar
ρ en el intervalo [0.010, 0.025] segundos y λ en el intervalo
[0.0, 0.20] bajo un escenario con falla, acuerdo entre agentes
y la reconﬁguracio´n mediante voto. En general, esta accio´n de
reconﬁguracio´n que se acuerda no impacta positivamente bajo
esta falla especı´ﬁca, el enmascaramiento de falla no inﬂuye lo
suﬁciente para disminuir el efecto de la falla de corrimiento in-
ducida mientras que la red experimenta una tasa de transmisio´n
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Tabla 3: Valores de la IAE para distintos valores del periodo base ρ y dispersio´n λ en un escenario sin falla
Periodo base (10−3segs.)
Dispersio´n 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
0.0 16.85 15.38 17.58 18.09 10.38 9.96 9.51 9.01 8.98 55.86 13.55 60.55 55.68 10.29 21.86 10.52
0.05 15.45 9.41 9.99 14.67 10.40 9.23 9.41 8.74 8.79 45.41 8.94 65.33 17.24 10.61 24.37 9.89
0.10 13.59 8.59 9.20 11.84 9.73 9.68 8.67 8.85 8.92 28.99 9.18 67.43 14.19 10.73 24.03 11.33
0.15 13.40 9.18 9.90 13.65 9.86 9.60 9.08 8.82 8.69 29.06 9.59 41.15 20.55 10.81 22.95 10.42
0.20 12.43 7.39 9.19 17.97 10.09 9.29 7.89 7.97 7.99 45.05 8.58 26.95 15.19 10.06 23.15 7.80
Tabla 4: Valores de la IAE para distintos valores del periodo base ρ y dispersio´n λ en un escenario con falla
Periodo base (10−3 segs.)
Dispersio´n 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
0.0 18.09 14.74 17.54 14.10 11.49 11.22 15.50 16.69 12.12 56.77 73.46 98.26 88.20 12.12 70.28 17.44
0.05 16.34 9.92 10.57 10.89 11.57 11.15 16.26 12.49 12.49 58.31 40.75 127.2 68.26 19.21 34.09 28.67
0.10 13.52 10.01 10.20 9.42 10.64 12.22 16.99 17.74 13.99 69.76 36.46 101.2 33.84 17.48 29.55 13.80
0.15 15.39 10.88 12.01 11.08 11.17 12.20 19.33 20.16 14.63 93.68 88.41 111.0 55.80 16.87 23.12 16.58
0.20 10.55 8.20 10.18 15.98 10.40 10.40 12.56 16.98 13.32 82.85 14.71 112.4 43.38 13.55 24.43 13.06
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Figura 14: Lectura de los sensores del a´ngulo de cabeceo con falla de corrim-
iento y reconﬁguracio´n mediante voto
mayor.
El siguiente tipo de reconﬁguracio´n consistio´ en disminuir
la tasa de transmisio´n de los datos del agente que falla. El agente
que identiﬁca la falla en la lectura acuerda disminuir su activi-
dad, la tasa de transmisio´n disminuye a un tercio de su valor
original y no modiﬁca su periodo de muestreo (ﬁgura 17), el
valor del IAE fue de 24.2 unidades. De manera similar, se im-
plemento´ la suspensio´n total de la transmisio´n hacia el contro-
lador del agente con falla, los agentes sin falla son los que trans-
miten asumiendo la pe´rdida de un agente del bloque (ﬁgura 18),
bajo este escenario el valor del IAE fue de 9.3 unidades.
En ambos casos la transicio´n debido al acuerdo entre agentes
es irrelevante permitiendo un buen desempen˜o. Recue´rdese que
la transicio´n se lleva acabo considerando el disen˜o global del
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Figura 15: Transmisio´n de datos de los agentes del bloque de sensado y del
agente controlador. La reconﬁguracio´n es por medio de voto
controlador para ambos escenarios de retardos de tiempo ex-
clusivamente sin considerar el tra´ﬁco de la red de co´mputo.
Finalmente, se implementa una reconﬁguracio´n que mod-
iﬁca los periodos de muestreo y transmisio´n de datos de los
elementos del sistema distribuido por medio del cambio de val-
ores de ρ y λ. Al inicio de la ejecucio´n los valores de ρ y λ se
establecen en 0.010 segundos y 0.05 respectivamente, a partir
del momento de inicio de la falla se modiﬁca el periodo base
a 0.017 segundos. El resultado de esta reconﬁguracio´n muestra
que la inestabilidad del sistema provocado por la falla es cor-
regida parcialmente (ﬁgura 19).
Se logra determinar una estructura de tiempo real au´n cuan-
do exista la reconﬁguracio´n dado el conocimiento de la respues-
ta de la planiﬁcacio´n con base al acuerdo en lı´nea entre agentes.
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Figura 16: Relacio´n del IAE respecto al periodo base ρ y dispersio´n λ en un
escenario con falla
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Figura 17: Lectura de los sensores del a´ngulo de cabeceo con falla de corrim-
iento y reconﬁguracio´n que disminuye la tasa de transmisio´n del agente con
falla
Para cualquier evento fortuito que suceda en el ordenamien-
to se requiere un acuerdo entre los elementos independientes
para evitar una situacio´n catastro´ﬁca en el manejo de la red. Por
ejemplo las regiones presentadas en las ﬁguras 13 y 16 donde el
IAE tiende a ser muy alto debido al alto uso de comunicacio´n
en la red de co´mputo.
6. Conclusio´n
Se ha mostrado la evaluacio´n de distintos tipos de reconﬁg-
uracio´n de un sistema distribuido incluido en un ciclo de control
de un prototipo de helico´ptero de dos he´lices. Las simulaciones
muestran el impacto de una falla en el sensado de las sen˜ales de
control. Por medio de redundancia de sensores se propone un
esquema multiagente que acuerda un tipo de reconﬁguracio´n
cuando el sistema presenta un escenario con falla. Dicha re-
conﬁguracio´n puede ser elegida entre el cambio de periodos de
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Figura 18: Lectura de los sensores del a´ngulo de cabeceo con falla de corrim-
iento y reconﬁguracio´n que elimina la transmisio´n de datos del agente con falla
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Figura 19: Lectura de los sensores del a´ngulo de cabeceo con falla de corrim-
iento y reconﬁguracio´n que modiﬁca el periodo base de muestreo
muestreo, enmascaramiento o disminucio´n de actividad del sen-
sor que falla. La reconﬁguracio´n ma´s efectiva cuando existe una
falla de retraso en la lectura de los sensores es la disminucio´n
de la transmisio´n en el sensor con falla, de igual manera lo es
la eliminacio´n total de su actividad. Sin embargo, esto podrı´a
ser improcedente para fallas producidas en dos o ma´s sensores
dentro de un mismo mo´dulo de sensado.
La reconﬁguracio´n por medio de enmascaramiento aumenta
el tra´ﬁco de la red y bajo el escenario de falla planteado es poco
u´til, se mostro´ que para este caso aumenta el error cuadra´tico
medio; no obstante, cabe sen˜alar que el efecto de fallas en ma´s
agentes del mismo mo´dulo de sensado podrı´a disminuirse me-
diante voto.
La reconﬁguracio´n que cambie el periodo base de las tar-
eas de los agentes del sistema distribuido disminuye el error
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cuadra´tico medio, un trabajo futuro consiste en explorar la re-
conﬁguracio´n de dichos periodos de manera local y que impacte
de manera global.
La aportacio´n de este trabajo consiste en proponer y utilizar
la redundancia de dispositivos inteligentes como base de una es-
tructura multiagente que decida mediante un acuerdo el tipo de
reconﬁguracio´n que impacte de manera global al sistema evi-
tando ası´ una reconﬁguracio´n centralizada.
English Summary
Dynamic Reconﬁguration of Real-Time Distributed Sys-
tems Based on Agents
Abstract
Currently distributed systems are present in several appli-
cations in industry and research, such systems are restricted to
time conditions. The presence of failures in these time critical
systems requires decision making to avoid loss of deadlines,
performance, instability or total suspension of the system. A
strategy for achieving this is the dynamic reconﬁguration of
the structure of the system aimed at counteracting the eﬀect
of such failures. This article presents a proposal for dynamic
and distributed reconﬁguration considering each element of the
distributed system as an agent with communication and coop-
eration capabilities to act joint with other agents to generate
a reconﬁguration action. These actions are the modiﬁcation of
sampling periods of sensors agents, decreased activity of the
agents with fails and / or use of voting algorithms. For each
type of system failure correspond a particular type of recon-
ﬁguration which is reached based on exchange of information
between agents and the agreement they reached. The proposed
dynamic reconﬁguration scheme is implemented in the ﬂight
control of a prototype helicopter with two propellers through
the inclusion in the closed loop control of a distributed system
that uses a common communication media. The results of the
reconﬁgured system response are obtained through numerical
simulations carried out using Matlab and Simulink, as Real-
Time simulation tool was used TrueTime.
Keywords:
Distributed Systems, Reconﬁguration, Real-Time, Agents.
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