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Abstract
We perform a generalization of the geometrical approach to describing extended ob-
jects for studying the doubly supersymmetric twistor–like formulation of super–p–branes.
Some basic features of embedding world supersurface into target superspace specified by
a geometrodynamical condition are considered. It is shown that the main attributes of
the geometrical approach, such as the second fundamental form and extrinsic torsion of
the embedded surface, and the Codazzi, Gauss and Ricci equations, have their doubly su-
persymmetric counterparts. At the same time the embedding of supersurface into target
superspace has its particular features. For instance, the embedding may cause more rigid
restrictions on the geometrical properties of the supersurface. This is demonstrated with
the examples of an N=1 twistor–like supermembrane in D=11 and type II superstrings
in D=10, where the geometrodynamical condition causes the embedded supersurface to
be minimal and puts the theories on the mass shell.
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Introduction
Finding the most adequate way to describe physical objects is an important problem
which, very often, allows one to achieve deeper knowledge and perform further develop-
ment of the corresponding theory. One of the most typical examples is the theory of
strings and superstrings, various formulations of which throw light on different features
of the string.
Among the string formulations there is a so called geometrical approach, which is
essentially based on the theory of surfaces embedded into a target space. This approach
was originated in papers by Lund and Regge [1] and Omnes [2], and revealed a connection
of the string equations of motion with two–dimensional (exactly solvable) non–linear
equations, such as the sin–Gordon and Liouville equation.
Though, of course, all string formulations imply that string world–sheet is a surface
embedded into a target space–time, the geometrical approach explores this in the most
direct way by dealing with such objects as a target–space moving frame at every point
of the surface, extrinsic curvature and torsion of the surface, and reducing the string
equations to the system of the Codazzi, Gauss and Ricci equations completely determining
the embedding of the surface.
The geometrical approach was studied in connection with the problem of formulating
consistent quantum string theory in non–critical space–time dimensions and has been
developed in application to strings and p–branes in a number of papers (see [3, 4] and
references therein).
The interest to the approach is due to the deep relationship of p-brane equations of mo-
tion with equations describing non–linear systems such as σ–models in SO(1,D−1)
SO(1,p)×SO(D−p−1)
target space, and exactly solvable and completely integrable dynamical systems (in the
case of strings) [1, 2, 3, 4]. In particular, it is remarkable that choosing a Lorentz–
covariant gauge, one can reduce the number of the string coordinates in a D–dimensional
space–time to (D−2) independent variables subject to a system of non–linear differential
equations [3, 4] for which the general solution can be constructed.
As to membranes, a relation between their non–linear equations of motion and that
of integrable systems has been found as well [5]. And since the problem of complete
solving the membrane equations of motion is still open, the attempts to reformulate
membrane theory directly in the geometrical framework of surface theory seem to be
justified. Using this approach one may hope to find new physically interesting solutions
to the membrane equations, and gain deeper insight into the problem of string–membrane
duality [12, 13, 14].
To develop the geometrical approach, in addition to p–brane space–time coordinates
one introduces auxiliary world surface fields describing a target space moving frame at-
tached to every point of the world surface, so that a system of equations specifying the
parallel transport of the moving frame along the world surface is equivalent to the p–brane
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equations of motion. This determines a geometry on the surface induced by embedding.
Note that the intrinsic geometry of the world surface (and the corresponding part of
the induced geometry) characterize internal properties of the surface and the local gauge
symmetries of the model, while the extrinsic part of the induced geometry specifies the
motion of the p–brane in the target space.
Moving frame components can be introduced directly into a p–brane action 1 the latter
being considered as a dynamical ground for the geometrical approach [1, 2, 3].
Here the question arises what is the natural way for introducing the moving frame
into the super–p–brane theory [6]–[11].
One of the possibilities is a twistor–like formulation of super–p–branes [18]–[38] which
provided the geometrical solution [23] to the problem of local fermionic κ–symmetry
[45, 46, 47].
The twistor–like formulation is based on a notion of double supersymmetry originally
introduced for constructing more general supersymmetric models [48] studied, in partic-
ular, in connection with the problem of coupling worldsheet supergravity to target space
supergravity for unique treatment of the Neveu–Schwarz–Ramond and Green–Schwarz
superstrings [24, 25, 30].
In the doubly supersymmetric formulation of super–p–branes auxiliary commuting
spinor variables, having properties of twistors [17]–[23] and Lorentz harmonics [60],[51]–
[53, 39, 44, 49, 50, 40, 42] appear as superpartners of the target superspace Grassmann
coordinates, their bilinear combinations forming Lorentz vectors which can be identified
with components of local moving frame in the target superspace. This provides the
ground for a generalization and a development of the geometrical approach, which implies
studying the embedding of a world supersurface into a target superspace.
In the present paper we perform the first steps in this direction and consider as exam-
ples an N = 1 supermembrane in D = 11 and superstrings in D = 10.
In the doubly supersymmetric formulation of super–p–branes the embedding of a world
supersurface into a target superspace is specified by a geometrodynamical condition (see
section 2.2), which prescribes the pullback of a target superspace one–form onto the world
supersurface to have zero components along Grassmann directions of the latter [23]–[38].
The twistor–like solution to the Virasoro constraints arises as an integrability condition for
the geometrodynamical equation. In the case of the D=11, N=1 supermembrane and the
D=10, N=2 superstring imposing the geometrodynamical condition puts the theory on
the mass shell, which causes the problem with constructing worldsheet superfield actions,
as was noticed by Galperin and Sokatchev [36].
Below, when considering the doubly supersymmetric p–branes we will not discuss
the problem of getting the action, since for our purpose of developing the geometrical
approach just the equations of motion of super–p–branes are required. So for the two
1 P–brane models of this kind have been considered, for example, in [15, 16].
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theories under consideration the geometrodynamical condition can be regarded as one
determining a minimal supersurface in a target superspace, and we will use it as the
starting point for getting geometrical equations analogous to the Codazzi, Gauss and
Ricci equation.
Leaving apart the problem of constructing the superfield action we also will not touch
one important ingredient of the super–p–branes in the Green–Schwarz [6, 47] as well as
the twistor–like superfield [29]–[38] formulation, namely a Wess–Zumino term and a cor-
responding Wess–Zumino differential form. In the Green–Schwarz formulation the crucial
role of the Wess–Zumino term in the action is to ensure the local fermionic κ–symmetry.
In the twistor–like action, in addition to the geometrodynamical term, the pullback of
the Wess-Zumino form further specifies the embedding of the world supersurface and gen-
erates super–p–brane tension, thus turning a null super–p–brane [33] into the valuable
extended object [32]. The Wess–Zumino term is a differential form on the world supersur-
face which is a closed form on the mass shell provided the geometrodynamical condition
takes place (see Tonin in [29], and [32]), and when one gets the equations of motion
from a super–p–brane action they contain the contribution from the Wess–Zumino term.
Thus, as soon as the equations of motion are obtained (for instance, as a consequence
of the geometrodynamical condition) the Wess–Zumino term does not provide any new
information.
The paper is organized as follows.
In Chapter 1 we review the main features of the geometrical approach to bosonic p–
branes by introducing the notion of the local frame, presenting an appropriate p–brane
action to start with and rewriting the p–brane equations of motion in the form of the
Codazzi, Gauss and Ricci equations for the second fundamental form and extrinsic torsion
of world surface embedded into target space–time.
In Chapter 2 we perform a generalization of the geometrical approach to the case of
super–p–branes. It is shown that the basic role in the formulation is played by a spinor
local frame in target superspace the local vector frame being composed of the spinor one.
The embedding of world supersurface is specified by the geometrodynamical condition.
The supersymmetric analogues of the Codazzi, Gauss and Ricci equations and of the
second fundamental form are considered. A condition for the embedded supersurface to
be minimal is found.
In Chapter 3 and 4 the results of Chapter 2 are applied for studying particular features
of D=11 N=1 supermembranes and D=10 type II superstrings, and it is shown that
world supersurface embedding specified by the geometrodynamical condition is minimal
in contrast to the case of a heterotic string.
In Conclusion we sum up the results obtained.
Our notation and convention are as follows. The small Latin indices stand for vectors
and the Greek indices stand for spinors. All underlined indices correspond to target
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(super)space of D bosonic dimensions, and that which are not underlined correspond to
world (super)surface of (p+1) bosonic dimensions. The indices from the beginning of the
alphabets denote the vector and spinor components in the tangent (super)space. Indices
from the second half of the alphabets are world indices:
a, b, c = 0, ..., D − 1 l, m, n = 0, ..., D − 1;
a, b, c = 0, ..., p l,m, n = 0, ..., p
α, β, γ = 1, ..., 2[
D
2
] (or 2[
D
2
−1]) µ, ν, ρ = 1, ..., 2[
D
2
] (or 2[
D
2
−1]);
α, β, γ = 1, ..., 2[
p
2
] µ, ν, ρ = 1, ..., 2[
p
2
]
i, j, k = 1, ..., D − p− 1 stand for the vector representation of SO(D-p-1);
p, q, r (or p˙, q˙, r˙) = 1, ..., D − p− 1 stand for a spinor representation of SO(D-p-1).
More information about notation and convention the reader may find in the main text
or in the Appendices.
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Chapter 1
Geometrical approach to bosonic
p–branes
1.1 Moving frame on the embedded surface
To describe an embedding of a (p+1)–dimensional world surface into aD–dimensional flat
space–time one introduces in the target space (parametrized by xm) a local moving frame
ua(xm) ≡ dxnu an (x
m), whose components u an (x
m) satisfy the orthonormality conditions
u amη
mnunb = η
ab = diag(1,−1, . . . ,−1) (1.1)
Eq. (1.1) restricts the matrix ||u an (x
m)|| to take its values in the Lorentz group SO(1, D − 1).
Thus, in particular, using an appropriate Lorentz transformations in the tangent space,
one can always choose a frame whose components form the unit matrix δam globally in the
flat space.
On the other hand, by use of the Lorentz transformations one can adjust a local frame
to the embedded surface xm = xm(ξm) in such a way that d = (p+ 1) vectors u am of the
frame are parallel and (D− p− 1) vectors u im are orthogonal to the surface at each point
of the latter:
∂mx
mu im = 0 (1.2)
∂mx
mu am ∼ e
a
m , (1.3)
where e a ≡ dξme am (ξ) is an intrinsic vielbein form on the surface (locally parametrized
by ξm). Eqs. (1.2), (1.3) determine the moving frame u am up to a local transformations
of the subgroup SO(1, p)×SO(D− p− 1) of the Lorentz group, SO(1,p) being identified
with the structure group of the surface. Thus, u am can be regarded as Lorentz harmonics
parametrizing the coset space SO(1,D−1)
SO(1,p)×SO(D−p−1)
.
If we consider a d = p+1 – dimensional surface as one created by a p–brane moving in
space–time, Eqs. (1.2), (1.3) should be regarded as p–brane equations of motion derived
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from the action principle. An appropriate action is [40, 41, 42, 43]
SD,p = (α
′)−
1
2
∫
dp+1ξ e(ξ)
(
−ema ∂mx
muam + p
)
, (1.4)
or in the language of differential forms:
SD,p = −
(−1)p(α′)−
1
2
p!
∫
ua1ea2 ...ea(p+1)εa1a2...a(p+1)+
(−1)p(α′)−
1
2p
(p+ 1)!
∫
ea1ea2 ...ea(p+1)εa1a2...a(p+1).
(1.5)
Here α′ is a dimensional constant (the Regge slope parameter for the string case p = 1).
The wedge product and the exterior derivative of the differential forms are implied in
eq.(1.5) and below where applicable.
Eq.(1.4) (or (1.5)) is classically equivalent to the conventional p–brane action [55,
56, 57, 58] (see below). One can see that the first term in (1.5) differs from the second
(cosmological) term only by the replacement of one of the vielbein forms ea with the
one–form ua = dxmuam, where u
a
m are the d = p+ 1 orthonormal vectors from the moving
frame (1.1) which transform under SO(1, p). Note that a priori ua is independent of ea ,
and eqs. (1.2), (1.3) arise as the equations of motion of uam. Since u
a
m are world–surface
fields subject to (1.1), one must take into account (1.1) when varying (1.4) with respect
to uam. This can be performed either by explicit including the constraint (1.1) into the
action, or by taking only such variations of uam, which do not break (1.1). We shall use
the latter procedure which turns out to be more convenient, especially when dealing with
spinor Lorentz harmonics [59], [39]–[44].
Apparently, the variations of uam which do not violate (1.1) are determined by quan-
tities Oab = −Oba taking their values in the algebra of SO(1, D− 1):
δuam = umbO
ba. (1.6)
For the differentials of uam we get the same expressions as (1.6):
du am = umbΩ
ba(d), (1.7)
where Ωab(d) = uamdu
b
m are SO(1, D− 1) Cartan forms.
For the vectors parallel and orthogonal to the world surface eq.(1.7) splits as follows:
du am = umbΩ
ba(d) + umkΩ
ka(d) (1.8)
du im = umbΩ
bi(d) + umkΩ
ki(d), (1.9)
where the one–forms Ωab(d) and Ωik(d) take their values in the SO(1, p) and SO(D−p−1)
subalgebra of the SO(1, D− 1) algebra, respectively, and Ωai(d) belong to the cotangent
space of the coset space SO(1,D−1)
SO(1,p)×SO(D−p−1)
.
By definition Ωab(d) satisfy the Maurer–Cartan equations:
dΩai − ΩabΩ
bi + ΩajΩji = 0, (1.10)
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Rab(d, d) = dΩab − ΩacΩ
cb = ΩaiΩbi, (1.11)
Rij(d, d) = dΩij + Ωij
′
Ωj
′j = ΩaiΩ ja , (1.12)
where d is the right external differential (d(ΩpΩq) = ΩpdΩq + (−1)
qdΩpΩq for a product
of any p– and q– form).
Now we are ready to show the classical equivalence of the p–brane formulation con-
sidered and the conventional one [55]–[58] (see [41] for the string case).
The equations δS/δema = 0 and
∫
δu amδS/δu
a
m = 0 (with δu
a
m from (1.6)) have the
form
∂mx
mu am = e
a
m , (1.13)
∂mx
muim = 0, (1.14)
in which one can recognize the embedding conditions (1.2), (1.3). By use of the orthonor-
mality conditions (1.1) eqs. (1.13), (1.14) can be rewritten as follows
dxm = eau
ma, (1.15)
or
uma = eam∂mx
m, (1.16)
Finally, varying (1.4) with respect to xm one gets
∂m (ee
m
a u
ma) = 0. (1.17)
Substituting eq. (1.16) back into (1.4) and introducing a world surface metric
gmn ≡ emae
a
n = ∂mx
m∂nxm
we derive a conventional action functional for bosonic p–branes [55] – [58]:
Sconventional =
∫
dξ(p+1)det1/2(∂mx
m∂nxm). (1.18)
In conclusion to this section we would like to draw attention to the fact that the bosonic
p-brane action in the form (1.4) does not possess Weyl invariance (eam → We
a
m) even
for the case of strings (p=1) (in contrast to the string action
∫
dξ2egmn∂mx
m∂nxm which
also involves the intrinsic worldsheet metric). In this respect (1.4) is closer to the Nambu
action (1.18). To get a Weyl invariant action we should introduce into (1.4) (or (1.5)) an
auxiliary field W (ξ) in such a way that the first and the second term acquire the factor
W p and W p+1, respectively:
SD,p = (α
′)−
1
2
∫
dp+1ξ e(ξ)
(
−W peµa∂µx
muam + pW
p+1
)
. (1.19)
Then, for example, (1.15) takes the form
dxm =Weau
ma, (1.20)
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and (1.15) is obtained from (1.20) by gauge fixing W = 1. We shall encounter this
situation when studying doubly supersymmetric p–branes.
On the other hand W can be eliminated from (1.19) by substituting into (1.19) the
solution to its equation of motion
W =
1
p+ 1
∂mx
mu ame
m
a (1.21)
This results in a Weyl invariant p-brane action considered previously in [70]. Note that
(1.21) does not produce any new relations between the variables, since it is just a conse-
quence of (1.20).
1.2 Intrinsic and extrinsic geometry of the embedded
surface
The geometrical approach [1, 2] implies that the world surface of a p–brane (and hence
its equations of motion) is described by the pullback of the Cartan forms Ωab(d).
To do this we should replace Eqs.(1.15), (1.17) by some equivalent system of equations
on the differential forms (1.7) and the world surface vielbein ea.
Eq. (1.17) is almost of the required type. Indeed, projecting (1.17) onto the moving
frame vectors uam and u
i
m we get the following two equations equivalent to (1.17)
∂m (ee
ma) = eemb Ω
ba
m , (1.22)
ema Ω
ai
m = 0, (1.23)
and eq. (1.15) can be replaced by its integrability conditions
0 = ddxm = d (eauma ) , (1.24)
which ensures the possibility of finding xm if eam and u
am are derived from (1.16), (1.17)
with the Cartan forms satisfying the Maurer–Cartan equations (1.10)–(1.12).
Projecting (1.24) onto uam and u
i
m we get the metricity condition for the induced
connection on the world surface defined as the pullback of the Cartan form Ωab = uadub:
Dea ≡ T a ≡ dea − ebΩ
ba = 0 (1.25)
(where T abce
bec is the intrinsic torsion of the surface), and the relation
eaΩ
ai = 0 (1.26)
From (1.25) it follows that Ωab is completely determined in terms e am
ema Ωmbc ≡ e
m
a umb∂mu
m
c = e
m
a e
n
b ∂[men]c − e
m
b e
n
c ∂[men]a + e
m
c e
n
a∂[men]b (1.27)
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and (1.11) is the induced Riemann curvature of the surface.
Eq. (1.26) ensures a symmetry property of the Riemann tensor (1.11) (a Bianchi
identity), namely, eaR ba = 0, and identifies eamΩ
ai
n with the components K
i
mn of the
second differential form of the surface. Indeed, by definition
Kimn ≡ u
i
m∂m∂nx
m, (1.28)
where eq. (1.2) should be taken into account. Substituting eq.(1.15) into (1.28) taking
into account (1.26) we get
Kimn = −enaΩ
ai
m, (1.29)
Now it is easy to see that eq.(1.23) means the vanishing of the average extrinsic
curvatures of the surface and, hence, defines the embedding into the flat space–time of a
minimal surface
Kimng
mn ≡ hi = −ema Ω
a i
m = 0. (1.30)
To complete the identification of the Cartan forms with the geometrical characteristics
of the surface note that Ω ijm coincides with the extrinsic torsion of the surface in the target
space.
The system of the Maurer–Cartan equations (1.10)–(1.12) supplemented with eqs.
(1.25), (1.26) completely determines a surface xm = xm(ξ) up to its rotations and dis-
placements in the target space. When eqs. (1.10) – (1.12) are rewritten as ones determin-
ing the second quadratic form (1.28), (1.29) and the extrinsic torsion Ω ijm , they coincide
with the Codazzi, Gauss and Ricci equations, respectively. Then eqs. (1.25), (1.26) are
identically satisfied.
In addition to the Codazzi, Gauss and Ricci equations the classical motion of the
bosonic p–brane is characterized by Eq. (1.30) which means that the world surface is a
minimal surface. This completes the description of the bosonic p–brane theory in terms
of surface theory.
The geometrical approach can also be applied for studying p–branes in a curved target
space, then one should use the Cartan equations for the forms in the curved manifold,
which, in general, involves its torsion and curvature. Flat superspace is one of the exam-
ples of this more general situation.
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Chapter 2
Towards a doubly supersymmetric
geometrical approach to
super–p–branes
To develop the geometrical approach in application to super–p–branes we should deter-
mine the notion of the local moving frame in a flat superspace parameterized by bosonic
vector coordinate xm and fermionic spinor coordinate θµ
zM = (xm, θµ). (2.1)
As we will see, this naturally leads to spinor Lorentz harmonics as the fundamental
constituents of the moving frame.
2.1 Spinor Lorentz harmonics as a moving frame in
superspace
Let us consider a supersymmetric basis
πm ≡ dxm − idθΓmθ, dθµ (2.2)
in the space cotangent to the flat superspace.
Because the structure group of the flat superspace (as well as of the curved one [69]) is
the double covering group Spin(1, D− 1) of the Lorentz group SO(1, D− 1), an arbitrary
local frame in the flat superspace can be obtained from (2.2) by SO(1, D − 1) rotations,
i.e.
πa ≡ πmuam ψ
α ≡ dθµv αµ (2.3)
The vector part of (2.2) is transformed by a matrix ||uam|| from the vector represen-
tation of the SO(D − 1), and the spinor part is transformed by a matrix ||v αµ || from the
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spinor representation of SO(1, D− 1), or, strictly speaking,
||v αµ || ∈ Spin(1, D − 1). (2.4)
Thus, the components of the new moving frame in the basis (2.2) are uam and v
α
µ , but
since the transformations of the vector and spinor sector are characterized by the same
parameters, uam and v
α
µ are connected by the relation expressing the vector representation
through the fundamental spinor representation of Spin(1, D − 1):
uam ≡
1
2ν
vαµ(Γm)
µνv
β
ν (Γa)αβ
≡
1
2ν
v
µ
γ (Γa)γδv
ν
δ (Γm)µν (2.5)
where
v−1 ≡ ||v
µ
α || ∈ Spin(1, D − 1) (2.6)
is the matrix inverse to (2.4).
Hence, in superspace, the vector components of the local moving frame are naturally
composed of the bosonic spinor components, the latter playing the basic role in the doubly
supersymmetric [23]–[38] as well as twistor–like Lorentz–harmonic approach [39, 49, 50,
63, 40, 41, 42] (see also [54, 59])1.
Below in this section we will present some basic properties of the spinor moving frame
[39, 44, 49, 50, 40, 41, 42, 63, 43] required for further consideration (see Appendix A for
detailes).
Due to (2.6), Eq. (2.5) can be rewritten as follows
uam(Γa)αβ ≡ v
µ
α(Γm)µνv
ν
β , (2.7)
which reflects the transformation properties of the Γ–matrices with respect to the Lorentz
group.
As in the bosonic case, for further description of the embedding of a super–p–brane
world surface into the flat target superspace, the SO(1, p)×SO(D−p−1) invariant split-
ting of the composed vector moving frame u am = (u
a
m , u
i
m) is required. As a consequence
of (2.7) this splitting is obtained by choosing an SO(1, p) × SO(D − p − 1) invariant
representation for the Γ–matrices
Γa = (Γa,Γi) (2.8)
1 The vector moving frame variables u
a
m are just vector Lorentz harmonics introduced by Sokatchev [51]
as an extension of the concept of harmonic variables [60] to noncompact groups of space–time symmetry.
For the first time the vector moving frame composed of a spinor one was introduced by Newman and
Penrose [61] in application to General Relativity. In application to superparticles and superstrings vector
harmonics, part of which was composed of twistor–like variables, were considered in [52] (this approach
was further developed in [53]). Wiegmann [59] used the composed moving frame for the calculation of
the anomalies in spinning and heterotic string.
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with block–diagonal Γa and anti–diagonal Γi (for D = 11, p = 2 and D = 10, p = 1 such
a representation is presented in Appendix A), and decomposing the harmonic matrix into
two rectangular blocks
v
µ
α = (v
µ
αq , v
αµ
q˙ ), (2.9)
where the index α corresponds to the spinor representation of SO(1, p) and (p, q˙) stand
for two (in general non–equivalent) spinor representations of SO(D − p − 1). Then, the
relation (2.7) splits into three SO(1, p)× SO(D − p− 1) invariant relations
δqp(γa)αβu
a
m = vαqΓmvβp, (2.10)
δq˙p˙(γa)
αβuam = v
α
q˙ Γmv
β
p˙ , (2.11)
δαβγ
i
qp˙u
i
m = vαqΓmv
β
p˙ , (2.12)
where γαβa and γ
i
qp˙ are the SO(1, p) and SO(D − p − 1) γ–matrices, respectively (see
Appendix A for the D=11, p=2 case).
We see that in (2.10)–(2.12) (v
µ
αq, v
αµ
q˙ ), as well as (u
a
m, u
i
m), are determined up to
the local SO(1, p) × SO(D − p − 1) transformations and can be identified with spinor
Lorentz harmonics parametrizing the coset space SO(1,D−1)
SO(1,p)×SO(D−p−1)
. Note that in contrast
to the splitting of vectors that of the spinors results in multiplicative structure of the
SO(1, p)× SO(D − p− 1) spinor indices.
This basic notion on the local moving frame in superspace is sufficient for developing
the geometrical approach to super–p–branes.
In the conventional formulation of super–p–branes [7, 8, 9, 13, 10] one considers the
embedding of a bosonic world surface spanned by a p–brane moving in a target superspace.
In the approach under consideration this embedding can be described by an action which
is the sum of the conventional Wess–Zumino term [6, 7, 8, 9] plus an analog of Eq. (1.4)
where ∂mx
m(ξ) is replaced with the Π mn component of the supersymmetric Cartan form
Π m = dxm − idθΓmθ and uam(ξ) is composed of v
µ
α (ξ) (Eq.(2.10)) [40, 41, 42, 43]. Then,
to derive equations of motion of v
µ
α (ξ), one should, as in the bosonic case (eqs. (1.6)),
consider the variations of v
µ
α (ξm), which do not violate the condition (2.4), (2.5). These
variations are:
δv
µ
α = −O
β
α v
µ
β = −
1
4
Oab(Γab)
γ
α v
µ
γ .
And
dv
µ
α = −
1
4
Ωab(d)(Γab)
γ
α v
µ
γ . (2.13)
(compare with (1.6), (1.7)).
The studying of the constraints and the equations of motion of super–p–branes in the
Lorentz harmonic formulation was performed in [40, 41, 42, 43], so we only note that this
formulation can be regarded as a component version of a doubly supersymmetric p–brane
model [23]–[38], and proceed with developing the geometrical approach to the latter.
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2.2 Geometrodynamical condition, twistor constraint
and geometrical framework for the description of
super–p–branes
In the doubly supersymmetric formulation of super–p–branes [23]–[38], their dynamics is
described by embedding the world supersurface
zM ≡ (ξm, ηαq),
into the target superspace (2.1), which is further considered to be flat,
zM = ZM(zM ).
Note that supersurfaces under consideration the number of the Grassmann directions is
half of the number of the target superspace Grassmann directions. An intrinsic world
supersurface geometry is assumed to be characterized by torsion constraints [37, 38]
T a ≡ DEa ≡ dEa − Ebw ab = −iE
αqEβq γ
a
αβ,
T αq ≡ DEαq ≡ dEαq −Eβqw αβ + E
αpA qp
= −EaEβpT αqaβp − E
aEbT αqab , (2.14)
where
Ea ≡ dzME aM and E
αq ≡ dzME αqM (2.15)
are the vector and spinor world supersurface vielbein forms, and w ab , A
q
p are the compo-
nents of an SO(1, p)× SO(D − p− 1) connection.
We should stress that the only essential torsion constraint in (2.14) is T aαq βp = −
2iδqpγ
a
αβ ensuring flat supersurface limit. The other torsion constraints are obtained by
solving for the Bianchi identities and redefining vielbeins and connections.
Eqs. (2.14) imply, in particular, the following anticommutation relations for superco-
variant spinor derivatives
{Dαq , Dβp} = 2iδqpγ
a
αβDa +Rαq βp, (2.16)
where Rαq βp are components of intrinsic SO(1, p)× SO(D − p− 1) curvature
SO(1, p) : Rab = dwab − wacw bc , R
αβ ∼ Rabγαβab , (2.17)
SO(D − p− 1) : Rij = dAij + AikAkj, Rpq ∼ Rijγ pqij . (2.18)
Note that at least for superstrings (p=1) and supermembranes (p=2) the constraints
(2.14) are intact under super–Weyl transformations of the supervielbeins
Eˆa = W 2Ea, Eˆαq = WEαq − iEbγαβb D
q
βW (2.19)
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and corresponding transformations of the connection forms. This property will be used
below for studying a D=11 supermembrane and D=10 superstrings.
Let us consider the pullback of the one–forms (2.2) onto the world supersurface
Πm ≡ dXm − idΘΓmΘ = EαqΠmαq + E
aΠma , (2.20)
dΘµ = EαqDαqΘ
α + EaDaΘ
µ. (2.21)
where, in view of (2.16),
2iδqpγ
a
αβDaΘ
µ = DαqDβpΘ
µ +DβpDαqΘ
µ, (2.22)
The twistor–like bosonic superfield DαqΘ
µ plays the basic role in the development of
the doubly supersymmetric geometrical approach.
The embedding of a super–p–brane world supersurface is specified by a geometrody-
namical condition [23]–[38], which requires the vanishing of Πm along the Grassmann
world supersurface directions:
Πmαq ≡ DαqX
m − iDαqΘΓ
mΘ = 0. (2.23)
The integrability condition for (2.23)
δqpγ
a
αβΠ
m
a = DαqΘΓ
mDβpΘ (2.24)
is called “twistor constraint”.
Eq.(2.24) looks very much like Eq. (2.10) which relates the spinor and vector Lorentz
harmonics. So we argue that DαqΘ
µ can be identified (up to a scalar superfield factor W )
with v
µ
αq (2.5), (2.7), and Πma, can be identified with u
m
a (2.10), (up to the square W
2 of
the same factor):
DαqΘ
µ =Wv
µ
αq, (2.25)
Πma = DaX
m −DaΘΓ
mΘ = W 2uma, (2.26)
For a D = 11, N=1 supermembrane a direct proof of (2.25), (2.26) is presented in the
Appendix B.
Thus, the spinor moving frame (≡ Lorentz harmonics), which is the generalization
of the Cartan moving frame to the case of superspace, naturally appears in the doubly
supersymmetric p–brane formulation.
Eq. (2.26)2 can be regarded as the supersymmetric counterpart of eq. (1.3), and eq.
(2.25) is a “square root” of (2.26).
In view of (2.23), (2.22), (2.25) and (2.26) the one-forms (2.20), (2.21) are expressed
as follows
Πm = EaW 2uma , (2.27)
2 The leading component of this equation appears as an equation of motion in the twistor–like Lorentz
harmonic super–p–brane formulation [42, 43].
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dΘµ =WEαqv
µ
αq + EaDaΘ
µ. (2.28)
From (2.27), (2.28) we conclude that an induced metric ΠmΠm on the supersurface coin-
cides with an intrinsic metric EaEa up to the scale factor W
4. Thus W plays the role of
a rescaling factor of the intrinsic metric.
To study the properties of the supersurface embedding it is necessary to consider the
integrability conditions for eqs. (2.27), (2.28) with taking into account (2.23)
dΠm = −idΘΓmdΘ, (2.29)
ddΘµ = 0. (2.30)
Eqs. (2.29), (2.30) are the pullback of the Maurer–Cartan equations for supertranslations
in the flat superspace [69] (they should not be confused with the Maurer–Cartan equations
(1.10) – (1.12) for SO(1, D− 1)).
Substituting into (2.29), (2.30) the expression for Πm and dΘµ in terms of the har-
monics ((2.27), (2.28)) and projecting onto the SO(1, p) × SO(d − p − 1) directions we
get
d(W 2Ea)− (W 2Eb)Ω ab = −idΘΓ
mdΘuam ≡ T
a
ind, (2.31)
(W 2Eb)Ω ib = idΘΓ
mdΘuim, (2.32)
d(WEαp)− (WEβq)Ω αpβq = T
αp
ind, (2.33)
(WEβq)Ω αp˙βq = T
αp˙
ind. (2.34)
Eqs. (2.31), (2.33) (see (2.13) for the Ω–notation) define the components Ωab, Ω βqαp =
Ωβαδ
p
q −Ω
q
p δ
β
α of induced connection on the supersurface, with T
a
ind, T
αp
ind being the compo-
nents of induced torsion. (Since the explicit form of T αpind, T
αp˙
ind is rather complicated, we do
not present it here). The Ω–forms in (2.31)–(2.34) satisfy the Maurer–Cartan equations
(1.10)–(1.12), and eqs. (2.32), (2.34) ensure symmetry properties of the Riemann tensor
in the presence of induced torsion.
One can see that, in general, the supersurface geometry induced by the embedding
under consideration differs from the intrinsic geometry defined by eqs. (2.14), and the set
of equations (2.23), (2.25), (2.26), (2.31)–(2.34) and the Maurer–Cartan equations (1.10)–
(1.12) relates the two kinds of geometry. In particular, from (2.31), (2.14) it follows that
the spinor-spinor components of W−2T aind coincide with that of T
a.
To get all the consequences of eqs. (2.29), (2.30) (or (2.31)–(2.34)), and eqs. (1.10)–
(1.12) one has to solve for their components in the basis
EαqEβp , EaEβp , EaEb .
It turns out, however, that for a supersurface with n > 1 only equations corresponding
to the spinor–spinor components are independent (see Appendix C)3. This means that
3 Of course, the choice of the independent relations is not unique.
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all other consequences can be derived by taking the spinor derivatives of the spinor-
spinor components and using (2.16). For example, the independent consistency equations
contained in (2.29), (2.30) are (2.22), (2.24).
To compare the induced geometry with the intrinsic one it is convenient to introduce
covariant objects reflecting the difference between induced and intrinsic connection:
Ωab(D) = Ωab(d)− wab, (2.35)
Ωij(D) = Ωij(d)− Aij , (2.36)
Ωai(D) = Ωai(d). (2.37)
Note that in the bosonic case (Chapter 1), where the induced and intrinsic geometry
coincide, Ω ab(D) = 0.
In terms of (2.35)–(2.37) the Maurer–Cartan equations take the form
DindΩai = DΩai − Ωab(D)Ω
bi + ΩajΩji(D) = 0, (2.38)
Rabind = DΩ
ab(D)− Ωac(D)Ω
cb(D) +Rab = ΩaiΩbi, (2.39)
Rijind = DΩ
ij(D) + Ωij
′
(D)Ωj
′j(D) +Rij = ΩaiΩ ja . (2.40)
The independent (spinor–spinor) components of (2.38)–(2.40) are
− 2iδqpγ
b
αβΩ
ai
b = DαqΩ
ai
βp + Ω
a
αq bΩ
bi
βp − Ω
aj
αq Ω
ji
βp
+((αq)↔ (βp)), (2.41)
− 2iδqpγ
c
αβΩ
ab
c = DαqΩ
ab
βp + Ω
a
αq cΩ
cb
βp + Ω
aj
αq Ω
bj
βp +R
ab
αqβp
+((αq)↔ (βp)), (2.42)
− 2iδqpγ
c
αβΩ
ij
c = DαqΩ
ij
βp − Ω
ik
αq Ω
kj
βp − Ω
ai
αq Ω
j
βpa +R
ij
αqβp
+((αq)↔ (βp)), (2.43)
Eqs.(2.38)–(2.40) (or (2.41) – (2.43)), with taking into account (2.31)–(2.34), can be
regarded as supersymmetric analogs of Codazzi, Gauss and Ricci equations.
2.3 Minimal supersurface embedding into flat super-
space
We have seen in the bosonic case that the equations of motion of a p–brane determine
minimal embedding of the world surface, and the minimal surface is characterized by the
traceless second fundamental form (eqs.(1.28)–(1.30)).
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In the doubly supersymmetric case we shall also assume that the equations of motion
of a super–p–brane determine a minimal embedding of the world supersurface (and vice
versa), which is characterized by the vanishing trace of a supersymmetric counterpart of
the bosonic second fundamental form.
An appropriate SO(1, p)× SO(D − p − 1)–valued bilinear form on the supersurface
has the following components
KiAB = (K
i
ab, K
i
αpb, K
i
αpβq), (2.44)
Kγr˙AB = (K
γr˙
ab , K
γr˙
αpb, K
γr˙
αpβq), (2.45)
and is symmetric with respect to the permutations of the vector–vector and vector–spinor
indices and antisymmetric with respect to the permutations of the pairs of spinor indices
(αp, βq).
Since the structure group in the supersurface tangent space is SO(1, p)×SO(D−p−1),
each component in (2.44), (2.45) transforms independently and, thus, can be regarded as
an independent supersymmetric bilinear form. For describing the embedding in question
we suppose that it is sufficient to determine theKiab and K
γr˙
αpβq component of (2.44), (2.45)
as supersymmetric analogs of the second fundamental form (1.28), (1.29), and take
Kiab = 2
(
D{aΠ
m
b}
)
uim = −2W
2Ω i{ab}, (2.46)
Kγr˙αpβq = 2
(
D[αpDβq]Θ
µ
)
vγr˙µ = −WΩ
ai
αq(γa)
γ
β(γi)
r˙
q − ((αp)↔ (βq)). (2.47)
As in the bosonic case, (2.46), (2.47) are expressed through the components of Ωai(d).
We assume that the minimal embedding of the supersurface into the flat superspace
is characterized by (2.46), (2.47) with vanishing traces:
Kaia = 0 = Ω
ai
a = i
1
p2[
p
2
]
(
Dαq
(
(γa)
αβΩaiβq
)
+ Ωaαqb(γa)
αβΩbiβq − (γa)
αβΩajαqΩ
ji
βq
)
, (2.48)
Kαp,γr˙αp = 0 = (γa)
γαΩaiαp(γi)
pr˙ (2.49)
where the r.h.s. of (2.48) follows from eq. (2.41).
The sufficient condition for (2.49) to hold is
γa βα Ω
ai
βq = 0. (2.50)
And it is just this condition which follows from equations of motion of the super–p–brane.
Indeed, the appropriate form of the equations of motion of Θµ(zM) can be obtained
by a superfield generalization of the equation of motion of the field θµ(ξm) arisen in the
Lorentz harmonic super–p–brane formulation [42, 43]:
γaαβDaΘ
µvβq˙µ = 0. (2.51)
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(Recall that v
µ
αq vγr˙µ = 0).
Using eqs. (2.22), (2.25), (2.13) one can represent the l.h.s. of (2.51) as
2iδqp(γ
a)αβDaΘ
µvβr˙µ = (γa)
β
αΩ
ai
βq(γi)
r˙
p, (2.52)
from which we conclude that eq. (2.51) holds when Ωaiβq satisfies eq. (2.50) and vice versa.
In view of (2.46), (2.48) this also leads to the equations of motion of Xm provided Ωabαp is
restricted by consistency conditions to be
Ωabαpγ
αβ
a = ϕαpγ
bαβ , (2.53)
where ϕαp is a spinorial superfield (we shall encounter this situation below).
Note that (2.48) specifies the Xm components along the directions orthogonal to the
world supersurface. The Xm components along the directions tangent to the supersurface
can be eliminated by fixing a gauge with respect to the local symmetries.
In the next two chapters we shall consider in more detail some particular features
of the world supersurface embedding in the case of D=11 supermembranes and D=10
superstrings. For instance, eq. (2.53) and the equation of motion (2.51) of a D=11,
N=1 supermembrane and D=10, N=II superstrings will appear as a consequence of the
geometrodynamical condition (2.23).
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Chapter 3
N=1 supermembrane in D=11
In the previous chapter we have obtained the system of equations determining an em-
bedding of a world supersurface into the flat target superspace and relating intrinsic and
induced geometry on the supersurface.
Below we shall study these equations in application to a supermembrane (i.e. p = 2)
in N=1, D=11 target superspace possessing n = D − p − 1 = 8 world sheet supersym-
metries [37]. In particular, we will see that the equation of motion (2.51) is among the
consequences of the geometrodynamical condition (2.23), and that the difference between
the spinor components of the intrinsic and induced SO(1, 2) × SO(8) connection of the
world surface (eqs. (2.35), (2.36)) is due to the presence of the scale factor W (ξ, η).
To show this let us consider one of the independent equations of the integrability
condition (2.30), namely (2.22), and take into account (2.25) (the latter being the conse-
quence of the twistor constraint (2.24) and, hence, of the geometrodynamical condition
(2.23)):
2iδqpγ
a
αβDaΘ
µ = (DαqW )v
µ
βp +WDαqv
µ
βp + ((αq)↔ (βp)). (3.1)
For further consideration one should make use of the relation (2.12) and that of Ap-
pendix A allowing one to express the covariant differential of v
µ
αq in terms of Ωab(D) (eqs.
(2.35)–(2.37)):
Dv
µ
αq =
i
4
ǫabcΩ
ab(D)γc βα v
µ
βq +
1
4
Ωij(D)γijqpv
µ
αp −
1
4
Ωai(D)γa αβγ
i
qp˙v
βµ
p˙ . (3.2)
Projecting (3.1) onto the “orthogonal” directions vµγr˙, vµγr one gets
2iδqpγ
a
αβ(DaΘ
µ)vµγr = DαqWǫβγδpr +
iW
4
ǫabcΩ
ab
αq γ
c
βγδpr +
W
4
Ω ijαq ǫβγγ
ij
pr
+((αq)↔ (βp)), (3.3)
2iδqpγ
a
αβ(DaΘ
µ)vµγr˙ =
1
4
WΩ aiαq γa βγγ
i
pr˙ + ((αq)↔ (βp)), (3.4)
from which we shall derive eq. (2.51), (2.53) and which will allow us to express Ω abαq ≡
Ω ab(Dαq), Ω
ij
αq ≡ Ω
ij(Dαq) in terms of DαqW .
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Now recall that for the supermembrane under consideration the constraints (2.14)
are invariant under the super–Weyl transformations (2.19) of the supervielbeins and the
corresponding transformations of the intrinsic SO(1, 2)× SO(8) connection
ωˆab = ωab + 2W−1(DbWEa −DaWEb) + 1
2
W−2ǫabcEcDαqWD
αqW
+2iW−1ǫabcγ βcαE
αqDβqW,
Aˆij = Aij + 1
W
γijqpDαpW + ... (3.5)
(where dots denote insignificant terms). This allows one to put W=1 in (3.1), (3.4), (3.3)
without violating the constraints.
3.1 Relation between intrinsic and induced connec-
tion
Let us consider eq. (3.3) with W = 1.
First of all note that the SO(8) irreps 56 and 160 cannot be contained in Ω ijαq γ
ij
pr (due
to the structure of the other terms in (3.3)), hence its general form is
Ω ijαq γ
ij
pr = φα[pδr]q. (3.6)
Then, let us decompose the r.h.s and the l.h.s. of (3.3) onto the SO(1,2) irreducible parts
as follows
in l.h.s. 2iγaαβDaΘ
µvµ γr ≡ ψ{αβγ}r +
2
3
ǫγ{αψβ}r (3.7)
in r.h.s.
i
4
ǫabcΩ
ab
αq γ
c
βγ ≡ κ{αβγ}q +
2
3
ǫα{βκγ}q. (3.8)
The part of (3.3) being completely symmetric in {αβγ} has the form
δqpψ{αβγ}r = 2κ{αβγ} {qδp}r. (3.9)
Putting q = p 6= r for any r we get from Eq. (3.9)
ψ{αβγ}r = 0 = κ{αβγ}q, (3.10)
and, hence,
i
4
ǫabcΩ
ab
αq γ
c
βγ =
i
6
ǫabcǫα{βγ
cδ
γ}Ω
ab
δq . (3.11)
Then, contracting eq. (3.3) with ǫαβ and using (3.6) we obtain
1
4
Ω ijαq γ
ij
pr =
1
4
φα[pδr]q = −
i
2
ǫabcΩ
ab
δ[p γ
cδ
αδr]q. (3.12)
Substituting eq. (3.12) back into eq. (3.3) and taking into account relations found above
upon some manipulation with indices we finally get
Ω ab(Dαq) = Ω
ij(Dαq) = (DaΘ
µ)vµγr = 0. (3.13)
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Thus the pull back of dΘµ is expressed in terms of the spinor Lorentz harmonics and
ψ{αβγ}q˙ as follows:
dΘµ = Eαqv
µ
αq − Ea
1
2
γαβa ψ{αβγ}q˙v
γµ
q˙ . (3.14)
If one performs the inverse super–Weyl transformation the r.h.s. of (3.13) will become
nonzero:
i
8
WǫabcΩ
ab(Dαq)γ
c
βγ = ǫα{βDγ}qW or Ω
ab(Dαq) = 2iǫ
abcγ βc α
1
W
DβqW, (3.15)
Ω ij(Dαq) = γ
ij
qp
1
W
DαpW, (3.16)
and
iγaαβ(DaΘ
µ)vµγr = 2D{αrWǫβ}γ . (3.17)
We see that the difference between the Eαq components of the induced and the intrinsic
SO(1, 2)×SO(8) connection (eqs. (3.15), (3.16)) is due to the superfield W , and Ωai(Dαq)
is restricted to be of the form (3.28). Further on, eqs. (2.41)–(2.43) allow one to determine
the Ea components of Ωab(D) in terms of their spinor components. Note that (3.15) is a
particular case of (2.53).
Because of the super-Weyl invariance of the d=2+1, n=8 supergravity constraints,
the superfield W can be gauged away of the theory, so that the intrinsic and induced
geometry on the world supersurface coincide at least for the spinor components of the
connections. Note that then the vector component of Ωai satisfies the condition similar
to (1.26) in the bosonic case
EaE
bΩaib = 0
(which follows from (2.32), (3.14)) and can be regarded as the vector part (2.46) of the
supersymmetric analog of the second fundamental form.
The difference Ωab(Dc) between the vector components of intrinsic and induced spin
connection is due to nonzero components T abc of induced torsion (2.31) while intrinsic T
a
bc
was chosen to be zero (2.14). To completely identify the two connections one should
redefine ωabc in such a way that Ω
ab(Dc) = 0, of course then T
a
bc will become non–zero in
the constraints (2.14).
3.2 Minimal embedding of the supermembrane world
surface.
To find the restrictions on Ω aiαq and DaΘ
µ which follow from eq.(3.4) we decompose the
r.h.s. and the l.h.s. of (3.4) onto the irreducible representations of SO(1, 2):
in l.h.s. 2iγaαβDaΘ
µvµ γr˙ ≡ ψ{αβγ}r˙ +
2
3
ǫγ{αψβ}r˙ (3.18)
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in r.h.s.
1
4
γaαβΩ
ai
γq ≡ κ
i
{αβγ}q +
2
3
ǫγ{ακ
i
β}q, (3.19)
where {...} and [...] denote, respectively, the symmetrization and antisymmetrization of
the indices enclosed.
Comparing (3.18) with (3.19) in (3.4) we have
δqpψ{αβγ}r˙ = 2κ
i
{αβγ}{qγ
i
p}r˙, (3.20)
δqpǫγ{αψβ}r˙ = −2ǫγ{ακ
i
β}{qγ
i
p}r˙, (3.21)
0 = ǫαβκ
i
γ[qγ
i
p]r˙. (3.22)
Substituting the solution to (3.21)
κ iαq = −2γ
i
qq˙ψαq˙ (3.23)
into (3.22) we get
ψαq˙γ˜
i
q˙[qγ
i
p]r˙ = 0, (3.24)
which has only the trivial solution
ψαq˙ ≡ 2iγ
a β
α DaΘ
µvµ βq˙ = 0. (3.25)
Eq. (3.25) is just the equation of motion of the Grassmann superfield Θµ. Due to (3.23)
we also have
κ iαq ≡
1
4
γa βα Ω
ai
βq = 0, (3.26)
and, as a consequence of the supersymmetric Codazzi equation (2.41) (or (2.48)) and the
condition (3.15)
Ω aia ≡ E
M
a Ω
ai
M = 0, (3.27)
which is, in fact, the equation of motion for Xm superfield.
From eqs. (3.19), (3.26) it follows that
1
4
Ω aiαq = iγ
a βγψ{αβγ}q˙ γ˜
i
q˙q. (3.28)
On the contrary, if Ω aiαq has the form (3.28), eq. (3.26) is identically satisfied due to the
properties of the γ–matrices in d = 3 (see Appendix A).
Thus in the case of the N=1, D=11 supermembrane the geometrodynamical condi-
tion (2.23) determines the minimal embedding of the world supersurface into the flat
superspace.
In other words, the geometrodynamical condition (2.23) leads to the equations of mo-
tion of the twistor-like N=1, D=11 supermembrane, and, hence, as has been pointed out
by Galperin and Sokatchev [36], when one introduces the geometrodynamical condition
into a twistor–like supermembrane action with a Lagrange multiplier one may encounter
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the problem with eliminating redundant propagating degrees of freedom of the Lagrange
multiplier [36, 37, 38]1.
We conclude that in the framework of the geometrical approach the dynamics of the
N=1, D=11 supermembrane is described by internal geometry on the world supersurface
(i.e. d=2+1, n=8 supergravity) subject to the constraints (2.14), and by the superfields
ψ{αβγ}q˙ (3.28) satisfying the supersymmetric counterparts (2.38)–(2.40) of the Codazzi,
Gauss and Ricci equation, which determine the minimal embedding of the world su-
persurface into the target superspace. With respect to the supergravity on the world
supersurface ψ{αβγ}q˙ can be regarded as the matter superfields.
1This point has been missed in [37]
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Chapter 4
D = 10 superstrings
4.1 Type II superstrings
In the case of twistor–like type II superstrings in D=10 the situation is the same as
in the N=1, D=11 supermembrane, i.e. the geometrodynamical condition (2.23) causes
the strings to be on the mass shell and the embedding of a d=1+1, n=(8,8) worldsheet
superspace into target superspace is minimal. The proof is almost straightforward for
a type IIA superstring, since it can be obtained from the N=1, D=11 supermembrane
by the dimensional reduction. For a D=10 IIB superstring, characterized by Grassmann
Majorana–Weyl coordinates Θ1µ, Θ2µ of the same chirality, solving for and getting the
consequences of the twistor constraint (2.24) can be performed along the lines of ref. [36]
for an N=2, D=3 twistor–like superstring, but using the Lorentz harmonics allows one to
do this in a Lorentz covariant way.
Below we consider the consequences of the geometrodynamical condition and some
features of the D=10 twistor–like IIA,B superstrings in the geometrical approach.
4.1.1 Lorentz harmonics in D=10
The spinor Lorentz harmonics which determine a local frame in a flat D=10 target super-
space have the following form
v αµ = (v
+
µ q , v
−
µ q˙ ) ∈ Spin(1, 9) (4.1)
and the inverse harmonics are:
v
µ
α =
(
v
− µ
q
v
+ µ
q˙
)
∈ Spin(1, 9) (4.2)
v
β
µ v
ν
β = δ
ν
µ , v
µ
α v
β
µ =
(
δqp 0
0 δq˙p˙
)
(4.3)
((+,−) stand for the spinor indices, while their pairs (−−,++) stand for the vector
indices of SO(1,1) in a light–cone basis, and µ, ν = 1, ..., 16).
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Because of the absence of the matrix of the charge conjugation of the Majorana–Weyl
spinors in D=10 there is no direct linear expression of (4.2) in terms of (4.1) and vice
versa.
The local vector frame uam = (u
−−
m , u
++
m , u
i
m) can be composed either of (4.1)
δqpu
++
m = v
+
q Γ˜mv
+
p , (4.4)
δq˙p˙u
−−
m = v
−
q˙ Γ˜mv
−
p˙ , (4.5)
γiqp˙u
i
m = v
+
q Γ˜mv
−
p˙ , (4.6)
or (4.2)
δqpu
−−
m = v
−
q Γmv
−
p , (4.7)
δq˙p˙u
++
m = v
+
q˙ Γmv
+
p˙ , (4.8)
− γiqp˙u
i
m = v
−
q Γmv
+
p˙ . (4.9)
The Lorentz harmonics v αµ or u
a
m parametrize a coset space
SO(1,9)
SO(1,1)×SO(8)
. Note that if
only half of the harmonics (for example, v
− µ
q ) is involved in the description of a model,
boost transformations of the form
δv
− µ
q = 0, δv
+ µ
q˙ = b
++iγiqq˙v
− µ
q , (4.10)
δu−−m = 0, δu
++
m = b
++iuim, δu
i
m =
1
2
b++iu−−m , (4.11)
become a symmetry of the model and can be used for reducing a number of independent
variables in (4.2), (4.7)–(4.9) to that which parametrize an S8 sphere being a compact
subspace of SO(1,9)
SO(1,1)×SO(8)
. This is the case of a twistor–like formulation of an N=1 heterotic
string [32], while a complete twistorization of the model [34] restores the coset space
SO(1,9)
SO(1,1)×SO(8)
.
4.1.2 Geometrodynamical condition and twistor constraint for
type II superstrings
One may consider n=(8,8) worldsheet superspace, where odd supervielbein components
belong either to the same (E+q, E−q) or the different (E+q, E−q˙) spinor representations of
SO(8). The former case is appropriate for the IIA superstring obtained by the dimensional
reduction of the N=1, D=11 supermembrane [37], while for a IIB superstring we choose
the latter case. In both cases we assume the worldsheet supergravity constraints (2.14)
to imply
{D−p, D−q} = 2iδpqD−−, {D+p, D+q} = 2iδpqD++, {D−p, D+q} = R−p+q. (4.12)
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The embedding in question of the n = (8, 8) worldsheet superspace into the flatD = 10
IIA ZM = (Xm,Θµ1,Θ2µ), or IIB Z
M = (Xm,Θµ1,Θµ2) (4.13)
target superspace is specified by the geometrodynamical condition
IIA : Π
m
±q = D±qX
m − iD±qΘ
1ΓmΘ1 − iD±qΘ
2Γ˜mΘ2 = 0, (4.14)
or
IIB :
{
Π
m
+q = D+qX
m − iD+qΘ
1ΓmΘ1 − iD+qΘ
2ΓmΘ2 = 0
Π
m
−q˙ = D−q˙X
m − iD−q˙Θ
1ΓmΘ1 − iD−q˙Θ
2ΓmΘ2 = 0
. (4.15)
The twistor constraints, which follow from (4.14), (4.15) and (4.12), are
IIA : δqp(γ
++
αβ Π
m
++ + γ
−−
αβ Π
m
−−) = DαqΘ
1ΓmDβpΘ
1 +DαqΘ
2Γ˜mDβpΘ
2, (4.16)
IIB :


δqpΠ
m
++ = D+qΘ
1ΓmD+pΘ
1 +D+qΘ
2ΓmD+pΘ
2,
δq˙p˙Π
m
−− = D−q˙Θ
1ΓmD−p˙Θ
1 +D−q˙Θ
2ΓmD−p˙Θ
2
D−q˙Θ
1ΓmD+pΘ
1 +D−q˙Θ
2ΓmD+pΘ
2 = 0
(4.17)
(γ++αβ ≡ δ
+
α δ
+
β , γ
−−
αβ ≡ δ
−
α δ
−
β ).
By performing the dimensional reduction of the supermembrane relation (3.14), or by
direct computation (Appendix B) one gets the general solution to the type IIA superstring
twistor constraints (4.16) in the form
IIA : D+qΘ
µ1 = v
µ
+q, D+qΘµ2 = 0,
D−qΘ
µ1 = 0, D−qΘ
2
µ = v−qµ, (4.18)
and to the type IIB twistor constraints (4.17) (see [36] for the N=2, D=3 superstring) in
the form
IIB : D+qΘ
µ2 = − tanφD+qΘ
µ1 = − sin φv
µ
+q,
D−q˙Θ
µ1 = tanφD−q˙Θ
µ2 = sinφv
µ
−q˙. (4.19)
For both cases
Π
m
++ = u
m
−−, Π
m
−− = u
m
−−, (4.20)
and the Virasoro conditions
(Π
m
++)
2 = 0 = (Π
m
−−)
2 (4.21)
are identically satisfied. In (4.18)–(4.20) it is implied that the scale factor W is gauged
away by the super–Weyl symmetry (2.19), and φ is a superfield parameter of the SO(2)
rotations which mix Θµ1 and Θµ2. The presence of this parameter distinguishes the IIB
case from the IIA one where such mixing is impossible because of the different chirality
of Θ1 and Θ2. Further analysis shows that φ is to be a constant.
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Indeed, using (4.12) we derive the selfconsistency conditions for (4.19)
− 2iδqp(D++Θ
µ2 + tanφD++Θ
µ1) = −D+{p tanφD+q}Θ
µ1 (4.22)
− 2iδq˙p˙(D−−Θ
µ1 + tanφD−−Θ
µ2) = −D−{p˙ tanφDq˙}Θ
µ2. (4.23)
Contracting (4.22) with v−rµ and taking into account Eq. (4.19) we get
cosφδr{pD+q} tanφ = −2iδq˙p˙(D−−Θ
µ1 + tanφD−−Θ
µ2)v−rµ.
From which it follows that for any r = p 6= q
D+q tanφ = 0, → D++ tanφ = 0 (4.24)
Following the same reasoning from (4.23) we get
D−q˙ tanφ = 0, → D−− tanφ = 0. (4.25)
Thus,
φ = const , (4.26)
and one may choose new Grassmann coordinates Θˆ1,2 as a linear combination of the old
ones in such a way that the new variables satisfy the chirality conditions analogous to
(4.18)
IIB : D−q˙Θˆ
µ1 ≡ D−q˙(cosφΘ
µ1 − sin φΘµ2) = 0,
D+qΘˆ
µ2 ≡ D+q(cosΘ
µ2 + sinφΘµ1) = 0. (4.27)
Note that the SO(2) rotations of Θ1,2 are not a symmetry of the IIB superstring [6, 47].
From (4.18), (4.27) it follows that
D−−Θ
µ1 = 0 = D−−Θˆ
µ1, D++Θ
2
µ = 0 = D++Θˆ
µ2, (4.28)
which are evidently dynamical equations. Hence, the geometrodynamical condition (4.16)
leads to equations of motion of the D = 10 type II superstrings (see [36]) and taking into
account the results of Section 2.3, we conclude that the embedding of the worldsheet
n=(8,8) superspaces into the flat D = 10, N = 2 superspaces is minimal.
In the next subsection we will present the set of variables describing the dynamics of
the D = 10 IIA superstring in the geometrical approach.
4.1.3 Geometrical description of the D = 10, IIA superstring
As we have already noted the most direct and simplest way to analyze the particular fea-
tures of the D=10 IIA superstring in the geometrical approach is to perform dimensional
reduction of the D=11 supermembrane equations from Chapter 3, and we only declare
the results.
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i) superfield W can be eliminated either with the use of the super–Weyl symmetry, or as
a result of equations of motion;
ii) the induced SO(1, 1)× SO(8) connection completely coincides with the intrinsic one
(compare with (3.13)), i.e. Ω++−−(D) = 0, Ωij(D) = 0, so that the internal prop-
erties of the worldsheet superspace are described by d=1+1, n=(8,8) supergravity
subject to the constraints (4.12);
iii) the superstring modes transversal to the worldsheet are described by the pullback of
the SO(1,9)
SO(1,1)×SO(8)
Cartan form
Ω++i = E−q2iγiqq˙Ψ
+++
q˙ + E
−−Ω ++ i−− ,
Ω−−i = E+q2iγiqq˙Ψ
−−−
q˙ + E
++Ω −− i++ , (4.29)
where Ψ+++q˙ , Ψ
−−−
q˙ are (anti)chiral Grassmann superfields
D+pΨ
+++
q˙ = 0, ⇒ D++Ψ
+++
q˙ = 0,
D−pΨ
−−−
q˙ = 0, ⇒ D++Ψ
−−−
q˙ = 0, (4.30)
subject to the Codazzi–like conditions (2.41) (compare with [64])
D−pΨ
+++
q˙ =
1
2
γipq˙Ω
++ i
−− ,
D+pΨ
−−−
q˙ =
1
2
γipq˙Ω
−− i
++ , (4.31)
iv) the intrinsic SO(1, 1)×SO(8) curvature tensor is expressed in terms of (4.29) through
the doubly supersymmetric counterparts of the Gauss and Ricci equations (2.39),
(2.40), (2.42), (2.43), for instance,
R++−−−p+q = 2Ψ
+++
p˙ Ψ
−−−
q˙ γ
i
qq˙γ
i
pp˙,
Rij−p+q = 2Ψ
+++
p˙ Ψ
−−−
q˙ γ
[i
qq˙γ
j]
pp˙, (4.32)
and we see that the spinor–spinor components of the curvature tensor are nilpotent,
while the vector components are valuable (this situation should be understood yet);
v) upon getting the information about the geometrical objects mentioned in items i)–iv)
one may restore (with taking into account appropriate boundary conditions) the
coordinate functions ZM(zM ) from the supercovariant forms
dΘµ1 = E+qv
− µ
q + E++Ψ−−−q˙ v
+ µ
q˙ ,
dΘ2µ = E
−qv +µq + E
−−Ψ+++q˙ v
−
µq˙ ,
Πm = E++u
m
++ + E
−−u
m
−−. (4.33)
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4.2 D=10 twistor–like heterotic string
For comparison, let us make some comments on the N=1 supersymmetric part of the
twistor–like heterotic string [29]–[34] in D=10.
It is well known that the geometrodynamical condition and the twistor constraint do
not lead to the equations of motion of the heterotic string [29]–[34], so the embedding
of heterotic (8,0) supersurface (ξ±±, η+q) into D=10, N=1 target superspace (Xm,Θµ)
specified solely by the geometrodynamical condition is non–minimal.
The geometrodynamical condition and the twistor constraint are obtained from (4.14)–
(4.17) by keeping only (+) SO(1,1) indices and have the following form, respectively:
Π
m
+q ≡ D+qX
m − iD+qΘΓ
mΘ = 0, (4.34)
δqpΠ
m
++ = D+qΘΓ
mD+pΘ. (4.35)
A consequence of (4.35) is one of the Virasoro conditions (4.21)
Π
m
++Π++ m = 0. (4.36)
In the twistor-like formulation of refs. [29]–[33], as in the conventional Green–Schwarz
formulation, the second Virasoro condition follows from varying an action with respect to
the vielbeins, and hence a priori is not related to another twistor constraint.
If we work within this version then only half of the Lorentz spinor harmonics (4.1), (4.2)
are involved, since upon performing an appropriate gauge fixing (see previous sections and
Appendix B) one gets from (4.35) that
D+qΘ
µ = v
µ
+q, (4.37)
Π
m
++ = u
m
++ =
1
8
v+qΓ
mv+q, (4.38)
but now we do not have any restrictions on D−−Θ
µ, and v
µ
−q˙ never appears in this version
[32]. Hence, as we have noted in Subsection 4.1.1, such a model is invariant under the
eight–parameter boost symmetry (4.10), (4.11) which allows one to reduce a number of
independent variables contained in v
µ
+q to that parametrizing an S
8 sphere [32]. This
symmetry is broken by requiring
Π
m
−−u
i
m = 0, (4.39)
which, in assumption that Πm−−Π
m
−− = 0 and Π−−Π++ 6= 0, implies (see eqs. (4.7)–(4.9))
δp˙q˙Π
m
−− = δq˙p˙u
m
−− = v−q˙Γ˜
mv−p˙. (4.40)
As a result all the spinor Lorentz harmonics become involved in to the game, and the
relevant coset space is to be SO(1,9)
SO(1,1)×SO(8)
.
30
If one requires eq. (4.40) to be obtained from a heterotic string action functional, than
one gets a completely twistorized heterotic string formulation considered in [34]. And it
is just this version which is more appropriate for developing the geometrical approach in
the framework discussed herein.
Thus, the embedding of the heterotic worldsheet into the flat target superspace is
described by the following pullback of the supercovariant forms dΘµ, Πm
dΘµ = E+qv
−µ
q + E++D++Θ
µ + E−−D−−Θ
µ, (4.41)
Πm = E++u
m
++ + E
−−u
m
−− (4.42)
and by the Maurer–Cartan equations (2.38)–(2.40) for Ωab(D) constructed from the
Lorentz harmonics. As in the case of the supermembrane and the type II superstrings,
the selfconsistency conditions for (4.41), (4.42)
dΠm = −idΘΓmdΘ, (4.43)
ddΘ = 0, (4.44)
may further restrict the form of Ωab(D), but one may convince oneself that without
requiring for Θµ and Xm to satisfy additional equations obtained from the twistor–like
heterotic string action [32] or [34], the embedding is non-minimal (Ωaia 6= 0). The detailed
consideration of the heterotic case is beyond the scope of the present article.
Conclusion
We have performed a generalization of the geometrical approach to describing ex-
tended objects for studying the doubly supersymmetric twistor–like formulation of super–
p–branes. Some basic features of embedding world supersurface into target superspace
specified by the geometrodynamical condition (2.23) have been considered. It has been
shown that the main attributes of the geometrical approach, such as the second fundamen-
tal form and extrinsic torsion of the embedded surface, and the Codazzi, Gauss and Ricci
equations, have their doubly supersymmetric counterparts. At the same time the embed-
ding of supersurface into target superspace has its particular features. For instance, in
general, intrinsic and induced geometry on the supersurface may not directly coincide (for
a chosen set of intrinsic geometry constraints), though they are related to each other by
means of the geometrical equations, and the embedding may cause more rigid restrictions
on the geometrical properties of the supersurface. This has been demonstrated with the
examples of the N=1 twistor–like supermembrane in D=11 and the type II superstrings in
D=10, where the geometrodynamical condition caused the embedded supersurface to be
minimal and puts the theories on the mass shell. This feature seems to be related to the
general problem of constructing off–shell superfield actions for models with the number
of supersymmetries exceeding some “critical” value. In the cases considered world su-
persurface possesses n=(8,8) local supersymmetry which is indirectly related to an N=4
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supergravity model in D=4 by dimensional reduction. And it is known that D=4, N=4
supergravity constraints put the theory on the mass shell. In the case of the twistor–like
heterotic string (Section 4.2), where there are twice less supersymmetries on the world
supersurface, the off–shell superfield formulations do exist [29]–[34].
Preliminary studies of N=2 twistor–like superparticles and N=2 superstrings in D=4
(with n=(2,2) worldsheet supersymmetry) in a version close to that of refs. [31] also show
that the geometrodynamical condition does not result in equations of motion, and one
may hope to write down a superfield action without facing the problem of propagating
undesirable degrees of freedom.
As it was mentioned in the Introduction in the present paper we have not discussed
the role of the Wess–Zumino term [6, 47, 29, 32]. The place of the Wess-Zumino form in
the geometrical approach is to be understood yet, and we shall only make one comment.
As we have seen, in the geometrical approach a basic role is played by the Maurer–
Cartan equations for the one–forms determining the Lorentz group SO(1, D − 1) (eqs.
(1.10)–(1.12)) and for the supercovariant one–forms on the target superspace (eqs. (2.2),
(2.29), (2.30)). But in multidimensional curved target superspace supergravity is also
characterized by a Grassmann antisymmetric, so called Kolb–Ramond, superfield. And it
is just this superfield and its curl that contribute to the components of the Wess–Zumino
form. The Kolb–Ramond superfield acquires geometrical meaning in a generalized group–
manifold approach originated from a D=11 supergravity paper [71] 1, where generalized
Maurer–Cartan equations for higher–degree differential forms (such as the Kolb–Ramond
superfield) were proposed. Taking into consideration these generalized Maurer–Cartan
equations together with eqs. (2.29), (2.30) should involve the Wess-Zumino form into the
geometrical approach.
Beside the main purpose of the paper concerning the geometrical approach, we have
also tried to demonstrate that the twistor–like spinors and the spinor Lorentz harmonics
are closely related to each other and both describe the components of the local frame in
target superspace. In this respect the Lorentz–harmonic formulation of super–p–branes
developed in [39]–[44] can be regarded as a component version of the superfield twistor–
like approach. The former is based on an action analogous to eq. (1.4) (with uam being
composed of harmonic (or twistor) components) and seems to be related to the geometrical
approach in the most direct way. Thus if one tries to find some dynamical ground for
developing the doubly supersymmetric geometrical approach to super–p–branes, it seems
reasonable to construct a superfield generalization of the action (1.4) or (1.5). An example
of such an action for N=1 massless superparticles in D=3,4 and 6 has been considered in
[73].
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Appendix A: NOTATION and CONVENTION
D = 11 Γ–matrices, and spinor moving frame attached to
supermembrane world supersurface
For describing the D = 11 supermembrane we use the following SO(1, 2) × SO(8)
invariant splitting of the charge conjugation matrix and the Γ-matrices in D = 11.
Cαβ = −Cβα = diag
(
ǫαβδqp, − ǫαβδq˙p˙
)
,
C−1αβ = diag
(
ǫαβδqp, − ǫ
αβδq˙p˙
)
,
(Γa)
β
α ≡ (Γa,Γi) ,
(Γa)
β
α ≡
(
Γ0, Γ9, Γ10
)
≡
(
Γ0,Γ1,Γ2
)
= diag
(
γa βα δqp,−γ
a α
β δq˙p˙
)
,
(Γi)
β
α ≡
(
Γ1, . . . ,Γ8
)
=
[
0 ǫαβγ
i
qp˙
−ǫαβ γ˜iq˙p
]
(45)
where α =
(
α
q , αq˙
)
is composed of SO(1, 2) × SO(8) spinor indices, µ, α = 1, . . . , 32
are the spinor indices of SO(1, 10); α, β = 1, 2 are the spinor indices of SO(1, 2), and
q, p = 1, . . . , 8 ; q˙, p˙ = 1 , . . . , 8 are s- and c- spinor indices of SO(8), respectively;
γ˜iq˙p ≡ γ
i
pq˙ are d = 8 γ-matrices, γ
a α
β are d = 3 γ–matrices, ǫ
αβ = −ǫβα (ǫ12 = ǫ12 = i)
is the d = 3 charge conjugation matrix.
Note that D = 11 as well as d = 3 gamma matrices with both indices being upper or
lower are symmetric:
(
ΓmC−1
)T
=
(
ΓmC−1
)
,
(ǫγa)T = (ǫγa) . (46)
In the main text and below we skip C and ǫ in the formulas like (46) and write, for
example (ΓmC−1)αβ ≡ (Γ
m)αβ.
The Lorentz harmonics form a 32× 32 matrix vαµ of Spin(1, 10):
v αµ =
(
v αµq , vµ αq˙
)
. (47)
We use the “left” action of the charge conjugation matrices for rising and lowering
spinor indices in D=11 and d=3:
v
µ
βq ≡ C
µνvνβq, vµ βq ≡ C
−1
µν v
ν
βq, v
µ α
q ≡ ǫαβv
ν
βq, v
µ
αq ≡ ǫαβv
ν β
q . (48)
The requirement that the matrix (47) takes its values in the group Spin(1, 10) (which
is the double-covering group of SO(1, 10)) can be ensured by imposing the following
“harmonic” conditions
Ξ ≡ vαµC
µνv
β
ν − Cαβ = 0, (49)
Ξam1m2 ≡ v
α
µ(Γm1m2)
µνv
β
ν (Γa)αβ = 0, (50)
Ξam1...m5 ≡ v
α
µ
(
Γm1...m5
)µν
v
β
ν (Γa)αβ = 0. (51)
Eqs. (49), (48) allow one to determine the matrix inverse to vαµ by use of the same
variables v αµq , vµ αq˙:
v
ν
β ≡ (v
−1)
ν
β =
(
−v
ν
βq, v
νβ
q˙
)
. (52)
One can see that not all the relations encoded in (49)–(51) are independent (they
“kill” 969 = 1024-55 degrees of freedom [42]). An independent subset can be chosen in
different ways. For instance, in (49) one can take the only independent condition to be
that the harmonics have unit norm. Then (50), (51) contain just the same information
as (2.7), or (2.10)–(2.12).
Hence, among the 1024 components of vαµq, vµ αq˙ only 55=dim SO(1, 10) are inde-
pendent. Among the latter 31 = 3 + 28 = dim SO(1, 2) + dim SO(8) can be gauged
away by SO(1, 2)×SO(8) local symmetry of the supermembrane theory. Thus, vαµq, vµ αq˙
parametrize a coset space SO(1,10)
SO(1,2)×SO(8)
.
D = 10 Γ–matrices, and spinor moving frame attached to
superstring worldsheet
For D = 10 superstrings the vector indices take ten values m, a = 0, 1, . . . , 9 and the
dimension of the Majorana–Weyl spinor representation is 16: α, µ = 1, . . . , 16.
For making computations we use the following SO(1, 1)× SO(8) invariant realization
of 16× 16 Γ-matrices:
Γ
0
αβ = diag(δqp, δq˙p˙) = Γ˜
0 αβ, (53)
Γ
9
αβ = diag(δqp,−δq˙p˙) = −Γ˜
9 αβ, (54)
Γiαβ =
(
0 γiqp˙
γ˜iq˙p 0
)
= −Γ˜i αβ, (55)
Γ++αβ ≡ (Γ
0 + Γ9)αβ = diag( 2δqp, 0) = −(Γ˜
0 − Γ˜9)αβ = Γ˜−− αβ , (56)
Γ−−αβ ≡ (Γ
0 − Γ9)αβ = diag( 0, 2δq˙p˙) = (Γ˜
0 + Γ˜9)αβ = Γ˜++ αβ. (57)
Note that with respect to their properties the matrices Γ, Γ˜ are closer to the D=4 Pauli
matrices rather then to the Dirac matrices.
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Let us also stress the absence of the charge conjugation matrix in the D = 10
Majorana–Weyl spinor representation, so the Γ–matrices always have both spinor in-
dices down and Γ˜ have both spinor indices up. As a result there is no linear expression for
the inverse Lorentz harmonics (v
µ
+q, v
µ
−q˙) through (v
+
µq, v
−
µq˙ ). They are related by the re-
quirement that the spinor harmonics and their inverse define one and the same composed
vector frame:
u++m =
1
8
v+q σ˜mv
+
q =
1
8
v+q˙ σmv
+
q˙
u−−m =
1
8
v−q˙ σ˜mv
−
q˙ =
1
8
v−q σmv
−
q
uim =
1
8
γiqq˙v
+
q σ˜mv
−
q˙ = −
1
8
γiqq˙v
−
q σmv
+
q˙ . (58)
The irreducible harmonic conditions for the matrix (v+µq, v
−
µq˙ ) to take values in Spin(1, 9)
are:
uma Ξ
a
m1...m4m
= uma Sp(v
T Γ˜m...m4vΓ
a) = 0, (59)
Ξ0 ≡ u
−−
m u
m++ − 2 = 0, (60)
(where eqs. (58) for u±±m are implied). Then
Ξam1...m5 = 0
is identically satisfied.
For the detailed discussion of the Lorentz harmonics in D=10 see refs. [62, 49, 50, 63,
40, 41].
Appendix B
Here, for the D = 11, N=1 supermembrane and D = 10, IIA superstring, we present
a direct proof that eqs. (2.25), (2.26) expressing DαqΘ
µ and Πma in terms of the Lorentz
harmonics are the consequence of the twistor constraint (2.24):
δqpγ
a
αβΠ
m
a = DαqΘΓ
mDβpΘ. (61)
Solving the twistor constraint for supermembrane in D = 11.
Let us choose in target superspace a local moving frame (2.10)–(2.12):
δqˆpˆ(γaˆ)αˆβˆu
aˆ
m = vαˆqˆΓmvβˆpˆ, (62)
δ ˙ˆq ˙ˆp(γaˆ)
αˆβˆuaˆm = v
αˆ
˙ˆq
Γmv
βˆ
˙ˆp
, (63)
δαˆ
βˆ
γ iˆ
qˆ ˙ˆp
uiˆm = vαˆqˆΓmv
βˆ
˙ˆp
. (64)
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Note that a priori the local SO(1, 2)× SO(8) group acting from the right on the compo-
nents of the local frame does not coincide with the local SO(1, 2)× SO(8) group related
to the world supersurface. This is indicated by hats on SO(1, 2)× SO(8) indices.
By use of SO(1,D-1) transformations the local Lorentz frame can always be chosen in
such a way that
Πma u
iˆ
m = 0. (65)
Then multiplying, respectively, the l.h.s. and the r.h.s. of (61) by the l.h.s. and the r.h.s.
of (62)–(64) we get
δqpγ
b
αβF
aˆ
b = F
α
αq(Γ
aˆ)αβF
β
βp, (66)
F ααq(Γ
iˆ)αβF
β
βp = 0, (67)
where
F aˆb ≡ Π
m
b u
aˆ
m (68)
and
F ααq ≡ DαqΘ
µvαµ ≡ (A
αˆ
αq pˆ, Bαq αˆ ˙ˆp). (69)
Let us begin with considering eq.(67). Using the explicit form of the Γ–matrices (45)
and (69) we get
A αˆαqpˆγ
iˆ
pˆ ˙ˆp
Bβpαˆ ˙ˆp +Bαqαˆ ˙ˆpγ˜
iˆ
˙ˆppˆ
A αˆβppˆ = 0. (70)
Suppose that one of the matrices, for example A, is non–degenerate
det(A αˆαq pˆ) 6= 0 (71)
(otherwise the solution we would got corresponded to a null super–p–brane (see [33] for
the string case). Then we can rewrite (70) as follows:
(A−1B)αˆpˆβˆ ˙ˆqγ˜
iˆ
˙ˆqqˆ
+ (A−1B)βˆqˆαˆ ˙ˆqγ˜
iˆ
˙ˆqpˆ
= 0. (72)
Decomposing the matrix (A−1B) into the SO(1,2) irreducible parts
(A−1B)αˆpˆβˆ ˙ˆq ≡ ǫαˆβˆG0pˆ ˙ˆp + γ
aˆ
αˆβˆ
Gaˆpˆ ˙ˆq, (73)
and substituting (73) into (72), we get two equations:
G0[pˆ ˙ˆqγ˜
i
˙ˆqqˆ]
= 0, (74)
and
Gaˆ{pˆ ˙ˆqγ˜
iˆ
˙ˆqqˆ}
= 0. (75)
Decomposing G0 and Ga onto the SO(8) irreducible parts
G0pˆ ˙ˆq = G
jˆ
0γ˜
jˆ
pˆ ˙ˆq
,+Gjˆkˆlˆ0 γ˜
jˆkˆlˆ
pˆ ˙ˆq
, (76)
36
Gaˆpˆ ˙ˆq = G
j
aˆγ˜
jˆ
pˆ ˙ˆq
,+Gjˆkˆlˆaˆ γ˜
jˆkˆlˆ
pˆ ˙ˆq
, (77)
and substituting (76), (77) into eqs. (74), (75) we obtain
(G
[jˆ
0 δ
kˆ]ˆi +G
[jˆkˆiˆ]
0 )γ˜
jˆkˆ
pˆqˆ = 0, (78)
Giˆaˆδpˆqˆ +G
jˆkˆlˆ
aˆ γ
jˆkˆlˆˆi
pˆqˆ = 0, (79)
from which it follows that all the components of G0 and Gaˆ vanish, and hence
(A−1B)αˆpˆβˆ ˙ˆq = 0 = Bαpβˆ ˙ˆq (80)
since the matrix A was supposed to be non–degenerate. Thus eq. (67) is valid if and only
if
DαpΘ
µvµαˆ ˙ˆq = 0
Let us turn to eq.(66). Substituting (69) and taking into account (80) we can rewrite
eq.(66) in the form
A αˆαq pˆ(γ
aˆ)αˆβˆA
βˆ
βp pˆ = δqp(γ
b)αβF
aˆ
b , (81)
where F aˆb is defined by the eqs. (65), (68).
To analyse eq.(81) let us expend the matrix A in a complete basis of the space of 2×2
matrices:
A βˆαq pˆ = aqpˆδ
βˆ
α + b
a
qpˆ(γa)
βˆ
α . (82)
Note that eq. (82) is invariant only under the diagonal subgroup SO(1, 2) of the SO(1, 2)×
SO(1, 2).
With A being in the form (82), eq. (81) splits, in particular, into equations
(a(ba)T )pqˆ = 0, (83)
which, if the matrix a is nonsingular (det a 6= 0), result in
(ba)pqˆ = 0. (84)
Then from (81) we get
(a aT )qpη
ab = δqpF
ab. (85)
An evident consequence of (85) is that F ab is proportional to the unit matrix
F ab = W 2ηab, (86)
which results in (see (2.26))
Πma =W
2uma , (87)
and hence
Πma Πmb =W
2ηab.
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On the other hand, eq. (85) means that the matrix a is proportional to an SO(8)
matrix L:
aqpˆ = WLqpˆ, (88)
(LLT )qp = δqp. (89)
Now one can use the SO(8) transformations of the local frame to fix Lqpˆ = δqpˆ, thus
remaining with only one SO(8) relevant to the supermembrane world supersurface. As
the final result we get
DαqΘ
µ = Wv
µ
αq, Πma = W
2uma . (90)
Solving the twistor constraint for type II superstrings in D=10.
For the type IIA superstring this can be done either by performing the dimensional
reduction of the supermembrane relations (90) or by direct computation completely anal-
ogous to that for the supermembrane case. Thus we only present the result:
D+qΘ
1µ =Wv
µ
+q, D−qΘ
1µ = 0; (91)
D+qΘ
2
µ = 0, D−qΘ
2
µ = Wvµ+q; (92)
and
Π
m
++ = W
2u
m
++, E
m
−− = W
2u
m
−−. (93)
The latter equations ensure the validity of the Virasoro conditions.
The (anti)chirality of Θ1, Θ2 (eqs. (91), (92) immediately follows from (90) if one
takes into account that in D=10 v
µ
−q and vµ+q are not present (see Appendix A).
To convince the reader that Eqs. (91)–(93) correspond to the general solution, below
we indicate the main steps of the straightforward proof. As for the supermembrane, one
can choose the harmonic variables in such a way, that
Πma u
i
m = 0, (94)
or
Πma = F ab¯u
b¯
m, (95)
with
F b¯a ≡ Π
m
a u
b
m, (96)
then by use of Eqs. (58) the twistor constraints
DαqΘ
1µΓmµνDβpΘ
1ν +DαqΘ
2
µΓ˜mµνDβpΘ
2
ν = δqp(γ
++
αβ Π
m
++ + γ
−−
αβ Π
m
−−) (97)
can be rewritten as follows:
F αˆαq(Γ
a¯)αˆβˆF
βˆ
βp = δqpγ
b
αβF
a¯
b , (98)
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F αˆαq(Γ
i)αˆβˆF
βˆ
βp = 0, (99)
where the matrix F αˆαq is defined by the relation
F αˆαq = (DαqΘ
1µvαµ , DαqΘ
2
µv
µ
α) = (A α¯αq A, Bαq α¯A˙), (100)
the indices αˆ, βˆ = 1, . . . , 32 and (Γa)αˆβˆ are ten of the eleven Γ–matrices (45). The trans-
verse part (99) has the same form as eq. (67), thus, the problem under consideration is
reduced to that having been solved for the supermembrane, and using the same reasoning
we finally arrive at the solution (91)–(93).
The case of a twistor–like IIB superstring can be analyzed following the same group–
theoretical reasoning as above (see [35] for D = 3, N = 2 superstring) with the result
having been presented in Chapter 4.
Appendix C
In which we show that for the two sets of the Maurer–Cartan equations, namely (2.29),
(2.30) and (2.38)–(2.40), their spinor–spinor components ensure the validity of the rest,
if the number of world surface supersymmetries is more than one. This means that the
irreps of the spinor–vector and vector–vector components either coincide with that of
spinor–spinor ones or can be obtained by acting on the latter with the spinor covariant
derivatives. Thus, for getting all the consequences of the Maurer–Cartan equations it is
sufficient to consider just the spinor–spinor components. Of course, another choice of the
independent equations is possible.
The situation is analogous to Bianchi identity theorems in super–Yang–Mills [65] and
supergravity theories [66]–[68].
Let us consider eqs. (2.29), (2.30) and, for convenience, denote their l.h.s. by MM =
(Mm,Mµ)
Mm ≡
1
2
EBECM
m
CB ≡ dΠ
m + idΘΓmdΘ = 0, (101)
Mµ ≡
1
2
EBECM
µ
CB ≡ ddΘ
µ = 0. (102)
Note that when Πm and Θµ are written in terms of the harmonics (see (93)), equations
(101), (102) become nontrivial.
The components of (101) and (102) in the basis of supercovariant two–forms
EαqEβp, EaEβp, EaEb
are
M
M
αqβp = 0, (103)
M
M
αqb = 0, (104)
M
M
ab = 0. (105)
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The spinor–spinor components (eq. (103)) are just equations (2.22) and (2.24).
The integrability conditions for (101), (102), which are analogous to the Bianchi iden-
tities [65], [66, 67] read
Im ≡ dMm = 0, (106)
Iµ ≡ dMµ = 0. (107)
Suppose that eqs. (103) hold, then, using the torsion constraints (2.14), we can derive
from the spinor component equations I
M
αq βp γr = 0 contained in (106), (107) the identity
δqpγ
a
αβM
M
a γr + δrqγ
a
γαM
M
a βp + δprγ
a
βγM
M
a αq = 0 (108)
For a world surface superspace with n > 1 we can put in eq.(108) p = r 6= q for each
value of q and get
γaβγM
M
αqa = 0 =M
M
αqa. (109)
Hence, (104) is a consequence of (103). To show that (105) is also a consequence of (103)
one should consider other components of (106), (107) with taking into account thatM
M
αqβp
and M
M
αqb vanish.
For the SO(1, D − 1) Maurer–Cartan equations (2.38)–(2.40) the proof can be per-
formed in the same way.
In the case of n=1 world surface supersymmetry eqs. (104), (105) may produce inde-
pendent consequences, as one may already see from eq. (108).
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