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ABSTRAK 
Peramalan merupakan satu bidang kajian yang seringkali dikaitkan dengan 
penggunaan teknik Rangkaian Neural. Kajian ini menguji keberkesanan model 
peramalan Rangkaian Neural Suap Balik, iaitu salah satu teknik Rangkaian Neural. 
Di dalam peramalan, model Perceptron Multi Aras lebih kerap digunakan berbanding 
Rangkaian Neural Suap Balik. Sehubungan itu, penulis menfokus kepada 
Rangkaian Neural Suap Balik di dalam meramal harga rumah teres di Kuala Lumpur. 
Untuk itu, Rangkaian Elman digunakan sebagai model Rangkaian Neural Suap Balik 
bersama Algoritma Pembelajaran Rambatan Balik. Lapan faktor yang 
mempengaruhi harga rumah digunakan sebagai parameter input. Perbandingan 
dilakukan dan hasil kajian membuktikan Rangkaian Elman menghasilkan keputusan 
yang lebih baik dengan ralat 0.012744 berbanding Model Perceptron Multi Aras, 
dengan ralat 0.014969. 
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ABSTRACT 
Prediction is one of the research fields that is always relate to the use of 
Neural Network technique. This study investigates the effectiveness of prediction 
model in a technique known as Recurrent Neural Network, a technique in Neural 
Network. In prediction, Multi Layer Perceptron model is more common and 
frequently used compared to Recurrent Neural Network. Therefore, the author 
focused on Recurrent Neural Network in predicting the price of terrace houses in 
Kuala Lumpur. Elman Network is used as Recurrent Neural Network model with the 
implementation of Backpropogation Learning Algorithm. Eight factors that 
influence the price of these houses are used as input parameters. Comparisons are 
made and based on these results, it is proven that Elman Network is better than Multi 
Layer Perceptron with errors at 0.012744 and 0.014969 respectively. 
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Rangkaian Neural Suap Balik merupakan salah satu model yang terdapat di 
dalam Rangkaian Neural. Ia merupakan satu bidang ilmu yang dapat membantu 
manusia di dalam membuat ramalan dan klasifikasi. Ramalan dan klasifikasi ini 
dihasilkan daripada data-data pada masa yang lepas. Penggunaan Rangkaian Neural 
mungkin bukan merupakan perkara yang baru dalam kajian-kajian di Malaysia. 
Walau bagaimanapun, penggunaan Rangkaian Neural Suap Balik dalam bidang 
kajian di negara ini boleh dikatakan masih baru, dan tidak ramai yang 
menggunakannya. Namun begitu, kejayaan Rangkaian Neural Suap Balik telah 
terbukti berdasarkan kajian yang dilakukan di negara-negara maju seperti Amerika 
Syarikat, Kanada, Jepun, Australia dan sebagainya. 
1.2 Latar Belakang Masalah 
Industri perumahan merupakan salah satu sektor utama sebagai penyumbang 
kepada perkembangan ekonomi Malaysia. Apabila kita membeli atau menjual 
rumah, kita sebenarnya terlibat dalam pelaburan harta dan komitmen kewangan yang 
besar. Oleh itu kita hendaklah mampu membuat taksiran dan keputusan yang tepat 
sebelum terlibat dalam urusniaga jual-beli rumah tersebut. 
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Harga rumah secara umumnya mampu berubah mengikut pelbagai keadaan 
dan masa. Pemaju perumahan menetukan harga rumah berdasarkan kepada dua 
faktor utama, iaitu faktor dalaman dan luaran. Antara faktor dalaman adalah objektif 
pasaran, serta strategi dan kos pemasaran. Manakala faktor luaran pula ialah pasaran 
dan permintaan, tanggapan penggunaan terhadap harga dan nilai rumah, harga-harga 
dan tawaran yang disediakan oleh pesaing, keadaan ekonomi yang tak-linear seperti 
inflasi, kejatuhan ekonomi, polisi kerajaan dan dan keadaan sosial. 
Penentuan harga rumah merupakan satu proses yang sentiasa berubah dan 
bergantung kepada syarikat-syarikat perumahan yang merekabentuk struktur harga. 
Mereka mengubah struktur penentuan harga tersebut mengikut masa dengan 
mengambilkira faktor pelanggan dan pesaing. Terdapat banyak perbezaaan implikasi 
dalam penurunan harga dan kenaikan harga. Pada keadaan iaitu terdapat banyak 
pemaju di sesuatu kawasan, setiap syarikat mesti membuat jangkaan reaksi pasaing 
mereka. Di samping itu, isu terhadap kekurangan bekalan bahan binaan dan juga 
tenaga buruh mahir turut membawa kepada kenaikan harga rumah. 
Disebabkan wujudnya faktor-faktor yang sukar diramal ini, maka perlunya 
satu kaedah yang mampu mengatasi masalah peramalan harga rumah. Kemampuan 
untuk menyelesaikan masalah tak-linear adalah satu kelebihan yang terdapat pada 
model Rangkaian Neural. Teknik-teknik lain seperti regresi dan heuristik kurang 
berkemampuan dalam membuat peramalan yang tepat dalam penentuan pergerakan 
harga rumah kerana harga rumah sentiasa berubah mengikut peredaran masa 
(Marquez et al., 1991). 
Oleh itu, teknik yang sangat bersesuaian dalam menyelesaikan masalah ini 
ialah dengan menggunakan Rangkaian Neural. Telah banyak kajian peramalan harga 
rumah dilakukan menggunakan Rangkaian Neural. Antaranya ialah Kajian Bagi 
Memperbaiki Hasil Model Rangkaian Neural ke atas Penilaian Harga Rumah 
(Rossini, 1998), Penggunaan Rangkaian Neural dalam Meramal Indeks Harga 
Rumah (Rossini, 1997), Peramalan Harga Rumah ke atas Kawasan Bandar dan Luar 
Bandar (Wilson et al., 2002), Pemodelan Kecerdasan Buatan Terhadap Pasaran 
Rumah Persendirian di Singapura (Wang dan Ho, 1995), Penilaian Harga Rumah 
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Menggunakan Rangkaian Neural (Grudnitski, 1997), dan Permodelan Rangkaian 
Neural dalam Meramal Harga Rumah (Ku Rohana Ku Mahmud et al., 1998). 
Terdapat beberapa model dalam Rangkaian Neural. Antaranya ialah Model 
Perceptron Satu Aras, Model Perceptron Multi Aras (MLP), Adaline dan Madaline, 
Rangkaian Hamming, Model Rambatan Balik, Radial Basis Function (RBF), 
Kohonen Features Map, dan Rangkaian Neural Suap Balik. Bagi Rangkaian Neural 
Suap Balik khususnya, terdapat banyak kajian yang telah dijalankan dengan jay any a. 
Antaranya ialah ialah Rangkaian Neural Suap Balik dan Bahasa Tabi'i: 
Pentingnya Suatu Permulaan Yang Ringkas (Rohde dan Plant, 1998), Rangkaian 
Neural Suap Balik Terhadap Pembelajaran ke atas Laluan Teks (Wermter et al., 
2000), Rujukan Peraturan bagi Peramalan Kewangan Menggunakan Rangkaian 
Neural Suap Balik (Giles, et al., 1997), Pengekstrakan Pengetahuan dan Rangkaian 
Neural Suap Balik : Suatu Analisis Terhadap Rangkaian Elman yang Dilatih ke atas 
Pembelajaran Bahasa Tabi'i, (Schellhammer et al., 1998), Pengkodan Acoustic-
Phonetic Berdasarkan Rangkaian Elman (Freitag dan Monte, 1996), dan Rangkaian 
Neural Suap Balik yang Belajar Membilang, (Rodriguez et al., 1999). Setiap 
daripada kajian ini akan dihuraikan dengan lebih lanjut di dalam Bab II. 
Telahpun terbukti banyak kajian peramalan harga rumah dibangunkan dan 
beijaya menghasilkan keputusan yang baik menggunakan teknik-teknik di dalam 
Rangkain Neural. Ini mendorong penulis untuk menjalankan kajian menggunakan 
salah satu model yang terdapat di dalam Rangkaian Neural iaitu kajian penggunaan 
Rangkaian Neural Suap Balik terhadap peramalan harga rumah. 
1.3 Matlamat Kajian 
Matlamat utama dalam menjalankan kajian ini ialah untuk membangunkan 
model Rangkaian Neural Suap Balik dalam peramalan harga rumah. Rangkaian 
Neural Suap Balik dijangka berkemampuan dalam menghasilkan keputusan ramalan 
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yang lebih tepat berbanding dengan kaedah Rangkaian Neural yang lain kerana 
adanya konsep menyimpan maklumat berdasarkan tempoh masa terdahulu. 
1.4 Objektif Kajian 
Bagi mencapai matlamat kajian seperti yang dinyatakan di atas, dinyatakan objektif 
kajian, iaitu :-. 
1. Membangunkan Rangkaian Elman dengan Algoritma Pembelajaran 
Rambatan Balik. 
2. Mendapatkan satu model Rangkaian Neural Suap Balik untuk peramalan 
harga rumah 
3. Mengenalpasti kriteria rumah bagi peramalan harga rumah. 
1.5 Skop Kajian 
Kajian ini hanya tertumpu kepada penggunaan kaedah Rangkaian Neural 
Suap Balik iaitu model Rangkaian Elman bersama Algoritma Pembelajaran 
Rambatan Balik {Back Propogation). Seterusnya hasil kajian yang diperolehi hanya 
akan dibandingkan dengan hasil kajian Ku Ruhana Ku Mahamud, et al., (1998) yang 
menggunakan model Perceptron Multi Aras. Oleh itu, data perumahan yang 
digunakan ialah data yang sama dalam kajian tersebut. Tiada sebarang perbandingan 
dilakukan dengan kaedah konvensional. Ini adalah kerana kajian ini hanya tertumpu 
kepada perbandingan hasil teknik Rangkaian Neural Suap Balik berbanding dengan 
model Perceptron Multi-Aras. 
Data yang digunakan dalam kajian ini adalah merupakan data yang sama 
dengan kajian Ku Ruhana Ku Mahamud, et al, (1998), yang diperolehi daripada 
INSPEN (Institut Penilaian Negara). Data ini hanya melibatkan data perumahan bagi 
rumah teres di Kuala Lumpur sahaja. Lapan parameter digunakan sebagai data input 
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kepada rangkaian iaitu luas tanah, luas binaan rumah, jenis rumah, jenis pemilikan 
tanah, usia rumah, jarak daripada pusat bandar, kualiti rumah, dan kualiti kawasan 
persekitaran. Manakala terdapat hanya satu sahaja parameter output iaitu harga 
rumah. Parameter-parameter ini dipilih berdasarkan kepada penilaian yang 
dilakukan oleh INSPEN sendiri dalam menghasilkan Indeks Harga Rumah Malaysia. 
1.6 Kepentingan Kajian 
Untuk membantu pemilik dan pembeli rumah membuat keputusan yang lebih 
baik dalam proses jual-beli rumah, dan juga membantu agen hartanah untuk 
membuat penilaian harga rumah. 
1.7 Justifikasi 
Justifikasi yang dibuat dalam kajian ini adalah : 
1. Data yang digunakan adalah sahih iaitu data yang benar-benar wujud 
dan seterusnya dilakukan penormalan. Setelah dilakukan penormalan, semua 
data berada di dalam julat 0 hingga 1. 
2. Pengujian yang piawai dilakukan dengan mengunakan tiga aras yang 
menunjukkan terdapatnya satu sahaja aras tersembunyi. 
3. Pada setiap larian, penetapan parameter dibuat dengan menukarkan 
beberapa parameter lain pada satu-satu masa. 
4. Fungsi Keaktifan yang digunakan adalah Fungsi Sigmoid. 
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1.8 Organisasi Laporan Projek 
Laporan projek ini mengandungi lima bab iaitu:-
1. Bab Pendahuluan yang menerangkan tentang latar belakang permasalahan kajian, 
matlamat serta objektif, skop dan kepentingan, serta justifikasi yang digunakan 
dalam kajian ini. 
2. Bab kedua iaitu Kajian Literatur pula membincangkan dengan mendalam 
mengenai Rangkain Neural, Rangkaian Neural Suap Balik, dan Algoritma 
Pembelajaran Rambatan Balik. 
3. Bab seterusnya ialah Metodologi Kajian yang menerangkan beberapa panduan 
pembinaan model ramalan dan mendalami setiap tahap rangka keija projek. 
4. Bab keempat menghuraikan hasil dan keputusan daripada kajian yang dijalankan. 
5. Bab terakhir ialah kesimpulan yang diperolehi daripada kajian. 
