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INTRODUCITON 
The problem of deducing the integrity of a diffusion bond using reflected ultrasound is a 
difficult one, since many defect structures can be imagined which reflect sound in essentially 
similar fashions but have different failure consequences When an imperfect bond consists of a 
near-planar distribution of small defects, and the wavelength (A.) of the interrogating sound is 
large compared to the characteristic defect size, the quasi-static distributed-spring (DS) model 
applies [1]. This model can serve as a useful tool for interpreting signals reflected from 
imperfect bonds, and for choosing inspection parameters to optimize the inspection of a given 
bonded structure [2]. The DS model predicts that the low-frequency specular reflection 
properties of an imperfect bond are solely determined by a small number of inertia and 
stiffness constants which characterize the defect layer. Since many defect distributions can 
give rise to the same mass and stiffness constants, low-frequency specular reflection 
measurements can provide only incomplete knowledge of the distribution, even when the 
defect type is known. For example, if the bond plane contains a sparse distribution of 
identical flat circular cracks, such reflectivity measurements can determine only the product of 
the crack area fraction and the crack diameter [2,3]. Recent theoretical work employing an 
independent scattering (IS) model [4,5] predicts that resonance peaks in reflectivity-vs-
frequency (R-vs-f) curves, which occur when A. and the average defect diameter are similar, 
can be used to size the defects. Resonance information could then be used to complement the 
low-frequency specular reflection data, thus permitting the determination of both average 
defect diameter and total defect area fraction. In the present work we report on several 
experiments carried out to examine the feasibility of this procedure. Specifically, we report on 
measurements of R-vs-f for longitudinal sound waves at normal incidence carried out in three 
model systems containing near-planar distributions of defects: cylindrical inclusions in water; 
cylindrical voids in iron; and spherical inclusions in plastic. The measurements are compared 
with the predictions of the DS and IS models. It is found that the IS model accurately predicts 
the frequency of the first peak in the R-vs-f curve, which is directly releated to the size of the 
defects. 
In the second section, we consider optimized oblique-incidence reflection measurements 
in two classes of diffusion-bonded metal specimens supplied to us by aircraft engine 
manufacturers. Experiments on four bonded Ti-6Al-4V specimens were carried out to 
ascertain the ability of low-frequency reflection measurements to distinguish contaminated and 
uncontaminated regions of diffusion bonds. Experiments on four IN100 specimens were 
performed to similarly gauge the ability of such measurements to distinguish bonds created 
using different temperature-pressure-upset recipes. In the final section we conclude with a 
brief summary of our fmdings. 
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EXPERIMENTS ON MODEL SYSTEMS 
To test the hypothesis that resonances in R-vs-f curves could be used to determine 
average defect size, three classes of specimens were fabricated and studied. The first of these, 
an array of cylindrical reflectors in water, was used to provide a simple model system in 
which mode-converted shear waves do not occur. Resin coated copper wires having a 
nominal diameter (d) of 0.0175 em (including the 0.0026 em thick coating) were attached to a 
hollow supporting frame. The individual wires were placed parallel to one another on the 
frame. Two such wire array specimens were constructed, having average center-to-center 
spacings (s) between adjacent wires of 0.184 em and 0.079 em, respectively. The associated 
inclusion area fractions were A=d/s=0.09 and 0.22. The individual spacings between adjacent 
wires varied laterally (i.e., in the plane of the array) by up to 35% of the mean spacing, and 
varied vertically (out of the plane) by up to one wire diameter. The experimental arrangement 
used to determine the effective longitudinal (L) wave reflection coefficient of such an array at 
normal incidence is depicted in Fig. 1a. The pulse/echo signal reflected from the array was 
deconvolved with a reference signal from the top surface of a metal block of known 
reflectivity. The round-trip water path was the same for the wire array and reference block 
reflections. For each wire array specimen studied, three planar broadband transducers were 
used to span the frequency range from 0.4 to 7 MHz. The transducers had center frequencies 
and diameters of (1 MHz, 1 "), (2.25 MHz, 0.5") and (5 MHz, 0.5'') respectively. Each 
transducer was scanned parallel to the plane of the array, and the measurement process was 
repeated at several hundred transducer positions. When the transducer's beam moved across 
the array at right angles to the wires, the received pulse/echo signal and the deduced R-vs-f 
function exhibited large variations. Only small variations were observed when the beam 
moved parallel to the wires. For the A=0.22 array, the means and variances of the measured 
reflectivities are shown in Fig. 2a. At each frequency, the error bars extend one standard 
deviation on either side of the mean, and hence enclose approximately 68% of the individually 
measured reflectance values. At virtually all transducer positions, the deduced R-vs-f curve 
possessed a broad peak centered near f= 1.5 MHz; however, the peak amplitudes of the curves 
varied significantly with transducer position. This amplitude variation can be seen in Fig. 2a 
to be smallest for the largest probe (1 MHz, 1 "), which simultaneously illuminated the largest 
number of scatterers. 
For the two copper wire arrays, the measured average reflection coefficients are shown in 
Fig. 2b and compared with the predictions of the IS model. The model, applied to a sparse 
planar collection of identical cylindrical scatterers, predicts a resonance peak at ka=C, where a 
is the radius of each cylinder, k=21T/A. is the longitudinal wave number in the host material, and 
Cis a dimensionless constant (on the order of unity) which depends upon the elastic 
properties of the host and inclusion. The shapes of the measured and predicted R-vs-f curves 
are seen in Fig. 2b to be similar, and the theory accurately predicts the frequency of the first 
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Fig 1. Apparatus and specimen geometries. Soundpaths are shown for the measured 
ultrasonic signals, and "Ref." denotes the reference signal used in deconvolutions. 
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(a): Measured normal-incidence L-wave reflection coefficients for an array of 
copper wires in water. (b): Measured and predicted (IS Model) reflection 
coefficients for two such arrays having different area fractions. 
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Fig. 3. Measured and predicted (IS Model) normal-incidence transmission coefficients 
for an array of copper wires in water. The vertical axis displays the sixth power 
of the transmission coefficient. 
maximum. However, the predicted curves have much larger magnitudes. It was suspected 
that the bulk of the variations seen in Fig. 2a were caused by the lack of planarity in the wire 
arrays. When the wires do not all lie in the same plane, the backscattered waves from the 
individual wires can interfere destructively at the receiver because of the different round-trip 
water paths. At higher frequencies, this can dramatically lower the average reflectivity. Such 
cancellations should not occur in transmission, however, so normal incidence transmission 
measurements were made to further test the IS model. Because the transmission coefficient 
for a single wire array is near unity, particularly at low frequencies, the sixth power of 
transmissivity was measured. This was done by stacking three wire layers atop one another 
(each array having d=0.0173 em, s=0.232 em, A=0.075), and reflecting the beam from a 
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water/metal interlace as shown in Fig. 1 b. The pulse/echo signal obtained with the arrays 
removed served as the reference signal for deconvolutions. Results of the transmission 
measurements are shown in Fig. 3. Little variation was observed with transducer position, 
and positional averaging was deemed unnecessary. For the data of Fig. 3, twelve transducers 
having different diameters and center frequencies were used with each transducer positioned 
above the center of the stack. The measured transmissivity values are seen to be in much 
better agreement with the IS model than were the reflectivities of Fig. 2b. In the high 
frequency limit, the predicted transmission coefficient approaches (1-A), and thus provides a 
direct measure of the area fraction A. 
The second model system studied was a near-planar array of cylindrical voids located 
within the interior of an iron block. Specimens were fabricated using powdered-metal 
technology. An array of bare copper wires on a steel supporting frame was embedded in iron 
powder and subjected to a three stage process: cold pressing at 40TSI, sintering at 20500F, 
and repressing at 50TSI. In the second processing stage the copper wires melt and diffuse 
into the iron, leaving behind voids in their image. The third stage is used to reduce the inherent 
porosity of the sample, and can lead to a partial flattening of the cylindrical voids. Two void 
specimens were successfully fabricated from wire arrays having diameters, spacings and area 
fractions of (d,s,A) = (0.050 em, 0.206± 0.030 em, 0.24) and (0.036 em, 0.154± 0.017 em, 
0.23) respectively. The lateral void spacings within the finished block were measured by 
imaging the voids using a 15-MHz focussed probe, and were found to be in agreement with 
the initial wire spacings. The measured means and standard deviations of the center-to-center 
spacings between adjacent voids are listed above. Fig. lc depicts the pulse/echo arrangement 
used to determine reflection coefficients for L-waves normally incident upon the array of 
voids. The back surlace of a block of the same powdered-iron material served as the reference 
reflector for deconvolutions. The measured reflectivities of the two void arrays appear in 
Figs. 4a and 4b. In each case three planar transducers were used and scanned, and the data is 
displayed in the manner of Fig. 2a. Again considerable signal variation was seen when the 
beam moved across the array at right angles to the defect lengths. In the frequency interval 
from 1 to 4 MHz, the measured R-vs-f curves of each void array contain two sharp 
peak/valley structures superimposed upon a broad maximum. The broad maximum is 
associated with the void diameter resonance, while the sharper structures are thought to arise 
from secondary scattering processes. Results of three model calculations are also displayed in 
Fig. 4. The DS model agrees well with the data at low frequencies, but does not reproduce 
any of the structure seen above 1 MHz. The IS model properly predicts the broad resonance, 
but not the sharper structures. For these samples, the large defect area fractions and the near-
periodic structures conspire to emphasize secondary scattering (SS) processes. To partially 
account for such processes, an extension of the IS model was considered. The extension 
(IS+SS) incorporates scattering between nearest neighbors by including L-T-L and L-L-L 
soundpaths, where the outer legs represent propagation between the transducer and void 
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Fig. 4. Measured and predicted normal-incidence reflection coefficients for two arrays of 
cylindrical voids in iron. (a): d=0.050 em; A=0.24. (b): d=0.036 em; A=0.23. 
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plane, and the inner leg propagation between adjacent voids. Here L and T denote 
longitudinal and transverse wave types, respectively. An SS resonance occurs whenever the 
inner leg process introduces a phase shift which is a multiple of2x. The inclusion ofL-L-L 
scattering was found to have only a minor effect upon the predicted R-vs-f curves. However, 
L-T-L processes gave rise to a series of sharp peak/valley structures, as shown in Fig. 4. For 
each void array, the frequencies of the two observed peaks were near, but slightly lower than, 
those predicted by the IS+SS model. However, the higher frequency resonance structures 
predicted by the model were not seen experimentally. The model calculations assume 
perfectly regular arrays of scatterers, while the experimental arrays were somewhat irregular. 
We suspect that the differing spacings between adjacent voids in the experimental specimens 
leads to a washing out of the resonant peaks above 4 MHz. 
The final model system considered was a near-planar distribution of spherical nickel 
inclusions in a thermoplastic block. To construct specimens for study, a base layer of Buehler 
transoptic powder was placed into a pressure vessel, tamped down, and sprinkled with Ni 
particles. A second layer of transoptic powder was then added, and heat and pressure were 
applied to solidify the plastic. Finished specimens were cylindrical disks having a diameter of 
3.5cm and a thickness of 1.5cm, with the inclusions located near the specimen mid-plane. A 
travelling microscope was used to measure the diameters of 100 typical Ni particles; the mean 
and variance of the diameter distribution were 79.4 microns and 7.2 microns, respectively. 
Sectioning of a typical finished specimen revealed that the inclusion layer was very flat over 
distances of a few millimeters, with the centers of nearby Ni particles coplanar to within a 
tenth of a particle diameter. Over larger distances of one to two centimeters, however, the 
layer exhibited curvature resulting from material flow during sample manufacture. The 
measurement geometry for the determination of reflection coefficients was again that of Fig. 
I c. Focussed probes, and 1/4"-diameter planar probes were used to confine the beam to a 
locally flat region of the inclusion layer. In the first generation of specimens, the Ni particles 
were sprinkled by hand over the plastic base layer, resulting in large particle density variations 
throughout the inclusion layer. For one such non-uniform specimen, Fig. 5a displays R-vs-f 
curves measured at five different locations in the inclusion layer. A 10-MHz planar broadband 
transducer was used. The five curves have differing amplitudes (due to the differing local 
particle densities) but all possess a broad resonance peak centered near f=4.5 MHz. A second 
generation of specimens with more uniform inclusion distributions was produced by sifting 
the Ni particles through a fine screen (130 micron hole diameter) during deposition onto the 
plastic base layer. The measured reflection coefficients for one such sample, having 
0.12<A<0.15, are displayed in Fig. 5b. Three transducers were used to span the frequency 
range from 0.5 to 12 MHz, and each transducer was centered over the specimen. The 
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Fig. 5. Normal-incidence reflection coefficients for planar distributions of spherical 
nickel particles in plastic. (a): Measured coefficients at five points in a specimen 
having a non-uniform particle distribution. (b): Measured and predicted 
coefficients at the center of a specimen having a nearly uniform distribution. 
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predictions of the DS and IS models are also shown in Fig. 5b. The characteristics of the 
inclusion layer enter the DS model calculations through a mass-excess parameter and a 
longitudinal stiffness constant. Because the densities of Ni and plastic are so dissimilar, the 
mass parameter dominates the DS calculation and large modifications of the stiffness constant 
produce only minor changes in the predicted R-vs-f curve. The mass parameter is 
proportional to the cube of the Ni particle diameter, so a small increase in the diameter would 
bring the model prediction into agreement with the low frequency data. For the sparse 
distribution of spherical Ni inclusions, the IS model predicts the first resonance peak to occur 
at f=3.8 MHz, in good agreement with the data of Figs. 5a and 5b. Unlike the cylindrical void 
specimens, the Ni inclusion specimens did not contain a near periodic lattice of scatterers, so 
secondary scattering peaks were not reinforced by constructive interference, and were not seen 
experimentally. 
EXPERIMENTS ON DIFFUSION-BONDED SPECIMENS 
In many instances component geometry precludes the inspection of diffusion bonds using 
normally-incident sound. Such is the case for diffusion bonds used to replace damaged blades 
on integrably-manufactured turbine rotor assemblies in aircraft engines. There the repair 
geometry is similar to that of the bonded abutting plates pictured in Fig. 1d. Such bonds can 
be inspected with obliquely-incident ultrasound by utilizing a specular comer reflection as 
shown in Fig. 1e. Notice that the sound path has three legs within the metal, and that each leg 
can be traversed with either longitudinal (L) or transverse (T) sound waves. For single-probe 
inspections of such bonds, theoretical studies [2] using the DS model suggest two optimal 
inspection geometries. In the notation of Ref. [2] these are: LLL (L-wave along each leg) with 
the sound waves striking the bond at near-grazing incidence; and TTT ( T-wave along each 
leg) with sound striking the bond at near-450 incidence. Model studies in Ref. [2] suggest 
that the TTT inspection would best for INlOO alloys, and that LLL would be preferred for 
course-grain titanium alloys. 
Four diffusion-bonded Ti-6Al-4V coupons were provided to us by General Electric 
AEBG, each bonded using identical temperature-pressure-upset recipes. Prior to bonding, 
one half of the the bond plane of each coupon was deliberately contaminated as shown in Fig. 
ld. The contaminants used in the coupons were feldspar, salt/lanolin, rusty water, 
and"Scotch-Brite" scouring pad particles, respectively. The sizes and densities of the 
contaminating particles were not reported to us. We carried out LLL pulse/echo inspections of 
the four coupons using a 15-MHz focussed probe and an incident angle in water of 6° (i.e., 
26° from grazing on the bond plane). The probe was scanned in two dimensions, parallel to 
the top surface of the coupon in Fig. 1e, to image the bond region. In each case the bond 
showed up clearly as a region of enhanced comer reflectivity. However, only for the coupon 
contaminated with the salt/lanolin mixture was there a noticeable difference in the average 
reflectivities of the two halves of the bond. The C-scan for this coupon appears in Fig. 6. On 
the high-R side of the bond, the average reflectivity was observed to increase with frequency 
over the bandwidth of the transducer, but no resonance peak was seen. Lacking specific 
information about the degree of contamination, generic calculations were carried out using the 
DS model to determine the relative likelihoods of detecting the various contaminants. For the 
purposes of illustration, we assumed six planar distributions of defects in Ti-6Al-4V, each 
having defect diameters of 50 microns and area fractions of 0.1 0. The defect structures were, 
respectively, flat cracks, spherical voids, and spherical inclusions of feldspar, salt, hematite 
(iron rust), and nylon (to simulate "Scotch Brite"). Using the formulae of Ref. [1], the 
calculated reflection coefficients for normally-incident 15-MHz longitudinal sound waves were 
0.041, 0.088, 0.027, 0.048, 0.0082, and 0.074, respectively, for the assumed defect 
distributions. Thus, all things being equal, salt contamination is more likely to be seen than 
feldspar or hematite contamination, but less likely than nylon contamination. 
Four diffusion-bonded IN100-1106 coupons, uncontaminated but otherwise having the 
geometry of Fig. 1d, were supplied to us by Pratt& Whitney, West Palm Beach, Florida. The 
coupons were bonded using four different process-control recipes. The first coupon was 
bonded using the "nominal" temperature, pressure, and upset parameters thought to produce 
the best bonds. One or more of these parameters was altered for the production of the 
remaining three coupons. The coupons were inspected with a 15-MHz focussed probe using 
1328 
white = low reflectivity 
black = high reflectivity 
• 
Fig. 6. Oblique-incidence LLL C-scan of a diffusion-bonded Ti-6Al-4V specimen. 
The bond runs from left to right across the image, and was half contaminated 
with a salt/lanolin mixture (left side) prior to bonding. The region scanned 
measured 4.34 em by 2.97 em. 
(nominal) 
20oo·F, 30 KSI , 0.1 UPSET 2150•F. 1 KSI , 0.1 UPSET 
2000.F, 30 KSI, 0.02 UPSET 2150•F, 1 KSI, 0.02 UPSET 
white = low reflectivity black= high reflectivity 
Fig. 7. Oblique-incidence TIT scans of four diffusion-bonded IN! 00 specimens. The 
four specimens were bonded using different temperature-pressure-upset recipes. 
In each case the bond runs horiwntally across the image, and the fabrication 
recipe is indicated. The region scanned measured 3.56 em by 0.95 em. 
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a TTT comer-reflection geometry. For the central ray from the transducer, the angle of 
incidence in water was 180, and the shear waves approached the bond at 47° from normal. 
The resulting C-scan images of the four bond regions appear in Fig. 7. The TTT inspections 
proved capable of distinguishing the bonds from one another, although the detailed results 
were somewhat unexpected. The bond produced with the nominal process had an interior 
region of elevated reflectivity, most likely indicating a non-optimal bond. We plan to section 
and destructively test the four IN100 coupons to determine the correlation between bond 
strength and reflectivity. 
SUMMARY 
Specular, normal-incidence, longitudinal-wave reflection measurements were carried out 
on three classes of specimens containing near-planar distributions of defects. In each case 
broad "primary" resonance peaks were seen in the measured reflectivity-vs-frequency curves, 
near the frequencies predicted by the Independent Scatterer Model of J. H. Rose. These peaks 
arise from a resonance condition connecting the ultrasonic wavelength and the defect size. In 
one class of specimens (near-periodic array of parallel cylindrical voids in iron), "secondary" 
peak/valley structures were also seen. These evidently arise from multiple scattering paths that 
connect adjacent voids, and are well predicted by an extension of the IS model. The ultimate 
goal of our experiments is to learn how to characterize defects appearing on the bondplane. 
We can draw the following general conclusions. First, the IS model (plus SS scattering 
corrections in the case of the iron sample) accurately determines the position of the first peak 
in the frequency-dependent reflectivity. It also gives accurate results for the low frequency 
part of the reflectivity, as does the DS model. The position of the first peak can be related to 
the geometry of the distributed defects. In simple cases, it tells one the size of the average 
flaw. This information, when combined with the low-frequency data, allows one to infer the 
area fraction of the defects as well. Thus, if the defect character is known a priori (e.g., 
spherical nickel inclusions), the reflectivity data can be used to infer the two most important 
defect parameters. 
Inspections of diffusion-bonded butt-joints were carried out using obliquely-incident 
ultrasound. The inspection technique was able to distinguish bonds in INlOO which were 
made using different temperature-pressure-upset recipes. Similar 15-MHz inspections of 
bonds in Ti-6-4 were not always able to distinguish low levels of deliberate contamination. 
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