Abstract-Traditional digital forensics processes do not scale well with the huge quantities of data present in a modern investigation, resulting in large investigative backlogs for many law enforcement agencies. Data reduction techniques are required for fast and effective digital forensics triage, and to reduce the time taken to conduct an investigation. This work explores the potential of sub-file cryptographic hashing strategies, where small fragments of files are hashed in lieu of processing the file in its entirety, for contraband detection. Results show that subfile hashing techniques perform well, particularly on solid state media, while also retaining a high degree of discriminating power. Such strategies may offer an opportunity to take advantage of the performance characteristics of non-mechanical media, streamlining future investigations and greatly reducing investigation times.
I. INTRODUCTION
Digital data is present in an abundant volume in modern society, as mobile devices and personal computers permeate all facets of life. The pervasiveness of digital devices, and their increasing data capacities, has created a scalability problem for law enforcement agencies, which are struggling to cope with the deluge of evidence [1] . In some jurisdictions this has created delays in processing evidence of up to four years [2] , potentially allowing criminals the opportunity to reoffend.
Existing solutions to tackle this data overload include random sampling, parallelisation, data mining, and machine learning [3] . However, a review [1] of these approaches has found that there are still several areas of weakness, with additional work being required to improve data reduction and triage techniques. As such, it is critical that continued research is undertaken to tackle this problem. In doing so, investigators can be supplied with more effective tools to reduce the turnaround times for evidential analysis, facilitating a reduction in existing forensics backlogs.
A. Problem Definition and Contribution
Many public sector digital forensics investigations focus on the detection and analysis of contraband images and other media. To automate this process, cryptographically secure hash signatures are used as a means of identifying exact binary copies of previously encountered contraband [4] . When analysing a new piece of evidence, such as a mobile device or hard drive, each file on the device is hashed separately and compared to a database of known contraband. When a match is discovered, the software then marks the file for the attention of the investigator. This paper explores a data reduction approach wherein parts of files are cryptographically hashed in lieu of entire files, allowing for fast lookups of known contraband items. As the IO overhead of the storage media is typically the bottleneck in digital forensic processing, this approach offers the possibility of substantially reducing the time taken to process files on a device, aiding in the reduction of law enforcement backlogs.
The main contribution of this work is the analysis of several sub-file, file type agnostic, forensic hashing strategies, with: i) an analysis of the discriminating power of signatures generated by sub-file hashing strategies, and ii) an evaluation of the performance of sub-file hashing strategies relative to full file hashing, for both a Hard Disk Drive (HDD) and Solid State Drive (SSD) using the NTFS and EXT4 file systems.
Experiments were carried out using two datasets: Flickr 1 Million [5] , containing 1 million JPEGS and the Govdocs [6] dataset, with all images converted to PNG to create a dataset with larger file sizes.
II. RELATED WORK

A. Generating Forensic File Signatures
Data signatures are integral to the digital forensics process, being used to whitelist or blacklist previously encountered files, and to verify that the integrity of digital evidence has not been compromised. Such signatures are typically created by calculating cryptographically secure hash digests, producing signatures which are both distinct and incredibly difficult to replicate without the original data. The traditional approach is to hash every bit of data in the input file or media, however, as noted by Kornblum [7] , such signatures can easily be foiled by modifying any given bit of data. A mitigation strategy may be found in piecewise hashing, dividing the input data stream into a number of chunks, calculating multiple independent hash signatures. Kornblum [7] expands on this idea by calculating a rolling hash which is used to generate cut-off points for subhashes. This technique, as implemented in the ssdeep tool, produces a similarity score which provides an estimate of the number of identical bytes when comparing a file and a signature.
The occurrence of repeating, non-distinct, blocks in a dataset may produce false positives when using piecewise hashing techniques. To combat this, Roussev [8] uses statistically improbable features when deriving data signatures, implemented in the sdhash tool. An alternative solution can be implemented at the block level, with Garfinkel et al. [4] choosing to evaluate the discriminative power of differently sized data blocks, generating heuristics to identify common, non-distinct, patterns which do not serve to identify a particular file.
Breitinger et al. [9] stratify signature generation approaches into: i) full file cryptographic hashing, ii) bytewise approximate matching, for approaches like ssdeep and sdhash, and iii) semantic approximate matching, where image signatures are derived from their visual, rather than binary, properties. These approaches were directly compared, with binary methods proving to be very fast, and effective at detecting file fragments, while semantic approaches are much more resilient to content preserving binary manipulations. The authors suggest a tiered approach for detecting contraband, based on the strength of each hashing category. Low hanging fruit is detected by full file hashing, followed by semantic approaches to detect image variants, with bytewise approximate matching conducted last to detect partial or damaged files.
A different form of signature generation is used by McKeown et al. [10] , falling somewhere between bytewise approximate and semantic techniques. This approach exploits PNG encoding metadata, found in the file header, to generate signatures, combining this information with a small sample of compressed pixel data to boost the discriminating power of the technique. While this approach does not generate unique signatures for images using the same encoder, it is more resistant to binary level modifications, and greatly reduces processing times over full file hashing approaches, as only a small portion of the file is required. The authors suggest that the bulk of non-contraband can be ruled out quickly, with hits being confirmed with more expensive processing afterwards. A similar approach for JPEGs [11] makes use of optimised Huffman tables, found in the JPEG header, and used to decode image data. When JPEGs are optimised for maximal compression, these tables possess a high degree of discriminating power, producing unique signatures for the Flickr 1 Million dataset, while requiring only a small fraction of the file to be read.
Forensic signatures can be generated in many ways, and from different aspects of the file. Partial file signatures trade discriminating power for processing speed, as this is a primary concern with large quantities of data. The next section discusses techniques which are optimised for quick initial assessments of evidence.
B. Digital Forensic Triage
Digital forensic triage can be performed to provide early results, which can then be used to inform further analysis, resulting in reduced investigative times. Roussev and Quates [12] show that one way to achieve this is to use more sophisticated processing techniques, with extensive use of parallel processing facilitating quick initial assessments. A case study is presented which evaluates the effectiveness of sdhash in correlating evidence across a variety of devices. Full disk hashes and bytewise similarity hashes are calculated in parallel, which alleviates the initial wait time required to forensically copy a disk. This method avoids the file system by accessing data directly on the disk, and proved to be effective with a multi-processor workstation.
Roussev et al. [13] discuss a parallel processing model intended to allow data to be processed as fast as it can be acquired from the storage media. Individual analyses, such as hashing, parsing windows registry entries, text indexing, and file decompression, are handled by separate worker nodes, allowing for distributed analysis. However, the authors noted that a typical 8-core workstation lacked the computational power required to process data in real time, except when calculating traditional cryptographic hashes or parsing small quantities of data. Drastically more computational power, or data reduction techniques, are required for a complete real time analysis of a disk stream.
Garfinkel [14] describe the bulk extractor tool, which uses a parallel processing model, to extract forensically relevant information from the disk. Scanners were developed which extract images, documents, and textual data such as email addresses, telephone numbers, and credit card numbers. Information critical to the investigation can then be identified via an overview which provides histograms of potentially important data, such as repeated uses of a particular email address.
Rather than focusing on processing large volumes of data in a timely fashion, Penrose et al. [15] reduce the quantities of data to process by sampling small blocks from the storage media, while maximising sequential throughput from the device. Traditional cryptographic hashing is applied at the block level, with bloom filter look ups being used to detect fragments identified from known contraband. The choice of block size is critical, as block alignment and non-probative blocks are a concern, as in Garfinkel et al. [4] . However, this method proved to be effective for contraband detection with high statistical confidence, allowing for SSDs to be sampled in seconds, and hard disk drives in under an hour in most cases.
Triage can be effected by increasing the utilisation of computational resources, however this is fundamentally limited by the read speed of the storage media. Probabilistic sampling works within the same constraints, but acknowledges that it is not necessary to read all data on a device to detect contraband.
III. APPROACH
In contrast to prior work in digital forensic triage, the approach described in this work is not probabilistic, nor does it require extensive computational power. Instead it is acknowledged that not all data on the storage media needs to be processed on a device and applies this concept at the file level. We explore different strategies for using traditional cryptographic hashing algorithms, such as SHA256, to extract signatures from partial files in an efficient manner. Unlike prior work in sub-file signature generation [10] , [11] , this approach is file type agnostic. However, as image processing is an integral part of many digital forensics investigations, the experimental datasets chosen are comprised of images.
A. Sub-file Hashing Strategies
Three distinct sub-file approaches were used in this work, with the generalised form containing a parameter, n, indicating the number of bytes constituting a read block. This data is then hashed using the SHA256 algorithm to produce a file signature.
[First n]: Read n bytes from the beginning of the file. This was exemplified by 4KiB and 80KiB in this work. 4KiB was chosen as it represents the fastest possible sub-file hash, corresponding to the smallest read unit on contemporary storage drives for both solid state and mechanical media. It is also a good approximation for the performance of prior sub-file signature generation schemes [10] , [11] . The higher boundary of 80KiB (20×4KiB data blocks) corresponds to approximately 2/3 of the mean file size of images in the Flickr 1 Million dataset, and is chosen to represent the largest chunk of a file which could still be considered to be 'sub-file' for most images. These read blocks are always expected to be byte aligned with modern hard disk sectors and SSD pages, which are 4096 bytes.
[Last n]: Read n bytes from the end of the file, exemplified by 4KiB and 12KiB in this work. The former value is chosen to maximise speed, while the latter was chosen to highlight the performance trade-off when the size is increased slightly by one or more disk blocks. These read blocks are not expected to align with disk sectors or SSD pages often (1/4096 of the time), and in practice two or four sectors/pages, respectively, would be accessed by the underlying storage media.
[First n+Last n]: Read n bytes from both the start and the end of the file, resulting in twice the amount of data to be read as the previous two methods. This technique is used both as a method to potentially improve discriminative power, but also to highlight block retrieval performance characteristics of noncontiguous data blocks. n is 4KiB in this work, and was chosen to represent the most effective performance/discrimination trade-off. This results in 8KiB of data to hash, and often three disk sectors/SSD pages to be accessed by the storage media. This strategy is abbreviated to First+Last n in the following discussion.
B. Datasets
Two datasets were used in this work: i) The Flickr 1 Million dataset [5] , comprised of 1 million JPEG images retrieved from the Flickr image hosting platform, and ii) The Govdocs dataset [6] , originally comprised of approximately 108,000 JPEG images, converted to the PNG format. Images were converted to PNG using the Python Pillow library [16] , discarding four images which did not convert correctly, and removing duplicates as determined by the SHA256 algorithm. This created a dataset with much larger file sizes than the original, allowing for contrasts to be made with the Flickr dataset, which contains much smaller files. File size statistics for both datasets are provided in Table I .
C. Benchmark Set-up
In order to determine the potential processing speed improvements of each sub-file hashing strategy, a direct comparison is made with traditional full file hashing using the SHA256 algorithm, referred to in this work as Fullhash. Timed benchmarks were carried out on a workstation (i5-4690k, 16GiB DDR3 RAM) running Ubuntu 16.04 LTS, across both a hard disk (Western Digital Red 4TB) and SSD (Crucial MX300 525GB). Neither drive hosted the Operating System, and the SSD was tested using the NTFS and EXT4 file systems, as performance differences were noted in the literature [11] . Code was written in Python, and executed in the Python 2.7.12 interpreter. The built-in hashlib library, which performs SHA256 calculations, is implemented in C on the back-end. Datasets were copied to the drives sequentially, and file orders were determined by Python's os.listdir function. Volumes were mounted with the -ro,noatime flags to prevent modification. In copying files to an empty drive sequentially, and using their ordering provided by the file system, sequential read performance is maximised. That is, the experiments here provide the best case scenarios for sequential read, and therefore full file hashing, constituting a strong baseline to compare sub-file techniques against. Reported times do not include file enumeration times from os.listdir.
IV. FINDINGS
There are two important evaluation criteria for sub-file hashing strategies: i) they must be highly discriminative, allowing for contraband to be detected with a high degree of accuracy, and ii) they must be considerably faster than traditional full file hashing in order to justify the trade-off in discriminating power. Both of these criteria are discussed in turn.
A. Sub-file Signature Discriminating Power
The very nature of a signature demands that it be unique, or almost unique, in the context of its use. In digital forensics a higher degree of discriminating power results in a lower number of false positives. The results show that hashing from the start of the file is highly discriminative with as little as 4KiB, however many bytes are required before the signatures would become unique, with 80KiB of data failing to produce completely unique signatures for both datasets. Hashing 4KiB from the end of the file, however, proved to be unique across both datasets, precluding the need to process larger data blocks from the end of the file. The first and last strategy is also unique as it contains the Last 4KiB, with the possibility that it may scale better to tens, or hundreds, of millions of files.
Without considering the performance trade-offs, reading from the end of the file, or both the start and the end, are the preferred options for high discriminative power. First+Last 4KiB is retained for performance analysis as it is potentially a more robust mechanism for increasing discriminative power than reading more blocks from the end of a file. Additionally, it provides an insight into the performance characteristics of acquiring non-contiguous small data blocks on a device.
B. Sub-file Signature Performance
Sub-file hashing strategies must be appreciably faster than full file hashing to be useful, and should be effective across different media types and file sizes. All hashing strategies were applied to both datasets for varying thread counts, with each combination being repeated 3 times, clearing memory caches between runs. Performance metrics are provided in Table III for the Flickr 1 Million dataset, and Table IV for Govdocs PNG. The left-hand column for each technique indicates the mean total time (seconds) for processing the dataset, while the right-hand side contains performance factors, obtained by dividing the time taken for sub-file strategies by the full file hashing times. A performance factor of 10 means that the approach is 10× faster than full file hashing. The Fullhash technique has no performance factor, as it would simply be compared to itself. The First 80KiB strategy was omitted as it has little to gain over reading the First 4KiB of the file, while 12KiB of data from the end of the file was tested to determine the impact of additional small data blocks on the most promising technique. Hard disk data is provided only for NTFS runs with a single thread, as multiple threads decrease performance in some cases, and sequential access is critical to maximal throughput on hard disks.
Several factors affect the performance of all approaches: Drive Type: The largest factor affecting performance is the type of storage media, with sub-file approaches scaling much better on the SSD than the HDD. This is because the read head on a hard drive has to physically move to the appropriate track, and then wait for the disk platter to spin to the appropriate sectors before data can be retrieved. SSDs have no mechanical components, no seek times, and can fetch unrelated pages in parallel, resulting in much better small block throughput. This behaviour is captured by the random 4KiB read performance of the device, which is typically much lower than that of sequential read speeds. On the SSD random 4KiB read performance ranges from 6.6% to 50% of the sequential read speed, while the HDD lies between 0.4% and 1.5%, depending on queue depth and thread count, as measured by CrystalDiskMark 5.5 [17] .
File Size: The size of the files being processed influences the behaviour a great deal. It appears that the overhead of nonsequential access on the HDD mean that sub-file strategies are actually less performant than simply reading the full file for small files, as with Flickr 1 Million. This file system overhead may be alleviated, as discussed below. However, when the file size is increased with the Govdocs PNG dataset, gains of 2-3× are possible, as this overhead is overwhelmed by the reduction in data. On the SSD, performance is reasonable even with small files, while increasing the mean file size by an order of magnitude results in similar performance gains, with all techniques performing well on the PNG dataset. The fraction of data, and therefore the data reduction ratio, of reading a single 4KiB block from each file depends on the file size. For Flickr 1 Million, this corresponds to 3% of the total data, while for Govdocs PNG it falls to 0.26%, resulting in a much higher tolerance for low 4KiB read throughput.
File System: EXT4 benchmark times were lower than NTFS across the board, with a particularly large performance difference for all sub-file strategies. This appears to indicate that the NTFS file system introduces substantial overheads when accessing small parts of a file, though the worst case SSD sub-file performance is still favourable when compared to sequentially accessing all file data. NTFS overheads can be avoided by parsing the MFT and obtaining a list of LBA addresses for files, which can then be used to sequentially order reads, resulting in greater performance [11] . This would likely bring the sub-file NTFS HDD performance in line with full file hashing for the Flickr Dataset.
No. Threads: All approaches scale well with thread count on the SSD, however NTFS appears to plateau around 8 threads, with no additional benefit beyond this. EXT4 continues to scale up to 32 threads, but returns appear to diminish somewhat after 16 threads. It should be noted that the workstation's processor has four cores and no hyper-threading.
The fastest technique, First 4KiB, achieves very good performance compared to full file hashing, and leads the timed benchmarks on all but the Flickr HDD run. However, it is followed closely by the Last 4KiB strategy, which achieved better discrimination in Section IV-A. Reading two further 4096 byte chunks from the end of the file results in some performance degradation, but nothing substantial. The worst performing sub-file hashing strategy, First+Last 4KiB performs an order of magnitude faster than full file hashing on the SSD for the PNG dataset, but barely edges it out on the Flickr dataset. All sub-file approaches look viable on relatively large files, but based on these findings it appears that the Last 4KiB approach would be the best choice in terms of performance and discrimination. On the SSD, this method approaches a factor of 20× over full file hashing on NTFS, and an enormous 70× on EXT4. The Last 4KiB approach performs similarly to prior file type specific sub-file hashing schemes [10] , [11] , while generalising the approach to any file type.
C. Performance Scaling With File Size
As file size has such a large influence on the performance of sub-file hashing strategies, it was explored in more detail by acquiring per-file benchmark estimates. In order to control for the potential variance in measuring small IO operations, files were grouped into bins of width 8192 bytes, discarding bins with fewer than eight files. The average times for full file hashing and Last 4KiB were then calculated from each bin on the SSD with the EXT4 file system. Figure 1 is a scatter plot of average per-file times for each bin.
The time taken to acquire the Last 4KiB of each file is essentially a fixed cost which does not scale with file size, with a mean of 0.32ms in this experiment. Full file hashing, on the other hand, unsurprisingly scales linearly with the size of the file, easily taking tens of milliseconds to process when file sizes are in the Mebibytes.
Linear regression was then used to generate a predictive model to obtain hash times and their respective Last 4KiB performance factors, depicted in Table V These predictions match up fairly well with the SSD EXT4 benchmarks with 32 threads, and therefore serve as a reasonable indicator of performance. Files with 10MiB of data, which may include very high resolution JPEGs, uncompressed images, or short videos, would enjoy a performance increase factor over 300×. This level of scaling means that when file sizes are in the Mebibytes, sub-file hashing strategies should perform much better than full file hashing, regardless of storage device or file system.
D. Impact of Full File Confirmation Hashing
The Last 4KiB strategy generated unique signatures for all unique files across both datasets, however, some conditions may change this, with homogeneous data, similar files, or very large volumes of images. This can be tackled by reading more data from the end of the file, as with the Last 12KiB approach, or using the less performant First+Last 4KiB strategy. In some use cases it may still be prudent to fully hash the entire file to confirm the original detection assessment. In order to assess the impact of confirmation hashing, worst case scenario estimates are provided in Table VI for 1% and 10% confirmation rates. These estimates ignore disk or memory caching for the file, which in reality may reduce the confirmation overhead.
Even at a 10% confirmation rate, where 10% of files are fully hashed, the only scenario which is slower than full file hashing is on the hard disk with Flickr 1 Million. The best case for Govdocs PNG and EXT4 is still an order of magnitude faster than fully hashing all files, with the worst case for Flickr on NTFS still taking around half of the time.
It is important to note that confirmation hashing does not need to be conducted at the same time as the initial detection scan. Sub-file strategies may be deployed to quickly process the data, with confirmation hashing occurring after other upfront processing has been conducted. In this sense, initial results can be obtained quickly, with confirmation carried out in the background afterwards. This fits in well with the triage models in the literature, where early results are critical to decision making.
V. CONCLUSIONS AND FUTURE WORK
This work has explored the potential of sub-file forensic hashing strategies, where small fragments of a file are read from the storage media and cryptographically hashed, as a means of quickly detecting contraband files. The results show that sub-file hashing is highly discriminative, with reading 4KiB of data from the end of the file producing a unique signature for 1.1 million images in this experiment. Performance benchmarks show that various sub-file hashing strategies are much faster than full file hashing on solid state drives, with increases of up to 70×. Hard disk performance relative to reading the entire file varies greatly with file size, as random 4KiB read performance is much lower on these devices. The choice of file system is also shown to have a large impact, with the approach working better on EXT4 than NTFS. Subfile hashing strategies are effective, and scale very well with file size, such that the time taken to process high resolution images, or small video files, may be two orders of magnitude faster on an SSD. Many consumer devices rely solely on solid state technology for their internal storage, particularly in the mobile and laptop space. This work lays the foundation for digital forensic techniques which take advantage of the performance characteristics of NAND devices, greatly reducing the time taken to conduct investigations and alleviating law enforcement backlogs.
Future work in this area should explore the potential for this approach on external media, mobile phones, and networked storage. An additional opportunity may be found in conducting experiments on recent storage developments, such as the NVMe protocol or Intel Optane devices, which have much higher performance than prior NAND media using SATA interfaces. Hard disk drives are likely to remain in use cases where high storage capacities are critical, however the forensics community should prepare for the eventuality that magnetic media may be a rarity in a typical investigation, and adjust our processing approaches accordingly.
