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Abstract 
    In this paper, an algorithm inspired from quantum 
evolution and particle swarm to evolve combinational 
logic circuits is presented.  This algorithm uses the 
framework of the local version of particle swarm 
optimization with quantum evolutionary algorithms, 
and integer encoding.  A multi-objective fitness 
function is used to evolve the combinational logic 
circuits in order obtain feasible circuits with minimal 
number of gates in the design.  A comparative study 
indicates the superior performance of the hybrid 
quantum evolution-particle swarm inspired algorithm 
over the particle swarm and other evolutionary 
algorithms (such as genetic algorithms) independently.
1. Introduction 
There are many methods to design combinational 
logic circuits. Generally used methods are Karnaugh 
maps [1, 2, 3]. The problem with the human designs is 
that they become cumbersome and problematic when 
the number of inputs, number of outputs, and 
complexity of the function increases. The intricacy of 
the combinational circuit depends on the number of 
gates in the circuit. For real world applications, 
combinational circuit designs require for hardware 
realization circuits consuming less power and area, and 
fast. 
The evolutionary design of electronic circuits 
refers to an autonomous process in which a highly 
efficient circuit may occur in a population of 
interacting instances of a logic function. Evolutionary 
hardware design has potential for technological 
advancement in the near future.  Many papers have 
reported on the design of combinational circuits using 
genetic algorithms [4, 5] and particle swarm 
optimization [6, 7].  
The particle swarm optimization (PSO) utilizes a 
population of particles on a hyper-dimensional search 
space to find feasible optimal solutions [8].  The 
authors investigated the use of particle swarm and 
differential evolution (DE) [9] independently, and as a 
hybrid algorithm (DEPSO) for evolving combinational 
circuits [10]. It was reported that the hybrid algorithm 
found the feasible solutions more frequently and faster 
than the PSO and DE independently. 
Quantum-Inspired Evolutionary Algorithm (QEA) 
is a novel evolutionary algorithm proposed in [11]. It 
utilizes the concepts of a quantum bit, superposition of 
states and collapse of states. Like other evolutionary 
algorithms, QEA is also characterized by the 
representation of the individual, the evaluation function 
and the population dynamics. However, instead of 
binary, numeric or symbolic representation, QEA uses 
a Q-bit as a probabilistic representation, defined as the 
smallest unit of information. A Q-bit individual is 
defined by a string of Q-bits. The Q-bit individual has 
the advantage that it can represent a linear 
superposition of states (binary solutions) in search 
space probabilistically. Thus, the Q-bit representation 
has a better characteristic of population diversity than 
any other representation. 
This paper presents a new algorithm inspired by 
hybrid quantum evolution (QE) and particle swarm 
(PSO) for the design of combinational logic circuits.  
The PSO framework is used with QEA in this new 
algorithm called the Quantum Evolution Particle 
Swarm Optimization (QEPSO) Algorithm. 
The remaining sections of this paper are organized 
as follows: Section 2 gives a brief overview of the 
combination logic circuit representation structure. 
Section 3 describes the new algorithm QEPSO. Section 
4 presents three case studies and the circuits evolved 
by the hybrid QEPSO algorithm. Finally, the 
conclusion and future work is given in section 5. 
2. Evolving Combinational Logic Circuits 
The basic process of hardware evolution is 
illustrated in Fig. 1. The “desired” circuit refers to the 
circuit that maps 100 % exactly the outputs for 
corresponding input combinations typically given by a 
truth table for digital circuits. The hardware evolution 
is carried out until the “desired” circuit is evolved and 
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then downloaded to a reconfigurable hardware 
platform. This sequential process is commonly referred 

















Figure 1.  “Desired” circuit hardware evolution 
Evolving digital circuits using an evolutionary 
approach uses individuals (particles or chromosomes) 
to represent each circuit.  Each entity of the population 
represents possible potential solutions.  The matrix 
shown in Fig. 2 is used to represent a circuit with m
rows and n columns. The elements of the circuit are the 
logic gates, which are selected from a predefined 
library of 2-input 1-output gates. The library of the 
gates used in this study consists of NOT, WIRE, AND, 














Figure 2. Circuit representation (m×n) 
The inputs to the first column of the matrix come 
from the truth table of the function to be implemented, 
generally specified in terms of variables like x and y.
For all other columns, the inputs come from the 
previous column outputs.  The order of traversing the 
elements in the matrix is column wise, starting from 
the first column, going down through all the rows and 
then to the next column.  For example, if there are 5 
rows and 5 columns, then the gate matrix is of size 5 
by 5. 
3. Hybrid QEA & PSO Inspired Algorithm 
In this paper, the quantum evolution and particle 
swarm inspired algorithm is used to evolve 
combinational circuits. The combinational logic circuit 
evolution is a multi-objective optimization.  The first 
objective is finding a feasible circuit i.e. all outputs of 
the truth table must be matched. The second objective 
is to minimize the number of gates in the population of 
feasible circuits obtained (satisfying the first 
objective).  The fitness evaluation of the particles in 
the hybrid algorithm is given in (1). Fitness1 function 
in (2) evaluates whether a particle has obtained a 
feasible solution or not. A zero value for Fitness1 
means it is a feasible solution. Fitness2 function given 
in (3) is used to evaluate feasible solution in terms of 
number of gates. If a solution is not feasible, Fitness2 
assigns a value equivalent to the size of the circuit 
structure (m×n), shown in Fig. 2. 
                     2Fitness1FitnessFitness +=  (1) 
            
outputs_of_number_total
outputs_correct_number








3.1 PSO Influence 
The QEPSO algorithm is driven by the QEA and 
implemented with ideas taken from PSO.  The 
neighborhood version of PSO is applied on the QEA.  
This is also referred to as the local version of PSO.  
The particle with the best fitness in the neighborhood is 
referred to as the local best or the Lbest and each 
particle’s best fitness found is stored in memory and is 
referred to as the Pbest.  The 3-integer approach to PSO 
is implemented with QEA to realize the QEPSO 
algorithm illustrated in the flowchart given in Fig. 3.  
When analyzing the 3-integer approach to PSO, the 
velocity of the PSO is used to update the position of a 
particle, as shown in (4), to 3 possible positions (the 
original position, the Lbest position, or the Pbest
position).  One of the 3 cases is chosen for the position 
update based on a random number. When this random 
number is less than or equal to a normalized velocity, 
the position of a current particle is updated with the 
Lbest position.  The second case emerges when a 
random number is less than or equal to one minus the 
normalized velocity and when the first case does not 
occur.  The second case will update the current particle 
position with the Pbest position.  If both of these cases 
do not occur, then the third case will make sure that the 
current particle will keep its current position.  This is 
how the normalized velocity updates the particles’ 
positions for each dimension. 
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 (4)
Where veln is the normalized velocity and FF is a flip-
function. 
Start
Step 1: Initialize population 
and set iterations = 1
Have stopping conditions been 
met?
Step 2: Evaluate the particles' 
fitness, Pbest, and Lbest
Step 3: Update ? and ?
using (5) and (6)
Step 4: Evaluate the
Qu-bits using (8)
If QEA1 = 1If QEA1 = 0 and QEA2 = 0
If QEA1 = 0 
and QEA2 = 1











Figure 3. QEPSO flowchart 
3.2 Quantum Evolutionary Algorithm 
The parameters for the QEA are ? and the 
population size.  Different values of ? control the 
convergence speed of the algorithm.  The population 
size is the number of circuits that are being evolved.  
The QEA updates the binary position numbers, d?, ?,
and ?.  There are 2 binary Q-bit numbers, binary 
position numbers, that represents possible solutions 
that the QEA is evolving to produce minimal gate 
circuit solutions.  The d? changes the direction of the 
rotational angle in order to direct the Q-bits to either a 
0 or a 1.  Depending on where the values of ? and ? lie 
in the Cartesian plain, the d? will move their values 
closer to the ? and ? values of the best particle in the 
population.  The d? has the magnitude of ? and is also 
used to update the values of ? and ? given by (5) and 
(6) respectively. The ? and ? values are probabilities of 
the each Q-bit state being either a 0 or a 1, 
respectively.  The sum of ?2 and ?2 will always equal 
one (7).  The QEA produces a 0 or a 1 to represent one 
of the possible positional changes by comparing a 
random number, 0 through 1, to the value of ?2 (8).
[ ] [ ]βθαθα ∗−∗= )dsin()dcos(new             (5)
          
[ ] [ ]βθαθβ ∗−∗= )dcos()dsin(new (6) 
122 =+ βα      `                        (7) 
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3.3 QEPSO 
Comparing a normalized velocity to a random 
number decreases the effectiveness of the velocity 
update equation for PSO.  Instead of using the 
normalized velocity to produce 3 different cases to 
update a particle’s position, the QEA algorithm has 
been chosen to be its replacement.   The problem with 
using one QEA algorithm is that the results produced, 
either a 0 or a 1 for each particle’s dimensions, only 
handles 2 separate cases effectively.  In order to handle 
a third case for the QEA algorithm to evolve, a second 
QEA algorithm is introduced.  The first case is taken 
care of when the first QEA produces a 1.  This will 
update the current position of a particle to the Lbest
position.  If a 0 is produced in the first QEA, a second 
QEA is called to handle the next two cases.  When the 
second QEA produces a 0, the second case is 
implemented.  The second case updates the current 
position of a particle to the Pbest position.  Finally, if the 
second QEA produces a 1 the last case is taken care of 
by keeping the current position of the particle.  This is 
how the 2 QE algorithms relate to updating the 
positions of the particles for each dimension (9). 
( ) ( )
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4. Case Studies and Results 
Three case studies are presented to show the 
capability of the proposed hybrid algorithm for circuit 
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neighborhood size of 3.  The maximum of iterations 
allowed is 4,000. 
4.1 Case Study 1 
The QEPSO algorithm evolves the circuit for the 
truth table given in Table 1.  Table 2 shows the results 
obtained by the human designer, PSO and the QEPSO. 
The circuit representation structure (Fig. 2) is a 4×4. 
All the results presented in this paper are averaged over 
20 trials. The QEPSO like the PSO finds the feasible 
solutions all the time on this smaller three input based 
circuit. The circuits obtained by the PSO and the 
QEPSO are shown in Fig. 4. 
A B C
Y
Figure 4. Evolved circuit by PSO and QEPSO for case 
study 1 
Table 1. Truth table for case study 1 
A B C X
0 0 0 1 
0 0 1 0 
0 1 0 0 
0 1 1 1 
1 0 0 0 
1 0 1 1 
1 1 0 1 
1 1 1 0 
Table 2. Result comparisons of the human designer, 
PSO, and QEPSO for case study 1 




Min Gates 3 3 3 
Equation )( CAB ⊗⊗ )( CBA ⊗⊗ )( CBA ⊗⊗
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2 XOR, 1 
NOT 
2 XOR, 1 
NOT 
2 XOR, 1 
NOT 














4.2 Case Study 2 
The QEPSO algorithm evolves the circuit for the 
truth table given in Table 3. Table 4 shows the results 
obtained by MGA [4], PSO and the QEPSO. The 
circuit representation structure (Fig. 2) is a 5×5. The 
circuits obtained by the MGA, PSO and the QEPSO 
are shown in Figs. 5 and 6, where the PSO and the 
hybrid inspired QEPSO obtained the same circuits. 
Both PSO and QEPSO find feasible solutions all the 
time. The QEPSO finds the best feasible solution all 
the time unlike PSO or GA. 
Table 3. Truth table for case study 2 
A B C D Y
0 0 0 0 0 
0 0 0 1 0 
0 0 1 0 1 
0 0 1 1 1 
0 1 0 0 0 
0 1 0 1 0 
0 1 1 0 0 
0 1 1 1 0 
1 0 0 0 1 
1 0 0 1 1 
1 0 1 0 0 
1 0 1 1 1 
1 1 0 0 1 
1 1 0 1 1 
1 1 1 0 1 
1 1 1 1 0 
Table 4. Result comparison of the MGA, PSO, and the 
PSO and QEA hybrid for case study 2 
Case Study 2 
MGA PSO QEPSO 
Min 
Gates
5 5 5 
Equation 
( )
( ) ( )[ ]DBAD
BC
⊗+•











2 XOR, 2 
AND, 1 OR 
2 XOR, 1 
OR, 2 AND 
2 XOR, 1 
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A B C D
Y
Figure 5. Evolved circuit by MGA for case study 2 
A B C D
Y
Figure 6. Evolved circuit by PSO and QEPSO for case 
study 2 
4.2 Case Study 3 
The QEPSO algorithm evolves the circuit for the 
truth table given in Table 5. Table 6 shows the results 
obtained by MGA [4], PSO and the QEPSO. The 
circuit representation structure (Fig. 2) is a 5×5 for this 
case study. The circuits obtained by the PSO and the 
QEPSO are identical and is shown in Fig. 7. Both PSO 
and QEPSO find feasible solutions all the time but the 
QEPSO finds them slightly faster. QEPSO unlike PSO 
finds the best feasible solution all time. 
Table 5. Truth table for case study 3 
A B C D Z
0 0 0 0 1 
0 0 0 1 1 
0 0 1 0 0 
0 0 1 1 0 
0 1 0 0 1 
0 1 0 1 1 
0 1 1 0 1 
0 1 1 1 1 
1 0 0 0 0 
1 0 0 1 0 
1 0 1 0 1 
1 0 1 1 0 
1 1 0 0 0 
1 1 0 1 0 
1 1 1 0 0 
1 1 1 1 1 
Table 6. Result comparison of the Human Designer, 
PSO, and QEPSO hybrid for case study 3 
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A B C D
Y
Figure 7. Evolved circuit by PSO and QEPSO for case 
study 3 
5. Conclusion 
The new algorithm QEPSO inspired from quantum 
computing, particle swarm and evolutionary algorithms 
has been successfully applied for evolving 
combinational logic circuit design.  The preliminary 
case studies and results show that the QEPSO is able to 
evolve feasible circuits with minimal gates all the time 
unlike the PSO or the MGA algorithms reported in 
literature. This is an important requirement for 
hardware evolution especially intrinsic evolution where 
small size and minimal power consumption of circuits 
may be preferred. Future work will involve robust 
testing of the proposed QEPSO algorithm on larger 
circuits and further refinement of the algorithm to 
speed up the evolution process. 
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