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In this paper, we introduce a new and interesting system of generalized mixed quasi-
variational-like inclusions with (A, η,m)-accretive operators and relaxed cocoercive
mappings which contains variational inequalities, variational inclusions, systems of
variational inequalities, systems of variational-like inequalities and systems of variational
inclusions in the literature as special cases. By using the resolvent technique for the
(A, η,m)-accretive operators, we prove the existence of solutions and the convergence of
a new p-step iterative algorithm for this system of generalized mixed quasi-variational-
like inclusions in real q-uniformly smooth Banach spaces. The results in this paper unifies,
extends and improves some known results in the literature.
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1. Introduction
In 1979, Robinson [1] studied the following variational inclusion problem: Find y ∈ Rm such that
0 ∈ g(y)+ Q (y), (1.1)
where g : Rm → Rp is a single-valued function and Q : Rm → 2Rp is a set-valued map. It is known that (1.1) provides a
convenient framework for the unified study of optimal solutions inmany optimization related areas includingmathematical
programming, complementarity, variational inequalities, optimal control,mathematical economics, equilibria, game theory,
etc. In particular, (1.1) can be reduced to the classical variational inequality: Find y ∈ Ω ⊆ Rm such that
〈q(y), u− y〉 ≥ 0, ∀u ∈ Ω.
Since then, various types of variational inclusion problems have been extended and generalized in [2–8] among others. Very
recently, Bao and Mordukhovich [9] studied the following problem:
min F(x), subject to 0 ∈ G(x)+ Q (x), x ∈ Ω, (1.2)
where F : X → 2Z , G : X → 2Y and Q : X → 2Y are set-valued between the corresponding Banach spaces, and Ω is a
subset of X . They studied the optimal conditions of these types of problems. For further references one can refer to [10,11]
and the references therein.
Recently, some new and interesting problems, which are called the system of variational inclusions were introduced
and studied. Fang and Huang [12], Verma [13], Fang et al. [14], Fang and Huang [15], and Peng and Zhu [16] introduced
and studied a system of variational inclusions involving H-monotone operators, A-monotone operators, (H, η)-monotone
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operators, H-accretive operators, and (H, η)-accretive operators, respectively. Peng [17] introduced and studied a new sys-
tem of variational inclusions with (A, η,m)-accretive operators which contains systems of variational inclusions in [12–16]
and many classes of systems of variational inequalities as special cases. By using the resolvent technique for the (A, η,m)-
accretive operators, the author proved the existence and uniqueness of solution and the convergence of a new multi-step
iterative algorithm for this system of variational inclusions in real q-uniformly smooth Banach spaces.
On the other hand, some classes of systems of set-valued variational inclusions were introduced and studied. Yan, Fang
and Huang [18] introduced and studied a system of set-valued variational inclusions involvingH-monotone operators. Peng
and Zhu [19–21] introduced some new system of generalized mixed quasi-variational inclusions with (H, η)-monotone
operators. Peng [22] introduced and studied a new system of generalized mixed quasi-variational-like inclusions with
(H, η)-accretive operators. Ding and Feng [23] introduced a new system of generalized mixed quasi-variational-like
inclusions with (A, η)-accretive operators in real q-uniformly smooth Banach spaces which includes those mathematical
models in [12–16,21,22].
The purpose of this paper is twofold. It is easy to see that themathematical models introduced and researched in [17–20]
are not the special cases of those in [21–23]. Hence, we firstly will introduce a new and reasonable system of generalized
mixed quasi-variational-like inclusions with (A, η,m)-accretive operators which is different from that in [23] and includes
thosemathematicalmodels in [12–17,9,18–20] and the references therein. Secondly, wewill also prove the convergence of a
newmulti-step iterative algorithm for this system of generalizedmixed quasi-variational-like inclusions in real q-uniformly
smooth Banach spaces. The results in this paper unifies, extends and improve some known results in the literature.
2. Preliminaries
We suppose that E is a real Banach space with dual space, norm and the generalized dual pair denoted by E∗, ‖ · ‖ and
〈·, ·〉, respectively, 2E is the family of all the nonempty subsets of E, CB(E) is the families of all nonempty closed bounded
subsets of E, and the generalized duality mapping Jq : E → 2E∗ is defined by
Jq(x) =
{
f ∗ ∈ E∗ : 〈x, f ∗〉 = ‖f ∗‖ · ‖x‖, ‖f ∗‖ = ‖x‖q−1} , ∀x ∈ E,
where q > 1 is a constant. In particular, J2 is the usual normalized duality mapping. It is known that, in general, Jq(x) =
‖x‖q−2J2(x), for all x 6= 0, and Jq is single-valued if E∗ is strictly convex.
The modulus of smoothness of E is the function ρE : [0,∞)→ [0,∞) defined by
ρE(t) = sup
{
1
2
(‖x+ y‖ + ‖x− y‖)− 1 : ‖x‖ ≤ 1, ‖y‖ ≤ t
}
.
A Banach space E is called uniformly smooth if
lim
t→0
ρE(t)
t
= 0.
E is called q-uniformly smooth if there exists a constant c > 0, such that
ρE(t) ≤ ctq, q > 1.
Note that Jq is single-valued if E is uniformly smooth. Xu and Roach [24] proved the following result.
Lemma 2.1. Let E be a real uniformly smooth Banach space. Then, E is q-uniformly smooth if and only if there exists a constants
cq > 0, such that for all x, y ∈ E,
‖x+ y‖q ≤ ‖x‖q + q〈y, Jq(x)〉 + cq‖y‖q.
We recall some definitions and results needed later.
Definition 2.1 ([25]). Let E be a real uniformly smooth Banach space, T : E −→ E and η : E×E −→ E be two single-valued
operators. T is said to be
(i) η-accretive if
〈T (x)− T (y), Jq(η(x, y))〉 ≥ 0, ∀x, y ∈ E;
(ii) strictly η-accretive if T is η-accretive and
〈T (x)− T (y), Jq(η(x, y))〉 = 0 if and only if x = y;
(iii) r-strongly η-accretive if there exists a constant r > 0 such that
〈T (x)− T (y), Jq(η(x, y))〉 ≥ r‖x− y‖q, ∀x, y ∈ E;
(iv) Lipschitz continuous if there exists a constant s > 0 such that
‖T (x)− T (y)‖ ≤ s‖x− y‖, ∀x, y ∈ E.
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Definition 2.2 ([25]). Let E be a real uniformly smooth Banach space, T : E −→ E and g : E −→ E be two single-valued
operators. T is said to be
(i) (α, ξ)-relaxed cocoercive with respect to g if there exists constants α, ξ > 0 such that
〈T (x)− T (y), Jq(g(x)− g(y))〉 ≥ −α‖T (x)− T (y)‖q + ξ‖x− y‖q, ∀x, y ∈ E;
(ii) ξ -strongly accretive with respect to g if there exists constants ξ > 0 such that
〈T (x)− T (y), Jq(g(x)− g(y))〉 ≥ ξ‖x− y‖q, ∀x, y ∈ E;
Remark 2.1. (i) The (α, ξ)-relaxed cocoercivity with respect to I and the ξ -strongly accretivity with respect to I ,
respectively, are also called the (α, ξ)-relaxed cocoercivity and the ξ -strongly accretivity, where I is the identity map
on E.
(ii) If T is (α, ξ)-relaxed cocoercive (with respect to g), then T must be ξ -strongly accretivity (with respect to g). And the
converse is not true in general.
Definition 2.3 ([15,16]). Let η : E × E −→ E, H : E −→ E be single-valued operators andM : E −→ 2E be a multi-valued
operator.M is said to be
(i) accretive if
〈u− v, Jq(x− y)〉 ≥ 0, ∀x, y ∈ E, u ∈ M(x), v ∈ M(y);
(ii) η-accretive if
〈u− v, Jq(η(x, y))〉 ≥ 0, ∀x, y ∈ E, u ∈ M(x), v ∈ M(y);
(iii) strictly η-accretive ifM is η-accretive and equality holds if and only if x = y;
(iv) r-strongly η-accretive if there exists a constant r > 0 such that if
〈u− v, Jq(η(x, y))〉 ≥ r‖x− y‖q, ∀x, y ∈ E, u ∈ M(x), v ∈ M(y);
(v) m-accretive ifM is accretive and (I + ρM)(E) = E holds for all ρ > 0;
(vi) generalized η-accretive ifM is η-accretive and (I + ρM)(E) = E holds for all ρ > 0;
(vii) H-accretive ifM is accretive and (H + ρM)(E) = E holds for all ρ > 0;
(viii) (H, η)-accretive ifM is η-accretive and (H + ρM)(E) = E holds for all ρ > 0.
Definition 2.4 ([25,17]). Let η : E × E −→ E be a single-valued operator andM : E −→ 2E be a multi-valued operator.M
is said to be relaxed η-accretive with a constantm, if there exists a constantm such that
〈u− v, Jq(η(x, y))〉 ≥ −m‖x− y‖q, ∀x, y ∈ E.
Definition 2.5 ([25,17]). Let η : E × E −→ E, A : E −→ E be single-valued operators andM : E −→ 2E be a multi-valued
operator.M is said to be (A, η,m)-accretive ifM is relaxed η-accretive with a constantm and (A+ ρM)(E) = E holds for all
ρ > 0.
Remark 2.2. (i) (A, η,m)-accretive operators is also called (A, η)-accretive operators in [25].
(ii) The definition of (A, η, 0)-accretive operators is that of (A, η)-accretive operators in [16,22] with A = P or A = H .
If η(x, y) = x − y,∀x, y ∈ E, then the definition of (A, η, 0)-accretive operators becomes that of A-accretive operators
in [15] with A = H . If E = H is a Hilbert space, the definition of (A, η,m)-accretive operator becomes that of (A, η,m)-
monotone operators (i.e., (A, η)-monotone operators in [26]), the definition ofH-accretive operators in [15] becomes that of
H-monotone operators in [12,18], the definition of the (P, η)-accretive operators in [16] becomes that of (P, η)-monotone
operators in [14,19–21] with P = H , if η(x, y) = x − y,∀x, y ∈ H , then the definition of (A, η,m)-monotone operators
becomes that of A-monotone operators in [13].
Definition 2.6 ([23]). Let η : E × E −→ E, A : E −→ E be single-valued operators andM : E × E −→ 2E be a multi-valued
operator. M is said to be (A, η,m)-accretive in the first argument if M is relaxed η-accretive in the first argument with a
constantm and for each ω ∈ E, (A+ ρM(·, ω))(E) = E holds for all ρ > 0.
Definition 2.7 ([27]). Let η : E × E −→ E be a single-valued operator, then η(·, ·) is said to be τ -Lipschitz continuous, if
there exists a constant τ > 0 such that
‖η(u, v)‖ ≤ τ‖u− v‖, ∀u, v ∈ E.
Definition 2.8 ([23]). Let η : E × E −→ E be a single-valued operator, A : E −→ E be a strictly η-accretive single-valued
operator, andM : E × E −→ 2E be (A, η,m)-accretive in the first argument,m > 0 and λ > 0 be constants. Then for each
ω ∈ E, the resolvent operator RA,ηM(·,ω),λ,m : E −→ E associated with A, η,m,M, λ is defined by
RA,ηM(·,ω),λ,m(u) = (A+ λM(·, ω))−1(u), ∀u ∈ E.
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Lemma 2.2 ([23,25]). Let η : E × E −→ E be a Lipschitz continuous operator with a constant τ , A : E −→ E be a strongly
η-accretive operator with a constant γ and M : E × E −→ 2E be an (A, η,m)-accretive operator in the first argument. Then for
each ω ∈ E, the resolvent operator RA,ηM(·,ω),λ,m : E −→ E is Lipschitz continuous with a constant τ
q−1
γ−mλ , i.e.,∥∥∥RA,ηM(·,ω),λ,m(x)− RA,ηM(·,ω),λ,m(y)∥∥∥ ≤ τ q−1γ −mλ‖x− y‖, ∀x, y ∈ E,
where λ ∈ (0, γ /m) is a constant.
Definition 2.9 ([22,23]). Let E1, E2, . . . , Ep be Banach spaces, g1 : E1 −→ E1 and N1 : ∏pj=1 Ej −→ E1 be two single-valued
mappings.
(i) N1 is said to be ξ -Lipschitz continuous in the first argument if there exists a constant ξ > 0 such that
‖N1(x1, x2, . . . , xp)− N1(y1, x2, . . . , xp)‖ ≤ ξ‖x1 − y1‖, ∀x1, y1 ∈ E1, xj ∈ Ej (j = 2, 3, . . . , p).
(ii) N1 is said to be β-strongly accretive with respect to g1 in the first argument if there exists a constant β > 0 such that
〈N1(x1, x2, . . . , xp)− N1(y1, x2, . . . , xp), Jq(g1(x1)− g1(y1))〉 ≥ β‖x1 − y1‖q,
∀x1, y1 ∈ E1, xj ∈ Ej (j = 2, 3, . . . , p).
(iii) N1 is said to be (ζ , α)-relaxed cocoercive with respect to g1 in the first argument if there exists a constant γ > 0 such
that
〈N1(x1, x2, . . . , xp)− N1(y1, x2, . . . , xp), Jq(g1(x1)− g1(y1))〉
≥ −ζ‖N1(x1, x2, . . . , xp)− N1(y1, x2, . . . , xp)‖2 + α‖x1 − y1‖2, ∀x1, y1 ∈ E1, xj ∈ Ej (j = 2, 3, . . . , p).
In a similar way, we can define the Lipschitz continuity and the strong accretivity (relaxed cocoercivity) of Ni :∏p
j=1 Ej −→ Ei with respect to gi : Ei −→ Ei in the ith argument (i = 2, 3, . . . , p).
Let D˜(·, ·) denote the Hausdorff metric on CB(E) defined by
D˜(A, B) = max
{
sup
a∈A
d(a, B), sup
b∈B
d(A, b)
}
, ∀A, B ∈ CB(E),
where d(a, B) = infb∈B ‖a− b‖, d(A, b) = infa∈A ‖a− b‖.
Definition 2.10 ([28]). Let E be a real uniformly smooth Banach space, and V : E −→ CB(E) be a set-valued mapping. V is
said to be ξ -˜D-Lipschitz continuous if there exists a constant ξ > 0 such that
D˜(V (u), V (v)) ≤ ξ‖u− v‖, ∀u, v ∈ E.
3. A system of generalized mixed quasi-variational-like inclusions and its iterative algorithm
In what follows, unless other specified, for each i = 1, 2, . . . , p, we always suppose that Ei is a real q-uniformly Banach
space, Ai, gi : Ei −→ Ei, ηi : Ei × Ei −→ Ei, Fi,Gi : ∏pj=1 Ej −→ Ei are single-valued mappings, T1i : Ei −→ CB(Ei),
T2i : Ei −→ CB(Ei), . . . , Tpi : Ei −→ CB(Ei) are set-valued mappings and Mi : Ei × Ei −→ 2Ei is an (Ai, ηi,mi)-accretive
operator in the first argument. Assume that gi(Ei)∩domMi(·, ωi) 6= ∅ for eachωi ∈ Ei.We consider the following problemof
finding (x1, x2, . . . , xp, y11, y12, . . . , y1p, y21, y22, . . . , y2p, . . . , yp1, yp2, . . . , ypp) such that for each i = 1, 2, . . . , p, xi ∈ Ei,
y1i ∈ T1i(xi), y2i ∈ T2i(xi), . . . , ypi ∈ Tpi(xi) and
0 ∈ Fi(x1, x2, . . . , xp)+ Gi(yi1, yi2, . . . , yip)+Mi(gi(xi), xi). (3.1)
The problem (3.1) is called a system of generalized mixed quasi-variational-like inclusions with (A, η,m)-accretive
operators in real q-uniformly Banach spaces.
Below are some special cases of problem (3.1).
(i) IfMi(·, ·) = Mi(·) is an (Hi, ηi)-accretive operators, then problem (3.1) becomes the following system of generalized
mixed quasi-variational-like inclusions with (H, η)-accretive operators, which is to find (x1, x2, . . . , xp, y11, y12, . . . , y1p,
y21, y22, . . . , y2p, . . . , yp1, yp2, . . . , ypp) such that for each i = 1, 2, . . . , p, xi ∈ Ei, y1i ∈ T1i(xi), y2i ∈ T2i(xi), . . . , ypi ∈ Tpi(xi)
and
0 ∈ Fi(x1, x2, . . . , xp)+ Gi(yi1, yi2, . . . , yip)+Mi(gi(xi)). (3.2)
(ii) For i, j = 1, 2, . . . , p, if Tij ≡ Ij (the identity map on Ej), then problem (3.1) becomes the following problem of finding
(x1, x2, . . . , xp) ∈∏pi=1 Ei such that for each i = 1, 2, . . . , p,
0 ∈ Fi(x1, x2, . . . , xp)+ Gi(x1, x2, . . . , xp)+Mi(gi(xi)). (3.3)
The problem (3.3) is called a system of variational inclusions with (A, η,m)-accretive operators introduced and studied
in [17].
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(iii) For i = 1, 2, . . . , p, if Ei = Hi is a Hilbert spaces, andMi(·, ·) = Mi(·) is an (Hi, ηi)-monotone operators, then problem
(3.1) becomes the following system of generalizedmixed quasi-variational-like inclusions with (H, η)-monotone operators,
which is to find (x1, x2, . . . , xp, y11, y12, . . . , y1p, y21, y22, . . . , y2p, . . . , yp1, yp2, . . . , ypp) such that for each i = 1, 2, . . . , p,
xi ∈ Ei, y1i ∈ T1i(xi), y2i ∈ T2i(xi), . . . , ypi ∈ Tpi(xi) and
0 ∈ Fi(x1, x2, . . . , xp)+ Gi(yi1, yi2, . . . , yip)+Mi(gi(xi)). (3.4)
If p = 3, then problem (3.4) becomes the systemof set-valued quasi-variational inclusions introduced and studied in [20].
If p = 2, then problem (3.2) reduces to the system of generalized mixed quasi-variational inclusions with (H, η)-
monotone operators introduced and studied in [19], which is to find (x1, x2, y11, y12, y21, y22) such that (x1, x2) ∈ E1 × E2,
y11 ∈ T11(x1), y12 ∈ T12(x2), y21 ∈ T21(x1), y22 ∈ T22(x2) and{
0 ∈ F1(x1, x2)+ G1(y11, y12)+M1(g1(x1)),
0 ∈ F2(x1, x2)+ G2(y21, y22)+M2(g2(x2)). (3.5)
It is easy to see that this problem is different from the problem (3.2) in [22].
(iv) For each j = 1, 2, . . . , p, if Mj(gj(xj)) = Mj(xj) = ∆ηjϕj(xj) for all xj ∈ Hj, where ϕj : Hj −→ R ∪ {+∞}
is a proper, ηj-subdifferentiable functional and ∆ηjϕj denotes the ηj-subdifferential operator of ϕj, then problem (3.4)
reduces to the problemof finding (x1, x2, . . . , xp, y11, y12, . . . , y1p, y21, y22, . . . , y2p, . . . , yp1, yp2, . . . , ypp) such that for each
i = 1, 2, . . . , p, xi ∈ Hi, y1i ∈ T1i(xi), y2i ∈ T2i(xi), . . . , ypi ∈ Tpi(xi) such that for each i = 1, 2, . . . , p,
〈Fi(x1, x2, . . . , xp)+ Gi(yi1, yi2, . . . , yip), ηi(zi, xi)〉 + ϕi(zi)− ϕi(xi) ≥ 0, ∀zi ∈ Hi, (3.6)
which is called the system of set-valued variational-like inequalities.
For each i = 1, 2, . . . , p, let Gi = 0, then (3.6) reduces to the following system of variational-like inequalities, which is
to find (x1, x2, . . . , xp) ∈∏pi=1Hi such that for each i = 1, 2, . . . , p,
〈Fi(x1, x2, . . . , xp), ηi(zi, xi)〉 + ϕi(zi)− ϕi(xi) ≥ 0, ∀zi ∈ Hi. (3.7)
It is easy to see that problem (3.7) contains the models of system of variational inequalities in [29–34] as special cases.
Remark 3.1. (i) Problem (3.4) and (3.2), respectively, are different from those mathematical models introduced in [21,22]
which are not contained those mathematical models in [18–20] as special cases.
(ii) Since Tji : Ej → CB(Ei) (i, j = 1, 2, . . . , p) in [23] has been replaced by Tji : Ei → CB(Ei), problem (3.1) is quite
different from and more reasonable than the mathematical model introduced and studied in [23] which does not contain
problem (3.3) and those mathematical models in [18–20] as special cases.
Lemma 3.1. For i = 1, 2, . . . , p, let ηi : Ei×Ei −→ Ei be a single-valued operator, Ai : Ei −→ Ei be a strictly ηi-accretive oper-
ator andMi : Ei −→ 2Ei be an (Ai, ηi,mi)-accretive operator. Then (x1, x2, . . . , xp, y11, y12, . . . , y1p, y21, y22, . . . , y2p, . . . , yp1,
yp2, . . . , ypp) with xi ∈ Ei, y1i ∈ T1i(xi), y2i ∈ T2i(xi), . . . , ypi ∈ Tpi(xi) (i = 1, 2, . . . , p) is a solution of the problem (3.1) if and
only if for each i = 1, 2, . . . , p,
gi(xi) = RAi,ηiMi(·,xi),λi,mi(Ai(gi(xi))− λiFi(x1, x2, . . . , xp)− λiGi(yi1, yi2, . . . , yip)),
where RAi,ηiMi(·,xi),λi,mi = (Ai + λiMi(·, xi))−1, λi > 0 are constants.
Proof. The fact directly follows from Definition 2.8. 
For any given x0i ∈ Ei (i = 1, 2, . . . , p), take y01i ∈ T1i(x0i ), y02i ∈ T2i(x0i ), . . . , y0pi ∈ Tpi(x0i ) (i = 1, 2, . . . , p). For
i = 1, 2, . . . , p, let
x1i = x0i − gi(x0i )+ RAi,ηiMi(·,x0i ),λi,mi(Ai(gi(x
0
i ))− λiFi(x01, x02, . . . , x0p)− λiGi(y0i1, y0i2, . . . , y0ip)).
Since y01i ∈ T1i(x0i ), y02i ∈ T2i(x0i ), . . . , y0pi ∈ Tpi(x0i ) (i = 1, 2, . . . , p), by Nadler’s Theorem [28], there exist y11i ∈ T1i(x1i ),
y12i ∈ T2i(x1i ), . . . , y1pi ∈ Tpi(x1i ) (i = 1, 2, . . . , p), such that for each i = 1, 2, . . . , p,
‖y11i − y01i‖ ≤ (1+ 1)D˜(T1i(x1i ), T1i(x0i )),
‖y12i − y02i‖ ≤ (1+ 1)D˜(T2i(x1i ), T2i(x0i )),
· · ·
‖y1pi − y0pi‖ ≤ (1+ 1)D˜(Tpi(x1i ), Tpi(x0i )).
For i = 1, 2, . . . , p, let
x2i = x1i − gi(x1i )+ RAi,ηiMi(·,x1i ),λi,mi
(
Ai(gi(x1i ))− λiFi(x11, x12, . . . , x1p)− λiGi(y1i1, y1i2, . . . , y1ip)
)
.
Again by Nadler’s Theorem, there exist y21i ∈ T1i(x2i ), y22i ∈ T2i(x2i ), . . . , y2pi ∈ Tpi(x2i ) (i = 1, 2, . . . , p), such that for each
i = 1, 2, . . . , p,
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‖y21i − y11i‖ ≤
(
1+ 1
2
)
D˜(T1i(x2i ), T1i(x
1
i )),
‖y22i − y12i‖ ≤
(
1+ 1
2
)
D˜(T2i(x2i ), T2i(x
1
i )),
· · ·
‖y2pi − y1pi‖ ≤
(
1+ 1
2
)
D˜(Tpi(x2i ), Tpi(x
1
i )).
By induction, we can obtain the following p-step iterative algorithm for solving problem (3.1) as following:
Algorithm 3.1. For any given x0i ∈ Ei (i = 1, 2, . . . , p), we can compute the sequences xni , yn1i, yn2i, . . . , ynpi (i = 1, 2, . . . , p)
by the following p-step iterative schemes such that for each i = 1, 2, . . . , p,
xn+1i = xni − gi(xni )+ RAi,ηiMi(·,xni ),λi,mi(Ai(gi(x
n
i ))− λiFi(xn1, xn2, . . . , xnp)− λiGi(yni1, yni2, . . . , ynip)), (3.8)
yn1i ∈ T1i(xni ), ‖yn1i − yn−11i ‖ ≤
(
1+ 1
n
)
D˜(T1i(xni ), T1i(x
n−1
i )), (3.9)
yn2i ∈ T2i(xni ), ‖yn2i − yn−12i ‖ ≤
(
1+ 1
n
)
D˜(T2i(xni ), T2i(x
n−1
i )), (3.10)
· · ·
ynpi ∈ Tpi(xni ), ‖ynpi − yn−1pi ‖ ≤
(
1+ 1
n
)
D˜(Tpi(xni ), Tpi(x
n−1
i )), (3.11)
for all n = 0, 1, 2, . . . .
4. Existence of solutions and convergence of iterative algorithms
In this section, we will prove the existence of solutions for problem (3.1) and the convergence of the p-step iterative
sequences generated by Algorithm 3.1.
Theorem 4.1. For i = 1, 2, . . . , p, let ηi : Ei × Ei −→ Ei be τi-Lipschitz continuous, Ai : Ei −→ Ei be γi-strongly ηi-accretive
and δi-Lipschitz continuous, gi : Ei −→ Ei be (ti, ri)-relaxed cocoercive and si-Lipschitz continuous, Fi : ∏pk=1 Ek −→ Ei
be (ζi, αi)-relaxed cocoercive with respect to gˆi in the ith argument, βij-Lipschitz continuous in the jth argument for j =
1, . . . , i−1, i, i+1, . . . , p, where gˆi : Ei −→ Ei is defined by gˆi(xi) = Ai ◦gi(xi) = Ai(gi(xi)),∀xi ∈ Ei, and Gi :∏pk=1 Ek −→ Ei
be ξij-Lipschitz continuous in the jth argument for j = 1, 2, . . . , p, Mi : Ei×Ei −→ 2Ei be (Ai, ηi)-accretive in the first argument,
and the set-valued mappings T1i : Ei −→ CB(Ei), T2i : Ei −→ CB(Ei), . . . , Tpi : Ei −→ CB(Ei) be l1i-D˜-Lipschitz continuous,
l2i-D˜-Lipschitz, . . . , lpi-D˜-Lipschitz continuous, respectively. In addition, if
‖RAi,ηiMi(·,xi),λi,mi(zi)− R
Ai,ηi
Mi(·,xˆi),λi,mi(zi)‖ ≤ µi‖xi − xˆi‖, ∀xi, xˆi, zi ∈ Ei, (4.1)
for all i = 1, 2, . . . , p. If there exist constants λi such that 0 < λi < γimi (i = 1, 2, . . . , p) and
q
√
1− qr1 + qt1sq1 + cqs1q + µ1 +
τ
q−1
1
γ1 − λ1m1
(
q
√
δ1
qs1q − qλ1α1 + qλ1ζ1β11q + cqλq1β11q + λ1ξ11l11
)
+
p∑
j=2
λjτ
q−1
j
γj − λjmj (βj1 + ξj1lj1) < 1,
q
√
1− qr2 + qt2sq2 + cqs2q + µ2 +
τ
q−1
2
γ2 − λ2m2
(
q
√
δ2
qs2q − qλ2α2 + qλ2ζ2β22q + cqλq2β22q + λ2ξ22l22
)
+ λ1τ
q−1
1
γ1 − λ1m1 (β12 + ξ12l12)+
p∑
j=3
(βj2 + ξj2lj2)
λjτ
q−1
j
γj − λjmj < 1,
· · ·
q
√
1− qrp + qtpsqp + cqspq + µp + τ
q−1
p
γp − λpmp
(
q
√
δp
qspq − qλpαp + qλpζpβppq + cqλqpβppq + λpξpplpp
)
+
p−1∑
j=1
λjτ
q−1
j
γj − λjmj (βjp + ξjpljp) < 1.
(4.2)
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Then problem (3.1) admits a solution (x1, x2, . . . , xp, y11, y12, . . . , y1p, y21, y22, . . . , y2p, . . . , yp1, yp2, . . . , ypp) and
sequences {xn1}, {xn2}, . . . , {xnp}, {yn11}, {yn12}, . . . , {yn1p}, {yn21}, {yn21}, . . . , {yn2p}, . . . , {ynp1}, {ynp2}, . . . , {ynpp} converge to
x1, x2, . . . , xp, y11, y12, . . . , y1p, y21, y22, . . . , y2p, . . . , yp1, yp2, . . . , ypp, respectively, where {xni }, {yn1i}, {yn2i}, . . . , {ynpi} (i =
1, 2, . . . , p) are the sequences generated by Algorithm 3.1.
Proof. For i = 1, 2, . . . , p, letΩni ≡ Ai(gi(xni ))− λiFi(xn1, xn2, . . . , xnp)− λiGi(yni1, yni2, . . . , ynip).
By (3.6) and Lemma 3.1, for each i = 1, 2, . . . , p, we have,
‖xn+1i − xni ‖ =
∥∥∥∥xni − gi(xni )+ RAi,ηiMi(·,xni ),λi,mi(Ai(gi(xni ))− λiFi(xn1, xn2, . . . , xnp)− λiGi(yni1, yni2, . . . , ynip))
−
[
xn−1i − gi(xn−1i )+ RAi,ηiMi(·,xn−1i ),λi,mi(Ai(gi(x
n−1
i ))− λiFi(xn−11 , xn−12 , . . . , xn−1p )− λiGi(yn−1i1 , yn−1i2 , . . . , yn−1ip ))
]∥∥∥∥
≤ ‖xni − xn−1i − [gi(xni )− gi(xn−1i )]‖ +
∥∥∥∥RAi,ηiMi(·,xni ),λi,mi(Ωni )− RAi,ηiMi(·,xn−1i ),λi,mi(Ωn−1i )
∥∥∥∥
≤ ‖xni − xn−1i − [gi(xni )− gi(xn−1i )]‖ +
∥∥∥RAi,ηiMi(·,xni ),λi,mi(Ωni )− RAi,ηiMi(·,xni ),λi,mi(Ωn−1i )∥∥∥
+
∥∥∥∥RAi,ηiMi(·,xni ),λi,mi(Ωn−1i )− RAi,ηiMi(·,xn−1i ),λi,mi(Ωn−1i )
∥∥∥∥
≤ ‖xni − xn−1i − [gi(xni )− gi(xn−1i )]‖ +
τ
q−1
i
γi − λimi ‖Ω
n
i −Ωn−1i ‖ + µi‖xni − xn−1i ‖. (4.3)
Since gi : Ei −→ Ei is (ti, ri)-relaxed cocoercive and si-Lipschitz continuous, we have,
‖xni − xn−1i − [gi(xni )− gi(xn−1i )]‖q ≤ ‖xni − xn−1i ‖q − q〈gi(xni )− gi(xn−1i ), Jq(xni − xn−1i )〉 + cq‖gi(xni )− gi(xn−1i )‖q
≤ (1+ cqsqi + qtisqi − qri)‖xni − xn−1i ‖q, i = 1, 2, . . . , p. (4.4)
And
‖Ωni −Ωn−1i ‖ =
∥∥Ai(gi(xni ))− λiFi(xn1, xn2, . . . , xnp)− λiGi(yni1, yni2, . . . , ynip)
− [Ai(gi(xn−1i ))− λiFi(xn−11 , xn−12 , . . . , xn−1p )− λiGi(yn−1i1 , yn−1i2 , . . . , yn−1ip )]∥∥
≤ ∥∥Ai(gi(xni ))− Ai(gi(xn−1i ))− λi[Fi(xn1, . . . , xni−1, xni , xni+1, . . . , xnp)− Fi(xn1, . . . , xni−1, xn−1i , xni+1, . . . , xnp)]∥∥
+ λi
∥∥Fi(xn1, . . . , xni−1, xn−1i , xni+1, . . . , xnp)− Fi(xn−11 , . . . , xn−1i−1 , xn−1i , xn−1i+1 , . . . , xn−1p )∥∥
+ λi
∥∥Gi(yni1, yni2, . . . , ynip)− Gi(yn−1i1 , yn−1i2 , . . . , yn−1ip )∥∥ , i = 1, 2, . . . , p. (4.5)
Since Fi :∏pk=1 Ek −→ Ei is (ζi, αi)-relaxed cocoercivewith respect to gˆi in the ith argument, andβii-Lipschitz continuous
in the ith argument, respectively, we get,
‖Ai(gi(xni ))− Ai(gi(xn−1i ))− λi[Fi(xn1, . . . , xni−1, xni , xni+1, . . . , xnp)− Fi(xn1, . . . , xni−1, xn−1i , xni+1, . . . , xnp)]‖q
≤ ‖Ai(gi(xni ))− Ai(gi(xn−1i ))‖q − qλi
〈
Fi(xn1, . . . , x
n
i−1, x
n
i , x
n
i+1, . . . , x
n
p)
− Fi(xn1, . . . , xni−1, xn−1i , xni+1, . . . , xnp), Jq(Ai(gi(xni ))− Ai(gi(xn−1i )))
〉+ cqλqi ‖Fi(xn1, . . . , xni−1, xni , xni+1, . . . , xnp)
− Fi(xn1, . . . , xni−1, xn−1i , xni+1, . . . , xnp)‖q
≤ (δqi sqi − qλiαi + qλiζiβqii + cqλqi βiiq)‖xni − xn−1i ‖q, i = 1, 2, . . . , p. (4.6)
Since Fi :∏pk=1 Ek −→ Ei is βij-Lipschitz continuous in the jth argument for j = 1, . . . , i− 1, i+ 1, . . . , p, we have,
‖Fi(xn1, . . . , xni−1, xn−1i , xni+1, . . . , xnp)− Fi(xn−11 , . . . , xn−1i−1 , xn−1i , xn−1i+1 , . . . , xn−1p )‖
≤ ‖Fi(xn1, xn2, . . . , xni−1, xn−1i , xni+1, . . . , xnp)− Fi(xn−11 , xn2, . . . , xni−1, xn−1i , xni+1, . . . , xnp)‖
+‖Fi(xn−11 , xn2, xn3, . . . , xni−1, xn−1i , xni+1, . . . , xnp)− Fi(xn−11 , xn−12 , xn3, . . . , xni−1, xn−1i , xni+1, . . . , xnp)‖
+ · · · + ‖Fi(xn−11 , xn−12 , xn−13 , . . . , xni−1, xn−1i , xni+1, . . . , xnp)− Fi(xn−11 , xn−12 , xn−13 , . . . , xn−1i−1 , xn−1i , xni+1, . . . , xnp)‖
+‖Fi(xn−11 , xn−12 , xn−13 , . . . , xn−1i−1 , xn−1i , xni+1, . . . , xnp)− Fi(xn−11 , xn−12 , xn−13 , . . . , xn−1i−1 , xn−1i , xn−1i+1 , . . . , xnp)‖
+ · · · + ‖Fi(xn−11 , xn−12 , . . . , xn−1i−1 , xn−1i , xn−1i+1 , . . . , xnp)− Fi(xn−11 , xn−12 , . . . , xn−1i−1 , xn−1i , xn−1i+1 , . . . , xn−1p )‖
≤ βi1‖xn1 − xn−11 ‖ + βi2‖xn2 − xn−12 ‖ + · · · + βi,i−1‖xni−1 − xn−1i−1 ‖ + βi,i+1‖xni−1 − xn−1i+1 ‖ + · · · + βi,p‖xnp − xn−1p ‖
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=
i−1∑
j=1
βij‖xnj − xn−1j ‖ +
p∑
j=i+1
βij‖xnj − xn−1j ‖, i = 1, 2, . . . , p. (4.7)
It follows from the Lipschitz continuity of Gi, the D˜-Lipschitz continuity of Tij, (3.9)–(3.11) that
‖Gi(yni1, yni2, . . . , ynip)− Gi(yn−1i1 , yn−1i2 , . . . , yn−1ip )‖
≤ ‖Gi(yni1, yni2, . . . , ynip)− Gi(yn−1i1 , yni2, . . . , ynip)‖ + ‖Gi(yn−1i1 , yni2, . . . , ynip)− Gi(yn−1i1 , yn−1i2 , . . . , ynip)‖
+ · · · + ‖Gi(yn−1i1 , yn−1i2 , . . . , ynip)− Gi(yn−1i1 , yn−1i2 , . . . , yn−1ip )‖
≤
p∑
j=1
ξij‖ynij − yn−1ij ‖ ≤
p∑
j=1
ξij
(
1+ 1
n
)
D˜(Tij(xnj ), Tij(x
n−1
j ))
≤
p∑
j=1
ξij
(
1+ 1
n
)
lij‖xnj − xn−1j ‖, i = 1, 2, . . . , n. (4.8)
It follows from (4.3)–(4.8) that for each i = 1, 2, . . . , p,
‖xn+1i − xni ‖
≤
[
q
√
1+ cqsqi + qtisqi − qri + µi +
τ
q−1
i
γi − λimi
(
q
√
δi
qsiq − qλiαi + qλiζiβiiq + cqλqi βiiq + λiξiilii
(
1+ 1
n
))]
×‖xni − xn−1i ‖ +
i−1∑
j=1
(
βij + ξijlij
(
1+ 1
n
))
λiτ
q−1
i
γi − λimi ‖x
n
j − xn−1j ‖
+
p∑
j=i+1
(
βij + ξijlij
(
1+ 1
n
))
λiτ
q−1
i
γi − λimi ‖x
n
j − xn−1j ‖. (4.9)
Therefore,
p∑
i=1
‖xn+1i − xni ‖ ≤
p∑
i=1
{[
q
√
1+ cqsqi + qtisqi − qri + µi +
τ
q−1
i
γi − λimi
(
q
√
δi
qsiq − qλiαi + qλiζiβiiq + cqλqi βiiq
+ λiξiilii
(
1+ 1
n
))]
‖xni − xn−1i ‖ +
i−1∑
j=1
[
βij + ξijlij
(
1+ 1
n
)]
λiτ
q−1
i
γi − λimi ‖x
n
j − xn−1j ‖
+
p∑
j=i+1
[
βij + ξijlij
(
1+ 1
n
)]
λiτ
q−1
i
γi − λimi ‖x
n
j − xn−1j ‖
}
=
(
q
√
1− qr1 + qt1sq1 + cqs1q + µ1 +
τ
q−1
1
γ1 − λ1m1
[
q
√
δ1
qs1q − qλ1α1 + qλ1ζ1β11q + cqλq1β11q
+ λ1ξ11l11
(
1+ 1
n
)]
+
p∑
j=2
λjτ
q−1
j
γj − λjmj
[
βj1 + ξj1lj1
(
1+ 1
n
)])
‖xn1 − xn−11 ‖
+
(
q
√
1− qr2 + qt2sq2 + cqs2q + µ2 +
τ
q−1
2
γ2 − λ2m2
[
q
√
δ2
qs2q − qλ2α2 + qλ2ζ2β22q + cqλq2β22q
+ λ2ξ22l22
(
1+ 1
n
)]
+ λ1τ
q−1
1
γ1 − λ1m1
[
β12 + ξ12l12
(
1+ 1
n
)]
+
p∑
j=3
[
βj2 + ξj2lj2
(
1+ 1
n
)]
λjτ
q−1
j
γj − λjmj
)
‖xn2 − xn−12 ‖ + · · · +
(
q
√
1− qrp + qtpsqp + cqspq + µp
+ τ
q−1
p
γp − λpmp
[
q
√
δp
qspq − qλpαp + qλpζpβppq + cqλqpβqpp + λpξpplpp
(
1+ 1
n
)]
+
p−1∑
j=1
λjτ
q−1
j
γj − λjmj
[
βjp + ξjpljp
(
1+ 1
n
)])
‖xnp − xn−1p ‖
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≤ θn
(
p∑
i=1
‖xni − xn−1i ‖
)
, (4.10)
where
θn = max
{
q
√
1− qr1 + qt1sq1 + cqs1q + µ1 +
τ
q−1
1
γ1 − λ1m1
[
q
√
δ1
qs1q − qλ1α1 + qλ1ζ1β11q + cqλq1β11q
+ λ1ξ11l11
(
1+ 1
n
)]
+
p∑
j=2
λjτ
q−1
j
γj − λjmj
[
βj1 + ξj1lj1
(
1+ 1
n
)]
,
q
√
1− qr2 + qt2sq2 + cqs2q + µ2
+ τ
q−1
2
γ2 − λ2m2
[
q
√
δ2
qs2q − qλ2α2 + qλ2ζ2β22q + cqλq2βq22 + λ2ξ22l22
(
1+ 1
n
)]
+ λ1τ
q−1
1
γ1 − λ1m1
×
[
β12 + ξ12l12
(
1+ 1
n
)]
+
p∑
j=3
[
βj2 + ξj2lj2
(
1+ 1
n
)]
λjτ
q−1
j
γj − λjmj , . . . ,
q
√
1− qrp + qtpsqp + cqspq + µp
+ τ
q−1
p
γp − λpmp
[
q
√
δ
q
pspq − qλpαp + qλpζpβqpp + cqλqpβqpp + λpξpplpp
(
1+ 1
n
)]
+
p−1∑
j=1
λjτ
q−1
j
γj − λjmj
[
βjp + ξjpljp
(
1+ 1
n
)]}
.
Let
θ = max
{
q
√
1− qr1 + qt1sq1 + cqs1q + µ1 +
τ
q−1
1
γ1 − λ1m1
(
q
√
δ1
qs1q − qλ1α1 + qλ1ζ1β11q + cqλq1β11q + λ1ξ11l11
)
+
p∑
j=2
λjτ
q−1
j
γj − λjmj (βj1 + ξj1lj1),
q
√
1− qr2 + qt2sq2 + cqs2q + µ2
+ τ
q−1
2
γ2 − λ2m2
(
q
√
δ2
qs2q − qλ2α2 + qλ2ζ2β22q + cqλq2β22q + λ2ξ22l22
)
+ λ1τ
q−1
1
γ1 − λ1m1 (β12 + ξ12l12)
+
p∑
j=3
(βj2 + ξj2lj2)
λjτ
q−1
j
γj − λjmj , . . . ,
q
√
1− qrp + qtpsqp + cqspq + µp
+ τ
q−1
p
γp − λpmp
(
q
√
δp
qspq − qλpαp + qλpζpβppq + cqλqpβppq + λpξpplpp
)
+
p−1∑
j=1
λjτ
q−1
j
γj − λjmj (βjp + ξjpljp)
}
.
Then θn −→ θ as n −→ ∞. By (4.2), we know that 0 < θ < 1 and so (4.10) implies that xn1, xn2, . . . , xnp are all Cauchy
sequences. Thus, there exist x1 ∈ E1, x2 ∈ E2, . . . , xp ∈ Ep such that xn1 −→ x1, xn2 −→ x2, . . . , xnp −→ xp as n −→∞.
Now we prove that yn1i −→ y1i ∈ T1i(xi), yn2i −→ y2i ∈ T2i(xi), . . . , ynpi −→ ypi ∈ Tpi(xi) (i = 1, 2, . . . , p). In fact, it
follows from the D˜-Lipschitz continuity of T1i, T2i, . . . , Tpi and (3.9)–(3.11) that for i = 1, 2, . . . , p,
‖yn1i − yn−11i ‖ ≤
(
1+ 1
n
)
l1i‖xni − xn−1i ‖, (4.11)
‖yn2i − yn−12i ‖ ≤
(
1+ 1
n
)
l2i‖xni − xn−1i ‖, (4.12)
· · ·
‖ynpi − yn−1pi ‖ ≤
(
1+ 1
n
)
lpi‖xni − xn−1i ‖. (4.13)
From (4.11)–(4.13), we know that yn1i, y
n
2i, . . . , y
n
pi (i = 1, 2, . . . , p) are also Cauchy sequences. Therefore, there exist
y1i ∈ E1, y2i ∈ E2, . . . , ypi ∈ Ep such that yn1i −→ y1i, yn2i −→ y2i, . . . , ynpi −→ ypi as n −→∞. Further, for i = 1, 2, . . . , p,
d(y1i, T1i(xi)) ≤ ‖y1i − yn1i‖ + d(yn1i, (T1i(xi)))
≤ ‖y1i − yn1i‖ + D˜((T1i(xni )), (T1i(xi)))
≤ ‖y1i − yn1i‖ + l1i‖xni − xi‖ −→ 0.
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Since T1i(xi) is closed, we have y1i ∈ T1i(xi) (i = 1, 2, . . . , p). Similarly, y2i ∈ T2i(xi), . . . , ypi ∈ Tpi(xi) (i = 1, 2, . . . , p).
By continuity of gi, Ai, Fi,Gi, T1i, T2i, . . . , Tpi, R
Ai,ηi
Mi(·,xi),λi,mi and Algorithm 3.1, we know that x1, x2, . . . , xp, y11, y12, . . . , y1p,
y21, y22, . . . , y2p, . . . , yp1, yp2, . . . , ypp satisfy the following relation,
gi(xi) = RAi,ηiMi(·,xi),λi,mi
(
Ai(gi(xi))− λiFi(x1, x2, . . . , xp)− λiGi(yi1, yi2, . . . , yip)
)
, i = 1, 2, . . . , p.
By Lemma 3.1, (x1, x2, . . . , xp, y11, y12, . . . , y1p, y21, y22, . . . , y2p, . . . , yp1, yp2, . . . , ypp) is a solution of problem (3.1).
This completes the proof. 
Remark 4.1. By the results in Sections 3 and 4, it is easy to obtain the convergence results of iterative algorithms for the
special cases of problem (3.1). Now, we give an example as follows:
Let Mi(·, ·) = Mi(·) be (Hi, ηi)-accretive operators for i = 1, 2, . . . , p, then mi = µi = 0. By Algorithm 3.1 and
Theorem 4.1, respectively, we have the following algorithm and existence result for problem (3.2).
Algorithm 4.1. For any given x0i ∈ Ei (i = 1, 2, . . . , p), we can compute the sequences xni , yn1i, yn2i, . . . , ynpi (i = 1, 2, . . . , p)
by the following p-step iterative schemes such that for each i = 1, 2, . . . , p,
xn+1i = xni − gi(xni )+ RHi,ηiMi,λi,mi
(
Hi(gi(xni ))− λiFi(xn1, xn2, . . . , xnp)− λiGi(yni1, yni2, . . . , ynip)
)
,
yn1i ∈ T1i(xni ), ‖yn1i − yn−11i ‖ ≤
(
1+ 1
n
)
D˜
(
T1i(xni ), T1i(x
n−1
i )
)
,
yn2i ∈ T2i(xni ), ‖yn2i − yn−12i ‖ ≤
(
1+ 1
n
)
D˜
(
T2i(xni ), T2i(x
n−1
i )
)
,
· · ·
ynpi ∈ Tpi(xni ), ‖ynpi − yn−1pi ‖ ≤
(
1+ 1
n
)
D˜
(
Tpi(xni ), Tpi(x
n−1
i )
)
for all n = 0, 1, 2, . . . .
Corollary 4.1. For i = 1, 2, . . . , p, let ηi : Ei × Ei −→ Ei be τi-Lipschitz continuous, Hi : Ei −→ Ei be γi-strongly ηi-accretive
and δi-Lipschitz continuous, gi : Ei −→ Ei be (ti, ri)-relaxed cocoercive and si-Lipschitz continuous, Fi : ∏pk=1 Ek −→ Ei
be (ζi, αi)-relaxed cocoercive with respect to gˆi in the ith argument, βij-Lipschitz continuous in the jth argument for j =
1, . . . , i−1, i, i+1, . . . , p, where gˆi : Ei −→ Ei is defined by gˆi(xi) = Ai ◦gi(xi) = Ai(gi(xi)),∀xi ∈ Ei, and Gi :∏pk=1 Ek −→ Ei
be ξij-Lipschitz continuous in the jth argument for j = 1, 2, . . . , p, Mi : Ei −→ 2Ei be (Hi, ηi)-accretive, and the set-valued
mappings T1i : Ei −→ CB(Ei), T2i : Ei −→ CB(Ei), . . . , Tpi : Ei −→ CB(Ei) be l1i-D˜-Lipschitz continuous, l2i-D˜-Lipschitz, . . . ,
lpi-D˜-Lipschitz continuous, respectively. If there exist constants λi > 0 (i = 1, 2, . . . , p) such that
q
√
1− qr1 + qt1sq1 + cqs1q +
τ
q−1
1
γ1
(
q
√
δ
q
1s
q
1 − qλ1α1 + qλ1ζ1βq11 + cqλq1βq11 + λ1ξ11l11
)
+
p∑
j=2
λjτ
q−1
j
γj
(βj1 + ξj1lj1) < 1,
q
√
1− qr2 + qt2sq2 + cqsq2 +
τ
q−1
2
γ2
(
q
√
δ
q
2s
q
2 − qλ2α2 + qλ2ζ2βq22 + cqλq2βq22 + λ2ξ22l22
)
+λ1τ
q−1
1
γ1
(β12 + ξ12l12)+
p∑
j=3
(βj2 + ξj2lj2)
λjτ
q−1
j
γj
< 1,
· · ·
q
√
1− qrp + qtpsqp + cqspq + τ
q−1
p
γp
(
q
√
δ
q
pspq − qλpαp + qλpζpβppq + cqλqpβppq + λpξpplpp
)
+
p−1∑
j=1
λjτ
q−1
j
γj
(βjp + ξjpljp) < 1.
(4.14)
Then problem (3.2) admits a solution (x1, x2, . . . , xp, y11, y12, . . . , y1p, y21, y22, . . . , y2p, . . . , yp1, yp2, . . . , ypp) and
sequences {xn1}, {xn2}, . . . , {xnp}, {yn11}, {yn12}, . . . , {yn1p}, {yn21}, {yn21}, . . . , {yn2p}, . . . , {ynp1}, {ynp2}, . . . , {ynpp} converge to
x1, x2, . . . , xp, y11, y12, . . . , y1p, y21, y22, . . . , y2p, . . . , yp1, yp2, . . . , ypp, respectively, where {xni }, {yn1i}, {yn2i}, . . . , {ynpi} (i =
1, 2, . . . , p) are the sequences generated by Algorithm 4.1.
Remark 4.2. For i = 1, 2, . . . , p, if ti = ζi = 0 in Theorem 4.1 or Corollary 4.1, then gi : Ei −→ Ei becomes ri-strongly
accretive, Fi :∏pk=1 Ek −→ Ei becomes αi-strongly accretive with respect to gˆi in the ith argument, and the hypothesis (4.2)
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can be replaced by the following formula:
q
√
1− qr1 + cqsq1 + µ1 +
τ
q−1
1
γ1 − λ1m1
(
q
√
δ
q
1s
q
1 − qλ1α1 + cqλq1βq11 + λ1ξ11l11
)
+
p∑
j=2
λjτ
q−1
j
γj − λjmj (βj1 + ξj1lj1) < 1,
q
√
1− qr2 + cqs2q + µ2 + τ
q−1
2
γ2 − λ2m2
(
q
√
δ
q
2s2q − qλ2α2 + cqλq2βq22 + λ2ξ22l22
)
+ λ1τ
q−1
1
γ1 − λ1m1 (β12 + ξ12l12)+
p∑
j=3
(βj2 + ξj2lj2)
λjτ
q−1
j
γj − λjmj < 1,
· · ·
q
√
1− qrp + cqspq + µp + τ
q−1
p
γp − λpmp
(
q
√
δ
q
pspq − qλpαp + cqλqpβqpp + λpξpplpp
)
+
p−1∑
j=1
λjτ
q−1
j
γj − λjmj (βjp + ξjpljp) < 1.
And the hypothesis (4.14) can be replaced by the following formula:
q
√
1− qr1 + cqs1q + τ
q−1
1
γ1
(
q
√
δ1
qs1q − qλ1α1 + cqλq1β11q + λ1ξ11l11
)
+
p∑
j=2
λjτ
q−1
j
γj
(βj1 + ξj1lj1) < 1,
q
√
1− qr2 + cqs2q + τ
q−1
2
γ2
(
q
√
δ
q
2s
q
2 − qλ2α2 + cqλq2βq22 + λ2ξ22l22
)
+λ1τ
q−1
1
γ1
(β12 + ξ12l12)+
p∑
j=3
(βj2 + ξj2lj2)
λjτ
q−1
j
γj
< 1,
· · ·
q
√
1− qrp + cqsqp + τ
q−1
p
γp
(
q
√
δ
q
pspq − qλpαp + cqλqpβqpp + λpξpplpp
)
+
p−1∑
j=1
λjτ
q−1
j
γj
(βjp + ξjpljp) < 1.
Remark 4.3. Theorem 4.1 and Corollary 4.1 unifies, improves and extends those results in [12–17,9,18–20] in several
aspects.
Definition 4.1 ([35]). Let η : H ×H and H : H → H be two single-valued mappings, ϕ : H → R ∪ {+∞} be a proper,
η-subdifferentiable functional. If for each x ∈ H and for any ρ > 0, there exist a unique point u ∈ H satisfying
〈Hu− x, η(y, u)〉 ≥ ρϕ(u)− ρϕ(y), ∀y ∈ H,
then the mapping x 7→ u, denoted by JH,λ∂ηϕ is said to be Jη-proximal mapping of ϕ.
By the definition of JH,λ∂ηϕ , we have x− Hu ∈ ρ∂ηϕ(u), it follows that
JH,λ∂ηϕ (x) = (H + ρ∂ηϕ)−1(x).
Remark 4.4. IfH = I , then the definition of Jη-proximal mapping of ϕ becomes that of the η-proximal mapping of ϕ in [36].
Lemma 4.1. Let H : H → H be strongly η-monotone with constant γ > 0, η : H ×H → H be Lipschitz continuous with
constant σ > 0 such that η(x, y) = −η(y, x) for all x, y ∈ H and for any given x ∈ H , the function h(y, u) = 〈x−Hu, η(y, u)〉
is 0-diagonally quasi-concave in y,ϕ : H → R∪{+∞} be a proper, η-subdifferentiable functional. Then ∂ηϕ is (H, η)-monotone.
Proof. It is easy to check that ∂ηϕ is η-monotone. And the result follows from Theorem 2.1 in [35]. 
Algorithm 4.2. For any given x0i ∈ Hi (i = 1, 2, . . . , p), we can compute the sequences xni , yn1i, yn2i, . . . , ynpi (i = 1, 2, . . . , p)
by the following p-step iterative schemes such that for each i = 1, 2, . . . , p,
xn+1i = JHi,λi∂ηjϕj
(
Hi(xni )− λiFi(xn1, xn2, . . . , xnp)− λiGi(yni1, yni2, . . . , ynip)
)
.
yn1i ∈ T1i(xni ), ‖yn1i − yn−11i ‖ ≤
(
1+ 1
n
)
D˜
(
T1i(xni ), T1i(x
n−1
i )
)
,
yn2i ∈ T2i(xni ), ‖yn2i − yn−12i ‖ ≤
(
1+ 1
n
)
D˜
(
T2i(xni ), T2i(x
n−1
i )
)
,
· · ·
ynpi ∈ Tpi(xni ), ‖ynpi − yn−1pi ‖ ≤
(
1+ 1
n
)
D˜
(
Tpi(xni ), Tpi(x
n−1
i )
)
for all n = 0, 1, 2, . . . .
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Algorithm 4.3. For any given x0i ∈ Hi (i = 1, 2, . . . , p), we can compute the sequences xni , (i = 1, 2, . . . , p) by the following
p-step iterative schemes such that for each i = 1, 2, . . . , p,
xn+1i = JHi,λi∂ηjϕj
(
Hi(xni )− λiFi(xn1, xn2, . . . , xnp)
)
.
For i = 1, 2, . . . , p, let gi = Ii (the identity operator in Ei = Hi), then ti = 0 and ri = si = 1, let Mi(xi) = JHi,λi∂ηjϕj . By
Corollary 4.1 and Lemma 4.1, we have:
Corollary 4.2. For i = 1, 2, . . . , p, let Hi be an Hilbert space, ηi : Hi ×Hi −→ Hi be τi-Lipschitz continuous, Hi : Hi −→ Hi
be γi-strongly ηi-monotone and δi-Lipschitz continuous such that ηi(xi, yi) = −ηi(yi, xi) for all xi, yi ∈ Hi and for any given
xi ∈ Hi, the function hi(yi, ui) = 〈xi − Hiui, ηi(yi, ui)〉 is 0-diagonally quasi-concave in yi, ϕi : Hi −→ R ∪ {+∞} is a proper,
ηi-subdifferentiable functional, Fi : ∏pk=1 Ek −→ Ei be (ζi, αi)-relaxed cocoercive with respect to Hi in the ith argument, βij-
Lipschitz continuous in the jth argument for j = 1, . . . , i−1, i, i+1, . . . , p, and Gi :∏pk=1 Ek −→ Ei be ξij-Lipschitz continuous
in the jth argument for j = 1, 2, . . . , p, and the set-valued mappings T1i : Ei −→ CB(Ei), T2i : Ei −→ CB(Ei), . . . , Tpi : Ei −→
CB(Ei) be l1i-D˜-Lipschitz continuous, l2i-D˜-Lipschitz, . . . , lpi-D˜-Lipschitz continuous, respectively. If there exist constants λi > 0
(i = 1, 2, . . . , p) such that
τ1
γ1
(√
δ1
2 − 2λ1α1 + 2λ1ζ1β112 + λ21β112 + λ1ξ11l11
)
+
p∑
j=2
λjτj
γj
(βj1 + ξj1lj1) < 1,
τ2
γ2
(√
δ2
2s22 − 2λ2α2 + 2λ2ζ2β222 + λ22β222 + λ2ξ22l22
)
+ λ1τ1
γ1
(β12 + ξ12l12)+
p∑
j=3
(βj2 + ξj2lj2)λjτj
γj
< 1,
· · ·
τp
γp
(√
δp
2sp2 − 2λpαp + 2λpζpβpp2 + λ2pβ2pp + λpξpplpp
)
+
p−1∑
j=1
λjτj
γj
(βjp + ξjpljp) < 1.
For i = 1, 2, . . . , p, let Gi = 0, the ξij = 0. By Corollary 4.3, we have
Corollary 4.3. For i = 1, 2, . . . , p, let Hi be an Hilbert space, ηi : Hi ×Hi −→ Hi be τi-Lipschitz continuous, Hi : Hi −→ Hi
be γi-strongly ηi-monotone and δi-Lipschitz continuous such that ηi(xi, yi) = −ηi(yi, xi) for all xi, yi ∈ Hi and for any given
xi ∈ Hi, the function hi(yi, ui) = 〈xi − Hiui, ηi(yi, ui)〉 is 0-diagonally quasi-concave in yi, ϕi : Hi −→ R ∪ {+∞} is a proper,
ηi-subdifferentiable functional, Fi : ∏pk=1 Ek −→ Ei be (ζi, αi)-relaxed cocoercive with respect to Hi in the ith argument, βij-
Lipschitz continuous in the jth argument for j = 1, . . . , i − 1, i, i + 1, . . . , p. If there exist constants λi > 0 (i = 1, 2, . . . , p)
such that
τ1
γ1
√
δ1
2 − 2λ1α1 + 2λ1ζ1β112 + λ21β112 +
p∑
j=2
λjτj
γj
βj1 < 1,
τ2
γ2
√
δ2
2s22 − 2λ2α2 + 2λ2ζ2β222 + λ22β222 +
λ1τ1
γ1
β12 +
p∑
j=3
βj2
λjτj
γj
< 1,
· · ·
τp
γp
√
δp
2sp2 − 2λpαp + 2λpζpβpp2 + λ2pβpp2 +
p−1∑
j=1
λjτj
γj
βjp < 1.
Then problem (3.7) admits a solution (x1, x2, . . . , xp) and sequences {xn1}, {xn2}, . . . , {xnp} converge to x1, x2, . . . , xp,
respectively, where {xni } (i = 1, 2, . . . , p) are the sequences generated by Algorithm 4.3.
Remark 4.5. Corollaries 4.2 and 4.3 generalize and improve the main results in [29–34].
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