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A class of stochastic differential equations is considered which arises by adding a 
nonlinear term with a small parameter 6 in the drift coefficient of a linear stochastic 
system. First, for a fixed time an expansion in powers of 6 of the expectations of 
functions is established. Second, under the assumptions guaranteeing the existence 
of a unique ergodic measure, the corresponding expansion of the expectations of 
functions with respect to the invariant measure in powers of 6, a’,... is also 
established. 
Consider the Markov process c”(t) = (r:(t),..., c:(t)) satisfying the 
stochastic differential equations 
d<’ = (A(’ + SBg(<‘)) dt + B dw (l-1) 
with initial data t*(O) =x, where w  is an m < n dimensional Brownian 
motion. Occasionally, we write r:(t) to indicate dependence on the initial 
state x. More often, this dependence is shown by writing probabilities and 
expectations as P,(. . a ), E,(. . .). For 6 = 0, we get the unperturbed system for 
the process to, 
d<’ = Ato dt + B dw, 
with same initial data r”(O) = x. 
(1.10) 
Many interesting properties of the process cs are determined by the 
expectation E,@(<*(t)) for various choice of @. For instance, if Q(x) = xf, 
then E,@(<‘(t)) is the Ith moment of the component c:(t). These expec- 
tations could be calculated in principle from knowing the distribution of 
r’(t). However, it is in general not possible to obtain such a distribution. 
Nevertheless, since the unperturbed system is linear, it has been well known 
that {O(t) has Gaussian distribution. This distribution is completely deter- 
mined by the mean p(t) and variance R(t) of <O(t) which can be obtained by 
solving the following ordinary differential equations, 
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dp = Ap dt, 
dR=(AR+RA*+BB’)dt. 
Thus instead of trying to find E,@(rs(t)) directly, we present in this paper 
an expansion in powers of 6 of E,@(r’(t)) such that the successive coef- 
ficients in the expansion can be obtained theoretically with only the 
knowledge of the solution of the unperturbed problems. However, the actual 
computations are usually very complicated. 
In addition, assuming that the processes of rs, to are ergodic with 
corresponding finite invariant measure rug(x), pa(x), respectively, we are also 
interested in establishing an expansion of JR” @J(X) dp,(t) in powers of 6. 
This paper was suggested by a paper of Fleming [ 1 ] and a paper of 
Holland [4] in which the expansions were derived for the case of small noise 
problems. An expansion of the same type for the stochastic nearly linear 
regulator problem was discussed in Tsai [6]. Kushner [5], Wonham [7, 81 
and Zakai [lo] have found criteria for the existence of a unique invariant 
measure and upper bounds on the expectations of functions with respect to 
the invariant measure. 
We begin in Section 2 by giving some assumptions about the systems and 
subsequently obtaining some preliminary results for later use. In Section 3 
the expansion for the fixed finite time is considered and the validity of such 
expansion is then proved. Finally in Section 4 the ergodic expansion is 
considered for the proposed problems. 
2. ASSUMPTIONS AND PRELIMINARY RESULTS 
Let us denote by C’.* the space of functions u(t, x) from [0, co) X R” to R 
continuous together with the partial derivatives u,, uXi, uXizj, i, j = 1, 2,..., n. 
We say that u(t, x) satisfies a polynomial growth condition if, for some 
positive constants c, a, ~u(t,x)~ < ~(1 + Ix]“) for all (t, x). Let Ci,’ denote the 
class of u in C’s* which satisfies a polynomial growth condition, A function 
u(t, x) is said to satisfy a uniformly exponential decay condition if there exist 
nonnegative constants c, a and c > 0 such that lu(t, x)] < ~(1 + Ix]“) e-“’ for 
all (t, x). Let C:*’ denote the class of u in C’,* which satisfies a uniformly 
exponential decay condition. Throughout, p will denote an n vector with 
nonnegative integer components, and 
where IpI =pi + e-e +p,. In all other instances ] . ] is the appropriate 
Euclidean norm. 
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The following assumptions are made: 
(AI) g is C” on R”, g and g, are bounded, Df g E Ci,’ for ]p] > 2. 
(AII) (A,B) is controllable and satisfies condition (CO) in 15, p. 121. 
(AIII) There exist positive definite matrices Q and H such that 
A’Q+QA=-H. 
(AIV) @ is C” and Dt@ E Ci,’ for ay /3. 
Condition (AI) ensures the existence and uniqueness of the process rs in 
(1.1”). Moreover, by standard estimates and condition (AIII), one obtains, 
for any m > 0, 
E, ] D$$(t)l” E C:,’ 
for ]p] > 1 and, for any fixed time t, 
E, It;Wl” E C;,’ 
and 
E, 1 Dft<;(t)l” E Cjq2 
(2.1) 
(2.2) 
(2.3) 
for any /3. Actually the quantity in (2.3) is bounded if ]p] > 1. See [3, p. 61]. 
The result there is verified only for one-dimensional process, however; the 
extension to higher dimensional process is rather straightforward. Moreover, 
condition (AIII) also implies the existence of a finite invariant measure 
which will be used in Section 4. 
Our method is based on the Ito stochastic differential rule. See [2, 31. If 
y(t,x) is in C1*2, then this rule implies that 
Lhy(t - s, r’(s)) = (-CT/& + 9’“) v/ ds + iyX . B dw, (2.4) 
where 9’ is the differential operator associated with the stochastic process 
5”, namely, 
4p”ty = f tr BB’yxx + y, . (Ax + GBg(x)). (2.59 
Here wx = (w,,,..., t,u,,) is the gradient in the variables x and tr X means the 
trace of the matrix X. The functions on the right side of (2.4) are evaluated 
at (t -s, c’(s)). Take E, jb on both sides. If 
E, 
i 
‘Jyr,.BI’ds< co, (2.6) 
0 
’ E, 
i 
(-a/at + 9’) 1 y(t - s, t*(s))1 ds < 03, (2.7) 
0 
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then E, lk yx . B dw = 0 and 
y(t, x) = -E, 1’ (-a/at + 9’) I& - s), T’(s)) ds + E, ~(0, r’(t)). (2.8’) 
0 
For 6 = 0 let 9’ denote the differential generator corresponding to to; that 
is. 
~“~=~trBB’~xx+(u,sAx. (2.50) 
Formula (2.8”) reduces to 
t//(t, x) = -E, jr (-a/at + y”) v(t - s, r’(s)) ds + E, ~(0, r”(t)). (2.8’) 
0 
The following lemma plays a crucial role in proving the validity of the 
expansion. 
LEMMA 2.1. Let X be the ClF2 solution on [0, co) x R” of the equation 
(-a/at + 9”) x + A (I, x) = 0 (2.9) 
with boundary condition X(0, x) = Y(x), x E R”. 
(a) If Dt Y E Cjq’ and D$4 E Cj*’ for any j3, then DCX E Cj,’ for 
any P. 
(b) If 0; YE C;*’ and D$4 E Cl,’ for any j3, then DtX E C:,2 for 
any IPI 2 1. 
Proof: From (2.2) and assumptions, it is easy to see that (2.6) and (2.7) 
are satisfied for the function X. Therefore, by the Ito stochastic differential 
rule, one obtains that 
X(t, x) = E, lt A (t - s, r”(s)) ds + E, Y(<“(t)) 
0 
and hence 
Xxi@, x) = E, (LA 0 - s, t”(s)) Q(S) ds + E, W”W vi(t), 
0 
where vi(t) = (a<“/3x,)(t). By (2.1) and (2.2) X, X+E Cj** under the 
conditions of (a), and Xxi E Cj*’ under the conditions of (b). By a 
straightforward argument, one proves the lemma for the first-order term. 
Higher-order terms follow in a similar manner. 
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3. EXPANSIONS IN POWERS OF &FOR FIXED TIME 
Given a fixed time t let us write 
We wish to expand @(t, x) in powers of 6, 
rpS(f, x> = (p”(t, x) + 68,(t, x) + d28,(t, x) + . -- + fYB,(t, x) + o(8), (3.1) 
where 1 is finite but arbitrary. Later the validity of such an expansion will be 
shown for any 1. The coefficients 0,) 8,,... can be derived formally in the 
following way. Under the assumptions (AI) and (AIV), it is known that 
#(t, x), ~‘(t, x) satisfy the partial differential equations 
(-a/at + P) rpyt, x) = 0, (3.2”) 
(-a/al + 9”) ql”(t, x) = 0, (3.2’) 
respectively, with the same initial condition 
pyo, x) = (oO(O, x) = Q(x). (3.3) 
By formally differentiating (3.2’) repeatedly with respect to 6 and setting 
S = 0, one gets the partial differential equations 
(-apt + YO> &(t, x) + &T(x) * (e,- Jx (t, x) = 0 (3.4) 
with Cauchy data 0,(0,x) = 0 for k = 1, 2,... and with f3,(t, x) = cp’(t, x). 
Using the Ito stochastic differential rule we then get 
W, x) = E, If &So(s)) . CO,- Ax (t - s, T’(s)) ds, k = 1, 2,.... (3.5) 
0 
From the above formula it is seen that in order to compute 8,) 8,,... for 
given initial state x, we have to know partial derivatives cpz, cp:,,... of any 
order. These can be found from the derivatives of @ and from <z, [z,,... . The 
latter have been discussed in Section 2. To get 0,(t, x) one needs the 
derivative cpz. To get e,(t, x) one needs (e,),, which can be obtained by 
differentiating (3.5) with k = 1 wih respect to x; i.e., one gets (e,), in terms 
of second-order derivative of PO, and so on. 
The following two lemmas follow Lemma 2.1 obviously and play the 
major role in proving the validity of (3.1). 
LEMMA 3.1. IF$p”(t, x) E Cj*‘, for any P. 
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ProoJ ~“(t, X) satisfies Eq. (2.9) with /f = 0, Y = L which satisfy the 
first set of conditions of Lemma (2.1). 
LEMMA 3.2. DfCe,(t, x) E CiT2 for IpI > 1 and k = 1, 2 ,... . 
ProoJ This statement can be proved by mathematical induction. Using 
Lemma 2.1 the result holds with k = 1. Assume the result true for any 
positive integer k. Then Bk+ r(t, X) satisfies the conditions of Lemma 2.1 with 
n =Bg. (B&and Y=O. 
The main result of this section is the following theorem. 
THEOREM 3.1. Under the assumptions (AI) and (AIV) the expansion 
(3.1) holds uniformly for (t, x) in any compact set. 
ProoJ Let 
S,“(t, x) = S-“(9’(r, x) - 9”(f, x) - M,(t, x) - ... - Sk-lBk- ,(t, x)). 
We must show that, for each k, @;f(t,x) --t O&,x) as 6-, 0. By direct 
calculation one finds that 
(-apt + 9”) egf, X) + Bg(x) . (ek- ,jx (t, X) = 0 (3.6) 
with Cauchy data @(O, x) = 0. The existence and uniqueness of a C’*2 
solution to (3.6) can be proved in a similar way as used in Theorem 1 of [3, 
p. 731. More specifically, by Ito stochastic rule one finds 
et@, X) = E, f Bg(&S)) - (ek- dx (t - S, ?(S)) dS. 
0 
Using the linear growth of g and (8k-,)X and the bound (2.3) on the 
moments of r’(t), one finds that E, IBg(c*(s)) . (f3,-,)X (t - s, T’(s))j’ is 
bounded independent of 6. Since r’(t) - e(t) = 6 j; X(f, s) Bg(c’(s)) ds, 
where X(t, s) is the fundamental solution of d= AX with X(s, s) = 1, we 
obtain r$? --) to in probability. Therefore by dominated convergent theorem, 
we have @(t, x) --t ek(t, x) as 6 --f 0. This proves Theorem 3.1. 
4. ERGODIC EXPANSIONS 
Under the assumptions (AI) and (AIII), it has been shown that for each 
6 > 0 and 6 = 0 there exists a unique finite invariant measure which we will 
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denote by ,u8 and ,uO, respectively. See [S]. Recall that p0 is Gaussian and 
hence is known. Let 
We wish to expand q” in powers of 6, 
qs = (PO + 68 + 6%, + * * * + 6’8, + u(8), (4-I) 
where the constants 8, are the limit of e,(f, x) in (3.1) with x = 0 as t goes to 
infinity. 
Condition (AIII) implies that all moments ](“(c)]~ are ultimately bounded; 
that is, given 6 and a positive integer k, there exists a constant C such that 
for small enough 6 
lim sup E 1 r”(t)l” < C. 
t+m 
(4.2) 
This result is proved in Theorem 2 of [9]. 
By (AIV) and (4.2) we have, for any GI > 0, 
lim sup E,(@(<‘(t)))‘+~ < CO, lim sup E,(@(2j”(t)))‘+” < co. 
t-ra! t+cc 
These imply quite obviously that 
lim rp’(t, x) = rp’, 
t-m 
lim rp’(t, x) = ‘p”, 
t-Q, (4.3) 
Using the same method as in the proof of Lemma 3.1 and Lemma 3.2, we 
can show the following two lemmas which are used to prove the validity of 
the expansion (4.1). 
LEMMA 4.1. Dtrp’(t, x) E Cj**jbr any /3. 
LEMMA 4.2. D$9,(t, x) E Cl** for any I/?[ > 1 and k = 1,2 ,.... 
Since the limits in (4.3) do not depend on x, it does not matter where the 
system starts. In the following theorem we will start the system at x = 0; and 
the associated expectation will be denoted by E(..*). 
THEOREM 4.1. Under the assumptions (AI)-(AIV), the ergodic 
expansion (4.1) holds. 
Proof: In the expansion (3.1) at x = 0, o(8) is $(f$(t, 0) - s,(t, 0)). 
308 CHUN-PING TSAI 
Because of (4.3), in order to prove the theorem it suffices to show that, for 
any positive integer k, 
and 
lim sup (@(t, 0) - 0,(t, O)l < C6 
r-m 
(4.4) 
lim e,(t, 0) (4.5) t-m 
exist where C may depend on k. Let us first establish (4.4). Fix k and define 
l&t, x) = egt, x) - e/Jr, x). 
Then I@ satisfies 
(-a/at + P) yyt, x) + @g(x) . (&)* (t, x) = 0 
with Cauchy conditions ~~(0, x) = 0. By Ito stochastic differential rule, we 
have 
v'(f, 0) = 6E j' Bg(t'(s)) - (e/J, (t - s, t%)) ds. 
0 
Using the uniformly exponential decay condition on (f9,), (t, x) and the 
bound (4.2) on the moments of r’(t), one obtains 
lim sup 1 p’(t, O)( < Cd 
/-cc 
for some constant C. Hence (4.4) is proved. 
Next we establish (4.5). Let k be a positive integer. Using (2.2) and the 
uniformly exponential decay condition of (f9,-,)x (I, x), one obtains from 
(3.5) the existence of the limit of 8,(t, 0) as t+ co. This proves (4.5). 
5. REMARKS 
The assumptions in this paper are rather restrictive, since it consequently 
excludes many interesting cases, for instance, when g is a polynomial 
function. The generalization of the proposed assumptions is not quite 
obvious at the present stage. However, the condition (AIII) still seems to 
play an important role since it guarantees the existence of an ergodic 
measure for the reduced problem. For example, consider the stochastic 
differential equations 
dts = -S(t”)3 dr + dw. 
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Clearly condition (AIII) is not satisfied and the reduced problem does not 
possess an ergodic measure. The equation has a unique ergodic measure 
whose density is given by 
pw = 
exp(-6x4/2) 
J” o. exp(-6u4/2) du ’ 
Let @(x)=x*, then 
cpg _ fi J”% x2 exp(-x4) h 
8”’ I?, exp(-x4) dx ’ 
which contradicts Eq. (4.1). The author will also be investigating problems 
related to this paper for more complex situations and will present the results 
in another paper. 
ACKNOWLEDGMENTS 
The author would like to thank W. H. Fleming for his guidance and encouragement 
through the course of this study. 
REFERENCES 
1. W. H. FLEMING, Stochastically perturbed dynamical systems, Rocky Mounfain J. Math. 4 
(3) (1974), 407433. 
2. W. H. FLEMING AND R. RISHEL, “Deterministic and Stochastic Optimal Control,” 
Springer-Verlag, New York/Berlin, 1975. 
3. I. GIHMAN AND A. SKOROTSHOD, “Stochastic Differential Equations,” Springer-Verlag, 
New York/Berlin, 1972. 
4. C. HOLLAND, Ergodic expansions in small noise problems, J. Dtfferential Equations 17 
(1974) 281-288. 
5. H. KUSHNER, The Cauchy problem for a class of degenerate parabolic equations and 
asymptotic properties of the related diffusion processes, J. DSf)^erential Equations 6 
(1969), 209-23 1. 
6. C. P. TSAI, Perturbed stochastic linear regulator problems, SIAM J. Control 16 (1978), 
396-4 10. 
7. W. M. WONHAM, Liapunov criteria for weak stochastic stability, J. Dl@rential Equations 
2 (1966), 195-207. 
8. W. M. WONHAM, A Liapunov method for the estimation of statistical averages, J. 
Dlfirential Equations 2 (1966), 365-377. 
9. M. ZAKAI, On the ultimate boundedness of moments associated with solutions of 
stochastic differential equations, SIAM J. Control 5 (1967), 588-593. 
10. M. ZAKAI, A Liapunov criterion for the existences of stationary probability distributions 
for systems perturbed by noise, SIAM J. Control 7 (1969), 390-397. 
