Abstract. CECA algorithm is a very efficient clustering routing algorithm for solving WSN problems. However, in the CECA algorithm, the cluster heads send data directly to the base station in the form of single hop, this results in excessive energy consumption. To overcome this deficiency, a cluster head multi-hop routing algorithm based on an improved social group algorithm with energy consumption model and network model is proposed in the paper. Firstly, an improved SGO algorithm with adding process of learning historical information is proposed to improve the diversity of the population. Then, the improved algorithm is combined with the CECA protocol to enable the cluster heads in WSN transmit data to the base station in a multi-hop manner to prolong the lifetime of the network. To show the effectiveness of the proposed method, the algorithm is tested on a random distributed sensor network, the experimental results show that the improved algorithm can effectively prolong the life cycle of the network.
Introduction
WSN (Wireless Sensor Networks) is composed of a large number of self-organized sensor nodes distributed in a particular space. They cooperate with each other to collect and process data from the target area and communicate with remote base stations [1] [2] . Based on these features, wireless sensors are widely used in many fields, such as military defense, industrial and agricultural control, biological medical treatment, environmental monitoring and so on, and have achieved remarkable results [3] .Wireless sensor network nodes are usually battery powered and the batteries are difficult to be reclaimed and replaced, saving energy and prolonging the life cycle of the network become one of the hotspots of research.
Coverage and Energy Aware Clustering Algorithm (CECA) is an energy-efficient clustering routing algorithm based on node degree, relative distance and residual energy has been proposed in recent years [4] . In the algorithm, the node degree and the relative distance between nodes are fully considered when choosing the cluster head, moreover, the residual energy of the nodes is considered. The cluster quality is improved with selecting cluster heads by such method. For the cluster heads send data directly to the base station in the form of single hop, the energy of some nodes is excessive consumed, the life of the network may be shorten.
In this paper, a multi-hop routing algorithm based on improved social group algorithm is proposed to solve the shortage of data sent directly to the base station in the form of single hop in the CECA algorithm. In each round of the cluster head election, the improved social group algorithm is used to find out an optimal path for all cluster heads and base stations. Each cluster head collects the information from other members in its cluster, and then the collected information are sent to the next cluster along the optimal path. The last cluster head on the path is responsible for sending all the data from cluster heads to the base station. Experimental results show that the network lifetime and energy consumption indicators of the proposed algorithm are better than some other methods.
SGO algorithm
Social group optimization algorithm (SGO) is a new optimization algorithm based on social groups proposed by Suresh Satapathy in 2016 [5] , which is simple and easy to implement, it has achieved good results in some optimization problems [6] . Compared with other algorithms, the SGO algorithm takes the best group of individuals as learning guides in the two learning stages, and the algorithm converges faster. The algorithm consists of three stages: population initialization, Improving stage learning and Acquiring phase learning. The details of original SGO is shown as follows.
population initialization
The population is randomly initialized as shown in equation 1.
Where i=1,2,…,N,j=1,2,…,D ,N is the size of the population, D is the dimension of the variable; r is a random number, r ∼ U(0, 1) ;x max and x min are the upper and lower limits of the variables respectively; X is the individual location.
Improving stage learning
The learning strategy adopted by the SGO algorithm at this stage is shown in equation 2. 
（2）
where c is self-introspection parameter. Its value can be set between 0 and 1，the experimental results of literature [5] show that the performance of the algorithm is good when c is 0.2. gbest j is the j-th dimension variable of the current generation of the best individual. Xnew i,j and Xold i,j are the j-th dimension variables before and after the i-th individual updated.
Acquiring phase learning
In the acquiring phase, each individual randomly selects an individual from the population as the learning object, and combines with the optimal individual information of the current generation group to learn. The specific learning method is as shown as follows.
Where X i,j and X k,j are the j-th dimensional variables of individual i and individual k respectively; Xnew i,j and Xold i,j are the j-th dimension variables before and after the i-th individual update; gbest j is the j-th dimension variable of the current generation of the best individual.
Improvement of algorithm
Compared with other algorithms, the SGO algorithm takes the best group of individuals as learning guides in the two learning stages, and the algorithm converges faster. However, the fast convergence speed of the algorithm might make the diversity of the population loss easily. The algorithm easily falls into the local optimal solution [7] . To improve the performance of original SGO, some good individuals in historical population are selected as learning objective for some individuals of current population with lower grades. This operator may improve the diversity of learning, and the diversity of the population may be improved. The detail steps are shown as follows.
Step 1： An initial history population is randomly generated and evaluated during the population initialization phase.
Step 2：Two random numbers r 1 and r 2 are randomly generated, if r 1 < r 2 , the individual in the history group is replaced by the individual at the present stage. The operation is shown in equation 5.
If
Step 3：The individuals of historical population is evaluated and ranked in descending order according to their performance.
Step 4： Sorting the current population in descending order according to their performance, then the posteriori 25 percent individuals of current population learns knowledge from the former 25 percent individuals of historical population according to equation 6. 3 The Clustering Multi-hop Routing Algorithm based on SGO
The two discretization operations
The distribution of nodes in the wireless sensor network is discrete, the continuous SGO cannot solve the discrete problems. The algorithm should be discretized. In the method, crossover and mutation procedures should be in discretization forms . The detail steps are shown as follows.
Discretization Crossover Operation
Partial mapping crossover is used in this stage [8] .Identify the cross parent, and divide the parent two samples into two groups. The crossover operation is as follows (assuming the number of clusters is 10)： First, two parent individuals A and B are randomly selected from the current population. Generating two random integers r 1 and r 2 in the range [1, 10] , such as r 1 =4, r 2 =7. The data between the two positions of individuals A and B are crossed, thus the two new individuals are formed as follow. After crossing, an individual may have the same cluster nodes, non-repetitive nodes are maintained in the individuals, and the repetitive nodes are eliminated with partial mapping method [8] . The individuals AA and BB is modified as NewAA and NewBB as follows. 
Mutation Operation
The reverse mutation is performed in this algorithm [9] . Firstly, two random integers r 1 and r 2 in the range [1, 10] are generated, for example, r 1 =4, r 2 =7. Then the genes from the fourth to seventh place of individual A are changed according to reverse operation, the result is shown as follows. 
Clustering Head Multi-hop Routing with SGO
The cluster head nodes of a network is elected by literature [4] .After each round of the cluster head election, the SGO algorithm is used to find out an optimal path through which the information of all the cluster heads and base stations is transmitted. The information of nodes in a cluster is collected by its cluster head, and the information of different cluster heads is flowed along the optimal path. The last cluster head on the path is responsible for sending the information to the base station. In each cycle, the node information of the cluster head is counted, the coordinates and serial numbers are recorded, and the distance between any two cluster heads is calculated according to the coordinates. The detail steps of the method are shown as follows: （1）Population initialization An initialized population is generated randomly as the initial solution. Assuming that each individual is represented as a random sequence of 10 cluster heads, a single link multi hop communication route can be formed among nodes. For example, for 10 cluster heads,
（2）Fitness function calculation
The three factors with considering communication distance between nodes, degree of nodes, and residual energy of nodes are used as fitness function of the improved SGO algorithm [4] . It is shown in equation 7.
Where d(i) is the average distance from all neighbor nodes within the broadcast radius Rc to i-th node in the wireless sensor network; Number(i) is the degree of the nodei; C 1 , C 2 and C 3 is the weights of three factors in the fitness function calculation, and in general C 1 +C 2 +C 3 =1.
(3) Improving phase operation In the improving phase of the basic SGO algorithm, the learner updates the knowledge according to equation 2. However, since the distribution of nodes in the wireless sensor network is discrete, the values calculated by the nodes according to equation 2 cannot be mapped to the corresponding network nodes one by one, and discrete processing is needed for the equation 2. The update formula is shown as follows.
where  represents the crossover operation; gbest is the best individual of current generation. After crossover operation, the mutation operation is performed to generate a new learner, the update formula is shown as follow.
ii newX TX  (9) where  represents the mutation operation; newX i is the new position of i-th individual after mutation operation; TX i is the position of i-th individual before mutation operation. Accept newX i ,if it gives a better fitness than Xold i .
(4) Acquiring phase operation
In the acquiring phase of the basic SGO algorithm, the learner X i in the population is updated based on the difference between the learner X j randomly selected from the population and the information of the best learner of the current population. For clustering head multi-hop routing optimization problem, the update formula is formulated as follows:
Where X i is the randomly selected individuals from the current population. X j is different from the i-th individual and randomly selected from the current population.The mutation operation procedure is the same as the improving stage.
(5) History information learning operation
According to the improved SGO, the history information learning operation is discretized as follows.
(12) The mutation operation procedure is the same as the improving stage. (6) If the terminal condition is satisfied, the algorithm is ended and the cluster head ordering of the optimal path are recorded; otherwise, go to Steps 2.
Simulation experiment
In order to verify the performance of the proposed algorithm, the improved algorithm is simulated by Matlab2012 simulation platform. The results are compared with LEACH [10] , LEACH-GA [11] , CECA algorithm [4] . The life cycle and the energy consumption of the network are chosen as the compared indexes.
In the simulation experiment, The size of population is 80.100 sensor nodes are randomly distributed in the set area of 100 m × 100 m, and the position of base station is (50, 150). The main parameters of the wireless sensor network model are shown in Table 1 . 
Experimental results
To fairly compare the performance of different methods, the LEACH algorithm, LEACH-GA algorithm, CECA algorithm and the improved algorithm proposed in this paper are independently simulated 30 times. The best route of 30 runs with the improved SGO algorithm is shown in Figure  2 . The average results in terms with life cycle and the energy consumption of the network of 30 simulation runs are displayed in Figure 3 and Figure 4 . Figure 3 indicates the relationship between network life cycle and survival node. When the remaining nodes in the network are too few, the wireless sensor network will unable to achieve the function of collecting environmental data. Therefore, the time when the 90% node dies in the network is regarded as the life cycle of the network in this paper. Figure 3 displays that the first death node of LEACH, CECA and LEACH-GA algorithm appeared earlier, and the improved algorithm did not appear the first death node until the 22 round. This shows that the improved algorithm balances the energy consumption of the network well, and avoids some nodes are early dead. The life cycle of LEACH algorithm is 28 rounds, the life cycle of LEACH-GA algorithm is 32 rounds, and the life cycle of CECA algorithm is 34 rounds. The life cycle of the proposed algorithm in this paper is 38 rounds. It shows that the improved algorithm improves the performance of node energy balance significantly. Figure 4 shows the relationship between network energy consumption and life cycle. The figure displays that the improved algorithm has minimal energy consumption per round. Compared with the other three algorithms, the improved SGO algorithm reduces energy consumption in the network running phase.
Conclusion
Based on the CECA algorithm, the improved SGO algorithm is used to optimize the optimal path of multiple hops among cluster heads, which effectively solves the problem of excessive energy consumption of single hop transmission in cluster heads. The results of simulation experiment show that the proposed algorithm is better than LEACH, LEACH-GA and CECA algorithm in terms with network life cycle and energy consumption.
