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Abstract
This paper is concerned with two-person mean-field linear-quadratic non-zero sum stochastic dif-
ferential games in an infinite horizon. Both open-loop and closed-loop Nash equilibria are introduced.
Existence of an open-loop Nash equilibrium is characterized by the solvability of a system of mean-field
forward-backward stochastic differential equations in an infinite horizon and the convexity of the cost
functionals, and the closed-loop representation of an open-loop Nash equilibrium is given through the
solution to a system of two coupled non-symmetric algebraic Riccati equations. The existence of a closed-
loop Nash equilibrium is characterized by the solvability of a system of two coupled symmetric algebraic
Riccati equations. Two-person mean-field linear-quadratic zero-sum stochastic differential games in an
infinite time horizon are also considered. Both the existence of open-loop and closed-loop saddle points
are characterized by the solvability of a system of two coupled generalized algebraic Riccati equations
with static stabilizing solutions. Mean-field linear-quadratic stochastic optimal control problems in an
infinite horizon are discussed as well, for which it is proved that the open-loop solvability and closed-loop
solvability are equivalent.
Keywords. Two-person mean-field linear-quadratic stochastic differential game, infinite horizon, open-
loop and closed-loop Nash equilibria, algebraic Riccati equations, MF-L2-stabilizability, static stabilizing
solution
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1 Introduction
Let (Ω,F ,P,F) be a complete filtered probability space, on which a one-dimensional standard Brownian
motion W (·) is defined with F ≡ {Ft}t>0 being its natural filtration augmented by all the P-null sets in F ,
E[ · ] denotes the expectation with respect to P. Throughout this paper, we let Rn×m and Sn be the set of all
(n×m) (real) matrices and (n×n) symmetric (real) matrices. We denote Rn = Rn×1. For a Euclidean space
H, say, H = Rn,Rn×m, let C([0,∞);H) denote the space of H-valued continuous functions ϕ : [0,∞) → H,
L2(H) denote the space of H-valued functions ϕ : [0,∞)→ H with ∫∞0 |ϕ(t)|2dt <∞, and L2F(H) denote the
space of F-progressively measurable processes ϕ : [0,∞)× Ω→ H with E ∫∞
0
|ϕ(t)|2dt <∞.
Consider the following controlled linear mean-field stochastic differential equation (MF-SDE, for short)
on the infinite horizon [0,∞):
(1.1)

dX(t) =
{
AX(t) + A¯E[X(t)] +B1u1(t) + B¯1E[u1(t)] +B2u2(t) + B¯2E[u2(t)] + b(t)
}
dt
+
{
CX(t)+C¯E[X(t)]+D1u1(t)+D¯1E[u1(t)]+D2u2(t)+D¯2E[u2(t)]+σ(t)
}
dW (t), t > 0,
X(0) = x.
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In the above, X(·) is the state process taking values in Rn with x being the initial state. For i = 1, 2, ui(·)
is the control process of Player i, taking values in Rmi , respectively. The coefficients A, A¯, C, C¯ ∈ Rn×n,
B1, B¯1, D1, D¯1 ∈ Rn×m1 , B2, B¯2, D2, D¯2 ∈ Rn×m2 are given constant matrices, and b(·), σ(·) ∈ L2F(Rn). We
introduce the following spaces:
X [0, T ] =
{
X : [0,∞)× Ω→ Rn ∣∣ X(·) is F-adapted, t 7→ X(t, ω) is continuous, and
E
[
sup
t∈[0,T ]
|X(t)|2
]
<∞
}
, for T > 0,
Xloc[0,∞) =
⋃
T>0
X [0, T ], X [0,∞) =
{
X(·) ∈ Xloc[0,∞)
∣∣ E∫ ∞
0
|X(t)|2dt <∞
}
.
By a standard argument using contraction mapping theorem, one can show that for any initial state x ∈ Rn
and control pair (u1(·), u2(·)) ∈ L2F(Rm1) × L2F(Rm2), state equation (1.1) admits a unique strong solution
X(·) ≡ X(·;x, u1(·), u2(·)) ∈ Xloc[0,∞). Next, for i = 1, 2, we introduce the following cost functionals:
(1.2)
Ji(x;u1(·), u2(·)) = E
∫ ∞
0
[〈Qi S⊤i1 S⊤i2Si1 Ri11 Ri12
Si2 Ri21 Ri22
X(t)u1(t)
u2(t)
 ,
X(t)u1(t)
u2(t)
〉+ 2〈
 qi(t)ρi1(t)
ρi2(t)
 ,
X(t)u1(t)
u2(t)
〉
+
〈Q¯i S¯⊤i1 S¯⊤i2S¯i1 R¯i11 R¯i12
S¯i2 R¯i21 R¯i22
E[X(t)]E[u1(t)]
E[u2(t)]
 ,
E[X(t)]E[u1(t)]
E[u2(t)]
〉]dt,
where 
Qi, Q¯i ∈ Sn, Si1, S¯i1 ∈ Rm1×n, Si2, S¯i2 ∈ Rm2×n,
Ri11, R¯i11 ∈ Sm1 , Ri22, R¯i22 ∈ Sm2 , Ri12 = R⊤i21, R¯i12 = R¯⊤i21 ∈ Rm1×m2 ,
qi(·) ∈ L2F(Rn), ρi1(·) ∈ L2F(Rm1), ρi2(·) ∈ L2F(Rm2).
Note that for (x, u1(·), u2(·)) ∈ Rn × L2F(Rm1) × L2F(Rm2), the solution X(·) ≡ X(· ;x, u1(·), u2(·)) to (1.1)
might just be in Xloc[0,∞) in general. Therefore, in order the cost functionals Ji(x;u1(·), u2(·)), i = 1, 2 to
be defined, the control pair (u1(·), u2(·)) has to be restricted in the following set of admissible control pairs:
(1.3) Uad(x)=
{
(u1(·), u2(·)) ∈ L2F(Rm1)× L2F(Rm2)
∣∣ X(· ;x, u1(·), u2(·)) ∈ X [0,∞)}, x ∈ Rn.
Note that Uad(x) depends on the initial state x. The corresponding X(·) ≡ X(· ;x, u1(·), u2(·)) is called an
admissible state process for the initial state x. Then we can loosely formulate the following problem.
Problem (MF-SDG). For any initial state x ∈ Rn, Player i (i = 1, 2) wants to find a control
u∗i (·) so that (u∗1(·), u∗2(·)) ∈ Uad(x) such that the cost functionals u1(·) 7→ J1(x;u1(·), u∗2(·)) and u2(·) 7→
J2(x;u
∗
1(·), u2(·)) are minimized, subject to (1.1).
We refer to the above problem as a mean-field linear-quadratic (LQ, for short) two-person (non-zero sum)
stochastic differential game in an infinite horizon. In the special case where b(·), σ(·), qi(·), ρij(·) are all zero,
we denote the corresponding problem and cost functionals by Problem (MF-SDG)0 and J0i (x;u1(·), u2(·)),
respectively. On the other hand, when
(1.4) J1(x;u1(·), u2(·)) + J2(x;u1(·), u2(·)) = 0, ∀x ∈ Rn, ∀(u1(·), u2(·)) ∈ Uad(x),
the corresponding Problem (MF-SDG) is called a mean-field LQ two-person zero-sum stochastic differential
game in an infinite horizon and is denoted by Problem (MF-SDG)0. To guarantee (1.4), one usually let
(1.5)

Q1 +Q2 = 0, Q¯1 + Q¯2 = 0, q1(·) + q2(·) = 0,
S1j + S2j = 0, S¯1j + S¯2j = 0, ρ1j(·) + ρ2j(·) = 0, j = 1, 2,
R1jk +R2jk = 0, R¯1jk + R¯2jk = 0, j, k = 1, 2.
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One may feel that cost functional (1.2) could be a little more general by including terms like 〈q¯i(s),E[X(s)]〉.
However, it is not hard to see that (as long as the integrals exist)
E
∫ ∞
0
〈
q¯i(s),E[X(s)]
〉
ds = E
∫ ∞
0
〈
E[q¯i(s)], X(s)
〉
ds,
which can be absorbed by replacing qi(·) by qi(·) + E[q¯i(·)]. Likewise, terms like
〈
ρ¯ij(s),E[uj(s)]
〉
are not
necessarily included.
LQ stochastic control problems and two-person differential games have a long history. We do not want
to make a lengthy survey on the literature here. Instead, we briefly mention the following early works
[3, 9, 10, 22, 8, 6, 4, 2, 1, 12], and refer the readers to the recent books by Sun-Yong [19, 20] for more details
and references cited therein.
The major novelty of this paper includes the following:
(i) A general theory of two-person non-zero sum stochastic LQ differential game with mean-fields over
[0,∞), which is a complementary to the theory found in [18] for the problem in finite horizons, has been
established.
(ii) The equivalence among the solvability of a system of coupled algebraic Riccati equations, open-loop
solvability, and closed-loop solvability of stochastic LQ optimal control problem with mean-fields in [0,∞),
has been proved, which extends the same result found in [17] for the problem without mean-fields. Such a
result will play an important role in studying closed-loop Nash equilibria in the current paper.
(iii) Two-person zero-sum stochastic LQ differential game with mean-fields over [0,∞) has been discussed.
On one hand, this is complementary to [7, 21, 17]. On the other hand, it has a special feature which makes
it essentially different from general non-zero sum problems, that is the closed-loop representation of an
open-loop saddle point coincides with a closed-loop saddle point, provided both exist.
The rest of the paper is organized as follows. In Section 2, we present some preliminary results about
mean-field LQ stochastic optimal control problems in an infinite horizon. Section 3 aims to give results
on mean-field LQ non-zero sum stochastic differential games, including open-loop Nash equilibria and their
closed-loop representation, and closed-loop Nash equilibria with algebraic Riccati equations. In Section 4,
the open-loop and closed-loop saddle points for mean-field LQ zero-sum stochastic differential games are
investigated. Some examples are presented in Section 5. Section 6 is devoted to a proof of Theorem 2.9, the
equivalence among open-loop, closed-loop solvability of mean-field LQ control problem, and solvability of a
system of algebraic Riccati equations. Finally, some concluding remarks are given in Section 7.
2 Preliminaries
Throughout this paper, besides the notation introduced in the previous section, we will let I be the identity
matrix or operator whose size can be determined from the context. When there is no confusion, we use
〈· , ·〉 for inner products in possibly different Hilbert spaces, and denote by | · | the norm induced by 〈· , ·〉.
M⊤ and R(M) are the transpose and range of a matrix M , respectively. For M,N ∈ Sn we write M > N
(respectively, M > N) for M −N being positive semi-definite (respectively, positive definite). M−1 denotes
the inverse of a matrix M ∈ Rn×n if it exists, and M † denotes the pseudo-inverse of a matrix M ∈ Rm×n.
See [13] for some basic properties of the pseudo-inverse. We define the inner product in L2
F
(H) by〈
ϕ, φ
〉
= E
∫ ∞
0
〈
ϕ(t), φ(t)
〉
dt
so that L2
F
(H) is a Hilbert space.
We now consider the following controlled linear MF-SDE over [0,∞):
(2.1)

dX(t) =
{
AX(t) + A¯E[X(t)] +Bu(t) + B¯E[u(t)] + b(t)
}
dt
+
{
CX(t) + C¯E[X(t)] +Du(t) + D¯E[u(t)] + σ(t)
}
dW (t), t > 0,
X(0) = x,
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with quadratic cost functional
(2.2)
J(x;u(·)) = E
∫ ∞
0
[〈(
Q S⊤
S R
)(
X(t)
u(t)
)
,
(
X(t)
u(t)
)〉
+ 2
〈(
q(t)
ρ(t)
)
,
(
X(t)
u(t)
)〉
+
〈(
Q¯ S¯⊤
S¯ R¯
)(
E[X(t)]
E[u(t)]
)
,
(
E[X(t)]
E[u(t)]
)〉]
dt,
where A, A¯, C, C¯ ∈ Rn×n, B, B¯,D, D¯ ∈ Rn×m, Q, Q¯ ∈ Sn, S, S¯ ∈ Rm×n, R, R¯ ∈ Sm are given constant
matrices, and b(·), σ(·), q(·) ∈ L2
F
(Rn), ρ(·) ∈ L2
F
(Rm) are stochastic processes. For any initial state x ∈ Rn
and control u(·) ∈ L2
F
(Rm), (2.1) admits a unique adapted solution X(·) ≡ X(· ;x, u(·)) ∈ Xloc[0,∞). We
define the admissible control set as
(2.3) Uad(x)=
{
u(·) ∈ L2
F
(Rm)
∣∣ X(·) ≡ X(·;x, u(·)) ∈ X [0,∞)}.
In general, Uad(x) depends on x ∈ Rn. Let us pose the following problem.
Problem (MF-SLQ). For any initial state x ∈ Rn, find a control u∗(·) ∈ Uad(x) such that the cost
functional J(x;u(·)) of (2.2) is minimized, subject to (2.1). That is to say,
(2.4) J(x;u∗(·)) = inf
u(·)∈Uad(x)
J(x;u(·)) ≡ V (x).
Any u∗(·) ∈ Uad(x) satisfying (2.4) is called an open-loop optimal control of Problem (MF-SLQ), and
the corresponding X∗(·) ≡ X(· ;x, u∗(·)) is called an open-loop optimal state process. The function V (·) is
called the value function of Problem (MF-SLQ). In the special case where b(·), σ(·), q(·), ρ(·) are all zero, we
denote the corresponding mean-field LQ stochastic optimal control problem in an infinite time horizon, cost
functional and value function by Problem (MF-SLQ)0, J0(x;u(·)) and V 0(x), respectively.
For any given x ∈ Rn, the set Uad(x) of admissible controls is either empty or a convex set in L2F(Rm),
since the state equation (2.1) is linear. To investigate Problem (MF-SLQ), we should find conditions so that
the set Uad(x) is at least non-empty and hopefully it admits an accessible characterization. For this target,
let us first look at the following uncontrolled linear system on [0,∞):
(2.5)
{
dX(t) =
{
AX(t) + A¯E[X(t)] + b(t)
}
dt+
{
CX(t) + C¯E[X(t)] + σ(t)
}
dW (t), t > 0,
X(0) = x.
We call b(·), σ(·) the non-homogeneous term. When b(·) = σ(·) = 0, the system is said to be homogeneous
and denoted by [A, A¯, C, C¯]. For simplicity, we also denote [A,C] = [A, 0, C, 0] (the linear SDE without
mean-fields), and A = [A, 0] = [A, 0, 0, 0] (the linear ordinary differential equation, ODE, for short). The
following notions are found in [7].
Definition 2.1. (i) System [A, A¯, C, C¯] is said to be L2-globally integrable, if for any x ∈ Rn, the solution
X(·) ≡ X(· ;x) of (2.5) with b(·) = σ(·) = 0 is in X [0,∞).
(ii) System [A, A¯, C, C¯] is said to be L2-asymptotically stable, if for any x ∈ Rn, the solution X(·) ≡
X(· ;x) ∈ Xloc[0,∞) of (2.5) with b(·) = σ(·) = 0 satisfies the following:
lim
t→∞
E|X(t)|2 = 0.
According to [7], and via a similar argument proving Theorem 3.3 of [21], we have the following result.
Proposition 2.2. For any x ∈ Rn and b(·), σ(·) ∈ L2
F
(Rn), linear MF-SDE (2.5) admits a unique solution
X(·) ∈ Xloc[0,∞). Further, if [A, A¯, C, C¯] is L2-asymptotically stable and system [A,C] is L2-globally
integrable, then X(·) ∈ X [0,∞), with
E
∫ ∞
0
|X(t)|2dt 6 K
[
|x|2 + E
∫ ∞
0
(|b(t)|2 + |σ(t)|2)dt],
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for some constantK > 0. On the other hand, for any ϕ(·) ∈ L2
F
(Rn), the following linear mean-field backward
SDE (MF-BSDE, for short):
(2.6) −dY (t) = {A⊤Y (t) + A¯⊤E[Y (t)] + C⊤Z(t) + C¯⊤E[Z(t)] + ϕ(t)}dt− Z(t)dW (t), t > 0,
admits a unique adapted solution (Y (·), Z(·)) ∈ X [0,∞)× L2
F
(Rn).
For general theory for MF-BSDEs in finite horizon, see [5]. Now we return to (2.1). Similar to the above,
when b(·) = σ(·) = 0, the system is said to be homogeneous and denote it by [A, A¯, C, C¯;B, B¯,D, D¯]. Note
that for any Θ ≡ (Θ, Θ¯) ∈ Rm×n × Rm×n and v(·) ∈ L2
F
(Rm), by taking
(2.7) u(·) = uΘ,v(·) ≡ Θ{X(·)− E[X(·)]} + Θ¯E[X(·)] + v(·)
in the state equation (2.1), it becomes
(2.8)

dX(t) =
{
AΘX(t) + A¯ΘE[X(t)] +Bv(t) + B¯E[v(t)] + b(t)
}
dt
+
{
CΘX(t) + C¯ΘE[X(t)] +Dv(t) + D¯E[v(t)] + σ(t)
}
dW (t), t > 0,
X(0) = x,
where
(2.9) AΘ = A+BΘ, A¯Θ = A¯+ B¯Θ¯ +B(Θ¯−Θ), CΘ = C +DΘ, C¯Θ = C¯ + D¯Θ¯ +D(Θ¯−Θ).
We see that AΘ and CΘ only depend on Θ, and A¯Θ and C¯Θ depend on Θ = (Θ, Θ¯). Also, one sees that the
corresponding coefficients B, B¯,D, D¯ of the control process, as well as the nonhomogeneous terms b(·), σ(·)
are unchanged. The following notion is a slight modification of [7].
Definition 2.3. System [A, A¯, C, C¯;B, B¯,D, D¯] is said to be MF-L2-stabilizable, if there exists a pair Θ ≡
(Θ, Θ¯) ∈ Rm×n×Rm×n such that system [AΘ, A¯Θ, CΘ, C¯Θ] is L2-asymptotically stable and system [AΘ, CΘ]
is L2-globally integrable. In this case, Θ ≡ (Θ, Θ¯) is called an MF-L2-stabilizer of [A, A¯, C, C¯;B, B¯,D, D¯].
The set of all MF-L2-stabilizers of [A, A¯, C, C¯;B, B¯,D, D¯] is denoted by S [A, A¯, C, C¯;B, B¯,D, D¯]. Also,
system (2.8) is called a stabilized system of the original system if Θ ∈ S [A, A¯, C, C¯;B, B¯,D, D¯].
We introduce the following assumption.
(H1) System [A, A¯, C, C¯;B, B¯,D, D¯] is MF-L2-stablizable, i.e., S [A, A¯, C, C¯;B, B¯,D, D¯] 6= ∅.
We have the following result.
Proposition 2.4. Let (H1) hold. Then for any x ∈ Rn, Uad(x) 6= ∅ and u(·) ∈ Uad(x) if and only if
u(·) = uΘ,v(·) given by (2.7) for some Θ ≡ (Θ, Θ¯) ∈ S [A, A¯, C, C¯;B, B¯,D, D¯] and v(·) ∈ L2
F
(Rm), where
X(·) ≡ XΘ,v(·) is the solution to the closed-loop system (2.8).
Proof. Sufficiency. Let v(·) ∈ L2
F
(Rm) and X(·) be the solution to (2.8). Since system [AΘ, A¯Θ, CΘ, C¯Θ]
is L2-asymptotically stable and system [AΘ, CΘ] is L
2-globally integrable, by Proposition 2.2, the solution
X(·) to (2.8) is in X [0,∞). Hence, setting u(·) by (2.7), we see that u(·) ∈ L2
F
(Rm). By the uniqueness of
the solutions, one has that X(·) ≡ XΘ,v(·) also solves (2.1). Therefore, u(·) ∈ Uad(x).
Necessity. Assume that u(·) ∈ Uad(x). Let (Θ, Θ¯) ∈ S [A, A¯, C, C¯;B, B¯,D, D¯] and the corresponding
X(·) ∈ X [0,∞) be the solution to (2.1). Set
v(·) , u(·)−Θ{X(·)− E[X(·)]}− Θ¯E[X(·)] ∈ L2
F
(Rm).
By the uniqueness of the solutions again, X(·) coincides with the solution to (2.8). Thus, u(·) admits a
representation of the form (2.7). The proof is complete.
From the above, we can easily show that under (H1), Uad(x) = L
2
F
(Rm) which is independent of x. Hence,
hereafter, once (H1) is assumed, we will denote Uad(x) = Uad. Now, we introduce the following definitions
concerning Problem (MF-SLQ).
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Definition 2.5. (i) Problem (MF-SLQ) is said to be finite at x ∈ Rn if V (x) > −∞, and Problem (MF-SLQ)
is said to be finite if it is finite at all x ∈ Rn.
(ii) An element u∗(·) ∈ Uad(x) is called an open-loop optimal control of Problem (MF-SLQ) for the initial
state x ∈ Rn if
(2.10) J(x;u∗(·)) 6 J(x;u(·)), ∀u(·) ∈ Uad(x).
If an open-loop optimal control (uniquely) exists for x ∈ Rn, Problem (MF-SLQ) is said to be (uniquely)
open-loop solvable at x. Problem (MF-SLQ) is said to be (uniquely) open-loop solvable if it is (uniquely)
open-loop solvable at all x ∈ Rn.
Definition 2.6. (i) A pair (Θ, v(·)) ∈ S [A, A¯, C, C¯;B, B¯,D, D¯]×L2
F
(Rm) is called a closed-loop strategy of
Problem (MF-SLQ). The solutionX(·) ≡ XΘ,v(·) of (2.8) is called the closed-loop state process corresponding
to (x,Θ, v(·)). The control u(·) defined by (2.7) is called the outcome of (Θ, v(·)), or a closed-loop control
for the initial state x ∈ Rn.
(ii) A pair (Θ∗, v∗(·)) ∈ S [A, A¯, C, C¯;B, B¯,D, D¯]× L2
F
(Rm) is called a closed-loop optimal strategy if
(2.11)
J
(
x; Θ∗
{
X∗(·)− E[X∗(·)]} + Θ¯∗E[X∗(·)] + v∗(·)) 6 J(x; Θ{X(·)− E[X(·)]} + Θ¯E[X(·)] + v(·)),
∀(Θ, v(·)) ∈ S [A, A¯, C, C¯;B, B¯,D, D¯]× L2
F
(Rm), x ∈ Rn,
whereX∗(·) ≡ XΘ∗,v∗(·) andX(·) ≡ XΘ,v(·) are the closed-loop state processes corresponding to (x,Θ∗, v∗(·))
and (x,Θ, v(·)), respectively. If an optimal closed-loop strategy (uniquely) exists, Problem (MF-SLQ) is said
to be (uniquely) closed-loop solvable.
Similar to Proposition 2.5 of [11], it is easy to see that (Θ∗, v∗(·)) ∈ S [A, A¯, C, C¯;B, B¯,D, D¯]×L2
F
(Rm)
is an optimal closed-loop strategy, if and only if the following condition holds:
(2.12) J
(
x; Θ∗
{
X∗(·)− E[X∗(·)]} + Θ¯∗E[X∗(·)] + v∗(·)) 6 J(x; Θ∗{X(·)− E[X(·)]} + Θ¯∗E[X(·)] + v(·)),
for any (x, v(·)) ∈ Rn × L2
F
(Rm), where X∗(·) ≡ XΘ∗,v∗(·) and X(·) ≡ XΘ∗,v(·) are the closed-loop state
processes corresponding to (x,Θ∗, v∗(·)) and (x,Θ∗, v(·)), respectively.
On the other hand, from Proposition 2.4, we know that under (H1), the set Uad(x) = Uad of admissible
controls consists of closed-loop controls for all x, and that (2.12) is equivalent to the following condition:
(2.13) J
(
x; Θ∗
{
X∗(·)− E[X∗(·)]}+ Θ¯∗E[X∗(·)] + v∗(·)) 6 J(x;u(·)), ∀(x, u(·)) ∈ Rn ×Uad.
In general, an open-loop optimal control depends on the initial state x ∈ Rn, whereas a closed-loop strategy
is required to be independent of x. From (2.13), we see that the outcome
(2.14) u∗(·) ≡ Θ∗{X∗(·)− E[X∗(·)]}+ Θ¯∗E[X∗(·)] + v∗(·)
of a closed-loop optimal strategy (Θ∗, v∗(·)) is an open-loop optimal control for the initial state X∗(0).
Hence, for Problem (MF-SLQ), the closed-loop solvability implies the open-loop solvability. The converse
is also true for stochastic LQ optimal control problems in an infinite horizon without mean fields. That is
to say, the open-loop and closed-loop solvabilities are equivalent (see [17]). It is natural for us to ask: Do
we have such an equivalence for Problem (MF-SLQ)? To answer this question, we first present the result
concerning the characterization of open-loop and closed-loop solvabilities of Problem (MF-SLQ). To simplify
notation, in what follows, we will denote
(2.15) Â = A+A¯, B̂ = B+B¯, Ĉ = C+C¯, D̂ = D+D¯, Q̂ = Q+Q¯, Ŝ = S+S¯, R̂ = R+R¯.
Note that for any Θ ≡ (Θ, Θ¯) ∈ S [A, A¯, C, C¯;B, B¯,D, D¯] and v(·) ∈ L2
F
(Rm), we have the stabilized system
(2.8). The cost functional (2.2) becomes
(2.16)
JΘ(x; v(·)) ≡ J(x; Θ(X(·)− E[X(·)])+ Θ¯E[X(·)] + v(·))
=E
∫ ∞
0
[〈(
QΘ S
⊤
Θ
SΘ R
)(
X
v
)
,
(
X
v
)〉
+2
〈(
qΘ(t)
ρ(t)
)
,
(
X
v
)〉
+
〈(
Q¯Θ S¯
⊤
Θ
S¯Θ R¯
)(
E[X ]
E[v]
)
,
(
E[X ]
E[v]
)〉]
dt,
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where
(2.17)
{
QΘ = Q+S
⊤Θ+Θ⊤S+Θ⊤RΘ, Q¯Θ = Q¯+ Ŝ
⊤Θ¯ + Θ¯⊤Ŝ + Θ¯⊤R̂Θ¯− S⊤Θ−Θ⊤S −Θ⊤RΘ,
SΘ = S +RΘ, S¯Θ = S¯ + R̂Θ¯−RΘ, qΘ(·) = q(·) + Θ⊤
(
ρ(·)− E[ρ(·)]) + Θ¯⊤E[ρ(·)].
We see that QΘ, SΘ depend on Θ, Q¯Θ, S¯Θ, qΘ depend on Θ ≡ (Θ, Θ¯), and R, R¯, ρ are unchanged. Similar
to (2.15), we will denote
(2.18) ÂΘ = AΘ + A¯Θ, ĈΘ = CΘ + C¯Θ, Q̂Θ = QΘ + Q¯Θ, ŜΘ = SΘ + S¯Θ.
Definition 2.7. The following is called a system of generalized algebraic Riccati equations (ARE, for short):
(2.19)

PA+A⊤P + C⊤PC +Q− (PB + C⊤PD + S⊤)Σ†(B⊤P +D⊤PC + S) = 0,
P̂ Â+ Â⊤P̂ + Ĉ⊤PĈ + Q̂ − (P̂ B̂ + Ĉ⊤PD̂ + Ŝ⊤)Σ¯†(B̂⊤P̂ + D̂⊤PĈ + Ŝ ) = 0,
Σ ≡ R+D⊤PD > 0, Σ¯ ≡ R̂+ D̂⊤PD̂ > 0,
R(B⊤P +D⊤PC + S) ⊆ R(Σ), R(B̂⊤P̂ + D̂⊤PĈ + Ŝ) ⊆ R(Σ¯),
with the unknown (P, P̂ ) ∈ Sn × Sn. A solution pair (P, P̂ ) to (2.19) is said to be static stabilizing if there
exists a pair (θ, θ¯) ∈ Rm×n × Rm×n, such that Θ ≡ (Θ, Θ¯) ∈ S [A, A¯, C, C¯;B, B¯,D, D¯], where
(2.20) Θ = −Σ†(B⊤P +D⊤PC + S) + (I − Σ†Σ)θ, Θ¯ = −Σ¯†(B̂⊤P̂ + D̂⊤PĈ + Ŝ )+ (I − Σ¯†Σ¯)θ¯.
Definition 2.8. Let (H1) hold. Open-loop optimal controls u∗(· ;x) ∈ Uad of Problem (MF-SLQ), parame-
terized by x ∈ Rn, admits a closed-loop representation, if there exists a pair (Θ∗, v∗(·)) ∈ S [A, A¯, C, C¯;B, B¯,
D, D¯] × L2
F
(Rm) such that for any initial state x ∈ Rn, (2.14) holds, which is an open-loop optimal control
of Problem (MF-SLQ) for x, where X∗(·) ≡ XΘ∗,v∗(·) ∈ X [0,∞) is the solution to the closed-loop system
(2.8) corresponding to (Θ∗, v∗(·)).
We now state the following result which is an extension of a similar result in [17] for which no mean-field
terms presented, and will play an important role in the following section while we studying closed-loop Nash
equilibria by means of a system of coupled algebraic Riccati equations. The proof will be postponed to
Section 6.
Theorem 2.9. Let (H1) hold. Then the following statements are equivalent:
(i) Problem (MF-SLQ) is open-loop solvable.
(ii) Problem (MF-SLQ) is closed-loop solvable.
(iii) The system (2.19) admits a static stabilizing solution pair (P, P̂ ) ∈ Sn × Sn, the BSDE on [0,∞):
(2.21)
−dη(t)={A⊤η(t)−(B⊤P+D⊤PC+S)⊤Σ†[B⊤η(t)+D⊤(ζ(t)+Pσ(t))+ρ(t)]
+C⊤
[
ζ(t)+Pσ(t)
]
+ Pb(t) + q(t)
}
dt− ζ(t)dW (t), t > 0,
admits an adapted solution (η(·), ζ(·)) ∈ X [0,∞)× L2
F
(Rn) such that
(2.22)
B⊤
[
η(t)− E[η(t)]] +D⊤[ζ(t) − E[ζ(t)]] +D⊤P [σ(t)− E[σ(t)]] + ρ(t)− E[ρ(t)] ∈ R(Σ),
a.e. t ∈ [0,∞), a.s.,
and the ODE on [0,∞):
(2.23)
˙¯η(t) + Â⊤η¯(t)− (B̂⊤P̂ + D̂⊤PĈ + Ŝ )⊤Σ¯†{B̂⊤η¯(t) + D̂⊤E[ζ(t) + Pσ(t)]+ E[ρ(t)]}
+Ĉ⊤E
[
ζ(t) + Pσ(t)
]
+ E
[
P̂ b(t) + q(t)
]
= 0,
admits a solution η¯(·) ∈ L2(Rn) such that
(2.24) B̂⊤η¯(t) + D̂⊤E[ζ(t)] + D̂⊤PE[σ(t)] + E[ρ(t)] ∈ R(Σ¯), a.e. t ∈ [0,∞).
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In the above case, the closed-loop optimal strategy (Θ∗, v∗(·)) ≡ (Θ∗, Θ¯∗, v∗(·)) is given by
(2.25)

Θ∗ = −Σ†(B⊤P +D⊤PC + S) + (I − Σ†Σ)θ,
Θ¯∗ = −Σ¯†(B̂⊤P̂ + D̂⊤PĈ + Ŝ) + (I − Σ¯†Σ¯)θ¯,
v∗(·) = ϕ(·)− E[ϕ(·)] + ϕ¯(·) + (I − Σ†Σ)(ν(·) − E[ν(·)])+ (I − Σ¯†Σ¯)ν¯(·),
for some (θ, θ¯) ∈ Rm×n × Rm×n such that Θ∗ ≡ (Θ∗, Θ¯∗) ∈ S [A, A¯, C, C¯;B, B¯,D, D¯], some ν(·), ν¯(·) ∈
L2(Rm), and
(2.26)
{
ϕ(·) ∆=−Σ†{B⊤η(·) +D⊤[ζ(·) + Pσ(·)] + ρ(·)},
ϕ¯(·) ∆=−Σ¯†{B̂⊤η¯(·) + D̂⊤E[ζ(·) + Pσ(·)] + E[ρ(·)]}.
Each open-loop optimal control u∗(·) for the initial state x ∈ Rn admits a closed-loop representation (2.14),
where X∗(·) ∈ X [0,∞) is the solution to the closed-loop system (2.8) under (Θ∗, v∗(·)). Further, the value
function is given by
(2.27)
V (x) =
〈
P̂ x, x
〉
+ 2
〈
η¯(0), x
〉
+ E
∫ ∞
0
[〈
Pσ(t), σ(t)
〉
+ 2
〈
η(t), b(t)− E[b(t)]〉+ 2〈η¯(t),E[b(t)]〉
+2
〈
ζ(t), σ(t)
〉 − 〈Σ(ϕ(t)− E[ϕ(t)]), ϕ(t)− E[ϕ(t)]〉 − 〈Σ¯ϕ¯(t), ϕ¯(t)〉]dt.
3 Mean-Field LQ Non-Zero Sum Stochastic Differential Games
We now return to our Problem (MF-SDG).
3.1 Notions of Nash equilibria
To simplify the notation, let m = m1 +m2 and denote (for i = 1, 2)
(3.1)

B =
(
B1, B2
)
, B¯ =
(
B¯1, B¯2
)
, D =
(
D1, D2
)
, D¯ =
(
D¯1, D¯2
)
,
Si =
(
Si1
Si2
)
, S¯i =
(
S¯i1
S¯i2
)
, Ri =
(
Ri11 Ri12
Ri21 Ri22
)
≡
(
Ri1
Ri2
)
,
R¯i =
(
R¯i11 R¯i12
R¯i21 R¯i22
)
≡
(
R¯i1
R¯i2
)
, ρi(·) =
(
ρi1(·)
ρi2(·)
)
, u(·) =
(
u1(·)
u2(·)
)
.
Then the state equation (1.1) becomes
(3.2)

dX(t) =
{
AX(t) + A¯E[X(t)] +Bu(t) + B¯E[u(t)] + b(t)
}
dt
+
{
CX(t) + C¯E[X(t)] +Du(t) + D¯E[u(t)] + σ(t)
}
dW (t), t > 0,
X(0) = x,
which is of the same form as (2.1), and the cost functionals are, for i = 1, 2,
(3.3)
Ji(x;u(·)) = E
∫ ∞
0
[〈(
Qi S
⊤
i
Si Ri
)(
X(t)
u(t)
)
,
(
X(t)
u(t)
)〉
+ 2
〈(
qi(t)
ρi(t)
)
,
(
X(t)
u(t)
)〉
+
〈(
Q¯i S¯
⊤
i
S¯i R¯i
)(
E[X(t)]
E[u(t)]
)
,
(
E[X(t)]
E[u(t)]
)〉]
dt.
In order the game to make sense, we make a convention that both players at least want to keep the state
X(·) ≡ X(· ;x, u1(·), u2(·)) in X [0,∞) so that both cost functionals are well-defined. To guarantee this,
similar to Problem (MF-SLQ), we introduce the following assumption.
(H2) System [A, A¯, C, C¯;B, B¯,D, D¯] is MF-L2-stablizable, i.e., S [A, A¯, C, C¯;B, B¯,D, D¯] 6= ∅.
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Although (H2) looks exactly the same as (H1), the meaning is different. Hypothesis (H2) provides the
possibility for both players to cooperatively make both cost functionals finite. In fact, under (H2), for any
x ∈ Rn, by Proposition 2.4, the following set of all admissible control pairs is non-empty:
(3.4) Uad(x) =
{
u(·) = (u1(·), u2(·)) ∈ L2F(Rm)
∣∣ X(·) ≡ X(· ;x, u(·)) ∈ X [0,∞)}.
Further, for any u2(·) ∈ L2F(Rm2), making use of Proposition 2.4 again, the following holds:
(3.5) U 1ad(x) =
{
u1(·) ∈ L2F(Rm1)
∣∣ ∃u2(·) ∈ L2F(Rm2), (u1(·), u2(·)) ∈ Uad(x)} 6= ∅.
Likewise, for any u1(·) ∈ L2F(Rm1), one has
(3.6) U 2ad(x) =
{
u2(·) ∈ L2F(Rm2)
∣∣ ∃u1(·) ∈ L2F(Rm1), (u1(·), u2(·)) ∈ Uad(x)} 6= ∅.
We now give the following definition.
Definition 3.1. A u∗(·) ≡ (u∗1(·), u∗2(·)) ∈ Uad(x) is called an open-loop Nash equilibrium of Problem
(MF-SDG) for the initial state x ∈ Rn if
(3.7)
J1(x;u
∗
1(·), u∗2(·)) 6 J1(x;u1(·), u∗2(·)), ∀u1(·) ∈ U 1ad(x),
J2(x;u
∗
1(·), u∗2(·)) 6 J2(x;u∗1(·), u2(·)), ∀u2(·) ∈ U 2ad(x).
For Θi ≡
(
Θi
Θ¯i
)
∈ R2mi×n, i = 1, 2, we denote Θ ≡ (Θ1,Θ2) ≡
((
Θ1
Θ¯1
)
,
(
Θ2
Θ¯2
))
∈ R2m×2n, and let
S
1(Θ2)
∆
=
{
Θ1 ∈ R2m1×n
∣∣ Θ ∈ S [A, A¯, C, C¯;B, B¯,D, D¯]},
S
2(Θ1)
∆
=
{
Θ2 ∈ R2m2×n
∣∣ Θ ∈ S [A, A¯, C, C¯;B, B¯,D, D¯]}.
It is clear that if Θ ∈ S [A, A¯, C, C¯;B, B¯,D, D¯], both S 1(Θ2) and S 2(Θ1) are nonempty. Similar to
the optimal control problem case, any (Θ, v(·)) ∈ S [A, A¯, C, C¯;B, B¯,D, D¯] × L2
F
(Rm) is called a closed-
loop strategy of Problem (MF-SDG). For any initial state x ∈ Rn and closed-loop strategy (Θ, v(·)) ∈
S [A, A¯, C, C¯;B, B¯,D, D¯]× L2
F
(Rm), we consider the following linear MF-SDE on [0,∞) (recall (2.9)):
(3.8)

dX(t) =
{
AΘX(t) + A¯ΘE[X(t)] +Bv(t) + B¯E[v(t)] + b(t)
}
dt
+
{
CΘX(t) + C¯ΘE[X(t)]+Dv(t)+D¯E[v(t)]+σ(t)
}
dW (t), t > 0,
X(0) = x.
By Proposition 2.2, (3.8) admits a unique solution X(·) ∈ X [0,∞). If we denote
(3.9) ui(·) = Θi
{
X(·)− E[X(·)]}+ Θ¯iE[X(·)] + vi(·), i = 1, 2,
then (3.8) coincides with the original state equation (3.2). We call (Θi, vi(·)) a closed-loop strategy of Player
i, and call (3.8) the closed-loop system of the original system under closed-loop strategy (Θ, v(·)). Also, we
call u(·) ≡ (u1(·), u2(·)), with ui(·) defined by (3.9), the outcome of the closed-loop strategy (Θ, v(·)).
With the solution X(·) ∈ X [0,∞) to (3.8), we denote, for i = 1, 2,
Ji(x;Θ, v(·)) ≡ Ji(x;Θ1, v1(·);Θ2, v2(·)) ≡ Ji
(
x; Θ
{
X(·)− E[X(·)]} + Θ¯E[X(·)] + v(·))
≡ Ji
(
x; Θ1
{
X(·)− E[X(·)]}+ Θ¯1E[X(·)] + v1(·); Θ2{X(·)− E[X(·)]} + Θ¯2E[X(·)] + v2(·)).
Similarly, we can define
Ji
(
x;Θ1, v1(·);u2(·)
) ≡ Ji(x; Θ1{X(·)− E[X(·)]} + Θ¯1E[X(·)] + v1(·);u2(·)),
Ji
(
x;u1(·);Θ2, v2(·)
) ≡ Ji(x;u1(·); Θ2{X(·)− E[X(·)]}+ Θ¯2E[X(·)] + v2(·)), i = 1, 2.
We now introduce the following definition.
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Definition 3.2. A closed-loop strategy (Θ∗, v∗(·)) ∈ S [A, A¯, C, C¯;B, B¯,D, D¯]×L2
F
(Rm) is called a closed-
loop Nash equilibrium of Problem (MF-SDG) if for any Θ1 ∈ S 1(Θ∗2), Θ2 ∈ S 2(Θ∗1), v1(·) ∈ L2F(Rm1) and
v2(·) ∈ L2F(Rm2),
(3.10)
{
J1
(
x;Θ∗, v∗(·)) 6 J1(x;Θ1, v1(·);Θ∗2, v∗2(·)), ∀x ∈ Rn,
J2
(
x;Θ∗, v∗(·)) 6 J2(x;Θ∗1, v∗1(·);Θ2, v2(·)), ∀x ∈ Rn.
Note that on the left-hand sides of (3.10), the involved state is X(·) ≡ X(· ;x,Θ∗, v∗(·)), depending
on (Θ∗, v∗(·)). Whereas, on the right-hand sides of (3.10), the involved states are respectively X(·) ≡
X
(· ;x,Θ1, v1(·);Θ∗2, v∗2(·)) and X(·) = X(· ;Θ∗1, v∗1(·);Θ2, v2(·)) which are different in general. We empha-
size that the open-loop Nash equilibrium (u∗1(·), u∗2(·)) usually depends on the initial state x, whereas a
closed-loop Nash equilibrium
(
Θ∗, v∗(·)) is required to be independent of x. It is easy to see that (Θ∗, v∗(·))
is a closed-loop Nash equilibrium of Problem (MF-SDG) if and only if one of the following hold:
(i) For any v1(·) ∈ L2F(Rm1) and v2(·) ∈ L2F(Rm2),
(3.11) J1
(
x;Θ∗, v∗(·)) 6 J1(x;Θ∗, v1(·), v∗2(·)), J2(x;Θ∗, v∗(·)) 6 J2(x;Θ∗, v∗1(·), v2(·));
(ii) For any u1(·) ∈ L2F(Rm1) and u2(·) ∈ L2F(Rm2),
(3.12) J1
(
x;Θ∗, v∗(·)) 6 J1(x;u1(·);Θ∗2, v∗2(·)), J2(x;Θ∗, v∗(·)) 6 J2(x;Θ∗1, v∗1(·);u2(·)).
If we denote (comparing with (3.10))
(3.13) u∗i (·) = Θ∗i
{
X∗(·)− E[X∗(·)]}+ Θ¯∗iE[X∗(·)] + v∗i (·), i = 1, 2,
then (3.12) becomes
(3.14)
J1
(
x;u∗1(·);u∗2(·)
)
6 J1
(
x;u1(·); Θ∗2
{
Xu1,v
∗
2 (·)− E[Xu1,v∗2 (·)]} + Θ¯∗2E[Xu1,v∗2 (·)] + v∗2(·)),
J2
(
x;u∗1(·);u∗2(·)
)
6 J2
(
x; Θ∗1
{
Xv
∗
1
,u2(·)− E[Xv∗1 ,u2(·)]} + Θ¯∗1E[Xv∗1 ,u2(·)] + v∗1(·);u2(·)),
where Xu1,v
∗
2 (·) = X(· ;x, u1(·);Θ∗2, v∗2(·)) and Xv
∗
1
,u2(·) = X(· ;x,Θ∗1, v∗1(·);u2(·)). Clearly, neither of the
following holds:
u∗1(·) = Θ∗1
{
Xv
∗
1
,u2(·) − E[Xv∗1 ,u2(·)]}+ Θ¯∗1E[Xv∗1 ,u2(·)] + v∗1(·),
u∗2(·) = Θ∗2
{
Xu1,v
∗
2 (·) − E[Xu1,v∗2 (·)]}+ Θ¯∗2E[Xu1,v∗2 (·)] + v∗2(·).
Hence, comparing this with (3.7), we see that the outcome (u∗1(·), u∗2(·)) of the closed-loop Nash equilibrium
(Θ∗, v∗(·)) defined by (3.13) is not an open-loop Nash equilibrium of Problem (MF-SDG) for X∗(0) = x in
general.
On the other hand, if
(
Θ∗, v∗(·)) is a closed-loop Nash equilibrium of Problem (MF-SDG), we may
consider the following stabilized state equation (recall (2.9)):
(3.15)

dXv1,v2(t) =
{
AΘ∗X
v1,v2(t) + A¯Θ∗E[X
v1,v2(t)] +Bv(t) + B¯E[v(t)] + b(t)
}
dt
+
{
CΘ∗X
v1,v2(t) + C¯Θ∗E[X
v1,v2(t)] +Dv(t) + D¯E[v(t)] + σ(t)
}
dW (t), t > 0,
Xv1,v2(0) = x,
with cost functionals
(3.16)
JΘ
∗
i
(
x; v1(·), v2(·)
) ∆
= Ji
(
x; Θ∗1
{
Xv1,v2(·)− E[Xv1,v2(·)]} + Θ¯∗1E[Xv1,v2(·)] + v1(·);
Θ∗2
{
Xv1,v2(·)− E[Xv1,v2(·)]}+ Θ¯∗2E[Xv1,v2(·)] + v2(·)), i = 1, 2.
Then by (3.11), it is easy to see that (v∗1(·), v∗2(·)) is an open-loop Nash equilibrium of the corresponding
mean-field LQ two-person non-zero sum stochastic differential games.
From the above, we see that Problems (MF-SDG) and (MF-SLQ) are essentially different in a certain
sense, and we can only say that Problem (MF-SLQ) is a formal special case of Problem (MF-SDG).
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3.2 Open-loop Nash equalibria and their closed-loop representation
In this section, we discuss the open-loop Nash equilibria for Problem (MF-SDG) in terms of MF-FBSDEs.
We first have the following result.
Theorem 3.3. Let (H2) hold, and x ∈ Rn. Then u∗(·) ≡ (u∗1(·), u∗2(·)) ∈ Uad(x) is an open-loop Nash
equilibrium of Problem (MF-SDG) for x if and only if the following two conditions hold:
(i) The adapted solution (X∗(·), Y ∗i (·), Z∗i (·))∈X [0,∞)×X [0,∞)×L2F(Rn) to the following MF-FBSDE:
(3.17)

dX∗(t) =
{
AX∗(t) + A¯E[X∗(t)] +Bu∗(t) + B¯E[u∗(t)] + b(t)
}
dt
+
{
CX∗(t) + C¯E[X∗(t)] +Du∗(t) + D¯E[u∗(t)] + σ(t)
}
dW (t),
−dY ∗i (t) =
{
A⊤Y ∗i (t) + A¯
⊤
E[Y ∗i (t)] + C
⊤Z∗i (t) + C¯
⊤
E[Z∗i (t)] +QiX
∗(t) + Q¯iE[X
∗(t)]
+S⊤i u
∗(t) + S¯⊤i E[u
∗(t)] + qi(t)
}
dt− Zi(t)dW (t), t > 0, i = 1, 2,
X∗(0) = x,
satisfies the following stationarity condition:
(3.18)
B⊤i Y
∗
i (t) + B¯
⊤
i E[Y
∗
i (t)] +D
⊤
i Z
∗
i (t) + D¯
⊤
i E[Z
∗
i (t)] + SiiX
∗(t) + S¯iiE[X
∗(t)]
+Riiu
∗(t) + R¯iiE[u
∗(t)] + ρii(t) = 0, a.e. t ∈ [0,∞), a.s., i = 1, 2.
(ii) The maps u1(·) 7→ J1(x;u1(·), u2(·)) and u2(·) 7→ J2(x;u1(·), u2(·)) are convex, i.e.,
(3.19)
E
∫ ∞
0
[〈
QiX
0
i (t), X
0
i (t)
〉
+ 2
〈
SiiX
0
i (t), ui(t)
〉
+
〈
Riiiui(t), ui(t)
〉
+
〈
Q¯iE[X
0
i (t)],E[X
0
i (t)]
〉
+2
〈
S¯iiE[X
0
i (t)],E[ui(t)]
〉
+
〈
R¯iiiE[ui(t)],E[ui(t)]
〉]
dt>0, ∀u(·)≡(u1(·), u2(·)) ∈ Uad(x),
where X0i (·) ∈ X [0,∞) is the solution to the following homogeneous controlled MF-SDE:
(3.20)

dX0i (t) =
{
AX0i (t) + A¯E[X
0
i (t)] +Biui(t) + B¯iE[ui(t)]
}
dt
+
{
CX0i (t) + C¯E[X
0
i (t)] +Diui(t) + D¯iE[ui(t)]
}
dW (t), t > 0,
X0i (0) = 0.
Proof. For given x ∈ Rn and u∗(·) ∈ Uad(x), let (X∗(·), Y ∗1 (·), Z∗1 (·)) be the solution to (3.17) with i = 1.
For any u1(·) ∈ L2F(Rm1) and ε ∈ R, let Xε(·) be the solution to the following perturbed state equation:
dXε =
{
AXε + A¯E[Xε] +B1(u
∗
1 + εu1) + B¯1(E[u
∗
1] + εE[u1]) +B2u
∗
2 + B¯2E[u
∗
2] + b
}
dt
+
{
CXε+C¯E[Xε]+D1(u
∗
1+εu1)+D¯1(E[u
∗
1]+εE[u1])+D2u
∗
2+D¯2E[u
∗
2]+σ
}
dW (t), t > 0,
Xε(0) = x.
Obviously, we have Xε(·) = X∗(·) + εX01 (·), where X01 (·) is the solution to (3.20) with i = 1. Thus
J1(x;u
∗
1(·) + εu1(·), u∗2(·))− J1(x;u∗1(·), u∗2(·))
= 2εE
∫ ∞
0
[〈
Q1X
∗ + S⊤1 u
∗ + q1, X
0
1
〉
+
〈
S11X
∗ +R11u
∗ + ρ11, u1
〉]
dt
+ε2E
∫ ∞
0
〈(
Q1 S
⊤
11
S11 R111
)(
X01
u1
)
,
(
X01
u1
)〉
dt+ 2εE
∫ ∞
0
[〈
Q¯1E[X
∗] + S¯⊤1 E[u
∗],E[X01 ]
〉
+
〈
S¯11E[X
∗] + R¯11E[u
∗],E[u1]
〉]
dt+ ε2E
∫ ∞
0
〈(
Q¯1 S¯
⊤
11
S¯11 R¯111
)(
E[X01 ]
E[u1]
)
,
(
E[X01 ]
E[u1]
)〉
dt.
Since [A, A¯, C, C¯;B, B¯,D, D¯] is MF-L2-stabilizable, by Proposition 2.2, the forwardMF-SDE in (3.17) admits
a unique solution X∗(·) ∈ X [0,∞), and the MF-BSDEs in (3.17) admit unique solutions (Y ∗i (·), Z∗i (·)) ∈
11
X [0,∞)× L2
F
(Rn), i = 1, 2, respectively. Applying Itoˆ’s formula to 〈Y ∗1 (·), X01 (·)〉, we have
E
[〈
Y ∗1 (s), X
0
1 (s)
〉]
= E
∫ s
0
[
− 〈A⊤Y ∗1 + A¯E[Y ∗1 ] + C⊤Z∗1 + C¯⊤E[Z∗1 ] +Q1X∗ + Q¯1E[X∗]
+S⊤1 u
∗ + S¯⊤1 E[u
∗] + q1, X
0
1
〉
+
〈
Y ∗1 , AX
0
1 + A¯E[X
0
1 ] +B1u1 + B¯1E[u1]
〉
+
〈
CX01 + C¯E[X
0
1 ] +D1u1 + D¯1E[u1], Z
∗
1
〉]
dt
= E
∫ s
0
[〈
B⊤1 Y
∗
1 + B¯1E[Y
∗
1 ] +D
⊤
1 Z
∗
1 + D¯1E[Z
∗
1 ], u1
〉
−〈Q1X∗ + Q¯1E[X∗] + S⊤1 u∗ + S¯⊤1 E[u∗] + q1, X01〉]dt, ∀s > 0.
Noting that
lim
s→∞
∣∣E[〈Y ∗1 (s), X01 (s)〉]∣∣2 6 lim
s→∞
E[|Y ∗1 (s)|2]E[|X01 (s)|2] = 0,
then letting s→∞ we have
E
∫ ∞
0
[〈
B⊤1 Y
∗
1 + B¯1E[Y
∗
1 ] +D
⊤
1 Z
∗
1 + D¯1E[Z
∗
1 ], u1
〉]
dt
= E
∫ ∞
0
[〈
Q1X
∗ + Q¯1E[X
∗] + S⊤1 u
∗ + S¯⊤1 E[u
∗] + q1, X
0
1
〉]
dt.
Combining the above equalities, we obtain
J1
(
x;u∗1(·) + εu1(·), u∗2(·)
) − J1(x;u∗1(·), u∗2(·)) = 2εE∫ ∞
0
[〈
B⊤1 Y
∗
1 + B¯
⊤
1 E[Y
∗
1 ] +D
⊤
1 Z
∗
1 + D¯
⊤
1 E[Z
∗
1 ]
+S11X
∗ + S¯11E[X
∗] +R11u
∗ + R¯11E[u
∗] + ρ11, u1
〉]
dt+ ε2E
∫ ∞
0
[〈
Q1X
0
1 , X
0
1
〉
+ 2
〈
S11X
0
1 , u1
〉
+
〈
R111u1, u1
〉
+
〈
Q¯1E[X
0
1 ],E[X
0
1 ]
〉
+ 2
〈
S¯11E[X
0
1 ],E[u1]
〉
+
〈
R¯111E[u1],E[u1]
〉]
dt.
It follows that
J1
(
x;u∗1(·), u∗2(·)
)
6 J1
(
x;u∗1(·) + εu1(·), u∗2(·)
)
, ∀u1(·) ∈ L2F(Rm1), ∀ε ∈ R,
if and only if (3.18)–(3.19) hold for i = 1. Similarly,
J2
(
x;u∗1(·), u∗2(·)
)
6 J2
(
x;u∗1(·), u∗2(·) + εu2(·)
)
, ∀u2(·) ∈ L2F(Rm2), ∀ε ∈ R,
if and only if (3.18)–(3.19) hold for i = 2. Combining the above two cases, the theorem is proved.
Note that (3.17) is a system of coupled MF-FBSDEs, with one forward equation and two backward
equations, with the coupling through the relation (3.18). Our next task is to investigate the solvability of
(3.17)–(3.18). To this end, we introduce the following notation (recall (3.1)):
(3.21)
A =
(
A 0
0 A
)
, A¯ =
(
A¯ 0
0 A¯
)
, C =
(
C 0
0 C
)
, C¯ =
(
C¯ 0
0 C¯
)
∈ R2n×2n;
B =
(
B 0
0 B
)
, B¯ =
(
B¯ 0
0 B¯
)
, D =
(
D 0
0 D
)
, D¯ =
(
D¯ 0
0 D¯
)
∈ R2n×2m;
Q =
(
Q1 0
0 Q2
)
, Q¯ =
(
Q¯1 0
0 Q¯2
)
∈ S2n; S =
(
S1 0
0 S2
)
, S¯ =
(
S¯1 0
0 S¯2
)
∈ R2m×2n;
R =
(
R1 0
0 R2
)
, R¯ =
(
R¯1 0
0 R¯2
)
∈ S2m; q(·)=
(
q1(·)
q2(·)
)
∈L2
F
(R2n); ρ(·)=
(
ρ1(·)
ρ2(·)
)
∈L2
F
(R2m).
With the above notations, MF-FBSDEs (3.17) can be rewritten as
(3.22)

dX∗(t) =
{
AX∗ + A¯E[X∗] +Bu∗ + B¯E[u∗] + b
}
dt
+
{
CX∗ + C¯E[X∗] +Du∗ + D¯E[u∗] + σ
}
dW (t),
−dY∗(t) = {A⊤Y∗ + A¯⊤E[Y∗] +C⊤Z∗ + C¯⊤E[Z∗] +QInX∗ + Q¯InE[X∗]
+S⊤Imu
∗ + S¯⊤ImE[u
∗] + q
}
dt− Z∗dW (t), t > 0,
X∗(0) = x,
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and the stationarity condition (3.18) can be written as
(3.23)
J⊤
{
B⊤Y∗+B¯⊤E[Y∗]+D⊤Z∗+D¯⊤E[Z∗]+SInX
∗+S¯InE[X
∗]+RImu
∗+R¯ImE[u
∗]+ρ
}
= 0,
a.e. t ∈ [0,∞), a.s.,
where
(3.24)

Y∗(·) =
(
Y ∗1 (·)
Y ∗2 (·)
)
∈ X [0,∞)2, Z∗(·) =
(
Z∗1 (·)
Z∗2 (·)
)
∈ L2
F
(R2n), In =
(
In×n
In×n
)
∈ R2n×n,
Im =
(
Im×m
Im×m
)
∈ R2m×m, J =

Im1×m1 0
0 0
0 0
0 Im2×m2
 =

Im1×m1 0m1×m2
0m2×m1 0m2×m2
0m1×m1 0m1×m2
0m2×m1 Im2×m2
 ∈ R2m×m.
Now, we take the following ansatz:
(3.25) Y∗(·) = P(X∗(·)− E[X∗(·)])+ P̂E[X∗(·)] + η(·)− E[η(·)] + η¯(·),
where
(3.26) P
∆
=
(
P1
P2
)
, P̂
∆
=
(
P̂1
P̂2
)
, η(·) ,
(
η1(·)
η2(·)
)
, η¯(·) ,
(
η¯1(·)
η¯2(·)
)
.
Here, Pi, P̂i ∈ Rn×n, i = 1, 2, and (η(·), ζ(·)) is an adapted solution to the following BSDE on [0,∞):
(3.27) −dη(t) = α(t)dt − ζ(t)dW (t), t > 0,
where α : [0,∞)× Ω → R2n is undetermined, and η¯(·) is a deterministic differentiable function from [0,∞)
to Rn. Applying Itoˆ’s formula to (3.25), noting (3.22), we get
(3.28)
−{A⊤(Y∗ − E[Y∗])+ Â⊤E[Y∗] +C⊤(Z∗ − E[Z∗])+ Ĉ⊤E[Z∗] +QIn(X∗ − E[X∗])
+Q̂InE[X
∗] + S⊤Im
(
u∗ − E[u∗])+ Ŝ⊤ImE[u∗] + q}dt+ Z∗dW (t) = dY∗
=
{
PA
(
X∗ − E[X∗])+PB(u∗ − E[u∗])+P(b− E[b])+ P̂ÂE[X∗] + P̂B̂E[u∗] + P̂E[b] + ˙¯η
−(α− E[α])}dt+ {PC(X∗−E[X∗])+PĈE[X∗]+PD(u∗−E[u∗])+PD̂E[u∗]+Pσ+ζ}dW (t).
Hereafter, Â = A + A¯ and Ĉ, Q̂, Ŝ are defined similarly (see (2.15)). Hence, by comparing the diffusion
terms, we should have
(3.29) Z∗ = PC
(
X∗ − E[X∗])+PĈE[X∗] +PD(u∗ − E[u∗])+PD̂E[u∗] +Pσ + ζ, a.s.
The stationarity condition (3.23) then becomes
0 = J⊤
{
B⊤Y∗ + B¯⊤E[Y∗] +D⊤Z∗ + D¯⊤E[Z∗] + SInX
∗ + S¯InE[X
∗] +RImu
∗ + R¯ImE[u
∗] + ρ
}
= J⊤
{
B⊤
(
Y∗ − E[Y∗])+ B̂⊤E[Y∗] +D⊤(Z∗ − E[Z∗])+ D̂⊤E[Z∗]
+SIn
(
X∗ − E[X∗])+ ŜInE[X∗] +RIm(u∗ − E[u∗])+ R̂ImE[u∗] + ρ}
= J⊤
{
(B⊤P+D⊤PC + SIn)
(
X∗ − E[X∗])+ (B̂⊤P̂+ D̂⊤PĈ + ŜIn)E[X∗]
+(RIm +D
⊤PD)
(
u∗ − E[u∗])+ (R̂Im + D̂⊤PD̂)E[u∗] +B⊤(η − E[η])
+B̂⊤η¯ +D⊤
(
ζ − E[ζ])+ D̂⊤E[ζ] +D⊤P(σ − E[σ])+ D̂⊤PE[σ] + ρ}, a.s.
Applying E[ · ] to the above, and assuming that
Σ
∆
=J⊤
(
RIm +D
⊤PD
)
, Σ¯
∆
=J⊤
(
R̂Im + D̂
⊤PD̂
) ∈ Rm×m,
are invertible, we obtain
(3.30) E[u∗] = −Σ¯−1J⊤(B̂⊤P̂+ D̂⊤PĈ + ŜIn)E[X∗]− Σ¯−1J⊤
{
B̂⊤η¯ + D̂⊤E[ζ] + D̂⊤PE[σ] + E[ρ]
}
,
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(3.31)
u∗ − E[u∗] = −Σ−1J⊤(B⊤P+D⊤PC + SIn)(X∗ − E[X∗])
−Σ−1J⊤{B⊤(η − E[η]) +D⊤(ζ − E[ζ]) +D⊤P(σ − E[σ]) + ρ− E[ρ]},
and thus
(3.32)
u∗ = −Σ−1J⊤(B⊤P+D⊤PC + SIn)(X∗(t)− E[X∗])− Σ¯−1J⊤(B̂⊤P̂+ D̂⊤PĈ + ŜIn)E[X∗]
−Σ−1J⊤{B⊤(η − E[η]) +D⊤(ζ − E[ζ]) +D⊤P(σ − E[σ]) + ρ− E[ρ]}
−Σ¯−1J⊤{B̂⊤η¯ + D̂⊤E[ζ] + D̂⊤PE[σ] + E[ρ]}, a.s.
Now, comparing the drift terms in (3.28), one gets
0 = −(α− E[α]) + (PA+A⊤P+C⊤PC +QIn)(X∗ − E[X∗])+ (P̂Â+ Â⊤P̂+ Ĉ⊤PĈ + Q̂In)E[X∗]
+
(
PB +C⊤PD + S⊤Im
)
(u∗ − E[u∗])+ (P̂B̂ + Ĉ⊤PD̂ + Ŝ⊤Im)E[u∗] +P(b− E[b])+ P̂E[b] + ˙¯η
+A⊤
(
η − E[η])+ Â⊤η¯ +C⊤{P(σ − E[σ])+ ζ − E[ζ]} + Ĉ⊤(PE[σ] + E[ζ])+ q
=
{
PA+A⊤P+C⊤PC +QIn −
(
PB +C⊤PD + S⊤Im
)
Σ−1J⊤
(
B⊤P+D⊤PC + SIn
)}
(X∗ − E[X∗])
+
{
P̂Â+ Â⊤P̂+ Ĉ⊤PĈ + Q̂In −
(
P̂B̂ + Ĉ⊤PD̂ + Ŝ⊤Im
)
Σ¯−1J⊤
(
B̂⊤P̂+ D̂⊤PĈ + ŜIn
)}
E[X∗]
−(PB +C⊤PD + S⊤Im)Σ−1J⊤{B⊤(η − E[η])+D⊤(ζ − E[ζ]) +D⊤P(σ − E[σ]) + ρ− E[ρ]}
−(P̂B̂ + Ĉ⊤PD̂ + Ŝ⊤Im)Σ¯−1J⊤
{
B̂⊤η¯ + D̂⊤E[ζ] + D̂⊤PE[σ] + E[ρ]
}
+P(b − E[b]) + P̂E[b]
+ ˙¯η +A⊤
(
η − E[η])+ Â⊤η¯ +C⊤[ζ − E[ζ] +P(σ − E[σ])]+ Ĉ⊤(E[ζ] +PE[σ]) + q − (α− E[α]).
This suggests that (P, P̂) should be the solution to the following system of coupled AREs:
(3.33)
{
PA+A⊤P+C⊤PC +QIn −
(
PB +C⊤PD + S⊤Im
)
Σ−1J⊤
(
B⊤P+D⊤PC + SIn
)
= 0,
P̂Â+ Â⊤P̂+ Ĉ⊤PĈ + Q̂In −
(
P̂B̂ + Ĉ⊤PD̂ + Ŝ⊤Im
)
Σ¯−1J⊤
(
B̂⊤P̂+ D̂⊤PĈ + ŜIn
)
= 0,
and (η(·), ζ(·), η¯(·)) should satisfy
(3.34)
0=E[α]− α− (PB +C⊤PD + S⊤Im)Σ−1J⊤{B⊤(η − E[η])+D⊤(ζ − E[ζ])+D⊤P(σ − E[σ])
+ρ− E[ρ]}−(P̂B̂+Ĉ⊤PD̂+Ŝ⊤Im)Σ¯−1J⊤{B̂⊤η¯ + D̂⊤E[ζ] + D̂⊤PE[σ] + E[ρ]}+P(b− E[b])
+P̂E[b]+ ˙¯η+A⊤
(
η−E[η])+Â⊤η¯+C⊤(P(σ−E[σ])+ζ−E[ζ])+Ĉ⊤(E[ζ]+PE[σ])+q, a.s.
Applying E[ · ] to the above, we obtain the following ODE for η¯(·):
(3.35)
0 = ˙¯η + Â⊤η¯ + Ĉ⊤E[ζ +Pσ] + P̂E[b] + E[q]
−(P̂B̂ + Ĉ⊤PD̂ + Ŝ⊤Im)Σ¯−1{B̂⊤η¯ + D̂⊤E[ζ +Pσ] + E[ρ]}.
Putting (3.35) into (3.34), from (3.27), we obtain the BSDE on [0,∞) for (η(·), ζ(·)):
(3.36)
−dη(t) = {A⊤η(t)− (PB +C⊤PD + S⊤Im)Σ−1J⊤{B⊤η(t) +D⊤[ζ(t) +Pσ(t)] + ρ(t)}
+C⊤
[
ζ(t) +Pσ(t)
]
+Pb(t) + q(t)
}
dt− ζ(t)dW (t), t > 0.
Moreover, we obtain the following closed-loop MF-SDE on [0,∞) (recall (2.9)):
(3.37)

dX∗(t) =
{
AΘ∗X
∗ + A¯Θ∗E[X
∗] +Bv∗ + B¯E[v∗] + b
}
dt
+
{
CΘ∗X
∗(t) + C¯Θ∗E[X
∗]+Dv∗+D¯E[v∗]+σ
}
dW (t), t > 0,
X∗(0) = x,
where
(3.38)

Θ∗
∆
=−Σ−1J⊤(B⊤P+D⊤PC + SIn), Θ¯∗ ∆=−Σ¯−1J⊤(B̂⊤P̂+ D̂⊤PĈ + ŜIn),
v∗(·) ∆=−Σ−1J⊤{B⊤(η(·)−E[η(·)])+D⊤(ζ(·)−E[ζ(·)])+D⊤P(σ(·)−E[σ(·)])+ρ(·)−E[ρ(·)]}
−Σ¯−1J⊤{B̂⊤η¯(·) + D̂⊤E[ζ(·)] + D̂⊤PE[σ(·)] + E[ρ(·)]}.
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The above procedure implies that if (3.33) admits a solution pair (P, P̂) ∈ R2n×n × R2n×n such that
Θ ≡ (Θ∗, Θ¯∗) defined by (3.38) stabilizes the system [A, A¯, C, C¯;B, B¯,D, D¯], then ODE (3.35) admits a
solution η¯(·) ∈ L2(R2n), BSDE (3.36) admits a solution (η(·), ζ(·)) ∈ X [0,∞)2 × L2
F
(R2n) and the triple
(X∗(·),Y∗(·),Z∗(·)) ∈ X [0,∞) × X [0,∞)2 × L2
F
(R2n), defined through (3.37), (3.25) and (3.29), is an
adapted solution to MF-FBSDE (3.17), with respect to the control u∗(·) defined by (3.32), and the station-
arity condition (3.23) holds. Hence, if, in addition, the convexity condition (3.19) holds for i = 1, 2, then by
Theorem 3.3, Problem (MF-SDG) admits an open-loop Nash equilibrium for any initial state x ∈ Rn, which
has the following closed-loop representation:
(3.39) u∗(·) = Θ∗{X∗(·)− E[X∗(·)]} + Θ¯∗E[X∗(·)] + v∗(·),
which is independent of the initial state x.
Note that by the definition of Θ∗ and Θ¯∗ (in (3.38)), we have
(3.40) ΣΘ∗ + J⊤
(
B⊤P+D⊤PC + SIn
)
= 0, Σ¯Θ¯∗ + J⊤
(
B̂⊤P̂+ D̂⊤PĈ + ŜIn
)
= 0;
and we can rewrite (3.33) as
(3.41)
{
PA+A⊤P+C⊤PC +QIn +
(
PB +C⊤PD + S⊤Im
)
Θ∗ = 0,
P̂Â+ Â⊤P̂+ Ĉ⊤PĈ + Q̂In +
(
P̂B̂ + Ĉ⊤PD̂ + Ŝ⊤Im
)
Θ¯∗ = 0.
We may further write (3.40) and (3.41) in component forms:
(3.42)
{
PiA+A
⊤Pi + C
⊤PiC +Qi +
(
PiB + C
⊤PiD + S
⊤
i
)
Θ∗ = 0,
P̂iÂ+ Â
⊤P̂i + Ĉ
⊤PiĈ + Q̂i +
(
P̂iB̂ + Ĉ
⊤PiD̂ + Ŝ
⊤
i
)
Θ¯∗ = 0,
i = 1, 2,
(3.43)

(
R111 +D
⊤
1 P1D1 R112 +D
⊤
1 P1D2
R221 +D
⊤
2 P2D1 R222 +D
⊤
2 P2D2
)
Θ∗ +
(
B⊤1 P1 +D
⊤
1 P1C + S11
B⊤2 P2 +D
⊤
2 P2C + S22
)
= 0,(
R̂111 + D̂
⊤
1 P1D̂1 R̂112 + D̂
⊤
1 P1D̂2
R̂221 + D̂
⊤
2 P2D̂1 R̂222 + D̂
⊤
2 P2D̂2
)
Θ¯∗ +
(
B̂⊤1 P̂1 + D̂
⊤
1 P1Ĉ + Ŝ11
B̂⊤2 P̂2 + D̂
⊤
2 P2Ĉ + Ŝ22
)
= 0.
In the above, the coefficient matrices of the equations for Θ∗ and Θ¯∗ are not symmetric in general (even
if P1, P2, P̂1, P̂2 are all symmetric). Hence, the equations for Pi, P̂i, i = 1, 2 and for P
⊤
i , P̂
⊤
i , i = 1, 2 are
different. Consequently, we do not expect Pi, P̂i, i = 1, 2 to be symmetric in general.
3.3 Closed-loop Nash equalibria and symmetric algebraic Riccati equations
We now look at closed-loop Nash equilibria for Problem (MF-SDG). First, we present the following result,
which is a consequence of Theorem 3.3.
Proposition 3.4. Let (H2) hold. If (Θ∗, v∗(·)) is a closed-loop Nash equilibrium of Problem (MF-SDG),
then (Θ∗, 0) is a closed-loop Nash equilibrium of Problem (MF-SDG)0.
Proof. By the observation we made at the end of subsection 3.1, we see that (Θ∗, v∗(·)) is a closed-loop
Nash equilibrium of Problem (MF-SDG) if and only if v∗(·) is an open-loop Nash equilibrium of the problem
for any initial state x ∈ Rn, with the stabilized state equation (3.15) and cost functionals (3.16) which we
rewrite here in details for convenience (we suppress some t):
(3.44)
JΘ
∗
i (x; v(·)) ≡ Ji
(
x; Θ∗
{
X(·)− E[X(·)]} + Θ¯∗E[X(·)] + v(·))
=E
∫ ∞
0
[〈(Q∗i (S∗i )⊤
S∗i Ri
)(
X
v
)
,
(
X
v
)〉
+2
〈(
q∗i (t)
ρi(t)
)
,
(
X
v
)〉
+
〈(Q¯∗i (S¯∗i )⊤
S¯∗i R¯i
)(
E[X ]
E[v]
)
,
(
E[X ]
E[v]
)〉]
dt,
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where (with Ŝi = Si + S¯i and R̂i = Ri + R¯i, comparing with (2.17))
Q∗i = Qi + S⊤i Θ∗ + (Θ∗)⊤Si + (Θ∗)⊤RiΘ∗,
Q¯∗i = Q¯i + Ŝ ⊤i Θ¯∗ + (Θ¯∗)⊤Ŝi + (Θ¯∗)⊤R̂iΘ¯∗ − SiΘ∗ − (Θ∗)⊤Si − (Θ∗)⊤RiΘ∗,
S∗i = Si +RiΘ∗, S¯∗i = S¯i + R̂iΘ¯∗ −RiΘ∗, q∗i (·) = qi(·) + (Θ∗)⊤
(
ρi(·)− E[ρi(·)]
)
+ (Θ¯∗)⊤E[ρi(·)].
Thus by Theorem 3.3, (Θ∗, v∗(·)) is a closed-loop Nash equilibrium of Problem (MF-SDG) if and only if for
any x ∈ Rn, the solution (X∗(·), Y ∗i (·), Z∗i (·)) ∈ X [0,∞)×X [0,∞)×L2F(Rn) to the following MF-FBSDE:
(3.45)

dX∗(t) =
{
AΘ∗X
∗ + A¯Θ∗E[X
∗] +Bv∗ + B¯E[v∗] + b
}
dt
+
{
CΘ∗X
∗ + C¯Θ∗E[X
∗] +Dv∗ + D¯E[v∗] + σ
}
dW (t), t > 0,
−dY ∗i (t) =
{
A⊤Θ∗Y
∗
i + A¯
⊤
Θ∗E[Y
∗
i ] + C
⊤
Θ∗Z
∗
i + C¯
⊤
Θ∗E[Z
∗
i ] +Q∗iX∗ + Q¯∗iE[X∗]
+(S∗i )⊤v∗ + (S¯∗i )⊤E[v∗] + q∗i + (Θ¯∗ −Θ∗)⊤E[ρi]
}
dt− Z∗i dW (t), t > 0,
X∗(0) = x,
for i = 1, 2, satisfies the following stationarity condition:
(3.46)
B⊤i Y
∗
i + B¯
⊤
i E[Y
∗
i ] +D
⊤
i Z
∗
i + D¯
⊤
i E[Z
∗
i ] + S∗iiX∗ + S¯∗iiE[X∗] +Riiv∗ + R¯iiE[v∗] + ρii = 0,
a.e. t ∈ [0,∞), a.s., i = 1, 2,
where
S∗ii = Sii +RiiΘ∗, S¯∗ii = S¯ii + R̂iiΘ¯∗ −RiiΘ∗,
and for i = 1, 2, the following convexity condition holds:
(3.47)
E
∫ ∞
0
[〈Q∗iXi, Xi〉+ 2〈S∗iiXi, vi〉+ 〈Riiivi, vi〉+ 〈Q¯∗iE[Xi],E[Xi]〉
+2
〈S¯∗iiE[Xvi ],E[vi]〉+ 〈R¯iiiE[vi],E[vi]〉]dt > 0, ∀v(·) ∈ L2F(Rm),
where Xi(·) ∈ X [0,∞) is the solution to the following controlled homogeneous MF-SDE on [0,∞):
(3.48)

dXi(t) =
{
AΘ∗Xi + A¯Θ∗E[Xi] +Bivi + B¯iE[vi]
}
dt
+
{
CΘ∗Xi + C¯Θ∗E[Xi] +Divi + D¯iE[vi]
}
dW (t), t > 0,
Xi(0) = 0.
Since (Θ∗, v∗(·)) is independent of x and (3.45)–(3.48) hold for all x ∈ Rn, by subtracting equations corre-
sponding to x and 0, the latter from the former, we see that for any x ∈ Rn, the following MF-FBSDE:
dX∗0 (t) =
{
AΘ∗X
∗
0 + A¯Θ∗E[X
∗
0 ]
}
dt+
{
CΘ∗X
∗
0 + C¯Θ∗E[X
∗
0 ]
}
dW (t), t > 0,
−dY ∗i0(t) =
{
A⊤Θ∗Y
∗
i0 + A¯
⊤
Θ∗
E[Y ∗i0] + C
⊤
Θ∗Z
∗
i0 + C¯
⊤
Θ∗
E[Z∗i0] +Q∗iX∗0 + Q¯∗iE[X∗0 ]
}
dt− Zi0(t)dW (t),
t > 0, i = 1, 2,
X∗0 (0) = x,
admits an adapted solution satisfying
B⊤i Y
∗
i0 + B¯
⊤
i E[Y
∗
i0] +D
⊤
i Z
∗
i0 + D¯
⊤
i E[Z
∗
i0] + S∗iiX∗0 + S¯∗iiE[X∗0 ] = 0, a.e. t ∈ [0,∞), a.s., i = 1, 2.
It follows, again from Theorem 3.3, that (Θ∗, 0) is a closed-loop Nash equilibrium of Problem (MF-SDG)0.
The proof is complete.
Now, we give a necessary condition for the existence of closed-loop Nash equilibria of Problem (MF-SDG).
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Proposition 3.5. Let (H2) hold, and let (Θ∗, v∗(·)) be a closed-loop Nash equilibrium of Problem (MF-
SDG). Then for i = 1, 2, the following system of coupled AREs admits a solution pair (Pi, P̂i) ∈ Sn × Sn:
(3.49)

PiA+A
⊤Pi + C
⊤PiC +Qi + (Θ
∗)⊤(Ri +D
⊤PiD)Θ
∗
+(PiB + C
⊤PiD + S
⊤
i )Θ
∗ + (Θ∗)⊤(B⊤Pi +D
⊤PiC + Si) = 0,
P̂iÂ+ Â
⊤P̂i + Ĉ
⊤PiĈ + Q̂i + (Θ¯
∗)⊤(R̂i + D̂
⊤PiD̂)Θ¯
∗
+(P̂iB̂ + Ĉ
⊤PiD̂ + Ŝ
⊤
i )Θ¯
∗ + (Θ¯∗)⊤(B̂⊤P̂i + D̂
⊤PiĈ + Ŝi) = 0,
and the following conditions are satisfied:
(3.50)
{
B⊤i Pi +D
⊤
i PiC + Sii + (Rii +D
⊤
i PiD)Θ
∗ = 0,
B̂⊤i P̂i + D̂
⊤
i PiĈ + Ŝii + (R̂ii + D̂
⊤
i PiD̂)Θ¯
∗ = 0,
and
(3.51) Σi
∆
=Riii +D
⊤
i PiDi > 0, Σ¯i
∆
= R̂iii + D̂
⊤
i PiD̂i > 0.
Proof. Suppose that (Θ∗, v∗(·)) is a closed-loop Nash equilibrium of Problem (MF-SDG). Then by Proposi-
tion 3.4, (Θ∗, 0) is a closed-loop Nash equilibrium of Problem (MF-SDG)0. Denote
(3.52)

A1 ∆=A+ B2Θ∗2, A¯1 ∆= A¯+ B¯2Θ¯∗2 +B2(Θ¯∗2 −Θ∗2),
C1 ∆=C +D2Θ∗2, C¯1 ∆= C¯ + D¯2Θ¯∗2 +D2(Θ¯∗2 −Θ∗2),
Q1 ∆=Q1 + S⊤12Θ∗2 + (Θ∗2)⊤S12 + (Θ∗2)⊤R122Θ∗2,
Q¯1 ∆= Q¯1 + Ŝ⊤12Θ¯∗2 + (Θ¯∗2)⊤Ŝ12 + (Θ¯∗2)⊤R̂122Θ¯∗2 − S⊤12Θ∗2 − (Θ∗2)⊤S12 − (Θ∗2)⊤R122Θ∗2,
S11 ∆=S11 +R112Θ∗2, S¯11 ∆= S¯11 + R¯112Θ¯∗2 +R112(Θ¯∗2 −Θ∗2).
Then, for any u1(·) ∈ L2F(Rm1), let us consider the state equation:
dX01 (t) =
{A1X01 (t) + A¯1E[X01 (t)] +B1u1(t) + B¯1E[u1(t)]}dt
+
{C1X01 (t) + C¯1E[X01 (t)] +D1u1(t) + D¯1E[u1(t)]}dW (t), t > 0,
X01 (0) = 0,
and cost functional:
J¯01 (x;u1(·)) ≡ J01
(
x;u1(·); Θ∗2
{
X01 (·)− E[X01 (·)]
}
+ Θ¯∗2E[X
0
1 (·)]
)
= E
∫ ∞
0
[〈(Q1 S⊤11
S11 R111
)(
X01
u1
)
,
(
X01
u1
)〉
+
〈(Q¯1 S¯⊤11
S¯11 R¯111
)(
E[X01 ]
E[u1]
)
,
(
E[X01 ]
E[u1]
)〉]
dt.
It is easy to see that (Θ∗1, 0) is a closed-loop optimal strategy for the above mean-field LQ stochastic optimal
control problem. Thanks to Theorem 2.9, the following system of coupled AREs:
(3.53)
{
P1A1 +A⊤1 P1 + C⊤1 P1C1 +Q1 −
(
P1B1 + C⊤1 P1D1 + S⊤11
)
Σ†1
(
B⊤1 P1 +D
⊤
1 P1C1 + S11
)
= 0,
P̂1Â1 + Â⊤1 P̂1 + Ĉ ⊤1 P1Ĉ1 + Q̂1 −
(
P̂1B̂1 + Ĉ ⊤1 P1D̂1 + Ŝ ⊤11
)
Σ¯†1
(
B̂⊤1 P̂1 + D̂
⊤
1 P1Ĉ1 + Ŝ11
)
= 0,
admit a static stabilizing solution pair (P1, P̂1) ∈ Sn × Sn, satisfying
(3.54)
{
B⊤1 P1 +D
⊤
1 P1C1 + S11 +Σ1Θ∗1 = 0, Σ1 ≡ R111 +D⊤1 P1D1 > 0,
B̂⊤1 P̂1 + D̂
⊤
1 P1Ĉ1 + Ŝ11 + Σ¯1Θ¯∗1 = 0, Σ¯1 ≡ R̂111 + D̂⊤1 P1D̂1 > 0,
where Â1 = A+ A¯1, Ĉ1 = C1 + C¯1, Q̂1 = Q1 + Q¯1, and Ŝ11 = S11 + S¯11. Similarly, for any u2(·) ∈ L2F(Rm2),
we can consider the state equation:
dX02 (t) =
{A2X02 (t) + A¯2E[X02 (t)] +B2u2(t) + B¯2E[u2(t)]}dt
+
{C2X02 (t) + C¯2E[X02 (t)] +D2u2(t) + D¯2E[u2(t)]}dW (t), t > 0,
X02 (0) = 0,
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and cost functional:
J¯02 (x;u2(·)) ≡ J02
(
x; Θ∗1
(
X02 (·)− E[X02 (·)]
)
+ Θ¯∗1E[X
0
2 (·)];u2(·)
)
= E
∫ ∞
0
[〈(Q2 S⊤22
S22 R222
)(
X02
u2
)
,
(
X02
u2
)〉
+
〈(Q¯2 S¯⊤22
S¯22 R¯222
)(
E[X02 ]
E[u2]
)
,
(
E[X02 ]
E[u2]
)〉]
dt,
where A2, A¯2, C2, C¯2 and Q2, Q¯2,S22, S¯22 are defined similar to (3.52). In the same spirit as above, we can see
that (Θ∗2, 0) ≡ (Θ∗2, Θ¯∗2, 0) is a closed-loop optimal strategy for the above mean-field LQ stochastic optimal
control problem. Making use of Theorem 2.9 again, the following system of coupled AREs
(3.55)
{
P2A2 +A⊤2 P2 + C⊤2 P2C2 +Q2 −
(
P2B2 + C⊤2 P2D2 + S⊤22
)
Σ†2
(
B⊤2 P2 +D
⊤
2 P2C2 + S22
)
= 0,
P̂2Â2 + Â⊤2 P̂2 + Ĉ ⊤2 P2Ĉ2 + Q̂2 −
(
P̂2B̂2 + Ĉ ⊤2 P2D̂2 + Ŝ ⊤22
)
Σ¯†2
(
B̂⊤2 P̂2 + D̂
⊤
2 P2Ĉ2 + Ŝ22
)
= 0,
admit a static stabilizing solution pair (P2, P̂2) ∈ Sn × Sn, satisfying
(3.56)
{
0 = B⊤2 P2 +D
⊤
2 P2C2 + S22 +Σ2Θ∗2, Σ2 ≡ R222 +D⊤2 P2D2 > 0,
0 = B̂⊤2 P̂2 + D̂
⊤
2 P2Ĉ2 + Ŝ22 + Σ¯2Θ¯∗2, Σ¯2 ≡ R̂222 + D̂⊤2 P2D̂2 > 0,
where Â2 = A2 + A¯2, Ĉ2 = C2 + C¯2, Q̂2 = Q2 + Q¯2, and Ŝ22 = S22 + S¯22. By (3.54) and (3.56) and putting
Θ∗ ≡ (Θ∗, Θ¯∗) =
((
Θ∗1
Θ∗2
)
,
(
Θ¯∗1
Θ¯∗2
))
∈ R2m×2n, we get (3.51) and
{
0 = B⊤1 P1 +D
⊤
1 P1C1 + S11 +Σ1Θ∗1 = B⊤1 P1 +D⊤1 P1C + S11 + (R11 +D⊤1 P1D)Θ∗,
0 = B̂⊤1 P̂1 + D̂
⊤
1 P1Ĉ1 + Ŝ11 + Σ¯1Θ¯∗1 = B̂⊤1 P̂1 + D̂⊤1 P1Ĉ + Ŝ11 +
(
R̂11 + D̂
⊤
1 P1D̂
)
Θ¯∗.
Similarly,{
0 = B⊤2 P2 +D
⊤
2 P2C2 + S22 +Σ2Θ∗2 = B⊤2 P2 +D⊤2 P2C + S22 + (R22 +D⊤2 P2D)Θ∗,
0 = B̂⊤2 P̂2 + D̂
⊤
2 P2Ĉ2 + Ŝ22 + Σ¯2Θ¯∗2 = B̂⊤2 P̂2 + D̂⊤2 P2Ĉ + Ŝ22 +
(
R̂22 + D̂
⊤
2 P2D̂
)
Θ¯∗,
which implies (3.50). By (3.50), (3.53) and (3.55), we have (by a straightforward calculation)
0 = P1A1 +A⊤1 P1 + C⊤1 P1C1 +Q1 −
(
P1B1 + C⊤1 P1D1 + S⊤11
)
Σ†1
(
B⊤1 P1 +D
⊤
1 P1C1 + S11
)
= P1A+A
⊤P1 + C
⊤P1C +Q1 + (Θ
∗)⊤(R1 +D
⊤P1D)Θ
∗
+
(
P1B + C
⊤P1D + S
⊤
1
)
Θ∗ + (Θ∗)⊤
(
B⊤P1 +D
⊤P1C + S1
)
,
0 = P̂1Â1 + Â⊤1 P̂1 + Ĉ ⊤1 P1Ĉ1 + Q̂1 −
(
P̂1B̂1 + Ĉ ⊤1 P1D̂1 + Ŝ ⊤11
)
Σ¯†1
(
B̂⊤1 P̂1 + D̂
⊤
1 P1Ĉ1 + Ŝ11
)
= P̂1Â+ Â
⊤P̂1 + Ĉ
⊤P1Ĉ + Q̂1 + (Θ¯
∗)⊤
(
R̂1 + D̂
⊤P1D̂
)
Θ¯∗
+
(
P̂1B̂ + Ĉ
⊤P1D̂ + Ŝ
⊤
1
)
Θ¯∗ + (Θ¯∗)⊤
(
B̂⊤P̂1 + D̂
⊤P1Ĉ + Ŝ1
)
.
In the same way, we have
0 = P2A2 +A⊤2 P2 + C⊤2 P2C2 +Q2 −
(
P2B2 + C⊤2 P2D2 + S⊤22
)
Σ†2
(
B⊤2 P2 +D
⊤
2 P2C2 + S22
)
= P2A+A
⊤P2 + C
⊤P2C +Q2 + (Θ
∗)⊤(R2 +D
⊤P2D)Θ
∗
+
(
P2B + C
⊤P2D + S
⊤
2
)
Θ∗ + (Θ∗)⊤
(
B⊤P2 +D
⊤P2C + S2
)
,
0 = P̂2Â2 + Â⊤2 P̂2 + Ĉ ⊤2 P2Ĉ2 + Q̂2 −
(
P̂2B̂2 + Ĉ ⊤2 P2D̂2 + Ŝ ⊤22
)
Σ¯†2
(
B̂⊤2 P̂2 + D̂
⊤
2 P2Ĉ2 + Ŝ22
)
= P̂2Â+ Â
⊤P̂2 + Ĉ
⊤P2Ĉ + Q̂2 + (Θ¯
∗)⊤
(
R̂2 + D̂⊤P2D̂
)
Θ¯∗
+
(
P̂2B̂ + Ĉ
⊤P2D̂ + Ŝ
⊤
2
)
Θ¯∗ + (Θ¯∗)⊤
(
B̂⊤P̂2 + D̂
⊤P1Ĉ + Ŝ2
)
.
This yields (3.49). The proof is complete.
Now, we are ready to present the main result of this subsection, which characterizes the closed-loop Nash
equilibrium of Problem (MF-SDG).
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Theorem 3.6. Let (H2) hold. Problem (MF-SDG) admits a closed-loop Nash equilibrium (Θ∗, v∗(·)) if and
only if the following statements hold:
(i) The system of coupled algebraic equations (3.49) admits a solution pair (Pi, P̂i) ∈ Sn × Sn and
(3.50)–(3.51) are satisfied.
(ii) For i = 1, 2, the following BSDE:
(3.57) dηi(t) = −
{
A⊤Θ∗ηi(t)+C
⊤
Θ∗
[
ζi(t)+Piσ(t)
]
+Pib(t) +qi(t) +(Θ
∗)⊤ρi(t)
}
dt+ζi(t)dW (t), t > 0,
admits a solution (ηi(·), ζi(·)) ∈ X [0,∞)× L2F(Rn) such that
(3.58)
0 = (Rii +D
⊤
i PiD)
(
v∗(t)− E[v∗(t)])+B⊤i (ηi(t)− E[ηi(t)]) +D⊤i (ζi(t)− E[ζi(t)])
+D⊤i Pi
(
σ(t)− E[σ(t)]) + ρii(t)− E[ρii(t)], a.e. t ∈ [0,∞), a.s., i = 1, 2,
and the following ODE admits a solution η¯i(·) ∈ L2(Rn):
(3.59) ˙¯ηi(t) + Â
⊤
Θ¯∗ η¯i(t) + Ĉ
⊤
Θ¯∗
(
E[ζi(t)] + PiE[σ(t)]
)
+ P̂iE[b(t)] + E[qi(t)] + (Θ¯
∗)⊤E[ρi(t)] = 0, t > 0,
satisfying
(3.60) (R̂ii + D̂
⊤
i PiD̂)E[v
∗(t)] + B̂⊤i η¯i(t) + D̂
⊤
i E[ζi(t)] + D̂
⊤
i PiE[σ(t)] + E[ρii(t)] = 0, a.e. t ∈ [0,∞).
Proof. Necessity. Suppose that (Θ∗, v∗(·)) is a closed-loop Nash equilibrium of Problem (MF-SDG). Then
by Proposition 3.5, (i) holds.
We proceed to prove (ii). First, we note that the system of algebraic equations (3.49) is equivalent to
(3.61)
{
PiAΘ∗ +A
⊤
Θ∗Pi + C
⊤
Θ∗PiCΘ∗ +Qi + S
⊤
i Θ
∗ + (Θ∗)⊤Si + (Θ
∗)⊤RiΘ
∗ = 0,
P̂iÂΘ¯∗ + Â
⊤
Θ¯∗ P̂i + Ĉ
⊤
Θ¯∗PiĈΘ∗ + Q̂i + Ŝ
⊤
i Θ¯
∗ + (Θ¯∗)⊤Ŝi + (Θ¯
∗)⊤R̂iΘ¯
∗ = 0.
Let (X∗(·), Y ∗i (·), Z∗i (·)) ∈ X [0,∞) × X [0,∞) × L2F(Rn) be the solution to MF-FBSDE (3.45), i = 1, 2.
Proceeding as in the proof of Proposition 3.4, we see that (X∗(·), Y ∗i (·), Z∗i (·)) satisfies (3.46), i = 1, 2. Now,
we define
(3.62)
{
αi
∆
=Y ∗i − E[Y ∗i ]− Pi
(
X∗ − E[X∗]), η¯i ∆=E[Y ∗i ]− P̂iE[X∗],
ζi
∆
=Z∗i − PiCΘ∗(X∗ − E[X∗])− PiĈΘ¯∗E[X∗]− PiD(v∗ − E[v∗])− Piσ − PiD̂E[v∗], i = 1, 2.
We want to show that
(3.63) αi(·) = ηi(·)− E[ηi(·)],
with ηi(·), ζi(·), η¯(·) satisfy (3.57)–(3.60), for i = 1, 2. For this target, applying Itoˆ’s formula to αi(·) yields
(3.64)
dαi(t) = −
{
A⊤Θ∗
(
Y ∗i −E[Y ∗i ]
)
+C⊤Θ∗
(
Z∗i−E[Z∗i ]
)
+Qi
(
X∗−E[X∗])+Si(v∗−E[v∗])+q∗i − E[q∗i ]}dt
+ZidW (t)−Pi
{A⊤Θ∗(X∗−E[X∗])+B(v∗−E[v∗])+ b− E[b]}dt− Pi{C⊤Θ∗(X∗−E[X∗])
+
(
Ĉ + D̂Θ¯∗
)
E[X∗] +D(v∗ − E[v∗]) + D̂E[v∗] + σ}dW (t)
= −{A⊤Θ∗αi + C⊤Θ∗(ζi − E[ζi])+ (PiAΘ∗ +A⊤Θ∗Pi + C⊤Θ∗PiCΘ∗ +Qi)(X∗ − E[X∗])
+
[
PiB + C
⊤PiD + S
⊤
i + (Θ
∗)⊤(Ri +D
⊤PiD)
](
v∗ − E[v∗])+ C⊤Θ∗Pi(σ − E[σ])
+Pi
(
b− E[b])+ qi − E[qi] + (Θ∗)⊤(ρi − E[ρi])}dt+ ζidW (t)
= −{A⊤Θ∗αi + C⊤Θ∗(ζi − E[ζi])+ C⊤Θ∗Pi(σ − E[σ])
+(Θ∗)⊤
(
ρi − E[ρi]
)
+ Pi(b− E[b]) + qi − E[qi]
}
dt+ ζidW (t).
Since the solution (ηi(·), ζi(·)) to (3.57) satisfies
d
(
ηi(t)− E[ηi(t)]
)
= −{A⊤Θ∗(ηi − E[ηi])+ C⊤Θ∗(ζi − E[ζi])+ C⊤Θ∗Pi(σ − E[σ])
+(Θ∗)⊤(ρi − E[ρi]) + Pi(b − E[b]) + qi − E[qi]
}
dt+ ζidW (t), t > 0,
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by the uniqueness of solutions, we obtain (3.63). Moreover, we get
(3.65)
− ˙¯ηi(t) =
[
Â+ B̂Θ¯∗
]⊤
E[Y ∗i ] +
[
Ĉ + D̂Θ¯∗
]⊤
E[Z∗i ] + Q̂iE[X∗]
+ŜiE[v∗] + E[q∗i ] + P̂i
[
Â+ B̂Θ¯∗
]
E[X∗] + P̂iB̂E[v
∗] + P̂iE[b]
=
[
Â+ B̂Θ¯∗
]⊤
η¯i +
{
P̂i
(
Â+ B̂Θ¯∗
)
+
(
Â+ B̂Θ¯∗
)⊤
P̂i +
[
Ĉ + D̂Θ∗
]⊤
Pi
[
Ĉ + D̂Θ∗
]
+ Q̂i + Ŝ
⊤
i Θ¯
∗
+(Θ¯∗)⊤Ŝi + (Θ¯
∗)⊤R̂iΘ¯
∗
}
E[X∗] +
{
P̂iB̂ + Ĉ
⊤PiD̂ + Ŝ
⊤
i + (Θ¯
∗)⊤
[
R̂i + D̂
⊤PiD̂
]}
E[v∗]
+(Θ¯∗)⊤
[
D̂⊤(PiE[σ] + E[ζi]) + E[ρi]
]
+ Ĉ⊤(PiE[σ] + E[ζi]) + P̂iE[b] + E[qi]
=
(
Â+B̂Θ¯∗
)⊤
η¯i+(Θ¯
∗)⊤
[
D̂⊤(PiE[σ] + E[ζi]) + E[ρi]
]
+ Ĉ⊤(PiE[σ] + E[ζi]) + P̂iE[b] + E[qi],
which is (3.59). Further, from (3.46) we have
(3.66) R̂iiE[v
∗] + B̂⊤i E[Y
∗
i ] + D̂
⊤
i E[Z
∗
i ] +
[
Ŝii + R̂iiΘ¯
∗
]
E[X∗] + E[ρii] = 0, a.e.t ∈ [0,∞), i = 1, 2,
and
(3.67)
Rii(v
∗−E[v∗])+B⊤i (Y ∗i −E[Y ∗i ])+D⊤i (Z∗i −E[Z∗i ])+(Sii+RiiΘ∗)(X∗−E[X∗])+ρii−E[ρii]=0,
a.e. t ∈ [0,∞), a.s., i = 1, 2.
Now, (3.50), (3.62) and (3.66) yields
0 = R̂iiE[v
∗]+B̂⊤i
(
η¯i+P̂iE[X
∗]
)
+D̂⊤i
{
E[ζi]+PiE[σ]+PiĈE[X
∗]+PiD̂E[v
∗]
}
+
[
Ŝii+R̂iiΘ¯
∗
]
E[X∗]+E[ρii]
=
(
R̂ii + D̂
⊤
i PiD̂
)
E[v∗] +
{
B̂⊤i P̂i + D̂
⊤
i PiĈ + Ŝii +
(
R̂ii + D̂
⊤
i PiD̂
)
Θ∗
}
E[X∗]
+B̂⊤i η¯i + D̂
⊤
i
(
E[ζi] + PiE[σ]
)
+ E[ρii]
=
(
R̂ii + D̂
⊤
i PiD̂
)
E[v∗] + B̂⊤i η¯i + D̂
⊤
i
(
E[ζi] + PiE[σ]
)
+ E[ρii], a.e. t ∈ [0,∞), i = 1, 2.
Thus (3.60) holds. Furthermore, (3.50), (3.62) and (3.67) yields
(3.68)
0 = Rii(v
∗ − E[v∗]) +B⊤i
[
αi + Pi
(
X∗ − E[X∗])]+D⊤i {ζi − E[ζi] + PiCΘ∗(X∗ − E[X∗])
+PiD
(
v∗ − E[v∗])+ Pi(σ − E[σ])}+ (Sii +RiiΘ∗)(X∗ − E[X∗])+ ρii − E[ρii]
= (Rii +D
⊤
i PiD)(v
∗ − E[v∗]) +B⊤i αi +D⊤i (ζi − E[ζi]) +D⊤i Pi
(
σ − E[σ])
+
[
B⊤i Pi +D
⊤
i PiC + Sii + (Rii +D
⊤
i PiD)Θ
∗
](
X∗ − E[X∗])+ ρii − E[ρii]
= (Rii +D
⊤
i PiD)
(
v∗ − E[v∗])+B⊤i αi +D⊤i (ζi − E[ζi]) +D⊤i Pi(σ − E[σ])+ ρii − E[ρii],
a.e. t ∈ [0,∞), a.s., i = 1, 2.
Thus, by (3.68), we get (3.58).
Sufficiency. We choose any x ∈ Rn and v(·) ≡ (v1(·), v2(·)) ∈ L2F(Rm). Denote w(·) ≡ (v1(·), v∗2(·)) and
let Xw(·) ≡ X(·;x,Θ∗1, v1(·);Θ∗2, v∗2(·)) be the solution to the state equation
(3.69)

dXw(t) =
{
AΘ∗X
w + A¯Θ∗E[X
w] +Bw + B¯E[w] + b
}
dt
+
{
CΘ∗X
w + C¯Θ∗E[X
w] +Dw + D¯E[w] + σ
}
dW (t), t > 0,
Xw(0) = x,
corresponding to x and (Θ∗1, v1(·),Θ∗2, v∗2(·)). Similarly as (3.44), we have
J1
(
x; Θ∗
(
Xw(·)− E[Xw(·)]) + Θ¯∗E[Xw(·)] + w(·))
= E
∫ ∞
0
[〈
(Q1 + S
⊤
1 Θ
∗ + (Θ∗)⊤S1 + (Θ
∗)⊤R1Θ
∗)(Xw − E[Xw]), Xw − E[Xw]〉
+2
〈
(S1 +R1Θ
∗)⊤(w − E[w]), Xw − E[Xw]〉+ 〈R1(w − E[w]), w − E[w]〉
+2
〈
q1 + (Θ
∗)⊤ρ1, X
w − E[Xw]〉+ 2〈ρ1, w − E[w]〉
+
〈
Q̂1 + Ŝ
⊤
1 Θ¯
∗ + (Θ¯∗)⊤Ŝ1 + (Θ¯
∗)⊤R̂1Θ¯
∗
)
E[Xw],E[Xw]
〉
+
〈
Ŝ1 + R̂1Θ¯
∗
)⊤
E[w],E[Xw]
〉
+
〈
R̂1E[w],E[w]
〉
+ 2
〈
E[q1] + (Θ¯
∗)⊤E[ρ1],E[X
w]
〉
+ 2
〈
E[ρ1],E[w]
〉]
dt.
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Applying Itoˆ’s formula to〈
P1
(
Xw(·)− E[Xw(·)])+ 2η1(·), Xw(·) − E[Xw(·)]〉+ 〈P̂1E[Xw(·)] + 2η¯1(·),E[Xw(·)]〉,
we have
−〈P̂1x+ 2η¯1(0), x〉 = E∫ ∞
0
[〈(
P1AΘ∗ +A
⊤
Θ∗P1 + C
⊤
Θ∗P1CΘ∗
)
(Xw − E[Xw]), Xw − E[Xw]〉
+2
〈(
P1B + C
⊤
Θ∗P1D
)
(w − E[w]), Xw − E[Xw]〉+ 〈D⊤P1D(w − E[w]), w − E[w]〉
−2〈(Θ∗)⊤ρ1 + q1, Xw − E[Xw]〉+ 2〈B⊤η1 +D⊤ζ1 +D⊤P1σ,w − E[w]〉
+
〈(
P̂1ÂΘ¯∗ + Â
⊤
Θ¯∗ P̂1 + Ĉ
⊤
Θ¯∗P1ĈΘ¯∗
)
E[Xw],E[Xw]
〉
+ 2
〈(
P̂1B̂ + Ĉ
⊤
Θ¯∗P1D̂
)
E[w],E[Xw]
〉
+
〈
D̂⊤P1D̂E[w],E[w]
〉 − 2〈(Θ¯∗)⊤E[ρ1] + E[q1],E[Xw]〉+ 2〈B̂⊤η¯1 + D̂⊤(P1E[σ] + E[ζ1]),E[w]〉
+
〈
P1σ, σ
〉
+ 2
〈
η1, b− E[b]
〉
+ 2
〈
ζ1, σ
〉
+ 2
〈
η¯1,E[b]
〉]
dt.
Combining the above two equalities, together with conditions (3.58) and (3.60), we obtain
J1
(
x; Θ∗
(
Xw(·) − E[Xw(·)])+ Θ¯∗E[Xw(·)] + w(·))− 〈P̂1x+ 2η¯1(0), x〉
= E
∫ ∞
0
[〈
(R1 +D
⊤P1D)(w − E[w]), w − E[w]
〉
+ 2
〈
B⊤η1 +D
⊤ζ1 +D
⊤P1σ + ρ1, w − E[w]
〉
+
〈[
R̂1 + D̂
⊤P1D̂
]
E[w],E[w]
〉
+ 2
〈
B̂⊤η¯1 + D̂
⊤(P1E[σ] + E[ζ1]) + E[ρ1],E[w]
〉
+
〈
P1σ, σ
〉
+ 2
〈
η1, b− E[b]
〉
+ 2
〈
ζ1, σ
〉
+ 2
〈
η¯1,E[b]
〉]
dt
= E
∫ ∞
0
[〈
(R111 +D
⊤
1 P1D1)(v1 − E[v1]), v1 − E[v1]
〉
+ 2
〈(
R112 +D
⊤
1 P1D2
)
(v∗2 − E[v∗2 ]), v1 − E[v1]
〉
+
〈(
R122 +D
⊤
2 P1D2
)
(v∗2 − E[v∗2 ]), v∗2 − E[v∗2 ]
〉
+2
〈
B⊤1 (η1 − E[η1]) +D⊤1 (ζ1 − E[ζ1]) +D⊤1 P1(σ − E[σ]) + ρ11 − E[ρ11], v1 − E[v1]
〉
+2
〈
B⊤2 (η1 − E[η1]) +D⊤2 (ζ1 − E[ζ1]) +D⊤2 P1(σ − E[σ]) + ρ12 − E[ρ12], v∗2 − E[v∗2 ]
〉
+
〈
(R̂111 + D̂
⊤
1 P1D̂1)E[v1],E[v1]
〉
+ 2
〈
(R̂112 + D̂
⊤
1 P1D̂2)E[v
∗
2 ],E[v1]
〉
+
〈
(R̂122 + D̂
⊤
2 P1D̂2)E[v
∗
2 ],E[v
∗
2 ]
〉
+ 2
〈
B̂⊤1 η¯1 + D̂
⊤
1
(
P1E[σ] + E[ζ1]
)
+ E[ρ11],E[v1]
〉
+2
〈
B̂⊤2 η¯1 + D̂
⊤
2 (P1E[σ] + E[ζ1]) + E[ρ12],E[v
∗
2 ]
〉
+
〈
P1σ, σ
〉
+ 2
〈
η1, b− E[b]
〉
+ 2
〈
ζ1, σ
〉
+ 2
〈
η¯1,E[b]
〉]
dt
= E
∫ ∞
0
[〈(
R111 +D
⊤
1 P1D1
)[
v1 − E[v1]− (v∗1 − E[v∗1 ])
]
, v1 − E[v1]− (v∗1 − E[v∗1 ])
〉
−〈(R111 +D⊤1 P1D1)(v∗1 − E[v∗1 ]), v∗1 − E[v∗1 ]〉+ 〈(R122 +D⊤2 P1D2)(v∗2 − E[v∗2 ]), v∗2 − E[v∗2 ]〉
+2
〈
B⊤2 (η1 − E[η1]) +D⊤2 (ζ1 − E[ζ1]) +D⊤2 P1(σ − E[σ]) + ρ12 − E[ρ12], v∗2 − E[v∗2 ]
〉
+
〈[
R̂111 + D̂
⊤
1 P1D̂1
]
(E[v1]− E[v∗1 ]),E[v1]− E[v∗1 ]
〉− 〈[R̂111 + D̂⊤1 P1D̂1]E[v∗1 ],E[v∗1 ]〉
+
〈[
R̂122 + D̂
⊤
2 P1D̂2
]
E[v∗2 ],E[v
∗
2 ]
〉
+ 2
〈
B̂⊤2 η¯1 + D̂
⊤
2 P1E[σ] + E[ζ1]) + E[ρ12],E[v
∗
2 ]
〉
+
〈
P1σ, σ
〉
+ 2
〈
η1, b− E[b]
〉
+ 2
〈
ζ1, σ
〉
+ 2
〈
η¯1,E[b]
〉]
dt.
Consequently, one gets
J1
(
x; Θ∗
{
Xw(·)− E[Xw(·)]} + Θ¯∗E[Xw(·)] + w(·)) − J1(x; Θ∗{X∗(·)− E[X∗(·)]}+ Θ¯∗E[X∗(·)] + v∗(·))
= E
∫ ∞
0
[〈(
R111 +D
⊤
1 P1D1
)[
v1 − E[v1]− (v∗1 − E[v∗1 ])
]
, v1 − E[v1]− (v∗1 − E[v∗1 ])
〉
+
〈[
R̂111 + D̂
⊤
1 P1D̂1
]
(E[v1]− E[v∗1 ]),E[v1]− E[v∗1 ]
〉]
dt > 0,
since (3.51) holds with i = 1.
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Similarly, by (3.51) with i = 2, for any w¯(·) ≡ (v∗1(·), v2(·)) and X w¯(·) ≡ X
(· ;x,Θ∗1, v∗1(·);Θ∗2, v2(·)), we
can prove that the following holds:
J2
(
x; Θ∗
{
X w¯(·)− E[X w¯(·)]} + Θ¯∗E[X w¯(·)] + w¯(·))− J2(x; Θ∗{X∗(·)− E[X∗(·)]}+ Θ¯∗E[X∗(·)] + v∗(·))
= E
∫ ∞
0
[〈(
R222 +D
⊤
2 P2D2
)[
v2 − E[v2]− (v∗2 − E[v∗2 ])
]
, v2 − E[v2]− (v∗2 − E[v∗2 ])
〉
+
〈[
R̂222 + D̂
⊤
2 P2D̂2
]
(E[v2]− E[v∗2 ]),E[v2]− E[v∗2 ]
〉]
dt > 0.
By Definition 3.2, this proves the sufficiency. The proof is complete.
Before the end of this section, let us rewrite the system of two coupled AREs (3.49) in a more compact
form so that one can see an interesting feature of it. We define (different from that in (3.26))
P
∆
=
(
P1 0
0 P2
)
, P̂
∆
=
(
P̂1 0
0 P̂2
)
.
Note that (3.50) is equivalent to (recalling the notation introduced in (3.21) and (3.24))
(3.70) 0 =
(
B⊤1 P1 +D
⊤
1 P1C + S11
B⊤2 P2 +D
⊤
2 P2C + S22
)
+
(
R11 +D
⊤
1 P1D
R22 +D
⊤
2 P2D
)
Θ∗ ≡ J⊤(B⊤P+D⊤PC+ S)In +ΣΘ∗,
and
(3.71) 0 =
(
B̂⊤1 P̂1 + D̂
⊤
1 P1Ĉ + Ŝ11
B̂⊤2 P̂2 + D̂
⊤
2 P2Ĉ + Ŝ22
)
+
(
R̂11 + D̂
⊤
1 P1D̂
R̂22 + D̂
⊤
2 P2D̂
)
Θ¯∗ ≡ J⊤(B̂⊤P̂+ D̂⊤PĈ+ Ŝ)In + Σ¯Θ¯∗,
where
Σ
∆
=J⊤(R+D⊤PD)Im≡
(
R11+D
⊤
1P1D
R22+D
⊤
2P2D
)
, Σ¯
∆
=J⊤
(
R̂+D̂⊤PD̂
)
Im≡
(
R̂11+D̂
⊤
1P1D̂
R̂22+D̂
⊤
2P2D̂
)
∈Rm×m.
If we assume both Σ and Σ¯ are invertible, then we have
(3.72) Θ∗ = −Σ−1J⊤(B⊤P+D⊤PC+ S)In, Θ¯∗ = −Σ¯−1J⊤(B̂⊤P̂+ D̂⊤PĈ+ Ŝ]In ∈ Rm×n.
On the other hand, (3.49) can be written as
(3.73)

PA+A⊤P+C⊤PC+Q+ (Φ∗)⊤(R+D⊤PD)Φ∗
+(PB+C⊤PD+ S⊤)Φ∗ + (Φ∗)⊤(B⊤P+D⊤PC+ S) = 0,
P̂Â+ Â⊤P̂+ Ĉ⊤PĈ+ Q̂+ (Φ¯∗)⊤
(
R̂+ D̂⊤PD̂
)
Φ¯∗
+
(
P̂B̂+ Ĉ⊤PD̂+ Ŝ⊤
)
Φ¯∗ + (Φ¯∗)⊤
(
B̂⊤P̂+ D̂⊤PĈ+ Ŝ
)
= 0,
with
Φ∗
∆
=
(
Θ∗ 0
0 Θ∗
)
, Φ¯∗
∆
=
(
Θ¯∗ 0
0 Θ¯∗
)
.
Clearly, both equations in (3.73) are symmetric with solutions P, P̂ ∈ S2n. Recall that system of AREs
(3.33) (or, equivalently, (3.41)) for open-loop Nash equilibrium are coupled, but are not symmetric. From
this point, we could see that the closed-loop representation of open-loop Nash equilibria is different from the
outcome of closed-loop Nash equilibria, for Problem (MF-SDG), in general.
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4 Mean-Field LQ Zero-Sum Stochastic Differential Games
In this section, we will look at the situation for mean-field LQ zero-sum stochastic differential games. Ac-
cording to (1.5), let us simplify some notations:
(4.1)

Q1 = −Q2 ≡ Q, Q¯1 = −Q¯2 ≡ Q¯, q1(·) = −q2(·) ≡ q(·),
S1 ≡
(
S11
S12
)
= −
(
S21
S22
)
≡ −S2 ≡
(
S1
S2
)
≡ S, S¯1 ≡
(
S¯11
S¯12
)
= −
(
S¯21
S¯22
)
≡ −S¯2 ≡
(
S¯1
S¯2
)
≡ S¯,
R1 ≡
(
R111 R112
R121 R122
)
= −
(
R211 R212
R221 R222
)
≡ −R2 ≡ R ≡
(
R11 R12
R21 R22
)
,
R¯1 ≡
(
R¯111 R¯112
R¯121 R¯122
)
= −
(
R¯211 R¯212
R¯221 R¯222
)
≡ −R¯2 ≡ R¯ ≡
(
R¯11 R¯12
R¯21 R¯22
)
,
ρ1(·) ≡
(
ρ11(·)
ρ12(·)
)
= −
(
ρ21(·)
ρ22(·)
)
≡ −ρ2(·) ≡
(
ρ1(·)
ρ2(·)
)
≡ ρ(·).
Then the cost functional will be the following:
(4.2)
J1(x;u1(·), u2(·)) = −J2(x;u1(·), u2(·)) ≡ J(x;u1(·), u2(·)) ≡ J(x;u(·))
≡ E
∫ ∞
0
[〈(
Q S⊤
S R
)(
X(t)
u(t)
)
,
(
X(t)
u(t)
)〉
+ 2
〈(
q(t)
ρ(t)
)
,
(
X(t)
u(t)
)〉
+
〈(
Q¯ S¯⊤
S¯ R¯
)(
E[X(t)]
E[u(t)]
)
,
(
E[X(t)]
E[u(t)]
)〉]
dt.
Similar to Problem (MF-SDG), we assume that (H2) holds. Then, for any x ∈ Rn, we define Uad(x) and
U iad(x) (i = 1, 2) similar to (3.4)–(3.6). Let us restate the following problem.
Problem (MF-SDG)0. For any initial state x ∈ Rn, Player 1 wants to find a control u∗1(·) to minimize
the cost functional J(x;u1(·), u2(·)), and Player 2 wants to find a control u∗2(·) to maximize J(x;u1(·), u2(·))
respectively, subject to (1.1) (or equivalently, (3.2)) such that (u∗1(·), u∗2(·)) ∈ Uad(x).
Next, we introduce the following definitions.
Definition 4.1. (i) A pair (u∗1(·), u∗2(·)) ∈ Uad(x) is called an open-loop saddle point of Problem (MF-SDG)0
for the initial state x ∈ Rn if
(4.3) J(x;u∗1(·), u2(·)) 6 J(x;u∗1(·), u∗2(·)) 6 J(x;u1(·), u∗2(·)),
for any (u1(·), u2(·)) ∈ Uad(x).
(ii) A closed-strategy (Θ∗, v∗(·)) ∈ S [A, A¯, C, C¯;B, B¯,D, D¯] × L2
F
(Rm) is called a closed-loop saddle
point of Problem (MF-SDG)0 if for any x ∈ Rn, Θ1 ∈ S 1(Θ∗2), Θ2 ∈ S 2(Θ∗1), v1(·) ∈ L2F(Rm1) and
v2(·) ∈ L2F(Rm2),
(4.4) J
(
x;Θ∗1, v
∗
1(·);Θ2, v2(·)
)
6J
(
x;Θ∗, v∗(·))6J(x;Θ1, v1(·);Θ∗2, v∗2(·)).
Similar as in Section 3, it is easy to see that (Θ∗1, v
∗
1(·);Θ∗2, v∗2(·)) is a closed-loop saddle point of Problem
(MF-SDG)0 if and only if one of the following holds:
(i) For any v1(·) ∈ L2F(Rm1) and v2(·) ∈ L2F(Rm2),
(4.5) J
(
x;Θ∗1, v
∗
1(·);Θ∗2, v2(·)
)
6J
(
x;Θ∗, v∗(·))6J(x;Θ∗1, v1(·);Θ∗2, v∗2(·)).
(ii) For any u1(·) ∈ L2F(Rm1) and u2(·) ∈ L2F(Rm2),
(4.6) J
(
x;Θ∗1, v
∗
1(·);u2(·)
)
6 J
(
x;Θ∗, v∗(·)) 6 J(x;u1(·);Θ∗2, v∗2(·)).
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Definition 4.2. The following maps
V +(x)
∆
= inf
u1(·)∈U 1ad(x)
sup
u2(·)∈U 2ad(x)
J(x;u1(·), u2(·)),
V −(x)
∆
= sup
u2(·)∈U 2ad(x)
inf
u1(·)∈U 1ad(x)
J(x;u1(·), u2(·)),
are called the upper value function and the lower value function of Problem (MF-SDG)0, respectively. In
the case that
V +(x) = V −(x) ≡ V (x),
we call the map x 7→ V (x) the value function of Problem (MF-SDG)0.
Now, let (Θ∗, v∗(·)) ∈ R2m×n×L2
F
(Rm), and assume the open-loop saddle points of Problem (MF-SDG)0
admit the closed-loop representation (3.39). Then by (4.1), we see that (P1, P̂1) = (−P2,−P̂2) ≡ (P, P̂ )
satisfy the same equation (see (3.42))
(4.7)
{
PA+A⊤P + C⊤PC +Q+
(
PB + C⊤PD + S⊤
)
Θ∗ = 0,
P̂ Â+ Â⊤P̂ + Ĉ⊤PĈ + Q̂+
(
P̂ B̂ + Ĉ⊤PD̂ + Ŝ ⊤
)
Θ¯∗ = 0,
and (3.43) is equivalent to
(4.8)
{
ΣoΘ
∗ +B⊤P +D⊤PC + S = 0, Σo ≡ R+D⊤PD,
Σ¯oΘ¯
∗ + B̂⊤P̂ + D̂⊤PĈ + Ŝ = 0, Σ¯o ≡ R̂+ D̂⊤PD̂.
These equations (for Θ∗ and Θ¯∗) are solvable if and only if
(4.9)
{
R
(
B⊤P +D⊤PC + S
) ⊆ R(Σo), Θ∗ = −Σ†o(B⊤P +D⊤PC + S) + (I − Σ†oΣo)θ,
R
(
B̂⊤P̂ + D̂⊤PĈ + Ŝ
) ⊆ R(Σ¯o), Θ¯∗ = −Σ¯†o(B̂⊤P̂ + D̂⊤PĈ + Ŝ )+ (I − Σ¯†oΣ¯o)θ¯,
for some θ, θ¯ ∈ Rm×n are chosen such that (Θ∗, Θ¯∗) ∈ S [A, A¯, C, C¯;B, B¯,D, D¯]. Putting (4.9) into (4.7), it
yields
(4.10)
{
PA+A⊤P + C⊤PC +Q− (PB + C⊤PD + S⊤)Σ†o(B⊤P +D⊤PC + S) = 0,
P̂ Â+ Â⊤P̂ + Ĉ⊤PĈ + Q̂− (P̂ B̂ + Ĉ⊤PD̂ + Ŝ⊤)Σ¯†o(B̂⊤P̂ + D̂⊤PĈ + Ŝ) = 0,
which is a system of coupled AREs, and both of them are symmetric. Thus, we have P, P̂ ∈ Sn.
Next, by (4.1) again, from the componentwise form of (3.36), it is easy to see that (η1(·), ζ1(·)) =
(−η2(·),−ζ2(·)) ≡ (ηo(·), ζo(·)) ∈ X [0,∞)× L2F(Rn) satisfies
(4.11)
−dηo(t) =
{
A⊤ηo(t)−
(
PB + C⊤PD + S⊤
)
Σ†o
{
B⊤ηo(t) +D
⊤[ζo(t) + Pσ(t)] + ρ(t)
}
+C⊤
[
ζo(t) + Pσ(t)
]
+ Pb(t) + q(t)
}
dt− ζo(t)dW (t), t > 0,
with constraint
(4.12) B⊤(ηo − E[ηo]) +D⊤(ζo − E[ζo]) +D⊤P (σ − E[σ]) + ρ− E[ρ] ∈ R(Σo), a.e., a.s.
Likewise, by (4.1), from the componentwise form of (3.35), we see that η¯1(·) = −η¯2(·) ≡ η¯o(·) ∈ L2(Rn)
satisfy the following:
(4.13)
˙¯ηo(t) + Â
⊤η¯o(t)− (P̂ B̂ + Ĉ⊤PD̂ + Ŝ⊤)Σ¯†o
(
B̂⊤η¯o(t) + E[ζ¯o(t)] + PE[σ(t)] + E[ρ(t)]
)
+Ĉ⊤
(
E[ζ¯o(t)] + PE[σ(t)]
)
+ E[q(t)] + P̂E[b(t)] = 0, t > 0,
with constraint
(4.14) B̂⊤η¯o + D̂
⊤
E[ζo] + D̂
⊤PE[σ] + E[ρ] ∈ R(Σ¯o), a.e.
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Finally, from (3.32), it is direct that the closed-loop representation of an open-loop saddle point is given by
(4.15)
u∗(·) = {− Σ†o(B⊤P +D⊤PC + S) + (I − Σ†oΣo)θ}(X∗(·)− E[X∗(·)])
+
{− Σ¯†o(B̂⊤P̂ + D̂⊤PĈ + Ŝ )+ (I − Σ¯†oΣ¯o)θ¯}E[X∗(·)]
−Σ†o
{
B⊤(ηo(·)− E[ηo(·)]) +D⊤
[
ζo(·)− E[ζo(·)] + P
(
σ(·) − E[σ(·)])]+ ρ(·)− E[ρ(·)]}
−Σ¯†o
{
B̂⊤η¯o(·) + D̂⊤
(
PE[σ(·)] + E[ζo(·)]
)
+ E[ρ(·)] + ρ¯(·)}
+
(
I − Σ†oΣo
)
(ν(·) − E[ν(·)]) + (I − Σ¯†oΣ¯o)ν¯(·),
where ν(·), ν¯(·) ∈ L2(Rm), and X∗(·) ∈ X [0,∞) is the solution to (3.8) corresponding to u∗(·).
To summarize, we have the following result.
Theorem 4.3. Let (H2) hold and the initial state x ∈ Rn be given. Then any open-loop saddle point u∗(·)
of Problem (MF-SDG)0 admits a closed-loop representation (3.39) if and only if the following hold:
(i) The following convexity-concavity condition holds: For i = 1, 2,
(4.16)
(−1)i−1E
∫ ∞
0
[〈
QXi(t), Xi(t)
〉
+ 2
〈
SiXi(t), ui(t)
〉
+
〈
Riiui(t), ui(t)
〉
+
〈
Q¯E[Xi(t)],E[Xi(t)]
〉
+2
〈
S¯iE[Xi(t)],E[ui(t)]
〉
+
〈
R¯iiE[ui(t)],E[ui(t)]
〉]
dt > 0, ∀u(·) ≡ (u1(·)⊤, u2(·)⊤)⊤ ∈ Uad(x),
where Xi(·) ∈ X [0,∞) is the solution to MF-SDE (3.20).
(ii) The system of coupled AREs (4.10) admits a static stabilizing solution (P, P̂ ) ∈ Sn × Sn, such that
the solution (ηo(·), ζo(·)) ∈ X [0,∞)× L2F(Rn) to (4.11) satisfies (4.12), and the solution η¯o(·) ∈ L2(Rn) to
(4.13) satisfies (4.14).
In the above case, any open-loop saddle point admits the closed-loop representation (4.15).
The following result characterizes the closed-loop saddle points of Problem (MF-SDG)0.
Theorem 4.4. Problem (MF-SDG)0 admits a closed-loop saddle point (Θ
∗, Θ¯∗, v∗(·)) if and only if the
following statements hold:
(i) The following system of two coupled generalized AREs:
(4.17)

PcA+A
⊤Pc + C
⊤PcC +Q− (PcB + C⊤PcD + S⊤)Σ†c(B⊤Pc +D⊤PcC + S) = 0,
P̂cÂ+ Â
⊤P̂c + Ĉ
⊤PcĈ + Q̂− (P̂cB̂ + Ĉ⊤PcD̂ + Ŝ ⊤)Σ¯†c(B̂⊤P̂c + D̂⊤PcĈ + Ŝ ) = 0,
R(B⊤Pc +D
⊤PcC + S) ⊆ R(Σc), R(B̂⊤P̂c + D̂⊤PcĈ + Ŝ ) ⊆ R(Σ¯c),
admits a static stabilizing solution (Pc, P̂c) ∈ Sn × Sn such that
(4.18)
{
R11 +D
⊤
1 PcD1 > 0, R̂11 + D̂
⊤
1 PcD̂1 > 0,
R22 +D
⊤
2 PcD2 6 0, R̂22 + D̂
⊤
2 PcD̂2 6 0.
(ii) The following BSDE on [0,∞):
(4.19)

−dηc(t) =
{
A⊤ηc(t)−
(
PcB + C
⊤PcD + S
⊤
)
Σ†c
[
B⊤ηc(t) +D
⊤
(
ζc(t) + Pcσ(t)
)
+ ρ(t)
]
+C⊤
[
ζc(t) + Pcσ(t)
]
+ Pcb(t) + q(t)
}
dt− ζc(t)dW (t), t > 0,
B⊤
[
ηc(t)− E[ηc(t)]
]
+D⊤
[
ζc(t)− E[ζc(t)]
]
+D⊤Pc
[
σ(t)− E[σ(t)]]
+ρ(t)− E[ρ(t)] ∈ R(Σc), a.e. t ∈ [0,∞), a.s.,
admits a solution (ηc(·), ζc(·)) ∈ X [0,∞)× L2F(Rn), and the following ODE:
(4.20)

˙¯ηc(t) + Â
⊤η¯c(t)−
(
P̂ B̂ + Ĉ⊤PcD̂ + Ŝ
⊤
)
Σ¯†c
{
B̂⊤η¯c(t) + D̂
⊤
(
E[ζ¯o(t)] + PcE[σ(t)]
)
+ E[ρ¯(t)]
}
+Ĉ⊤
(
E[ζ¯o(t)] + PcE[σ(t)]
)
+ E[q(t)] + P̂cE[b(t)], t > 0,
B̂⊤η¯c(t) + D̂
⊤
E[ζc(t)] + D̂
⊤PcE[σ(t)] + E[ρ(t)] ∈ R(Σ¯c), a.e. t ∈ [0,∞),
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admits a solution η¯c(·) ∈ L2(Rn). In the above case, the closed-loop saddle point is given by
(4.21)
{
Θ∗ = −Σ†c(B⊤Pc +D⊤PcC + S) +
(
I − Σ†cΣc
)
θ,
Θ¯∗ = −Σ¯†c
[
B̂⊤Πc + D̂
⊤PcĈ + Ŝ
]
+
(
I − Σ¯†cΣ¯c
)
θ¯,
where θ, θ¯ ∈ Rm×n are chosen such that (Θ∗, Θ¯∗) ∈ S [A, A¯, C, C¯;B, B¯,D, D¯], and
(4.22)
v∗(·) = −Σ†c
{
B⊤
(
ηc(·)− E[ηc(·)]
)
+D⊤
(
ζc(·) − E[ζc(·)]
)
+D⊤P
(
σ(·) − E[σ(·)]) + ρ(·)− E[ρ(·)]}
−Σ¯†c
{
B̂⊤η¯c(·) + D̂⊤
(
PcE[σ(·)] + E[ζc(·)]
)
+ E[ρ(·)]}
+
(
I − Σ†cΣc
)(
ν(·) − E[ν(·)]) + (I − Σ¯†cΣ¯c)ν¯(·),
for some ν(·) ∈ L2
F
(Rm), ν¯(·) ∈ L2(Rm).
Proof. Let (Θ∗, v∗(·)) be a closed-loop saddle point of Problem (MF-SDG)0. System of coupled algebraic
equations (3.49) for (P1, P̂1) ≡ (−P2,−P̂2) = (Pc, P̂c) becomes
(4.23)

PcA+A
⊤Pc + C
⊤PcC +Q+ (Θ
∗)⊤(R+D⊤PcD)Θ
∗
+(PcB + C
⊤PcD + S
⊤)Θ∗ + (Θ∗)⊤(B⊤Pc +D
⊤PcC + S) = 0,
P̂cÂ+ Â
⊤P̂c + Ĉ
⊤PcĈ + Q̂+ (Θ¯
∗)⊤(R̂ + D̂⊤PcD̂)Θ¯
∗
+
(
P̂cB̂ + Ĉ
⊤PcD̂ + Ŝ
⊤
)
Θ¯∗ + (Θ¯∗)⊤
(
B̂⊤P̂c + D̂
⊤PcĈ + Ŝ
)
= 0.
Thus, (3.50) becomes {
B⊤Pc +D
⊤PcC + S +ΣcΘ
∗ = 0,
B̂⊤P̂c + D̂
⊤PcĈ + Ŝ + Σ¯cΘ¯
∗ = 0.
This system is solvable if and only if
(4.24)
{
R
(
B⊤Pc +D
⊤PcC + S
) ⊆ R(Σc), Θ∗ = −Σ†c(B⊤Pc +D⊤PcC + S) + (I − Σ†cΣc)θ,
R
(
B̂⊤P̂c + D̂
⊤PcĈ + Ŝ
) ⊆ R(Σ¯c), Θ¯∗ = −Σ¯†c(B̂⊤P̂c + D̂⊤PcĈ + Ŝ )+ (I − Σ¯†cΣ¯c)θ¯,
where θ, θ¯ ∈ Rm×n are chosen such that (Θ∗, Θ¯∗) ∈ S [A, A¯, C, C¯;B, B¯,D, D¯]. This proves (4.21). Putting
(4.24) into (4.23) yields that (4.17) admits a static stabilizing solution (Pc, P̂c) ∈ Sn × Sn. (4.18) can be
easily obtained from (3.51) and (4.1). (4.19) and (4.20) can be similarly proved from (ii) of Theorem 3.6.
Finally, from (3.58) we have
(4.25)
v∗(·)− E[v∗(·)] = −Σ†c
{
B⊤
(
ηc(·)− E[ηc(·)]
)
+D⊤
(
ζc(·)− E[ζc(·)]
)
+D⊤Pc
(
σ(·) − E[σ(·)])
+ρ(·)− E[ρ(·)]}+ (I − Σ†cΣc)(ν(·) − E[ν(·)]),
for some ν(·) ∈ L2
F
(Rm). It follows from (3.60) that we get
(4.26) E[v∗(·)] = −Σ¯†c
{
B̂⊤η¯c(·) + D̂⊤
(
PcE[σ(·)] + E[ζc(·)]
)
+ E[ρ(·)]} + (I − Σ¯†cΣ¯c)ν¯(·),
for some ν¯(·) ∈ L2(Rm). Combining the above two expressions leads to (4.22). The proof is complete.
Comparing Theorems 4.3 and 4.4, we have the following result. Note that general non-zero sum differential
game does not have such a result (see [18]).
Theorem 4.5. If both the closed-loop representation of open-loop saddle points and the closed-loop saddle
points of Problem (MF-SDG)0 exist, then the closed-loop representation coincides with the outcome of the
closed-loop saddle points. In the above case, the value function admits the following representation:
(4.27)
V (x) =
〈
P̂ x, x
〉
+ 2
〈
η¯c(0), x
〉
+E
∫ ∞
0
[〈
Pσ(t), σ(t)
〉
+ 2
〈
ηc(t), b(t)− E[b(t)]
〉
+ 2
〈
ζc(t), σ(t)
〉
+ 2
〈
η¯c(t),E[b(t)]
〉
−
∣∣(Σ†) 12{B⊤(ηc(t)− E[ηc(t)]) +D⊤[ζc(t)− E[ζc(t)] + P (σ(t)− E[σ(t)])]+ ρ(t)− E[ρ(t)]}∣∣2
−
∣∣(Σ¯†) 12{B̂⊤η¯c(t) + D̂⊤(E[ζc(t)] + PE[σ(t)]) + E[ρ(t)]}∣∣2]dt,
where Σ ≡ Σo ≡ Σc , R+D⊤PD ≡ R+D⊤PcD, Σ¯ ≡ Σ¯o ≡ Σ¯c , R̂ + D̂⊤PD̂ ≡ R̂+ D̂⊤PcD̂.
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Proof. Let (Θ∗, v∗(·)) be a closed-loop saddle point of Problem (MF-SDG)0. By (4.6), the outcome
u∗(·) = Θ∗(X∗(·)− E[X∗(·)])+ Θ¯∗E[X∗(·)] + v∗(·),
of (Θ∗, Θ¯∗, v∗(·)) is an open-loop saddle point of Problem (MF-SDG)0, where X∗(·) ∈ X [0,∞;Rn) is the
solution to 
dX∗(t) =
{
AΘ∗X
∗ + A¯Θ∗E[X
∗] +Bv∗ + B¯E[v∗] + b
}
dt
+
{
CΘ∗X
∗ + C¯Θ∗E[X
∗] +Dv∗ + D¯E[v∗] + σ
}
dW (t), t > 0,
X∗(0) = x.
Thus, similar to the proof of the sufficiency on Theorem 3.3, noting (4.25) and (4.26), we have
(4.28)
J
(
x; Θ∗
(
X∗(·)− E[X∗(·)])+ Θ¯∗E[X∗(·)] + v∗(·))− 〈P̂cx+ 2η¯c(0), x〉
= E
∫ ∞
0
[〈
Σc
(
v∗ − E[v∗]), v∗ − E[v∗]〉+ 2〈B⊤ηc +D⊤(ζc + Pcσ) + ρ, v∗ − E[v∗]〉
+
〈
Σ¯cE[v
∗],E[v∗]
〉
+ 2
〈
B̂⊤η¯c + D̂
⊤
(
E[ζc] + PcE[σ]
)
+ E[ρ],E[v∗]
〉
+
〈
Pcσ, σ
〉
+ 2
〈
ηc, b− E[b]
〉
+ 2
〈
ζc, σ
〉
+ 2
〈
η¯c,E[b]
〉]
dt
= E
∫ ∞
0
[〈
Pcσ, σ
〉
+ 2
〈
ηc, b− E[b]
〉
+ 2
〈
ζc, σ
〉
+ 2
〈
η¯c,E[b]
〉
−
∣∣(Σ†c) 12{B⊤(ηc − E[ηc]) +D⊤(ζc − E[ζc]) +D⊤Pc(σ − E[σ]) + ρ− E[ρ]}∣∣2
−∣∣(Σ¯†c) 12{B̂⊤η¯c + D̂⊤(PcE[σ] + E[ζc])+ E[ρ]}∣∣2]dt,
where (Pc, P̂c) satisfies (4.17), (ηc(·), ζc(·)) satisfies (4.19) and η¯c(·) satisfies (4.20). By Theorem 4.4,
(Θ∗, Θ¯∗, v∗(·)) is given by (4.21)–(4.22).
On the other hand, let (P, P̂ ) be the solution pair to (4.10), (ηo(·), ζo(·)) be the solution to (4.11), η¯o(·)
be the solution to (4.13), and choose θ, θ¯ ∈ Rm×n, ν(·), ν¯(·) ∈ L2(Rm), such that the following
Θ∗∗ = −Σ†o(B⊤P +D⊤PC + S) +
(
I − Σ†oΣo
)
θ, Θ¯∗∗ = −Σ¯†o
(
B̂⊤P̂ + D̂⊤PĈ + Ŝ
)
+
(
I − Σ¯†oΣ¯o
)
θ¯,
v∗∗(·) = −Σ†o
{
B⊤
(
ηo(·)− E[ηo(·)]
)
+D⊤
(
ζo(·)− E[ζo(·)]
)
+D⊤P
(
σ(·) − E[σ(·)]) + ρ(·)− E[ρ(·)]}
−Σ¯†o
{
B̂⊤η¯o(·)+D̂⊤
(
PE[σ(·)]+E[ζo(·)]
)
+E[ρ(·)]}+(I−Σ†oΣo)(ν(·)−E[ν(·)])+(I−Σ¯†oΣ¯o)ν¯(·),
satisfies (Θ∗∗, Θ¯∗∗) ∈ S [A, A¯, C, C¯;B, B¯,D, D¯]. For any initial state x, define u∗∗(·) ∈ Uad(x) as follows:
u∗∗(·) = Θ∗∗{X∗∗(·)− E[X∗∗(·)]} + Θ¯∗∗E[X∗∗(·)] + v∗∗(·),
where X∗∗(·) ∈ X [0,∞) is the solution to
dX∗∗(t) =
{
AΘ∗∗X
∗∗ + A¯Θ∗∗E[X
∗∗] +Bv∗∗ + B¯E[v∗∗] + b
}
dt
+
{
CΘ∗∗X
∗∗ + C¯Θ∗∗E[X
∗∗] +Dv∗∗ + D¯E[v∗∗] + σ
}
dW (t), t > 0,
X∗∗(0) = x.
By Theorem 4.3, u∗∗(·) is an open-loop saddle point of Problem (MF-SDG)0 for x. By the same argument
as (4.28), with v∗∗(·) = ϕ∗(·)− E[ϕ∗(·)] + ϕ¯∗(·), noting (4.12) and (4.14), we obtain
(4.29)
J
(
x; Θ∗∗
(
X∗∗(·)− E[X∗∗(·)]) + Θ¯∗∗E[X∗∗(·)] + v∗∗(·))− 〈P̂ x+ 2η¯o(0), x〉
= E
∫ ∞
0
[〈
Σo(v
∗∗ − E[v∗∗]), v∗∗ − E[v∗∗]〉+ 2〈B⊤ηo +D⊤ζo +D⊤Pσ + ρ, v∗∗ − E[v∗∗]〉
+
〈
Σ¯oE[v
∗∗],E[v∗∗]
〉
+ 2
〈
B̂⊤η¯o + D̂
⊤PE[σ] + E[ζo]) + E[ρ],E[v
∗∗]
〉
+
〈
Pσ, σ
〉
+ 2
〈
ηo, b− E[b]
〉
+ 2
〈
ζo, σ
〉
+ 2
〈
η¯o,E[b]
〉]
dt
= E
∫ ∞
0
[〈
Pσ, σ
〉
+ 2
〈
ηo, b− E[b]
〉
+ 2
〈
ζo, σ
〉
+ 2
〈
η¯o,E[b]
〉
−∣∣(Σ†o) 12 {B⊤(ηo − E[ηo]) +D⊤(ζo − E[ζo]) +D⊤P (σ − E[σ]) + ρ− E[ρ]}∣∣2
−
∣∣(Σ¯†o) 12 {B̂⊤η¯o + D̂⊤(PE[σ] + E[ζo])+ E[ρ]}∣∣2]dt.
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Since both u∗∗(·) ≡ (u∗∗1 (·), u∗∗2 (·)) and u∗(·) ≡ (u∗1(·), u∗2(·)) are open-loop saddle points of Problem (MF-
SDG)0 for x, we have
J(x;u∗1(·), u∗2(·)) 6 J(x;u∗∗1 (·), u∗2(·)) 6 J(x;u∗∗1 (·), u∗∗2 (·)) 6 J(x;u∗1(·), u∗∗2 (·)) 6 J(x;u∗1(·), u∗2(·)).
Therefore, J(x;u∗(·)) = J(x;u∗∗(·)) for all x, which, together with (4.28) and (4.29), yields
Pc = P, P̂c = P̂ , ηc(·) = ηo(·), ζc(·) = ζo(·), η¯c(·) = η¯o(·).
Thus, the value function is given by (4.27). The proof is complete.
Finally, we have the following corollary for Problem (MF-SLQ), since it is a special case of Problem
(MF-SDG)0 when m2 = 0.
Corollary 4.6. For Problem (MF-SLQ), if the open-loop optimal control admits a closed-loop representa-
tion, then each open-loop optimal control must be an outcome of a closed-loop optimal strategy.
5 Examples
In this section, we present some examples illustrating the results in the previous sections.
The following example shows that for the closed-loop saddle points of the mean-field LQ zero-sum stochas-
tic differential game, the system of generalized AREs may only admit non-static stabilizing solutions even if
the system [A, A¯, C, C¯;B, B¯,D, D¯] is MF-L2-stabilizable, which leads to the non-existence of a closed-loop
saddle point.
Example 5.1. We consider one example for Problem (MF-SDG)0. Consider the following one-dimensional
state equation
(5.1)
 dX(t) = −
1
2
X(t)dt+
[
u1(t) + u2(t)
]
dW (t), t > 0,
X(0) = x,
with the cost functional
(5.2)
J(x;u1(·), u2(·)) = E
∫ ∞
0
[〈 1 1 −11 1 0
−1 0 −1
X(t)u1(t)
u2(t)
 ,
X(t)u1(t)
u2(t)
〉
+
〈 1 −1 1−1 0 0
1 0 0
E[X(t)]E[u1(t)]
E[u2(t)]
 ,
E[X(t)]E[u1(t)]
E[u2(t)]
〉]dt.
In this example,
A = −1
2
, A¯ = 0, B = B¯ = (0, 0), C = C¯ = 0, D = (1, 1), D¯ = (0, 0),
Q = Q¯ = 1, S =
(
1
−1
)
, S¯ =
(−1
−1
)
, R =
(
1 0
0 −1
)
, R¯ =
(
0 0
0 0
)
,
and from (2.15), we have
Â = −1
2
, B̂ = (0, 0), Ĉ = 0, D̂ = (1, 1), Q̂ = 2, Ŝ =
(
0
0
)
, R̂ =
(
1 0
0 −1
)
.
According to Lemma 2.3 in [21], the system [A,C;B,D] = [A, 0, C, 0;B, 0, D, 0] ≡ [A, A¯, C, C¯;B, B¯,D, D¯]
above is (MF-)L2-stabilizable, and Θ = (Θ1,Θ2)
⊤ ∈ S [A,C;B,D] if and only if there exists a P0 > 0, such
that
2(A+BΘ)P0 + (C +DΘ)
2P0 = −P0 + (Θ1 +Θ2)2P0 < 0.
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Due to the fact that P0 > 0, hence, we obtain that
(5.3) −1 < Θ1 +Θ2 < 1.
Note that Σc = Σ¯c is invertible for all (Pc, P̂c) ∈ S1 × S1 with
Σ−1c = Σ¯
−1
c =
(
Pc + 1 Pc
Pc Pc − 1
)−1
=
(−Pc + 1 Pc
Pc −Pc − 1
)
.
Then the corresponding system of generalized AREs (4.17) reads
(5.4)

0 = PcA+A
⊤Pc + C
⊤PcC +Q− (PcB + C⊤PcD + S⊤)Σ†c(B⊤Pc +D⊤PcC + S)
= 3Pc + 1,
0 = P̂cÂ+ Â
⊤P̂c + Ĉ
⊤PcĈ + Q̂− (P̂cB̂ + Ĉ⊤PcD̂ + Ŝ⊤)Σ¯†c(B̂⊤P̂c + D̂⊤PcĈ + Ŝ)
= −P̂c + 2.
Thus, Pc = − 13 , P̂c = 2 and
(5.5)

R11 +D
⊤
1 PcD1 = R̂11 + D̂
⊤
1 PcD̂1 =
2
3
> 0,
R22 +D
⊤
2 PcD2 = R̂22 + D̂
⊤
2 PcD̂2 = −
4
3
6 0.
Also, the range condition {
R(B⊤Pc +D
⊤PcC + S) ⊆ R(Σc),
R(B̂⊤P̂c + D̂
⊤PcĈ + Ŝ) ⊆ R(Σ¯c)
hold automatically since Σc and Σ¯c are invertible. However, we have
(5.6) (Θ1,Θ2)
⊤ = −Σ†c(B⊤Pc +D⊤PcC + S) + (I − Σ†cΣc)θ =
(
−5
3
,−1
3
)⊤
, ∀θ ∈ R,
which is not a stabilizer of the system [A,C;B,D]. Hence, by Theorem 4.4, Problem (MF-SDG)0 does not
admit a closed-loop saddle point. From this example, we see that generalized AREs (4.17) may only admit
non-static stabilizing solutions.
The following example tells us that for the closed-loop saddle points of the mean-field LQ zero-sum
stochastic differential game, it may admit uncountably many closed-loop saddle points.
Example 5.2. We consider one example for Problem (MF-SDG)0. Consider the following one-dimensional
state equation
(5.7)
 dX(t) = −
[1
4
X(t) +
1
2
u2(t)
]
dt+
[−X(t) + u1(t)]dW (t), t > 0,
X(0) = x,
with the cost functional
(5.8)
J(x;u1(·), u2(·)) = E
∫ ∞
0
[〈 12 −1 − 12−1 1 0
− 12 0 0
X(t)u1(t)
u2(t)
 ,
X(t)u1(t)
u2(t)
〉
+
〈12 0 120 0 0
1
2 0 −1
E[X(t)]E[u1(t)]
E[u2(t)]
 ,
E[X(t)]E[u1(t)]
E[u2(t)]
〉]dt.
In this example,
A = −1
4
, A¯ = 0, B =
(
0,−1
2
)
, B¯ = (0, 0), C = −1, C¯ = 0, D = (1, 0), D¯ = (0, 0),
Q = Q¯ =
1
2
, S =
(−1
− 12
)
, S¯ =
(
0
1
2
)
, R =
(
1 0
0 0
)
, R¯ =
(
0 0
0 −1
)
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and from (2.15), we have
Â = −1
4
, B̂ =
(
0,−1
2
)
, Ĉ = −1, D̂ = (1, 0), Q̂ = 1, Ŝ =
(−1
0
)
, R̂ =
(
1 0
0 −1
)
.
According to Lemma 2.3 in [21], the system [A,C;B,D] = [A, 0, C, 0;B, 0, D, 0] ≡ [A, A¯, C, C¯;B, B¯,D, D¯]
above is (MF-)L2-stabilizable, and Θ = (Θ1,Θ2)
⊤ ∈ S [A,C;B,D] if and only if there exists a P0 > 0, such
that
2(A+BΘ)P0 + (C +DΘ)
2P0 = 2
(
− 1
4
− 1
2
Θ2
)
P0 + (−1 + Θ1)2P0 < 0,
that is,
(5.9) Θ21 − 2Θ1 +
1
2
< Θ2.
Then the corresponding system of generalized AREs (4.17) reads
(5.10)
0 = PcA+A
⊤Pc + C
⊤PcC +Q− (PcB + C⊤PcD + S⊤)Σ†c(B⊤Pc +D⊤PcC + S)
=
1
2
Pc +
1
2
−
(
−Pc − 1,−1
2
Pc − 1
2
)(
Pc + 1 0
0 0
)†( −Pc − 1
− 12Pc − 12
)
=
1
2
Pc +
1
2
− 1
4
(Pc + 1)
2
(
2, 1
)(Pc + 1 0
0 0
)† (
2
1
)
,
which admits a unique solution Pc = −1; and
(5.11)
0 = P̂cÂ+ Â
⊤P̂c + Ĉ
⊤PcĈ + Q̂− (P̂cB̂ + Ĉ⊤PcD̂ + Ŝ⊤)Σ¯†c(B̂⊤P̂c + D̂⊤PcĈ + Ŝ)
= −1
2
Pˆc +
1
4
Pˆ 2c ,
which admits a solution P̂c = 0. Thus,
(5.12) Σc =
(
0 0
0 0
)
, Σ¯c =
(
0 0
0 −1
)
, B⊤Pc +D
⊤PcC + S = B̂
⊤P̂c + D̂
⊤PcĈ + Ŝ =
(
0
0
)
.
Hence,
(5.13)
{
R11 +D
⊤
1 PcD1 = 0 ≥ 0, R̂11 + D̂⊤1 PcD̂1 = 1 > 0,
R22 +D
⊤
2 PcD2 = 0 ≤ 0, R̂22 + D̂⊤2 PcD̂2 = −1 6 0,
and the range condition {
R(B⊤Pc +D
⊤PcC + S) ⊆ R(Σc),
R(B̂⊤P̂c + D̂
⊤PcĈ + Ŝ) ⊆ R(Σ¯c)
hold. By Theorem 4.4, we see that Problem (MF-SDG)0 admits a closed-loop saddle point if the condition
(5.9) holds. But,
(5.14) Σ†c(B
⊤Pc +D
⊤PcC + S) = Σ¯
†
c(B̂
⊤P̂c + D̂
⊤PcĈ + Ŝ) = (0, 0)
⊤ /∈ S [A,C;B,D].
However, we can choose θ, θ¯ 6= 0 in (4.21), such that ((I −Σ†cΣc)θ, (I − Σ¯†cΣ¯c)θ¯) is a stabilizer of the system
[A,C;B,D]. Thus, Problem (MF-SDG)0 may still admit uncountably many closed-loop saddle points.
The following example shows that for the closed-loop saddle points of the mean-field LQ zero-sum stochas-
tic differential game, it may happen that the system [A, A¯, C, C¯;B, B¯,D, D¯] has more than one (uncountably
many) MF-L2-stabilizer, while the closed-loop saddle point is unique.
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Example 5.3. We consider one example for Problem (MF-SDG)0. Consider the following one-dimensional
state equation
(5.15)
{
dX(t) =
[− 8X(t) + u1(t)− u2(t)]dt+ [u1(t) + u2(t)]dW (t), t > 0,
X(0) = x,
with the cost functional
(5.16) J(x;u1(·), u2(·)) = E
∫ ∞
0
[
12X2(t) + u21(t)− u22(t)− 12|E[X(t)]|2 + |E[u1(t)]|2 − |E[u2(t)]|2]
]
dt.
In this example,
A = −8, A¯ = 0, B = (1,−1), B¯ = (0, 0), C = C¯ = 0, D = (1, 1), D¯ = (0, 0),
Q = 12, Q¯ = 52, S = S¯ =
(
0
0
)
, R = R¯ =
(
1 0
0 −1
)
,
and from (2.15), we have
Â = −8, B̂ = (1,−1), Ĉ = 0, D̂ = (1, 1), Q̂ = 64, Ŝ =
(
0
0
)
, R̂ =
(
2 0
0 −2
)
.
According to Lemma 2.3 in [21], the system [A,C;B,D] = [A, 0, C, 0;B, 0, D, 0] ≡ [A, A¯, C, C¯;B, B¯,D, D¯]
above is (MF-)L2-stabilizable, and Θ = (Θ1,Θ2)
⊤ ∈ S [A,C;B,D] if and only if there exists a P0 > 0, such
that
2(A+BΘ)P0 + (C +DΘ)
2P0 =
[− 16 + 2(Θ1 −Θ2) + (Θ1 +Θ2)2]P0 < 0,
that is
(5.17) −16 + 2(Θ1 −Θ2) + (Θ1 +Θ2)2 < 0,
Then the corresponding generalized ARE (4.17) for Pc reads
(5.18)
0 = PcA+A
⊤Pc + C
⊤PcC +Q− (PcB + C⊤PcD + S⊤)Σ†c(B⊤Pc +D⊤PcC + S)
= −16Pc + 12− P 2c (1,−1)
(
Pc + 1 Pc
Pc Pc − 1
)† (
1
−1
)
= −16Pc + 12− P 2c (1,−1)
(−Pc + 1 Pc
Pc −Pc − 1
)(
1
−1
)
= 4P 3c − 16Pc + 12,
which has three solutions:
Pc = 1, Pc =
−1 +√13
2
, Pc =
−1−√13
2
.
All of them satisfy the range condition
R(B⊤Pc +D
⊤PcC + S) ⊆ R(Σc)
since Σc = R+D
⊤PcD is invertible for any Pc ∈ R. However, only Pc = 1 satisfies
(5.19) R11 +D
⊤
1 PcD1 = 2 > 0, R22 +D
⊤
2 PcD2 = 0 6 0.
And in this case, Σc = R+D
⊤PcD =
(
0 1
1 −2
)
.
Now putting Pc = 1 into the following generalized ARE (4.17) to resolve P̂c:
(5.20)
0 = P̂cÂ+ Â
⊤P̂c + Ĉ
⊤PcĈ + Q̂− (P̂cB̂ + Ĉ⊤PcD̂ + Ŝ⊤)Σ¯†c(B̂⊤P̂c + D̂⊤PcĈ + Ŝ)
= −16P̂c + 64− 1
4
P̂ 2c (1,−1)
(
1 1
1 −3
)(
1
−1
)
= −16P̂c + 64 + P̂ 2c ,
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which has a unique solution P̂c = 8. Due to the fact that Σ¯c = R̂ + D̂
⊤PcD̂ =
(
3 1
1 −1
)
is invertible, it is
easy to verify that the range condition
R(B̂⊤P̂c + D̂
⊤PcĈ + Ŝ) ⊆ R(Σ¯c)
holds, and
(5.21) R̂11 + D̂
⊤
1 PcD̂1 = 3 > 0, R̂22 + D̂
⊤
2 PcD̂2 = −1 6 0.
For any θ ∈ R, from (4.21), we have
(5.22)
{
Θ∗ = −Σ†c(B⊤Pc +D⊤PcC + S) +
(
I − Σ†cΣc
)
θ = (1,−3)⊤,
Θ¯∗ = −Σ¯†c
[
B̂⊤Πc + D̂
⊤PcĈ + Ŝ
]
+
(
I − Σ¯†cΣ¯c
)
θ¯ = (0,−1)⊤.
We can see that (Θ∗1,Θ
∗
2) = (1,−3) satisfies (5.17) and hence is a stabilizer of the system [A,C;B,D]. By
Theorem 4.4, the above problem admits a unique closed-loop saddle point.
On the other hand, by verifying (5.17), we see that
(Θ∗1,Θ
∗
2) = (1,−3), (Θ∗1, Θ˜2) = (1, 2), (Θ˜1, Θ˜2) = (0, 2), (Θ˜1,Θ∗2) = (0,−3)
are stabilizers of [A,B;C,D], but only (Θ∗1,Θ
∗
2) is the closed-loop saddle point of the problem.
The following example shows that for the closed-loop saddle points of the mean-field LQ zero-sum stochas-
tic differential game, it may happen that the system of generalized AREs may only admit non-static stabiliz-
ing solutions and the system [A, A¯, C, C¯;B, B¯,D, D¯] is not MF-L2-stabilizable. Thus no closed-loop saddle
points exist.
Example 5.4. We give one example of Problem (MF-SDG)0. Consider the following two-dimensional state
equation
(5.23)

dX(t) =
{
AX(t) + A¯E[X(t)] +Bu(t) + B¯E[u(t)]
}
dt
+
{
CX(t) + C¯E[X(t)] +Du(t) + D¯E[u(t)]
}
dW (t), t > 0,
X(0) = x,
with the cost functional
(5.24)
J(x;u1(·), u2(·)) = E
∫ ∞
0
[〈(
Q S⊤
S R
)(
X(t)
u(t)
)
,
(
X(t)
u(t)
)〉
+
〈(
Q¯ S¯⊤
S¯ R¯
)(
E[X(t)]
E[u(t)]
)
,
(
E[X(t)]
E[u(t)]
)〉]
dt.
In this example,
A =
(
1 0.5
0.5 1
)
, A¯ =
(
1 0
0 1
)
, B =
(
1 0
0 1
)
, B¯ =
(
2.5 0
0 0.5
)
,
C =
(
1 0.5
0.5 1
)
, C¯ =
(
0 −0.5
−0.5 0
)
, D =
(
1 0
0 1
)
, D¯ =
(
0.5 0
0 0.5
)
,
Q =
(
7.125 2.5
2.5 1.5
)
, Q¯ =
(
5.875 −2.5
−2.5 1.1
)
, S =
(
0 0
0 0
)
, S¯ =
(
0 0
0 0
)
,
R =
(
2 0
0 −1
)
, R¯ =
(
0.5 0
0 −0.5
)
,
and from (2.15), we have
Â =
(
2 0.5
0.5 2
)
, B̂ =
(
3.5 0
0 1.5
)
, Ĉ =
(
1 0
0 1
)
, D̂ =
(
1.5 0
0 1.5
)
,
Q̂ =
(
13 0
0 2.6
)
, Ŝ =
(
0 0
0 0
)
, R̂ =
(
2.5 0
0 −1.5
)
.
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According to Proposition A.5 in [7], the system [A, A¯, C, C¯;B, B¯,D, D¯] above is MF-L2-stabilizable, and
(Θ, Θ¯) ∈ S [A, A¯, C, C¯;B, B¯,D, D¯] if and only if there exist P0 > 0 and P¯0 > 0, such that
(5.25)

(A+BΘ)P0 + P0(A+BΘ)
⊤ + (C +DΘ)P0(C +DΘ)
⊤ + (Ĉ + D̂Θ¯)P¯0(Ĉ + D̂Θ¯)
⊤
=
[(
1 0.5
0.5 1
)
+Θ
]
P0 + P0
[(
1 0.5
0.5 1
)
+Θ
]⊤
+
[(
1 0.5
0.5 1
)
+Θ
]
P0
[(
1 0.5
0.5 1
)
+Θ
]⊤
+
[(
1 0
0 1
)
+
(
1.5 0
0 1.5
)
Θ¯
]
P¯0
[(
1 0
0 1
)
+
(
1.5 0
0 1.5
)
Θ¯
]⊤
< 0,
(Â+ B̂Θ¯)P¯0 + P¯0(Â+ B̂Θ¯)
⊤
=
[(
2 0.5
0.5 2
)
+
(
3.5 0
0 1.5
)
Θ¯
]
P¯0 + P¯0
[(
2 0.5
0.5 2
)
+
(
3.5 0
0 1.5
)
Θ¯
]⊤
< 0.
Note that the corresponding system of generalized AREs (4.17) reads
(5.26)
{
0 = PcA+A
⊤Pc + C
⊤PcC +Q− (PcB + C⊤PcD + S⊤)Σ†c(B⊤Pc +D⊤PcC + S),
0 = P̂cÂ+ Â
⊤P̂c + Ĉ
⊤PcĈ + Q̂− (P̂cB̂ + Ĉ⊤PcD̂ + Ŝ⊤)Σ¯†c(B̂⊤P̂c + D̂⊤PcĈ + Ŝ),
with 
Σc = R+D
⊤PcD =
(
2 0
0 −1
)
+ Pc,
Σ¯c = R̂+ D̂
⊤PcD̂ =
(
2.5 0
0 −1.5
)
+ 2.25Pc.
Then, solving (5.26) yields
Pc =
(−1 0
0 −1
)
, P̂c =
(
1 0
0 −1
)
.
Thus,
(5.27)
{
R11 +D
⊤
1 PcD1 = 1 > 0, R̂11 + D̂
⊤
1 PcD̂1 = 0.25 > 0,
R22 +D
⊤
2 PcD2 = −2 6 0, R̂22 + D̂⊤2 PcD̂2 = −3.75 6 0.
Also, the range condition {
R(B⊤Pc +D
⊤PcC + S) ⊆ R(Σc),
R(B̂⊤P̂c + D̂
⊤PcĈ + Ŝ) ⊆ R(Σ¯c)
hold automatically since Σc and Σ¯c are invertible. However, we have
(5.28)

Θ∗ = −Σ†c(B⊤Pc +D⊤PcC + S) + (I − Σ†cΣc)θ =
(
2 0.5
−0.25 −1
)
, ∀ θ ∈ R,
Θ¯∗ = −Σ¯†c(B̂⊤P̂c + D̂⊤PcĈ + Ŝ) + (I − Σ¯†cΣ¯c)θ =
(−8 0
0 −0.8
)
, ∀ θ ∈ R.
However, substituting the above Θ∗ and Θ¯∗ of (5.28) into (5.25), we no longer obtain the result of P0 > 0
and P¯0 > 0, which conflicts with (5.25). Therefore, (Θ
∗, Θ¯∗) is not an MF-L2-stabilizer of the system
[A, A¯, C, C¯;B, B¯,D, D¯]. Hence, by Theorem 4.4, Problem (MF-SDG)0 does not admit a closed-loop saddle
point. From this example, we see that the system of generalized AREs (4.17) may only admit non-static
stabilizing solutions.
The following example shows that for the mean-field LQ zero-sum stochastic differential game, it may
happen that the closed-loop saddle point uniquely exists, which coincides with the closed-loop representation
of the open-loop saddle point. Moreover, the system of generalized AREs may only admit static stabilizing
solutions and the system [A, A¯, C, C¯;B, B¯,D, D¯] is MF-L2-stabilizable.
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Example 5.5. We give one example of Problem (MF-SDG)0. Consider the following two-dimensional state
equation
(5.29)

dX(t) =
{
AX(t) + A¯E[X(t)] +Bu(t) + B¯E[u(t)]
}
dt
+
{
CX(t) + C¯E[X(t)] +Du(t) + D¯E[u(t)]
}
dW (t), t > 0,
X(0) = x,
with the cost functional
(5.30)
J(x;u1(·), u2(·)) = E
∫ ∞
0
[〈(
Q S⊤
S R
)(
X(t)
u(t)
)
,
(
X(t)
u(t)
)〉
+
〈(
Q¯ S¯⊤
S¯ R¯
)(
E[X(t)]
E[u(t)]
)
,
(
E[X(t)]
E[u(t)]
)〉]
dt.
In this example,
A =
(−1 −1
0 −3
)
, A¯ =
(−1 0
−1 −20
)
, B =
(
1 0
0 1
)
, B¯ =
(
2.5 0
0 0.5
)
,
C =
(
1 0.5
0.5 1
)
, C¯ =
(
0 −0.5
−0.5 0
)
, D =
(
1 0
0 1
)
, D¯ =
(
0.5 0
0 0.5
)
,
Q =
(
2.3070 0.7781
0.7781 0.3123
)
, Q¯ =
(
5.6930 0.7219
0.7219 22.2317
)
, S =
(
0 0
0 0
)
, S¯ =
(
0 0
0 0
)
,
R =
(
2 0
0 −2
)
, R¯ =
(
0.75 0
0 −0.5
)
,
and from (2.15), we have
Â =
(−2 −1
−1 −23
)
, B̂ =
(
3.5 0
0 1.5
)
, Ĉ =
(
1 0
0 1
)
, D̂ =
(
1.5 0
0 1.5
)
,
Q̂ =
(
8 1.5
1.5 22.5440
)
, Ŝ =
(
0 0
0 0
)
, R̂ =
(
2.75 0
0 −2.5
)
.
First, let us study its open-loop saddle point. According to (4.10), we have the following coupled AREs
(5.31)
{
PA+A⊤P + C⊤PC +Q− (PB + C⊤PD + S⊤)Σ†o(B⊤P +D⊤PC + S) = 0,
P̂ Â+ Â⊤P̂ + Ĉ⊤PĈ + Q̂− (P̂ B̂ + Ĉ⊤PD̂ + Ŝ⊤)Σ¯†o(B̂⊤P̂ + D̂⊤PĈ + Ŝ) = 0,
where 
Σo ≡ R+D⊤PD =
(
2 0
0 −2
)
+ P,
Σ¯o ≡ R̂+ D̂⊤PD̂ =
(
2.75 0
0 −2.5
)
+ 2.25P.
Then, solving (5.31) yields
P =
(
1 0
0 0.1
)
, P̂ =
(
1 0
0 0.5
)
.
The above solutions satisfy (4.7) and (4.8). Further, since Σo and Σ¯o are invertible, we have
(5.32)

R
(
B⊤P +D⊤PC + S
) ⊆ R(Σo), R(B̂⊤P̂ + D̂⊤PĈ + Ŝ ) ⊆ R(Σ¯o),
Θ∗ = −Σ−1o (B⊤P +D⊤PC + S) =
(
−0.6667 −0.1667
0.0263 0.1053
)
,
Θ¯∗ = −Σ¯−1o
(
B̂⊤P̂ + D̂⊤PĈ + Ŝ
)
=
(−1 0
0 0.3956
)
.
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According to Proposition A.5 in [7], the system [A, A¯, C, C¯; B, B¯,D, D¯] above is MF-L2-stabilizable, and
(Θ, Θ¯) ∈ S [A, A¯, C, C¯;B, B¯,D, D¯] if and only if there exist P0 > 0 and P¯0 > 0, such that
(5.33)

(A+BΘ)P0 + P0(A+BΘ)
⊤ + (C +DΘ)P0(C +DΘ)
⊤ + (Ĉ + D̂Θ¯)P¯0(Ĉ + D̂Θ¯)
⊤
=
[(−1 −1
0 −3
)
+Θ
]
P0 + P0
[(−1 −1
0 −3
)
+Θ
]⊤
+
[(
1 0.5
0.5 1
)
+Θ
]
P0
[(
1 0.5
0.5 1
)
+Θ
]⊤
+
[(
1 0
0 1
)
+
(
1.5 0
0 1.5
)
Θ¯
]
P¯0
[(
1 0
0 1
)
+
(
1.5 0
0 1.5
)
Θ¯
]⊤
< 0,
(Â+ B̂Θ¯)P¯0 + P¯0(Â+ B̂Θ¯)
⊤
=
[(−2 −1
−1 −23
)
+
(
3.5 0
0 1.5
)
Θ¯
]
P¯0 + P¯0
[(−2 −1
−1 −23
)
+
(
3.5 0
0 1.5
)
Θ¯
]⊤
< 0.
Substituting the above Θ∗ and Θ¯∗ of (5.32) into (5.33), we have
P0 =
(
0.5742 −0.0424
−0.0424 0.4258
)
> 0, P¯0 =
(
0.8185 −0.0377
−0.0377 0.1815
)
> 0,
such that the negative definiteness conditions of (5.33) hold. Then (Θ∗, Θ¯∗) above is an MF-L2-stabilizer of
the system [A, A¯, C, C¯;B, B¯,D, D¯].
Note that the corresponding backward systems (4.11)-(4.14) reads
(5.34)
−dηo(t) =
{
A⊤ηo(t)−
(
PB + C⊤PD + S⊤
)
Σ−1o
[
B⊤ηo(t) +D
⊤ζo(t)
]
+ C⊤ζo(t)
}
dt
−ζo(t)dW (t), t > 0,
with constraint
(5.35) B⊤(ηo − E[ηo]) +D⊤(ζo − E[ζo]) ∈ R(Σo), a.e., a.s.,
and
(5.36) ˙¯ηo(t) + Â
⊤η¯o(t)− (P̂ B̂ + Ĉ⊤PD̂ + Ŝ⊤)Σ¯−1o
(
B̂⊤η¯o(t) + E[ζ¯o(t)]
)
+ Ĉ⊤E[ζ¯o(t)] = 0, t > 0,
with constraint
(5.37) B̂⊤η¯o + D̂
⊤
E[ζo] ∈ R(Σ¯o), a.e.
From (4.15), the closed-loop representation of this open-loop saddle point can be given by
(5.38)
u∗(·) = −Σ−1o (B⊤P +D⊤PC + S)
(
X∗(·)− E[X∗(·)])− Σ¯−1o (B̂⊤P̂ + D̂⊤PĈ + Ŝ )E[X∗(·)]
−Σ−1o
{
B⊤(ηo(·)− E[ηo(·)]) +D⊤
(
ζo(·)− E[ζo(·)]
)}− Σ¯−1o {B̂⊤η¯o(·) + D̂⊤E[ζo(·)]},
where X∗(·) ∈ X [0,∞) is the solution to (5.29) corresponding to u∗(·).
Next, we consider the closed-loop saddle point. Note that the corresponding system of generalized AREs
(4.17) reads
(5.39)
{
0 = PcA+A
⊤Pc + C
⊤PcC +Q− (PcB + C⊤PcD + S⊤)Σ†c(B⊤Pc +D⊤PcC + S),
0 = P̂cÂ+ Â
⊤P̂c + Ĉ
⊤PcĈ + Q̂− (P̂cB̂ + Ĉ⊤PcD̂ + Ŝ⊤)Σ¯†c(B̂⊤P̂c + D̂⊤PcĈ + Ŝ),
with 
Σc ≡ R+D⊤PcD =
(
2 0
0 −2
)
+ Pc,
Σ¯c ≡ R̂+ D̂⊤PcD̂ =
(
2.75 0
0 −2.5
)
+ 2.25Pc.
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Then, solving (5.39) yields
Pc =
(
1 0
0 0.1
)
, P̂c =
(
1 0
0 0.5
)
.
Thus,
(5.40)
{
R11 +D
⊤
1 PcD1 = 3 > 0, R̂11 + D̂
⊤
1 PcD̂1 = 5 > 0,
R22 +D
⊤
2 PcD2 = −1.9 6 0, R̂22 + D̂⊤2 PcD̂2 = −2.275 6 0.
Also, the range condition {
R(B⊤Pc +D
⊤PcC + S) ⊆ R(Σc),
R(B̂⊤P̂c + D̂
⊤PcĈ + Ŝ) ⊆ R(Σ¯c)
hold automatically since Σc and Σ¯c are invertible. However, we have
(5.41)

Θ∗ = −Σ†c(B⊤Pc +D⊤PcC + S) =
(
−0.6667 −0.1667
0.0263 0.1053
)
,
Θ¯∗ = −Σ¯−1c (B̂⊤P̂c + D̂⊤PcĈ + Ŝ) =
(−1 0
0 0.3956
)
,
which coincides with (5.32). Hence, by Theorem 4.4, the problem admits a closed-loop saddle point. In
particular, note that the corresponding backward systems (4.19)-(4.20) reads
(5.42)

−dηc(t) =
{
A⊤ηc(t)−
(
PcB + C
⊤PcD + S
⊤
)
Σ−1c
[
B⊤ηc(t) +D
⊤ζc(t)
]
+ C⊤ζc(t)
}
dt
−ζc(t)dW (t), t > 0,
B⊤
[
ηc(t)− E[ηc(t)]
]
+D⊤
[
ζc(t)− E[ζc(t)]
] ∈ R(Σc), a.e. t ∈ [0,∞), a.s.,
and
(5.43)
{
˙¯ηc(t) + Â
⊤η¯c(t)−
(
P̂ B̂ + Ĉ⊤PcD̂ + Ŝ
⊤
)
Σ¯−1c
{
B̂⊤η¯c(t) + D̂
⊤
E[ζ¯o(t)]
}
+ Ĉ⊤E[ζ¯o(t)], t > 0,
B̂⊤η¯c(t) + D̂
⊤
E[ζc(t)] ∈ R(Σ¯c), a.e. t ∈ [0,∞).
In this case, the closed-loop saddle point is given by (5.41) and
(5.44) v∗(·) = −Σ−1c
{
B⊤
(
ηc(·)− E[ηc(·)]
)
+D⊤
(
ζc(·)− E[ζc(·)]
)}− Σ¯−1c {B̂⊤η¯c(·) + D̂⊤E[ζc(·)]}.
Since P = Pc and P̂ = P̂c, we get Σ = Σc, Σ¯ = Σ¯c and ηo(·) = ηc(·), ζo(·) = ζc(·), η¯o(·) = η¯c(·). This implies
that the closed-loop representation of the open-loop saddle point coincides with the closed-loop saddle point.
The following example shows that for the mean-field LQ non-zero sum stochastic differential game, it may
happen that the closed-loop representations of open-loop Nash equilibria are different from the closed-loop
Nash equilibria, although the solutions to the system of algebraic Riccati equations of the open-loop Nash
equilibria are symmetric.
Example 5.6. We present one example of Problem (MF-SDG). Consider the following two-dimensional
state equation
(5.45)

dX(t) =
{
AX(t) + A¯E[X(t)] +Bu(t) + B¯E[u(t)]
}
dt
+
{
CX(t) + C¯E[X(t)] +Du(t) + D¯E[u(t)]
}
dW (t), t > 0,
X(0) = x,
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with the cost functional
(5.46)

J1(x;u1(·), u2(·)) = E
∫ ∞
0
[〈(
Q1 S
⊤
1
S1 R1
)(
X(t)
u(t)
)
,
(
X(t)
u(t)
)〉
+
〈(
Q¯1 S¯
⊤
1
S¯1 R¯1
)(
E[X(t)]
E[u(t)]
)
,
(
E[X(t)]
E[u(t)]
)〉]
dt,
J2(x;u1(·), u2(·)) = E
∫ ∞
0
[〈(
Q2 S
⊤
2
S2 R2
)(
X(t)
u(t)
)
,
(
X(t)
u(t)
)〉
+
〈(
Q¯2 S¯
⊤
2
S¯2 R¯2
)(
E[X(t)]
E[u(t)]
)
,
(
E[X(t)]
E[u(t)]
)〉]
dt.
In this example,
A =
(−1 −1
0 −1
)
, A¯ =
(−1 0
−1 −1
)
, B =
(
1 0
0 1
)
, B¯ =
(
2.5 0
0 0.5
)
,
C =
(
1 0.5
0.5 1
)
, C¯ =
(
0 −0.5
−0.5 0
)
, D =
(
1 0
0 1
)
, D¯ =
(
0.5 0
0 0.5
)
,
Q1 =
(
2.85 0.9
0.9 2.475
)
, Q2 =
(
1.35 0.4
0.4 2.5375
)
, Q¯1 =
(
6.0324 0.6
0.6 0.325
)
,
Q¯2 =
(
7.15 1.6
1.6 2.8625
)
, S1 = S2 =
(
0 0
0 0
)
, S¯1 = S¯2 =
(
0 0
0 0
)
,
R1 =
(
1 0
0 1
)
, R2 =
(
1 0
0 1.5
)
, R¯1 =
(
1 0
0 1
)
, R¯2 =
(
0.5 0
0 0
)
,
and from (2.15), we have
Â =
(−2 −1
−1 −2
)
, B̂ =
(
3.5 0
0 1.5
)
, Ĉ =
(
1 0
0 1
)
, D̂ =
(
1.5 0
0 1.5
)
, Q̂1 =
(
8.8824 1.5
1.5 2.8
)
,
Q̂2 =
(
8.5 2
2 5.4
)
, Ŝ1 = Ŝ2 =
(
0 0
0 0
)
, R̂1 =
(
2 0
0 2
)
, R̂2 =
(
1.5 0
0 1.5
)
.
First, let us study the open-loop Nash equilibria. Note that we recall the system of algebraic equations
(3.42)-(3.43) as
(5.47)
{
PiA+A
⊤Pi + C
⊤PiC +Qi +
(
PiB + C
⊤PiD + S
⊤
i
)
Θ∗ = 0,
P̂iÂ+ Â
⊤P̂i + Ĉ
⊤PiĈ + Q̂i +
(
P̂iB̂ + Ĉ
⊤PiD̂ + Ŝ
⊤
i
)
Θ¯∗ = 0,
i = 1, 2,
(5.48)

(
R111 +D
⊤
1 P1D1 R112 +D
⊤
1 P1D2
R221 +D
⊤
2 P2D1 R222 +D
⊤
2 P2D2
)
Θ∗ +
(
B⊤1 P1 +D
⊤
1 P1C + S11
B⊤2 P2 +D
⊤
2 P2C + S22
)
= 0,(
R̂111 + D̂
⊤
1 P1D̂1 R̂112 + D̂
⊤
1 P1D̂2
R̂221 + D̂
⊤
2 P2D̂1 R̂222 + D̂
⊤
2 P2D̂2
)
Θ¯∗ +
(
B̂⊤1 P̂1 + D̂
⊤
1 P1Ĉ + Ŝ11
B̂⊤2 P̂2 + D̂
⊤
2 P2Ĉ + Ŝ22
)
= 0.
Then, solving (5.47)-(5.48) yields
P1 =
(
1 0
0 1
)
, P2 =
(
0.5 0
0 1
)
, P̂1 =
(
1 0
0 0.5
)
, P̂2 =
(
1 0
0 1
)
,
which are symmetric. Since (
R111 +D
⊤
1 P1D1 R112 +D
⊤
1 P1D2
R221 +D
⊤
2 P2D1 R222 +D
⊤
2 P2D2
)
=
(
2 0
0 2.5
)
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and (
R̂111 + D̂
⊤
1 P1D̂1 R̂112 + D̂
⊤
1 P1D̂2
R̂221 + D̂
⊤
2 P2D̂1 R̂222 + D̂
⊤
2 P2D̂2
)
=
(
4.25 0
0 3.75
)
are invertible, it follows from (5.48) that we have
(5.49) Θ∗ =
(
−1 −0.25
−0.2 −0.8
)
, Θ¯∗ =
(−1.1765 0
0 −0.8
)
.
Also, it follows from (3.35) and (3.36) that we have
(5.50) 0 = ˙¯η + Â⊤η¯ + Ĉ⊤E[ζ]− (P̂B̂ + Ĉ⊤PD̂ + Ŝ⊤Im)Σ¯−1{B̂⊤η¯ + D̂⊤E[ζ]},
and
(5.51)
−dη(t) = {A⊤η(t) − (PB +C⊤PD + S⊤Im)Σ−1J⊤{B⊤η(t) +D⊤[ζ(t)]}
+C⊤ζ(t)
}
dt− ζ(t)dW (t), t > 0.
From (3.38), we have
(5.52) v∗(·) = −Σ−1J⊤{B⊤(η(·)−E[η(·)])+D⊤(ζ(·)−E[ζ(·)])}− Σ¯−1J⊤{B̂⊤η¯(·) + D̂⊤E[ζ(·)]}.
By Theorem 3.3, the problem admits an open-loop Nash equilibrium u∗(·) for any initial state x ∈ Rn. And
it follows from (3.39) that it has the following closed-loop representation:
(5.53) u∗(·) = Θ∗{X∗(·)− E[X∗(·)]} + Θ¯∗E[X∗(·)] + v∗(·),
with (Θ∗, Θ¯∗, v∗(·)) given by (5.49) and (5.52).
Next, we consider the closed-loop Nash equilibria. According to Proposition A.5 in [7], the system
[A, A¯, C, C¯; B, B¯,D, D¯] above is MF-L2-stabilizable, and (Θ, Θ¯) ∈ S [A, A¯, C, C¯;B, B¯,D, D¯] if and only if
there exist P0 > 0 and P¯0 > 0, such that
(5.54)

(A+BΘ)P0 + P0(A+BΘ)
⊤ + (C +DΘ)P0(C +DΘ)
⊤ + (Ĉ + D̂Θ¯)P¯0(Ĉ + D̂Θ¯)
⊤
=
[(−1 −1
0 −1
)
+Θ
]
P0 + P0
[(−1 −1
0 −1
)
+Θ
]⊤
+
[(
1 0.5
0.5 1
)
+Θ
]
P0
[(
1 0.5
0.5 1
)
+Θ
]⊤
+
[(
1 0
0 1
)
+
(
1.5 0
0 1.5
)
Θ¯
]
P¯0
[(
1 0
0 1
)
+
(
1.5 0
0 1.5
)
Θ¯
]⊤
< 0,
(Â+ B̂Θ¯)P¯0 + P¯0(Â+ B̂Θ¯)
⊤
=
[(−2 −1
−1 −2
)
+
(
3.5 0
0 1.5
)
Θ¯
]
P¯0 + P¯0
[(−2 −1
−1 −2
)
+
(
3.5 0
0 1.5
)
Θ¯
]⊤
< 0.
For i = 1, 2, we recall the system of algebraic equations (3.49)-(3.51) as
(5.55)

PiA+A
⊤Pi + C
⊤PiC +Qi + (Θ
∗)⊤(Ri +D
⊤PiD)Θ
∗
+(PiB + C
⊤PiD + S
⊤
i )Θ
∗ + (Θ∗)⊤(B⊤Pi +D
⊤PiC + Si) = 0,
P̂iÂ+ Â
⊤P̂i + Ĉ
⊤PiĈ + Q̂i + (Θ¯
∗)⊤(R̂i + D̂
⊤PiD̂)Θ¯
∗
+(P̂iB̂ + Ĉ
⊤PiD̂ + Ŝ
⊤
i )Θ¯
∗ + (Θ¯∗)⊤(B̂⊤P̂i + D̂
⊤PiĈ + Ŝi) = 0,
with the following conditions:
(5.56)
{
B⊤i Pi +D
⊤
i PiC + Sii + (Rii +D
⊤
i PiD)Θ
∗ = 0,
B̂⊤i P̂i + D̂
⊤
i PiĈ + Ŝii + (R̂ii + D̂
⊤
i PiD̂)Θ¯
∗ = 0,
and
(5.57) Σi
∆
=Riii +D
⊤
i PiDi > 0, Σ¯i
∆
= R̂iii + D̂
⊤
i PiD̂i > 0.
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Then, solving (5.55)-(5.57) yields
P1 =
(
0.9949 −0.0168
−0.0168 0.9201
)
, P2 =
(
0.6255 −0.0104
−0.0104 1.01741
)
,
P̂1 =
(
1.0023 −0.0155
−0.0155 0.6472
)
, P̂2 =
(
0.8919 0.0126
0.0126 0.9964
)
,
{
Σ1
∆
=R111 +D
⊤
1 P1D1 = 1.9949, Σ2
∆
=R222 +D
⊤
2 P2D2 = 2.5174,
Σ¯1
∆
= R̂111 + D̂
⊤
1 P1D̂1 = 4.2386, Σ¯2
∆
= R̂222 + D̂
⊤
2 P2D̂2 = 3.7891,
and
(5.58) Θ∗ =
(
−0.9949 −0.2393
−0.1979 −0.8072
)
, Θ¯∗ =
(−1.1798 0.0117
−0.0082 −0.7971
)
.
Substituting the above Θ∗ and Θ¯∗ of (5.58) into (5.54), we can get
P0 =
(
0.3323 −0.0865
−0.0865 0.3365
)
> 0, P¯0 =
(
0.1196 −0.0327
−0.0327 0.2115
)
> 0.
such that the negative definiteness conditions of (5.54) hold. Then (Θ∗, Θ¯∗) above is an MF-L2-stabilizer
of the system [A, A¯, C, C¯;B, B¯,D, D¯]. In particular, note that the corresponding backward systems (3.57)-
(3.60) read:
(5.59) dηi(t) = −
{
A⊤Θ∗ηi(t)+C
⊤
Θ∗ζi(t)
}
dt+ζi(t)dW (t), t > 0,
(5.60)
0 = (Rii +D
⊤
i PiD)
(
v∗(t)− E[v∗(t)])+B⊤i (ηi(t)− E[ηi(t)])+D⊤i (ζi(t)− E[ζi(t)]),
a.e. t ∈ [0,∞), a.s.,
(5.61) ˙¯ηi(t) + Â
⊤
Θ¯∗ η¯i(t) + Ĉ
⊤
Θ¯∗E[ζi(t)] = 0, t > 0,
(5.62) (R̂ii + D̂
⊤
i PiD̂)E[v
∗(t)] + B̂⊤i η¯i(t) + D̂
⊤
i E[ζi(t)] = 0, a.e. t ∈ [0,∞), i = 1, 2.
Hence, by Theorem 3.6, the problem admits a closed-loop Nash equilibrium.
From this example, we see that the solution to the system of algebraic equations (3.42)–(3.43), which
comes from the open-loop Nash equilibrium, may be symmetric, but they are different from the solution
to the system of algebraic equations (3.49)–(3.51), which comes from the closed-loop Nash equilibrium.
It is obvious that the closed-loop representation of the open-loop Nash equilibrium is different from the
closed-loop Nash equilibrium.
The following example shows that for the closed-loop representation of open-loop Nash equilibria of the
mean-field LQ non-zero sum stochastic differential game, it may happen that the solutions to the system
of algebraic equations may be asymmetric when the system [A, A¯, C, C¯;B, B¯,D, D¯] is MF-L2-stabilizable.
And, the closed-loop representation of the open-loop Nash equilibrium is different from the closed-loop Nash
equilibrium.
Example 5.7. We now present one example of Problem (MF-SDG). Consider the following two-dimensional
state equation
(5.63)

dX(t) =
{
AX(t) + A¯E[X(t)] +Bu(t) + B¯E[u(t)]
}
dt
+
{
CX(t) + C¯E[X(t)] +Du(t) + D¯E[u(t)]
}
dW (t), t > 0,
X(0) = x,
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with the cost functionals
(5.64)

J1(x;u1(·), u2(·)) = E
∫ ∞
0
[〈(
Q1 S
⊤
1
S1 R1
)(
X(t)
u(t)
)
,
(
X(t)
u(t)
)〉
+
〈(
Q¯1 S¯
⊤
1
S¯1 R¯1
)(
E[X(t)]
E[u(t)]
)
,
(
E[X(t)]
E[u(t)]
)〉]
dt,
J2(x;u1(·), u2(·)) = E
∫ ∞
0
[〈(
Q2 S
⊤
2
S2 R2
)(
X(t)
u(t)
)
,
(
X(t)
u(t)
)〉
+
〈(
Q¯2 S¯
⊤
2
S¯2 R¯2
)(
E[X(t)]
E[u(t)]
)
,
(
E[X(t)]
E[u(t)]
)〉]
dt.
In this example,
A =
(−1 −1
0 −1
)
, A¯ =
(−1 0
−1 −1
)
, B =
(
0 0
0 0
)
, B¯ =
(
0 0
0 0
)
,
C =
(
0 0
0 0
)
, C¯ =
(
0 0
0 0
)
, D =
(
1 0
0 1
)
, D¯ =
(
1 0
0 1
)
,
Q1 =
(
2 1
1 32
)
, Q2 =
(
1 12
1
2 3
)
, Q¯1 =
(
83
44 1
1 10544
)
, Q¯2 =
(
3 32
3
2
16
11
)
,
S1 =
(
0 0√
5
2 0
)
, S2 =
(
0 0
0
√
5
2
)
, S¯1 = S¯2 =
(
0 0
0 0
)
,
R1 =
(
1 0
0 1
)
, R2 =
(
1 0
0 32
)
, R¯1 =
(
1 0
0 1
)
, R¯2 =
(
1
2 0
0 0
)
,
and from (2.15), we have
Â =
(−2 −1
−1 −2
)
, B̂ =
(
0 0
0 0
)
, Ĉ =
(
0 0
0 0
)
, D̂ =
(
2 0
0 2
)
,
Q̂1 =
(
171
44 2
2 17144
)
, Q̂2 =
(
4 2
2 4911
)
, Ŝ1 =
(
0 0√
5
2 0
)
, Ŝ2 =
(
0 0
0
√
5
2
)
,
R̂1 =
(
2 0
0 2
)
, R̂2 =
(
3
2 0
0 32
)
.
First, let us study the open-loop Nash equilibria. Note that we recall the system of algebraic equations
(3.42)-(3.43) as
(5.65)
{
PiA+A
⊤Pi + C
⊤PiC +Qi +
(
PiB + C
⊤PiD + S
⊤
i
)
Θ∗ = 0,
P̂iÂ+ Â
⊤P̂i + Ĉ
⊤PiĈ + Q̂i +
(
P̂iB̂ + Ĉ
⊤PiD̂ + Ŝ
⊤
i
)
Θ¯∗ = 0,
i = 1, 2,
(5.66)

(
R111 +D
⊤
1 P1D1 R112 +D
⊤
1 P1D2
R221 +D
⊤
2 P2D1 R222 +D
⊤
2 P2D2
)
Θ∗ +
(
B⊤1 P1 +D
⊤
1 P1C + S11
B⊤2 P2 +D
⊤
2 P2C + S22
)
= 0,(
R̂111 + D̂
⊤
1 P1D̂1 R̂112 + D̂
⊤
1 P1D̂2
R̂221 + D̂
⊤
2 P2D̂1 R̂222 + D̂
⊤
2 P2D̂2
)
Θ¯∗ +
(
B̂⊤1 P̂1 + D̂
⊤
1 P1Ĉ + Ŝ11
B̂⊤2 P̂2 + D̂
⊤
2 P2Ĉ + Ŝ22
)
= 0.
Then, solving (5.65)-(5.66) yields
P1 =
(
1 − 12
0 1
)
, P2 =
(
1
2 0
0 1
)
, P̂1 =
(
1 − 544
0 1
)
, P̂2 =
(
1 0
0 1
)
.
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Since (
R111 +D
⊤
1 P1D1 R112 +D
⊤
1 P1D2
R221 +D
⊤
2 P2D1 R222 +D
⊤
2 P2D2
)
=
(
2 − 12
0 52
)
and (
R̂111 + D̂
⊤
1 P1D̂1 R̂112 + D̂
⊤
1 P1D̂2
R̂221 + D̂
⊤
2 P2D̂1 R̂222 + D̂
⊤
2 P2D̂2
)
=
(
6 −2
0 112
)
are invertible, it follows from (5.66) that
(5.67) Θ∗ =
(
0 −0.1581
0 −0.6325
)
, Θ¯∗ =
(
0 −0.0958
0 −0.2875
)
.
Also, it follows from (3.35) and (3.36) that we have
(5.68) 0 = ˙¯η + Â⊤η¯ + Ĉ⊤E[ζ] − (P̂B̂ + Ĉ⊤PD̂ + Ŝ⊤Im)Σ¯−1{B̂⊤η¯ + D̂⊤E[ζ]}
and
(5.69)
−dη(t) = {A⊤η(t) − (PB +C⊤PD + S⊤Im)Σ−1J⊤{B⊤η(t) +D⊤[ζ(t)]}
+C⊤ζ(t)
}
dt− ζ(t)dW (t), t > 0.
From (3.38), we have
(5.70) v∗(·) = −Σ−1J⊤{B⊤(η(·)−E[η(·)])+D⊤(ζ(·)−E[ζ(·)])}− Σ¯−1J⊤{B̂⊤η¯(·) + D̂⊤E[ζ(·)]}.
By Theorem 3.3, the problem admits an open-loop Nash equilibrium for any initial state x ∈ Rn. And it
follows from (3.39) that it has the following closed-loop representation:
(5.71) u∗(·) = Θ∗{X∗(·)− E[X∗(·)]} + Θ¯∗E[X∗(·)] + v∗(·).
with (Θ∗, Θ¯∗, v∗(·)) given by (5.67) and (5.70).
Next, we consider the closed-loop Nash equilibria. According to Proposition A.5 in [7], the system
[A, A¯, C, C¯; B, B¯,D, D¯] above is MF-L2-stabilizable, and (Θ, Θ¯) ∈ S [A, A¯, C, C¯;B, B¯,D, D¯] if and only if
there exist P0 > 0 and P¯0 > 0, such that
(5.72)

(A+BΘ)P0 + P0(A+BΘ)
⊤ + (C +DΘ)P0(C +DΘ)
⊤ + (Ĉ + D̂Θ¯)P¯0(Ĉ + D̂Θ¯)
⊤
=
[(−1 −1
0 −1
)
+ Θ
]
P0 + P0
[(−1 −1
0 −1
)
+Θ
]⊤
+ΘP0Θ
⊤ +
(
2 0
0 2
)
Θ¯P¯0Θ¯
⊤
(
2 0
0 2
)
< 0,
(Â+ B̂Θ¯)P¯0 + P¯0(Â+ B̂Θ¯)
⊤ =
(−2 −1
−1 −2
)
P¯0 + P¯0
(−2 −1
−1 −2
)⊤
< 0.
For i = 1, 2, we recall the system of algebraic equations (3.49)-(3.51) as
(5.73)

PiA+A
⊤Pi + C
⊤PiC +Qi + (Θ
∗)⊤(Ri +D
⊤PiD)Θ
∗
+(PiB + C
⊤PiD + S
⊤
i )Θ
∗ + (Θ∗)⊤(B⊤Pi +D
⊤PiC + Si) = 0,
P̂iÂ+ Â
⊤P̂i + Ĉ
⊤PiĈ + Q̂i + (Θ¯
∗)⊤(R̂i + D̂
⊤PiD̂)Θ¯
∗
+(P̂iB̂ + Ĉ
⊤PiD̂ + Ŝ
⊤
i )Θ¯
∗ + (Θ¯∗)⊤(B̂⊤P̂i + D̂
⊤PiĈ + Ŝi) = 0,
with the following conditions:
(5.74)
{
B⊤i Pi +D
⊤
i PiC + Sii + (Rii +D
⊤
i PiD)Θ
∗ = 0,
B̂⊤i P̂i + D̂
⊤
i PiĈ + Ŝii + (R̂ii + D̂
⊤
i PiD̂)Θ¯
∗ = 0,
and
(5.75) Σi
∆
=Riii +D
⊤
i PiDi > 0, Σ¯i
∆
= R̂iii + D̂
⊤
i PiD̂i > 0.
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Then, solving (5.73)-(5.75) yields
P1 =
(
1 −0.4955
−0.4955 1.7645
)
, P2 =
(
0.5 0
0 1.0226
)
,
P̂1 =
(
1.0647 −0.1861
−0.1861 1.2327
)
, P̂2 =
(
1.0016 −0.0032
−0.0032 1.0111
)
,{
Σ1
∆
=R111 +D
⊤
1 P1D1 = 2, Σ2
∆
=R222 +D
⊤
2 P2D2 = 2.5226,
Σ¯1
∆
= R̂111 + D̂
⊤
1 P1D̂1 = 6, Σ¯2
∆
= R̂222 + D̂
⊤
2 P2D̂2 = 5.5902.
and
(5.76) Θ∗ =
(
0 −0.1553
0 −0.6268
)
, Θ¯∗ =
(
0 −0.0934
0 −0.2828
)
.
Substituting the above Θ∗ and Θ¯∗ of (5.76) into (5.72), we can get
P0 =
(
0.3082 −0.0910
−0.0910 0.3148
)
> 0, P¯0 =
(
0.1901 −0.0721
−0.0721 0.1870
)
> 0.
such that the negative definiteness conditions of (5.72) hold. Then (Θ∗, Θ¯∗) above is an MF-L2-stabilizer
of the system [A, A¯, C, C¯;B, B¯,D, D¯]. In particular, note that the corresponding backward systems (3.57)-
(3.60) read:
(5.77) dηi(t) = −
{
A⊤Θ∗ηi(t)+C
⊤
Θ∗ζi(t)
}
dt+ζi(t)dW (t), t > 0,
(5.78)
0 = (Rii +D
⊤
i PiD)
(
v∗(t)− E[v∗(t)])+B⊤i (ηi(t)− E[ηi(t)])+D⊤i (ζi(t)− E[ζi(t)]),
a.e. t ∈ [0,∞), a.s.,
(5.79) ˙¯ηi(t) + Â
⊤
Θ¯∗ η¯i(t) + Ĉ
⊤
Θ¯∗E[ζi(t)] = 0, t > 0,
(5.80) (R̂ii + D̂
⊤
i PiD̂)E[v
∗(t)] + B̂⊤i η¯i(t) + D̂
⊤
i E[ζi(t)] = 0, a.e. t ∈ [0,∞), i = 1, 2.
Hence, by Theorem 3.6, the problem admits a closed-loop Nash equilibrium.
From this example, we see that the solutions to the system of algebraic equations (3.42)–(3.43), which
come from the open-loop saddle point, may be asymmetric, but the solutions to the system of algebraic
equations (3.49)–(3.51), which come from the closed-loop saddle point, are still symmetric. It is obvious
that the closed-loop representation of the open-loop Nash equilibrium is different from the closed-loop Nash
equilibrium.
6 Proof of Theorem 2.9
This section is denoted to a proof of Theorem 2.9.
(ii)⇒ (i) is obvious from the statements after Definition 2.6, and (iii)⇒ (ii) is direct from Corollary 4.6.
We only need to prove (i) ⇒ (iii). We first consider the case 0 ≡ (0, 0) ∈ S [A, A¯, C, C¯;B, B¯,D, D¯].
By Definition 2.3, system [A, A¯, C, C¯] is L2-globally integrable. From Proposition 2.4, we have Uad(x) =
L2
F
(Rm), ∀x ∈ Rn. This allows us to represent the cost functional J(x;u(·)) of (2.2) as a quadratic functional
on the Hilbert space L2
F
(Rm).
Lemma 6.1. Suppose system [A, A¯, C, C¯] is L2-globally integrable. Then there exists a bounded self-adjoint
linear operator M2 : L2F(Rm)→ L2F(Rm), a bounded linear operator M1 : Rn → L2F(Rm), an M0 ∈ Sn, and
û(·) ∈ L2
F
(Rm), x̂ ∈ Rn, c ∈ R such that
(6.1)
J(x;u(·)) = 〈M2u, u〉+ 2〈M1x, u〉+ 〈M0x, x〉 + 2〈û, u〉+ 2〈x̂, x〉+ c,
J0(x;u(·)) = 〈M2u, u〉+ 2〈M1x, u〉+ 〈M0x, x〉, ∀(x, u(·)) ∈ Rn × L2F(Rm).
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Proof. It is similar as Proposition 5.1 of [17], and the proof can be obtained by combining the methods in
[24] and [23]. We omit the details here.
With the help of representation (6.1), we have the following results concerning with the open-loop solv-
ability of Problem (MF-SLQ) whose proof is classical.
Lemma 6.2. Suppose system [A, A¯, C, C¯] is L2-globally integrable. We have the following results:
(i) Problem (MF-SLQ) is open-loop solvable at x ∈ Rn if and only if M2 > 0, or equivalently,
(6.2) J0(0;u(·)) > 0, ∀u(·) ∈ L2
F
(Rm),
andM1x+ û ∈ R(M2), where û(·) ∈ L2F(Rm) is defined in (6.1). In this case, u∗(·) is an open-loop optimal
control for the initial state x if and only if M2u∗ +M1x+ û = 0.
(ii) If there exists a constant δ > 0 such that M2 > δI, or equivalently,
(6.3) J0(0;u(·)) > δE
∫ ∞
0
|u(t)|2dt, ∀u(·) ∈ L2
F
(Rm),
then Problem (MF-SLQ) is uniquely open-loop solvable.
(iii) If Problem (MF-SLQ) is (uniquely) open-loop solvable, then Problem (MF-SLQ)0 is (uniquely)
open-loop solvable.
We need the following lemma about Problem (MF-SLQ)0.
Lemma 6.3. Suppose system [A, A¯, C, C¯] is L2-globally integrable and (6.3) holds for some δ > 0. Then
the following system of coupled AREs
(6.4)

PA+A⊤P + C⊤PC +Q− (PB + C⊤PD + S⊤)Σ−1(B⊤P +D⊤PC + S) = 0,
P̂ Â+ Â⊤P̂ + Ĉ⊤PĈ + Q̂− (P̂ B̂ + Ĉ⊤PD̂ + Ŝ⊤)Σ¯−1(B̂⊤P̂ + D̂⊤PĈ + Ŝ) = 0,
Σ ≡ R+D⊤PD > 0, Σ¯ ≡ R̂+ D̂⊤PD̂ > 0,
admits a solution pair (P, P̂ ) ∈ Sn × Sn, and (Θ, Θ¯) ∈ Rm×n × Rm×n defined by
(6.5) Θ = −Σ−1(B⊤P +D⊤PC + S), Θ¯ = −Σ¯−1(B̂⊤P̂ + D̂⊤PĈ + Ŝ ),
is an MF-L2-stabilizer of system [A, A¯, C, C¯;B, B¯,D, D¯]. Furthermore, the unique open-loop optimal control
u∗x(·) of Problem (MF-SLQ)0 at x is given by
(6.6) u∗x(·) = Θ
{
X∗x(·)− E[X∗x(·)]
}
+ Θ¯E[X∗x(·)],
where X∗x(·) ∈ X [0,∞) is the solution to the following closed-loop system:
(6.7)
{
dX∗x(t) =
{
AΘX
∗
x(t) + A¯ΘE[X
∗
x(t)]
}
dt+
{
CΘX
∗
x(t) + C¯ΘE[X
∗
x(t)]
}
dW (t), t > 0,
X∗x(0) = x.
Moreover, the value function is given by
(6.8) V 0(x) = J0(x;u∗x(·)) =
〈
P̂ x, x
〉
, ∀x ∈ Rn.
Proof. For T > 0, we consider the state equation on [0, T ]:
dXT (t) =
[
AXT (t) + A¯E[XT (t)] +Bu(t) + B¯E[u(t)]
]
dt
+
[
CXT (t) + C¯E[XT (t)] +Du(t) + D¯E[u(t)]
]
dW (t), t ∈ [0, T ],
XT (0) = x,
and the cost functional
J0T (x;u(·)) , E
∫ T
0
[〈(
Q S⊤
S R
)(
XT
u
)
,
(
XT
u
)〉
+
〈(
Q¯ S¯⊤
S¯ R¯
)(
E[XT ]
E[u]
)
,
(
E[XT ]
E[u]
)〉]
dt.
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We claim that
(6.9) J0T (0;u(·)) > δE
∫ T
0
|u(t)|2dt, ∀u(·) ∈ L2
F
(Rm), for some δ > 0.
To prove this, choose any u(·) ∈ L2
F
(Rm) and let XT (·) be the corresponding solution to the above state
equation with initial state x. Define the zero-extension of u(·) as follows:
v¯(t) , [u(·)⊕ 01(T,∞)](t) =
{
u(t), t ∈ [0, T ],
0, t ∈ (T,∞).
Thus v¯(·) ∈ L2
F
(Rm), and the solution X(·) to
dX(t) =
{
AX(t) + A¯E[X(t)] +Bv¯(t) + B¯E[v¯(t)}]dt
+
{
CX(t) + C¯E[X(t)] +Dv¯(t) + D¯E[v¯(t)]
}
dW (t), t ≥ 0,
X(0) = x,
satisfies X(t) = XT (t)χ[0,T ](t), t ∈ [0,∞). It is obvious that J0T (x;u(·)) = J0(x; v¯(·)). In particular, taking
x = 0, by (6.3) we get
J0T (0;u(·)) = J0(0; v¯(·)) > δE
∫ ∞
0
|v¯(t)|2dt = δE
∫ T
0
|u(t)|2dt.
This proves our claim. The fact (6.9) allows us to apply Theorems 4.2, 4.4 and 5.2 of [14] to conclude that
for any T > 0, the following system of two coupled differential Riccati equations
P˙ (t;T ) + P (t;T )A+A⊤P (t;T ) + C⊤P (t;T )C +Q
−[P (t;T )B + C⊤P (t;T )D+ S⊤]Σ(t;T )−1[B⊤P (t;T ) +D⊤P (t;T )C + S] = 0, t ∈ [0, T ],
˙̂
P (t;T ) + P̂ (t;T )Â+ Â⊤P̂ (t;T ) + Ĉ⊤P (t;T )Ĉ + Q̂
−[P̂ (t;T )B̂ + Ĉ⊤P (t;T )D̂+ Ŝ⊤]Σ¯(t;T )−1[B̂⊤P̂ (t;T ) + D̂⊤P (t;T )Ĉ + Ŝ] = 0, t ∈ [0, T ],
Σ(t;T ) ≡ R+D⊤P (t;T )D > 0, Σ¯(t;T ) ≡ R̂+ D̂⊤P (t;T )D̂ > 0, P (T ;T ) = 0, P̂ (T ;T ) = 0,
admits a unique solution pair (P (· ;T ), P̂ (· ;T )) ∈ C([0, T ]; Sn)× C([0, T ]; Sn), and
V 0T (x) , inf
u(·)∈L2
F
([0,T ];Rm)
J0T (x;u(·)) =
〈
P̂ (0;T )x, x
〉
, ∀x ∈ Rn.
Further, if we define{
Θ(t;T ) = −Σ(t;T )−1[B⊤P (t;T ) +D⊤P (t;T )C + S],
Θ¯(t;T ) = −Σ¯(t;T )−1[B̂⊤P̂ (t;T ) + D̂⊤P (t;T )Ĉ + Ŝ], t ∈ [0, T ],
then the unique open-loop optimal control u∗T (·) is given by
u∗T (·) = Θ(t;T )(X∗T (·)− E[X∗T (·)]) + Θ¯(t;T )E[X∗T (·)],
where X∗T (·) ∈ L2F([0, T ];Rn) is the solution to the following MF-SDE:
dX∗T (t) =
{(
A+BΘ(t;T )
)
X∗T (t) +
(
A¯+ B¯Θ¯(t;T ) +B(Θ¯(t;T )−Θ(t;T )))E[X∗T (t)]}dt
+
{(
C +DΘ(t;T )
)
X∗T (t) +
(
C¯ + D¯Θ¯(t;T ) +D(Θ¯(t;T )−Θ(t;T )))E[X∗T (t)]}dW (t), t ∈ [0, T ],
X∗T (0) = x.
Similar to Theorem 5.2 of [7], we can show that lim
T→∞
P (t;T ) = P and lim
T→∞
P̂ (t;T ) = P̂ , for all t > 0,
where (P, P̂ ) satisfies (6.4). Thus lim
T→∞
Θ(t;T ) = Θ and lim
T→∞
Θ¯(t;T ) = Θ¯, for all t > 0, which satisfies
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(6.5). And lim
T→∞
X∗T (t) = X
∗
x(t), for all t > 0, which satisfies (6.7). Further, applying Itoˆ’s formula to〈
P (X∗x(·)− E[X∗x(·)]), X∗x(·)− E[X∗x(·)]
〉
+
〈
P̂E[X∗x(·)],E[X∗x(·)]
〉
, we have〈
P̂ x, x
〉
= J0(x;u∗x(·))
=
〈
P̂ x, x
〉
+ E
∫ ∞
0
[〈(
PA+A⊤P + C⊤PC +Q
)
(X∗x − E[X∗x ]), X∗x − E[X∗x ]
〉
+2
〈(
PB + C⊤PD + S⊤
)
(u∗x − E[u∗x]), X∗x − E[X∗x]
〉
+
〈
Σ(u∗x − E[u∗x], u∗x − E[u∗x]
〉
+
〈
P
(
ĈE[X∗x ] + D̂E[u
∗
x]
)
, ĈE[X∗x ] + D̂E[u
∗
x]
〉]
dt
+E
∫ ∞
0
[〈(
P̂A+A⊤P̂ + Q̂
)
E[X∗x ],E[X
∗
x ]
〉
+ 2
〈(
P̂ B̂ + Ŝ⊤
)
E[u∗x],E[X
∗
x]
〉
+
〈
R̂E[u∗x],E[u
∗
x]
〉]
dt
=
〈
P̂ x, x
〉
+ E
∫ ∞
0
[〈
Σ
(
u∗x − E[u∗x]−Θ(X∗x − E[X∗x ])
)
, u∗x − E[u∗x]−Θ(X∗x − E[X∗x ])
〉
+
〈
Σ¯
(
E[u∗x]− Θ¯E[X∗x ]
)
,E[u∗x]− Θ¯E[X∗x ]
〉]
dt.
Since Σ > 0 and Σ¯ > 0, we must have (6.6) and (6.8). Since X∗x(t) = X
∗
T (t)χ[0,T ](t), t ∈ (0,∞),
we have X∗x(·) ∈ X [0,∞) for all x ∈ Rn. We conclude that (Θ, Θ¯) is an MF-L2-stabilizer of system
[A, A¯, C, C¯;B, B¯,D, D¯]. The proof is complete.
Now, we are in the position to continue the proof of (i)⇒ (iii). By Lemma 6.2 (iii), Problem (MF-SLQ)0
is open-loop solvable. For any ε > 0, let us consider the state equation{
dX(t)=
{
AX(t)+A¯E[X(t)]+Bu(t)+B¯E[u(t)]
}
dt+
{
CX(t)+C¯E[X(t)]+Du(t)+D¯E[u(t)]
}
dW (t), t>0,
X(0) = x,
and the cost functional
J0ε (x;u(·)) , J0(x;u(·)) + εE
∫ ∞
0
|u(t)|2dt
= E
∫ ∞
0
[〈(
Q S⊤
S R
)(
X
u
)
,
(
X
u
)〉
+
〈(
Q¯ S¯⊤
S¯ R¯
)(
E[X ]
E[u]
)
,
(
E[X ]
E[u]
)〉]
dt+ εE
∫ ∞
0
|u|2dt
= E
∫ ∞
0
[〈(
Q S⊤
S R+ εI
)(
X
u
)
,
(
X
u
)〉
+
〈(
Q¯ S¯⊤
S¯ R¯
)(
E[X ]
E[u]
)
,
(
E[X ]
E[u]
)〉]
dt.
Denote the above problem by Problem (MF-SLQ)0ε, and the corresponding value function by V
0
ε (·). By (6.1),
we have
J0ε (0;u(·)) =
〈
(M2 + εI)u, u
〉
> εE
∫ ∞
0
|u(t)|2dt, ∀u(·) ∈ L2
F
(Rm).
Then by Lemma 6.3, Problem (MF-SLQ)0ε admits a unique open-loop optimal control u
∗
ε(·;x) ∈ L2F(Rm) at
x, which is given by
u∗ε(·;x) = Θε(Ψε(·)− E[Ψε(·)])x + Θ¯εE[Ψε(·)]x,
where (Θε, Θ¯ε) ∈ Rm×n × Rm×n defined below is an MF-L2-stabilizer of system [A, A¯, C, C¯;B, B¯,D, D¯]:
(6.10) Θε , −Σ−1ε (B⊤Pε +D⊤PεC + S), Θ¯ε , −Σ¯−1ε
[
B̂⊤P̂ε + D̂
⊤PεĈ + Ŝ
]
,
and Ψε(·) ∈ X [0,∞) is the solution to the following Rn×n-matrix-valued closed-loop system:{
dΨε(t) =
{
AΘεΨε(t) + A¯ΘεE[Ψε(t)]
}
dt+
{
CΘεΨε(t) + C¯ΘεE[Ψε(t)]
}
dW (t), t > 0,
Ψε(0) = I,
where AΘε , A¯Θε , CΘε , C¯Θε are defined as in (2.9) such that
V 0ε (x) =
〈
P̂εx, x
〉
, ∀x ∈ Rn,
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where P̂ε ∈ Sn is the solution to the following ARE:
(6.11)
{
P̂εÂ+ Â
⊤P̂ε + Ĉ
⊤PεĈ + Q̂−
(
P̂εB̂ + Ĉ
⊤PεD̂ + Ŝ
⊤
)
Σ¯−1ε
(
B̂⊤P̂ε + D̂
⊤PεĈ + Ŝ
)
= 0,
Σ¯ε ≡ R̂+ εI + D̂⊤PεD̂ > 0,
with Pε ∈ Sn satisfying
(6.12)
{
PεA+A
⊤Pε + C
⊤PεC +Q− (PεB + C⊤PεD + S⊤)Σ−1ε (B⊤Pε +D⊤PεC + S) = 0,
Σε ≡ R+ εI +D⊤PεD > 0.
We observe that (6.12) coincides with (5.16) in [17] for the problem without mean fields. By the proof
of Theorem 4.5 of [17], we know that along a sequence {εk}∞k=1 ⊆ (0,∞) with limk→∞ εk = 0, both
P = lim
k→∞
Pεk and Θ = lim
k→∞
Θεk
exist, which solves the following ARE:
(6.13)
{
PA+A⊤P + C⊤PC +Q− (PB + C⊤PD + S⊤)Σ†(B⊤P +D⊤PC + S) = 0,
R
(
B⊤P +D⊤PC + S
) ⊆ R(Σ), lim
k→∞
Σεk = Σ > 0.
Hence lim
k→∞
Σ¯εk = Σ¯ > 0 and
(6.14) Θ = −Σ†(B⊤P +D⊤PC + S) + (I − Σ†Σ)θ, for some θ ∈ Rm×n.
Next, let us consider the limits of ARE (6.11) and Θ¯ε when ε → 0. For this target, consider the state
equation
(6.15) y˙(t) = Ây(t) + B̂w(t), t > 0, y(0) = x,
and the cost functional
(6.16) J¯(x;w(·)) ∆=
∫ ∞
0
[〈(
Q̂+ Ĉ⊤PĈ
)
y(t), y(t)
〉
+ 2
〈(
D̂⊤PĈ + Ŝ
)
y(t), w(t)
〉
+
〈
Σ¯w(t), w(t)
〉]
dt.
We pose the following deterministic LQ optimal control problem:
Problem (DLQ). For any initial state x ∈ Rn, to find a control w∗(·) ∈ L2(Rm) such that
V¯ (x) , J¯(x;w∗(·)) = inf
w(·)∈L2(Rm)
J¯(x;w(·)),
and have the following lemma.
Lemma 6.4. Suppose system [A, A¯, C, C¯] is L2-globally integrable and (6.3) holds for some δ > 0. Then
the map w(·) 7→ J¯(x;w(·)) is uniformly convex. Consequently, the following ARE:
(6.17)
{ ¯̂
PÂ+ Â⊤
¯̂
P + Ĉ⊤PĈ + Q̂− ( ¯̂PB̂ + Ĉ⊤PD̂ + Ŝ⊤)Σ¯−1(B̂⊤ ¯̂P + D̂⊤PĈ + Ŝ) = 0,
Σ¯ ≡ R̂+ D̂⊤PD̂ > 0,
admits a unique solution
¯̂
P ∈ Sn, with P ∈ Sn satisfying the first equation of (6.4), such that V¯ (x) = 〈 ¯̂Px, x〉
for any x ∈ Rn. Further,
(6.18) Γ¯ , −Σ¯−1(B̂⊤ ¯̂P + D̂⊤PĈ + Ŝ) ∈ Rm×n
is a stabilizer of system
[
Â; B̂
]
. And the unique open-loop optimal control w∗x(·) at x is given by
w∗x(·) = Γ¯Ψ¯(·)x,
where Ψ¯(·) ∈ L2(Rn×n) is the solution to the following matrix-valued closed-loop system:
dΨ¯(t) =
(
Â+ B̂Γ¯
)
Ψ¯(t)dt, t > 0, Ψ¯(0) = I.
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Proof. Let P ∈ Sn be the solution to the first equation of (6.4) and set Θ = −Σ−1(B⊤P + D⊤PC + S).
Thus (6.13) is equivalent to
(6.19) P (A+BΘ) + (A+BΘ)⊤P + (C +DΘ)⊤P (C +DΘ) + Θ⊤RΘ+ S⊤Θ+Θ⊤S +Q = 0.
We claim that
(6.20) J0(0;ΘXw(·) + w(·)) = J¯(0;Θy(·) + w(·)), ∀w(·) ∈ L2(Rm),
where Xw(·) ∈ X (0,∞) satisfies
dXw(t) =
{
AXw(t) + A¯E[Xw(t)] +B
(
ΘXw(t) + w(t)
)
+ B¯E[ΘXw(t) + w(t)]
}
dt
+
{
CXw(t) + C¯E[X(t)] +D
(
ΘXw(t) + w(t)
)
+ D¯E[ΘXw(t) + w(t)]
}
dW (t), t ≥ 0,
Xw(0) = 0,
and y(·) ∈ L2(Rn) is the solution to
y˙(t) = Ây(t) + B̂
[
Θy(t) + w(t)
]
, t ≥ 0, y(0) = 0.
In fact, noting that w(·) is deterministic, it implies that{
dE[Xw(t)] =
{
ÂE[Xw(t)] + B̂
(
ΘE[Xw(t)] + w(t)
)}
dt, t ≥ 0,
E[Xw(0)] = 0.
Thus by the uniqueness of solutions, E[Xw(t)] = y(t), t > 0. Now let z(·) = Xw(·)− E[Xw(·)], we have{
dz(t) = (A+BΘ)z(t)dt+
[
(C +DΘ)z(t) + Ĉy(t) + D̂
(
Θy(t) + w(t)
)]
dW (t), t ≥ 0,
z(0) = 0.
Applying Itoˆ’s formula to
〈
Pz(·), z(·)〉, noting (6.19) and E[z(·)] = 0, we have
J0(0;ΘXw(·) + w(·))
= E
∫ ∞
0
[〈(
Q S⊤
S R
)(
z
Θz
)
,
(
z
Θz
)〉
+
〈(
Q̂ Ŝ⊤
Ŝ R̂
)(
y
Θy + w
)
,
(
y
Θy + w
)〉]
dt
= E
∫ ∞
0
[〈
P (A+BΘ)z, z
〉
+
〈
Pz, (A+BΘ)z
〉
+
〈
P
[
(C +DΘ)z + Ĉy + D̂
(
Θy + w
)]
, (C +DΘ)z + Ĉy + D̂
(
Θy + w
)〉
+
〈
(Θ⊤RΘ+ S⊤Θ+Θ⊤S +Q)z, z
〉
+
〈
Q̂y, y
〉
+ 2
〈
Ŝy,Θy + w
〉
+
〈
R̂(Θy + w),Θy + w
〉]
dt
=
∫ ∞
0
[〈(
Q̂ + Ĉ⊤PĈ
)
y, y
〉
+ 2
〈(
D̂⊤Ĉ + Ŝ
)
y,Θy + w
〉
+
〈
Σ¯(Θy + w),Θy + w
〉]
dt
= J¯(0;Θy(·) + w(·)).
Thus (6.20) holds. Consequently, by (6.3) and Jensen’s inequality, there exists some δ > 0, such that
J¯(0;Θy(·) + w(·)) = J0(0;ΘXw(·) + w(·)) > δE
∫ ∞
0
|ΘXw(t) + w(t)|2dt
> δ
∫ ∞
0
∣∣E[ΘXw(t) + w(t)]∣∣2dt = δ ∫ ∞
0
∣∣Θy(t) + w(t)∣∣2dt, ∀w(·) ∈ L2(Rm).
This implies the uniform convexity of w(·) 7→ J¯(x;w(·)). Repeating the finite time interval approximation
method in the proof of Lemma 6.3, the rest of the theorem follows and the proof is complete.
The following additional lemma is a direct consequence of Proposition 5.2, (iii) of [17].
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Lemma 6.5. If Problem (DLQ) is open-loop solvable, then there exists a U∗(·) ∈ L2(Rm×n) such that for
any x ∈ Rn, U∗(·)x is an open-loop optimal control for the initial state x.
With the above two lemmas in hand, we can continue to consider the limitation of (6.11) when ε → 0,
without (6.3). For any ε > 0, consider the state equation (6.15) and the cost functional
J¯ε(x;w(·)) , J¯(x;w(·)) + ε
∫ ∞
0
|w(t)|2dt
=
∫ ∞
0
[〈(
Q̂+ Ĉ⊤PĈ
)
y(t), y(t)
〉
+ 2
〈(
D̂⊤PĈ + Ŝ
)
y(t), w(t)
〉
+
〈
Σ¯εw(t), w(t)
〉]
dt.
Denote the above problem by Problem (DLQ)ε, and the corresponding value function by V¯ε(·). Since Problem
(MF-SLQ)0 is open-loop solvable, by (6.20) and Lemma 6.1, we must have
J¯ε(0;w(·)) =
〈
(M˜ + εI)w,w〉 > ε ∫ ∞
0
|w(t)|2dt, ∀w(·) ∈ L2(Rm),
where M˜ is a bounded self-adjoint linear operator from L2(Rm) to itself. That is to say, Problem (DLQ)ε
is uniquely open-loop solvable, for each ε > 0. Consequently, by Lemma 6.4, ARE (6.11) admits a unique
solution P̂ε ∈ Sn such that V¯ε(x) =
〈
P̂εx, x
〉
, ∀x ∈ Rn. Moreover, Θ¯ε ∈ Rm×n is a stabilizer of system[
Â; B̂
]
, and the unique open-loop optimal control w∗ε (·;x) of Problem (DLQ)ε at x is given by
(6.21) w∗ε(·;x) = Θ¯εΨ¯ε(·)x,
where Ψ¯ε(·) ∈ L2(Rn×n) is the solution to the following closed-loop system:
dΨ¯ε(t) =
(
Â+ B̂Θ¯ε
)
Ψ¯ε(t)dt, t > 0, Ψ¯ε(0) = I.
Now let U∗(·) ∈ L2(Rm×n) be a deterministic function with the property in Lemma 6.5. By the definition
of value function, we have for any x ∈ Rn and ε > 0,
(6.22)
V¯ (x) + ε
∫ ∞
0
∣∣w∗ε(t;x)∣∣2dt 6 J¯(x;w∗ε (·;x)) + ε ∫ ∞
0
∣∣w∗ε (t;x)∣∣2dt
= J¯ε(x;w
∗
ε (·;x)) = V¯ε(x) 6 J¯ε(x;U∗(·)x) = V¯ (x) + ε
∫ ∞
0
∣∣U∗(t)x∣∣2dt,
which implies
(6.23) V¯ (x) 6 V¯ε(x) =
〈
P̂εx, x
〉
6 V¯ (x) + ε
∫ ∞
0
∣∣U∗(t)x∣∣2dt, ∀x ∈ Rn, ∀ε > 0,
and
(6.24) 0 6
∫ ∞
0
Ψ¯ε(t)
⊤Θ¯⊤ε Θ¯εΨ¯ε(t)dt 6
∫ ∞
0
U∗(t)⊤U∗(t)dt, ∀ε > 0.
It is clear that V¯ε1 (x) 6 V¯ε2 (x), for any 0 < ε1 6 ε2, ∀x ∈ Rn. Thus P̂ε1 6 P̂ε2 for any 0 < ε1 6 ε2. Then,
noting (6.23), P̂ ≡ limε→0 P̂ε exists and V¯ (x) =
〈
P̂ x, x
〉
.
Moreover, noting that
[
Â+ B̂Θ¯ε
]
is exponentially stable (see Theorem 3.7 of [7]), it is classical that the
following Lyapunov equation for ∆ε:
∆ε
(
Â+ B̂Θ¯ε
)
+
(
Â+ B̂Θ¯ε
)⊤
∆ε + Θ¯
⊤
ε Θ¯ε = 0.
admits a unique solution
∆ε =
∫ ∞
0
Ψ¯ε(t)
⊤Θ¯⊤ε Θ¯εΨ¯ε(t)dt > 0,
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since Θ¯⊤ε Θ¯ε > 0. It follows from (6.24) that {∆ε}ε>0 is bounded. Thus, there exists some constant K > 0,
such that
0 < |Θ¯ε|2 = −
{
∆ε
(
Â+ B̂Θ¯ε
)
+
(
Â+ B̂Θ¯ε
)⊤
∆ε
}
6 K(1 + |Θ¯ε|), ∀ε > 0,
which implies the boundedness of {Θ¯ε}ε>0. Without loss of generality, Θ¯ ≡ limk→∞ Θ¯εk exists. Then
(6.25) Σ¯Θ¯ = lim
k→∞
Σ¯εkΘ¯εk = − lim
k→∞
(
B̂⊤P̂εk + D̂
⊤Pεk Ĉ + Ŝ
)
= −(B̂⊤P̂ + D̂⊤PĈ + Ŝ ),
and thus
(6.26)
{
R
(
B̂⊤P̂ + D̂⊤PĈ + Ŝ
) ⊆ R(Σ¯),
Θ¯ = −Σ¯†(B̂⊤P̂ + D̂⊤PĈ + Ŝ )+ (I − Σ¯†Σ¯)θ¯, for some θ¯ ∈ Rm×n.
Noting that by (6.10), we have P̂εB̂ + Ĉ
⊤PD̂ + Ŝ⊤ = −Θ¯⊤ε Σ¯ε. Thus (6.11) can be written as
P̂εÂ+ Â
⊤P̂ε + Ĉ
⊤PĈ + Q̂− Θ¯⊤ε Σ¯εΘ¯ε = 0, Σ¯ε ≡ R̂+ εI + D̂⊤PεD̂ > 0.
Now, passing to the limit along {εk}∞k=1 in the above yields
(6.27) P̂ Â+ Â⊤P̂ + Ĉ⊤PĈ + Q̂− Θ¯⊤Σ¯Θ¯ = 0, Σ¯ ≡ R̂+ D̂⊤PD̂ > 0,
which, together with (6.26) and (6.13), implies that (P, P̂ ) solves (2.19).
Next, we show the pair (P, P̂ ) is a static stabilizing solution to (2.19). Since Θ¯εk → Θ¯ as k → ∞, we
have Ψ¯εk(t)→ Ψ¯(t) for all t > 0, which satisfies
dΨ¯(t) =
(
Â+ B̂Θ¯
)
Ψ¯(t)dt, t > 0, Ψ¯(0) = I.
By Fatou’s lemma, we have∫ ∞
0
∣∣Θ¯Ψ¯(t)x∣∣2dt 6 lim
k→∞
∫ ∞
0
∣∣Θ¯εkΨ¯εk(t)x∣∣2dt 6 ∫ ∞
0
∣∣U∗(t)x∣∣2dt <∞, ∀x ∈ Rn,
which implies Θ¯Ψ¯(·) ∈ L2(Rm×n). Thus Θ¯ ∈ Rm×n is a stabilizer of system [Â; B̂] and Ψ¯(·) ∈ L2(Rn).
Next, Θεk → Θ as k →∞ leads to Ψεk(t)→ Ψ(t) for all t > 0, a.s., which solves{
dΨ(t) =
{
AΘΨ(t) + A¯ΘE[Ψ(t)]
}
dt+
{
CΘΨ(t) + D¯ΘE[Ψ(t)]
}
dW (t), t > 0,
Ψ(0) = I.
Since
dE[Ψ(t)] =
[
Â+ B̂Θ¯
]
E[Ψ(t)]dt, t > 0, E[Ψ(0)] = I,
by the uniqueness of the solutions, we get Ψ¯(·) ≡ E[Ψ(·)] ∈ L2(Rn). By Lemma 2.3 of [17], Ψ(·) ∈ L2
F
(Rn×n).
Then system [AΘ, CΘ] is L
2-globally integrable, and Θ is an L2-stabilizer of system [A,C;B,D]. Moreover,
[AΘ, A¯Θ, CΘ, C¯Θ] is L
2-asymptotically stable by Proposition 2.3 of [7] since it is L2-globally integrable.
Therefore, (Θ, Θ¯) is an MF-L2-stabilizer of system [A, A¯, C, C¯;B, B¯,D, D¯] by Definition 2.3.
Now, we consider the BSDE (2.21) and ODE (2.23) on [0,∞). By (2.21) we have
(6.28) −dη(t) = [A⊤Θη(t) + C⊤Θ ζ(t) + C⊤ΘPσ(t) + Θ⊤ρ(t) + Pb(t) + q(t)]dt− ζ(t)dW (t), t > 0.
Since system [AΘ, CΘ] is L
2-globally integrable, by Lemma 2.5 of [17], (η(·), ζ(·)) ∈ X [0,∞) × L2
F
(Rn).
Noting (2.23) is equivalent to
(6.29)
−dη¯(t) = {(Â+ B̂Θ¯)⊤η¯(t) + (Ĉ + D̂Θ¯)⊤E[ζ(t)] + (Ĉ + D̂Θ¯)⊤PE[σ(t)]
+Θ¯⊤E[ρ(t)] + E[q(t)] + P̂E[b(t)]
}
dt, t > 0.
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Since
∫∞
0 |E[ζ(t)]|2dt 6 E
∫∞
0 |ζ(t)|2dt < ∞, thus η¯(·) ∈ L2(Rn) since system
[
Â + B̂Θ¯
]
is exponentially
stable. Let (x, u(·)) ∈ Rn × L2
F
(Rm), and Xu(·) ≡ X(·;x, u(·)) satisfy (2.1). Applying Itoˆ’s formula to〈
P
(
Xu(·)− E[Xu(·)]) + 2η(·), Xu(·) − E[Xu(·)]〉+ 〈P̂E[Xu(·)] + 2η¯(·),E[Xu(·)]〉,
noting (2.19), we have
(6.30)
J(x;u(·))− 〈P̂x+ 2η¯(0), x〉
= E
∫ ∞
0
[〈
Σ
(
u− E[u]−Θ(Xu − E[Xu])), u− E[u]−Θ(Xu − E[Xu])〉
+2
〈
B⊤(η − E[η]) +D⊤(ζ − E[ζ]) +D⊤P (σ − E[σ]) + ρ− E[ρ], u− E[u]−Θ(Xu − E[Xu])〉
+
〈
Σ¯
(
E[u]−Θ¯E[Xu]),E[u]−Θ¯E[Xu]〉+2〈B̂⊤η¯+D̂⊤PE[σ]+D̂⊤E[ζ]+E[ρ],E[u]−Θ¯E[Xu]〉
+
〈
Pσ, σ
〉
+ 2
〈
η, b− E[b]〉+ 2〈ζ, σ〉+ 2〈η¯,E[b]〉]dt.
Let u∗(·) be an open-loop optimal control of Problem (MF-SLQ) for the initial state x. By Proposition 2.4,
it admits the following closed-loop representation:
u∗(·) = Θ(X∗(·)− E[X∗(·)]) + Θ¯E[X∗(·)] + v∗(·),
for some v∗(·) ∈ L2
F
(Rm), where X∗(·) ≡ XΘ,Θ¯,v∗(·) is the solution to (2.8). Hence
(6.31) J(x;u∗(·)) 6 J(x;u(·)) ≡ J(x; Θ(XΘ,Θ¯,v(·)−E[XΘ,Θ¯,v(·)])+Θ¯E[XΘ,Θ¯,v(·)]+v(·)), ∀v(·) ∈ L2
F
(Rm),
where XΘ,Θ¯,v(·) is the solution to (2.8) corresponding to (Θ, Θ¯, v(·)). From (6.30) and (6.31), we have that
for any v(·) ∈ L2
F
(Rm),
(6.32)
〈
P̂ x, x
〉
+ 2
〈
η¯(0), x
〉
+ E
∫ ∞
0
[〈
Pσ, σ
〉
+ 2
〈
η, b − E[b]〉+ 2〈ζ, σ〉+ 2〈η¯,E[b]〉]dt
+E
∫ ∞
0
[〈
Σ(v∗ − E[v∗]), v∗ − E[v∗]〉+ 2〈B⊤(η − E[η]) +D⊤(ζ − E[ζ]) +D⊤P (σ − E[σ]) + ρ
−E[ρ], v∗ − E[v∗]〉+ 〈Σ¯E[v∗],E[v∗]〉+ 2〈B̂⊤η¯ + D̂⊤PE[σ] + D̂⊤E[ζ] + E[ρ],E[v∗]〉]dt
= J(x;u∗(·)) 6 J(x;u(·))
=
〈
P̂x, x
〉
+ 2
〈
η¯(0), x
〉
+ E
∫ ∞
0
[〈
Pσ, σ
〉
+ 2
〈
η, b− E[b]〉+ 2〈ζ, σ〉+ 2〈η¯,E[b]〉]dt
+E
∫ ∞
0
[〈
Σ(v − E[v]), v − E[v]〉+ 2〈B⊤(η − E[η]) +D⊤(ζ − E[ζ]) +D⊤P (σ − E[σ]) + ρ
−E[ρ], v − E[v]〉 + 〈Σ¯E[v],E[v]〉 + 2〈B̂⊤η¯ + D̂⊤PE[σ] + D̂⊤E[ζ] + E[ρ],E[v]〉]dt.
The above shows that (v∗(·),E[v∗(·)]) is a minimizing pair of the functional
F (v(·),E[v(·)]) , E
∫ ∞
0
[〈
Σ(v − E[v]), v − E[v]〉 + 2〈B⊤(η − E[η]) +D⊤(ζ − E[ζ]) +D⊤P (σ − E[σ])
+ρ− E[ρ], v − E[v]〉+ 〈Σ¯E[v],E[v]〉 + 2〈B̂⊤η¯ + D̂⊤PE[σ] + D̂⊤E[ζ] + E[ρ],E[v]〉]dt.
Therefore,{
Σ(v(·)−E[v(·)])+B⊤(η(·)−E[η(·)])+D⊤(ζ(·)−E[ζ(·)])+D⊤P (σ(·)−E[σ(·)])+ρ(·)−E[ρ(·)] = 0, a.s.,
Σ¯E[v(·)] + B̂⊤η¯(·) + D̂⊤PE[σ(·)] + D̂⊤E[ζ(·)] + E[ρ(·)] = 0,
which implies
(6.33)
{
B⊤(η(·)− E[η(·)]) +D⊤(ζ(·) − E[ζ(·)]) +D⊤P (σ(·)− E[σ(·)]) + ρ(·)− E[ρ(·)] ∈ R(Σ), a.s.,
B̂⊤η¯(·) + D̂⊤PE[σ(·)] + D̂⊤E[ζ(·)] + E[ρ(·)] ∈ R(Σ¯),
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and
(6.34) v∗(·)− E[v∗(·)] = ϕ(·) + (I − Σ†Σ)(ν(·) − E[ν(·)]), E[v∗(·)] = ϕ¯(·) + (I − Σ¯†Σ¯)ν¯(·),
where ϕ(·), ϕ¯(·) are defined in (2.26), ν(·) ∈ L2
F
(Rm) and ν¯(·) ∈ L2(Rm). By (6.34), we obtain
(6.35) v∗(·) = ϕ(·)− E[ϕ(·)] + ϕ¯(·) + (I − Σ†Σ)(ν(·)− E[ν(·)]) + (I − Σ¯†Σ¯)ν¯(·).
Further, combining (6.32)-(6.35), (2.27) is clear.
In the end, we give the proof of (i) ⇒ (iii) for the general case S [A, A¯, C, C¯;B, B¯,D, D¯] 6= ∅, that is,
under (H1). Take Θ ≡ (Θ, Θ¯) ∈ S [A, A¯, C, C¯;B, B¯,D, D¯], and consider the state equation (2.8) with the
cost functional JΘ(x; v(·)) by (2.16). By Proposition 3.6 and Theorem 3.7 of [7], system [AΘ, A¯Θ, CΘ, C¯Θ]
is L2-globally integrable. We denote by Problem (MF-SLQ)Θ the corresponding mean-field LQ stochastic
optimal control problem. The following lemma lists some facts about it, whose proofs are straightforward
consequences of Proposition 2.4.
Lemma 6.6. We have the following statements.
(i) Problem (MF-SLQ)Θ is open-loop solvable at x ∈ Rn if and only if so is Problem (MF-SLQ). In this
case, v∗(·) is an open-loop optimal control of Problem (MF-SLQ)Θ if and only if
u∗(·) ∆= v∗(·) + Θ{Xv∗(·)− E[Xv∗(·)]}+ Θ¯E[Xv∗(·)]
is an open-loop optimal control of Problem (MF-SLQ).
(ii) Problem (MF-SLQ)Θ is closed-loop solvable if and only if so is Problem (MF-SLQ). In this case,
(Θ∗, Θ¯∗, v∗(·)) is a closed-loop optimal strategy of Problem (MF-SLQ)Θ if and only if (Θ∗+Θ, Θ¯∗+Θ¯, v∗(·))
is a closed-loop optimal strategy of Problem (MF-SLQ).
By Lemma 6.6, and the result for the L2-globally integrable case, the following system of generalized
AREs (recall (2.9), (2.17) and (2.18))
(6.36)

PAΘ +A
⊤
ΘP + C
⊤
ΘPCΘ +QΘ − (PB + C⊤ΘPD + S⊤Θ )Σ†(B⊤P +D⊤PCΘ + SΘ) = 0,
P̂ ÂΘ + Â
⊤
ΘP̂ + Ĉ
⊤
ΘPĈΘ + Q̂Θ −
(
P̂ B̂ + Ĉ ⊤ΘPD̂ + Ŝ
⊤
Θ
)
Σ¯†
(
B̂⊤P̂ + D̂⊤PĈΘ + ŜΘ
)
= 0,
Σ ≡ R+D⊤PD > 0, R(B⊤P +D⊤PCΘ + SΘ) ⊆ R(Σ),
Σ¯ ≡ R̂+ D̂⊤PD̂ > 0, R(B̂⊤P̂ + D̂⊤PĈΘ + ŜΘ ) ⊆ R(Σ¯),
admits a unique static stabilizing solution pair (P, P̂ ) ∈ Sn × Sn, and the BSDE on [0,∞):
(6.37)
−dη(t) = {A⊤Θη(t)− (PB + C⊤ΘPD + S⊤Θ)Σ†[B⊤η(t) +D⊤ζ(t) +D⊤Pσ(t) + ρ(t)]
+C⊤Θ
[
ζ(t) + Pσ(t)
]
+ Pb(t) + q˜(t)
}
dt− ζ(t)dW (t), t > 0,
admits a solution (η(·), ζ(·)) ∈ X [0,∞)× L2
F
(Rn) such that
(6.38) B⊤
(
η(·)− E[η(·)]) +D⊤(ζ(·) − E[ζ(·)]) +D⊤P (σ(·)− E[σ(·)]) + ρ(·)− E[ρ(·)] ∈ R(Σ), a.s.,
and the ODE on [0,∞):
(6.39)
˙¯η(t) + Â⊤Θη¯(t)−
(
P̂ B̂ + Ĉ ⊤ΘPD̂ + Ŝ
⊤
Θ
)
Σ¯†
{
B̂⊤η¯(t) + D̂⊤
(
PE[σ(t)] + E[ζ(t)]
)
+ E[ρ(t)]
}
+Ĉ ⊤Θ
(
PE[σ(t)] + E[ζ(t)]
)
+ E[q˜(t)] + P̂E[b(t)] = 0, t > 0,
admits a solution η¯(·) ∈ L2(Rn) such that
(6.40) B̂⊤η¯(·) + D̂⊤PE[σ(·)] + D̂⊤E[ζ(·)] + E[ρ(·)] ∈ R(Σ¯).
By (6.38) and noting that(
PB + C⊤ΘPD + S
⊤
Θ
)
Σ† =
(
PB + C⊤PD + S⊤
)
Σ† +Θ⊤ΣΣ†,
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it is clear that (6.37) is equivalent to (2.21). Similarly, by (6.40) and noting(
P̂B + Ĉ⊤
Θ
P̂ D̂ + Ŝ⊤
Θ
)
Σ¯† =
(
P̂B + Ĉ⊤PD̂ + Ŝ⊤
)
Σ¯† + Θ¯⊤Σ¯Σ¯†,
it is straightforward to show that (6.39) is equivalent to (2.23).
The rest is to prove that (P, P̂ ) is a static stabilizing solution pair to the system of generalized AREs
(2.19). To this end, choose (Λ, Λ¯) ∈ Rm×n × Rm×n such that{
Θ∗ , −Σ†(B⊤P +D⊤PCΘ + SΘ)+ (I − Σ†Σ)Λ,
Θ¯∗ , −Σ¯†(B̂⊤P̂ + D̂⊤PĈΘ + ŜΘ)+ (I − Σ¯†Σ¯)Λ¯,
is an MF-L2-stabilizer of [AΘ, A¯Θ, CΘ, C¯Θ;B, B¯,D, D¯]. Since
(6.41)
Σ(Θ∗ +Θ) = −(B⊤P +D⊤PCΘ + SΘ)+ΣΘ = −(B⊤P +D⊤PC + S),
Σ¯(Θ¯∗ + Θ¯) = −(B̂⊤P̂ + D̂⊤PĈΘ + ŜΘ)+ Σ¯Θ¯ = −(B̂⊤P̂ + D̂⊤PĈ + Ŝ),
we have
R(B⊤P +D⊤PC + S) ⊆ R(Σ), R(B̂⊤P̂ + D̂⊤PĈ + Ŝ) ⊆ R(Σ¯).
Moreover, noting (6.41), we have
0 = P̂AΘ +A
⊤
ΘP + C
⊤
ΘPCΘ +QΘ − (PB + C⊤ΘPD + S⊤Θ )Σ†(B⊤P +D⊤PCΘ + SΘ)
= P̂A+A⊤P̂ + C⊤PC +Q+ (PB + C⊤PD + S⊤)Θ + Θ⊤(B⊤P +D⊤PC + S)
−(PB + C⊤PD + S⊤)Σ†(B⊤P +D⊤PC + S)
−(PB + C⊤PD + S⊤)Σ†ΣΘ−Θ⊤ΣΣ†(B⊤P +D⊤PC + S)
= PA+A⊤P + C⊤PC +Q− (PB + C⊤PD + S⊤)Σ†(B⊤P +D⊤PC + S)
+(PB + C⊤PD + S⊤)(I − Σ†Σ)Θ +Θ⊤(I − ΣΣ†)(B⊤P +D⊤PC + S)
= PA+A⊤P + C⊤PC +Q− (PB + C⊤PD + S⊤)Σ†(B⊤P +D⊤PC + S)
−(Θ∗ +Θ)⊤Σ(I − Σ†Σ)Θ −Θ⊤(I − ΣΣ†)Σ(Θ∗ +Θ)
= PA+A⊤P + C⊤PC +Q− (PB + C⊤PD + S⊤)Σ†(B⊤P +D⊤PC + S),
and similarly, we get
0 = PÂΘ + Â
⊤
Θ
P̂ + Ĉ ⊤
Θ
PĈΘ + Q̂Θ −
(
P̂ B̂ + Ĉ ⊤
Θ
PD̂ + Ŝ ⊤
Θ
)
Σ¯†
(
B̂⊤P̂ + D̂⊤PĈΘ + ŜΘ
)
= P̂ Â+ Â⊤P̂ + Ĉ⊤PĈ + Q̂− (P̂ B̂ + Ĉ⊤PD̂ + Ŝ⊤)Σ¯†(B̂⊤P̂ + D̂⊤PĈ + Ŝ).
Then we know that (P, P̂ ) solves (2.19). By again (6.41), we can find (Λ′, Λ¯′) ∈ Rm×n × Rm×n such that{
Θ∗ +Θ = −Σ†(B⊤P +D⊤PC + S)+ (I − Σ†Σ)Λ′,
Θ¯∗ + Θ¯ = −Σ¯†(B̂⊤P̂ + D̂⊤PĈ + Ŝ)+ (I − Σ¯†Σ¯)Λ¯′.
Thus (Θ∗+Θ, Θ¯∗+Θ¯) is an MF-L2-stabilizer of [A, A¯, C, C¯;B, B¯,D, D¯] and (P, P̂ ) is static stabilizing. The
rest of the proof is clear. The proof of Theorem 2.9 is complete.
7 Concluding Remarks
In this paper, we have established a theory of linear-quadratic two-person (non-zero sum) differential games
with mean-field in the infinite horizon [0,∞). The case of two-person zero-sum, which is also new, has
been treated as a special case. Our results recover several existing ones in the literature for infinite horizon
problems, including LQ optimal control problems with mean-field ([7]), two-person zero-sum LQ stochastic
differential games (without mean-field) ([21]), and LQ optimal control problem (without mean-field), giving
the equivalence between the open-loop solvability and the closed-loop solvability ([17]). The finite horizon
version of the relevant results can found in [23, 16, 15, 11, 18].
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