Abstract-In this paper, a simple but efficient method of overlapping community detection is presented using local community gravitation in social networks. Given a highquality, non-overlapping partition generated by existing methods, this proposed method identifies the overlapping nodes from their surrounding partitioned communities according to their local community gravitation, with low computational complexity. Our experiments on synthetic networks and real-world networks demonstrate that the proposed algorithm is better than other algorithms in terms of the general quality.
INTRODUCTION
In the past few years, complex networks such as World Wide Web networks, citation networks, transportation networks, social networks, biochemical networks, etc, have become more and more important in our daily life. Therefore, there is an urgent need to explore their properties [1] [2] [3] [4] [5] . Community detection has become one of the most attractive subjects in complex networks research.
Recently, there have been many attempts to discover communities in complex networks. The GN algorithm is a well-known algorithm proposed by Girvan and Newman [6] . It splits a network by removing the edge with the highest edge betweenness. There are many other methods to solve this issue, such as graph partitioning [7] , hierarchical clustering [8] , partitional clustering [9] , spectral clustering [10] and so on. Lately, other algorithms such as Infomap [11] and Louvain [12] have proved to be efficient in community detection. Infomap based on the information flow uses the coding length of a random walk path as an optimization object function. Louvain finds community hierarchical structure by an optimization modules function.
Most methods aim at detecting standard partitions, where each member in a partition is assigned to a single community. However, a member may belong to multiple communities at the same time in real networks. Currently, many algorithms, such as CPM [2] , LFM [13] , COPRA [14] and OSLOM [15] have been presented to discover overlapping communities. Clique Percolation Method (CPM) [2] is a pioneering algorithm, in which a k-clique community can have an overlapping structure when adjacent cliques are allowed. The computation complexity of this method is equivalent to a typical NPhard problem.
Local optimization fitness function method (LFM) finds both overlapping communities and hierarchical structure. The fitness function is as follows:
where G in k and G out k are the total internal and external degrees of a node of module G respectively, and  is a parameter, which controls the size of communities. Community structure is found by the peaks in the fitness histogram [13] .
Community overlap propagation algorithm (COPRA) is an overlapping community detection method extended from the label propagation algorithm. In the process of propagation step, the adjacent nodes determine where the node belongs, and each node can belong to up to v communities, where v is a parameter of the method. This algorithm can handle both weighted and bipartite networks [14] .
The order statistics local optimization method (OSLOM) is based on the local optimization of a fitness function expressing the statistical significance of clusters with respect to random fluctuations, which is estimated with tools of Extreme and Order Statistics. The algorithm gives the single sub-graph analysis method and then expands the method to the entire network [15] .
The existing algorithms mentioned above have low accuracy in detecting overlapping communities. However, the current methods can find non-overlapping communities successfully. In this paper, node community gravitation is defined, by using high-quality nonoverlapping partitions, a node's local community gravitation is the key to determining its owner, and any node may belong to more than one community.
II. DEFINITION
To measure the node gravitation v  subjected to v  , we define:
where k  denotes the degree of v  , ( , ) dist  denotes the shortest path distance between v  and v  , and 11 
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, a gravitational constant. Then formula (3) is used to measure the community gravitation v  subjected to community
Next, we define local community gravitation as follows:
where N  denotes the set of all neighbors of In order to better explain the definitions, an example is presented. In figure 1, we obtain:
we get the node gravitation 5 v subjected to community 1 G and 2 G :
We found that as the path length between nodes increases, the node gravitation becomes insignificant. If we just consider the node gravitation from neighbors, we obtain:
III. PROPOSED ALGORITHM
At first, we calculate each node's exact community gravitation subjected to the communities. Obviously, this is impossible for large networks because of high computational complexity. Therefore we use local community gravitation to ensure high speed calculations. For each node, the algorithm's calculation complexity is significantly reduced.
Given the partition of a graph, there will be a recursive process of five steps to achieve our algorithm:
Calculate LCG of all nodes in i G if the node has a neighbor in i G ; 2.
Perform a loop over all nodes and add a node to community ' G when its LCG subjected to neighbors of the original community is lower than it's LCG subjected to neighbors of ' G multipied by  ; 3.
Check overlapping communities, stop here if no change in step2; 4.
Recalculate LCG for each node; 5.
Calculate the rate r of overlapping nodes added in total nodes, and update 1) r     ;
The complexity of the proposed algorithm is almost linear in all network sizes. To traverse the graph by breadth-first search algorithm in an adjacency-list representation graph, the computational overhead is h is the number of iterations required, which is usually smaller than ten.
IV. EXPERIMENTS

A. Methodology
To test the performance, Louvain and Infomap are used to generate the initial partitions for our experiments. For LFM, the  value is set to 1.0. For COPRA, v is set to 2. To process large networks, OSLOM is used in its fastest mode. Because of the use of partitioning in nonoverlapping community algorithms in this paper, the original non-overlapping communities may have high scores on the quality assessment. To demonstrate the effectiveness of LCG, a random algorithm (rand) is added for comparison. The Rand algorithm will randomly find all overlapping nodes, whereas the number of overlapping nodes is determined by LCG.
B. Synthetic Networks
An important measurement of algorithm performance is using randomly-generated synthetic networks created according to a predefined community structure [13] , and then comparing the difference between the generated communities and the communities detected by the algorithm. Quantifying the amount of information gained by community algorithms, normalized mutual information (NMI) [13] is gained to relate the number of memberships and the overlap metadata. This quantity tells us how much information about the true overlap of a node is gained by knowing the number of communities assigned to the node by a particular method. 
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The size range of small communities (left) and large communities (right) is [10, 50] τ denote the power-law distribution of vertex degrees and community sizes, respectively. There are eight sets of benchmarks because both network and community size can change. On average, over 20 random networks are generated using the same parameters and the results obtained are plotted in figure 2 and figure 3 . In each figure, the top part represents a small network with size N = 1000 and the bottom part is for a large network with size N = 5000. The left side represents small communities with a size between 10 and 50, and the right side represents large communities with a size between 20 and 100.
From Figure 2 , where the community structure is distinct, we can see that our algorithm Infomap-LCG is inferior to OSLOM in small communities' networks (left figures) but gets the best partition results in large communities' networks (right figures).
Next, from figure 3, where the community structure seems to be unclear, Infomap-LCG always produces the best results except in large networks with large communities (bottom-left). The performances of COPRA and LFM decline sharply as overlapping nodes increased. All the figures illustrate the effectiveness of LCG where rand algorithms have poor results while using the input partitions which are the same as LCG. And the results of the Infomap partition are more useful than that of the Louvain partition.
C. Real-world Networks
An additional test is to run the algorithm on real-world networks. A challenge with using this test is the difficulty in evaluating the detected communities using NMI because the real community presented in the original data is usually unknown. The most popular measure is overlap modularity ( ov Q ) designed by Nicosia et al [16] , which is defined as:
The value of p is not specified in Ref. [16] . Therefore, the following definition of f suggested in Ref. [17] is used:
( ) 60 30. f x x  (6) Table I displays the results of various methods for various networks.
The karate network [18] is a small benchmark data set containing 34 nodes and 78 edges. In the late 1970s, Wayne Zachary observed the social interactions between the members of a karate club at an American university. Due to differences between instructor and the administrator, the club splits into two smaller groups. From Table I , the quality of Infomap-LCG is the best. Overlapping nodes Nodes 5 and 11 are been found.
The dolphin network [19] is a small benchmark data set too. The network reveals the relationship of bottlenose dolphins living in Doubtful Sound analyzed by Lusseau. There are 62 dolphins and edges were set between animals when they were seen together more often than expected by chance. The dolphins were separated into two groups after a dolphin left the place for a length of time. From Table I , Infomap-LCG find the best partitions in this network. Nodes "Double", "SN100", "TSN83" and "Zipfel" are successfully identified as overlapping nodes.
The network of American college football represents the games played in the 2000 season of Division IA of the US college football league [6] . The nodes in the network represent the 115 teams, while the links represent the 613 games played over the season. The teams were divided into 12 conferences and usually there were more games between members of the same conference than teams of different conferences. From Table I , Louvain-LCG obtains the best result.
The Facebook network [20] has 4039 nodes and 88234 edges. This dataset consists of circles or friend lists from Facebook. Facebook data was collected through a survey of Facebook app participants. As shown in Table I , Infomap-LCG gives the result with highest score on modularity.
The email-Enron network [21] consists of 36692 nodes and 183831 edges. The Enron email communication network covers all email communications within a dataset of about half a million emails. This data was originally made public, and posted to the web by the Federal Energy Regulatory Commission during its investigation. The nodes of the network are email addresses, and there is an edge between any two nodes if they communicate through the Enron network. The best result for this network is produced by the Louvain-LCG algorithm.
Gowallais is a location-based social network of websites, where users share their locations by checking-in. The friendship network [22] was collected using their public API, and consists of 196,591 nodes and 950,327 edges. The publishers have collected a total of 6,442,890 check-ins from users during the time period of Feb. 2009 -Oct. 2010. Table I shows that the best result is derived from Infomap-LCG.
V. CONCLUSION
An algorithm based on local community gravitation is presented to detect overlapping communities in networks. The main purpose is to extend gravitation from mechanics to networks and design an efficient overlapping community detection method. The algorithm complexity is linear as network size grows. The experiments show that the proposed method works well in synthetic networks and real-world networks.
