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Abstract—In this paper, we present a new method to design
customizable self-evolving fuzzy rule-based classifiers. The pre-
sented approach combines an incremental clustering algorithm
with a fuzzy adaptation method in order to learn and maintain
the model. We use this method to build an evolving handwritten
gesture recognition system. The self-adaptive nature of this
system allows it to start its learning process with few learning
data, to continuously adapt and evolve according to any new
data, and to remain robust when introducing a new unseen
class at any moment in the life-long learning process.
Keywords-incremental learning; evolving; handwriting recog-
nition; fuzzy classifier;
I. INTRODUCTION AND BACKGROUND
Classification techniques appear frequently in many ap-
plication areas, and become the basic tool for almost any
pattern recognition task. The main problem in classification
is to induce a classifier from a set of data samples. A
large amount of samples is needed to set up and evaluate
a classification system that can achieve a high accuracy,
and it is practically very difficult to have such number of
samples covering the expanse of the variability of classes.
Therefore, life-long classifier adaptation becomes more and
more an essential point. Moreover, in many application
contexts, the classifier needs to take into account new unseen
classes and to integrate them in the classification process,
which increases the need for “evolving” classifiers. One
good example of such applications is the use of online
handwritten gesture classifiers which aim at facilitating
interactions with computers using pen-based interfaces like
whiteboards, tablet PCs, PDA...Etc. The main drawback in
the current existing systems is that they are trained “offline”
on a specific group of gestures and then implemented to
operate without changing their structure during the use. This
fixed structure does not allow the user to choose his own
set of gestures or to add new ones according to his special
needs, for example.
In our work, we aim at building an handwriting classifier,
on-the-fly, from scratch and using only few data. Thus,
the classifier will be incrementally adapted to achieve high
recognition rates as soon as possible and to keep the system
robust when introducing new unseen classes at any moment
in the life-long learning process. An incremental learning
algorithm is defined in [1] by the following criteria: it
should be able to learn additional information from new
data; it should not require access to the original data (i.e.
data used to train the existing classifier); it should pre-
serve previously acquired knowledge (it should not suffer
from catastrophic forgetting, i.e. significant loss of original
learned knowledge); and it should be able to accommodate
new classes that may be introduced with new data. Many
of the existing “incremental learning” algorithms are not
truly incremental because at least one of the mentioned
criteria is violated. These criteria can be briefly expressed
by the so-called “plasticity-stability dilemma”[2]. It says
that a system must be able to learn to adapt to a changing
environment but that constant change can lead to an unstable
system that can learn new information only by forgetting
everything it has learned so far. We can distinguish two
main types of incremental learning algorithms: algorithms
for parameter learning and algorithms for structure learning.
The incremental learning of parameters can be considered
as an “adaptation” algorithm. The structure in such systems
is fixed and initialized at the beginning of the learning
process, and the system parameters are learned incrementally
according to newly available data. Some examples of these
systems are presented in [3], [4]. Most of the structure
incremental learning algorithms are based on the principle
of the ART clustering algorithm [5], such as [6], [7]. The
main problem of these systems is that they are sensitive to
the selection of the vigilance parameter, to the noise level in
the training data and to the order in which the training data
is presented. A promised incremental clustering approach
had been presented in [8] based on the Mountain Clustering
algorithm (originally introduced in [9]). The main idea of the
proposed approach is that of a potential of a given point: it
corresponds to a value representing the density in the data
space at that point. The potential of a sample can be defined
as the inverse of the sum of the distances between that data
sample and all the other ones. Samples with high potential
are then considered to be candidates to form a cluster.
In this paper, we extend the recursive mountain clustering
by combining it with a robust fuzzy adaptation method,
and we use this hybrid algorithm to incrementally learn an
evolving fuzzy rule-based classifier. Our system is used for
the recognition of online handwritten gestures, and must be
able to learn new classes of gestures and to evolve, sample
after sample, without using all the old data.
A brief description of the system architecture is presented
in Section II. Then, we explain the two main elements of
the learning algorithm in Section III. Section IV studies the
experimental evaluation results.
II. SYSTEM ARCHITECTURE
Our system is based on a fuzzy rule-based classifier. The
fuzzy rules make a link between intrinsic models (premises)
and system outputs by consequent functions. For a K classes
problem, a rule Ri is built for each fuzzy model Pi:
Ri : IF ~x is Pi THEN y
1
i AND . . . AND y
k
i (1)
where ~x is the n-dimensional feature vector, Pi is a fuzzy
model (prototype) defined by a center ~µi and a covariance
matrix Qi. The degree of membership of ~x to Pi is given
by the Mahalanobis distance:
βi(~x) = 1/(1 + dQi(~x, ~µi)) (2)
For the consequent part, we can distinguish different struc-
tures [10]: (i) the zero order Takagi-Sugeno (TS) with binary
consequents (ymi = 1 if Pi belongs to class m, 0 otherwise),
(ii) the zero order TS with constant consequents (ymi ∈ [0, 1]
represents the participation of Pi in the description of class
m), (iii) the first order TS, where the consequents are linear
functions ymi = ~ami ~x.
Finally, the sum-product inference is used to compute the
system output for each class:
ym(~x) =
R∑
i=1
βi(~x) y
m
i (3)
III. INCREMENTAL LEARNING ALGORITHMS
In order to incrementally learn a fuzzy rule-based clas-
sifier in an on-line manner, we need, on the one hand, to
evolve its structure by adding (or deleting) rules, and, on
the other hand, to adjust its parameters (prototypes’ centers,
covariance matrices and the consequent parameters). The
emphasis in this paper is on the learning of the premise part
of the system. We aim at extending the recursive mountain
clustering by combining it with a robust adaptation method
that can constantly re-center the fuzzy prototypes and re-
shape their influence zones, according to each single data
sample.
A. Recursive Mountain Clustering
As mentioned earlier in Section I, a recursive (on-line,
one-pass, non-iterative) version of the mountain clustering
method was introduced in [8]. The recursive formula avoids
memorizing the whole previous data but keeps - using few
variables - the density distribution in the feature space, based
on the previous data:
Pk(x(k)) =
k − 1
(k − 1)α(k) + γ(k)− 2ζ(k) + k − 1
(4)
where Pk(x(k)) denotes the potential of the k’th data sample
and
α(k) =
n∑
j=1
x2j (k) (5)
γ(k) = γ(k − 1) + α(k − 1), γ(1) = 0 (6)
ζ(k) =
n∑
j=1
xj(k)ηj(k),
ηj(k) = ηj(k − 1) + xj(k − 1), ηj(1) = 0
(7)
Introducing a new sample affects the potential values of the
centers of the existing clusters, which can be recursively
updated by:
Pk(µi) =
(k − 1)Pk−1(µi)
k − 2 + Pk−1(µi) + Pk−1(µi)
∑n
j=1 ‖µi − x‖
2
j(8)
If the potential of the new sample is higher than the potential
of the existing centers, then this sample will be a center of a
new cluster (and a new fuzzy rule will be formed in the case
of fuzzy rule-based classifier). If the high potential sample is
close to an existing center ~µi, then this sample will replace
~µi and no new cluster will be created.
B. Fuzzy Vector Quantization
As can be noted in section III-A, the condition to have
a high potential is a very hard one, and it is inversely
proportional to the growing number of data. In this way,
we can imagine a cluster center ~µi which is not really in
the optimal center position (according to the data history),
but that remains the center because it still has the highest
potential value. Therefore, the incremental clustering process
of the premise part of the fuzzy classifier will not be able
to take advantage of the data points that do not have a very
high potential to move (or reshape) the existing clusters.
We enhance the incremental clustering process (described
in section III-A) by an adaptation algorithm that allows the
modification of all the fuzzy prototypes by re-centering and
re-shaping them for each new data point. For this purpose,
we use a fuzzy version of the Vector Quantization algorithm
[11]. In this method, the farther the normalized activation βi
of the premise of the rule i is away from its objective score
β∗i , the more it must be moved:
~∆µi = λ ∗ (β
∗
i − βi(~x)) ∗ (~x− ~µi) (9)
where the adaptation parameter λ lies between 0 and 1. The
objective score β∗i is 1 if the prototype Pr and ~x belong to
the same class and 0 otherwise. In the same way, a fuzzy
recursive formula is given in [12] to update the inverse of
the covariance matrix as follows:
Q−1i ⇐
Q−1i
1− αδi
−
αδi
1− αδi
·
(Q−1i
~d) · (Q−1i
~d)T
1 + αδi(~dTQ
−1
i
~d)
(10)
δi = β
∗
i − βi(~x) (11)
where ~d = ~x− ~µr and α lies between 0 and 1.
C. Learning algorithm
The incremental learning algorithm of the consequent
parameters depends on the type of the used fuzzy system.
If we take the three structures mentioned in Section II: (i)
no consequent learning is needed for the simple structure
with binary consequents, (ii) for the second structure, an
online estimation of the constant consequents is presented
in [13] and (iii) the linear consequents learning problem in a
first-order TS can be solved by the weighted Recursive Least
Square method (wRLS)[8]. The complete learning algorithm
can be summarized by Algorithm 1.
Algorithm 1 Online incremental learning algorithm
for all new sample ~x do
if ~x is the first sample of a new class then
add a new fuzzy prototype centered on ~x to the
system; let its potential be 1
else
calculate the potential of ~x by [4]
update the potentials of the existing prototypes cen-
ters using [8]
if P (~x) > Pk(~µi) ∀i ∈ [1, R] then
if ~x is close to a center ~µi then
let ~x be the center of the prototype Pi
else
add a new fuzzy prototype centered on ~x to the
system; let its potential be 1
end if
else
apply premise adaptation according to ~x by [9]
and [10]
end if
end if
update the consequent parameters;
end for
IV. EVALUATION
We will particularly focus in our experiments on the
rapidity of the performance improvement in the beginning
of the incremental learning process, and on the stability and
the recovery speed of the performance when introducing
new unseen classes. We led the experiments on the “SIGN”
database, which is a database of on-line handwritten ges-
tures. It is composed of 17 different gestures drawn by 17
different writers on Tablet PCs. Each writer has drawn 100
samples of each gesture, i.e. 1,700 gestures in each writer-
specific dataset. The dataset (and additional information on
the data collection protocol) can be found in [14]. Each
gesture is described by a set of 21 features. The presented
results are the average of results of 17 different tests for
the 17 writers. In order to get the results unbiased by the
data order effect, we repeat the experiment for each writer
40 times with different random data orders and the mean
results are considered. We used about half of the database
for the incremental learning process and the rest is used to
estimate the evolution of the performance during the learning
process. Two fuzzy incremental learning models are com-
pared in these experiments: (a) ETS: Evolving zero-order TS
classifier with binary consequents and recursive mountain
clustering learning, (b) ETS+: our extended version of ETS
in which we integrate the fuzzy vector quantization algo-
rithm in the incremental learning process. The parameters λ
and α are set to 0.005 and 0.001 respectively. In the first
experimental protocol, we introduce the 17 gestures in the
beginning of the learning process. A new sample from each
class is presented to the system between each two consec-
utive evaluation points. In order to have referential values
in the evaluation of the recognition rate on the used dataset,
we trained two well-known non-incremental classifiers using
the whole training set in batch mode, and we measured
their performance on the test dataset. We choose a Multi-
Layer Perceptron (MLP) classifier and a K-Nearest Neighbor
(K-NN, with K=5) classifier. We note from Figure 1 that
Figure 1: Evolution of the recognition rate in the beginning
of the incremental learning process.
integrating the premise adaptation in the model significantly
boosts the incremental learning process. By comparing the
performance of ETS+ with that of ETS, we see that the
recognition error rate decreases by about 40% thanks to
Figure 2: Performance recovery when introducing new un-
seen classes.
premise adaptation. We note that using ETS+, a recognition
rate of 90% is reached after only 15 samples per class. It is
important to mention as well that the classifier contains, in
average, less than 20 fuzzy rules for 17 classes of gesture,
which is computationally reasonable. Furthermore, we can
note from the same figure that the presented incremental
one-pass learning model (ETS+) can achieve or exceed
the performance of some well-known iterative (or batch)
classification methods. In the second experiment, we emulate
the real application context in which the classifier starts with
few classes of gestures, and then the user adds a set of new
gestures according to his needs. We aim at studying the
ability of the classifier to learn new classes of data without
fully destroying the knowledge learned from the old ones.
Thus, the learning process starts with 10 classes of gestures,
and then, few samples of 7 new unseen gestures and some
samples of the already learned ones are introduced between
each two consecutive evaluation points. Figure 2 shows how
ETS+ resists better when introducing new classes and it is
able to re-estimate rapidly all the covariance matrices and
to improve rapidly the recognition performance for the old
and the new gestures.
V. CONCLUSION
In the context of handwritten gesture recognition systems,
we present in this paper an online incremental learning algo-
rithm for fuzzy rule-based classifiers. Using this algorithm,
the recognition system can start to learn from scratch and
with few learning data. Moreover, the dynamic nature of
the presented classifiers allows as well adding new unseen
classes without destroying the already learned ones.
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