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Abstract
We consider the unrelated parallel machines scheduling problem where jobs have
earliness and tardiness penalties and a common due date. We formulate this problem
and some of its variants as 0-1 programs with quadratic objective function subject to
linear constraints. The main contribution of this paper is to use and develop diﬀerent
convex reformulations to solve exactly the quadratic programs. We show that this
new link between quadratic programming and scheduling can be theoretically and
practically interesting.
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1 Introduction
During the last years, quadratic programming has been successfully applied
to several optimization problems such as graph partitioning, quadratic assign-
ment or task allocation. However, scheduling theory has not yet been enriched
by such a powerful approach to obtain exact solutions.
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Preprint submitted to Elsevier 22 January 2008In this paper, we use quadratic programming methods to solve exactly some
unrelated parallel machines scheduling problems where jobs have earliness and
tardiness penalties and a common due date. More precisely, a set of n jobs
is to be executed on m (m < n) parallel machines that have diﬀerent and
independent speeds. Therefore, the execution time of job i on machine j is
denoted by pij. Additionally, we restrict each machine to execute only one job
at the same time. All jobs have a common due date d at which ideally they
must ﬁnish. And each job i has an earliness penalty αi and a tardiness one
βi. Thereafter, the earliness cost of job i is αiEi = αi max(0,d − Ci) and its
tardiness one is βiTi = βi max(0,Ci − d).
The goal of the scheduling problem is to determine the completion time Ci
of each job i and the machine where it is going to be executed, such that
the (total) sum of the earliness and tardiness costs is minimized. This kind of
“just-in-time” objective function can arise when storage costs (or deterioration
costs) and dissatisfaction of the customer have to be minimized.
From a practical point of view, a common due date can appear when a set
of tasks must be produced simultaneously in order to be assembled in a later
stage or when a client orders several goods that must be delivered at the same
instant.
A common due date is restrictive (we denote it as dr) if there is at least one
machine j such that
 
i pij > dr. This implies that on machine j not all the
subsets of jobs can be executed in the time interval [0,dr]. To have a restrictive
common due date is a more general case than to have a larger one. Indeed,
for a large common due date (denoted as dl), we can drop the constraints
that force the schedule to start at or after time 0 for all machines. For a more
formal deﬁnition of a restrictive common due date, we can refer to the paper
of Lauﬀ and Werner [1].
We study the following three problems (described using the classical three
ﬁeld notation [2]) where R refers to unrelated parallel machines:
• R|di = dr|
 
i αiEi + βiTi (denoted in this paper as RWET r), the unre-
lated parallel machines problem with earliness and tardiness penalties and
a restrictive common due date. We will focus principally on this problem;
• R|di = dl|
 
i αiEi + βiTi (denoted as RWET l), a variant of the previous
problem: the associated common due date is large;
• R||
 
i wiCi, the unrelated parallel machines problem where the weighted
completion time of the jobs has to be minimized. Note that this problem
is a variant of RWET r for which the common due date and the earliness
penalties are equal to 0.
In this paper, we aim to join quadratic programming with scheduling by ap-
plying the following Procedure 1 to the previous NP-hard problems:
2(1) We formulate the scheduling problem as a 0-1 quadratic program (QP)
with linear constraints. By construction the objective function of (QP) is
not convex, i.e. the associated Hessian matrix is not positive semideﬁnite.
The quadratic formulation of RWET r is detailed in Section 2.
(2) In order to submit (QP) to a standard solver, we reformulate it as a
new problem (CQP) with a convex quadratic objective function. This
convex reformulation can be done by diﬀerent approaches. In Section 3,
we present ﬁrst QCR, an exact solution method developed by Billionnet
et al. [3]; then, a new convex reformulation, speciﬁc to problems RWET l
and R||
 
i wiCi.
(3) Finally, we submit (CQP) to the standard solver CPLEX 9.0 that uses
a classical branch-and-bound algorithm based on continuous relaxation.
Notice that the branch-and-bound strongly depends on the quality of
the lower bound obtained at its root. Moreover, the quality of this lower
bound depends on the convex reformulation used in Step (2). Some ex-
perimental results are presented in Section 4.
Note that Step (1) is not trivial for all scheduling problems since a total order
between the jobs is necessary (see Property 1 of Section 2).
Due to the diﬃculty of the resolution of RWET r, we present also exact solu-
tions of its two particular cases: RWET l and R||
 
i wiCi. The convex refor-
mulations applied to these two last problems are very eﬃcient (see Section 4).
Indeed, we are largely competitive with the state-of-the-art methods. Note
that, since we choose to use the quadratic particularity of the problems, we
do not linearize them.
Related results
Earliness-tardiness scheduling problems have been widely investigated in the
literature. However, most of the research eﬀorts are focused on the single ma-
chine case [4–6]. Surveys about a common due date and earliness and tardiness
penalties have been presented by Baker and Scudder [7] and Gordon et al. [8].
Few polynomial cases are known for parallel machines: Emmons [9] proposes
an algorithm in O(nlogn) for Q
     di = dl
     
 
i αEi+βTi (Q is for related parallel
machines) which has the same earliness-tardiness penalties for all jobs.
For the identical parallel machines problem with a large common due date
(P
   
 di = dl
   
 
 
i αiEi + βiTi), Chen and Powell [10] apply a column generation
method to an integer linear program and Sun and Wang [11] propose a dy-
namic program for the case of proportional penalties. For problem RWET r,
Rios-Solis and Sourd [12] present an exponential neighborhood search and
obtain good quality upper bounds.
3The problem R||
 
i wiCi has been broadly studied (e.g. [13–15]) and the best
experimental results are obtained by Chen and Powell [16] with a column
generation method. In [17], Skutella presents a 3/2-approximation algorithm
for R||
 
i wiCi. A crucial step of his approximation algorithm is to formulate
R||
 
i wiCi as a convex 0-1 quadratic program. In Section 4, we show that
Skutella’s transformation used in Step (2) of Procedure 1, allows to solve
exactly instances of up to 400 jobs and 8 machines in less that one minute.
So, after this encouraging results, we adapt its formulation to RWET l (see
Section 3.2). Unfortunately, it cannot be adapted to the more general problem
RWET r. Let us remark that Vredeveld et al. [15] mention that Van der Linden
had already introduced, at the root of a branch-and-bound, the continuous
relaxation Skutella’s transformation. Van der Linden could solve instances of
up to 20 jobs and 5 machines.
2 Quadratic formulation of the scheduling problem with restrictive
common due date
Even with the assumption of a common due date, the scheduling prob-
lem RWET r is NP-hard in the strong sense since it generalizes problem
P||
 
i wiCi (Brucker [18], p.152). Nevertheless, having a common due date
implies a speciﬁc dominant solution class that we shall use to formulate prob-
lem RWET r as a 0-1 quadratic program.
Property 1 (generalization from [7]) There exists an optimal solution for
problem RWET r, such that it veriﬁes the following properties:
• There is no idle time between the execution of a pair of jobs.
• For each machine j, either a job ends exactly at time dr or the beginning of
the schedule is at instant 0.
• For each machine j, jobs that are completed before or at the restrictive
common due date dr are in the increasing order of ratios αi/pij. Jobs that
start after dr are in the decreasing order of ratios βi/pij.
This property implies that on any machine, there can be a job that starts
before and ends after the common due date dr. In the literature, this job
is usually named as straddling job [19]. Moreover, a straddling job is not
necessarily the job with the largest αi/pij or βi/pij ratio.
Figure 1 shows an optimal schedule for an instance with two machines. On
Machine 0 there is a straddling job. Hence the ﬁrst job executed on Machine
0 starts at time 0. On Machine 1 there is no straddling job, therefore the
completion time of a job coincides with the restrictive common due date dr.
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Fig. 1. An optimal schedule for an instance with two machines.
Note that RWET r has an irregular cost function (because of the earliness
costs) that makes some of the traditional reasonings of scheduling theory not
valid anymore. For example, in an optimal solution for a problem with a
regular cost function, all jobs are scheduled as soon as possible (shifted to
the left). On the other hand, in an optimal solution of RWET r it can be
advantageous to have idle time before starting the execution of the jobs, as in
Machine 1 of Figure 1.
We introduce, with the help of Figure 1, some notations that we need for the
next sections. Let J = {0,...,n − 1} be the indices set the jobs and M =
{0,...,m − 1} be the indices set of the machines. For j ∈ M we deﬁne the
following sets:
• S
j
E contains the jobs executed on machine j that are completed before or
at the common restrictive due date dr,
• Sj
s contains the straddling job of machine j (if it exists), and
• S
j
T is composed by the jobs that start after dr in machine j.
We consider the following set of binary variables for all jobs i, all machines j
and for l ∈ {E,T,s}:
xijl =

 
 
1 if i ∈ S
j
l ,
0 otherwise.
Based on Property 1 and on [17], we deﬁne some total orders on the set of
jobs J. Let (J,≺
j
E) be the total order on the set of jobs for machine j, based
on ratios αi/pij. We deﬁne i ≺
j
E k if αi/pij > αk/pkj. If there is a machine j
such that for a pair of jobs i and k we have αi/pij = αk/pkj then we consider
that i ≺
j
E k if i < k. Similarly, we deﬁne the orders (J,≺
j
T) for all j ∈ M
based on ratios βi/pij.
Let Gj be an integer variable that corresponds to the gap between the starting
time of the ﬁrst job of set S
j
T and the restrictive common due date. According
to Property 1,
5G
j = max

0,
 
i∈J
 
l∈{E,s}
xijlpij − d
r

.
For instance, on Machine 0 of Figure 1, G0 =
 
i∈J(xi0Epi0 +xi0spi0)−dr. On
the other machine, G1 is zero because S1
s = ∅.
The scheduling problem RWET r can be formulated as the following mixed
program with quadratic objective function subject to linear constraints:
min
 
i∈J
αiEi + βiTi
s.t.
 
j∈M
 
k∈{E,T,s}
xijk = 1 ∀ i ∈ J (1)
G
j ≥
 
i∈J
 
k∈{E,s}
xijkpij − d
r ∀ j ∈ M (2)
G
j ≤
 
i∈J
xijspij ∀ j ∈ M (3)
 
i∈J
xijs ≤ 1 ∀ j ∈ M (4)
 
i∈J
xijEpij ≤ d
r ∀ j ∈ M (5)
G
j ≥ 0 ∀ j ∈ M (6)
x ∈ {0,1}
3nm
where
Ei =
 
j∈M
xijE



 
l≺
j
Ei
xljEplj +
 
l∈J
xljsplj − G
j


 ∀ i ∈ J (7)
Ti =
 
j∈M
xijsG
j +
 
j∈M
xijT


pij +
 
l≺
j
Ti
xljTplj + G
j


 ∀ i ∈ J (8)
Constraints (1) ensure that each job i is assigned to only one set S
j
E, S
j
T or
Sj
s. Constraints (2), (3) and (6) deﬁne the gap Gj of each machine j. Notice
that inequality (3) forces Gj to be equal to zero when there is no straddling
job in machine j. Constraints (4) ensure that on each machine, there is no
more than one straddling job. The sum of the processing times of jobs in S
j
E
must be less or equal to the restrictive common due date. This is translated
by constraints (5).
If job i ∈ S
j
E, then equalities (7) imply that its earliness equals the sum of the
processing times of jobs l that are on machine j such that l ≺
j
E i, plus the
duration of the straddling job that is executed before dr. On the other hand,
if job i is executed among the tardy jobs of set S
j
T, then equality (8) implies
6that its tardiness is the sum of jobs l ∈ S
j
T executed before i, plus its own
duration and gap Gj. For the straddling jobs, (8) ensures that their tardiness
is equal to Gj.
We use a classical transformation that consists in replacing integer variables
Gj by a set of 0-1 variables y
j
l:
G
j =
⌈log2u⌉  
l=0
2
ly
j
l
where u is an upper bound of Gj (we can assume that u = max
ij pij − 1). This
manner, we obtain a 0-1 quadratic program subject to linear constraints that
can be written as follows:
(QP) : min
1
2
z
tQz + cz = g(z)
s.t.
 
j∈M
 
k∈{E,T,s}
xijk = 1 ∀ i ∈ J (9)
⌈log2u⌉  
l=0
2
ly
j
l ≥
 
i∈J
 
k∈{E,s}
xijkpij − d
r ∀ j ∈ M (10)
⌈log2u⌉  
l=0
2
ly
j
l ≤
 
i∈J
xijspij − d
r ∀ j ∈ M (11)
 
i∈J
xijs ≤ 1 ∀ j ∈ M (12)
 
i∈J
xijEpij ≤ d
r ∀ j ∈ M (13)
⌈log2u⌉  
l=0
2
ly
j
l ≥ 0 ∀ j ∈ M (14)
z = (x,y) ∈ {0,1}
dim m
where dim = 3n+⌈log2u⌉ since z represents both the binary variables x and y.
Using a lexicographical order on the indices, the (dim m)×(dim m)-matrix
Q can be written as in Figure 2. Indeed, it is composed by m diagonal square
sub-matrices Qj ∈ Rdim×dim.
By construction, matrix Q is not positive semideﬁnite and therefore (QP)
is not convex. In Section 3, we present diﬀerent approaches to reformulate
(QP) as a convex quadratic program. For this purpose, let A (resp. A′) be
the n × (dim   m) (resp. m × (dim   m)) matrix corresponding to equality
constraints (9) (resp. inequality constraints (10), (11), (12) and (13)). Then,
let
70
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Q0
Q1
Qm−1
. . .
Machine m − 1
Machine 1
Fig. 2. Hessian matrix Q of (QP).
Z =
 
z ∈ {0,1}
dim m : Az = en,A
′z ≤ b
 
be the feasible solution set of (QP), and Z be the feasible solution set of (QP)
which is the continuous relaxation of (QP) (en represents the n-vector of all
ones).
3 Convex Quadratic Reformulations
The classical approach to solve exactly 0-1 quadratic programs is due to Ham-
mer and Rubin [20] and it is based in the subtraction of the smallest eigenvalue
of the Hessian matrix from its diagonal terms. Recent approaches have been
developed by Billionnet and Elloumi [21], Plateau et al. [22] and Billionnet et
al. [3] combining semideﬁnite programming and mixed integer quadratic pro-
gramming. In these diﬀerent approaches, the initial problem is reformulated
into an equivalent 0-1 program with a convex quadratic objective function.
Recall that we use a branch-and-bound algorithm in Step (3) of Procedure 1
that solves a continuous relaxation at each node. Since the branch-and-bound
strongly depends on the quality of the lower bound obtained at its root, then
we seek convex reformulations that convexify the objective function of (QP),
and also obtain a lower bound (by continuous relaxation) as tight as possible.
3.1 Method based on semideﬁnite programming
The general QCR method has recently been developed by Billionnet et al. [3].
We apply it to RWET r because it fulﬁlls one of our main requirements: to give
a tight lower bound by continuous relaxation. The QCR method achieves the
transformation from a non-convex to a convex objective function by perturbing
8all terms of the Hessian matrix with two optimized parameters γ ∈ Rn×(dim m)
and µ ∈ Rdim m, obtained by solving an associated semideﬁnite relaxation.
More precisely, QCR transforms the initial problem (QP) into a new problem
(CQPγ,µ) = min{gγ,µ(z) : z ∈ Z}, equivalent to (QP), where
gγ,µ(z)=g(z) +
 
h∈J
 
k∈D
γhkzk


 
l∈D
zl − 1

 +
 
k∈D
µk
 
z
2
k − zk
 
=
1
2
z
tQγ,µz + c
t
γ,µz,
and D = {0,...,dim   m − 1}.
In fact, two functions gγ(x) =
 
h∈J
 
k∈D γhkzk (
 
l∈D zl − 1) and gµ(x) =
 
k∈D µk (z2
k − zk), null on the feasible set, are added to the initial objective
function. For all z ∈ Z, we have that gγ,µ(z) = g(z). The idea is to determine
the best parameters γ∗ and µ∗ such that the new function gγ∗,µ∗(z) is convex
and the lower bound obtained by continuous relaxation is maximal. So we
have to solve the following problem:
max
γ∈Rn×(dim m),µ∈Rdim m
Qγ,µ≻0
 
min
z∈ ¯ Z
{gγ,µ(z)}
 
where Qγ,µ≻0 means that Qγ,µ is a positive semideﬁnite matrix. Billionnet et
al. [3] showed that the optimal parameters (γ∗,µ∗) can be obtained by solving
the following semideﬁnite relaxation (SDQP) of (QP) whose optimal value is
equal to the one of (QP), and which can be done in polynomial time:
(SDQP) :minc
tz +
 
i∈D
 
j∈D
qijXij
s.t.
Xii = zi i ∈ D (15)
−zh +
3hm+3m−1  
j=3hm
Xhj = 0 i ∈ D,h ∈ J (16)
Az = en
A
′z ≤ b



I zt
z X


≻0
z ∈ R
dim m,X ∈ S(dim m)×(dim m)
where S(dim m)×(dim m) represents the set of (dim m)×(dim m) real symmetric
9matrices. Parameters µ∗
i and γ∗ are precisely the optimal values of the dual
variables associated with the equality constraints (15) and (16) respectively.
Recent progresses in the interior point algorithms and semideﬁnite program-
ming have given rise to eﬃcient tools, such as CSDP [23]. It is a library
composed by routines that implement a variation of interior point algorithm
of Helmberg et al. [24]. In this paper, we solve semideﬁnite program (SDQP)
with the help of CSDP to obtain the optimal parameters γ∗ and µ∗. In Sec-
tion 4 we point out that solving problem (SDQP) takes in practice still
too much time. Indeed, the preprocessing time associated to the solution of
(SDQP) can be very long, due to the large number of variables in RWET r.
Note that the more tools as CSDP will be developed, the more eﬃcient our
Procedure 1 will be.
3.2 Method based on the perturbation of the Hessian diagonal
In this section we consider problem RWET l which has a large common due
date. We propose a quadratic convex reformulation for this problem that is in-
spired from the convex reformulation Skutella uses for problem R||
 
i wiCi [17]
to obtain an approximation algorithm. We call this convex reformulation
method PHD.
Let (QPl) be the following 0-1 quadratic program of RWET l:
ming(z) =
1
2
x
tQx + cx
s.t.
 
j∈M
 
k∈{E,T}
xij = 1 ∀ i ∈ J (17)
x ∈ {0,1}
n m .
Since the common due date is large, all variables xijs of program (QP) are
null (there are no straddling jobs) and all gaps Gj are also null. In fact, only
the equality constraints (9) of (QP) remain on the program (QPl).
If we denote pij by pi then the jth block Qj of the Hessian matrix of (QPl)
can be written as:
10
    
  

0 α2p1       αnp1 0 0 0 0
α2p1 0       αnp1 0 0 0 0
                        0 0 0 0
αnp1 αnp2       0 0 0 0 0
0 0 0 0 0 β2p1       βnp1
0 0 0 0 β2p2 0       βnp2
0 0 0 0                        
0 0 0 0 βnp1 βnp2       0

    
  

(for clarity reasons we do not specify total orders (J,≺E
j ) and (J,≺T
j ) in matrix
Qj). This matrix is not semideﬁnite but by simply adding a fraction ς = 1/2
of linear elements αipi and βipi to its diagonal, we can obtain a semideﬁnite
positive matrix   Q, composed by the m sub-matrices   Qj of the following form:
  Q
j =

   
   

α1p1 α2p1       αnp1 0 0 0 0
α2p1 α2p2       αnp1 0 0 0 0
                        0 0 0 0
αnp1 αnp2       αnpn 0 0 0 0
0 0 0 0 β1p1 β2p1       βnp1
0 0 0 0 β2p2 β2p2       βnp2
0 0 0 0                        
0 0 0 0 βnp1 βnp2       βnpn

   
   

=
 
  Q
j
E 0
0   Q
j
T
 
.
Lemma 1 The Hessian matrix   Q is positive semideﬁnite.
Proof We show that each principal diagonal sub-matrix   Q
j
k (k ∈ {E,T})
of   Q has a non-negative determinant 2 . It is enough to apply to each sub-
matrix the following operations that preserve the sign of the determinant and
transform the sub-matrix into a lower triangular one: divide each term (r,l)
by prjplj and subtract each row to the previous one (except for the ﬁrst line).
2
Therefore, we can transform (QPl) into the following equivalent convex
quadratic program:
(CQPlς) : min
1
2
x
t (Q + ςDiag(c + c
′))x + ((1 − ς)c − ςc
′)
tx
s.t.
 
j∈M
 
k∈{E,T}
xij = 1 ∀ i ∈ J
x ∈ {0,1}
nm
where c′
i = αipij if it correspond to variable xijE and 0 otherwise.
The main advantage of PHD, compared to QCR, is that the use of semidef-
inite programming is not necessary. However, the lower bound obtained by
2 A similar proof, for a transformed Hessian matrix of problem R||
 
i wiCi, is
presented in [25].
11continuous relaxation of (CQPlς) is smaller than the one obtained with QCR.
This last statement is proved with the following theorem.
Theorem 1 Let ς∗ be the optimal value of ς obtained by solving the following
problem
(P1) max
ς≥1/2
Q+ςDiag(c+c′) 0
 
Lς(x) = min
 
h1(x) = vc
tx +
1
2
x
t   Qx
+
nm  
i=1
ς(ci − c
′
i)(x
2
i − xi)
  
.
And let (γ∗,µ∗) be the optimal value of parameters (γ,µ) obtained by solving
the following problem
(P2) max
γ∈Rn×(dim m),µ∈Rdim m
Qγ,µ 0
 
Lγ,µ(x) = min
 
h2(x) = c
tx +
1
2
x
t   Qx
+
 
h∈J
 
k∈D
γhkxk(
 
l∈D
xl − 1) +
 
k∈D
µk(x
2
k − xk)





.
Then, the optimal value of problem (P1) is less or equal to the optimal value
of (P2).
Proof We prove that if from any feasible solution of (P1), we can build a
feasible solution for problem (P2) such that the solutions values are equal,
then the optimal value of the objective function of (P1) is less or equal than
the one of (P2).
Let ς be a feasible solution of (P1),   γij = O and   µi = ς(ci + c′
i). Then, (  γ,   µ)
is a feasible solution of problem (P2) since h1 and h2 have precisely the same
Hessian matrix. Moreover, observe that the two objective functions are equal.
This shows that L  γ,  µ(x) = Lς(x). 2
Section 4 presents experimental results showing the eﬃciency of PHD. Nev-
ertheless, this convex reformulation cannot be generalized to solve prob-
lem RWET r.
4 Computational experiments
The purpose of this section is to solve exactly some instances of the problems
RWET r, RWET l and R||
 
i wiCi. More than presenting an exhaustive com-
parison between the diﬀerent convexiﬁcation methods of Section 3, we rather
12point out their behavior and limits. The implementation of the computational
experiments is as follows:
• We apply methods QCR and PHD to randomly generated instances where
pij,αi and βi are uniformly drawn in {1,20}.
• All the experiments have been carried out on a Pentium IV of 2.2 GHZ
computer with 1GB of RAM.
• For problem RWET r, we compute the restrictive common due date as dr =
0.6
 
ij pij/2m.
• For each instance the execution time limit for solving the associated semidef-
inite program, the preprocessing phase and the exact solution time is set to
2 hours.
• For each pair (m,n) we solve ten diﬀerent instances (m is the number of
machines and n the number of jobs).
• As we mentioned before, we solve semideﬁnite programs with solver CSDP.
• To solve the convex reformulations, we use CPLEX 9.0 associated with the
AMPL modeler (we use the default parameters).
Legend of tables:
m Number of machines.
n Number of jobs.
CPUsdp Average value (for 10 instances) of the CPU time required by CSDP
to solve the associated semideﬁnite program.
CPUbb Average value of the CPU time required by CPLEX to solve the con-
vexiﬁed reformulations. Symbol <1” means that the computing time is less
than one second.
#nodes Average value of the number of nodes required by the branch-and-
bound to obtain the exact solution.
%gap Average value |
bound−opt
opt | ×100 where opt is the value of the optimal
solution and bound is the optimal value of the continuous relaxation at the
root of the branch-and-bound.
%succ Percentage of instances that are optimally solved in less than 2 hours.
- No instance could be solved within 2 hours.
First, we consider RWET l and R||
 
i wiCi. These two problems are experi-
mentally less diﬃcult to solve than RWET r because there do not have strad-
dling jobs. Moreover, the two convex reformulation methods we presented in
Section 3 can be applied to them.
Table 1 summarizes the application of QCR and PHD to RWET l. As a
general remark, PHD is better than QCR: it is less time consuming and we
can solve all the 100 instances within 2 hours. In fact, the main advantage of
PHD is that the method does not need solving a semideﬁnite program: the
preprocessing time is immediate whereas, with QCR, it can be done in more
than 2 hours. Note that the PHD bound is always smaller than the one of
13QCR PHD
m n CPUsdp CPUbb #nodes %gap %succ CPUbb #nodes %gap
2 10 1” <1” 29 5 100 <1” 20 13
2 30 7’45” 2” 527 0.8 100 1” 935 2
2 50 1h43’ 30” 4189 0.3 50 14” 14.103 0.7
2 60 - - - - - 21” 16.103 0.5
2 80 - - - - - 2’30” 76.103 0.3
4 10 59” 3” 4198 147 90 1” 2879 226
4 30 1h27’ 23’23” 26.104 8 40 36’ 20.105 14
4 50 - - - - - 1h5’ 19.105 4
6 10 3’49” 5’23” 33.104 986 70 12” 37.103 1340
6 30 - - - - - 1h20’ 33.105 51
Table 1
Methods QCR and PHD applied to RWETl.
QCR (c.f. Theorem 1) but surprisingly, the 0-1 solution time with QCR is
always bigger than the PHD one. A reason for this result can be that several
values of the variables of the continuous relaxation obtained with QCR are
very close either to 0 or to 1. Whereas for PHD, more variables are assigned
to 0 or to 1. Another reason is that for QCR, the time for solving a continuous
relaxation is more consuming. We can assume that the feasible solution given
by CSDP are not well-suited for CPLEX.
To the best of our knowledge, experimental results of Table 1 are the best in
the literature. Remark that for the case where all the machines are identical,
Chen and Powell [10] can solve instances of up to 60 jobs and 6 machines
with a column generation approach based on a decomposable integer linear
program.
Table 2 presents the application of QCR and PHD to R||
 
i wiCi. Method
PHD drastically improves the results obtained with QCR but also the state-
of-the-art ones. Indeed, Chen and Powell [16] exactly solve instances of up
to 20 machines and 100 jobs with a column generation approach. Their lower
bound is very eﬃcient since for instances with eight machines and 100 jobs, the
branch-and-bound explores in average 1.2 nodes. Nevertheless, the required
total time for exactly solving this type of instance is around 34’ while ours
(with PHD) is around 4”. With the PHD convex transformation we are able
to solve very quickly instances up to 30 machines and up to 400 jobs since the
worst CPU time is only 2’58”. These are the best experimental results that
we could ﬁnd in the literature.
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m n CPUsdp CPUbb Nodes %gap CPUbb #nodes %gap
2 10 <1” <1” 2 0.5 <1” 1 1.1
2 30 25” <1” 10 0.1 <1” 5 0.2
2 50 6’38” <1” 20 0.05 <1” 5 0.1
2 60 8’11” 1” 10 0.02 <1” 3 0.1
2 80 1h35’ 1” 69 0.01 <1” 12 0.04
2 100 - - - - <1” 3 0.03
2 400 - - - - 1” 0 <0.01
4 10 1” <1” 9 2.3 <1” 5 4.6
4 30 8’ 1” 148 0.4 <1” 14 0.9
4 50 1h41’ 10” 1047 0.2 <1” 33 0.5
4 100 - - - - <1” 36 0.1
4 400 - - - - 5” 10 0.01
6 10 7” <1” 38 2 <1” 5 5.2
6 30 25’56” 6” 700 1 <1” 21 1.8
6 100 - - - - 2” 212 0.3
6 400 - - - - 18” 173 0.01
8 10 - - - - <1” 14 6.5
8 30 - - - - <1” 56 3
8 100 - - - - 4” 726 0.5
8 400 - - - - 2’58” 4398 0.03
16 100 - - - - 16” 2228 1.72
30 100 - - - - 1’37” 8865 3.42
Table 2
Application of QCR and PHD to R||
 
i wiCi.
Table 2 points out that the main limit for QCR is the resolution of the
semideﬁnite program. We can also notice that the feasible solutions given by
CSDP for R||
 
i wiCi are also not well-suited for CPLEX.
The more general problem RWET r has the characteristic of a restrictive com-
mon due date. The diﬃculty arises because of the straddling jobs that may
appear at each machine. We are probably the ﬁrsts to try to solve exactly
this diﬃcult problem. Since we cannot generalize the PHD method, we de-
15velop a general method RD, that is a very quick transformation: we add to
each term of the Hessian diagonal the sum of all the non-negative terms of its
corresponding line. This transformation guarantees that the Hessian matrix
is semideﬁnite positive while avoiding the need of solving a semideﬁnite pro-
gram. As the Table 3 points out, the solution times of the two methods are
too much consuming.
QCR RD
m n CPUsdp CPUbb #nodes CPUbb #nodes
2 10 8” 3’17” 458012 24” 3409283
2 30 30”19’ > 2h > 2h
Table 3
Application of QCR and RD to RWETr.
5 Conclusions
We propose to use quadratic programming methods to solve exactly two
unrelated parallel machines scheduling problems where jobs have earliness-
tardiness penalties and a common due date, R|di = dr|
 
i αiEi + βiTi and
R|di = dl|
 
i αiEi + βiTi, and problem R||
 
i wiCi.
The procedure we use has not been applied to solve exactly scheduling prob-
lems. It consists in formulating the scheduling problem as a 0-1 quadratic
program with linear constraints. By construction, the objective function of
this program is not convex. Therefore we convexify the objective function to
submit it to a branch-and-bound procedure. The better the quality of the
lower bound obtained by the continuous relaxation of the convex reformula-
tion, the less the time the branch-and-bound would take to ﬁnd the optimal
solution.
In this paper we have presented two diﬀerent convex reformulation meth-
ods. Our procedure, applied to R|di = dr|
 
i αiEi + βiTi, is not for the
moment eﬃcient but it leads the way to others approaches. For problems
R
 
   di = dl
 
   
 
i αiEi+βiTi and R||
 
i wiCi we obtain, to the best of our knowl-
edge, the best experimental results of the literature.
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