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Regular linearmatrix pencilsA − E∂ ∈ Kn×n[∂], whereK = Q,R
orC, and the associated differential algebraic equation (DAE) Ex˙ =
Ax are studied. The Wong sequences of subspaces are investigate
and invoked to decompose theKn into V∗ ⊕W∗, where any bases
of the linear spacesV∗ andW∗ transform thematrix pencil into the
quasi-Weierstraß form. The quasi-Weierstraß form of the matrix
pencil decouples the original DAE into the underlying ODE and
the pure DAE or, in other words, decouples the set of initial values
into the set of consistent initial values V∗ and “pure” inconsistent
initial values W∗ \ {0}. Furthermore, V∗ and W∗ are spanned by
the generalized eigenvectors at the ﬁnite and inﬁnite eigenvalues,
resp. The quasi-Weierstraß form is used to show how chains of
generalized eigenvectors at ﬁnite and inﬁnite eigenvalues ofA − E∂
lead to thewell-knownWeierstraß form. So the latter canbeviewed
as a generalized Jordan form. Finally, it is shown how eigenvector
chains constitute a basis for the solution space of Ex˙ = Ax.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
We study linear matrix pencils of the form
A − E∂ ∈ Kn×n[∂], n ∈ N, whereK isQ,R or C
(assumed regular inmost cases, i.e. det(A − E∂) /= 0 ∈ K[∂]) and the associated differential algebraic
equation (DAE)
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Nomenclature
N {0, 1, . . .} the set of natural numbers
K rational numbersQ, real numbersR or complex numbersC
A+ Moore–Penrose pseudo inverse A+ = (AA)−1A of A ∈ Km×n with rk A = n
In diag {1, . . . , 1} ∈ Kn×n, or I if the dimension is clear from the context
spec(A − E∂) {λ ∈ C| det(A − λE) = 0} for A − E∂ ∈ Kn×n[∂]
AM {Ax|x ∈ M} the image of a setM ⊆ Kn under A ∈ Kn×n
A−1M
{
x ∈ Kn|Ax ∈ M} the pre-image of a setM ⊆ Kn under A ∈ Kn×n
Ex˙ = Ax, x(0) = x0 ∈ Kn. (1.1)
Ourmain result is the derivation of the spaces im V and imW so that the pencil A − E∂ is transformed
into the quasi-Weierstraß form:
[EV, AW]−1 (A − E∂) [V,W] =
[
J 0
0 I
]
−
[
I 0
0 N
]
∂ ,
where J is some matrix and N is nilpotent. This form is weaker than the classical Weierstraß form
(where J and N have to be in Jordan form), albeit it contains, as we will show, relevant information
such as:
– It decouples the DAE Ex˙ = Ax into the differential and the algebraic part or, more precisely, into
the classical ODE v˙ = Jv and the pure DAE Nw˙ = w.
– It decouples the set of initial values of the DAE into the set of consistent initial values im V and
“pure” inconsistent initial values im W \ {0} in the sense thatKn = im V ⊕ im W .
– It allows for a vector space isomorphism between the set of consistent initial conditions and all
solutions of the homogeneous DAE.
– It decouples the pencil A − E∂ with respect to im V ⊕ im W , where the vector spaces im V and
imW are spanned by the generalized eigenvectors at the ﬁnite and inﬁnite eigenvalues, resp.
The quasi-Weierstraß form is, conceptually and practically, derived with little effort. There is no
need to calculate the eigenvalues and (generalized) eigenvectors of the pencil A − E∂ . The spaces im V
and im W are derived by a recursive subspace iteration in ﬁnitely many steps. If the pencil is real,
rational or symbolic, then all calculation remain real, rational or symbolic, resp.
Moreover, the quasi-Weierstraß form may be used to derive chains of generalized eigenvectors at
ﬁnite and inﬁnite eigenvalues of the pencil A − E∂ which then constitute a basis transforming the
pencil into the classical Weierstraß form. This derivation allows to view the Weierstraß form as a
generalized Jordan form.
Many results of the present note can, more or less implicitly, be found in the literature; we refer to
them. However, our contribution may offer a new view which leads to a simple and coherent analysis
of matrix pencils and DAEs.
The paper is organized as follows. In Section 2.1, we study the unifying tool of Wong sequences
leading to vector spaces V∗ andW∗; the latter constitute a basis transformation to convert the pencil
A − E∂ into quasi-Weierstraß form. In Section 2.2, the relationship between the Drazin inverse and
the quasi-Weierstraß form is shown. In Section 2.3, we present a vector space isomorphism between
V∗ and the space of all solutions of Ex˙ = Ax. This is then also used to derive, in terms of the matrices
in the quasi-Weierstraß form, a Variation-of-Constants variant for inhomogeneous DAEs Ex˙ = Ax + f .
In Section 3.1, we consider chains of generalized eigenvectors at ﬁnite and inﬁnite eigenvalues of
the pencil A − E∂ . The main result in this section is that V∗ can be decomposed into the direct sum of
Gλi ’s, the vector spaces spanned by generalized eigenvectors at ﬁnite eigenvalue λi. As an immediate
consequence, A − E∂ can be represented in terms of generalized eigenvectors and this is a generalized
Jordan form for A − E∂ , the Weierstraß form. Finally we show that the chains at ﬁnite eigenvalues
constitute basis functions spanning the solution space of Ex˙ = Ax.
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2. The quasi-Weierstraß form
In this sectionwe derive, viaWong sequences, the quasi-Weierstraß form for regularmatrix pencils
A − E∂ ∈ Kn×n[∂]. This will be applied to characterize the solution space of the DAE Ex˙ = Ax and to
derive a Variation-of-Constants formula for inhomogeneous DAEs Ex˙ = Ax + f . All results hold forK
eitherQ,R orC, unless stated otherwise.
2.1. The Wong sequences and the quasi-Weierstraß form
The following sequences of nested subspaces have been introduced in [26]. Apart from very few
exceptions, the fundamental role of the Wong sequences has not been realized – neither in the Linear
Algebra nor in the DAE community. The Wong sequences are the key to the quasi-Weierstraß form. In
[18] the sequence (2.1) is introduced as a “fundamental geometric tool" in studying some properties
of DAEs, but its potential is not fully exploited. In [17] the sequence (2.1), but not (2.2), is considered
for constructing projection operators to derive a decoupling of (1.1); in the notation of [17, p. 125] it is
Vi = πxGi−1 = Mi−1. Related results on the spaces Vi are considered for abstract inﬁnite dimensional
linear operators in [23, Section 3]. Some geometric results are derived in [6] via theWong sequences. A
differential geometry approach is pursued in [24] for deriving amore sophisticatedWeierstraß form; in
the notation on p. 83 it is Vi = Mi; however, the complementary subspaces (2.2) are different. On page
453 in [20] the quasi-Weierstraß form is derived via the Wong sequences, however the presentation
is rather short.
Deﬁnition 2.1 (Wong sequences [26]). Let A − E∂ ∈ Kn×n[∂]. Then the sequences of subspaces
V0 :=Kn , Vi+1 :=A−1(EVi) ∀i ∈ N, (2.1)
W0 :={0}, Wi+1 :=E−1(AWi) ∀i ∈ N (2.2)
are calledWong sequences.
It is easy to see that the Wong sequences are nested, terminate and satisfy
∃ k∗ ∈ N ∀ j ∈ N : V0 V1 · · · Vk∗ = Vk∗+j =: V∗ = A−1(EV∗) ⊇ ker A,
∃ ∗ ∈ N ∀ j ∈ N : W0 ⊆ ker E = W1 · · ·W∗ = W∗+j =: W∗ = E−1(AW∗) ,
}
(2.3)
AV∗ ⊆ EV∗ and EW∗ ⊆ AW∗. (2.4)
Before we derive some elementary properties of the Wong sequences, a motivation in terms of the
DAE (1.1) may be warranted.
Remark2.2 (Motivation of theWong sequences). Suppose x(·):R → Kn is a classical (i.e. differentiable)
solutionof (1.1). Invoking thenotationas in (2.1) and (2.4) and the simpleproperty that the linear spaces
Vi are closed and thus invariant under differentiation, the following implications hold for all t ∈ R:
x(t) ∈ Kn = V0 ⇒ x˙(t) ∈ V0 (1.1)⇒ x(t) ∈ A−1(EV0) = V1
⇒ x˙(t) ∈ V1 (1.1)⇒ x(t) ∈ A−1(EV1) = V2⇒ etc.
Therefore, after ﬁnitely many iterations it is established that the solution x(·) must evolve in V∗, i.e.
x(t) ∈ V∗ for all t ∈ R.
The sequence ofW ′i s in (2.2) consists of complementary subspaces in the sense of (2.5). Although it
may be that Vi ∩ Wi  {0} as long as i ∈ {1, . . . , k∗ − 1} (see Example 2.5), we can show (see Propo-
sition 2.4 (ii)) that ﬁnally V∗ ⊕ W∗ = Kn and thus any non-trivial x(·) does not intersect withW∗.
In the followingLemma2.3 someelementarypropertiesof theWongsequencesarederived, theyare
essential for proving basic properties of the subspaces V∗ andW∗ in Proposition 2.4. These results are
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inspired by the observation of Campbell [7, p. 37] who proves, forK = C, that the space of consistent
initial values is given by im
(
(A − λE)−1E
)ν
for any λ ∈ C\spec(A − E∂) and ν ∈ N the index of the
matrix (A − λE)−1E, [7, p. 7]. However, Campbell did not consider the Wong sequences explicitly.
Lemma 2.3 (Properties of Vi and Wi). If A − E∂ ∈ Kn×n[∂] is regular, then the Wong sequences (2.1)
and (2.2) satisfy
∀λ ∈ K\spec(A − E∂) ∀i ∈ N : Vi = im
(
(A − λE)−1E
)i
, Wi = ker
(
(A − λE)−1E
)i
.
In particular,
∀i ∈ N : dim Vi + dimWi = n. (2.5)
Proof. Since A − E∂ ∈ Kn×n[∂] is regular, let
Ê :=(A − λE)−1E, for arbitrary but ﬁxed λ ∈ K\spec(A − E∂). (2.6)
Step 1:We prove by induction: Vi = im Êi for all i ∈ N.
Clearly, V0 = Kn = im Ê0. Suppose that im Êi = Vi holds for some i ∈ N.
Step 1a:We show: Vi+1 ⊇ im Êi+1.
Let x ∈ im Êi+1 ⊆ im Êi. Then there exists y ∈ im Êi such that x=(A − λE)−1Ey. Therefore, (A −
λE)x=Ey=E(y + λx − λx) and so, for ŷ :=y + λx∈ im Êi=Vi, we haveAx=Eŷ. This implies x∈V i+1.
Step 1b:We show: Vi+1 ⊆ im Êi+1.
Let x ∈ Vi+1 and choose y ∈ Vi such that Ax=Ey. Then (A − λE)x = E(y − λx) or, equivalently,
x = (A − λE)−1E(y − λx). From x ∈ Vi+1 ⊆ Vi it follows that y − λx ∈ Vi= im Êi and therefore x ∈
im Êi+1.
Step 2:We prove by induction:Wi = ker Êi for all i ∈ N.
Clearly,W0 = {0} = ker Ê0. Suppose that ker Êi = Wi for some i ∈ N.
First observe that (I + λÊ) restricted to ker Êi is an operator (I + λÊ) : ker Êi → ker Êi with inverse∑i−1
j=0(−λ)jÊj . Thus the following equivalences hold
x ∈ Wi+1 ⇐⇒ ∃ y ∈ Wi : Ex = Ay = (A − λE)y + λEy
⇐⇒ ∃ y ∈ Wi = ker Êi : Êx = (I + λÊ)y =: ŷ
⇐⇒ ∃ ŷ ∈ ker Êi : Êx = ŷ
⇐⇒ x ∈ ker Êi+1. 
Next we prove important properties of the subspaces V∗ and W∗, some of which can be found in
[26], but the present presentation is more straightforward.
Proposition 2.4 (Properties of V∗ andW∗). If A − E∂ ∈ Kn×n[∂] is regular, then V∗ andW∗ as in (2.3)
satisfy:
(i) k∗ = l∗, where k∗, l∗ are given in (2.3),
(ii) V∗ ⊕ W∗ = Kn,
(iii) ker E ∩ V∗ = {0} and ker A ∩ W∗ = {0} and ker E ∩ ker A = {0} .
Proof
(i) : This is a consequence of (2.5).
(ii) : In view of (2.5), it sufﬁces to show that V∗ ∩ W∗ = {0}.
Using the notation as in (2.6), we may conclude: If x ∈ V∗ ∩ W∗ = im Êk∗ ∩ ker Êk∗ , then there
exists y ∈ Kn such that x = Êk∗y and so 0 = Êk∗x = (̂Ek∗)2y = Ê2k∗y ,whence, in view of y ∈
ker Ê2k
∗ = ker Êk∗ , 0 = Êk∗y = x.
(iii) : This is a direct consequence from (2.3) and (ii). 
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Example 2.5 (Regular pencil). Consider the linear pencil A − E∂ ∈ K4×4[∂] given by
A:=
⎡⎢⎢⎣
3 0 1 0
0 2 2 −1
1 2 3 0
0 −1 0 2
⎤⎥⎥⎦ , E :=
⎡⎢⎢⎣
1 −1 −3 0
0 2 0 −1
−3 −1 1 2
−2 −2 0 2
⎤⎥⎥⎦ .
Since det(A − E∂) = 36 ∂ (∂ − 1), the pencil is regular and not equivalent to an ordinary differential
equation. A straightforward calculation gives
V1 = im
⎡⎢⎢⎣
1 0 0
0 1 0
0 0 1
1 1 1
⎤⎥⎥⎦ , W1 = ker E = im
⎡⎢⎢⎣
1
1
0
2
⎤⎥⎥⎦
and
V2 = im V, where V :=
⎡⎢⎢⎣
1 0
0 2
−1 −1
0 1
⎤⎥⎥⎦, W2 = im W, whereW :=
⎡⎢⎢⎣
1 0
0 1
1 −1
0 2
⎤⎥⎥⎦.
Both sequences terminate after these two iterations and thereforeV∗ = V2,W∗ = W2 and k∗ = ∗ =
2. The statements of Proposition 2.4 and (2.4) are readily veriﬁed. Finally, we stress, in view of (2.5),
that for this example
V1 ∩ W1 = W1  {0}.
We are now in a position to state the main result of this note: The Wong sequences Vi and Wi,
converging in ﬁnitely many steps to the subspaces V∗ and W∗, constitute a transformation of the
original pencil A − E∂ into two decoupled pencils. Something which could be interpreted as a quasi-
Weierstraß form is implicitly hidden in the proof of [26, Corollary 3.3].
Theorem 2.6 (The quasi-Weierstraß form). Consider a regular matrix pencil A − E∂ ∈ Kn×n[∂] and
corresponding spaces V∗ andW∗ as in (2.3). Let
n1 := dim V∗, V ∈ Kn×n1 : im V = V∗ and
n2 :=n − n1 = dimW∗, W ∈ Kn×n2 : im W = W∗.
Then [V,W] and [EV, AW] are invertible and transform A − E∂ into the quasi-Weierstraß form
[EV, AW]−1 (A − E∂) [V,W] =
([
J 0
0 In2
]
−
[
In1 0
0 N
]
∂
)
(2.7)
for some J ∈ Kn1×n1 , N ∈ Kn2×n2 so that Nk∗ = 0 for k∗ as given in (2.3).
Before we prove Theorem 2.6, some comments may be warranted.
Remark 2.7 (The quasi-Weierstraß form). Let A − E∂ ∈ Kn×n[∂] be a regular matrix pencil and use the
notation from Theorem 2.6.
(i) It is immediate, and will be used in later analysis, that (2.7) is equivalent to
AV = EVJ and EW = AWN (2.8)
and to
E = [EV, AW]
[
I 0
0 N
]
[V,W]−1 and A = [EV, AW]
[
J 0
0 I
]
[V,W]−1. (2.9)
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(ii) If (2.8) is solvable and if [EV, AW] is invertible, then it is straightforward to see that J and N in
(2.8), or equivalently in (2.7), are uniquely given by
J :=(EV)+AV and N :=(AW)+EW, resp. (2.10)
(iii) The spaces V∗ and W∗ determine uniquely – up to similarity – the solutions J and N of (2.7),
resp. More precisely, let
V̂ ∈ Kn×n1 : im V̂ = V∗ and Ŵ ∈ Kn×n2 : im Ŵ = W∗.
Then
∃ S ∈ Kn1×n1 invertible : VS = V̂ and ∃ T ∈ Kn2×n2 invertible : WT = Ŵ
and a simple calculation yields that J and N are similar to
(EV̂)+AV̂ = S−1JS and (AŴ)+EŴ = T−1NT, resp.
(iv) If det E = 0, then V∗ = Vi = Kn andW∗ = Wi = {0} for all i ∈ N.
Therefore
E−1 (A − E∂) = (E−1A − I∂)
is in quasi-Weierstraß form.
(v) LetK = C. In view of (iii), the matrices V andW may always be chosen so that J and N in (2.7)
are in Jordan form, in this case (2.7) is said to be in Weierstraß form.
(vi) ForK = C, there are various numerical methods available to calculate theWeierstraß form, see
e.g. [2]. However, since the quasi-Weierstraß form does not invoke any eigenvalues and eigen-
vectors (here only the decoupling (2.7) and J and N without any special structure is important)
the abovementioned algorithms are “too expensive”. To calculate the subspaces (2.1) and (2.2) of
the Wong sequences, one may use methods to obtain orthogonal basis for deﬂating subspaces;
see for example [4,9].
Furthermore, the quasi-Weierstraß form – in contrast to the Weierstraß form – allows to con-
sider matrix pencil over rational or even symbolic rings and the algorithm is still applicable. In
fact, we will show in Proposition 2.10 that the number of subspace iterations equals the index of
the matrix pencil; hence in many practical situations only one or two iterations must be carried
out.
Proof of Theorem 2.6. Invertibility of [V,W] follows from Proposition 2.4 (ii). Suppose
[EV, AW]
(
α
β
)
= 0 for some α ∈ Kn1 , β ∈ Kn2 .
Then Vα ∈ V∗ ∩ ker E andWβ ∈ W∗ ∩ ker A, and thus Proposition 2.4 (iii) gives Vα = 0 andWβ =
0. Since V and W have full column rank, we conclude α = 0 and β = 0, and therefore [EV, AW] is
invertible and the inverse in (2.7) is well deﬁned.
The subset inequalities (2.4) imply that (2.8) is solvable and (2.7) holds.
It remains to prove that N is nilpotent. To this end we show
∀i ∈ {0, . . . , k∗} : im WNi ⊆ Wk∗−i . (2.11)
The statement is clear for i = 0. Suppose, for some i ∈ {0, . . . , k∗ − 1}, we have
im WNi ⊆ Wk∗−i . (2.12)
Then
im AWNi+1 (2.8)= im EWNi (2.12)⊆ EWk∗−i
(2.2)⊆ AWk∗−i−1
and, by invoking Proposition 2.4 (iii),
im WNi+1 ⊆ Wk∗−i−1.
This proves (2.11).
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Finally, (2.11) for i = k∗ together with the fact thatW has full column rank andW0 = {0}, implies
that Nk
∗ = 0. 
Example 2.8 (Example 2.5 revisited). For V andW as deﬁned in Example 2.5 we have
[V,W] =
⎡⎢⎢⎣
1 0 1 0
0 2 0 1
−1 −1 1 −1
0 1 0 2
⎤⎥⎥⎦ and [EV, AW] =
⎡⎢⎢⎣
4 1 4 −1
0 3 2 −2
−4 −1 4 −1
−2 −2 0 3
⎤⎥⎥⎦
and the corresponding transformation of (2.7) shows that a quasi-Weierstraß form of this example is
given by[
J 0
0 I2
]
−
[
I2 0
0 N
]
∂ where J := 1
3
[
2 1
−2 1
]
, N := 2
3
[−1 1
−1 1
]
.
It follows from Remark 2.7 (iii) that the following deﬁnition of the index of a regular pencil is well
deﬁned since it does not depend on the special choice of N in the quasi-Weierstraß form.
Deﬁnition 2.9 (Index of A − E∂). Let A − E∂ ∈ Kn×n[∂] be regular matrix pencil and consider the
quasi-Weierstraß form (2.7). Then
ν∗ :=
{
min{ν ∈ N|Nν = 0}, if N exists
0, otherwise
is called the index of A − E∂ .
The classical deﬁnition of the index of a regular matrix pencil (see e.g. [10, Deﬁnition 2.9]) is via
the Weierstraß form. However, invoking Remark 2.7 (v), we see that ν∗ in Deﬁnition 2.9 is the same
number.
Proposition 2.10 (Index of A − E∂). If A − E∂ ∈ Kn×n[∂] is regular, then the Wong sequence in (2.2)
and W and N as in Theorem 2.6 satisfy
∀i ∈ N : Wi = W ker Ni . (2.13)
This implies that ν∗ = k∗; i.e. the index ν∗ coincides with k∗ determined by the Wong sequences in (2.3).
Proof. We use the notation as in Theorem 2.6 and also the following simple formula
∀i ∈ N :
[
I 0
0 N
]−1 [
J 0
0 I
] ( {0n1}
ker Ni
)
=
( {0n1}
ker Ni+1
)
. (2.14)
Next, we conclude, forW0 :={0},
∀i ∈ N \ {0} : Ŵi := [V,W]−1Wi
(2.3)= [V,W]−1E−1AWi−1 (2.9)=
[
I 0
0 N
]−1
[EV, AW]−1A[V,W]Ŵi−1
=
⎛⎝[ I 0
0 N
]−1 [
J 0
0 I
]⎞⎠ · · ·
⎛⎝[ I 0
0 N
]−1 [
J 0
0 I
]⎞⎠
︸ ︷︷ ︸
itimes
Ŵ0
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(2.14)=
⎛⎝[ I 0
0 N
]−1 [
J 0
0 I
]⎞⎠ · · ·
⎛⎝[ I 0
0 N
]−1 [
J 0
0 I
]⎞⎠
︸ ︷︷ ︸
(i−1)times
({0n1}
ker N
)
(2.14)=
( {0n1}
ker Ni
)
and hence (2.13). 
Example 2.11 (Example 2.5 and 2.8 revisited). ForW and N as deﬁned in Example 2.5 and 2.8, resp., we
see that N2 = 0 and conﬁrm the statement of Proposition 2.10:
W ker N = W im
[
1
1
]
= im
⎡⎢⎢⎣
1
1
0
2
⎤⎥⎥⎦ = W1.
An immediate consequence of the quasi-Weierstraß form (2.7) is
det(A − E∂) = det([EV, AW]) det(J − I∂) det(I − N∂) det([V,W]−1),
and since any nilpotent matrix N satisﬁes det(I − N∂) = 1, we arrive at the following corollary.
Corollary 2.12. Suppose A − E∂ ∈ Kn×n[∂] is a regular matrix pencil. Then, using the notation of
Theorem 2.6, we have:
(i) det(A − E∂) = c det(J − In1∂) for c := det([EV, AW]) det([V,W]−1) /= 0,
(ii) spec(A − E∂) = spec(J − In1∂),
(iii) dim V∗ = deg (det(A − E∂)) .
In the remainder of this subsection we characterize V∗ in geometric terms as a largest subspace.
[6] already stated that V∗ is the largest subspace such that AV∗ ⊆ EV∗.
Proposition 2.13 (V∗ largest subspaces). Let A − E∂ ∈ Kn×n[∂] be a regular matrix pencil. Then V∗
determined by the Wong sequences (2.3) is the largest subspace ofKn such that AV∗ ⊆ EV∗.
Proof. We have to show that any subspace U ⊆ Kn so that AU ⊆ EU satisﬁes U ⊆ V∗. Let u0 ∈ U .
Then
∃ u1, . . . , uk∗ ∈ U ∀ i = 1, . . . , k∗ : Aui−1 = Eui .
By Theorem 2.6,
∃α0, . . . ,αk∗ ∈ Kn1 ∃β0, . . . ,βk∗ ∈ Kn2 ∀i = 0, . . . , k∗ : ui = [V,W]
(
αi
βi
)
and hence
∀ i = 1, . . . , k∗ : A[V,W]
(
αi−1
βi−1
)
= E[V,W]
(
αi
βi
)
or, equivalently,
∀i = 1, . . . , k∗ : [EV, AW]
(−αi
βi−1
)
= [AV, EW]
(−αi−1
βi
)
(2.8)= [EV, AW]
[
J 0
0 N
] (−αi−1
βi
)
;
since [EV, AW] is invertible, we arrive at
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∀ i = 1, . . . , k∗ : βi−1 = Nβi
and therefore
β0 = Nβ1 = · · · = Nk∗βk∗ = 0.
This yields u0 = Vα0 ∈ im V = V∗ and proves U ⊆ V∗. 
2.2. The Drazin inverse
It is well known [7,10] that the solution of the inhomogeneous differential algebraic equation
Ex˙ = Ax + f can be expressed – provided E and A commute – in terms of the Drazin inverses ED and
AD of E and A, resp. We will show that the Drazin inverses may be determined in terms of V andW of
the quasi-Weierstraß form if EA = AE.
First, we recall the well known deﬁnition of the Drazin inverse, see e.g. [21, p. 114].
Deﬁnition 2.14 (Drazin inverse). ForM ∈ Kn×n, the matrixMD ∈ Kn×n is called Drazin inverse of M if,
and only if,
MDM = MMD ∧ MDMMD = MD ∧ ∃ ν ∈ N : MDMν+1 = Mν . (2.15)
Deﬁnition 2.14 is, on ﬁrst sight, more general than [10, Deﬁnition 2.17]. However, existence of a
Drazin inverse according to Deﬁnition 2.14 follows for everyM ∈ Kn×n as in the proof of [10, Theorem
2.19]. To showuniqueness ofMD forM ∈ Kn×n, consider twoDrazin inversesMD1 andMD2 ofM ∈ Kn×n
with ν1, ν2 satisfying the third condition in Deﬁnition 2.14, resp. Then, the same idea as in the proof
of [10, Theorem 2.19] yieldsMD1 = MD2 .
Finally, existence and uniqueness of the Drazin inverse show that Deﬁnition 2.14 and [10, Deﬁnition
2.17] coincide.
Proposition 2.15 (Drazin inverses of E and A). Consider a regular matrix pencil A − E∂ ∈ Kn×n[∂] and
the quasi-Weierstraß form (2.7). If EA = AE, then the Drazin inverses of E and A are given by
ED = [V,W]
[
In1 0
0 0
]
[EV, AW]−1 and AD = [V,W]
[
JD 0
0 In2
]
[EV, AW]−1, resp. (2.16)
The proof of Proposition 2.15 is based on the following observation for the subspaces V∗ andW∗ if
E and A commute.
Lemma 2.16. Consider a regular matrix pencil A − E∂ ∈ Kn×n[∂] and let V∗ and W∗ be given by (2.3).
Then
AE = EA ⇒ EV∗ = V∗ ∧ AW∗ = W∗.
Proof. We use the notation as in Theorem 2.6. To prove EV∗ = V∗, note that in view of the full rank of
EV it sufﬁces to show that
∀i ∈ N : EVi ⊆ Vi . (2.17)
The claim holds for i = 0. Suppose it holds for some i ∈ N. Then the following implications are valid
x ∈ EVi+1 (2.1)⇒ ∃ y ∈ Vi+1 : x = Ey ∧ ∃ z ∈ Vi : Ay = Ez
⇒ Ax = AEy = EAy = E(Ez), where Ez ∈ Vi by induction hypothesis
(2.1)⇒ x ∈ Vi+1
Therefore, EV∗ ⊆ V∗. The equality AW∗ = W∗ follows analogously and is omitted. 
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Proof of Proposition 2.15.Weuse the notation as in Theorem2.6. To show the properties of the Drazin
inverse, ﬁrst note that Lemma 2.16 yields
∃ invertible matrices C1 ∈ Rn1×n1 , C2 ∈ Rn2×n2 : [EV, AW] = [V,W]
[
C1 0
0 C2
]
(2.18)
and therefore, in view of EA = AE, the matrices J and C1 as well as N and C2 commute:[
C1J 0
0 NC2
]
=
[
I 0
0 N
] [
C1 0
0 C2
] [
J 0
0 I
]
(2.18)=
[
I 0
0 N
]
[V,W]−1[EV, AW]
[
J 0
0 I
]
(2.9)= [EV, AW]−1EA[V,W] = [EV, AW]−1AE[V,W]
(2.9)=
[
J 0
0 I
]
[V,W]−1[EV, AW]
[
I 0
0 N
]
(2.18)=
[
J 0
0 I
] [
C1 0
0 C2
] [
I 0
0 N
]
=
[
JC1 0
0 C2N
]
. (2.19)
Furthermore, by (2.9), for all i 1,
Ei = [EV, AW]
[
C
i−1
1 0
0 C
i−1
2 N
i
]
[V,W]−1 ∧ Ai = [EV, AW]
[
Ji−1Ci−11 0
0 C
i−1
2
]
[V,W]−1.
(2.20)
Step 1:We show that ED is the Drazin inverse of E.
Invoking (2.9) and (2.18), it is easy to see that EDE = EED and EDEED = ED. Finally, for k∗ as in (2.3)
and invoking Nk
∗ = 0,
EDEk
∗+1 (2.20)= [V,W]
[
I 0
0 0
] [
Ck
∗
1 0
0 0
]
[V,W]−1
(2.18)= [EV, AW]
[
C
k∗−1
1 0
0 0
]
[V,W]−1 (2.20)= Ek∗ .
Step 2:We show that AD is the Drazin inverse of A
First note that Deﬁnition 2.14 yields C
−1
1 J
DC1 = (C−11 JC1)D (2.19)= JD and applying (2.19) again gives
C
−1
1 J
DJC1 = C−11 JJDC1 = JC−11 JDC1 = JJD (2.21)
and so
ADA
(2.9)=
(2.18)
[EV, AW]
[
C
−1
1 JJ
DC1 0
0 I
]
[EV, AW]−1 = [EV, AW]
[
C
−1
1 J
DJC1 0
0 I
]
[EV, AW]−1
(2.21)= [EV, AW]
[
JDJ 0
0 I
]
[EV, AW]−1 (2.9)=
(2.18)
AAD.
It is easy to see that ADAAD = AD and, for ν ∈ N such that JDJν+1 = Jν , we arrive at
ADAν+1 (2.20)= [V,W]
[
JDJνCν1 J
D 0
0 Cν2
]
[V,W]−1
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(2.19)= [V,W]
[
C1 0
0 C2
] [
Jν−1Cν−11 0
0 C
ν−1
2
]
[V,W]−1 (2.20)=
(2.18)
Aν .
This completes the proof of the proposition. 
2.3. Differential algebraic equations
In this section we consider, for the matrix pencil A − E∂ ∈ Kn×n[∂], the initial value problem
Ex˙ = Ax, x(0) = x0, (2.22)
where x0 ∈ Kn.
A solution of the initial value problem (2.22) is a differentiable function x(·) : I → Kn which solves
(2.22) for all t ∈ I, I ⊆ R an interval, and x(0) = x0; the solution is called global if, and only if, I = R.
The main result of this subsection is the vector space isomorphism between the global behaviour
of (2.22), i.e.
ker
(
A − E d
dt
)
:=
{
x : R → Kn | x(·) is differentiable and solves
(
A − E d
dt
)
x(t) = 0 for all t ∈ R
}
and the set of consistent initial values, i.e. the set of all x0 ∈ Kn such that (2.22) has a global solution.
We apply the quasi-Weierstraß form (2.7) to formulate and prove this result; a similar result is in [11,
Theorem 1].
Theorem 2.17 (Vector space isomorphism). Suppose that A − E∂ ∈ Kn×n[∂] is a regular matrix pencil
and use the notation from Theorem 2.6. Let V+W :=[I, 0][V,W]−1, then the linear map
ϕ: V∗ → ker
(
A − E d
dt
)
, x0 →
(
t → VeJt V+Wx0
)
is a vector space isomorphism.
Proof. Note that V
+
Wx
0 = V+x0 for any x0 ∈ V∗ and
η0 :=V+x0 is the unique solution of Vη0 = x0,
and therefore,
x(t) = VeJt V+x0 = VeJt η0 ∀t ∈ R.
Step 1: It follows from
Ax(t) = AVeJtη0 (2.8)= EVJeJtη0 = Ex˙(t) ∀t ∈ R
that x(·) ∈ ker
(
A − E d
dt
)
.
Step 2: It is immediate from Remark 2.7 (iii) that ϕ is well deﬁned, that means it does not depend on
the special choice of V .
Step 3: We show that ϕ(·) is surjective. It follows from Theorem 2.6 that
x(·) ∈ ker
(
A − E d
dt
)
⇐⇒ [V,W]−1x(·) =
(
z1(·)
z2(·)
)
solves z˙1 = Jz1, Nz˙2 = z2 .
Therefore, z2(·) ≡ 0 and x(·) = Vz1(·), and we arrive at ϕ(Vz1(0))(·) = x(·).
Step 4: We show that ϕ(·) is injective. Let x1, x2 ∈ V∗ such that ϕ(x1) = ϕ(x2). Choose unique
ηi = V+xi such that Vηi = xi, for i = 1, 2 resp. Then
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x1 = VV+Vη1 = VV+x1 = ϕ(x1)(0) = ϕ(x2)(0) = VV+Vη2 = x2.
This completes the proof. 
Remark 2.18. As mentioned in the proof of Theorem 2.17, V+ and V+W act identically on V∗. Thus it
might seem artiﬁcial to deﬁne ϕ in terms of V+W instead of the standard pseudo inverse V+. However,
if x0 is not a consistent initial value, then the formula for ϕ with V+W yields the unique solution for the
inconsistent initial value problem. For more details see [22, Section 4.2.2].
The following (well known) statements of Corollary 2.19 are an immediate consequence of
Theorem 2.17.
Corollary 2.19. For any regular matrix pencil A − E∂ ∈ Kn×n[∂] we have:
(i) V∗ =
{
x0 ∈ Kn | exists a global solution x(·) of Ex˙ = Ax, x(0) = x0
}
with dimension dim ker
(
A − E d
dt
)
= deg(det(A − E∂)).
(ii) Any global solution x(·) of the initial value problem (2.22) satisﬁes for all t ∈ R : x(t) ∈ V∗ .
(iii) Any local solution x(·): I → Kn of (2.22) on an interval I ⊆ R can be uniquely extended to a global
solution onR; any global solution of the initial value problem (2.22) is unique.
In the remainder of this sectionwe show that the solution formula in Theorem2.17 can be extended
to inhomogeneous DAEs initial value problems
Ex˙ = Ax + f , x(0) = x0, (2.23)
where x0 ∈ Kn, A − E∂ ∈ Kn×n[∂] is regular and f : R → Kn sufﬁciently often differentiable. It is a
variant of the Variation-of-Constants formula for ordinary differential equations.
Proposition 2.20 (Solution to the inhomogeneous DAE). Let A − E∂ ∈ Kn×n[∂] be a regular matrix
pencil, use the notation from Theorem 2.6, let f :R → Kn be k∗-times continuously differentiable and
deﬁne (
fV (·)
fW (·)
)
:=[EV, AW]−1f (·), where fV (t) ∈ Kn1 , fW (t) ∈ Kn2 for all t ∈ R. (2.24)
Then (2.23) has a solution if, and only if,
x0 + W
k∗−1∑
i=0
Nif
(i)
W (0) ∈ V∗. (2.25)
Any solution x(·) of (2.23) is global, unique and satisﬁes, for V+W :=[I, 0][V,W]−1,
x(t) = VeJtV+Wx0 +
∫ t
0 Ve
J(t−s)fV (s) ds − W
k∗−1∑
i=0
Nif
(i)
W (t), t ∈ R. (2.26)
Proof. Step 1:We show that x(·) as in (2.26) satisﬁes Ex˙(t) = Ax(t) + f (t) for all t ∈ R:
Ex˙(t) = EVJeJtV+Wx0 +
∫ t
0
EVJeJ(t−s)fV (s) ds + EVfV (t) −
k∗−1∑
i=0
EWNif
(i+1)
W (t)
(2.8)=
Nk
∗=0
AVeJtV+Wx0 +
∫ t
0
AVeJ(t−s)fV (s) ds + EVfV (t) + AWfW (t) −
k∗−1∑
i=0
AWNif
(i)
W (t)
(2.24)= Ax(t) + f (t).
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Step 2: We show that x(0) = x0 for x(·) as in (2.26) if, and only if, (2.25) holds. Choose α ∈ Kn1 and
β ∈ Kn2 such that x0 + W ∑k∗−1i=0 Nif (i)W (0) = Vα + Wβ . In view of V+WW = 0 and V+WV = I,
x(0) = VV+Wx0 −
k∗−1∑
i=0
WNif
(i)
W (0)
= VV+WVα + VV+WWβ − VV+WW
k∗−1∑
i=0
Nif
(i)
W (0) −
k∗−1∑
i=0
WNif
(i)
W (0)
= Vα −
k∗−1∑
i=0
WNif
(i)
W (0) = x0 − Wβ.
SinceW has full column rank, x(0) = x0 if, and only if, β = 0. This shows (2.25).
Step 3: Finally, we show that any solution x(·) of (2.23) can be written in the form (2.26). Let
z(t):=VeJtV+Wx0 +
∫ t
0
VeJ(t−s)fV (s) ds − W
k∗−1∑
i=0
Nif
(i)
W (t), t ∈ R.
Then z(·) solves, by Step 2, the inhomogeneous DAE
z˙ = Az + f (t), z(0) = VV+Wx0 − W
k∗−1∑
i=0
Nif
(i)
W (0)
and (x − z)(·) solves the homogeneous DAE
E
d
dt
(x − z) = A(x − z), (x − z)(0) = x0 − VV+Wx0 + W
k∗−1∑
i=0
Nif
(i)
W (0). (2.27)
Since Corollary 2.19 (iii) gives (x − z)(0) ∈ V∗, and since x0 − VV+Wx0 = [0, W][V,W]−1x0 ∈ W∗, we
conclude from (2.27) that (x − z)(0) ∈ V∗ ∩ W∗ = {0}. Therefore, a repeated application of Corollary
2.19 yields x(·) ≡ z(·). This concludes the proof. 
Remark2.21 (Solution formula in terms ofDrazin inverse). It iswell known, see for example [10, Theorem
2.29] that for any regularA − E∂ ∈ Cn×n[∂] such thatEA = AE, the solutionof (2.23)maybeexpressed
in terms of the Drazin inverses of E and A. So alternatively to (2.26) we have
x(t) = eEDAtEDEx0 +
∫ t
0
eE
DA(t−s)f (s) ds −
(
I − EDE
) k∗−1∑
i=0
(EAD)iADf (i)(t), t ∈ R, (2.28)
where k∗ is determined in (2.3) (see also Proposition 2.10) and the Drazin inverses are given
in (2.16).
The solution formula (2.26) compares favourably to (2.28): The latter Drazin inverse approach relies
on EA = AE which, if not satisﬁed, requires to transform the system (2.23) to
Ê :=(A − λE)−1E, Â:=(A − λE)−1A, f̂ (·):=(A − λE)−1f (·) for any λ /∈ spec(A − E∂).
Then Ê and Â commute and the solution of (2.23) is identical to the solution of Êx˙ = Âx + f̂ , x(0) =
x0. However, the matrix multiplication with the inverse (A − λE)−1 may be numerically question-
able and one may loose structural properties of E and A. Moreover, the Drazin inverses ÊD and ÂD
have to be computed. Whereas the former Wong sequence approach for (2.23) might require much
less computational effort. Furthermore, the quasi-Weierstraß form directly reveals the underlying
ODE (slow system) and the pure DAE (fast system); this is not the case for the Drazin inverse
approach.
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3. Chains of generalized eigenvectors
In Section 3.1we show that the generalized eigenvectors of a regular pencilA − E∂ ∈ Cn×n[∂] con-
stitute a basis which transforms A − E∂ intoWeierstraß form. From this point of view, theWeierstraß
form is a generalized Jordan form. The chains of eigenvectors and eigenspaces are derived in terms
of the matrices E and A; the quasi-Weierstraß form is only used in the proofs. This again shows the
unifying power of the Wong-sequences and allows for a “natural” proof of the Weierstraß form.
In Section 3.2 we show - by using results from Section 3.1 and so by using the Wong-sequences –
how the generalized eigenvectors constitute a basis of solutions for the DAE (1.1).
3.1. The Weierstraß form
We recall the well known concept of chains of generalized eigenvectors; see for fairly general
operator valued functions [16, (11.2)] for inﬁnite eigenvectors see [3, Deﬁnition 2] and also [14,15].
Note that eigenvalues and eigenvectors of real or rational matrix pencils are in general complex
valued, thus in the following we restrict the analysis to the caseK = C.
Deﬁnition 3.1 (Chains of generalized eigenvectors). Let A − E∂ ∈ Cn×n[∂] be a matrix pencil. Then
(v1, . . . , vk) ∈ (Cn\{0})k is called a chain (of A − E∂ at eigenvalue λ) if, and only if,
λ ∈ spec(A − E∂) : (A − λE)v1 = 0, (A − λE)v2 = Ev1, · · · (A − λE)vk = Evk−1
λ = ∞ : Ev1 = 0, Ev2 = Av1, · · · Evk = Avk−1,
}
(3.1)
the ith vector vi of the chain is called generalized eigenvector of order i at λ.
Note that (v1, . . . , vk) is a chain at λ ∈ spec(A − E∂) if, and only if, for all i ∈ {1, . . . , k},
AVi = EVi
λ 1
1
λ
where Vi :=[v1, . . . , vi] . (3.2)
Remark 3.2 (Linear relations). It may be helpful to consider the concept of generalized eigenvectors,
in particular for eigenvalues at ∞, from the viewpoint of linear relations, see e.g. [1]:
R ⊂ Cn × Cn is called a linear relation if, and only if, R is a linear space; its inverse relation is
R−1 :={(y, x) ∈ Cn × Cn| (x, y) ∈ R}, and the multiplication with a relation S ⊂ Cn × Cn is RS :=
{(x, y) ∈ Cn × Cn| ∃ z ∈ Cn : (x, z) ∈ S ∧ (z, y) ∈ R}. λ ∈ C is called an eigenvalue of a relation R
with eigenvector x ∈ Cn \ {0} if, and only if, (x, λx) ∈ R; see [19]. Clearly, λ /= 0 is an eigenvalue of
R if, and only if, 1/λ is an eigenvalue ofR−1; this justiﬁes to call∞ an eigenvalue ofR if, and only if,
0 is an eigenvalue ofR−1.
In the context of amatrix pencil A − E∂ ∈ Cn×n[∂], thematrices A and E induce the linear relations
A:={(x, Ax)| x ∈ Cn} and E :={(x, Ex)| x ∈ Cn} , resp.
and therefore,
E−1 = {(Ex, x)| x ∈ Cn}, A−1 = {(Ax, x)| x ∈ Cn} ,
E−1A = {(x, y) ∈ Cn × Cn| Ax = Ey} , A−1E = {(x, y) ∈ Cn × Cn| Ex = Ay} .
It now follows that
λ ∈ C is an eigenvalue of E−1A ⇐⇒ det(A − λE) = 0
∞ is an eigenvalue of E−1A ⇐⇒ 0 is an eigenvalue of A−1E
0 is an eigenvalue of A−1E ⇐⇒ E is not invertible.
In [19] also chains for relations are considered. In the context of the above example this reads:
v1, . . . , vk ∈ Cn \ {0} form a (Jordan) chain at eigenvalue λ ∈ C ∪ {∞} if, and only if,
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λ ∈ spec(A − E∂) : (v1, λv1), (v2, v1 + λv2), · · · (vk, vk−1 + λvk) ∈ E−1A
λ = ∞ : (0, v1), (v1, v2), · · · (vk−1, vk) ∈ E−1A
}
(3.3)
Obviously, (3.3) is equivalent to (3.1), but the formermaybeamore “natural” deﬁnition. Linear relations
have also been analysed and exploited for matrix pencils in [5].
In order to decompose V∗, we have to be more speciﬁc with the spaces spanned by generalized
eigenvectors at eigenvalues.
Deﬁnition 3.3 (Generalized eigenspaces). LetA − E∂ ∈ Cn×n[∂] be amatrix pencil. Then the sequences
of eigenspaces (of A − E∂ at eigenvalue λ) are deﬁned by G0λ :={0} and
∀ i ∈ N : Gi+1λ :=
⎧⎨⎩(A − λE)
−1(EGiλ), if λ ∈ spec(A − E∂)
E−1(AGiλ), if λ = ∞.
The generalized eigenspace (of A − E∂ at eigenvalue λ ∈ spec(A − E∂) ∪ {∞}) is deﬁned by
Gλ :=
⋃
i∈N
Giλ.
For the multiplicities we use the following notion
gm(λ):= dim G1λ is called the geometric multiplicity of λ ∈ spec(A − E∂) ∪ {∞},
am(λ):= multiplicity of λ ∈ spec(A − E∂) as a zero of det(A − E∂)
is called the algebraic multiplicity of λ,
am(∞):= n −∑λ∈spec(A−E∂) am(λ) = n − deg (det(A − E∂))
is called the algebraic multiplicity at ∞.
Readily veriﬁed properties of the eigenspaces are the following.
Remark 3.4 (Eigenspaces). For any regular A − E∂ ∈ Cn×n[∂] and λ ∈ spec(A − E∂) ∪ {∞}we have:
(i) For each i ∈ N, Giλ is the vector space spanned by the eigenvectors up to order i at λ.
(ii) ∃ p∗ ∈ N ∀ j ∈ N : G0λ · · · Gp−1λ  Gp
∗
λ = Gp
∗+j
λ .
The following result is formulated in terms of the pencil A − E∂ , its proof invokes the quasi-
Weierstraß form.
Proposition 3.5 (Eigenvectors and eigenspaces). Let A − E∂ ∈ Cn×n[∂] be regular.
(i) Every chain (v1, . . . , vk) at any λ ∈ spec(A − E∂) ∪ {∞} satisﬁes, for all i ∈ {1, . . . , k},
vi ∈ Giλ\Gi−1λ .
(ii) Let λ ∈ spec(A − E∂) ∪ {∞} and k ∈ N\{0}. Then for any v ∈ Gkλ\Gk−1λ , there exists a unique
chain (v1, . . . , vk) such that vk = v.
(iii) The vectors of any chain (v1, . . . , vk) at λ ∈ spec(A − E∂) ∪ {∞} are linearly independent.
(iv)
Gλ ⊆
{V∗, if λ ∈ spec(A − E∂),
W∗, if λ = ∞.
(v) ∀λ ∈ spec(A − E∂) ∪ {∞} : dim Gλ = am(λ).
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Proof. Invoking the notation of Theorem 2.6, we ﬁrst show that
∀ i ∈ N : Giλ =
{
V ker(J − λI)i, if λ ∈ spec(A − E∂),
Wi = W ker Ni, if λ = ∞. (3.4)
Suppose λ ∈ spec(A − E∂). We prove by induction that
∀i ∈ N : Giλ ⊆ V ker(J − λI)i. (3.5)
The claim is clear for i = 0. Suppose (3.5) holds for i = k − 1. Let vk ∈ Gkλ \ {0} and vk−1 ∈ Gk−1λ such
that (A − λE)vk = Evk−1. By Proposition 2.4(ii) we may set
vk = Vα + Wβ for unique α ∈ Cn1 , β ∈ Cn2 .
By (2.8), (A − λE)vk = Evk−1 is equivalent to
AW(I − λN)β = Evk−1 + EV(λI − J)α
and so, since by induction hypothesis
vk−1 ∈ Gk−1λ ⊆ V ker(J − λI)k−1 ⊆ V∗,
we conclude
W(I − λN)β ∈ A−1(EV∗) (2.1)= V∗.
Now Proposition 2.4(ii) yields, since W has full column rank, (I − λN)β = 0 and hence, since N is
nilpotent, β = 0. It follows from vk−1 ∈ V ker(J − λI)k−1 that there exists u ∈ Cn1 such that vk−1 =
Vu and (J − λI)k−1u = 0. Then EV(J − λI)α = EVu and Proposition 2.4 (iii) gives, since V has full
column rank, (J − λI)α = u. Therefore, vk = Vα and (J − λI)kα = 0, hence vk ∈ V ker(J − λI)k and
this completes the proof of (3.5).
Next we prove by induction that
∀i ∈ N : Giλ ⊇ V ker(J − λI)i. (3.6)
The claim is clear for i = 0. Suppose (3.6) holds for i = k − 1. Let vk ∈ ker(J − λI)k and vk−1 ∈
ker(J − λI)k−1 such that (J − λI)vk = vk−1. Since EV has full column rank, this is equivalent to
EV(J − λI)vk = EVvk−1 which is, by invoking (2.8), equivalent to (A − λE)Vvk = EVvk−1 and then
the induction hypothesis yields Vvk−1 ∈ Gk−1λ , thus having Vvk ∈ Gkλ. This proves (3.6) and completes
the proof of (3.4) for ﬁnite eigenvalues.
The statement ‘Wi = W ker Ni for all i ∈ N’ followsbyProposition2.10, and ‘Gi∞ = Wi for all i ∈ N’
is clear from the deﬁnition.
The Assertions (i)–(iv) follow immediately from (3.4) and the respective results of the classical
eigenvalue theory, see for example [13, Sections 12.5 and 12.7, 8, Section 4.6].
Assertion (v) is a consequence of Corollary 2.12 (i) and am(∞) = n − deg (det(A − E∂)) = n2.
This completes the proof of the proposition. 
An immediate consequence of Proposition 3.5 and (3.4) is the following Theorem3.6.We stress that
our proof relies essentially on the relationship between the eigenspaces of A − E∂ and the eigenspaces
of J − I∂ and N − I∂ where J and N are as in (2.7). Alternatively, we could prove Theorem 3.6 by using
chains and cyclic subspaces only, however the present proof via the quasi-Weierstraß form is shorter.
Theorem3.6 (Decompositionandbasis ofV∗). Let A − E∂ ∈ Cn×n[∂]be regular,λ1, . . . , λk the pairwise
distinct zeros of det(A − E∂) and use the notation of Theorem 2.6. Then
∀λ ∈ {λ1, . . . , λk} ∀j ∈ {1, . . . , gm(λ)} ∃ nλ,j ∈ N\{0} ∃ chain
(
v1λ,j , v
2
λ,j , . . . , v
nλ,j
λ,j
)
at λ :
Gλ =
gm(λ)⊕
j=1
im
[
v1λ,j , . . . , v
nλ,j
λ,j
]
︸ ︷︷ ︸
=:Vλ,j∈Cn×nλ,j
. (3.7)
4068 T. Berger et al. / Linear Algebra and its Applications 436 (2012) 4052–4069
and
V∗ = Gλ1 ⊕ Gλ2 ⊕ . . . ⊕ Gλk and W∗ = G∞ .
In Corollary 3.7 we show that the generalized eigenvectors of a regular matrix pencil A − E∂ at
the ﬁnite eigenvalues and at the inﬁnite eigenvalue constitute a basis which transforms A − E∂ into
the well knownWeierstraß form. So theWeierstraß form can be viewed as a generalized Jordan form.
This viewpoint is different to the proofs which can be found in papers or textbooks on DAEs, see for
example [10, Theorem 2.7].
Corollary 3.7 (Weierstraß form). Let A − E∂ ∈ Cn×n[∂] be regular, n1 := dim V∗, n2 :=n − n1 and
λ1, . . . , λk be the pairwise distinct zeros of det(A − E∂). Then we may choose
Vf := [Vλ1 ,1, . . . , Vλ1 ,gm(λ1), Vλ2 ,1, . . . , Vλ2 ,gm(λ2), . . . , Vλk,1, . . . , Vλk,gm(λk)] ,
V∞:= [V∞,1, . . . , V∞,gm(∞)] ,
where Vλi ,j consists of a chain at λi as in (3.7), j = 1, . . . , gm(λi), i = 1, . . . , k, resp. For any such Vf , V∞,
the matrices [Vf , V∞], [EVf , AV∞] ∈ Cn×n are invertible and transform the pencil A − E∂ intoWeierstraß
form, i.e.
[EVf , AV∞]−1(A − E∂)[Vf , V∞] =
([
J 0
0 In2
]
−
[
In1 0
0 N
]
∂
)
, (3.8)
where both J ∈ Cn1×n1 and N ∈ Cn2×n2 are in Jordan form and N is nilpotent.
Proof. The existence of Vf and V∞ satisfying the eigenvector conditions formulated in the corollary
follows from Theorem 2.6. In view of (3.2), it follows from the deﬁnition of chains that (3.8) holds for
some matrices J ∈ Cn1×n1 and N ∈ Cn2×n2 in Jordan form and nilpotent N. 
3.2. Differential algebraic equations – revisited
In the following proposition it is shown that the generalized eigenvectors at the ﬁnite eigenvalues of
a regular pencil A − E∂ ∈ Cn×n[∂] constitute a basis of solutions of ker
(
A − E d
dt
)
. This is known: see
for example [25, 16, Lemma 13.1, 12]. We give a short proof so that the present paper is self contained.
Proposition 3.8 (Chain). Consider a regular pencil A − E∂ ∈ Cn×n[∂]. Then (v1, . . . , vk) is a chain of
generalized eigenvectors at λ ∈ spec(A − E∂) if, and only if, the functions
xi(·):R → Cn, t → xi(t):=eλt [v1, . . . , vi]
(
ti−1
(i − 1)! , . . . ,
t
1
, 1
)
, i = 1, . . . , k
are linearly independent global solutions of Ex˙ = Ax.
Proof. Note that forNi :=
0 1
1
0
∈ Ri×i and Vi as in (3.2) we have, for all i ∈ {1, . . . , k} and all t ∈ R,
d
dt
ψi(t) = Ni ψi(t) for ψi(t):=
(
ti−1
(i − 1)! , . . . ,
t
1
, 1
)
and
E
d
dt
xi(t) = λeλtEViψi(t) + eλtEVi d
dt
ψi(t) = eλt [λEVi + EViNi] ψi(t) . (3.9)
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We are now ready to prove the proposition. Suppose (v1, . . . , vk) is a chain. Then (3.2) substituted into
(3.9) yields
∀i ∈ {1, . . . , k} ∀ t ∈ R : E d
dt
xi(t) = eλtAViψi(t) = Axi(t)
and all xi(·) are solutions. Linear independence of the solutions follows from [x1(0), . . . , xk(0)] =
[v1, . . . , vk] and v1, . . . , vk are linearly independent by Proposition 3.5 (iii).
Suppose next that x1(·), . . . , xk(·) are linearly independent solutions. Then v1 = x1(0), . . ., vk =
xk(0) are linearly independent and (3.9) gives
∀i ∈ {1, . . . , k} ∀ t ∈ R : EVi d
dt
ψi(t) = (A − λE) Viψi(t) .
Now differentiation of this equality and insertingψi(0) = ei,ψ(1)i (0) = ei−1, . . . ψ(i)i (0) = e1 yields
(3.2) for i = k and hence (v1, . . . , vk) is a chain. 
Proposition 3.8 could be used for analyzing asymptotic solution properties of Ex˙ = Ax, such as
stability; but this is not the topic of the present paper.
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