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a b s t r a c t
A t-wise balanced design is said to be resolvable if its block set can be partitioned into
parts (called resolution classes) such that each part is itself a partition of the point set.
It is uniform if all blocks in each resolution class have the same size. In this paper, it is
shown that a uniformly resolvable three-wise balanced design of order v with block sizes
four and six exists if and only if v is divisible by 4. These uniformly resolvable three-
wise balanced designs are also used to construct the infinite classes of resolvable maximal
packings (minimal coverings) of triples by quadruples of order v for v ≡ 0 (mod 24),
augmented resolvable Steiner quadruple systems of order v for v ≡ 26, 58, 74 (mod 96)
and (1, 2)-resolvable Steiner quadruple systems of order v for v ≡ 74 (mod 96).
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
A t-wise balanced design (tBD) is a pair (X,B), where X is a finite set of points andB is a set of subsets of X , called blocks
with the property that every t-element subset of X is contained in a unique block. A 2BD is usually called a pairwise balanced
design. If |X | = v and block sizes ofB are all from K , we denote the tBD by S(t, K , v). When K = {k}, we simply write k for
K . An S(t, k, v) is called a Steiner system. An S(3, 4, v) is called a Steiner quadruple system and denoted by SQS(v). Hanani [7]
showed that an SQS(v) exists if and only if v ≡ 2, 4 (mod 6).
An S(t, K , v) is said to be resolvable if its block set can be partitioned into parts (called resolution class) such that each
part is itself a partition of the point set. We simply refer to a resolvable S(t, K , v) as an RS(t, K , v). An RS(t, K , v) is said to
be uniform if all blocks in each resolution classes have the same size.We simply refer it to URS(t, K , v). Clearly, an RS(t, k, v)
is uniform. A resolvable SQS(v) is denoted by RSQS(v).
When t = 2, much work has been done on uniformly resolvable pairwise balanced designs, see [1]. However, for t > 2,
not much is known for uniformly resolvable t-wise balanced design. The existence of a resolvable Steiner quadruple system
of order v (denoted by RSQS(v)) has been completely determined.
Theorem 1.1 ([10,12,14]). An RSQS (v) exists if and only if v ≡ 4 or 8(mod 12).
In this paper we are concerned with uniformly resolvable three-wise balanced design with block sizes four and six, and
its applications. It is known that an S(3, {4, 6}, v) exists if and only if v ≡ 0 (mod 2) [8]. Clearly, we need only to consider
the orders v ≡ 0 (mod 12) by Theorem 1.1.
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The remainder of this paper is organized as follows. Section 2 shows that there is a URS(3, {4, 6}, v) if and only if v ≡ 0
(mod 4). Section 3 uses the known URS(3, {4, 6}, v) to show that there exists a resolvable maximal packing quadruple
system and a resolvable minimal covering quadruple system of order v for v ≡ 0 (mod 24). The URS(3, {4, 6}, v) is also
used to construct an augmented resolvable SQS(v) for v ≡ 26, 58, 74 (mod 96) in Section 4 and a (1, 2)-resolvable SQS(v)
for v ≡ 74 (mod 96) in Section 5. The existence problem for such two types of SQSwas posed in [13]. It seems that no infinite
classes of these designs have been given before.
2. URS(3, {4, 6}, 4n)s
Let v be a non-negative integer, let t be a positive integer and K be a set of some positive integers. A group divisible
t-design (or t-GDD) of order v and block sizes from K denoted by GDD(t, K , v) is a triple (X,G,B) such that
(1) X is a set of cardinality v (called points),
(2) G = {G1,G2, . . .} is a set of non-empty subsets of X (called groups) such that (X,G) is a 1-design,
(3) B is a family of subsets of X (called blocks) each of cardinality from K such that each block intersects any given group in
at most one point,
(4) each t-set of points from t distinct groups is contained in exactly one block.
The type of the t-GDD is defined as the multiset {|G| : G ∈ G}.
A GDD(t, k,mk) of type mk is called a transversal design and denoted by TD(t, k,m). The following well-known results
are due to Brouwer which are quoted in a paper of Hanani [9].
Lemma 2.1. (1) Let q be a prime power. If t ≤ q+ 1, then there is a TD(t, q+ 1, q).
(2) If q = 2r , then there is a TD(3, q+ 2, q).
(3) If n = qα11 qα22 · · · qαss , where the qi are distinct primes and αi are positive integers, then there exists a TD(t, k, n) where
k = 1+max{t,min qαii }.
A GDD(t, K , v) is said to be (1, λ)-resolvable if its block set can be partitioned into parts (called λ-resolution classes)
such that each point of the design occurs in precisely λ blocks in each part. We will denote a (1, λ)-resolvable GDD(t, K , v)
by (1, λ)-RGDD(t, K , v) and simply refer to a (1, 1)-RGDD(t, K , v) as an RGDD(t, K , v). A (1, λ)-RGDD(t, K , v) is said
to be uniform if all blocks in each λ-resolution class have the same size. We simply refer it to (1, λ)-URGDD(t, K , v) or
URGDD(t, K , v) if λ = 1. It is easy to see that the groups of a (1, λ)-URGDD have the same size.
For a fixed point of a TD(3, q + 1, q), all blocks containing it with it deleted form the block set of an RTD(2, q, q).
Clearly, Deleting all points of a group gives q pairwise disjoint RTD(2, q, q), which form an RTD(3, q, q). So, we have the
following.
Lemma 2.2. (1) There exists an RTD(3, q, q) for any prime power q.
(2) If n = qα11 qα22 · · · qαss , where the qi are distinct primes and αi are positive integers, then there exists an RTD(3, k, n), where
k = max{3,min qαii }.
Lemma 2.3 ([14]). There exists an RGDD(3, 4, 4g) of type g4 for any positive integer g.
Lemma 2.4. There exists a URGDD(3, {4, 6}, 12) of type 26.
Proof. It will be constructed on Z6 × Z2 with groups {x} × Z2, x ∈ Z6. Let F = {F1, F2, . . . , F5} be a one-factorization of the
complete graph on Z6. For 1 ≤ i ≤ 5 and 1 ≤ j ≤ 2, let P(i, j) consist of the blocks {a0, b0, c1, d1}, where xi denotes (x, i) and
{a, b} is themth edge of Fi, {c, d} is the (m+ j)th edge of Fi, andm ∈ {1, 2, 3}. It is easy to see that each P(i, j) is a partition
of Z6 × Z2 and all P(i, j)s, together with the resolution class {Z6 × {i} : i ∈ Z2}, form a URGDD(3, {4, 6}, 12) of type 26. 
Lemma 2.5. There exists an RTD(3, 6, 5) and an RGDD(3, 4, 36) of type 66.
Proof. For the RTD(3, 6, 5), let the point set be Z5 × Z6 and the groups be Z5 × {i}, i ∈ Z6. Developing the following base
blocks by (mod 5,−) gives the required blocks:
{00, 01, 02, 03, 04, 05}, {00, 01, 12, 13, 24, 25}, {00, 01, 22, 23, 44, 45}, {00, 01, 32, 33, 14, 15},
{00, 01, 42, 43, 34, 35}, {00, 11, 02, 23, 14, 25}, {00, 11, 12, 33, 34, 45}, {00, 11, 22, 43, 04, 15},
{00, 11, 32, 03, 24, 35}, {00, 11, 42, 13, 44, 05}, {00, 21, 02, 43, 24, 45}, {00, 21, 12, 03, 44, 15},
{00, 21, 22, 13, 14, 35}, {00, 21, 32, 23, 34, 05}, {00, 21, 42, 33, 04, 25}, {00, 31, 02, 13, 34, 15},
{00, 31, 12, 23, 04, 35}, {00, 31, 22, 33, 24, 05}, {00, 31, 32, 43, 44, 25}, {00, 31, 42, 03, 14, 45},
{00, 41, 02, 33, 44, 35}, {00, 41, 12, 43, 14, 05}, {00, 41, 22, 03, 34, 25}, {00, 41, 32, 13, 04, 45},
{00, 41, 42, 23, 24, 15}.
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Each base block gives a resolution class by developing it (mod 5,−). All resolution classes form an RTD(3, 6, 5).
To construct an RGDD(3, 4, 36) of type 66, we first construct a (1, 2)-RGDD(3, 4, 18) of type 36. Let the point set be Z18
and the groups be {6i+ j : i ∈ Z3}, j ∈ Z6. Developing the following base blocks by (+6 mod 18) gives the required blocks.
A1: {2, 3, 4, 5}, {4, 5, 0, 1}, {0, 1, 2, 3};
A2: {2, 3, 10, 11}, {10, 11, 0, 1}, {0, 1, 8, 9};
A3: {2, 3, 16, 17}, {16, 17, 0, 1}, {0, 1, 14, 15};
A4: {1, 10, 3, 17}, {15, 11, 0, 2}, {0, 2, 7, 4};
A5: {1, 4, 9, 11}, {3, 5, 0, 8}, {0, 8, 7, 16};
A6: {1, 16, 15, 5}, {9, 17, 0, 14}, {0, 14, 7, 10};
A7: {1, 11, 2, 16}, {2, 16, 0, 9}, {0, 3, 7, 17};
A8: {1, 17, 14, 4}, {14, 4, 0, 3}, {0, 15, 7, 5};
A9: {1, 5, 8, 10}, {8, 10, 0, 15}, {0, 9, 7, 11};
A10: {1, 9, 2, 5}, {2, 17, 0, 10}, {0, 10, 13, 3};
A11: {1, 3, 14, 11}, {8, 11, 0, 4}, {0, 4, 13, 9};
A12: {1, 15, 8, 17}, {14, 5, 0, 16}, {0, 16, 13, 15};
A13: {1, 2, 15, 4}, {3, 16, 0, 11}, {0, 5, 13, 2};
A14: {1, 8, 3, 16}, {15, 4, 0, 17}, {0, 17, 13, 8};
A15: {1, 14, 9, 10}, {9, 10, 0, 5}, {0, 11, 13, 14}.
For 1 ≤ m ≤ 15, Pm = {A+ 6i : A ∈ Am, i ∈ Z3} is a 2-resolution class. All Pms form a (1, 2)-RGDD(3, 4, 18) of type 36.
Now, we construct an RGDD(3, 4, 36) of type 66 on Z18 × Z2 with groups {6i+ j : i ∈ Z3} × Z2, j ∈ Z6.
Let X = Z4 × Z2, G = {Gk = {k} × Z2 : k ∈ Z4}. The blocks of a GDD(3, 4, 8) of type 24 on X with group set G are listed in
order as follows:
B1 = {01, 11, 21, 31}, B2 = {01, 10, 21, 30}, B3 = {01, 10, 20, 31}, B4 = {01, 11, 20, 30},
B5 = {00, 10, 20, 30}, B6 = {00, 11, 20, 31}, B7 = {00, 11, 21, 30}, B8 = {00, 10, 21, 31}.
For 1 ≤ m ≤ 15, denote the ith block of Am by Aim. The order of elements of Aim is displayed as above. Let
Aim = {y0, y1, y2, y3} and define a bijection f im(k, x) = (yk, x) for k ∈ Z4, x ∈ Z2 between Z4 × Z2 and Aim × Z2. Set
f im(Bl) = {f im(k, x) : (k, x) ∈ Bl} for 1 ≤ l ≤ 8. Then {f im(Bl) : 1 ≤ l ≤ 8} is the block set of a GDD(3, 4, 8) on Aim × Z2 with
group set {{y} × Z2 : y ∈ Aim}. They are listed in order as follows.
Am: A1m A
2
m A
3
m
f 1m(B5) f
2
m(B4) f
3
m(B1)
f 1m(B8) f
2
m(B8) f
3
m(B8)
f 1m(B6) f
2
m(B3) f
3
m(B2)
f 1m(B7) f
2
m(B7) f
3
m(B7)
f 1m(B3) f
2
m(B2) f
3
m(B6)
f 1m(B2) f
2
m(B6) f
3
m(B3)
f 1m(B4) f
2
m(B1) f
3
m(B5)
f 1m(B1) f
2
m(B5) f
3
m(B4).
Here, every three blocks in the same row gives a resolution class by adding 0, 6 and 12 (mod 18) to the first component.
Then we get the required 120 resolution classes. 
We need some recursive constructions. The first construction is a generalization of Wilson’s fundamental
construction [16].
Lemma 2.6. Suppose that there is a URGDD(3, K ,mg) of type gm. If there is a (1, λ)-URGDD(3, K ′, nk) of type nk for k ∈ K ,
then there exists a (1, λ)-URGDD(3, K ′,mng) of type (ng)m.
Proof. Suppose that (X,G,B) be a given URGDD(3, K ,mg) of type gm with a resolution P1|P2| · · · |Ps. For 1 ≤ i ≤ s and
B ∈ Pi, construct a (1, λ)-URGDD(3, K ′, n|B|) of type n|B| on B× Zn. Such a design exists by assumption. Denote its block set
by AB and its resolution by P(i, B, 1)|P(i, B, 2)| · · · |P(i, B, li). Note that for 1 ≤ j ≤ li, all P(i, B, j) (B ∈ Pi) have the same
block size. Then (X × Zn, {G × Zn : G ∈ G},∪B∈BAB) is a (1, λ)-URGDD(3, K ′,mng) of type (ng)m with resolution classes
∪B∈Pi P(i, B, j) (1 ≤ i ≤ s, 1 ≤ j ≤ li). 
Lemma 2.7. Suppose that there exists a URGDD(3, K , 4nu) of type (2n)2u. If there is a URS(3, K ′, 4n), then there is a URS(3, K ∪
K ′ ∪ {4}, 4nu).
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Proof. Let (Z2n × Zu × Z2,G,B) be the given URGDD(3, K , 4nu)with a resolution P1|P2| · · · |Ps, where G = {Z2n × {x} : x ∈
Zu × Z2}. LetH = {H1,H2, . . . ,H2n−1} be a one-factorization of the complete graph on Z2n and F = {F1, F2, . . . , F2u−1} be
a one-factorization of the complete graph on Zu × Z2 such that F1 = {{i} × Z2 : i ∈ Zu}.
Construct a URS(3, K ′, 4n) on Z2n × Z2 with a resolution P(1)|P(2)| · · · |P(s′). Then for 1 ≤ m ≤ s′ P ′(m) =
{{(a1, i, b1), (a2, i, b2), . . . , (ak, i, bk)} : {(a1, b1), (a2, b2), . . . , (ak, bk)} ∈ P(m), i ∈ Zu} is a resolution class on Z2n×Zu×Z2.
For 2 ≤ k ≤ 2u − 1, 1 ≤ j ≤ 2n − 1, 1 ≤ l ≤ n, let P ′(k, j, l) = {{(x, a1, b1), (y, a1, b1), (x′, a2, b2), (y′, a2, b2)} : {x, y} is
the hth edge of H j, {x′, y′} is the (l+ h)th edge of H j, {(a1, b1), (a2, b2)} ∈ Fk, 1 ≤ h ≤ n}. Then P ′(k, j, l) is also a resolution
class on Z2n × Zu × Z2. Let B ′ = B⋃(⋃m P ′(m))⋃(⋃k,j,l P ′(k, j, l)). It is easy to check that (Z2n × Zu × Z2,G,B ′) is a
URS(3, K ∪K ′∪{4}, 4nu)with uniform resolution classes Pt (1 ≤ t ≤ s), P ′(m) (1 ≤ m ≤ s′), and P ′(k, j, l) (2 ≤ k ≤ 2u−1,
1 ≤ j ≤ 2n− 1, 1 ≤ l ≤ n). 
Lemma 2.8. If there exists a URS (3, K , v) and v ≡ 0(mod 2), then there exists a URS (3, K ∪ {4}, 2v)
Proof. Let (X,B) be the given URS(3, K , v) with a resolution P1|P2| · · · |P s, and F = {F1, F2, . . . , Fv−1} be a one-
factorization of the complete graph on X . Let P(k,m) = {{x0, y0, x′1, y′1} : {x, y} is the lth edge of Fk, {x′, y′} is the (l+ m)th
edge of Fk, 1 ≤ l ≤ v/2}, 1 ≤ k ≤ v − 1, 1 ≤ m ≤ v/2. Let Q = ⋃k,m P(k,m) and Bi = {{ai, bi, ci, di} : {a, b, c, d} ∈ B}
for i ∈ Z2. Then it is easy to check that (X × Z2,B0 ∪ B1 ∪ Q ) is a URS(3, K ∪ {4}, 2v) with uniform resolution classes
P10 ∪ P11 , P20 ∪ P21 , . . . , P s0 ∪ P s1 and P(k,m) (1 ≤ m ≤ v/2, 1 ≤ k ≤ v − 1) where P ji = {{ai, bi, ci, di} : {a, b, c, d} ∈ P j} for
i ∈ Z2 and 1 ≤ j ≤ s. The result then follows. 
Lemma 2.9. There exists a URS(3, {4, 6}, 12n) for n ≡ 2, 4 (mod 6).
Proof. By Theorem 1.1 there exists an RSQS(2n). We then apply Lemma 2.6 with the RSQS and an RGDD(3, 4, 24) of type 64
in Lemma 2.3 to obtain an RGDD(3, 4, 12n) of type 62n. The result then follows from Lemma 2.7 with the resulting URGDD
and a URS(3, {4, 6}, 12). Here the input design URS(3, {4, 6}, 12) comes from Lemma 2.8 with a URS(3, 6, 6). 
Lemma 2.10. There exists a URS(3, {4, 6}, 12n) for n ≡ 1, 5 (mod 6).
Proof. The result is true for n = 1 by the proof of Lemma 2.9. For n ≥ 5, write n = qα11 qα22 · · · qαss , where qi ≥ 5 is a prime
and αi is a positive integer for 1 ≤ i ≤ s, q1 < q2 < · · · < qs. It can be developed in two ways:
1. n = 5 · qα22 · · · qαss , qi ≥ 7;
2. n = 5α1qα22 · · · qαss (α1 > 1) or n = qα22 · · · qαss , qi ≥ 7.
In the former case, we write m = qα22 qα33 · · · qαss , then n = 5m. From Lemma 2.2, there exists an RTD(3, k,m), where
k = min qαii . Deleting k − 6 groups, we obtain an RTD(3, 6,m). Applying Lemma 2.6 with an RGDD(3, 6, 30) of type 56 in
Lemma 2.5 and a URGDD(3, {4, 6}, 12) of type 26 in Lemma 2.4, we obtain a URGDD(3, {4, 6}, 60) of type 106. We now can
apply Lemma 2.6 with the resulting design and an RTD(3, 6,m) to obtain a URGDD(3, {4, 6}, 12n) of type (2n)6. In the later
case, similar to the proof of the former case, we can obtain an RTD(3, 6, n). Applying Lemma 2.6 with the resulting design
and a URGDD(3, {4, 6}, 12) of type 26, we also can obtain a URGDD(3, {4, 6}, 12n) of type (2n)6. The result then follows
from Lemma 2.7 with the resulting URGDD and an RSQS(4n)which comes from Theorem 1.1. 
Lemma 2.11. There exists a URS(3, {4, 6}, 12n) for n ≡ 3 (mod 6).
Proof. Wewrite n = qα11 qα22 · · · qαss , where qi ≥ 3 is a prime and αi is a positive integer for 1 ≤ i ≤ s, q1 < q2 < · · · < qs. It
can be developed in four ways:
1. n = 3 · qα33 · · · qαss or n = 3 · 5α2qα33 · · · qαss (α2 > 1), qi ≥ 7;
2. n = 5 · 3α1qα33 · · · qαss (α1 > 1), qi ≥ 7;
3. n = 5 · 3 · qα33 · · · qαss (α2 > 1), qi ≥ 7;
4. others.
In the first case, we write m = qα33 · · · qαss or m = 5α2qα33 · · · qαss , then n = 3m. Similar to the proof of Lemma 2.10,
we can obtain an RTD(3, 6,m). Applying Lemma 2.6 with an RGDD(3, 4, 36) of type 66 in Lemma 2.5, we obtain a
URGDD(3, {4, 6}, 12n) of type (2n)6.
In the second case, we write m = 3α1qα33 · · · qαss , then n = 5m. Similar to the proof of Lemma 2.10, we can obtain an
RTD(3, 6,m) and then a URGDD(3, {4, 6}, 12n) of type (2n)6.
In the third case, we write m = qα33 · · · qαss , then n = 15m. Similar to the proof of Lemma 2.10, we can obtain an
RTD(3, 6,m). Applying Lemma 2.6 with the resulting design we obtain a URGDD(3, {4, 6}, 12n) of type (2n)6. Here we
need an RGDD(3, 4, 180) of type 306 as input design, which comes from Lemma 2.6 with an RGDD(3, 6, 30) of type 56 and
an RGDD(3, 4, 36) of type 66 in Lemma 2.5.
In the fourth case, similar to the proof of Lemma 2.10, we obtain an RTD(3, 6, n) and then a URGDD(3, {4, 6}, 12n) of
type (2n)6.
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Since n ≡ 3 (mod 6), 4n ≡ 12 (mod 24) can be divided into two cases:
(a) 4n ≡ 12, 60 (mod 72),
(b) 4n ≡ 36 (mod 72).
For the case (a), a URS(3, {4, 6}, 4n) exists from Lemma 2.10. For the case (b), the URS(3, {4, 6}, 4n) also exists by
applying this lemma with a smaller value n/3 by induction. The result then follows from Lemma 2.7 with the resulting
URGDD(3, {4, 6}, 12n) of type (2n)6 and the resulting URS(3, {4, 6}, 4n). 
Lemma 2.12. There exists a URS(3, {4, 6}, 12n) for n ≡ 0 (mod 6).
Proof. Write n = 2a ·m, wherem is odd and a is a positive integer. Clearly,m is divisible by 3, i.e.,m ≡ 3(mod 6).
If a = 1, then applying Lemma 2.8 with the known URS(3, {4, 6}, 12m) by Lemma 2.11 yields a URS(3, {4, 6}, 24m). If
a > 1, then start with an RSQS(2a), which exists by Theorem 1.1. Applying Lemma 2.6 with the known RGDD(3, 4, 48m)
of type (12m)4 in Lemma 2.3 yields a RGDD(3, 4, 12n) of type (12m)2
a
. Further applying Lemma 2.7 with the known
URS(3, {4, 6}, 24m) gives the result. 
Combining Theorem 1.1 and Lemmas 2.9–2.12 we have main result of this paper.
Theorem 2.13. There exists a URS(3, {4, 6}, 4n) for any positive integer n.
3. Resolvable MPQS(v)s and resolvable MCQS(v)s
Let v ≥ k ≥ t , a (t, k, v) packing (covering) is a pair (X,B), where X is a v-set of points andB is a collection of k-subsets
of X (blocks), such that every t-subset of X occurs in at most (at least) one block inB.
The packing number D(v, k, t) (covering number C(v, k, t)) is themaximum (minimum) number of blocks in any (t, k, v)
packing (covering). A (t, k, v) packing (covering) is optimal if |B| = D(v, k, t) (|B| = C(v, k, t)). An optimal (3, 4, v)
packing (covering) is usually called a maximal packing (minimal covering) quadruple system and denoted by MPQS(v)
(MCQS(v)).
A (t, k, v) packing (covering) is resolvable if the block set B can be partitioned into resolution classes, each being a
partition of the point setX . A resolvable (t, k, v)packing (covering) is optimal if it contains themaximumnumber (minimum
number) of resolution classes in any resolvable (t, k, v) packing (covering).
If there is a resolvable (3, 4, v) packing (covering), then v ≡ 0 (mod 4). When v ≡ 4, 8 (mod 12), an RSQS(v) is known
to exist in Theorem 1.1, which is also a resolvable MPQS(v) (MCQS(v)). So, the existence of a resolvable (3, 4, 12n) packing
(covering) remains to be solved.
For v ≡ 0 (mod 6), it is well known that D(v, 4, 3) = b v4 (b v−13 b v−22 cc − 1)c [5] and C(v, 4, 3) = d v4 d v−13 d v−22 eee [15].
The resolvable (3, 4, v) packings (coverings) that we shall construct have exactly D(v, 4, 3) (C(v, 4, 3)) blocks, i.e., they are
MPQS(v) (MCQS(v)). Of course, they are optimal.
Lemma 3.1. There exists a resolvable MPQS(12) .
Proof. Let F = {F1, F2, . . . , F5} be a one-factorization of the complete graph on Z6 where F1 = {{0, 1}, {2, 3}, {4, 5}}. We
shall construct the design on X = Z6 × Z2.
The first three resolution classes: {00, 10, 01, 11}, {20, 30, 40, 50}, {21, 31, 41, 51} is a resolution class on X and by adding
2 or 4 to the first component we get another two resolution classes.
The remaining fourteen resolution classes: let P(k,m) = {{a0, b0, c1, d1} : {a, b} is the lth edge of Fk, {c, d} is the (l+m)th
edge of Fk, 1 ≤ l ≤ 3}, 1 ≤ k ≤ 5, 1 ≤ m ≤ 2 if k = 1, 1 ≤ m ≤ 3, otherwise. Then each P(k,m) is a resolution class on X .
Then it is easy to see that all resolution classes form a resolvable MPQS(12) . 
Lemma 3.2. There exists a resolvable MCQS(12) .
Proof. Let F = {F1, F2, . . . , F5} be a one-factorization of the complete graph on Z6 where F1 = {{0, 2}, {3, 5}, {4, 1}},
F2 = {{2, 4}, {5, 1}, {0, 3}}, F3 = {{4, 0}, {1, 3}, {2, 5}}, F4 = {{0, 1}, {2, 3}, {4, 5}} and F5 = {{1, 2}, {3, 4}, {5, 0}}. We
shall construct the design on X = Z6 × Z2.
The first six resolution classes: two of which are listed below.
{00, 10, 20, 40}, {01, 11, 21, 41}, {30, 50, 31, 51};
{10, 30, 40, 50}, {11, 31, 41, 51}, {00, 20, 01, 21}.
We then get another four resolution classes by adding 2 or 4 to the first component.
Another twelve resolution classes: let P(k,m) = {{a0, b0, c1, d1} : {a, b} is the lth edge of Fk, {c, d} is the (l+m)th edge
of Fk, 1 ≤ l ≤ 3}, 1 ≤ k ≤ 5, 1 ≤ m ≤ 2 if 1 ≤ k ≤ 3, 1 ≤ m ≤ 3, otherwise. Then P(k,m) is a resolution class on X .
The last resolution class: {40, 10, 41, 11}, {00, 30, 01, 31}, {20, 50, 21, 51}.
Then we obtain a resolvable MCQS(12). 
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To state the main construction for resolvable MPQS(v) and resolvable MCQS(v) we need the concept of G-design. A
G-design of order v is a triple (X,G,B)where X is a v-set of points, G is a partition of X into subsets (called groups), andB
is a family of subsets of X (called blocks) such that (X,G ∪ B) is an S(t, K , v). When |G| = g for all G ∈ G, |B| = k for all
B ∈ B and v = mg , the G-design is denoted by G(m, g, k, t) in [15].
A G-design is said to be resolvable if its block set can be partitioned into parts (called resolution classes) such that each
part is itself a partition of the point set. We will denote a resolvable G(m, g, k, t) by RG(m, g, k, t).
Since a G(2n, 12, 4, 3) contains 18n(32n2 − 4n − 6) blocks, this suggests to fill in the 2n groups of an RG(2n, 12, 4, 3)
with a resolvable MPQS(12) (MCQS(12)) to obtain a resolvable MPQS(24n) (MCQS(24n)).
Lemma 3.3. If there exists an RGDD(3, 4, 4nu) of type (2n)2u, then there is an RG(u, 4n, 4, 3).
Proof. Let (X,G,B) be the given RGDD(3, 4, 4nu) with a resolution P1|P2| · · · |Ps, where G = {G0,G1, . . . ,G2u−1}. Let
F = {F1, F2, . . . , F2u−1} be a one-factorization of the complete graph on Z2uwhere F1 = {{0, 1}, {2, 3}, . . . , {2u−2, 2u−1}}.
LetHi = {H i1,H i2, . . . ,H i2n−1} be a one-factorization of the complete graph on Gi for i ∈ Z2u.
Let P(h, k,m) = {{x, y, x′, y′} : {x, y} is the lth edge of Hak , {x′, y′} is the (l + m)th edge of Hbk , {a, b} ∈ Fh, 1 ≤ l ≤ n},
2 ≤ h ≤ 2u− 1, 1 ≤ k ≤ 2n− 1, 1 ≤ m ≤ n. Then each P(h, k,m) is a partition of X . LetB ′ = B⋃(⋃h,k,m P(h, k,m)) and
G′ = {G0 ∪ G1,G2 ∪ G3, . . . ,G2u−2 ∪ G2u−1}. It is easy to check that (X,G′,B ′) is an RG(u, 4n, 4, 3). 
Theorem 3.4. There exist a resolvable MPQS(v) and a resolvable MCQS (v) for v ≡ 0 (mod 24).
Proof. Write v = 24n. Applying Lemma 2.6 with a URS(3, {4, 6}, 4n) in Theorem 2.13 we obtain an RGDD(3, 4, 24n) of
type 64n. Here we need RGDD(3, 4, 6k)s of type 6k for k = 4 and 6 as input designs, which come from Lemmas 2.3 and
2.5, respectively. We then apply Lemma 3.3 with the resulting RGDD to obtain an RG(2n, 12, 4, 3). The result is obtained
by filling in the 2n groups of the resulting resolvable G-design with a resolvable MPQS(12) in Lemma 3.1 and a resolvable
MCQS(12) in Lemma 3.2, respectively. 
4. ARSQS(v)s
Augmented resolvable Steiner quadruple systemswere introduced by Booth [4] and Greenwell and Lindner [6], who also
showed that an RSQS(2v) could be constructed from an augmented resolvable Steiner quadruple system of order v.
An augmented Steiner quadruple system of order v is a pair (X,B ∪ E)where (X,B) is an SQS(v) and E is the set of all
2-subsets of X . An augmented Steiner quadruple system (X,B ∪ E) of order v is resolvable, denoted by ARSQS(v), ifB ∪ E
can be partitioned into n = r(v) = (v − 1)(v + 4)/6 partsB ∪ E = P1|P2| · · · |Pn such that each part Pi is a partition of X .
When v ≡ 4, 8 (mod 12), an ARSQS(v) can be obtained by adding a one-factorization of the complete graph on the point
set of an RSQS(v) in Theorem 1.1. It follows that the existence of an ARSQS(v) for v ≡ 2, 10 (mod 12) remains to be solved.
Lemma 4.1 ([4,6]). There exists an ARSQS(v) for v = 10 and 14.
Let (X,B ∪ E1) be an ARSQS(v) with a resolution P1|P2| · · · |Pr(v), and (Y ,A ∪ E2) an ARSQS(u) with a resolution
P ′1|P ′2| · · · |P ′r(u), such that Y ⊂ X , A ⊂ B and P ′j ⊂ Pj for 1 ≤ j ≤ r(u). Then it is called an ARSQS(v) with an augmented
resolvable subsystem of order u and denoted by ARSQS(v : u).
In order to study the existence of an ARSQS, we introduce a resolvable augmented candelabra quadruple systems, which
is similar to resolvable CQS [14].
Candelabra quadruple systems are useful in the construction of SQS(v)s, see for example [13]. A candelabra quadruple
system of order v with a candelabra of type (ga11 · · · gakk : s), denoted by CQS(ga11 · · · gakk : s) is a quadruple (X, S,G,A),
where X is a set of v = s+∑1≤i≤k akgk points, S is a subset of X of size s, and G = {G1,G2, . . .} is a partition of X \ S of type
ga11 · · · gakk . The setA contains 4-subsets of X , called blocks, such that every 3-subset T ⊂ X with |T ∩ (S ∪ Gi)| < 3 for all i,
is contained in a unique block and no 3-subset of S ∪ Gi is contained in any block. The members of G are called branches or
groups, and S is called the stem of the candelabra. A CQS will be called uniform if all groups have the same size.
Let (X, S,G,B) be a CQS(gn : s) and E the set of all pairs {x, y} from different groups. If B ∪ E can be partitioned into
(ng(g + 2s+ 3)+ n(n− 1)g2)/6 parts with the following two properties:
(1) for each group G ∈ G, there are exactly g(g + 2s + 3)/6 parts, each being a partition of X \ (G ∪ S) (called a partial
resolution class);
(2) there are n(n− 1)g2/6 parts, each being a partition of X (called a resolution class),
then this system is called an augmented resolvable candelabra quadruple system and denoted by ARCQS(gn : s)
The following result is implied in [11, Theorem 5.2].
Lemma 4.2 ([11]). There exists an ARCQS(g3 : s) for any g ≡ s+ 6 (mod 12).
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Lemma 4.3. Suppose that there exists an ARCQS (gn : s). If there exists an ARSQS (g + s : s), then there exists an ARSQS
(ng + s : g + s).
Proof. Let (X, S,G,B∪E) be the given ARCQS(gn : s)where G = {G1,G2, . . . ,Gn}. Then the block setB∪E has a partition
{P(k, j) : 1 ≤ k ≤ n, 1 ≤ j ≤ g(g + 2s + 3)/6} ∪ {P ′(m) : 1 ≤ m ≤ n(n − 1)g2/6} such that (1) for 1 ≤ k ≤ n and
1 ≤ j ≤ g(g + 2s+ 3)/6, P(k, j) is a partition of X \ (Gk ∪ S); (2) for 1 ≤ m ≤ n(n− 1)g2/6, P ′(m) is a resolution class on X .
For 1 ≤ k ≤ n, construct an ARSQS(g + s : s) on Gk ∪ S such that the subdesign is based on S. Such a design
exists by assumption. Denote the set of blocks in the subdesign by C and the set of the other blocks by Ak. Then there
are (g + s − 1)(g + s + 4)/6 resolution classes Q (k, j), 1 ≤ j ≤ (g + s − 1)(g + s + 4)/6, with the property that for
g(g + 2s+ 3)/6 < j ≤ (g + s− 1)(g + s+ 4)/6 each resolution class Q (k, j) on Gk ∪ S contains a resolution class Q ′(j) on S.
Then (X,B ∪ E ∪ C ∪ (∪1≤k≤nAk)) is our required design and (G1 ∪ S,C ∪A1) is a subdesign ARSQS(g + s). We shall
resolve this design.
The first (s − 1)(s + 4)/6 resolution classes are P ′′(j) = (∪1≤k≤n(Q (k, j) \ Q ′(j))) ∪ Q ′(j), g(g + 2s + 3)/6 < j ≤
(g+ s− 1)(g+ s+ 4)/6. Another ng(g+2s+3)/6 resolution classes are P ′(k, j) = P(k, j)∪Q (k, j), 1 ≤ k ≤ n and 1 ≤ j ≤
g(g+2s+3)/6. The other n(n−1)g2/6 resolution classes are P ′(m), 1 ≤ m ≤ n(n−1)g2/6. Clearly, these resolution classes
are pairwise disjoint. Further, the number of these resolution classes is (s−1)(s+4)/6+ng(g+2s+3)/6+n(n−1)g2/6,
which is the required number of resolution classes in anARSQS(ng+s). So, such an SQS is also augmented resolvable. Further,
since Q (1, j) ⊂ P ′′(j) for g(g + 2s+ 3)/6 < j ≤ (g + s− 1)(g + s+ 4)/6 and Q (1, j) ⊂ P ′(1, j) for 1 ≤ j ≤ g(g + 2s+ 3)/6,
this ARSQS(ng + s) is also an ARSQS(ng + s : g + s). 
Lemma 4.4. Suppose that there exists a URS(3, K , u+ 1). If there exist an ARCQS(gk−1 : s) and an RGDD(3, 4, gk) of type gk for
any k ∈ K , then there exists an ARCQS(gu : s).
Proof. Let (X ∪{∞},B) be the given URS(3, K , u+1)with a resolution P1|P2| · · · |Pr . We shall construct the desired design
on Y = (X × Zg) ∪ S, where S ∩ (X × Zg) = ∅ and |S| = s.
For each block B ∈ Pi,∞ 6∈ B, 1 ≤ i ≤ r , construct an RGDD(3, 4, g|B|) of type g |B| on B× Zg with groups {x} × Zg , x ∈ B.
Denote its block set by C iB and resolution classes by P
i
B(m), 1 ≤ m ≤ (|B| − 1)(|B| − 2)g2/6.
For each block B ∈ Pi,∞ ∈ B, 1 ≤ i ≤ r , construct an ARCQS(g |B|−1 : s) on ((B \ {∞}) × Zg)⋃ S. Denote its block set
by AiB. Denote its resolution classes by P
i
B(m), 1 ≤ m ≤ (|B| − 1)(|B| − 2)g2/6 and partial resolution classes by P iB(x, j),
x ∈ B \ {∞}, 1 ≤ j ≤ g(g + 2s + 3)/6. Then⋃1≤i≤r((⋃B∈Pi,∞6∈B C iB)⋃(⋃B∈Pi,∞∈BAiB)) is the block set of the required
design. We need to give its required resolution classes.
For 1 ≤ i ≤ r , let the block size of Pi be ki. Then P ′(i,m) = (⋃B∈Pi,∞∈B P iB(m))⋃(⋃B∈Pi,∞6∈B P iB(m)) is a partition of Y for
1 ≤ m ≤ (ki − 1)(ki − 2)g2/6.
For 1 ≤ j ≤ g(g + 2s+ 3)/6, x ∈ X , let P(x, j) =⋃1≤i≤r,B∈Pi,{x,∞}⊂B P iB(x, j), then P(x, j) is a partition of (X \ {x})× Zg .
Then we obtain an ARCQS(gu : s). 
In order to give another construction for ARSQSs, we introduce a (1, λ)-resolvable candelabra quadruple system, which
is a generalization of resolvable CQS [14].
A CQS(gn : s)(X, S,G,B) is said to be (1, λ)-resolvable if its block set can be partitioned into (ng(g + 2s − 3) + n(n −
1)g2)/(6λ) parts with the following two properties:
(1) for each group G ∈ G, there are exactly g(g + 2s− 3)/(6λ) parts, each being a partition of X \ (G ∪ S) (called a partial
λ-resolution class);
(2) there are n(n− 1)g2/(6λ) parts, each being a partition of X (called a λ-resolution class).
We will denote a (1, λ)-resolvable CQS(gn : s) by (1, λ)-RCQS(gn : s) and simply refer to a (1, 1)-RCQS(gn : s) as an
RCQS(gn : s). The RCQS has been used to complete the existence of the last 23 undetermined RSQS [14].
Lemma 4.5. If there exist an RCQS (hu : 1) and an ARCQS(g3 : s), then there exists an ARCQS((hg)u : s).
Proof. Let (X ∪ {∞}, {∞},G,B) be the given RCQS(hu : 1) with partial resolution classes P(G, i), 1 ≤ i ≤ h(h − 1)/6,
G ∈ G, and resolution classes Pk, 1 ≤ k ≤ u(u− 1)h2/6.
For each block B ∈ B with∞ 6∈ B, construct an RGDD(3, 4, 4g) of type g4 on B× Zg with groups {x} × Zg , x ∈ B. Such a
design exists by Lemma 2.3. Denote its block set by CB and resolution classes by P ′B(m), 1 ≤ m ≤ g2.
For each block B ∈ Bwith∞ ∈ B, construct an ARCQS(g3 : s) on ((B\{∞})×Zg)⋃ S. Such a design exists by assumption.
Denote its block set byAB, resolution classes by P ′′B (m), 1 ≤ m ≤ g2, and partial resolution classes by PB(x, j), x ∈ B \ {∞},
1 ≤ j ≤ g(g + 2s + 3)/6. Then (⋃B∈B,∞6∈B CB)⋃(⋃B∈B,∞∈BAB) is the block set of a CQS((hg)u : s). We need to give its
required resolution classes.
For 1 ≤ k ≤ u(u − 1)h2/6, 1 ≤ m ≤ g2, let P ′(k,m) = (⋃B∈Pk,∞∈B P ′′B (m))⋃(⋃B∈Pk,∞6∈B P ′B(m)), then P ′(k,m) is a
partition of (X × Zg)⋃ S.
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The partial resolution classes are divided into two parts:
(1) For 1 ≤ i ≤ h(h− 1)/6, G ∈ G, 1 ≤ m ≤ g2, let P(G, i,m) =⋃B∈P(G,i) P ′B(m), then P(G, i,m) is partition of (X \ G)× Zg .
(2) For 1 ≤ j ≤ g(g+2s+3)/6, x ∈ G and G ∈ G, let P(x, j) =⋃{x,∞}∈B,B∈B PB(x, j), then P(x, j) is a partition of (X \G)×Zg .
Since |G| = h, the number of P(x, j) is hg(g + 2s+ 3)/6.
Then the ARCQS((hg)u : s) is obtained. 
An SQS(v) (X,B) is said to be (t, λ)-resolvable if its block setB can be partitioned into r parts pi1, pi2, . . . , pir such that
(X, pii) is a t-(v, 4, λ) design for all i, clearly t = 1 or 2. We will denote a (t, λ)-resolvable SQS(v) by RSQS(t, λ, v).
Let (X,B) be a (2, 1)-resolvable SQS(v) with a resolution B = B1|B2| · · · |B(v−2)/2. If each resolution class Bi can be
partitioned into resolution classes, the (X,B) is said to be doubly resolvable.
For the existence of doubly resolvable Steiner quadruple systems,wehave the following result demonstrated byBaker [2].
Lemma 4.6 ([2]). There exists a doubly resolvable SQS (22n) for any positive integer n.
We then have
Lemma 4.7. There exists an RCQS (3(22n−1)/3 : 1) for any positive integer n.
Proof. We begin with a doubly resolvable SQS(22n) (X,B) with a resolution classes B1,B2, . . . ,B(22n−2)/2 such that
each (X,Bi) is a resolvable 2-(22n, 4, 1) design, such a design exists by Lemma 4.6. We then get the desired design
RCQS(3(2
2n−1)/3 : 1) (X, S,G,A) as follows. Let x be a point of X , and set
S = {x},
G = {B \ {x} : x ∈ B and B ∈ B1},
A = B \ {B : x ∈ B and B ∈ B1}.
For any G ∈ G, the resolution inB1 which containing the block G ∪ {x} forms the partial resolution class missing G ∪ {x}
after the block G ∪ {x} is deleted. The resolution classes of (X,Bi), i = 2, 3, . . . , (22n − 2)/2, form the resolution classes of
the desired design. 
Lemma 4.8. There exists an ARCQS(245 : 2).
Proof. Applying Lemma 4.5 with an RCQS(35 : 1) in Lemma 4.7 and an ARCQS(83 : 2) in Lemma 4.2, we can obtain the
required design. 
The proof of the following tripling construction is similar to the tripling construction for RCQS [14].
Lemma 4.9. If there exists an ARCQS (g3 : s) for g ≡ s ≡ 0 (mod 2), then there exists an ARCQS ((3g)3 : s).
Proof. We start with a CQS(33 : 1) (as in [14]) on Z9∪{∞}with groups Gi = {i, i+3, i+6}, 0 ≤ i ≤ 2 and a stem S = {∞},
whose block setB is generated by the following 9 base blocks under the mapping x −→ x+ 3 (mod 9).
A∞: 0 1 2∞ 0 4 8∞ 0 5 7∞
A1: 1 3 2 6 2 6 5 7 5 7 1 3
A2: 4 7 5 8 5 8 3 6 3 6 4 7.
Denote the three base blocks of A1 by A0, A1, A2 in order and blocks of A2 by C0, C1, C2 in order. Let A4 = A2 + 3 =
{8, 1, 4, 6}, A5 = A1 + 6 = {8, 3, 2, 4} and
A(0, 0) = {{0, 5, 7,∞}, A0, A4, A5}
A(1, 0) = {{0, 4, 8,∞}, A0, A1, A2}
A(2, 0) = {{0, 1, 2,∞}, C0, C1, C2}
A(i, j) = A(i, 0)+ 3j (mod 9), 0 ≤ i ≤ 2, 0 ≤ j ≤ 2.
The desired design will be based on Y = (Z9 × Z2 × Zg/2)⋃({∞} × Zs)with groups G′i = Gi × Z2 × Zg/2, 0 ≤ i ≤ 2, and
a stem S ′ = S × Zs.
For each block B ∈ B,∞ ∈ B, construct an ARCQS(g3 : s) on ((B\{∞})×Z2×Zg/2)⋃ S ′with groups {x}×Z2×Zg/2, x ∈ B
and a stem S ′. Such a design exists by assumption. Denote its block set byAB, resolution classes by PB(m), 1 ≤ m ≤ g2 and
partial resolution classes by PB(x, j), x ∈ B\{∞}, 1 ≤ j ≤ g(g+2s+3)/6, where PB(x, j)misses the set ({x}×Z2×Zg/2)∪S ′.
For 0 ≤ i, j ≤ 2, letD(i, j) = {B ∈ A(i, j)|∞ 6∈ B}, then there exists three blocks inD(i, j). Denote the dth block ofD(i, j)
by D(i, j, d). The order of elements of D(i, j, d) is displayed as above. Let D(i, j, d) = {y0, y1, y2, y3} and define a bijection
f d(i,j)(k, x) = (yk, x) for k ∈ Z4, x ∈ Z2 between Z4 × Z2 and D(i, j, d)× Z2. Set f d(i,j)(Bl) = {f di,j(k, x) : (k, x) ∈ Bl} for 1 ≤ l ≤ 8,
where B1, . . . , B8 are blocks a GDD(3, 4, 8) of type 24 on Z4 × Z2 with groups {k} × Z2 (k ∈ Z4) in the proof of Lemma 2.5.
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Then {f d(i,j)(Bl) : 1 ≤ l ≤ 8} is the block set of a GDD(3, 4, 8) on D(i, j, d)× Z2 with group set {{y} × Z2 : y ∈ D(i, j, d)}. They
are used to construct some partial resolution classes.
For j ∈ Z3, k ∈ Z4, the blocks of a partial resolution class P(0, j, k) on (Z9 \ {3j, 3j + 5, 3j + 7}) × Z2 are listed in the
(k+ 1)th row below.
D(0, j): D(0, j, 1) D(0, j, 2) D(i, j, 3)
f 1(0,j)(B2) f
2
(0,j)(B3) f
3
(0,j)(B6)
f 1(0,j)(B3) f
2
(0,j)(B2) f
3
(0,j)(B7)
f 1(0,j)(B7) f
2
(0,j)(B6) f
3
(0,j)(B3)
f 1(0,j)(B6) f
2
(0,j)(B7) f
3
(0,j)(B2).
For i = 1, 2, j ∈ Z3, k ∈ Z4, the blocks of a partial resolution class P(i, j, k) are listed in the (k + 1)th row below, where
P(i, j, k) is a partition of (Z9\{3j, 3j+4, 3j+8})×Z2when i = 1, and (Z9\{3j, 3j+1, 3j+2})×Z2when i = 2, respectively.
D(i, j): D(i, j, 1) D(i, j, 2) D(i, j, 3)
f 1(i,j)(B1) f
2
(i,j)(B5) f
3
(i,j)(B4)
f 1(i,j)(B4) f
2
(i,j)(B1) f
3
(i,j)(B5)
f 1(i,j)(B5) f
2
(i,j)(B4) f
3
(i,j)(B1)
f 1(i,j)(B8) f
2
(i,j)(B8) f
3
(i,j)(B8).
Since ∪j∈Z3 D(0, j) = ∪j∈Z3 D(1, j), the blocks of {f d(0,j)(Bl) : 1 ≤ l ≤ 8} for D(0, j, d) ∈ D(0, j) have been listed above.
For D(2, j, d) ∈ D(2, j)we have used blocks f d(2,j)(B1), f d(2,j)(B4), f d(2,j)(B5) and f d(2,j)(B8) by now. The other four blocks are used
below.
Let Ei = {Ci + 3j : 0 ≤ j ≤ 2} for 0 ≤ i ≤ 2. Denote the dth block of Ei by E ji . The order of elements of E ji is displayed as
above. Let E ji = {y0, y1, y2, y3}. The bijection f(i,j) and f(i,j) are defined as above.
For i ∈ Z3 and k ∈ Z4, the blocks of a partial resolution class P ′(i, k) on (Z9 \ Gi) × Z2 are listed in the (k + 1)th row
below.
Ei: E1i E
2
i E
3
i
f(i,1)(B2) f(i,2)(B2) f(i,3)(B2)
f(i,1)(B3) f(i,2)(B3) f(i,3)(B3)
f(i,1)(B6) f(i,2)(B6) f(i,3)(B6)
f(i,1)(B7) f(i,2)(B7) f(i,3)(B7).
For each block B of P ′(i, k) and P(i, j, k) construct an RGDD(3, 4, 2g) of type (g/2)4 on B × Zg/2 with groups {x} × Zg/2
(x ∈ B) and resolution classes P ′′B (m), 1 ≤ m ≤ g2/4. Denote its block set byDB.
Then (
⋃
B∈B,∞∈BAB)
⋃
(
⋃
B′∈B,∞6∈B′(
⋃
B∈CB′ DB)) is the block set of a CQS((3g)
3 : s). We need to give its required
resolution classes.
For i, j ∈ Z3 and k ∈ Z4 and 1 ≤ m ≤ g2/4, let P ′(i, j, kg2/4+m) =⋃B∈P(i,j,k) P ′′B (m).
1. The 9g2 resolution classes:
For i, j ∈ Z3 and 1 ≤ m ≤ g2, let P(i, j,m) = PB(m)⋃ P ′(i, j,m), where B ∈ A(i, j). Then P(i, j,m) is a partition of Y .
2. For i ∈ Z3, the g(g + 2s+ 3)/2 partial resolution classes missing G′i
⋃
S ′:
(1) For x ∈ Gi and 1 ≤ j ≤ g(g+2s+3)/6, let P(x, j) =⋃{x,∞}∈B,B∈B PB(x, j). Since |Gi| = 3, then there are g(g+2s+3)/2
partial resolution classes missing G′i
⋃
S ′.
(2) For k ∈ Z4 and 1 ≤ m ≤ g2/4, let P(k,m) = ⋃B∈P ′(i,k) P ′′(m), then there are g2 partial resolution classes missing
G′i
⋃
S ′.
Then an ARCQS((3g)3 : s) is obtained. 
Lemma 4.10. There exists an ARCQS(243 : 2).
Proof. Applying Lemma 4.9 with an ARCQS(83 : 2) in Lemma 4.2, we can obtain the required design. 
Lemma 4.11. There exists an ARSQS(v) for v ≡ 26, 58 (mod 96).
Proof. Write v = 8u + 2, where u ≡ 3, 7 (mod 12). Applying Lemma 4.4 with an RSQS(u + 1) in Theorem 1.1 we obtain
an ARCQS(8u : 2). Here we need an ARCQS(83 : 2) and an RGDD(3, 4, 32) of type 84 as input designs, which come from
Lemmas 4.2 and 2.3 respectively. The result then follows from Lemma 4.3 with the resulting ARCQS and an ARSQS(10) in
Lemma 4.1. 
Lemma 4.12. There exists an ARSQS(v) for v ≡ 74 (mod 96).
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Proof. Write v = 96n − 22, where n is a positive integer. Applying Lemma 4.4 with a URS(3, {4, 6}, 4n) in Theorem 2.13
we obtain an ARCQS (244n−1 : 2). Here we need ARCQS(24k−1 : 2)s and RGDD(3, 4, 24k)s of type 24k for k = 4
and 6 as input designs. The former comes from Lemmas 4.8 and 4.10. The RGDD(3, 4, 96) of type 244 comes from
Lemma 2.3. The RGDD(3, 4, 144) of type 246 comes from Lemma 2.6 with an RGDD(3, 4, 36) of type 66 in Lemma 2.5 and an
RGDD(3, 4, 16) of type 44 in Lemma2.3. The result then follows fromLemma4.3with the resulting ARCQS and anARSQS(26)
in Lemma 4.11. 
Combining Lemmas 4.11 and 4.12 we have established our main result of this section.
Theorem 4.13. There exists an ARSQS(v) for v ≡ 26, 58, 74 (mod 96).
5. RSQS(1, 2, v)s
In this section, we shall use URS to obtain an infinite class of RSQS(1, 2, v).
Hartman and Phelps [13] posed a question whether the necessary conditions for the existence of an RSQS(1, 2, v), i.e.,
v ≡ 2, 10 (mod 12), is sufficient. For the smallest value v = 10, we know that there is no RSQS(1,2,10) by an exhaustive
computer search and the uniqueness of SQS(10) demonstrated by Barrau [3]. This fact makes the problem more difficult to
study.
Lemma 5.1. If there exists a (1, 2)-RGDD(3, 4, 2u) of type 2u and u is odd, then there exists an RSQS(1, 2, 2u).
Proof. Let (X,G,B) be the given (1, 2)-RGDD(3, 4, 2u) of type 2u with a resolution P1|P2| · · · |Ps, s = (u − 1)(u − 2)/3,
G = {G0,G1, . . . ,Gu−1}. Let F = {F1, F2, . . . , F(u−1)/2} be a factorization of complete graph on Zu such that each vertex of X
is contained in exactly two edges of Fi. For 1 ≤ k ≤ (u− 1)/2, let Pk = {Gi ∪ Gj : {i, j} ∈ Fk} andA = ∪1≤k≤(u−1)/2 Pk. Then
(X,B
⋃
A) is an SQS(2u) and Pk (1 ≤ k ≤ (u− 1)/2) are the other required 2-resolution classes. 
Lemma 5.2. There exists an RSQS(1, 2, 26).
Proof. From Lemma5.1we only need to construct a (1, 2)-RGDD(3, 4, 26) of type 213. Let the point set be Z26 and the groups
be {x, x+ 13}, x ∈ Z13. Developing the following base blocks modulo 26 generates the required blocks.
{0, 1, 2, 9}, {0, 1, 4, 5}, {0, 1, 7, 16}, {0, 1, 17, 20},
{0, 2, 5, 7}, {0, 3, 6, 21}, {0, 3, 14, 19}, {0, 1, 12, 19}, {0, 3, 11, 20};
{1, 2, 12, 22}, {1, 3, 9, 11}, {2, 5, 10, 24}, {7, 11, 17, 25},
{4, 15, 16, 18}, {0, 8, 9, 14}, {4, 18, 20, 21}, {6, 13, 15, 17},
{0, 5, 20, 22}, {13, 19, 23, 25}, {7, 16, 19, 23}, {6, 10, 14, 21}, {3, 8, 12, 24}.
Each block in the first two rows gives a 2-resolution class by developing it (+2 mod 26). We obtain another nine
2-resolution classes by adding 1 to the resulting nine 2-resolution classes.
The blocks in the last three rows form a 2-resolution class. Then, we develop the resulting 2-resolution class modulo 26
to get the remaining 2-resolution classes. 
Lemma 5.3. There exists a (1, 2)-RCQS (83 : 2).
Proof. We shall construct the desired design on (Z8 × Z3)⋃{∞1,∞2} with groups Gi = Z8 × {i}, i ∈ Z3 and a stem
S = {∞1,∞2}.
Step 1: Let x, y, z ∈ Z8, x+ y+ z ≡ 0 (mod 8) and y be even. Each of the following 32 2-resolution classes consists of two
parts. The first part is below.
{∞1, x0, y1, z2}, {∞2, (x+ 4)0, (y+ 4)1, (z + 4)2},
{∞1, x0, (y+ 1)1, (z + 7)2}, {∞2, (x+ 4)0, (y+ 5)1, (z + 3)2},
{(x+ 3)0, (x+ 5)0, (y+ 5)1, (z + 3)2}, {(x+ 3)0, (x+ 5)0, (y+ 6)1, (z + 2)2},
{(x+ 6)0, (y+ 1)1, (y+ 2)1, (z + 2)2}, {(x+ 6)0, (y+ 2)1, (y+ 3)1, (z + 1)2},
{(x+ 1)0, (y+ 7)1, (z + 6)2, (z + 7)2}, {(x+ 1)0, y1, (z + 5)2, (z + 6)2}.
(1) If x is even, then the second part consists of the following.
{(x+ 2)0, (x+ 7)0, (y+ 3)1, (y+ 6)1},
{(y+ 4)1, (y+ 7)1, z2, (z + 5)2},
{(z + 1)2, (z + 4)2, (x+ 2)0, (x+ 7)0}.
(2) If x is odd, then the second part consists of the following.
{(x+ 2)0, (x+ 7)0, (y+ 4)1, (y+ 7)1},
{(y+ 3)1, (y+ 6)1, z2, (z + 5)2},
{(z + 1)2, (z + 4)2, (x+ 2)0, (x+ 7)0}.
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Step 2: Define one factors F ji (i, j ∈ Z3) of the complete graph on Gi as follows, where l ∈ {1, 2}.
F 00 = {{(2k)0, (2k+ 1)0} : k ∈ Z4}, F 10 = {{(2k+ 1)0, (2k+ 2)0} : k ∈ Z4},
F 20 = {{k0, (k+ 4)0} : k ∈ Z4},
F 0l = {{0l, 2l}, {1l, 3l}, {4l, 6l}, {5l, 7l}}
F 1l = {{2l, 4l}, {3l, 5l}, {6l, 0l}, {7l, 1l}}, F 2l = {{kl, (k+ 4)l} : k ∈ Z4}
For i ∈ Z3, the required 6 partial 2-resolution classes P(i, n, j) (n ∈ Z2, j ∈ Z3)missing the set Gi ∪ S are defined as follows.
For i ∈ Z3, n ∈ Z2, j ∈ Z3, let P(i, n, j) = {{a, b, c, d} : {a, b} is the mth edge of F ji+1, {c, d} is the (m + 2n)th and the
(m+ 2n+ 1)th edge of F ji+2, 1 ≤ m ≤ 4}, then P(i, n, j) is a partial 2-resolution class missing Gi ∪ S. 
Let (X,B) be an RSQS(1, λ, v)with a λ-resolution P1|P2| · · · |Pr(v), and let (Y ,A) be an RSQS(1, λ, u)with a λ-resolution
P ′1|P ′2| · · · |P ′r(u) such that Y ⊂ X , A ⊂ B and P ′j ⊂ Pj for 1 ≤ j ≤ r(u). Then (X, Y ,B,A) is called an RSQS(1, λ, v) with a
(1, λ)-resolvable subsystem of order u and will be denoted by (1, λ)-RSQS(v : u). Note that subsystems of order 1 and 2 are
trivially (1, 2)-resolvable.
Lemma 5.4. Suppose that there exists a (1, 2)-RCQS(gn : s). If there exists a (1, 2)-RSQS(g + s : s), then there exists a (1, 2)-
RSQS(ng + s : g + s).
Proof. Let (X, S,G,B) be the given (1, 2)-RCQS(gn : s) where G = {G1,G2, . . . ,Gn}. Then the block set B has a partition
{P(k, j) : 1 ≤ k ≤ n, 1 ≤ j ≤ g(g + 2s − 3)/12} ∪ {P ′(m) : 1 ≤ m ≤ n(n − 1)g2/12} such that (1) for 1 ≤ k ≤ n and
1 ≤ j ≤ g(g + 2s − 3)/12, P(k, j) is a partial 2-resolution class missing Gk ∪ S; (2) for 1 ≤ m ≤ n(n − 1)g2/12, P ′(m) is a
2-resolution class on X .
For 1 ≤ k ≤ n, construct a (1, 2)-RSQS(g + s : s) on Gk ∪ S such that the subdesign is based on S. Such a design
exists by assumption. Denote the set of blocks in the subdesign by C and the set of the other blocks by Ak. Then there are
(g + s − 1)(g + s − 2)/12 2-resolution classes Q (k, j), 1 ≤ j ≤ (g + s − 1)(g + s − 2)/12, with the property that for
g(g + 2s − 3)/12 < j ≤ (g + s − 1)(g + s − 2)/12 each 2-resolution class Q (k, j) on Gk ∪ S contains a 2-resolution class
Q ′(j) on S.
Then (X,B ∪C ∪ (∪1≤k≤nAk)) is an SQS(ng + s) and (G1 ∪ S,C ∪A1) is a subdesign RSQS(1, 2, g + s). We shall resolve
this design.
The first (s − 1)(s − 2)/12 2-resolution classes are P ′′(j) = (∪1≤k≤n(Q (k, j) \ Q ′(j))) ∪ Q ′(j), g(g + 2s − 3)/12 < j ≤
(g + s− 1)(g + s− 2)/12. Another ng(g + 2s− 3)/12 2-resolution classes are P ′(k, j) = P(k, j) ∪ Q (k, j), 1 ≤ k ≤ n and
1 ≤ j ≤ g(g + 2s− 3)/12. The other n(n− 1)g2/12 2-resolution classes are P ′(m), 1 ≤ m ≤ n(n− 1)g2/12. Clearly, these
2-resolution classes are pairwise disjoint. Further, the number of these 2-resolution classes is (s− 1)(s− 2)/12+ ng(g +
2s − 3)/12 + n(n − 1)g2/12, which is the required number of 2-resolution classes in an RSQS(1, 2, ng + s). So, such an
SQS is also (1, 2)-resolvable. Further, since Q (1, j) ⊂ P ′′(j) for g(g + 2s − 3)/12 < j ≤ (g + s − 1)(g + s − 2)/12 and
Q (1, j) ⊂ P ′(1, j) for 1 ≤ j ≤ g(g + 2s− 3)/12, this RSQS(1, 2, ng + s) is also a (1, 2)-RSQS(ng + s : g + s). 
Lemma 5.5. Suppose that there exists a URS(3, K , u+ 1). If there exist a (1, 2)-RCQS(gk−1 : s) and a (1, 2)-RGDD(3, 4, gk) of
type gk for any k ∈ K, then there exists a (1, 2)-RCQS(gu : s).
Proof. Let (X ∪{∞},B) be the given URS(3, K , u+1)with a resolution P1|P2| · · · |Pr . We shall construct the desired design
on Y = (X × Zg) ∪ S, where S ∩ (X × Zg) = ∅ and |S| = s.
For each block B ∈ Pi, ∞ 6∈ B, 1 ≤ i ≤ r , construct a (1, 2)-RGDD(3, 4, g|B|) of type g |B| on B × Zg with groups
{x} × Zg , x ∈ B. Denote its block set by C iB and 2-resolution classes by P iB(m), 1 ≤ m ≤ (|B| − 1)(|B| − 2)g2/12.
For each block B ∈ Pi,∞ ∈ B, 1 ≤ i ≤ r , construct a (1, 2)-RCQS(g |B|−1 : s) on ((B \ {∞})× Zg)⋃ S. Denote its block set
byAiB. Denote its 2-resolution classes by P
i
B(m), 1 ≤ m ≤ (|B|−1)(|B|−2)g2/12 and partial 2-resolution classes by P iB(x, j),
x ∈ B \ {∞}, 1 ≤ j ≤ g(g + 2s − 3)/12. Then⋃1≤i≤r((⋃B∈Pi,∞6∈B C iB)⋃(⋃B∈Pi,∞∈BAiB)) is the block set of a CQS(gu : s).
We need to give its required resolution classes.
For 1 ≤ i ≤ r , let the block size of Pi be ki. For 1 ≤ i ≤ r , 1 ≤ m ≤ (|B|− 1)(|B|− 2)g2/12, let P ′(i,m) = P iB(m)
⋃
P iB(m).
Then P ′(i,m) is a 2-resolution class on Y .
For 1 ≤ j ≤ g(g + 2s − 3)/12, x ∈ X , let P(x, j) = ⋃1≤i≤r(⋃B∈B,{x,∞}⊂B P iB(x, j)). Then P(x, j) is a partial 2-resolution
class missing ({x} × Zg) ∪ S.
Then we obtain a (1, 2)-RCQS(gu : s). 
Lemma 5.6. If there exist an RCQS (hu : 1) and a (1, 2)-RCQS(g3 : s), then there exists a (1, 2)-RCQS((hg)u : s).
Proof. Let (X∪{∞}, {∞},G,B) be the given (1, 1)-RCQS(hu : 1)with partial resolution classes P(G, i), 1 ≤ i ≤ h(h−1)/6,
G ∈ G, and resolution classes Pk, 1 ≤ k ≤ u(u− 1)h2/6.
For each block B ∈ B,∞ 6∈ B, construct a (1, 2)-RGDD(3, 4, 4g) of type g4 on B× Zg with groups {x} × Zg , x ∈ B. Such
a design exists by Lemma 2.3. Denote its block set by CB and 2-resolution classes by PB′(m), 1 ≤ m ≤ g2/2.
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For each block B ∈ B with∞ ∈ B, construct a (1, 2)-RCQS(g3 : s) on ((B \ {∞}) × Zg)⋃ S. Such a design exists by
assumption. Denote its block set by AB, 2-resolution classes by P ′′B (m), 1 ≤ m ≤ g2/2, and partial 2-resolution classes by
PB(x, j), x ∈ B \ {∞}, 1 ≤ j ≤ g(g + 2s− 3)/12.
Then (
⋃
B∈B,∞6∈B CB)
⋃
(
⋃
B∈B,∞∈BAB) is the block set of a CQS((hg)u : s).We need to give its required resolution classes.
For 1 ≤ k ≤ u(u − 1)h2/6, 1 ≤ m ≤ g2/2, let P ′(k,m) = (⋃B∈Pk,∞∈B P ′′B (m))⋃(⋃B∈Pk,∞6∈B P ′B(m)), then P ′(k,m) is a
2-resolution class on (X × Zg)⋃ S.
The partial 2-resolution classes are divided into two parts:
(1) For 1 ≤ i ≤ h(h− 1)/6, G ∈ G, 1 ≤ m ≤ g2/2, let P(G, i,m) =⋃B∈P(G,i) P ′B(m). Then P(G, i,m) is a partial 2-resolution
class missing (G× Zg) ∪ S.
(2) For 1 ≤ j ≤ g(g + 2s− 3)/12, x ∈ G and G ∈ G, let P(x, j) = ⋃{x,∞}∈B,B∈B PB(x, j). Then P(x, j) is a partial 2-resolution
class missing (G× Zg) ∪ S.
Then a (1, 2)-RCQS((hg)u : s) is obtained. 
Lemma 5.7. There exists a (1, 2)-RCQS(245 : 2).
Proof. Applying Lemma 5.6 with an RCQS(35 : 1) in Lemma 4.7 and a (1, 2)-RCQS(83 : 2) in Lemma 5.3, we can obtain the
required design. 
Lemma 5.8. If there exists a (1, 2)-RCQS(g3 : s), then there exists a (1, 2)-RCQS((3g)3 : s).
Proof. We keep the notation of Lemma 4.9 and we adapt the proof to the present situation. We start with a CQS(33 : 1)
(as in [14]) on Z9 ∪ {∞} with groups Gi = {i, i + 3, i + 6}, 0 ≤ i ≤ 2 and a stem S = {∞}, whose block set B is listed in
Lemma 4.9.
The desired designwill be based on Y = (Z9×Zg)⋃({∞}×Zs)with groups G′i = Gi×Zg , 0 ≤ i ≤ 2, and stem S ′ = S×Zs.
For each block B ∈ B,∞ ∈ B, construct a (1, 2)-RCQS(g3 : s) on ((B \ {∞})× Zg)⋃ S ′ with groups {x} × Zg , x ∈ B and
stem S ′. Such a design exists by assumption. Denote its block set by AB, 2-resolution classes by PB(m), 1 ≤ m ≤ g2/2 and
partial 2-resolution classes by PB(x, j), x ∈ B \ {∞}, 1 ≤ j ≤ g(g + 2s− 3)/12.
For each block B ∈ B,∞ 6∈ B, construct an RGDD(3, 4, 4g) of type g4 on B×Zg with groups {x}×Zg , x ∈ B. Such a design
exists by Lemma 2.3. Denote its block set by CB and resolution classes by QB(m), 1 ≤ m ≤ g2.
Then (
⋃
B∈B,∞6∈B CB)
⋃
(
⋃
B∈B,∞∈BAB) is the block set of a CQS((3g)3 : s).We need to give its required resolution classes.
1. The 9g2/2 2-resolution classes:
For 1 ≤ i ≤ 2, 0 ≤ j ≤ 2 and 1 ≤ m ≤ g2/2, let P(i, j,m) = (⋃B∈A(i,j),∞∈B PB(m))⋃(⋃B∈A(i,j),∞6∈B QB(m)). For
0 ≤ j ≤ 2, 1 ≤ m ≤ g2/2, let P(0, j,m) = (⋃B∈A(0,j),∞∈B PB(m))⋃(⋃B∈A(0,j),∞6∈B QB(m + g2/2)). Then each P(i, j,m) is a
2-resolution class on Y .
2. The 3g(3g + 2s− 3)/12 partial 2-resolution classes:
(1) For 0 ≤ i ≤ 2, x ∈ Gi, 1 ≤ j ≤ g(g + 2s − 3)/12, let P(x, j) = ⋃{x,∞}∈B,B∈B PB(x, j). Since |Gi| = 3, there are
3g(g + 2s− 3)/12 partial 2-resolution classes missing G′i
⋃
S ′.
(2) Let Bi = {Bi + 3j : 0 ≤ j ≤ 2}, 0 ≤ i ≤ 2. For 1 ≤ n ≤ g2/2, let P ′i (n) =
⋃
B∈Bi QB(n + g2/2). Then there are g2/2
partial 2-resolution classes missing G′i
⋃
S ′.
Then a (1, 2)-RCQS((3g)3 : s) is obtained. 
Lemma 5.9. There exists a (1, 2)-RCQS(243 : 2).
Proof. Applying Lemma 5.8 with a (1, 2)-RCQS(83 : 2) in Lemma 5.3 yields the required design. 
Theorem 5.10. There exists an RSQS(1, 2, v) for v ≡ 74 (mod 96).
Proof. Write v = 96n−22, where n is a positive integer. Applying Lemma 5.5 with a URS(3, {4, 6}, 4n) in Theorem 2.13 we
obtain a (1, 2)-RCQS(244n−1 : 2). Here we need (1, 2)-RCQS(24k−1 : 2)s and (1, 2)-RGDD(3, 4, 24k)s of type 24k for k = 4
and 6 as input designs. The former comes from Lemmas 5.7 and 5.9. The (1, 2)-RGDD(3, 4, 96) of type 244 comes from
Lemma 2.3. The (1, 2)-RGDD(3, 4, 144) of type 246 comes from Lemma 2.6 with an RGDD(3, 4, 36) of type 66 in Lemma 2.5
and a (1, 2)-RGDD(3, 4, 16) of type 44 in Lemma 2.3. The result then follows from Lemma 5.4 with the resulting (1, 2)-RCQS
and an RSQS(1, 2, 26) in Lemma 5.2. 
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