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INTRODUCTION 
1. We-are concerned with the problem of three bodies in the plane; i.e., 
with the motion of three mass points Pk of mass mr > 0 (k = 1,2,3) under 
their mutual attraction according to Newton’s law of gravitation, assuming 
that he motion is confined toa fixed plane. Inthe latter wechoose afixed 
Cartesian (x, y)-coordinate system (the inertial system) and introduce a 
complex coordinate z = x + iy with i denoting the imaginary unit. Let qk 
be the complex coordinate of Pk . Then the differential equ tions of motion 
for the plane three body problem are 
f4;k = mzc+Ph+, - qd + m,+,Fh+, - qJ 
with F(q) = q 1 q /-3, (k = 1,293)s 
(1) 
if all indices are being reduced modulo 3onto the numbers 1,2,3. The dots 
denote derivatives withrespect totime t, and f > 0 is the reciprocal constant 
of gravitation. 
We may assume that he center ofmass of the three bodies rests atq = 0, 
and we denote the center of mass of Pz and P3 by P4 with the complex 
coordinate q4 . Also, we define the mass parameters p and v by 
m, i- m2 + m3 = M > 0, m2 + m, = PM m3 = vpM, (2) 
so that 0 < CL, v< 1 and 
94 = v*!72 + v!l3 9 /LFL*Q + /.Lq4 = 0 (/A* 3 1 - /.L, u* = 1 - V). (3) 
Further we introduce the Jacobian relative (complex) coordinates 
u = q3 - q2 , v = q4 - q1 . (4) 
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Then 
41 = --p-J, qr = p*v - m, q3 = p*v + v*u, q4 = p*v, (5) 
and (1) is equivalent wi h the system 
iifM-1 = -pF(u) + p*[F(v - vu) -F(v + v*u)] 
fiff-1 = -v*F(v - vu) - vF(v + v*u). 
(6) 
For 0 < / u 1 < ) v 1 or 0 < p* + v < 1 this ystem can be approximated 
by 
zifM-1 = -pF(u), EfM-l = -F(v), (7) 
which is a “Kepler problem” (i.e. the integrable problem of relative motion 
in thejtwo body problem) for P3 about Pz , and a Kepler problem for P4 
about PI with the masses of Pz and P, attached to P4 . These two (uncoupled) 
Kepler problems admit well-known a d, in particular, pe iodic solutions for
u and v. 
2. Let us take an elliptical solution u = ur(t) and a circular solution 
v = vr(t) with radius 1vr(t)l = /3 f rom (7). To simplify their explicit 
representations we apply the scale changes 
u* = p-%4, v* = /3-lo, t* = art with &$3s = Mf-1 
and obtain (as can be verified by irect alculation, or see Section 3.1) 
u* = p113pz(l - Ecos )-l eis, v* = eit with 
(8) 
t = p3 1” (1 - E cos u)-2 do, (p # 0 real, 0 < E < l), 
‘0 
after simply writing t for t* again and by taking the major axis of the elliptic 
orbit aligned with v* initially. Applying the same scale changes in (6) and 
(7) and then dropping the star from the notation has the effect ofsimply 
omitting the factor fM-l there, which we shall do from now on. Then 
u = u*(t) and v = v*(t) are solutions f (7) directly. 
Since the period of u*(t) is 2.rrp3(1 - +3/Z, (as follows from (8) for 
s = 2x) this motion of PI , Pz , P, over some time interval of length T* 
repeats itself (up to a rotation nthe inertial system), iff. u*(t)/v*(t) is periodic 
with period T* in t, and that means iff. 
p = p*, p*3 = (m/k) I(1 - c*)~‘~ I, T* = 2mn, (k, m are integers) (9) 
where k and m will be assumed relatively prime and p > 0. Then T* is 
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the minimal positive period of the resulting motion of PI , P, , P3 . By (8) 
and (9) this motion is periodic even in the inertial system and repeats after 
k complete elliptic orbits ofP3 about P2 and m complete circular orbits of
their center of mass P4 about PI . The relative motion of P3 given by 
q = u*/v* can be described as following a rotating ellipse ofsemi-major 
axis a* = ~1~3(m/h)2/3 and eccentricity E, closing after k - 712 revolutions 
about P2 , its line of apsides regressing by the angle 2n 1 m/k / during the time 
interval from attaining o emaximum of 1 u*(t)1 tothe next. 
3. We can now formulate our main result, whose precise d rivation s 
the goal of this paper (see Theorem 6 with q = 0 later): 
The problem of three bodies in the plane with arbitrarily-preassigrzed 
(positive) musses admits denumerably many 2-parametric families of olutions 
u = u(t) = h%(tk3; E, k, m), 2, = w(t) = X2d(th-3; E, h,m) (10) 
of (6), which represent periodic motions of PI , P2 , P3 with period 
T = A3?(q K, m), in the sense that identically in t 
dt + T) = dt> for 40) = w~(th w(t + T) = o(t) eiy (11) 
with real y = ~(6, k, m). These motions for h = 1, i.e. up to similarity, 
represent “superposition” of two nearly Keplerian elliptic motions with 
slowly rotating lines of apsides, namely of an elliptic motion with arbitrarily- 
ass@zed ccentricity ~(0 < E < 1) and small major axis for the pair (P2 , P3) 
and of an elliptic motion with small eccentricity and unit major half-axis for
the other pair (PI, P4). In particular, the relative trajectory q = q(t), 
(0 < t < T) is closed after k - m complete r volutions about q = 0 and 
lies near the closed orbit q = u*/w*, (0 < t < T*) from (8) with (9), while 
w = w(t) describes approximately m slowly-rotating elliptic orbits ofperiod 
257A3 and small eccentricity, whichvanishes with Y. 
These solutions exist for 0 < p < 1 and 0 < v < 1 (and for CL* = v = 0), 
whenever the indicated parameters satisfy 
O<a,<E<z2< 1, h f 0 real, m/l hI ,( S(T*, 4, i2 , p*) < 1, 
with relatively-prime natural / k) and m, where 6 decreases with CL* in 
particular, when v > 0, but is independent ofCL* for v = 0. Further 
analogous solutions will be obtained after replacing Q by-c, if K - m is odd. 
This result includes the existence of denumerably many l-parametric 
families ofperiodic solutions of elliptic ype for the restricted three-body 
problem with arbitrary mass ratio TV(taking Y = 0, A = 1) and for Hill’sLunar 
Problem (taking also p = 0 after a suitable coordinate transformation), 
see Theorem 2. Our result gains interest forthe astronomical lunar theory by 
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identifying PI with the sun, Pz with the earth, and P3 with the moon, for 
instance; or for an astronautical restricted four-body problem by adding 
a space vehicle (of negligible mass) to the system PI , PE , P3 moving according 
to (10) and (11); etc. 
4. The closest earlier-known result inthe three-body problem has been 
obtained separately by F. R. Moulton [I] and C. L. Siegel [2], giving nearly 
circular motion for (Pa , P.J and for (PI ,Pa). The relative simplicity of the 
existence problem in the circular c se (starting from (8) with E= 0) compared 
to the present elliptic case (requiring (9)since E f 0) has been discussed in 
[3], where we already outlined the ideas and techniques comprising our 
existence proof or elliptic motion in the three-body problem. The existence 
proof is presented here in full detail and with a stronger result. 
5. We now give an outline ofthe contents ofthe present paper: After 
transforming the equations of motion (6) to suitable new variables (related 
to elliptic elements) in Section 1 and also using anew independent (and for 
collision of Pz and P3 over-regularizing) time variable s,we formulate in
Section 2 suitable sufficient co ditions forperiodicity of the motion of PI , Pz , 
P3 in the sense (1 l), which essentially transfer the existence problem of 
periodic solutions i to aboundary value problem for the new coordinates. 
In Section 3 we show that he attempt to continue the approximating 
periodic motion (8) with (9) of the uncoupled Kepler problems (7) directly 
to the three-body problem by the classical PoincarC method (using II* and v 
as small parameters) fails because of degeneracy, expressed byvanishing 
Jacobians and caused by the resonance (9) of the two Keplerian motions. 
This difficulty is overcome by first continuing o ly the elliptic motion of Pa 
about P2 (from (8) and (9)), for m3 = 0 to the restricted three-body problem 
by adding PI on a Keplerian circular orbit relative to Pz , of large radius 
compared to p in the case that ml/m2 is large. This in fact can be done, even 
for arbitrary m, and m2 , as has been shown recently in[4J, where the 
existence of corresponding satellite orbits (m3 = 0) of period T near T* for 
the restricted problem has been proven using ageneralization of thePoincarC 
small parameter method. Sections 4 and 5 of the present paper give asimpler 
derivation of this result (Theorem 2), as well as estimates nowneeded for its 
extension tothe (unrestricted) three-body problem. The fact hat T + 0 
mod 27r (if m, > 0) is decisive for nondegeneracy of these satellite orbits, 
thus allowing their continuation t  the three-body problem with small 
m3 > 0 by PoincarC’s method. 
Also in Section 3 we give ageneralization of theimplicit function theorem 
(which is the essential tool in Poincare’s method) to the case where the 
equations to be solved contain noavailable parameters be ides the unknowns 
to be determined (Lemma 3). This lemma constitutes th  essential tool in 
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our new derivation of Theorem 2and in the proof of the main result (Theorem 
6) for arbitrary positive masses m, , m, , m3 . 
In Section 6 we derive a sharp lower bound for 1 T - T* I, which implies 
nondegeneracy of our elliptic satellite orbits, but which is needed mainly 
in order to allow continuation of these orbits oall positive mg .The derivation 
is based on the iterative construction of p and its ufficiently-fast convergence, 
implied by Lemma 3 (motivating theextra parameter 01there) and our 
choice of variables in Section 1.
In Section 7 we approximate certain solutions f the three-body problem 
by solutions f the restricted problem on sufficiently long ranges 0 < s < s1 
of the new “time variable” s, where si increases with decreasing ma nitude 
of the disturbing functions (i.e. with ( m/k I); which is typical for the elliptic 
case. It is important toestablish sharper estimates (Lemma 13) for the 
perturbations herethan the sharp ones holding for the perturbations 
generated by disturbing twouncoupled Kepler problems into the restricted 
three-body problem (Lemma 5) established in Section 4. The particular 
forms of the equations of motion given in Section 1 make this possible. In 
Section 8 we then solve the periodicity conditions from Section 2,using 
Lemma 3 and the estimates established in the preceding four sections, after 
introduction of a new condition (involving thestill available initial v ues) 
which is not suggested by the Poincare m thod (small m3 > 0) but is needed 
to establish Theorem 6for all m3 > 0. 
Finally, in Section 9 we outline a recursive expansion technique toobtain 
convergent pseudopower series representations for the initial values, the 
coordinates (elliptic elements), andthe period of the new periodic solutions. 
Then (9.23) with (9.22) affords a description of the solutions i  (10). 
6. The possibility of actually performing the various calculations and 
estimations clearly rests upon selection of proper variables forthe different 
tasks. Inmost cases the originally real variables (like time and eccentricity) 
are extended tosuitable closed domains of their complex planes, inorder to 
allow convenient s imation of derivatives by Cauchy’s formula and to prove 
convergence of the series xpansions in Section 9.The obtainable estimates 
depend upon the careful design of such domains and upon the mass 
parameters p and V, which present our major concern inthe following work. 
We choose not to use the convenient O-symbol (except inSection 9), but to 
explicitly giveall estimates with the help of constructively-defined constants 
c, ,..., ca6 ,which must not depend on p, u or k in particular. 
1. TRANSFORMATION OF THE EQUATIONS OF MOTION 
1. We consider the equations of motion for the plane three-body problem 
in the form (6) (the factorfM-l being omitted asexplained in the introduction) 
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and introduce n w complex coordinates x and y instead ofu and v by 
u = p113xeit, v = yeit, (0 < P d 1). (1.1) 
The resulting differential equ tions will be rearranged into the form 
jE + 2it - x + F(x) = P(x) + Q&q y), (. = d/dt) 
(1.2) 
y + 29 - y + F(Y) = Q2k Yh F(x) = .+/29-3/2, 
where 
p(x) = /$[I --F(l + P3x)1, /.Ll G p-l’3/.L* > 0, (1.3) 
Q1(x, y) =-pJF(y - v/L”~x) -F(y + v*/L~‘~x)] - P(x), (l-4) 
Q2(x, y) 3 F(y) - u*F(y - yP3x) - vF(y + v*/P3x), (1.5) 
We shall assume in all that follows that hese xpressions aredefined by
their series xpansions i  powers of X, 2, y- 1, y- 1 for 1x / + 1 y - 1 j < 1, 
whose coefficients are polynomials in p1i3 and V, such that P(X) and Qr(x, y) 
remain meaningful especially for p = 0. 
Next we introduce, instead ofthe complex coordinates X, y and velocities 
2, j, new real variables a, ,..., zs by 
z1 = Im *(a + ix), z2 = IZI, z3 = arc x+ I* , 
z, = -arc 2, 2 GE XI-1 + iZl@ + ix), 75-E JXJ, 
and 
z5 = Img(j + iy), z. = arty +z4, 
2, + ix, = 1 + iz,Ry-y j + iy), R= 1~1, 
with the unique inverse transformation 
and 
x = rei(%-z4) = x1 + ix, r = Z12( 1 - z2 cos z3)-1, 
ff = -ix + iz;l.+4(& - z,), 2 = x .e-i% 2 ’ 
y = Rei(zs-zr) = 35 + iy2 , R = $(I - z,)-l, 
j = -iy + iz;1ei%-z4)(l - 2, - izg), 
(1.6) 
(1.7) 
(1.6)* 
(1.7)* 
where Im (and later Re) denote imaginary (and real) parts of a complex 
number and a bar its complex conjugate. We also introduce a n w independent 
“time” variable s instead oft along solutions f (1.2) by
SC t 
s 
zlrr2 dt, t’ = r%;‘, (’ = d/‘ds). (14 
0 
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Then (1.2) transfers into the equivalent system 
2’ = b(z) + q(z), (2 = (21 ,a.*, %)>, 
where the g-vectors b(z) and q(z) have the components 
bj(2) f uj(X) + Pd2), (i = 192, 3,4) 
with 
(l-9) 
(1.10) 
a,(z) Es a,(z) = 0, u&z) = 1) a,(z) zz v%;l = t’, 
(1.11) 
p,(2) E t’ Im *P(x), p,(z) = -t’ Re Q, p&z) E p,(z) = t’z;l ImQ, 
where 
and 
Q 3 z;l(&s - 2.J Im @(x) - iz,e”W(x); (Ml)* 
b&2) iz 0, b&z> = b,(z) + P&h b,(2) 5% t’s,“(1 - .x,)2, 
(1.12) 
b,(z) = &(z) zg 9 b,(z) = --b,(z) 2, , (t’ = u,(z)). 
Further, 
q,(z) = t’ Im 2Q1 , 
where 
q&z) = --t’ ReQ*, q&z) = q,(z) = t’z;l ImQ*, 
(1.13) 
O* = .y1(eiz3 - zp) Im *Qi - iz1eiZ4Ql , Q, = Q1by); (1.13)* 
and finally, 
q&j = t’ ImYQ, , Q&4 = &a q,(z) = -2t’x, Im ei(Z4-Ze)Qa , 
q8(z) = t’z, Re{ei(zs-ze)( 1  izs( 1- .z,)-l) Qa}, Q2 GE Q&Y, y). (1-14) 
Here s and y are still tobe replaced according to(1.6)* and (1.7)“. The 
calculation of these terms by simple differentiations is straightforward if one 
first calculates ~?r ,~3i,2 + Z, f, ,79, and t, + &s . 
2. Specializing the foregoing tothe restricted three-body problem for 
Pa , which is characterized by taking 
m3 = 0, q1 = -p&it, qz = p*& 
in (I), we obtain its equations of motion (in a rotating coordinate system) 
i + 22% - 3 + F(x) = P(x) (1.15) 
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from (1.2) byputting v = 0 and y = 1, as follows from (2) to (6). Application 
of (l-6), (1.6)*, and (1.8) transfers (1.15) into the equivalent system 
z’ = U(Z) + p(z), (2 = kl 1’.‘% z,)), (1.16) 
with components ofthe 4-vectors a(z) and p(z) given by (1 .l 1). 
Finally, the equations ofrelative motion in the two-body problem for 
Pz and P3 can be written i the equivalent forms 
2 + 2i.% - s + F(x) = 0 e+ z’ = a(z), (1.17) 
obtained from (1.15) and (1.16) for p* = 0 (i.e. m,= 0), for instance. 
3. We denote by z(s, 5; p*, V) the general solution of(1.9) belonging to
the initial 8-vector 
5 = (61 >“‘, 64 , Tl ,***, 14)
at s = 0 and exhibiting tsdependence onthe mass parameters p* = 1 - p 
and Y. 
LEMMA 1. Let x = x(s, 5; ,u*) be determined by
x’ = b(X), ~=5~=(5~,...,5,,1,5,,0,0) at s = ,(1.18) 
so that by (1.12) 
x6- 1, X6 = x4 3 x, = x* = 0. (1.18)* 
Then x(s, f; p*) = z(s, [,, ;p*-“, 0)identically in all variables, and by (1 .lO) 
the projection 2 = (,Q ,..., x4) is a solution of the restricted hree-body problem 
(1.16). 
Proof. We put 2 = x, then (1.7)* implies y = 1, and since QL(zc, 1)= 
Q2(x, 1) = 0 for v= 0, we have q(x) z 0 by (1.13) to(1.14). Hence z = x 
is a solution of (1.9) for Y= 0, which implies our statement. 
Lemma 1 describes theembedding of the restricted three-body problem 
into the three-body problem proper. Itimplies for p* = 0 by (1.3) and (1.10) 
to (1.11)* that 
P’ = 44 for p = &, t) = f(s, f; 0). 
We finally introduce the perturbation vectors 
y = Y(S, 5) = X(5 6; P*) - &, 0 
and 
(1.19) 
(1.20) 
OJ = w(s, 5) = z(s, 5; CL*, v) - X(& 6; CL*), (1.21) 
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which are determined according to Lemma 1, (1.19) and (1.9) by 
Y’ = 4~ + Y) - 4~) + P(P, + r) = G(s, Y; E), 
y = (0, 0, 0,O) at s = 0; 9J = 7-4-h 5)
and 
OJ’ = Nx + a) - b(x) + 4(x + w) = q, f-4 f), 
w=J-&ats=O; x = x(s, 6; cc*). 
(1.22) 
(1.23) 
Clearly, the determination of z(s, 5; +L*, V) by integration of (1.9) can be 
replaced by integration of the perturbation problems (1.22) and (1.23), 
to be treated later inSections 4 and 7, respectively, together with the well- 
known solution 9)(s, 6)of the Kepler problem (1.19). 
2. THE PERIODICITY CONDITION 
1. We begin by formulating thefollowing sufficient condition for the 
repetitive character of the motion of P1 , P2 , PR : 
LEMMA 2. Let u = u(t), v = v(t) be a solution of (6) or (7) with 
O<lul <loI for 0 < t d 43, v(O) > 0, (43 > 01, (2.1) 
which satisJies (theconditions of “ ymmetric conjunction”) 
Im 3 (t) = 0, Rei(t) = 0, . Re % (t) = 0 at t = 0 and t = t, . (2.2) 
Then the solution s “symmetric andperiodic” n the sense that 
u(t, + t) = e%(t, - 2), v(t, + t) = e%(to - 1) (2.3) 
and 
u(2t, + t) = e%(t), v(2t, + t) = e%(t), cx 3 /? mod 27r (2.4) 
identically in t,where $CX is the polar angle of u(l) u-l(O) att = t, (measured 
continuously along the trajectory beginning with 0) and /3 is defined cor- 
respandingly. 
Proof. Denoting the expressions on the right-hand si es of the Eqs. (2.3) 
by U(t) and V(t) we find that-if DL = B mod 277, they are solutions f (6) also 
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(or of (7)), since F(q) = F(q’) and eiqF(q) = F(ei+‘q) forreal a, by (1). The 
definition of 01 implies 
U(0) = e%i(t,) = u(t,), 
since with $0) also u(0) is real by (2.2). Hence, again with (2.2) 
O(O) = -eiG(to) = eia $f$ c(t,) = c(to), 
and similarly V(0) = v(t,) and r(O) = ti(tJ, sothat (2.3) will be implied 
by the uniqueness of the solution of the initial v ue problem for (6) or (7). 
Indeed, from the definition of 01 and p and since uv-l is real at t = to , we 
obtain the assumed congruence in(2.4). Finally, from (2.3) follows (2.4) 
at t = 0 and with (2.2) 
2i(2t0) = -e&Z(O) = e%i(O), d(2t,) = e%(O). 
Thus (2.4) is inferred again from (6) or (7), and the proof is complete. 
We also bserve that u(-t) = n(t), v(-t) = G(t) is implied by (2.3) and 
(2.4). Because of Lemma 2 we call the motion of PI , Pz , P3 , described by 
(u(t), v(t)) inthis case, “symmetric and periodic ofperiod T = 2t,, .”The 
motion is periodic nthe usual sense in a rotating coordinate system, for 
instance, which rotates with constant angular velocity /?/T about he origin 
of the inertial system. 
Remmk. Lemma 2 holds for u = u*, v = v* from (8), if (9) is assumed 
and 1 p* 1 is sufficiently small. Inthis case 2t,, = 2m = fl and OL = 2?rk; 
and U, v is a solution of (7). 
2. Our goal is to show the existence of solutions II,vof (6) with u/v near 
l+*, which satisfy theassumptions f Lemma 2. Since in Section 1 we have 
transformed (6)into (1.9) we will now transform the periodicity onditions 
(2.1) and (2.2), correspondingly. Now (1.1) transforms (2.2) into itself with 
u, v replaced by X, y respectively. Application of (1.6)* and (1.7)* then 
leads to the condition 
z3 - x3 E 0 mod n, z3 E Omodn, 2s = 0 at t = 0 and t = t,, 
which replaces (2.2). We choose z3 = z, = zg = zg = 0 at t = 0, thus 
also achieving v(0) = y(0) > 0, and then (2.1) and (2.2) may be replaced 
by the requirement 
z&, 5; p*, v) = nk, JG(U, 5;CL*, v) = =m, z&J, 5; II*, v) = 0, 
0 < p113r(s, 5; TV*, v) < R(s, 5; CL*, V) for sbetween 0 and u 
(2.5) 
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for a solution .z := Z(S, 5; p*, I!) of (1.9) belonging tothe initial g-vector <,
which now is of the special form 
5=(51,53~o~o~17~~o~13~o)-=(5~?)1 f-(51>52), ?1-(11,773) (2.6) 
to be assumed in all that follo\l-s. Our original problem is thus transformed 
into the task of satisfying the periodicity ondition (2.5) by suitable choice 
of u and 5, since (2.5) implies (2.1) and (2.2) with to = t(o) from (1.8). 
3. METHOD FOR SOLVING THE PERIODICITY CONDITION 
1. From Lemma 1, (1.19), and (1.11) identically in s and 6 we obtain 
~(~lio:o,O)=X(~,5;0)=(4)1,~)2,9)3,9)4,1,9)~,0,0), (3.1) 
with 
p?j E fj(j= 1, 2)7 lp3 se: s, Pd13j)l -62 cos u)-’ da, (3.2) 
if, according to (1.18) and (2.6), 
5” = (5; To), 70 = (1,O). (3.1)* 
It follows now from (1.19) and (1.17), together with (1.6) to (1.8) and (l.l), 
that 
z = 44 50 ; 0, 01, t = P4(4 0, f = (P, cl (3.3) 
represents a solution f(7) which admits the equivalent representation 
u = IL*, v = v,* given in (8), thus proving the corresponding statement 
made in the introduction. Using (9) and the notation from (2.6) wealso put 
5* = (P’, 4, r;,* = (kc*; 170), u* = n-k. (3.4) 
Then, since 
F i(l -~cosu)-2du=~(l-~*)-3’2>0,(-1<~<~), (3.5) - 0 
we have 
v3(~*> 4*) = 4 9Ll(u’, 5”)= m, (3.6) 
and by (3.1) 
(0, 5; p*, v) = (u*, 5;; 0,O) = s* (3.7) 
represents a solution fthe periodicity condition (2.5), if1 m/k 1 is small 
enough such that p113p*2 < 1 - E. 
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2. The foregoing suggests he attempt to continue S* to a solution f
(2.5) for positive values of II* and v by the implicit function theorem. This 
attempt, however, fails because the relevant functional m trix of za , xs , as 
with respect tou, f1 , 5, , qr , 73 has rank less than 3at S*. Indeed, integrating 
(1.9) with initial v ues 5 from (2.6) f or v = 0 gives (now that Q2 3 0 by 
(1.5)), in particular, 
z5 = 71 9 z, = 73 cos T, z* = -q3 sin 7, 
713 I I(1 -73 
cos T)-” dr = t(s). 
Here t(s) is determined by (1.8). Putting p* = 0 and 5 = [,* we obtain 
7 = t(s) = p4(s, [*), using (3.1). Hence T = t(o*) = m at S* by (3.6), 
which implies vanishing ofall first partial derivatives of z~(u, 5; 0, 0) at S*. 
We see that he degeneracy here is caused by the commensurability of 
periods (resonance) of the two Keplerian motions in (8) with (9). 
3. We shall overcome the difficulty in 3.2 by constructing a solution 
s = (6 $ ; P*, O), % = (5; 7clh (0 B CL* < 1) 
of (2.5) (nondegenerate for CL* > 0), which then is to be continued to positive 
v < 1 by the implicit function theorem. We obtain S in the following way: 
Putting v = 0 and 5 = {,, from (3.1)* in(2.5) leads, with Lemma 1, to the 
periodicity condition 
X3(% 5; p*) = 6 x4(u, 5; P*> = nm, 
0 -=c p113y(s, 5; p*) =c 1 for sbetween 0 and u, 
(34 
for solutions z = g(s, f; p*) of the restricted three-body problem (1.16). 
The equations in(3.8) will be solved for u and tn. They already have 
the solution 
(a, I; /A*) = (CT*, I$*; 0) = s* P-9) 
according to 1. By (3.1) (3.2), and (3.5) weobtain for the relevant functional 
determinant t S*, using (9) and 0 < E < 1, 
o*+~~*~~l ' 
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P*~( 1 - z l cos “R)-2: 3urm( 10- c2)-l # 0. 
This essentially shows applicability of he implicit function theorem to 
continue S*to a solution S,, = (c?, [;p*) of (3.8) for small p* > 0, which 
yields the corresponding solution S of (2.5). 
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Thus 3 characterizes a symmetric periodic solution (of elliptic ype, 
since 0 < E < 1) of the restricted three-body problem (1.15). Its period in 
t is obtained from (1.8) asp = 2t(c?). It will be our main concern (in Section 
5) to show that hese periodic solutions exist for every CL* in 0 < II* < 1 and 
0 < E < 1, especially forthe more interesting case of p* near 1, if ) m/‘k /, 
and thus I.@, &; p*), is sufficiently small depending upon E but not CL*, 
(elliptic satellite mo ion ear the smaller p imary inthe restricted three-body 
problem; see [4]). 
4. We can already indicate why s is nondegenerate for(2.5). Consider 
the following functional determinant t 3, (CL* # 0): 
-___= b,(X), Xlpn , kJ3 =@* + 4 ZBl)r 9 
o , o , =8,, 
using Lemma 1. It can be shown that E approaches 0, if ( m/k j does SO. 
As in 3.2 we have 
z8,,(6, to ;p*, 0) = sin .! T # 0, 
2 
if p qk 0 mod 2rr. 
Hence. (for sufficiently small 1m/k 1) D does not vanish, ifrf, which is near 
T* = 2rrm, is actually different from T*, which necessitates TV* # 0. 
In Section 6 we shall prove this assumption about F (and somewhat more) 
to be correct even for 0 < p* < 1. 
This then essentially shows that s can be continued (if p* > 0) to a 
solution s = (8, [; CL*, V) of (2.5) for sufficiently small v> 0, depending 
with D upon m/k, CL*, and E by the implicit function theorem. s yields the 
desired periodic solutions of the three-body problem (6) by substitution 
of z = z(s, [; p*, v) into (1.6)*, (1.7)*, and(1.1) with period Y!’ = 2t(G) in t 
from (1.8). We do not obtain ?? for TV * = 0 and v > 0, an exception readily 
interpreted by use of (1) to (9) and Lemma 2. 
5. The preceding result in the three-body problem (because of its 
restriction o “sufficiently” smallv> 0) is still unsatisfactory, sincethat 
problem asks for a description of its olutions after having chosen jixed 
positive values for the masses m, , ms , m3 . It will be our principal t sk in 
this paper to prove that he periodic solutions f the three-body problem 
obtained above do in fact exist for any such choice of the masses and 
0 < E < 1, if 1 m/k / is sufficiently sma l(depending only upon T*, E, and II* 
necessarily), as stated- in the introduction. 
In order to accomplish t is we shall need an extension fthe usual 
implicit function theorem from a mere proposition about local existence of an 
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implicit function (assuming only analyticity, sa and a nonvanishing 
Jacobian) to a proposition about he domain of existence (under suitable 
further assumptions). Namely, it is already a problem in the large, whether 
9 in its above meaning does exist for any given v> 0, no matter how small, 
and requiring some knowledge ofthe domain of existence of 3 for its answer. 
We therefore consider p and Y as fixed in (2.5) and (3.8) from now on and 
abstract the corresponding problems inthe large as follows (with Xtaking 
the role of the previous parameters FL*or v for instance): 
Let TV be a complex N-dimensional vector space, /1 be a parameter set 
and h be a map from IV x /l into 14’. We want to solve an equation (say 
(3.8) with the already known solution in (3.9)) ofthe form 
h(w; A) = h(w*; A”), (w*c w;XfA”Cd), (3.10) 
for w C IV, when X, h* and w* are giwen. To simplify the notation we put 
f(w) EE h(w; A*), g(w) = h(w; 4, (3.11) 
and, if gis differentiable, we write g,(w) for the derivative of g at w, which is 
a linear operator fW into itself, representable by the functional m trix of 
g(w). (A corresponding notation, also for partial derivatives, willbe used 
throughout the paper.) Asnorms in W and for linear operators L of W into 
itself we shall use 
I/ w 11 = max 1 n+ I(i = l,..., IV), for w = (WI,..., w”) c IV, 
(3.12) 
/I L II = max (1 Lw //(on I/w (I = 1, w C W), for L: w+w, 
We can now formulate sufficient co ditions forolvability of (3.10): 
LEMMA 3. Let fandg be d#erentiable mapsof the ball B*: 11 w - w* II Q I* 
into W, and fW(w*) be nonsingular. Let map g be a perturbation off in the 
following sense: There xist real 01 and fl such that with M* = (fJw*))-1, 
II M*(g,(w) -f&Nll + II M*(f,(w) -fw@*Nll G 048 in B*, (3.13) 
Then there exists a olution w = w, in B* of the equation g(w) = f(w*). w, 
can be obtained by iteration: 
WI = w*, %,l = m4, n = 1, 2, 3 ,..., 
K(w) = w + M*( f (w*) - g(w)), w, = Ji+i w, , 
(3.15) 
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which implies 
II eu, - WCC II 6 #r*~n-lPn,  >, 1; K(w-) = w, . (3.16) 
Proof. The map K: w --+ K(w) given by (3.15) from M; into itself isa
contraction in B*, since, bythe mean value theorem and (3.13), 
II K(x) - K(r)11 < II .v -Y II =;* II &@)ll < @ II .I! - y II ,(x, y C B*). 
Now we prove by induction over k that 
(1 w,,, - Wk 11 < r*c8-y, 11 wk - w* 11 < r*; k 2 1. (3.17) 
Clearly this holds for k = 1 by (3.14) and the definitions n (3.15). Assuming 
(3.17) for 1 < k < n, then 
II %+1 - w* II G f II w/c+1 - wk 11 < Y*fl(l - @)-l < t-*, thus 
k=l 
II %+z - %I+1 II = II m%+J - w4a)ll d 43 II %+1 - wn II d r*av+l, 
and (3.17) holds also for k = B + 1, hence for all natural k.For arbitrary 
natural K and n 
n+k-1 
II %+!i - WTI I < c II wj+1 - wj I/ < r*cun--l/P(l - &I-r, 
j=n 
and since W is complete under the norm of (3.12), the w, converge tow, , 
say, as n + co. Keeping n fixed and letting k -+ co in the last inequality 
implies the estimate in (3.16), and therefore 
II q%J - wm II Q II q%) - w%a)ll + II %+1 - % II < 3r*aV+l, 
having used the contraction property ofK. Since n is arbitrary here, we 
obtain the equation i (3.16) and thus g(w,) = f(w*), completing the proof. 
6. We remark that he applicability of Lemma 3 with (3.11) toobtain a 
solution of (3.10) isnot necessarily e ated to the choice of h. The appearance 
of the parameter X may in fact be considered accidental, and our lemma has 
only its proof in common with the implicit function theorem. For the 
application o (3.8) or(2.5) weshall ater verify smallness of g - f, in the sense 
of (3.13) and (3.14), as aconsequence of (1.20) to(1.23). 
We have thus outlined how the periodicity onditions (2.5) and (3.8) are 
to be solved when ,U and Y are given, using Lemma 3 as principal tool. A few 
other technical, if not principal, devices will be used in the following precise 
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derivation of our result. For example, from the three quations in (2.5) only 
the first two will be solved initially to avoid the otherwise implied appearance 
of the inconvenient terms zjll,( j = 3, 6) from D in M* and thus in the 
required stimates (3.13) and (3.14) ofLemma 3. The third equation i (2.5) 
will then be treated again with Lemma 3, but after reformulating it aslightly 
different way, which no longer corresponds to (3.11). Also, we shall introduce 
a weak functional dependence (8.20) ofyi upon 1s in (2.6) and (2.9, which 
is not required for applicability of, nor suggested by, the local implicit 
function theorem to the solution of (2.5) for (T, [a ,qs . 
In the following investigation we shall introduce a number of positive 
constants cr ,cp ,..., which are defined ina constructive way each time. It 
is important that hese constants do not depend upon the mass parameters 
p and Y, nor on the small parameter 6 to be introduced soon, although it
might be possible to improve the value of a cj , when p* is small, for instance. 
Generally we do not aim at the best possible estimates. 
4. ESTIMATESFORSOLUTIONSOFTHERESTRICTEDTHREE-BODYPROBLEM 
1. We recall from the introduction that he mass parameters p and CL*, 
the integers m and k, and the eccentricity E canbe chosen according to 
O<tL<l, p* 5 1 - /.L, m >O, 
k # 0, (k, m) = 1, O<E<l. 
(4.1) 
Now we choose additional real quantities 8, e1 , l s , 01~ ,and p according to 
S”=fi, o<s<s; 0 < El < &, g <Q2 < 1, 
2E*<E<29-1; (p*)l’a < a1 < 1, p = (Lx$y > 0, 
(4.2) 
thus excluding small 1k (. Further, we choose s in the rectangle 
S,:(ResI <sr, IImsl BP; s1 = m ( k ( + 1 (4.3) 
of the complex s-plane, and we take r , & as complex variables in aclosed 
domain B, of the form 
B,:I&l <S, cl + 313 < Re & < cz - 5p, I Im t3 I < 2~. (4.4) 
Then v* , and also (trivially) R , p a ,~a , as defined in(3.2) are holomorphic 
functions of all variables in the product domain S, x B, , if the path of 
integration is confined toS, since 
1 cos(u + iw)l < cash w 6 1 + j w 1 for eal u, v with 1 w 1 < +, (4.5) 
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I 1 - 52 cos u1 > 1 - (es - p) cash p > 1 - <s > 0, 
Also, with (4.2), 
1 &, 5)1 d S3(sl + ,o)(l - E,)-~ < 4m(l - •s)-~ = cr on S, x B, . (4.6) 
2. For the following we shall assume that 6is sufficiently small so as to 
satisfy finitely many inequalities which we shall explicitly state each time. 
These conditions canbe satisfied by taking ) k1 sufficiently large depending 
only upon cl , ~a , and m (exactly like the constants cj( j = 2, 3,...) to be 
subsequently introduced through a series ofestimates). 
Our goal in this paragraph isthe integration of (1.22) and the estimation 
of its olutions y(s, t), which according to(1.20), (1.19) and Lemma 1, 
determine solutions of the- restricted three-body problem. We therefore 
need estimates for the terms Gj , (j = 1,2, 3,4) on the right of (1.22). 
Assuming, with (4.2), that 
A 1: 9Ps < min(E, , es), Es = 1 - E‘J > 0, (4.7) 
and defining a closed domain B, of the complex 4-dimensional y-space by
B 2: In I G 3h IYj I < 3P (i = Z3,4), 61s I&II, (4.8) 
we have for x = ~(s, f) + y, with (3.2) and (4.6) onS, x B, x B, , 
11 - 22 cosz3 I b 3E3, I r I < 412, I44l G c,v, (3 = vi + n>9 
with Ifrom (1.6)* and a, from (l.ll), having used (4.5) and suitable cp ,c3 . 
Hence 
1 xl I, Ix2 I < c4 I 7 I < + for z= p + Y, (s, -5, Y in s, x -4 x %J, (4.10) 
if, in addition toA, , we assume 
A 2: a2 < (9c,cJl; (c, G 3q1, c, 3 cash (cr + 1)). (4.11) 
We can now derive 
LEMMA 4. The expressions p,(v + r)(j = 1,2,3,4) cmd Q(P + Y), 
d@zed by (1.11) mrd (3.2) usfi m 1 ions of the complex-variables s, & ,& , yl , 
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Yz 3 Y3 9 Y4 > are holomorphic in S, x B, x B, (us given by (4.3), (4.4), and 
(4.8)) and they satisfy 
I PI@ + r)l G ~*+A’, I PAP, + Y)I G PX%~16 (j = 2, 3,4), (4.12) 
l%(~++r>-dJ,)l ~c,~120Yll+~11Y21+~llY31)~ (C6>lh (4.13) 
with ‘p = q~(s, 6)and 8, = 1 (I 1 for 0 < II* < 1 there. 
Proof. We put cp(s, 5)+ y = z. Then each xj(j = 1, 2, 3,4) is a holo- 
morphic function fall variables on S, x B, x B, satisfying (4.9). The 
same holds for and q(z). By (1.6)*, (4.10), and (1.3) then the functions 
x1 f Y cos(z, - Za), x2 s r sin(z, - zq), 
Re F(1 + x) = (1 + xi)[( 1 + xi)2 + x~]-~/~, 
ImF( 1 + x) = ~a[(1 + xi)” + ~a~]-~/~, 
(4.14) 
z;l Im eP(x) s ql[x, Im P(x) - x2 Re P(x)] 
and thus by (1.1 I)* Re Q, Im Q are holomorphic there, implying the first 
part of Lemma 4. We now derive (4.12): For complex 1 and x2 we put 
x = xl + ix2 , ji; = x1 - 1x2 , x = if = I Xl I + I 372 I (4.15) 
and get, according to the meaning of F(q) in (l), 
F(1 + x) = (1 + ~)-l~~ (1+ Z)-3/2 = c B(m, n) x9? 
m.n>o 
with B(m, n) = (-,“,(i’) , -. (if X < 1). 
(4.16) 
From this we obtain (in the usual formal way after substitution fr m(4.15)) 
series representations in powers of x1 and 2s for the complex-valued f nctions 
Re F(1 + @%) and Im F(1 + $13x) of (4.14), asif x1 , x2 were real. 
Observing 
1 B(m, n)I = (--1)“+“B(m, n), (m, n 2 0) (4.17) 
we then obtain from (1.3), after forming corresponding majorizmg series, 
I Re P(x)! + I Im P(x)] < -P(-X) with (4.15), 
< /.f.Jl - X)--8 [l - (1 - pxyq, 
< 211*X (p)-* < 7jJ*ce I ?- I, (4.18) 
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having used (4.10). Hence with (4.14), (4. IO), (4.9), and (1.1 I)* 
I Im ZP(x)j < 7p*c,” j r12, ) m;l ( < 3516, 
I Re_O I, IImQ I d 7p*c, Ir I a,[3 c&(1 + cash 4~) + 2 cosh(c, + 3p)] 
and this now implies (with (1.1 l), (4.7), and (4.9)) (4.12) with suitable c& > 0. 
To derive (4.13) weput for the moment 
A = 1 - z2 cos x3 , B = 1 - Fz cos w , @ = P + rh 
and have, by (3.2) and (4.9) (always onS, x B, x B,), 
I A - B I = I ~2 ~0s 83 + S,(cos ~3 - ~0s 9)3)/ d (I ~2 I + I ~3 I) co& 4~. 
With (I.@*, (1.11), (4.7), and (4.8), since 1A I-l, / B /--I < 2~3~ by (4.9), 
I 44 - 4dl = I(& + ~1)~ k2 - ~I~B-~ I 
< 4S12 /ylA-2 /+ S13 1A-2 - B-2 I 
< 16~;~s~~ 1 y1I + 16~;~S,~ I B - A I. 
Now (4.13) follows immediately, completing the proof of Lemma 4. 
3. Returning tothe perturbation problem (1.22) weestimate its olutions 
as functions of the complex variables s, e1 , e2 with the help of Lemma 4. 
Assuming 
A, : c$ < 1, c, = 4mc,( 1 + 12mc,), (4.19) 
such that (amply) p*c,a3 < p by (4.2), wehave 
LEMMA 5. The functions n(s, [)(j = 1, 2, 3, 4) constituting he solution 
y = y(s, 4) of (1.22) are holomorphic in S, x B, (as given by (4.3) and (4.4)), 
where they satisfr fo 0 ,< p* < 1 
I nh fll < P*cA4, I Yj(s, 5)l d P*cA3 < P (j = 2,3,4), (4.20) 
with 8, = I & I, and especialb I y4(s, 01< p*(sl -k p) cA6 and As, 5) C 42 
of (4.8). 
Proof. Using Picard’s method we successively form, for (s, 5) C Sr x Bl , 
gds, 5) = 0, &+k, 5) = ,; G(o, g,(o, 6); 5) da, (n = 1, 2,...,) 
(4.21) 
with G from (1.22), integrating along straight line segments inSr (of length 
less than s1 + p). By induction over tl and with (1.1 l), (4.12), and (4.13) it
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follows for the components gt’(i = 1, 2, 3,4) of the 4-vector g,, = g,(s, 5)
from (4.21), that for every natural n(on S, x B,) 
I gc)l d 4w*Q,4, 1 gf)] < 4mp*c,S, (i = 2, 3), 
I gA4)l d (sl + p)[12w*c5S,“c,S,2 + p*&Y d CL*@~, 
(4.22) 
since (sr + p)S3 < 4m by (4.2) and (4.3), and thus g, C B, by (4.19). Also, 
by Lemma 4, every gE’(s, 6)is holomorphic in S, x B, . Now, as is well 
known, the g, converge uniformly on S, x B, to the unique solution 
Y = Y(S, 5) of (1 .w as n + co (for G(s, y; f) is uniformly Lipschitz- 
continuous iny on S, x B, x B, by Lemma 4). Therefore y(s, 0 is in 
S, x B, holomorphic and(4.22) implies the stated stimates. This completes 
the proof. 
Defining the smaller domain B, C Bl of the complex 2-dimensional 
t-space with regard to (4.4) by 
B, : I 41 I G S, q + 4~ < Re E2 < e2 - 6p, I Im f2 I < P (4.23) 
we obtain, from Lemma 5 by use of Cauchy’s integral formulas (with circles 
of radius p in the complex (,-plane) forthe partial derivatives, 
I Y3& El e P*w-‘s;+e’ (el=1,e2=e3=e4=O) on S,xB,. 
(4.24) 
Together with (1.20), (3.2), and Lemma 1 we have thus described thesolutions 
z = jj(s, 5‘; p*) of the restricted three-body problem (1.16) tothe necessary 
extent for our intended application. Using only real initial values & , t2 
from B, and real sin S, would, with (1.6)*, produce a solution of (1.15) with 
real coordinates (x r,x2) in parametric representation, associated o the 
original (real) time variable 
t= I a a,(:(~, t; P*)> do, (-$1 < s<$1) (4.25) 0
according to (1.8) and (1.1 l), and describing physical motion of P3 . 
We emphasize that by (1.20), Lemma 5, and Section 4.1 the functions 
x&9 5; P”)(i = 1,2,3,4) constituting he vector f(s, 6; CL*) are holomorphic 
inS,xBrforO<~*<l. 
5. PERIODIC SATELLITE MOTION OF ARBITRARY ECCENTRICITY 
1. We are now concerned with the derivation of certain families of
periodic solutions f the restricted three-body problem (as already indicated 
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in Section 3.3) which, for the satellite P3 ofmass zero (seen from a coordinate 
system rotating uniformly with PI about P*), describe p rturbed rotating 
Keplerian elliptic motions about Pz . 
For this purpose we consider the periodicity conditions (3.8) with the 
already known solution in (3.9). and motivated by(3.10) and (3.11) weput 
with regard to (3.4) and (1.19), thus defining for fixed tr the maps f and g 
from the complex 2-dimensional vector space W into itself. Theequations 
in (3.8) may now be rewritten as 
g(w) = f(w”h (5, = P*; P* fixed) (5.2) 
for the matrix columns from (5.1), by(3.9) or(3.6), and they are to be solved 
for uand 6, by the method outlined inSection 3.5. Assuming that (with a
constant tobe introduced during the following proof) 
A,, : 8 d 4-a) 
we then have, without yet taking [r = p*, the following: 
THEOREM 1. The maps fandg dejined by (5.1) satisfy, for 0$ p* < 1 and 
0 < 1 6, 1 < 8, the assumptions of Lemma 3 with 
a = al, B = 8, r* = a1p (5.4) 
and (4.2). Thus there xists a solution w = w,(fl) of the equation i (5.2) 
for the cm-de-red p* and & , especially for tl = p* from (9). 
Proof. By (9), (4.2), (4.7), (3.4), and (4.4) wehave 
0 < I p* I < 6, Q + 9P < E < 9 -9P, I* C Bl . (5.5) 
Then, by use of (5.1), (4.3), (4.23), (3.12) and the above assumptions, it is
seen that 
)I w -w* 1) < I* implies UC&, f C B, C 4 . (5.6) 
Hence fand g are holomorphic maps of the ball B* into W by the remark at 
the end of Section 4.Now, by (5.1) and (3.2), for w C B* 
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After diierentiating in (3.5) by l and comparing with (3.2) for w = w*, 
it follows 
f&J*) = (&’ il) , J!f* = (ft&*rl = (‘, 1 f) 9 (5.7) 
3 
and thus the existence of M* for [I f 0, having used the abbreviations 
a SE 6&3(1 - z cos ak)-2, 6 s iy(1 - q/2 (3cxk)-1. (5.8) 
It-remains to verify (3.13) and (3.14). Therefore w estimate with (4.2) 
lal 2 2 1 3E,Trk 1-1, [ 6 / < S;3 / 6q7rk I-l, (61 = I 61 I). (5.9) 
With the abbreviations 
A = A(s) f 1 - & cos S, B = B(s) 3 1 - E cos , 6 c Sl) 
we obtain from the foregoing, by (3.12) and (3.2), for 1) w - w* /I Q I*, 
II m*t f&4 -fw(w*))ll 
< / 6 1 6,s (I P(a) - B-2(?7k)l + 2( I0 A” cos s ds 
0 
I 
ale 
- B-3 cos s ds , 
0 
/ L4(~)/-1, I B(s)l-’ < 2~:’ by (4.9) with ‘yr = 0 and (3.2), 
I k2(u) - B-2(rrk)I < 16~,-s(~* + 4 1 cos u- cos rk I) 
< 16+*(1 + cash r*), 
IT”’ )A-3 - B-3 ) u!s + / 11, A-3 cos ds < 48+*7r ) k 1 + 8+* cash I*. 
Hence with (5.9) and (4.2), since I* < p < 1 by (4.7), 
II M*(fJw) -f,,@*))ll < 17+;4r*> (w C B*, &# 0). (5.10) 
It is essential that in this estimate he constant multiplying t* does not 
increase with 1 kl, nor with 8;‘. 
Kext it follows from (5.1), (1.20), and (1.22) that 
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For w C B” we have yC B, and even (4.20), by Lemma 5 and (5.6). Hence 
with (1.22), (1.11) and Lemma 4, respectively by (4.24) and (5.6), 
I C I, IE I d EL*&“; I D I, IF I < P*c,&~P-‘, (cs _. c5 + 3csc,). 
This leads, with (3.12) (5.7) (5.9) and (4.2), to
II ~~*ku@J) -f&4)ll d max~lCI+IDI,I--aC+bE/+I--aD+bFl}, 
d (1 + S3q1)(l C I + I D I) + 6;3q1W EI + IF I), 
< p*c9s3p-1, 1. (w C B*, 0 < 8, < 6). (5.11) 
Similarly we obtain for w = w* by (5.6), Lemma 5, (4.3), and (5.9) 
II M*(g(w*) -f(w*))ll = max{I y,* I, I -a~,* + by,* I}, y* = ~(a*, 5 ) 6) 
i-: p*c9s13, (0 < 6, = I 51 I < 6). (5.12) 
Since ~“6~p-l < alp by (4.2) we see from (5.10),(5.11) and (5.3), after taking 
cn, = (cg + 17~;%2)-~, that (3.13) holds with (5.4), and then from (5.12) 
that (3.14) also holds. This completes the proof of Theorem 1. 
According toTheorem 1and Lemma 3 w,(&) can be obtained byiteration, 
using (3.15) with (5.1) and (5.7). By induction ver 71 in (3.15) itfollows 
that every 7~;~ = ~~(6~;) is holomorphic in 0 < I t1 / < 8, since this property 
holds for M* by (5.7) and (5.8), forf(w*) by(5.1) and (3.2), and since g(w) 
is holomorphic in (I, [r , f2 on S, x B, as remarked atthe end of Section 4,
and finally by use of wn C B* by (3.17) and of (5.6). By (3.16) w,(&) -+ w,([r) 
as n -+ co uniformly on0 < ( [r I < 8, where w,(tJ thus is holomorphic 
and bounded. Hence w,(tr) is also holomorphic at tr = 0, and using (3.16) 
with (5.4) we obtain 
LEMMA 6. The solution w = w&S;) of the equation g(w) = f(w*) with f
and g from (5.1) isholomorphic in 1 [I 1 < 6 and satisjes 
II w&2 - w* II e #dJ < PT 
there with (4.2), for0 < p* < 1. 
wm(0) = w* (5.13) 
The last equation follows from (3.15) since K(w*) = w* for [r = 0 by 
(5.12). We also bserve that g(w) depends explictly upon lI according to
(5.1), and that g(w) -f(w) E 0 for tI = 0 by (1.20) and Lemma 5. This will 
be of interest la er inSection 9 when (5.2) shall be solved by power series 
different from our present method. 
2. According toTheorem 1 and (5.1) we now write 
zL&(p*) E 2; z G 
0 E. ’ 
&z(~*,~)CB~CB~, (5.14) 
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thereby defining the real numbers I? and Z, which also satisfy 
le-Trkl <p, 6 c s, ) cl + 8p < z < l 2 - 8p (5.15) 
by (5.13), (5.1), (4.3), (5.5), and (4.23). Since the solution w = 6 of (5.2) 
with (5.1) is uniquely (and constructively) d termined by E, k, m (and p*), 
we write 
z = f(s, E; IL*) = ~(4 & + r(s, 4) f f(s; 6, k m), (5.16) 
using (1.20), for the corresponding solution of (1.16). By construction of E 
we have now 
x3@., E; CL*) = nk, x4(6 E; I”*) = n-m, (5.17) 
and from (5.14), (4.20), and (5.16) itfollows that /z, 1 >, 1 p* I(1 - p) > 0 
and with (5.15) that (4.9) is applicable forreal sin 1 s 1 < 1 CY I. Hence it 
follows ith (4.11) that he periodic&y condition (3.8) holds for o = 6, 
4 = [, and 0 < TV* < 1 (as announced inSection 3.3), assuming only that 6
is sufficiently small, soas with (4.2) to satisfy (4.7), (4.1 l), (4.19), and (5.3). 
As an immediate implication we can formulate the following result, observing 
that cis near Eand that yis small relative to v in (5.16) for eal s by Lemma 5 
and (3.2): 
THEOREM 2: The restricted problem of three bodies (in the form (1.15) with 
(1.3), say) with arbitrarily preassigned mass ratio p from 0 < p < 1 admits 
denumerably many l-parametric families ofperiodic solutions 
x = .?(t; E,k, m) = s;‘(t) of period T = F(E, k, m) > 0 (in t) (5.18) 
of elliptic ype with family parameter E, the diSferent families belonging tothe 
pairs of relatively prime integers k,m. The corresponding closed solution curves 
x = Z(t)(O < t < T) are located near (and for p = 1 coincide with) the 
closed rotating elliptic orbits x = p-1/3u*(t) v*(t)-l, (0 < t < T*) from (8) 
with (9) of eccentricity l , closing like the latter after k - m revolutions about 
the origin (i.e. the primary of mass p). 
These periodic solutions f (1.15) exist whenever the characterizing parameters 
E, k, m are being chosen according to
2Er < E < 2$ - 1, (0 < El < 9, # < c* < l), (5.19) 
m 2 1, I k I 2 K = K(m, cl, 4, (k, 4 = 1, 
where K is a suitable (large) constant independent ofp; and for p = 0 they 
represent synodically c osed trajectories (of lliptic ype) in Hill’s Lunar Problem. 
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Remark. Here p (according to the definition of G and $, (4.25) and 
Section 2)is determined by 
(5.20) 
and replacing E by--E yields additional similar periodic solutions, if k - m is 
odd. 
The solutions described in Theorem 2 are obtained in parametric 
representation by substitution fr m(5.16) into (1.6)* and use of (4.25) with 
6 = [, as functions of the new time parameter s.By Section 2 they are 
symmetric over the real axis of the complex -plane, which connects he 
primaries PI and P2 . The dynamical nd geometrical meaning of the local 
elements z,, zr , zs , z, from (5.16) for the perturbed rotating Keplerian 
elliptic motion of P3 about P2 can be read off rom (1.6) and (1.6)*. The 
restrictions (5.19) for the generating u perturbed Keplerian motion in (8) 
and (9) summarize our foregoing assumptions A, ,A, , A, , A, together with 
(4.1) and (4.2), and they require, essentially, on  that he major axis of the 
elliptic orbit be small compared to the distance ofPI and P2, depending 
upon the eccentricity of that orbit and its ynodical period T* from (9). 
Our result shows the existence of periodic solutions of the so-called 
2. kind of Poincare inthe restricted three-body problem for arbitrary mass 
ratio ~1and eccentricity E, thus especially in the so-called satellite (or lunar) 
problem where mz is small compared to mr . And, putting p = 0 after power 
series xpansion i (1.3) for 1 x 1 < 1, we obtain from (1.15) 
2 = -22% + +(x + 2) - x(x@-3/2; (5.21) 
i.e. Hill’s Lunar Problem, for which (5.18), with p = 0, represents a periodic 
solution as stated inTheorem 2since all estimates in Sections 4 and 5 hold 
uniformly for 0 < p < 1; in fact z from (5.16) iscontinuous there in p 
for real s. For small ml/m2 = t~*/p see [5]. 
6. LOWER ESTIMATE FOR THE PERTURBATION OF THB PERIOD 
1. Following our program outlined inSection 3 we shall now prove that 
T in (5.18), given by (5.20), is (for p* > 0) different from T* in (9) as stated 
in Section 3.4. In fact, weshall derive a sufficiently sharp lower estimate for 
the perturbation 1 T - T* I, which will be needed in Section 8.
We begin by noting that 
rf - T* = 2(6 - ?rk), (T* = 274. (6.1) 
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To prove this we take the corresponding solution of (1.16), given in (5.16), 
and with (1.11) wehave 
a,(z) = z; - 2; + 1, z = x”(s, 4;/A*). 
Integrating over real sfrom 0 to I? then implies (6.1) by (5.20) and (5.17). 
Nest we derive 
LEMMA 7. With (4.2), y(s, 6) from (1.20) and [* from (3.4) we haoe 
116 -d I - IY2(& 5*)lj < &*Pa2, (CL* > 0). (6.2) 
Proof. According toTheorem 1, (5.14), and Lemma 3 we obtain 6 by the 
iterative process (3.15). Denoting, with regard to (5.1), the first element of 
the column w,, = wJp*) by a, we have (by (3. la), (5.4), and (3.12) for n = 2) 
Here we may take 01~~ = I** by (4.2). Now, by (3.15), (5.7) and (5.1), 
F2 = 7Jz + 9)3(& 5*) - X&h I*; p*>, 
and with (1.20) and the preceding inequality we get (6.2), completing the 
proof. 
Because of (6.1) and (6.2) we need a sufficiently good approximation f r
the real quantity ~a(&, t*) an d consider (1.22) for this purpose. Then 
LEMMA 8. Let the 4-vector IJ be defined by
# = t,h(s, E*)= j-1 G(a, 0; (*) da (u real) (6.5) 
for real s, with G from (1.22). Putting w FE y(s, t*) - t&s, t*) we then haoe 
(with (4.2) for real sC S, of (4.3), and thus especially for s = &), 
I Wj 1 < 3/A*ChS~+s~(~lS)1’2 S1 , (8, = I P* I; j= A&3), 
I up I < ~*c~G,~(l + 24mc6) s1 , (e, E 1; Cj = 0, ifi# 1). 
(6.4) 
Proof. From its definition t follows that the 4-vector u = W(S) is 
uniquely determined by integration of 
w’ = G(s, i,b + w; f*) - G(s, 0; f*) = g(s, w), w(O) = 0. (6.5) 
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We estimate g(s, w) = g when -sr < s < S, and w lies in the domain given 
by (6.4) ofthe real 4-dimensional w-space: First we observe that 
gj = PAP - Y> - Pj(Fh (j = 1,2, 3), 
g4 = a,(P, + Y) - aa(d + g3 3 Y=#+w 
(6.5)* 
by (1.22) and (l.ll), and second that by (6.3), (1.22), and (4.12) for y = 0, 
I *j I d P*C6~~jS1, (S, < s;j = 1,2,3,4). 
Then, since 
(c+y < 3, s,s3 < 4m, c#j > 1 
by (4.2), (4.3) and (4.13), we have (with (4.19)) 
I t,bj + wj / < 8mp*c5Sfeej < &.~*c,S:+‘j , 
I *a + UP I d 2t-4*&3 d 2P, (j = 1, 2,3). 
Thus for y = /I + w 
(6.6) 
I Y3. IG 2P (j = 2,3,4), (6.7) 
and y = y(s, g*) C B, by (4.8). Therefore, andby (5.5), the gj in (6.5)* can 
be estimated with the help of Lemma 4, using the mean value theorem. 
Estimating thepartial derivatives ofpj(v + y) with respect to~~(r = 1,2,3,4) 
in the domain given by (6.7) of the real 4-dimensional y-space, byuse of 
Cauchy’s integral formulas (with circles of radius pS;r in the complex yr-plane) 
and (4.12), after comparing (6.7) with (4.8), gives, with (6.8) and (6.6), 
< 3~ *c&+ej(alS) “* (;= 1,2,3), (6.9) 
having used (4.2) and (4.19). Hence with (6.5)*, (4.13), and (6.8) 
I g, I G c~*cs~rs(24rr~ + 11, (A? = .A+, WI)* (6.10) 
and both (6.9) and (6.10) hold whenever -sr < s < sr and w satisfies (6.4). 
Integrating (6.5), byPicard’s method, over -si < s < s1 finally shows by 
use of (6.9) and (6.10) (similar as in the proof of Lemma 5 with (4.21) and 
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(4.22)) that he solution w = W(S) exists for these sand satisfies (6.4). This 
completes the proof of Lemma 8. 
From Lemma 8 we obtain the desired approximation t  ys(rrk, c*): 
I y&-k E*) - qqh [*)I d 12w*&3(4)1’2 s p*c,paa (6.11) 
with #s from (6.3), having used (6.4) for j = 3, (4.2), (4.3), and (4.19). 
2. Next we consider (because of(6.2) and (6.11)) the real quantity 
4; = A(~k 5*) = 1,” P,(dS, 5*)) ds (6.12) 
from (6.3) and (1.22). Putting z = ~(s, t*) we obtain, with (3.2) and (3.4) 
from (1.11) and (l.ll)*, 
t)c = f Im 1,” [*p*-’ sin s - ip*@*] P(x) dt (6.13) 
with 
&? zzz p*y1 - 6 cos )-1 @(s-t’ 9 t = x4 = P4@, f*) (6.14) 
by G-6)*, since tis a monotonic ncreasing function fs here and t = rrrn 
for s= ?rk by (3.6). We want to approximate th integral in (6.13). Noting, 
with (9) and (4.2), that 
/ x ) = 1 R 1 $ 2a2 < & (x from (6.14), t real), 
we expand P(X) from (1.3) inpowers of w = $/?z and its complex conjugate 
E, using (4.16) with xnow replaced by w and x” by E to obtain 
4x) = f (x + 32) - E,(w), (6.15) 
and with (4.17), 1 x 1 = r, 
1 E,(w)) < E2(- 1 w I) = -P(-Y) - 2/L*r, 
< 3tLi j w 12 (1 - T)-a < 13/.&L*64. 
(6.15)* 
Substitution from (6.15) into (6.13) gives 
sin s- @(x + 3a)] dt + E, (6.16) 
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where, by (6.15)*, (6.14), and (5.5) with l a = 1 - Ed , 
1 E 1 < 13P*64e-‘7rrn / p* I[(1 - l)-’ + I] < 26/2*7rm(~r~a)-%~. (6.16)* 
The integral in (6.16) can be calculated explicitly withthe help of 
LEMMA 9. The solution s of the Kepler probkm (I .17), determined by
z = cp(s, [*) and (1.6)* and represented in (6.14) asfunction f the sidereal 
true anomaly s, can also be represented in the form 
.Y = )922[1 + COS(T - iw)] e-l’, t = fi3(~ + E sin T) (6.17) 
with 
f13 = T (j3 real), (6.17)* 
as a function fthe eccentric anomaly 7. 
Proof. From (6.17) for eal t
1 x 1 = 282~ 1c0s $(T - iw)(2 = /Pe(cos 7 + cos iw) = $( 1 + E cos T), 
(6.18) 
i = @r)-1, y= Id, (teeit)- = +r-l sin(r - iw), (6.19) 
(xeit)*. = -/?er2[f12 E sin7 sin (T - iu) + r coS(T - iW)] + = -Ye3Xeit, 
hence xof (6.17) isa solution of (I. 17). Also, for t = 0, 
x = /3”(1 + e) = p**(l - l )-’ = Y. , since p* = /?(I - ,y 
by (6.17) and (9). Hence, from (6.19) for t = 0, 
ji + ix = i/?er;’ sinh w = ip*r;l = ip*-‘(1 - e). 
The initial v ues ofx and k thus coincide with the ones obtained from (1.6)* 
by-substitution of z = d0, [*) from (3.2) with (3.4). Bythe uniqueness of
the solution of the initial v ue problem for (1.17) the statement of Lemma 9 
then follows. 
We obtain, from (6.14) with (6.17) to(6.19), 
Sin S = Im r-‘xeit = E Sinh w(1 + l co3 T)-’ Sin 7. (6.20) 
Introducing 7 asan integration variable in (6.16) by(6.17) and (6.20) gives 
*: = E p*p* Im j:" [--~x~P*-~c sinh w sin 7 
ie’“(x + 3%)(1 + E COS T)] % -t E. 
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Finally, instead of7 we introduce a complex variable z = ei7jk which runs 
along the upper half arc, H, of the unit circle from z = 1 to z = -1. Then 
where by (6.17) 
with 
h(a) = c*x*(zk - z-k) - ei*(x + 3@[1 + i (2” + z-k)] , (6.22) 
eit = zm exp 2K [E (z” - z-k)] , c* c s sinh w, 
(6.22)* 
x = e-itf12,[1 + 4(e”ak + e-%z-“)I = x(z), f = x(2-1). 
Thus h(z) is a holomorphic function fz in 0 < 1 z 1 < co, real-valued for 
real Iand hence satisfying h(B) = h(z). From (6.21), therefore, 
9;-E=$*p*+.$ h(2) $ = ; p*p*?lh() ( (6.23) 
14-l 
if h, is the coefficient of Zo in the Laurent series for h(z) in 0 < 1 z 1 < 03. 
Now, by the foregoing, h(o) is of the form 
h(z) = e-2itA(2k) + ezitB(zk) - eitx [l + i (2” + 2-91 , (6.24) 
where A(2) and B(2) are polynomials in 2 and 2-l; and the Laurent expansions 
of the first two expressions yield only terms of the form 
h2-2m+?m or h.&*m+lm with integers n, 
which do not contribute to h, : f2m + kn = 0 would imply that kdivides 
2m, which is impossible since kand m are relatively prime and ] k 1 > 2 by 
(4.2). Expanding the last expression n (6.24) byuse of (6.22)* wethen obtain 
(with (6.17)*) 
h, = -/I% (1 + ; cash w) = - ; /PC. (6.25) 
With (6.23), (6.17)*, and(9) this leads finally to 
(6.26) 
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Collecting thepreceding results we obtain, from (6.2), (6.1 l), (6.12) and 
(6-W, 
)p-&I-lhh”lj Q CL*P~~(~ + 4 + I E I, (6.27) 
and with (9) and (4.2) 
,~Prrmc~~S~ < 1 h* / < &~*nmS~, (c, = 1 - E2). 
Assuming for S that 
A * 
5’ (2 + c,) W’ + 26rrn(~~~~)-lP < $wnrji2, 
we now obtain, with (6.16)* and (4.2) from (6.27) and (6.1), 
THEOREM 3. The period inTheorem 2 satisjes 
(6.28) 
(6.29) 
The last inequality follows amply from A, , since c, > 4m2 by (4.19), say. 
In (6.29)(for II* > 0) we have, at last, he result which we set out to derive 
in this ection a d which is essential forsolvability of the periodicity 
conditions (2.5) when CL* and v are given arbitrary in 0 < CL* < 1 and 
0 < v Q 1, as will be seen in Section 8.
7. ESTIMATES FOR SOLUTIONS OF THE THREE-BODY PROBLEM 
1. Our goal in this ection isthe integration of (1.23) and the estimation 
of its olutions w( , 5) which, referring to (1.21) and the already investigated 
solutions x( , 4; CL*) of the restricted three-body problem from Sections 4 
and 5, determine solutions f the three-body problem proper. We therefore 
need estimates forthe terms Hj(j = l,..., 8) on the right of (1.23). 
Recalling (4.1) and (4.2) wefurther choose 
El = 1, p = we > 0, IVI < 1, v*-l-v (7.1) 
(from now on) and allow the mass parameter v,originally defined by(2) in 
0 < v < 1, to assume complex values as well. With regard to (2.6) wetake c
in the domain B, of the complex 4-dimensional 5, T-space given by 
BP : 5 C B, of (4.4), I 71 - 1 I < s1’2, I 13 I < w2 (7.2) 
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and write 5C B, for (7.2). Also, we define the domain B, of the complex 
g-dimensional w-space by 
B I 9 I B b I wj I < p (j = &3,4), 61 = I 51 I, 
5: 
/ wi ( < lob2 (j = 5,7,8), 1 ws - w4 1 < 2 . 10e2. 
(7.3) 
In view of (1.23) weconsider the g-vector z = x(s, I; p*) + w with xfrom 
(1.18) (and & = & = 0 according to (2.6)) whose components byLemma 1 
and (1.20) are given by 
zj = Vj(s, E) + Yj(S, 6)+ 3 (j = 1,2,3,4)1 
(7.4) 
z5 = 1 + w5, X6 - 24 = wg - w4 , zj = wi (j = 7, 8). 
By (4.20) and (7.3), for s C S, , 8 C B, , w C B, , 
I Yj(S, 47 + wj I < 2ps:’ B (e, s 1, e2 = e3 = e4 = 0). (7.5) 
Comparison with (4.8) and (4.9) shows that zi , za , aa, z, from (7.4) satisfy 
the inequalities in (4.9) again. Substitution fr m (7.4) into (1.6)” and (1.7)* 
yields the complex-valued functions 
Xl E t cos(2, - 24), x2 = r sin(zs - zl), 
y1 = R cos(z, - z4), y2 = R sin@, - zJ, (7.6) 
and we have, by (4.9), (4.10) and (7.3) (since R = (1 + w~)~(I - w,)-l), 
and (always for z = x + w) 
I ~1 - 1 I + 1~2 I < 3 I wg I + 2 I w7 I + 2 I w,, - w4 I d &i (7.8) 
on S, x Bl x B, , where x1 , xs , y1 , ys , as well as +(j = I,..., 8) and 
a,(z), are holomorphic functions of , t1 , la, w1 ,..., w8 by Lemma 5. 
2. After this preparation we derive 
LEMMA 10. The expressions qi(x + w)(j = 5,7,8) defined by (1.14), 
where x = x(s, 5; TV*) and CL* is fixed, are holonwtphicfinctions of all variables 
in S, x B, x B, (as given by (4.3), (4.4) and (7.3)), andthey satisfy 
I !dx + w)l < cd17 (j = 5,7,8), 
there with asuitable (n w) constant cl1 .
61 = I El I (7.9) 
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Proof. We put x(s, f; pL*) + w = Z. Then from (1.14), by (7.4) and 
(1.11), 
G4 = f(rl ImQ2 - ~2 ReQ2h t’ = a&z), 
4&) = --2(1 - 4(1 + 4-l 4.&h (Q2 = Qz(x, Y)), (7.10) 
a&) = (1 + 4-W - 4~~ Re Q2 + y2 Im Q2) +~~441, 
where ReQ, and ImQ, are defined byanalytic continuation (tocomplex 
XI 9 ~2 3 ~1, ~2 of (7.6) and V) of the corresponding real-valued functions 
defined by Re Q2 + i Im Q2 = Q2(x, y) with (1.5) for real x1 , .r2 ,yi , y2 
and v. By (7.7), (7.8), and the definition of F in (1.2), orwith (4.15) and 
(4.16) say, Re Q2 and Im Q2 are then holomorphic on S, x Bi x B, according 
to the preceding preparation, and the same holds for q&)(j = 5, 7, 8) by 
(7.10) and (7.3), implying the first part of Lemma 10. We now derive (7.9). 
For the moment we put with (4.15) and (7.6): 
u = /.Px, 1 = #&35, v = YI - 1 + iy, 6 =yl - 1 -iya (7.11) 
(against (l.l)l) and
u = 113x 
P 9 ~=IYl--1/+IY,I, Y = p = 1 - V. (7.12) 
We obtain from (1.5) by(4.16), (7.7), and (7.8) the convergent series xpansion 
Q2 = m;>, B(m, n)[v"e* - Y*(W -VU)~ (5-vii)" - v(v +v*u)~ (0 +v*iZ)n] 
9 / 
= - n;22 B(w 4 3;>2 (;)a ~m-‘~n-ku3wi+kw9 (7.13) 
, 
where (for complex V) 
f&J) = v*(-v)" + w*k, (u* = 1 - Y), fo(Y) = 1, f&J) = 0. 
Noting that for k > 2 and 1 v 1 < 1 
If&I < I v I(1 + I rJ I) s (” ; l)l ” In = -fn(- Iv I) G -fn(-1)s 
and observing (4.17), (7.11), and (7.12) we see from (7.13) and the above 
definition of ReQs and Im Qs that amajorizing series for 1Re Q2 I + 1 Im Qs 1 
is obtained solely b replacing U, u” by - U; w, B by - V, and v by -1 in (7.13). 
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Hence, using (1.5), y = 1 + v and (7.12), 
1 Re Q2 ] + ] Im Qa ] .< Qa( -X, Y) (with v= -1 in the right side), 
= Y-a[1 - 2(1 - 2)-Z + (1 - 22)-a], (Z= UY-I), 
< Y-2 f (n + 1)(2Z)n < 12U2Y-4(1 - 22)-a, 
n=a 
< 74x2 (on Sl x Bl x B,), (7.14) 
since Y 3 9/10 and Z < l/4 by (7.12), (7.8), and (7.7). Now (7.9) follows 
easily from (7.1O)by (7.14), (7.8) (7.7) and (7.3), completing the proof. 
Now we define the complex domain B, C B, of (7.3) by
3 I w5 I + 2 I w7 I + 2 I wn - “4 I < c,P2 B 
0: (7.15) 
WC%, cl2 = 99 me2 cash 8mc3 , 
with S from (4.2) and ca > 1 from (4.9), sothat with (7.8) and (7.12) 
V < min ( 1 c1281/2, a 1 on B, , (z = x + w). (7.16) 
Then we have as the complement toLemma 10 
LEMMA 11. The expressions qj(x+ w)( j = 1,2, 3,4,6) de$ned by (1.13) 
and (l-14), where x = x(s, 5; p*) and II* is$xed, are holomorphic fun&ms of 
all va&bZes in S, x B, x B, (as given by (4.3), (4.4), (7.3) and (7.15)), and
thg, satisfy 
I e(x + w>I < P*C15~1’2%+e’ (j = 1,2,3,4,6), 8 = I 51 I, (7.17) 
with e, = 1, e, = 0 for j# 1 and a suitable constant cl5 there. 
Proof. We-again put x + w = z. Since by (1.13)* 
Re Q * = (--z, + cos za) z,-’ Im aQ1 + z,(cos z4Im Qr + sin x4 Re QJ 
(7.18) 
Im Q * = 2;’ sin z, Im aQ1 - zl(cos z,Re Q1 - sin x4 Im QJ, 
and here 
Im$Q,=x,ImQ1---2ReQ1, Ql = QI@, ~9, (7.18)* 
where the complex-valued functions Re Q1 and Im Q1 are defined with (7.6) 
just as Re Qs and Im Qs before, wesee from (1.4) and (1.13), as in the proof 
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of Lemma 10, that e(z)( j = 1, 2, 3) are holomorphic as stated since this 
is true for rz,l by (1.6)* and (4.9) especially. It remains to derive (7.17): 
By (1.4), (4.16), (7.7), and (7.8) we have (similar to (7.13) and by again 
using (7.11)) the convergent series xpansion 
with 
gk(v) GEY*k -- (-v)” = g ($(-vy, I gdv>l G&(---l), &I(4 = 0, 
for / v ) < 1. Hence, observing (4.17), and after forming majorizing series 
using (7.12), we obtain with (4.16), (1.4) and v = - 1 on the right, 
I Rep1 I + I ImQl I < -!&-X7 Y) + MW - U) - 1 - XJ), 
= /.t1[(Y-2U)-e-(Y- U)-2 + (l- U)--‘2- 1-4U], 
= PI f (n + l)[(V + 2u)” - (V + u)” + U”], 
?I=2 
< p.,u f (n + l)[n(l’ + 2X)n-1 + x’+l], 
n=2 
< 3/~*X[2( V + 2X)( Y - 2X)-3 + X( 1 - X)-2]. 
(7.19) 
Then, since X < 8 and Y - 2X >, Q by (7.7) and (7.8), we obtain with 
(7.7) and (7.16) onS, x B, x B, , 
1 ReQl I + ] Imp, / < 72p*X(V - 2X) < ~*c~~S~~S”~. (7.20) 
By Section 7.1 the inequalities in (4.9) are valid for z = x + w, and with 
(1.6)*, (4.10), (7.18)* and (7.20) wetherefore btain 
1 xj2;l I < 3c,~;~6, (j= 1, 2), I 2;’ Im *‘pi 1< ~*c,,Si3W2. 
Now (7.17) follows from (1.13), (1.14), (7.18), and (4.9) since t’ = u&z). 
This completes the proof of Lemma 11. 
Next, in view of (1.23) and (1 .lO), we derive the following: 
LEMMA 12. The expressions pi(x + w)( j= 1,2,3,4) and a,(~ + w) 
defined by(l.ll), where x = ~(s, 5; CL*) and CL* is fixed, are holomorphic 
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functions f all variables in S, x B, x B, (as given by (4.3), (4.4) and (7.3)), 
and thq satisfy 
1 pj(X + W) - pi(x)1 < p*c5p-lSffej tl I wI I S?, 6, = I El It (7.21) 
I a,(x + w) - ah(x)1 < c16812 i I wr I SF, (e, = 1, e2 = e, = e, = 0), 
C-4 
(7.22) 
with c5 from (4.12) and suitable c 6there. 
Proof. The considered functions depend only upon z, , x2 , zs , zq given 
by (7.4). Putting 
it then follows from (7.5) and (4.8) that Lemma 4 is applicable with y = 7, 
and together with Lemma 5 the first part of our statement follows. For the 
holomorphic function pj(x + W) of w in the convex domain B, we now have 
PAX +w> -P,(X) = 5 1” Pjz,(xl  . .. i--l , XT +w, z,+l I... ,zp) dw
r-1 0 
integrating along straight line segments, where z, = x,. + wr = q~r + 7,. 
The partial derivatives here can be estimated by use of Cauchy’s integral 
formulas (integrating along circles of radius ~8;’ with center x,. + w in the 
complex plane of the rth variable in p,(zr ,..., zq)ZE p,(z)) and Lemma 4, 
since 
Nx, + w + 7) - n I Q I Y&, 6) + 77 I+ I wr I d 3~8:’ for I 7 I G PF 
by (1.20), (4.20), and (7.3). With (4.12) then (7.21) follows immediately. 
Finally, (7.22) follows inthe same way as (4.13) inthe proof of Lemma 4, 
after replacing q~,by x3 = IJ+ yj(s, 6)and yj by wi and by noting that (4.9) 
holds for z, = xj + wj by Section 7.1, when w C B, . This completes the 
proof. 
3. Before integration of (1.23) we put, with additional v riables #, ,I,& 
and r, 
w7 = & cos 7+ I& sin 7, wg = q& cos 7- *, sin 7 (7.23) 
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and replace (1.23) with (1.10) to(1.14) bythe equivalent system 
w; = Hj = Pj(X + O) -Pj(X) + qj(X + w> (j = 1,2,3), 
4 = H4 = u,(x + w> - u,(x) + H3 , 4 = 46(X + QJ), 
0; -u; =qx + w) -a,(x + w), 7’ =6,(x + w), (7.24) 
ti; = 4,(x + w) cm 7 - q&y + w) sin 7, 
4; = q&x + w) cos T+ q,(x + w) sin 7, 
(T = 0 at s = 0), 
x = x(s, 5; p*>, 
having used (1.18)*. Theequation for wq , say, could be omitted since now 
rs 
wq = w3 - (we - WJ + 7 - 
J 
u,(x) ds- (7.25) 
0 
The initial v ues are given by 
wj = 0( j = 1,2,3,4,6), w5= q1 - 1, #, = v3, qG8 = T = 0 at s = 0, 
(7.26) 
according to (1.1 S), (7.23), and our convention f llowing (2.6). We still need 
the following two estimates on S, x BI x B, : 
I 60(x + w>I = I u&)(1 + w5F3 (1 - w,j2 I< WI39 
I 60(x 4 w) - U,(X + w)l < 4c,%3(l % I + I w7 I), 
(7.27) 
which follow from (1.12) with z = x + w and (1.18)* by(7.3) and (4.9) 
since the latter holds again, according toSection 7.1. 
We will again make a suitable assumption on the smallness of 6, namely 
A 6: (1 + Cl1 + +z + C16) w2 d i+ 9 4m2c15Ss/2 < 1, (7.28) 
in order to obtain, by integration of (7.24), the following intermediate 
result: 
LEMMA 13. The functim UQ(S, [)(j = l,..., S) constituting he soiutim 
w = w(s, 5) of (1.23), me holowphic in S, x B, (as given by (4.3) and (7.2)) 
fur O<p*<l und Iv\<1 and tith 6,=~&~,eI=1,e,=e3r0 
they sat&-- 
I wj 1 < p”C17Sl~2s~+~j (j = I, 2, 3), 1 w4 1 ,< p*cl,S1~2S13, (7.29) 
I w5 + 1 - v1 I d 4mcllh4, I W6 - w4 I < +@‘3, (7.30) 
I.9 -%-TL I w8 + r13 sin 7I < c18h4, 17 I < f&=3, (7.31) 
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and thus w C B, with UJ, = wi(s, 5)and r 3 T(S, 5) from (7.25). The new con- 
stants here are cl, E 5mc,, , cIB = c 1, (1 + 12mc,,) and c19 = 16mc,, cosh2 8mcs .
Proof. We integrate (7.24) with (7.26) and (7.23) byPicard’s method, 
forming successive approximations similar to(4.21) for (s, 5) C S, x B4 . 
Integrating along straight line segments inS, , therefore f length <s, + p, 
we note that (si + p) Sis < 4m by (7.2), (4.2), and (4.3). Also, 6 C B, by (7.2) 
now. Therefore L mmas 10, 11, 12 and (7.27) can be applied toestimate the 
right-hand terms in (7.24), as long as w C B, of (7.15). 
As the starting approximation n Picard’s iteration process wechoose the 
initial v ues from (7.26). By (7.23) these ( constant) functions satisfy (7.29) 
to (7.31) trivially. But (7.29) to(7.31) and (7.2) imply w C B, , as we will 
now show: By (7.28), (7.1), and definition of ci, cis ,cu, and cl2 
j wj / < 60m2c,,(l + ci,) 87/2sfj ,< ,8tj (j = 1,2, 3,4), 1wg - Wa 1 < & 3 
1 wi 1 < W2(1 + cii~~~Sr/~) cash 8mc, < & ciaW* < 1O-2 (j = 5, 7, 8), 
(7.32) 
where cia is given in (7.15), hence w C B, of (7.3) and w C B, of (7.15) as
stated. For the next approximation to w, #r , #s and 7, denoted by m for the 
moment, we then obtain from (7.24), (7.26), and (7.23) 
I Gj I < (sl + p)[p*2csp-1y(3c1, + Cl ) +P*c,,y181’2qJ, 
< 4ml**61/26:+ci[c,c,,(4 + 12mcJ S312 + cl& 
< , ,LL*c~,W~~~+~J ( j = 1, 2, 3), by (7.21) and (7.17), 
since 4mc, x 12ma < 1 by (4.19), h aving used (7.28) and the definitionof 
cl, .With (7.22) and the definition of cis 
I G4 - 3, 1 < 4mc,, x 3p*c1,W2S13, /is* 1< p*clssl’*sl*. 
Further, with (7.9), respectively (7.27) or(7.23), 
I 65 - (171 - 111 G 4mG4; I 4, - 71~ I, I & I < 87&44 co& 8mc, 
lb1 <8mc,; I~,-~3cos?I, [i&+vssin?I <c,,$~, 
using the definition of cl9 .Finally, by (7.27), (7.32), and (7.28) 
I G3 - 6, [ < 16mc, x W2(2 + c11c12S) cash 8mcs < &,S112, 
using the definition of cl2 in (7.15). Th ese stimates show that ij and + again 
satisfy (7.29) to (7.31). Now it follows by induction that all successive 
approximations t  w and r satisfy (7.29) to(7.31) for (s, 5) C S, x B, and, 
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as well known from Picard’s method, they converge uniformly there to the 
solution f(7.24) with (7.23) and (7.26). Th is implies the stated stimates 
in Lemma 13 and the (existence and) holomorphy ofthe solution of (1.23) on
S, x B, by Lemma 10, 11, and 12. This completes the proof of Lemma 13. 
We mention ow that he slightly greater o der of smallness of q(s, [) in 
(7.29) compared with that of yj(s, 5)in (4.20), (j= 1, 2, 3,4) will, in 
connection with (6.29), be decisive for solvability of the periodicity ondition 
(2.5) for arbitrary (positive) masses. 
For later application we will need 
LEMMA 14. Let i = ?(s, 5) be de$ned by integration of 
i’ = q3( 1 - 7)3 cos i)” a,(jj(s, .$; p*)), 
Then for (s, 5) C S, x B, (from (4.3) and (7.2)) 
1 w&s, 5) - +(s, 5) + 1: a&@, 4; P*)) do / < c30S1%3, (7.34) 
and 
I 44 5) + 773 sin a(~, 0 < c31SS13, 4 = I 61 I* (7.35) 
Proof. Integrating (7.33), by Picard’s method, along straight line segments 
in Si we obtain 
I +(s, 0 < 8mc3 on S, x B, , (7.36) 
since 
(Sl + p) s3 -=I 4m, (1 _- p/3)-3(1 + pi3 cash 8~2~~)~ I a,(,$1 < 2csS13, 
(7.37) 
having used (7.28) with cia from (7.15), and (4.9) with z = 2 = ‘p + y, 
which is applicable y (4.20) and (4.8). Now from (7.24), (1.12), and (1.18)* 
I(T - +)‘I < I(1 + Q3 (I - wJp I x /4x + ~1 - aAx)1 
+ I(1 + wJ3 (1 - 4’ - C3(1 - y3 ~0s TY I x I 4x)l 
+ 1 T;3y3a,(x)I x / cos 7- cos ?/ x I 2 - v3(cos 7 + cos ?)I 
< 6c,,~,,iY/~S,~ + 4c ,c3S17 + 3c3SW13 jT - i 1 cash 8mc, 
(7.38) 
by (7.28) to (7.32). (7.22), (7.2) and (4.9), noting that a&) = a,(x) by 
definition of x and 2 in Lemma 1. Since the existence of max / 7 - ? 1 on 
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S, x B, is clear, we obtain (from (7.38) byuse of cl2 from (7.15) and by 
(7.28) amply) 
2 / 7 - ? / < (1 - clzS1’“) max / 7 - d / 
< 4m(6c,,c,, + 4c,,c,) 81i26l3 on S, X B, . 
This, together with (7.25) and (7.29), immediately implies (7.34) and with 
(7.31), (7.36) and (7.2) also (7.35) with suitable c2,, and c21 .This completes 
the proof. 
Remark. It follows from the proof of Lemma 13 that w(s, 5) on S, x B, 
is also holomorphic in v for / v / < 1, by (1.4), (1S) etc., since (7.1) was 
assumed throughout this paragraph. 
8. SOLUTION OF THE PERIODICITY CONDITION 
(MASSES ARBITRARY) 
1. Our goal now is to show the xistence of solutions (0,5) of the periodicity 
condition (2.5) for the three-body problem (when IL* and v are given in 
0 < CL* < 1,0 < v < 1) so that our main result can then be inferred. 
For reasons already indicated in Section 3.6 we shall not solve all three 
equations (boundary conditions) in (2.5) atthe same time, but only the first 
two initially, treating thethird equation later. 
We define (consistent with(5.1) and (5.14)) the matrix columns 
with 5from (2.6) and rewrite he first two equations from (2.5) as
NW) = k!w with & = P*, (EL*, vfixed), 
using (5.14) and (5.17). By (8.1) for fixed e1 , Q , Q the maps g and h from 
the complex 2-dimensional vector space W into itself are defined: We note 
that he solution x(s, 5; TV*, v) of (1.9) is, according to (1.21), determined by 
x(s, 4; p*) (treated in Section 4)and w(s, 5) (from Section 7)in S, x B, at 
least. 
Now (8.2) has, when v = 0, the trivial so ution 
(7 = Ii?‘, 5= G = cc; ‘10) with &t = tp*, q, ~0 = (I, 0) (8.3) 
by Lemma 1. We shall see in the following that his olution s ondegenerate, 
so that (8.2) can be solved for w as function f7 and v (by the local implicit 
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function theorem) for 7near y,, and small- / v 1. However, to assure existence 
of this olution for all vin 0 < v < 1, we introduce a stronger restriction 
for 77 = (Q , ~a), namely we require that he complex v1 and ~a lie in 
B 7: j 7)13(1 - 7$)-3’2 - I I < S”2, I r/3 I d 81’2; (8.4) 
which will be motivated by the following estimations. Then we can solve (8.2) 
by the method outlined in Section 3.5, as will be shown after wehave proven 
the following: 
LEMMA- 15. For 5, = p* from(9) wg(u, [), dejined in Lemma 13, represents 
a holomorphic function in thecomplex domain 
B, : la-cl <A, 152-?I <A, T C B, 7 (A < 26'), (8.5) 
and with a suitable constant (which may depend onfy on l l , l s , and m) it 
satisfies 
I %bT 01 d %%~7’2 on &, (& = p*>. (8.6) 
Proof. First we note that as a consequence of (8.5) 
u c &, (P*, 52) C B, 3 5 C 4 (8.7) 
by (5.15), (4.3), (4.23) and (7.2), since 5 is real; 1p* / < 6 by (5.5); 
p + 2a3 < 2p < 1 by (7.1); and since Ior - 1 1 < 26 < Wa by (8.4) and 
(7.28), say. Then according toLemma 13, ws(a, 5) is holomorphic in B, . 
In view of (7.34) inLemma 14 we put (always taking & = p*) 
Wo = wo(U, 5) e i(u, 5) - s: a&(~, 6; p*)) ds (in Be) (8.8) 
and.have, by (7.33), (integrating along straight line segments each time) 
since (7.36) holds and the integrand is holomorphic in 7for I Im T 1 < 8mca 
by (8.4) and (7.32). By (8.4), (7.28), and use of (3.5) 
/ I1 1 < 7rtnS7’2, 1 I2 1 & 4 / ? - rrrn 1 W2 cash 8mc, 
and with (6.29) then (on BB) 
j w. I < rr~na”~(l.+ 5 cash 8mc3) + 4 I? - &p I W2 cash 8mcs . (8.9) 
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Here p is given by (5.20) according to the remark after Theorem 2. Hence 
with (8.8) for o = L?, in particular, 
Now, by (1.20), (3.2), (8.5), and (4.24) with (8.7) 
i I Xj(s, 6;cl*) - Xj(s, E;CL*)/ V’ G I E2 - E^ I+ i I Yds, t) - Yj(s* [)I Ke’ 
i=l i=l 
< h(1 + 3c,p-W) < u < p, 
having used Sr = 1 p* I, (7.1), (4.19), and (7.28) say. Since u&z) depends 
only on the first three components ofthe vector z, it follows from this 
inequality that he preceding integral c nbe estimated with the help of (7.22) 
from Lemma 12, after comparison with (7.3), since (also) c?C S, and 
.$ C B, C B, . Thus, using (8.9) f or a = I? and the definition of era in (7.15), 
1 ~(5, 5) - $p I(1 - claW) < ~c~,S”~ + 8mcrah, since tYSa < 4m. 
By (7.33), (7.36) with (8.7), (7.37), and (8.5) then on B, : 
I +(u, 5) - +(e, 5)l < 2Qah I ?(A, 5) - @ 1 < Bmc,,X + c~~S”~, (8.10) 
having used (7.28). Finally, with (8.9) 
/ w. 1 $ c,$~/~ + c,,Wa(18mc,,Sa + ~~~6~‘~) on B, 
and this, together with (8.8) and (7.34), immediately implies (8.6), completing 
the proof of Lemma 15. 
Again we take Ssufficiently small such that 
A, : 
( & max(cr, , caa) + 3) PI4 < 1 (8.11) 1 
in addition tothe previous similar ssumptions. Then we are ready to show 
THEOREM 4. The maps g and h deJned by (8.1) satisfy or 0 < p* < 1, 
I ” I d 1, 51 = p*, and r) C B, the assumptions ofLemma 3 (aftu replacing 
f and g there by g and h respectively, and w* by 6) with 
01 = 1, p = 8114, r* = p (= I m/k 1). (8.12) 
Thus there xists a solution w = W,(Q , 7a) of the equation in (8.2) on B, . 
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Proof. We introduce the ball 
8: 11 w - 2; 11 < a3, (w, ZZ from (8.1)) (8.13) 
which now takes the role of B* in Lemma 3. For w C B we then have (8.5) 
with = a3 say, by (3.12), and thus again (8.7). By(1.21), Lemma 13, and 
the remark at the end of Section 4 gand Iz represent holomorphic maps of B 
into W (for fixed 77; in fact hey are holomorphic even in B,). Next we note 
that w C B implies (with ZO* from (5.1)) 
by (5.14), (5.13), and (4.2). T a m 01~ = 1 in (4.2) and (5.4), itfollows from k’g 
Theorem 1 that (3.13) holds for 2(r C B and 5, = p*, since B C B* now. 
Hence 
/I M*g,(w) - I 11 :< 6 < + in 8, (I = unit matrix) (8.14) 
where M* is given by (5.7) and (5.8) with t1 = p*. Thusg,,(c) is nonsingular 
as required (and (8.3) is nondegenerate), and we get 
n? z (gu(fq-’ = NM*, II N II < 3, II M* II < &, (8.15) 
1 
the last by (3.12), (9), and (4.2). 
It remains to verify the estimates corresponding to (3.13) and (3.14) in
the present case with (8.1) and (8.12). By (8.14) and (8.15) 
(I @g,,(w) -g,(tZ))/! < 38 in 8. (8.16) 
Also, by (8.1), (1.21), (1.18)*, (3.12), and (8.15) 
II JwG4 - &(4)ll waf, ih (8.17) 
where wj = wj(a, 5). Let w C 8; then (8.5) holds for h = S3 by (8.1) and 
(8.13). However, we now choose X = 2S3 in (8.5) and still have (8.7). Then, 
by Lemma 13 and Lemma 15, we can estimate the partial derivatives of w3
and ws , with respect to(T or (a on B x B, for [r = p*, with the help of 
Cauchy’s integral formulas (integrating along circles ofradius a3 in the 
complex U- or gz-plane, which then belong to B,), and obtain, with (7.29) 
and (8.6) (since 6,< S) 
-1,“. 
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Applying this in (8.17) and adding from (8.16) shows that he analogue of
(3.13) holds with (8.12) by(8.11) and (8.13). 
Finally, puttingGj = ~~(6, [), [= ([; 7) with (5.14) and (2.6) for 7C B, , 
we have 6 C S, and [ C B, , since (8.5) implies (8.7). Therefore by(8.1), 
(1.21), (3.12), (8.15), (7.29), and (8.6) 
Thus the analogue of(3.14) holds with (8.12), again by (8.11). This completes 
the proof of Theorem 4. 
COROLLARY. w,(rll , Q) is holomorphic andsatisjies 
II wo(rll 9 73) - 6 II < P3’4 on 4, (~5 = P*). (8.18) 
This follows from Lemma 3, especially from (3.15) and (3.16) with (8.12), 
(after replacing w* by 6, g by h and f by g from (8.1) there) since h(w) is 
holomorphic on B x B, (as noted in the preceding proof), w , C B for all 
natural n by (3.17) and the convergence of w, -+ W,(Q , r13) as n -+ co is 
uniform in B, of (8.4). 
According to (8.1) we denote the elements of the matrix column 
w = w&h 9 113) bY 4ll Y 73) and t2(q1 , q3). Since w now is a solution f
(8.2) according to Theorem 4, we have by (8.1), (5.14), and (5.17) 
z3((J, kp*,v) = 74 z,Jo, {;CL*, V) = nm (5 from (2.6)), 
(8.19) 
for u = U(G ,71~), 61 = p*, t-2 = S2h 9 73) and rlCB7 9 
valid for 0 < p* < 1 and I v I < 1, if only S satisfies th  assumptions A, 
to A, , which we required sofar. 
2. We will now solve the third equation i (2.5) for q3 , after substitution 
of the already-known solution (given by (8.19)) ofthe first two equations 
into zs . This would yield ~a as a function fQ , if (8.4) can be maintained. 
In order to satisfy the latter requirement we now introduce a new complex 
parameter T]* and put 
q1 = (1 - 7g)l12 (1+ 7*)1/s with ! qa 1 < S1i2, 1 v* 1 < S712, 
(8.20) 
so that vi is aholomorphic function of T* and Q , with Q = 1 for v* = r/a = 0, 
say. 
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For the l-dimensional case of Section 3.5 we now define the scalars 
w, w*,f, g (unrelated o (5.1) or (8.1)) by
with F from (5.20), and rewrite he third equation from (2.5) as 
g(w) =f(w*), (p*, v and q* fixed). (8.22) 
The definition of f(w), though not resulting from (3.11), will prove to be 
appropriate for our task. Then, again taking S so small that for fixed p* > 0 
A, : 661’4 :I* * me c-l \. P 3 23 (cz3 = cpl + 36mc,, + 2c12), (8.23) 
we have the following: 
THEOREM 5. The maps f and g dejned by (8.21) satisfy or 0 < p* < 1, 
/ v j < 1, and / q* 1 < 8’~‘~ the assumptions of Lemma 3 with 
01 = 1, /I = &, y* = gjl!2 (8.24) 
and (4.2). Thus there xists a solution w = w, = v3(q*) of the equation tn 
(8.22) for the considered FL*, vand q*. 
Proof. By (8.21), (1.21), and (1.18)* we have g(w) = ws(u, [), where 
(T and 5 now satisfy (8.5) with = 2#3’4 say, and thus (also) (8.7) by(8.18), 
(8.20), and (8.4). By Lemma 13 then gis holomorphic in 1w 1 < PI2 and the 
same holds trivially for f.By (8.21) and (6.29) inTheorem 3
fdw*) = - sin $F # 0, 11 M* I/ = / sin $I$I-l < (p*mE3S3)-l, (8.25) 
since CL* > 0 now. Therefore itonly remains to verify (3.13) and (3.14). 
We may substitute (T and 5 from (8.21) into the second inequality of (8.10), 
which is valid on B, of (8.5) with h = 2613’4 inthis case, and obtain 
1 ~(a, 5) - +T / < (18mc,, + c12) W4 < 1, 
using (7.28). Hence from (8.21), using (7.35) with (8.7), and (8.23) 
1 g(w) - f(w)1 < c2+S4 + lP2 j sin +(a, 5) - sin +p I < c&“‘” (8.26) 
for 1 w / .< P zr and g(w) -f(w) is holomorphic. We estimate the derivative 
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of this function for 1 w 1 < I* from (8.24) with the help of Cauchy’s integral 
formula and obtain, from (8.26), 
I g&4 -fd4l < %P’” for 
Then with (8.25), (8.26) for w = w*, and (8.21) 
w c B*. 
II M*(g,(w) -f&ml < h.3s(P*~SF1 S”” in B*, 
II M*(g(w*) -f(w*))ll < C2,(P*m%)-1 a3’4, f&4 -fwL’(w*) = 0. 
Using (8.23) this hows that (3.13) and (3.14) hold with (8.24). The proof 
of Theorem 5is complete. 
From Theorem 5 and (3.16) for 7t = 1 follows ) r]3(q*)1 < P;2. Clearly 
am is real when Y and T* are also real. With regard to(8.20) weput 
4 = P*, (2 = &(‘jl ,33), $3 = (1 - jjs2Y2(1 + ‘?*Y3> +3 = n(v*) 
(8.27) 
for / T* 1 6 S71z, with regard to (2.6) 
t = (4, , & v&O, dl so, 33,O) = t#; 41, 
then the corresponding solution 
8 = 4&,33), P-27)* 
z = Z(s) = “J(s, b; El*, v) = x(s, E; CL*) + w(s, %) (8.28) 
of (1.9) is defined (if CL* > 0) and exists for s C S, , since all estimates 
established in the foregoing hold especially when 5 = [ and u = 8. Thus 
(6, [) C S, x B, by (8.7), w(s, b) C Be C B, by Lemma 13, / Z?(s)1 > l/2 
by (1.7)* with (8.28), (1.18)* and (7.3); while 0 < 1 t(s)/ < l/9 by (1.6)* 
with (8.28), (1.20), (7.5) and (4.10), since Ix1(s)/ b I p* I(1 - 2~) > 0 by 
(4.2), for sC S, . The definition of t and the construction of +j3 by Theorem 5
then do imply, together with (8.19) and 3 C B, of (8.4), that he periodicity 
condition (2.5) holds for D = & and 5 = [ if r)* is taken real in I T* 1 < a7j2, 
0 < p* < 1,O < Y < 1 and the assumptions Aj(j = l,..., 8) about 6 of 
(4.2) are satisfied by proper choice of 1 k I. 
Noting (1.20), (3.2), the estimates fory(s, #) in Lemma 5, for W(S, [) in 
Lemma 13, and the fact hat 1) [- [,* 11 is small, wehave thus arrived atthe 
following main result: 
THEOREM 6. The problem of three bodies (in the form (1.2), say) with 
arbitrarily-preassigned m  parameters p and v from 0 < p < 1,O < v < 1 
admits denumerably many 2-parametric families of Lrperiodic” solutions 
x = i(t) = i(t; E, 7, k, m), y = j(t) = j(t; E, T/, k, m), (8.29) 
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of period T = T(E, 7, k, m) > 0 (in t) in the sense that 
Z(t + T) = eiOLZ(t), j(f + f) = e@$(t), a = /3 mod 27r (8.30) 
identically in t, where tlze real constants 01and p depend upon E, 7, k, m. The 
continuous family parameters are E and 7, while the dzfferent families belong 
to the pairs of relatively prime integers k,m. The relative orbits given by 
w = Z(t) j(t)-1, (0 < t < f) are located near the closed rotating elliptic 
orbits w = p-l%*(t) v*(t)-l, (0< t < T*) fronz (8) and (9) of eccentricity 
E, closing like the latter after k - m revolutions about w = 0, zuhile j(t) 
remains near 1for 0 6 t < rf. 
These solutions exist whenever the characterizing parameters E, 7, k, m 
are being chosen according to
2E1<~<2~s-l, (O<r,<&,$<e,<l), m>l, (k,m)=l, 
and for 7 = v = 0 they coincide with the solutions from Theorem 2; i.e., 
i(t) = i?(t),g(t) = 1 in that case. Here & increases with increasing m, or 
decreasing p * = 1 - TV, when v > 0, but is independent of p for v = 0. 
The solutions de cribed in Theorem 6 are obtained bysubstitution fr m
(8.28) into (1.6)*, (1.7)*, and (1.8) asfunctions f the new time parameter s. 
Our notation i (8.29) ismotivated by the fact hat [and 6 from (8.27) and 
(8.27)* are uniquely (and constructively) d termined by E, 7, k, m (and CL, v) 
after simply writing 7jfor 7*. Then (8.30) follows from Section 2,especially 
from (2.4) and (1.1) with 01, /3 taking on a new meaning. The restrictions 
(8.31) for the approximating u perturbed Keplerian elliptic motion in (8) 
with (9) summarize our foregoing assumptions A, ,..., A, together with 
(4.1) and (4.2), and we remark that only A, from (8.23) involves the mass 
parameter p, requiring p* > 0 to overcome the degeneracy of the 
approximating Keplerian solution by replacing itwith a solution from 
Theorem 2, for which p + 0 mod 2rr by Theorem 3. 
We observe that ~~(7) = 0 identically in 1 7 1 < S7/2 when v = 0; namely, 
in this case, Qs = 4, = us = 0 by (1.5) and (1.14), thus 
q(u, 5; p*, 0) = ~~(0,~) = -q3 sin 7; g(w*) =f(w*) = 0 
by (1.18)*, (1.21), (7.24), (7.26) and (7.23); respectively by (8.21). Hence 
the statement follows from Theorem 5 and (3.15). If also r) = q* = 0, then 
+, = 1, 4s = 0 by (8.27). But w,(l, 0) = 6 of (8.1) by Theorem 4 and 
(3.15), since h(w) = g(w) in (8.1) for rll = 1,~s = 0, v = 0 by Lemma 1. 
Hence 6 = d, {a = E, and g = l0 for v= T* = 0 in (8.27) and (8.27)*, and
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the solutions f Theorem 2are indeed contained in the ones of Theorem 6 
if p* > 0. However, for p* = 0 and v > 0 we do not obtain any periodic 
solutions f (1.2) ofthe present elliptic ype, i.e., with E f 0. 
Remark. Replacing E by --E in (8), and correspondingly thereafter, l ads 
to additional periodic solutions f (1.2) and thus of (6) (in the sense of Section 
2) and of (l), if k - m is odd, which correspond tothe ones given by 
Theorem 6. 
9. SERIES EXPANSIONS AND DESCRIPTION OF THE PERIODIC SOLUTIONS 
The preceding existence proof or periodic solutions (repetitive motions) 
of elliptic ype in the astronomical three-body problem is constructive in the 
sense that he initial values [ for b(s) in (8.28) and the period ?’ can be 
numerically calculated (i.e. approximated to any desired accuracy) by
iteration processes, implied by our foregoing treatment, which require 
integration of initial value problems for systems of ordinary differential 
equations over bounded real time intervals (only). It is of great interest (for 
application of these solutions i  astronomy orastronautics) that convergent 
(pseudo) power series representations of these periodic solutions canalso be 
obtained. We shall briefly indicate h re the form of these series and a 
recursive expansion technique which requires integration of initial value 
problems for linear ordinary differential equations and, in the case of the 
restricted three-body problem, even quadratures only. 
1. We begin with the restricted three-body problem, using the equations 
of motion in the form (1.16) with (1.1 l), say. In Section 4.3 it was shown 
that he solution 
z = f(SI t? P*) = v(s, f) t Y(S, 5) (9.1) 
of (1.16) isholomorphic onS, x B, of (4.3) and (4.4). The components 
Zj( j = 1,2, 3,4) of z thus can be expanded in Taylor series bypowers of 5, , 
which still converge for f1 = p* from (9), by (5.5) say. To determine their 
coefficients, whichare holomorphic functions of and .C, , we first expand 
PAZ) E PAZ1 9 z 2 , z3 , zq) from (1.11) into multiple power series ofthe form 
Pj(‘) = C Pj,r,,..+,(V* ) V3 9 91) Z:riTiT2 
Q>O 
with zk = vk + yk for k= 2,3,4 (j= I,..., 4) (9.2) 
using (3.2). Then pj,T1...T4 = 0 for y1 < 6. Now we put 
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with CJJ~ from (3.2) and 1 [r ] < 6, and determine the ci,n = c~,~(s, [r , 5,) 
recursively for n 3 6 by 
where i = 1,2, 3 and [PI, denotes the coefficient of fin in the Taylor 
expansion fP by powers of fI . Using (3.2) and 
F = h,%,w,+4’4), a,(99 = a,(Q) = &“(l - 63 cos sy, pi = 4p&, 5), 
we then obtain from (9.2) to(9.4) and (1.11) 
f = u(+ + y) - a(Q) + p(+ + y), y = (0, 0, 0, 0) at s = 0. (9.5) 
Denoting the unique solution of(9.5) by y(s, 5, [r) we see, by comparison 
with (1.22), that y(s, 5) = y(s, I, tr), and in the same way as we derived 
Lemma 5 it follows that he n(s, f, &)( j = 1 ,..., 4) are holomorphic functions 
of all variables on S, x Br x (1 [r j < S). This implies their convergent 
representation by (9.3) and (9.4) th ere, if the paths of integration in (9.4) 
are confined toS, . Hence, for [r = [r and by (1.11) 
z, = V&Y 5) + 1 Ci,n(S, 61 , 6,) 5;” (i = 1,2,3,4), 
?a>6 
t = t(s, 5) = s + 274 - z3 , 0, I) c 81 x 4 (9.6) 
gives a representation of thesolutions i  (9.1) of(1.16), or, after substitution 
into (1.6)*, ofthe solutions f (1.15). The reason for introducing [r now 
becomes apparent; by this means the expansion bypowers of (p4 in (9.2) 
and thus of c,,,(s, & , &) by powers of kr3 is avoided, which for 5, = p* and 
s near u* (though convergent) would be useless, considering that 
;yhPJ*’ = z-m, by (3.4) and (3.6), does not decrease when 1 p* 1 from (9) 
Next we solve the periodicity conditions (3.8) with (9.1) for (u, &) by 
power series different from our previous treatment in Section 5.Let (with 
unknown coefficients) according to Theorem 1 and Lemma 6 
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Rewriting the boundary conditions from (3.8), i.e., (5.2) with (5.1) byuse of 
(3.2), (3.5), (9.1) and (9.6) inthe form 
we substitute from (9.7) into (9.8), expand by powers of & , and determine 
u7 , d, recursively by comparison fcoefficients before taking t1 = p*. 
This immediately yields er= 0 for T< 6, and with (9.4) to(9.2) for [r = p* 
and & = E 
ak 
cY6 = -c&k, p*, l ) = - 
s P~.B.o.o.o(~~ s, cp:> ds 0 
[ s nk =- P,(Sl ? E, s, 9~:) ds o 1 6’ 
where vr = ~JQ(S, .!j*) with (3.4). Comparing this expression with I&$ in 
(6.12), noting our calculation of the latter integral in Section 6.2 (with final 
result in(6.26)), andE given by (6.13) to(6.16), shows that &,P*~ = -A*. 
For if s had been retained as an integration variable in (6.13) and if p* were 
replaced bytI in (6.13) and (6.14), but not in t, then by (6.15), and since 
t’ = &;8(1 - E cos )-~, wewould have 
[Ejn = 0 for n < 8, i,b,* - E = -Q;; 
hence our result for 5, = p*. Also, from the second equation i (9.8) by(3.2) 
and (3.5) 
wk[(l -.~&~)-~/~-(l - ~)-a/~] G 3nke I(1 -&‘)-612 1(&-c) + .a. 
= - &k.(u, P*, 6%) t?-" - ,lk (1 - 52 cos )-’ ds = --c.,,&rk, p*, l )5; + ..+; 
/ 
hence & = 0 for t< 3, and from (9.4) and (9.3) here cd.6 = c3,8 = +?a by 
the foregoing. Hence 2, is obtained immediately andthe other eT and & can 
be obtained similarly (with increasing labor). We put 
5 = nk + 1 c?,.~ *r = rk + &~*rrm(l - ~a)-r~*a(~ + ...) 
T>6 
(9.9) 
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having used (6.26) and (9). The convergence of these series, whose coefficients 
depend upon & p* and 6, is implied byour treatment in Section 5.1 (for 
sufficiently small A), and (9.9) defines the same real quantities as C does in 
(5.14). Finally, after putting [i = p*, (a = E in (9.6) we obtain a series 
representation of thesolutions determined previously in (5.16) and thus by 
substitution into(1.6)* ofthe periodic solutions given in Theorem 2 (of 
the restricted three-body problem and its limiting case, the Hill problem) 
with period 
F = 2nm[l + &tL*(l - Ce)-lp*a(l + a*.)] 
in t, by (6.1) and (9.9). 
(9.10) 
2. Next we briefly treat the three-body problem, using the equations of 
motion in the form (1.9) with (1.10) to(1.14), say. It was seen in Section 7.3 
that he solution 
2 = z(s, 5; p*, v) = x(4 5; CL*) + w(s, 5) (9.11) 
of (1.9) is holomorphic on St x B, x (I v1 < 1) of (4.3) and (7.2). The 
components wj= wj(s, &)(j = l,..., 8) of W(S, 5) thus can be expanded there 
in (multiple) powers eries bypowers of vi - 1, q3 and v, say. We put 
wj = z, Wj,nvn, wj.n = wj,n(S, 09 (I vI G l), (9.12) 
/ 
and determine the uj,n as power series inQ - 1 and v3 from (7.24) with (7.23) 
and (7.26), which is equivalent to (1.23). 
Let i(z) be obtained from q(s) by putting v = 0 in (1.13) to(1.14). Then, 
since &, = 4, = 4s = 0 by (1.5), 
W6.0 = 771 - 1, %.o = q. + f’ [I - ~~(1 - r], cos T)-“1 dr, 
'0 
w,,o = q3 cos +, -y3 sin 6, (+ = f(s, Lx, 
(9.13) 
%o = 
while the remaining wj,o and i are to be determined from 
w;*o = bj(X + h) - bj(X) + Qj(X + S) = % (j = 1,2,3,4), 
f’ = b,(x + &) = u,(x + cz) Q(1 - 7)s cos i)” = a0 + a,(x), (9.14) 
& E (cIJ~,~ ,..., a~~,~); w,,~ = + = 0 at s = 0. 
Expanding the fij ,defined by(9.14) after substitution fr m(9.13), into 
power series ofthe form 
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with 
we solve (9.14) bypower series ofthe form 
where s r , sg > 0 and j = 1, 2, 3,4. Comparison of coefficients leads 
recursively forevery pair (sr ,ss), (sr + sa = 1, 2,...) to a system of four 
linear (inhomogeneous) differential equations for &j,i.s,s,( j = 1,2, 3,4), 
which is to be integrated over swith vanishing initial v ues, while the+SISp 
are being obtained byquadratures from 0 to s. Then (9.13) and (9.15) lead 
to a convergent power series representation of the solution & z &(s, 5) of 
3’ = 4x + G) - b(x) + 4(x + G), WJl) = (ao,o,o,71 - 1,0,7,,0) 
on S, x B, , by (9.14) and (1.12) with x = ,Y(s, 6; PI*). 
Next we determine the wj,n in (9.12) for n >, 1, (j = I,..., 8).Putting 
wi - wj,o = pi and p = (pl ,..,, p8)we have, according to the foregoing and 
(1.2% 
P; = b,(x + 3 + P) - $(x + G) + qj(x + ~5 + p) - 4,(x + &) = Kj 
(9.16) 
Kj = c Lo.. . ..,,(x + G) vToP;l ..* Pe’8, pj = 1 oj,,vn. 
r,>0 Tl>l 
For every 71 = 1,2,..., this leads recursively to a system of eight linear 
(inhomogeneous) differential equ tions for wj,,(j = l,..., 8)which is to be 
integrated over s with vanishing initial v ues, producing the holomorphic 
functions w,,~(s, 5) on S, x B, , which can then be expanded in series by
powers of qI - 1 and 7s . Substitution into(9.12), together with (9.13) and 
(9.15), gives the desired power series representations of z in(9.11). 
Now we solve the periodicity conditions (2.5) with (9.11) for (u, & ,7s) 
by power series different from our previous treatment in Section 8.First we 
again introduce the new complex parameter q*instead ofr], by (8.20) into 
(9.11), and then we rewrite he boundary conditions from (2.5) inthe form 
Xita9 I; P*) - Xj(e9 & P*) + C Wj.n(“~ 5) vn = 0 
tl>O 
(9.17) 
with 4r = p*, Q from (8.20), (j = 3,638) 
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by use of (5.14), (5.17) and (1.18)*. Assuming asolution (6, [a, 4s) of the 
form 
we substitute ~7 = 6, 5s = [, , r/s = ?p/a from(9.18) into (9.17), expand by 
powers of v and T*, using the preceding series xpansions, andcan then 
determine the coefficients n (9.18) recursively for Y + s = 1, 2,..., since the 
relevant Jacobian does not vanish (if CL* > 0), as follows from Section 8,
where (6.29), in particular, w s used. It also follows that he resulting series 
in (9.18) doconverge for 
IVI < 1, I I* I < a’/*, (6 = ) m/k Ii’s) (9.18)* 
at least (under the assumptions (8.31) and p* > 0) and that hey represent 
the same quantities which we have obtained previously in (8.27) and (8.27)*. 
If v1 - 1 is being used as a parameter instead ofv* in (9.18) and (9.17), as 
suggested by the implicit function theorem (thus dispensing of (8.20)), then 
the resulting series can be expected toconverge only for / v / < v1 with 
vr < l/2 in general, even for y1 = I. 
We remark that +s does not vanish identically; in fact it follows easily 
from (9.13), (9.15), (9.17) forj = 8, (9.18) and (5.20) that 
0 
10,s -0 for all s, 31.0 sin 4T = w~.I(& loI (9.19) 
with (8.3); and similarly as in Section 6.2 for I+@ we can show that 
(--1)” %%l (G, lo) = +f cprrn (1 + 2 l a) Ss + O(S13/2), 
so that 31,0 f 0 for sufficiently sma l6(and under the previous a sumptions 
in (8.31)) by (6.29) for 0 < ,u < 1. 
It would be of interest to study the properties of the various series 
expansions indicated in this paragraph, especially of (9.9) and (9.18), more 
precisely than they are immediately implied by our foregoing treatment; 
also, inparticular, withregard to speed of convergence. 
3. The preceding series representations of zj(s, [;p*, Y), (j = I,..., 8) 
when substituted into (1.6)*, (1.7)*, (1.8), and (1.1) lead to a fairly detailed 
description of the new “periodic” solutions (inthe sense of Section 2.1) 
or = zi(t; 6, 1, k, m), v = 6(t; E, 1, k, m) (9.20) 
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of the three-body problem (6), including as special cases in this context the 
restricted three-body problem and the Hill Lunar Problem. We shall be 
content here with a description afforded ssentially by our estimates from 
the preceding paragraphs, always assuming (8.31): 
With (8.28) by(1.9) to (1.14) and (7.24) 
8, - 2, = s - t, & - s4 = 7 - t, (Q s S(s)) (9.21) 
and s, t and r are related by
J 
.T 
i, cos ,z?,)-~ ds = t = H63( I - Z,)-” d7. (9.22) 
0 
Thus for the solutions i  (9.20) 
24 = p1/3.212( 1 - i, cos 2,)-l eiS = $13p*2(l - p cos )-l (1 + O(Ii3)) eis
w = Zb2( 1 - 2,)-l ei7 = +lz( 1 - 7j3 cos T)--I ( + O(S*)) ei+ m eiT 
(9.23) 
with real error terms when t is real, having also used Lemmas 1, 5, and 13. 
Also, by (5.13), (5.14), (8.18), (8.20), and (8.27) 
[, = 6 + O(W), ;il = 1 + O@), ij3 = O(vW), (9.24) 
noting (9.18) and (9.19) say. The relative trajectory q = uo-l, (t 2 0) from 
(9.20) inthe complex q-plane isclosed after K - m revolutions about q= 0, 
by (2.5) with (u, 5) = (9, 0, which implies (2.4) with 
D 
2t, = 2 J*’ .&a( 1 - b, cos $)-2 ds s L!‘(E, 7, K m) z f, (9.25) 
0 
and by (9.23), since s- T = ,z$ - 8, by (9.21). The polar angle T of w 
increases during one period by 
9 G T(F) - T(0) = 2z-m + 2(& - A), (9.26) 
where (with suitable positive constants) 
p*7mc2,S3 < j 6 - 7rk j,< p*nmc2,S3, (9.26)” 
by definition of c?in (8.27)*, (8.18), (5.14), (6.1), and (6.29). Thus o approxi- 
mately describes a slowly rotating elliptic orbit of small eccentricity ) 43 ) and 
major half axis (1 + v)2/3 s 1 according to (9.23) and (8.27) with T* = 7, 
whose line of apsides advances (if p* > 0, by (9.26), (9.9), and (8.18) 
essentially) with mean angular velocity 
(9 - 2nm)/i’ = O(S3), since T = 2xm(l + O(S3)), 
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(in the inertial coordinate system), while the true anomaly 7along this orbit 
is related tothe original time variable t by Kepler’s law I?*+ = 5, according 
to (9.22) and (1.7)*, with nonconstant i, however. Inparticular, vt+it/~ is
(strictly) periodic in t. 
Similarly, u approximately describes another rotating elliptic orbit, his 
time of arbitrarily-given eccentricity ~(0 < E < 1) and small major half 
axis $/3S2, which is in symmetric conjunction with vperiodically t t = nt, 
for n = 0, 1, 2 ,...  This concludes our description, and together with 
Theorem 6 for 77 = 0 and (1.1) the proof of our result s ated inthe intro- 
duction isnow complete. 
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