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ABSTRACT
In this thesis, I study two key steps in building a logical representation of tem-
poral information — a timeline — found within text from newswire articles:
1) intra-sentence event-timex (E-T ) temporal relationship classification, and 2)
article-wide event-event (E-E ) temporal relationship classification. Events and
time expressions (timexes) are basic units of temporal information in text. These
two steps allow us to build an understanding of the relative ordering between
these basic temporal units. For both of these classification tasks, I propose more
semantically motivated features, namely the use of typed dependency parses
and discourse analyses, to achieve better classification performance. This is in
contrast to much work in the existing literature, which have focused on lexico-
syntactic features.
Working on E-T temporal relationship classification, I also show that crowd-
sourcing is a very cost-effective and viable avenue through which a high-quality
temporal corpus can be built. Making use of the structure of a sentence, I propose
a unique way to identify instances which are computationally and cognitively
easier. Excluding these instances from a corpus does not degrade subsequent
classifier performance significantly. This allows cost savings of up to 37% when
building a E-T temporal corpus.
Besides putting together a state-of-the-art temporal processing system, this
thesis also validates the efficacy and utility of the timelines that are automati-
cally derived. Temporal information from these timelines is incorporated into a
competitive baseline multi-document summarization system. I propose several
features derived from timelines and show that they lead to a 4.1% improvement
in summarization performance. I also introduce a modification to the tradi-
tional Maximal Marginal Relevance (MMR) algorithm, TimeMMR. TimeMMR
is shown to be useful in the summarization of some document sets. To further
improve the performance gains derived from the use of temporal information,
I propose a reliability filtering metric which gauges how accurate and useful a
timeline is. By selectively making use of timelines guided by this reliability fil-




2.1 List of TimeML event classes and representative examples of each
class. This list is compiled from Pustejovsky et al. (2003a). 1 “I”
here refers to “Intensional”. . . . . . . . . . . . . . . . . . . . . . 12
2.2 Tasks performed at different TempEval workshops. . . . . . . . . 16
3.1 Possible mapping of the three core TempEval relations to the re-
lations defined in Allen’s interval algebra. For brevity, inverse
relations are not shown. . . . . . . . . . . . . . . . . . . . . . . . 32
3.2 The 13 temporal relationships described in Allen (1983), com-
monly known as Allen’s relations. The superscript “−1” denotes
an inverse function. . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.1 Performance on TempEval-2 testing set. Results for TempEval-2
systems are cited from Verhagen et al. (2010). . . . . . . . . . . . 43
4.2 Comparison of event and time expression identification with TempEval-
2 systems. Performance of TempEval-2 systems are cited from
Verhagen et al. (2010). . . . . . . . . . . . . . . . . . . . . . . . . 46
4.3 Distribution of labels in different datasets. . . . . . . . . . . . . . 47
4.4 Classifier performance on TempEval-2 testing set. . . . . . . . . . 47
vii
4.5 Breakdown of performance of SVMConvoDep on partitions of TempEval-
2 testing data. The number of instances for each partition is in-
dicated in parentheses. . . . . . . . . . . . . . . . . . . . . . . . . 51
4.6 Breakdown of partition sizes of different datasets. . . . . . . . . . 51
4.7 Performance on TempEval-2 test set. . . . . . . . . . . . . . . . . 52
4.8 Recap of the results achieved by the different E-T temporal clas-
sifiers introduced so far. . . . . . . . . . . . . . . . . . . . . . . . 52
4.9 Performance measures on TempEval-2 testing set broken down by
individual labels. . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.10 Distribution of labels in each partition. . . . . . . . . . . . . . . . 53
4.11 Confusion matrix for CF-NoLevel0. . . . . . . . . . . . . . . . . . 54
5.1 Number of event pairs in data set attributable to each temporal
class. Percentages shown in parentheses. . . . . . . . . . . . . . . 64
5.2 Macro-averaged results obtained from our experiments. The dif-
ference in F1 scores between each successive row is statistically
significant, but a comparison is not possible between Rows 1 and 2. 65
5.3 Ablation test results. ‘**’ and ‘*’ denote statistically significant
differences against the full system with p < 0.01 and p < 0.05,
respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.4 Subset of top RST discourse fragments on support vectors iden-
tified by linearizing kernel function. . . . . . . . . . . . . . . . . . 69
5.5 Confusion matrix obtained for the full system. . . . . . . . . . . 71
6.1 ROUGE scores over the TAC-2011 dataset. Results for CLASSY
and POLYCOM are reported after the jackknifing procedure, as re-
leased by the shared task organizer. ‘**’ denotes a statistically
significant difference in R-2 relative to SWING with p < 0.05. . . . 79
6.2 Resulting ROUGE scores obtained after incorporating temporal
information into SWING. ‘**’ and ‘*’ denotes statistically signifi-
cant differences with respect to Row R with p < 0.05 and p < 0.1
respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
6.3 Effect of varying the reliability filtering threshold on R-2 for the
configuration SWING+TSI+CTSI+TCD. ‘**’ and ‘*’ denotes a sta-
tistically significant difference from SWING of p < 0.05 and p < 0.1
respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
viii
LIST OF FIGURES
1.1 Text extracted from a news report about the launch of a new tablet. 2
1.2 Extract of a possible timeline for Example 1.1. . . . . . . . . . . 3
1.3 A disconnected temporal graph of events within an article. Hor-
izontal lines depict sentences s1 to s4, and the circles identify
events of interest. . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.4 Modified extract from a news article which describes a cyclone
attack. Several events which appear in Figure 1.5 are bolded. . . 6
1.5 Possible timeline for events in Figure 1.4. . . . . . . . . . . . . . 7
1.6 Extract from a news article which describes several events (bolded)
happening at the same time. . . . . . . . . . . . . . . . . . . . . 7
2.1 Example of a question posed for a document set for question-
focused summarization in DUC-2005. . . . . . . . . . . . . . . . . 19
2.2 How articles, topics, categories and aspects come together. . . . . 20
3.1 A typical timeline used throughout this thesis, showing events
placed sequentially along a time continuum. . . . . . . . . . . . . 27
3.2 Overview of how a timeline can be constructed by merging the
results from various temporal processing steps. . . . . . . . . . . 28
ix
3.3 Traversing the timeline to identify a suitable point to insert new
event. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.4 A possible enhanced timeline with events that can be of varying
durations if more complex temporal relations are considered. . . 34
3.5 Temporal graph showing relations between events A, B, C and Z.
A directed edge from event A to event B means that A takes place
BEFORE B. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.6 Merging of various temporal processing steps to get a tempo-
ral graph. The “DCT” node represents the “document creation
time”, i.e., the time at which the document is created. . . . . . . 36
4.1 Phrases with similar grammatical structure. Note the similar tem-
poral relations shared between events and timexes within each
phrase. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.2 Extract of dependency parse to illustrate feature extraction. . . . 41
4.3 Overview of event-timex temporal relation classification system
built with a SVM classifier using convolution kernels. . . . . . . . 42
4.4 Annotation instructions shown to CrowdFlower participants. . . 45
4.5 Excerpt of the dependency parse for Example 4.2. . . . . . . . . 49
4.6 Breakdown of performance across different partitions. . . . . . . 54
4.7 Dependency parse of Sentence 4.3. . . . . . . . . . . . . . . . . . 55
5.1 RST and PDTB discourse structures for sentence [B] in Exam-
ple 5.1. The structure on the left is the RST discourse structure,
while the structure on the right is for PDTB. . . . . . . . . . . . 58
5.2 A possible RST discourse tree. The two circles denote the two
relevant events A and B. . . . . . . . . . . . . . . . . . . . . . . . 61
5.3 A possible PDTB-styled discourse annotation where the circles
represent the events of interest. . . . . . . . . . . . . . . . . . . . 62
5.4 Graph derived from discourse annotation in Figure 5.3. . . . . . 63
5.5 A possible segmentation of four sentences into two segments. . . 63
5.6 Breakdown of number of event pairs for each temporal class based
on sentence gap. . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.7 Proportion of occurrence in temporal classes for every RST and
PDTB relation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
x
5.8 RST discourse structures for sentences [A] (top half) and [B] (bot-
tom half) in Example 5.3. . . . . . . . . . . . . . . . . . . . . . . 70
5.9 Accuracy of the classifier for each temporal class, plotted against
the sentence gap of each event pair. . . . . . . . . . . . . . . . . . 72
6.1 Pipeline of the SWING text summarization system. . . . . . . . . . 76
6.2 Overview of how temporal information is incorporated into SWING. 80
6.3 A simplified timeline illustrating how the various timeline features
can be derived. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
6.4 Possible timeline for events in Figure 1.4. (Reproduced from Fig-
ure 1.5 for convenience). . . . . . . . . . . . . . . . . . . . . . . . 82
6.5 Generated summaries for document set D1117C from the TAC-
2011 test set. The summary on the left (i.e., L1 to L3) is generated
by SWING+TSI+CTSI+TCD with filtering, while the summary on
the right (i.e., R1 to R4) is by SWING. . . . . . . . . . . . . . . . 91
6.6 Breakdown of raw feature scores for sentences (L2) and (R2) from
Figure 6.5. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
6.7 Extract from summaries for document set D1137G from the TAC-
2011 test set. The extract on the left (i.e., L1) is generated by
SWING+TSI+CTSI+TCD, while the summary on the right (i.e.,
R1) is by SWING+CTSI+TCD. . . . . . . . . . . . . . . . . . . . 92
6.8 Extract from summaries for document set D1131F from the TAC-
2011 test set. The extract on the left (i.e., L1 to L3) is gen-
erated by SWING+TSI+CTSI+TCD, while the summary on the
right (i.e., R1 to R3) is by SWING+TSI+TCD. . . . . . . . . . . . 93
6.9 Extract of timeline generated for document APW ENG 20070615.0356
from the TAC-2011 testing dataset. . . . . . . . . . . . . . . . . . 94
6.10 Extract from summaries for document set D1113C from the TAC-
2011 test set. The extract on the left (i.e., L1) is generated by
SWING+TSI+CTSI+TCD, while the summary on the right (i.e.,
R1 to R2) is by SWING+TSI+CTSI. . . . . . . . . . . . . . . . . . 95
6.11 Generated summaries for document set D1126E from the TAC-
2011 test set. The summary on the left (i.e., L1 to L5) is generated
by SWING+TSI+CTSI+TCD+TimeMMR, while the summary on




This chapter bootstraps the thesis by explaining the
problem I am attempting to solve. I also summarize the key
contributions I have achieved here.
Over the past decades, Natural Language Processing (NLP) has matured
considerably. State-of-the-art systems for syntactic processing, including part-
of-speech tagging and grammar parsing are readily available. Much progress
has also been made for higher level semantic tasks such as discourse analysis,
where the performance of automatic parsers have been improving steadily (Feng
and Hirst, 2012; Hernault et al., 2010). As a result, many researchers have
been empowered to explore more difficult and challenging tasks such as Machine
Reading (Etzioni et al., 2006), which builds upon these advancements. Despite
this progress however, there is nonetheless still much work to be done. While
lexical tasks have been very well-studied, the state-of-the-art for many higher
level semantic processing tasks still misses the mark.
In this thesis, I set out to examine the interpretation of time from text
documents. “Time” is a well-known concept to many; yet it has also been
the subject of a raging debate between philosophers and scientists. One line of
thought, attributed to Isaac Newton and hence referred to as Newtonian time,
sees time as a dimension along which events occur in sequence (Newton, 1687;
Rynasiewicz, 2012). An opposing view mooted by Gottfried Leibniz (Clarke,
1717) and Immanuel Kant (Kant, 1786) holds that time does not exist in any
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form, but is just simply a projection of how we logically represent things around
us. In the context of this work, I will adopt Newton’s view of time.
While time is sequential, the manner it is presented is not. Example 1.1
shows a paragraph of text extracted from a news report1 about the launch of a
new tablet. In the example, sentence (1) talks about the launch on “Friday”.
Sentence (2) talks about the lines on Friday being shorter than previous years,
and also a projection of upcoming sales in the weekend ahead. Sentence (3)
goes on to mention the differences in circumstances between this year, and the
previous year when a version of the tablet also went on sale. Note that these
mentions to time are not arranged linearly.
(1) The new iPad Air officially went on sale Friday.
(2) And while lines at Apple stores appeared to be shorter than in previous
years, it’s unclear what that actually means in terms of first weekend sales.
(3) That’s because there are a number of factors that are different this year
from a year ago when the new iPads went on sale.
Figure 1.1: Text extracted from a news report about the launch of a new tablet.
To properly understand this discourse and the concepts described, it is es-
sential to know how the various events described in the sentences relate to one
another temporally. This problem of interpreting time from text, together with
how the gleaned information can be used, are the main foci of this thesis.
1.1 Interpreting Time From Text
The interpretation of time from text, also known as temporal interpretation or
temporal processing, is really a means and not an end. Much like tasks such as
part-of-speech (POS) tagging or grammar parsing, the purpose behind making
sense of the temporal order of things really is to help downstream applications, or
as a foundation for other more elaborate processing tasks. The goal of temporal
interpretation in this thesis is therefore to derive a logical representation — a
timeline — of the temporal information found within input text. Such a logical
representation will allow other applications or technologies to easily leverage on
1Apple Loyalists Flock To Stores For iPad Air Launch, Los Angeles Times, 1 Nov. 2013
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the temporal information found within text.
Before going on to describe what a timeline is, it is important to first explain
two basic temporal units: 1) event expressions (or events for short), and 2) time
expressions (or timexes for short). The definitions for these two basic temporal
units follow that proposed by Pustejovsky et al. (2003a) for the standardized
TimeML annotation. An event refers to an eventuality, a situation that occurs
or an action. A timex is a reference to a particular date or time (e.g. “2013
December 31 ”, or “this coming Friday”).
A timeline then, allows us to relate these two basic temporal units together
in a logical structure. Following from Newton’s view of time, a timeline is a one-
dimensional axis, along which time can be viewed as a sequential continuum. An
example of a timeline is illustrated in Figure 1.2. It shows selected events from
the text in Example 1.1. “sale (2)” denotes the occurrence of the word “sale”
in sentence (2), and “sale (3)” denotes the occurrence of the word in sentence
(3). From the timeline, it can be clearly seen that “sale (3)” refers to an earlier
event than “sale (2)”. It is also observed that “appeared” occurs together with




Figure 1.2: Extract of a possible timeline for Example 1.1.
To construct timelines, I adopt a sequential approach similar to that pro-
posed by Verhagen et al. in the TempEval series of workshops (Verhagen et al.,
2009, 2010). The construction makes use of results from three different temporal
processing steps, including:
• Resolving a timex to an absolute timestamp
• Determining the temporal relationship between an event and a timex
• Determining the temporal relationship between two events
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Later in Chapter 3, I will explain how the results from these steps can be merged
to obtain a timeline.
The process of resolving a timex to an absolute timestamp is also known as
timex normalization. Timexes can directly refer to a complete timestamp such as
“2013-December-31 05:12 +0000 ”, or they can refer to a relative time reference
such as “tomorrow”. Suppose a timex is created on “2013-January-01 01:00
+0000 ”, then timex normalization will resolve “tomorrow” to “2013-January-
02 ”. Timex normalization is a well-studied problem. State-of-the-art systems
(Bethard, 2013; Stro¨tgen and Gertz, 2013) are capable of achieving very high
accuracy rates. In this thesis I will leverage on these state-of-the-art systems.
The other two steps form the bulk of the focus of this thesis. Again, following
the angle of attack used in the TempEval workshops, I frame them as classifi-
cation tasks. Therefore I will refer to them henceforth as event-timex (E-T )
temporal relationship classification and event-event (E-E ) temporal relationship
classification.
1.1.1 Temporal Relationship Classification
For E-T temporal relationship classification, the task is to identify the temporal
relationship between an event and a timex. Accordingly, for E-E temporal rela-
tionship classification, the task is to identify the temporal relationship between
two events.
The temporal relationships for both cases draw from a set including 1) BE-
FORE, 2) AFTER, and 3) OVERLAP temporal relations. Given two temporal
units (without loss of generality, either of them could be events or timexes) tu1
and tu2, if tu1 is BEFORE tu2, it means that tu1 happened before tu2. Similarly
if tu1 is AFTER tu2, it means that tu1 happened after tu2. If tu1 OVERLAPs
tu2, it means that the two of them happened together, in the same time span.
These three core relations are the same as those defined in Verhagen et al.
(2009). However in addition, they had also defined three additional relations
1) BEFORE OR OVERLAP, 2) OVERLAP OR AFTER, and 3) VAGUE. BE-
FORE OR OVERLAP represents a disjunction of BEFORE and OVERLAP,
OVERLAP OR AFTER similarly refers to a disjunction of OVERLAP and AF-
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TER. VAGUE is used to denote instances when the temporal relationship be-
tween the two vertices is not clear. These three additional classes are added after
considering feedback from annotators who found them to be useful for some in-
stances. However here, like in Denis and Muller (2011) and Do et al. (2012), I
choose to focus on just the three core relations as they form up the bulk of most
annotations (these three core relations form up to 89.1% of the TempEval-2 test
dataset).
In the TempEval workshops, the E-T classification task is limited to only
events and timexes found within the same sentence (i.e., intra-sentence). The
E-E classification task is limited to only event pairs which are found within
the same, or in adjacent sentences. These definitions were originally proposed
as a trade-off between completeness, and the need to simplify the evaluation
process (Verhagen et al., 2009). Taken in totality, they are however limiting and
insufficient.
The problem is that they are insufficient to give us a complete view of the
temporal information found within text. As illustrated in Figure 1.3, being
able to perform only E-E classification on event pairs found at most in adjacent
sentences does not allow us to know the temporal relationships between all event
pairs. In the figure, a sentence s3 separates event C from D and E. It is not
possible therefore to ascertain the relationship between the events in sentences
s1 and s2, and those in sentence s4. The relationship between A and C in the
figure can be determined with the use of the temporal transitivity rules (Setzer
et al., 2003; Verhagen, 2005), but we cannot determine the relationship between
say A and D. This presents problems downstream when one needs to construct








Figure 1.3: A disconnected temporal graph of events within an article. Horizon-
tal lines depict sentences s1 to s4, and the circles identify events of interest.
5
Bearing this limitation in mind, this thesis will explore instead 1) intra-
sentence E-T temporal classification, and 2) article-wide E-E temporal classifi-
cation. By expanding the scope of E-E temporal classification to be able to take
as input any pair of events within an article, the problem highlighted above is
solved.
1.2 Making Use Of Time From Text
Having built a timeline, the last part of the thesis applies it to the problem of
multi-document summarization. Very briefly, given a collection of input docu-
ments which discuss a similar topic, the goal of multi-document summarization
is to generate one single summary which includes the main points from these
documents, with minimal repetition of similar points from different documents.
In other words, a summary should be representative, capturing as many rele-
vant points as possible, while minimizing redundancy, that is repeated points
of views or arguments. I believe that temporal information can help improve
multi-document summarization precisely along these two key dimensions.
Relevancy. In Figure 1.4, the three sentences describe a recent cyclone and a
previous one which happened in 1991, respectively. Recognizing that sentence
(3) is about a storm that had happened in the past is important when writing
a summary of the recent storm. This ensures that the content selected for the
final summary will be more relevant to the reader.
(1) A fierce cyclone packing extreme winds and torrential rain smashed
into Bangladesh’s southwestern coast Thursday, wiping out homes and
trees in what officials described as the worst storm in years.
(2) More than 100,000 coastal villagers have been evacuated before the
cyclone made landfall.
(3) The storm matched one in 1991 that sparked a tidal wave that killed
an estimated 138,000 people, Karmakar told AFP.
Figure 1.4: Modified extract from a news article which describes a cyclone attack.
Several events which appear in Figure 1.5 are bolded.
It is reasonable to expect that a collection of documents about the recent
storm will contain more references to it, compared with the earlier one that
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happened in 1991. Visualized on a timeline, this will translate to more events
(bolded in the Example 1.4) around the time in which the recent storm took
place. There should be less events mentioned in the article for the time span in
which the previous 1991 storm occurred. Figure 1.5 illustrates a possible timeline
laid out with the events found in Example 1.4. The events from the more recent
storm generally OVERLAP and are found together at the same time. There
are less events which talk about the previous storm. By ordering the events
sequentially, temporal information can help to more accurately identify relevant




describedsparked killed ... told
Storm in 1991 Latest cyclone
evacuated
Figure 1.5: Possible timeline for events in Figure 1.4.
Redundancy. In Figure 1.6, the sentences describe many events which took
place within the same time span. They describe the destruction caused by a
hurricane with trees uprooted and buildings blown away. Knowing that these
events occur together, a summarization system will be able to either paraphrase
and group them together, or avoid selecting all of these sentences to be included
in a summary. This avoids having similar pieces of information in the summary.
(1) An official in Barisal, 120 kilometres south of Dhaka, spoke of severe
destruction as the 500 kilometre-wide mass of cloud passed overhead.
(2) “Many trees have been uprooted and houses and schools blown away,”
Mostofa Kamal, a district relief and rehabilitation officer, told AFP by
telephone.
(3) “Mud huts have been damaged and the roofs of several houses blown
off,” said the state’s relief minister, Mortaza Hossain.
Figure 1.6: Extract from a news article which describes several events (bolded)
happening at the same time.
Existing approaches typically makes use of lexical-based methods to detect
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such similarities (Carbonell and Goldstein, 1998; Hendrickx et al., 2009). How-
ever, in situations such as the one presented in Example 1.6, it is not trivial for
a lexical approach to detect that events like “passed”, “uprooted” or “damaged”
are in fact describing the same hurricane attack. My approach in this thesis thus
makes use of the time in which these events occur; the hypothesis being that
events happening at the same time have a high chance of describing the same
situation or incident. In this case it may not be necessary to include all of these
events in the eventual generated summary.
1.3 Key Contributions
In a nutshell, my thesis examines the construction of a timeline via two important
steps, 1) intra-sentence E-T temporal classification, and 2) article-wide E-E
temporal classification. Improving on the state-of-the-art, my thesis then goes
on to show that the obtained timeline is useful and can be effectively applied to
improve multi-document summarization.
The key contributions of this thesis include:
1. eschewing the use of traditional lexico-syntactic features for E-T temporal
classification, and showing that performance can be improved instead with
the use of semantically motivated dependency parses (Ng and Kan, 2012),
2. proposing the use of discourse analysis to tackle the problem of article-wide
E-E temporal classification achieving a 16% gain in performance over the
state-of-the-art (Ng et al., 2013),
3. introducing a novel scheme to selectively annotate instances when building
a dataset for E-T temporal classification which can shave annotation efforts
by as much 37% (Ng and Kan, 2012), and
4. presenting a robust and effective scheme to integrate the results of tempo-
ral processing into multi-document summarization, leading to an improve-
ment of 5.9% in terms of ROUGE-2 score (Ng et al., 2014) over a very
competitive state-of-the-art summarization system (Ng et al., 2011, 2012).
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1.4 Organization
In the next chapter, I will provide an introduction to the areas of temporal pro-
cessing, as well as its application to summarization. Chapter 3 provides more
details about timelines, as well as elaborates on how they can be constructed.
Then in Chapters 4 and 5, I explain the work that I have done for E-T and E-E
temporal classification. Building on these results, Chapter 6 talks about how
temporal information can be integrated into a state-of-the-art multi-document
summarization system. The last chapter concludes this thesis, highlighting op-




Before detailing the work that I have done, this chapter
provides the necessary background knowledge with regards
to the 1) temporal interpretation of text, and 2) use of
temporal information for multi-document summarization.
Having motivated the thesis in the previous chapter, this chapter reviews the
areas of 1) the temporal interpretation of text, and 2) multi-document summa-
rization. Through this, I detail the developments of these respective fields and
how they shape this thesis.
In the first section I touch on the temporal interpretation of text over three
milestones: 1) early works on temporal interpretation, 2) the movement towards
the development of standardized corpora, and 3) the TempEval series of evalua-
tion workshops. I end the section with a review of the related work for temporal
relationship classification, which is one of the main foci of this thesis.
Moving on to multi-document summarization, I present a brief on the various
task guidelines of evaluation workshops that have shaped this area. Then I
highlight key approaches that have been adopted to solve this problem, before
concluding my review of the related work which applies temporal information to
multi-document summarization, as is done in this thesis.
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2.1 Temporal Interpretation of Text
2.1.1 Early Works On Timex Identification and Normalization
Researchers have long recognized the value of extracting temporal information
from text. One of the earliest pieces of work on temporal processing was on
the identification and normalization of timexes. Identification of timexes involve
extracting or marking out mentions to time in a piece of text. Time mentions can
include complete timestamps such as “31 Dec 2013, 08:00 am, UTC+0800 ”, or
relative references such as “today” and “last Friday”. Normalization of timexes
on the other hand refer to resolving time mentions to complete timestamps.
For example, if an article is written on 31 Dec 2013 (also called the document
creation time or DCT for short), the word “today” appearing in the article can
be normalized to “31 Dec 2013 ”. Similarly the word “yesterday” will normalize
to “30 Dec 2013 ”.
The 6th and 7th Message Understanding Conference (MUC-6, MUC-7) (Chin-
chor, 1998; Sundheim, 1996) included a named entity recognition task. Timexes
are one out of several named entities which participants are required to extract.
Correspondingly, the datasets used in MUC-6 and MUC-7 included annotations
for two types of timexes, namely dates (e.g., “December 31 2013 ”) and times
(e.g., “13:32:21 +0900 ”). The Automatic Content Extraction (ACE) Time Ex-
pression Recognition and Normalization (TERN) 2004 shared task (ACE, 2004)
expanded on the scope of MUC-6 and MUC-7 to include the normalization of
identified timexes to a complete timestamp. To support the normalization task,
the dataset created for ACE 2004 included normalized timestamps as well.
2.1.2 Development of Large-scale Corpora
In 2001, testament to the rising research interest in the interpretation and pro-
cessing of text, one of the first workshops dedicated to temporal processing was
held in conjunction with the Annual Meeting of the Association for Computa-
tional Linguistics (ACL) conference (Harper et al., 2001). Many of the published
works focused on the annotation of temporal information and the compilation of
datasets which can be used subsequently for machine learning (Katz and Aro-
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sio, 2001; Setzer and Gaizauskas, 2001). Together with work of Ferro et al.
(2000), these eventually formed the foundation of the TimeML (Pustejovsky
et al., 2003a), a specification language for events and timexes.
TimeML refines upon the annotation of timexes from the earlier efforts of
Ferro et al. (2000) and Setzer and Gaizauskas (2001), introducing the TIMEX3
tag to annotate explicit temporal expressions (including dates, times and dura-
tions).
Importantly, TimeML also specifies explicitly the annotation of events, which
generally refer to situations that happen or occur. The definition of an event is
encompassing without a formal definition, appealing instead to the intuition and
knowledge of annotators. TimeML further included annotations for the class,
tense, and aspect of each event. The class of an event refers to its type. Table 2.1
shows the identified event classes, as well as example event words associated with
these classes. The tense of an event corresponds to the linguistic understand-
ing of the tense of a word (i.e., past tense, present tense), while the aspect of
an event refers to the grammatical aspect of the event (i.e. progressive, perfect
progressive).
Class Description
Reporting Describes action of an entity declaring, or narrating something
e.g., say, report, announce
Perception Involves physical perception of another event
e.g., see, hear, watch, feel
Aspectual Grammatical device of aspectual predication
e.g., begin, finish, stop, continue
I-Action1 Introduces an event argument describing an action which relates
to the current action, e.g., attempt, try, promise, offer
I-State1 Similar to I-Action but pertains to states that refer to possible worlds
e.g., believe, intend, want
State Describes circumstances in which something holds
e.g., on board, kidnapped, love
Occurrence Events that describe something that happens or occurs
e.g., die, crash, build, merge, sell
Table 2.1: List of TimeML event classes and representative examples of each
class. This list is compiled from Pustejovsky et al. (2003a). 1 “I” here refers to
“Intensional”.
Another significant contribution of TimeML is the introduction of LINKS.
LINKS encode the relationships that exist between temporal elements including
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events and timexes, the most used being TLINKs, which capture the relation-
ship between events (E-E ), or between an event and a timex (E-T ). TLINKs
are typed, which means that the relationship between the two associated tem-
poral elements are assigned to one of 13 identified scenarios (e.g., simultaneous,
identical, one before the other, and so on.).
Based on TimeML, the TimeBank corpus was introduced in 2003 (Puste-
jovsky et al., 2003b). TimeBank consists of 300 newswire articles with TimeML
prescribed annotations, including annotations for events, timexes and links be-
tween these temporal elements. Articles used in the corpus draw from various
sources, including text from the Document Understanding Conference (DUC),
the Automatic Content Extraction (ACE) program and also Propbank texts
from the Wall Street Journal. In a revised version of the corpus released in 2006,
inter-annotator agreement for events, timexes and links (TLINKs) are 78%, 83%
and 55% respectively1. These figures are interesting because they highlight the
relative difficulty of each task. Indeed as will be seen in the next sub-section,
automatic system performances for event/timex extraction and TLINK classifi-
cation obey the same trends described by these agreement values.
Subsequent years saw the development and availability of more temporal
corpora, including three corpora compiled for the three TempEval workshops (see
next sub-section). The TempEval-1 corpus, TempEval-2 corpus, and TempEval-
3 corpus — as they will be referred to — form the basis for much work in this
domain.
With the exception of the TempEval-3 corpus, all of these corpora (including
the TimeBank corpus) are relatively small, consisting of not more than a few
hundred documents. As with the development of all other corpora, putting to-
gether these corpora requires lots of costly human effort. To aid the development
of large corpora, Setzer et al. (2003), and later Verhagen (2005), worked on a
series of inference rules which can be used to infer new temporal relations from
existing ones. One example of the rules explained in Setzer et al. (2003) include:
(x, y) ∈ B ∧ (y, z) ∈ O ⇒ (x, z) ∈ B (2.1)
1http://timeml.org/site/timebank/documentation-1.2.html
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where x, y, z are events, B denotes BEFORE, and O denotes OVERLAP (Setzer
et al. referred to this as “Simultaneous” as they followed the naming used in
TimeML). This rule says that if x happens BEFORE y, and y happens together
with z, then it follows that x also happens BEFORE z.
Setzer et al. started with a set of seed labeled instances, and applied these
transitivity inference rules to identify new temporal relations from a pool of un-
labeled instances. Only unlabeled instances for which no new temporal relations
can be automatically identified are then manually annotated. This reduces the
effort required to create a corpus substantially. Similar schemes are subsequently
used by several other researchers (Do et al., 2012; Mani et al., 2006) to expand
the amount of data available for supervised machine learning.
The TempEval-3 corpus was built with a slightly different approach. A
large collection of around 600K words from Gigaword (Parker et al., 2011) were
collected, and annotated by automatic systems including TIPSem, TIPSem-B
(Llorens et al., 2013) and TRIOS (Uzzaman and Allen, 2010). These systems
are existing state-of-the-art temporal processing systems. Output from these
three systems are then merged (Llorens et al., 2012) to create a “silver” dataset.
While lacking the rigour and accuracy of human-annotated datasets, this silver
dataset increased the size of the corpus significantly. The silver dataset consists
of more than 600K words, while the original TimeBank corpus consists of only
61K words.
There is scope for more research in this area. Beyond just leveraging on tem-
poral transitivity to infer new relations, the TempEval-3 corpus creatively makes
use of multiple automatic systems to help annotate and build a significantly
larger dataset. However completely removing humans from the annotation loop
means that it is not possible to definitively know the correctness of the dataset.
This thesis examines another approach — selecting only those instances which
can contribute to positive classifier performance for human annotation.
2.1.3 TempEval Evaluation Workshops
The availability of corpora like the TIDES temporal corpus (Ferro et al., 2000)
and TimeBank corpus (Pustejovsky et al., 2003b) encouraged additional re-
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search in temporal processing. To direct the efforts of the community, a series
of evaluation workshops was conceived and held. The TempEval-1 (Verhagen
et al., 2009), -2 (Verhagen et al., 2010), and -3 (Uzzaman et al., 2013) workshops
attracted significant participation and much of existing literature on temporal
processing centers around the tasks defined in the workshops.
Table 2.2 summarizes the tasks that made up each workshop. Initially
in TempEval-1, events and timexes are pre-annotated. Participating systems
worked on temporal relationship classification between the various temporal
elements, including events, timexes, and document creation times (DCT). In
TempEval-2, the scope of the workshop was expanded. New tasks were added
which also required systems to perform timex identification and normalization
(much like the MUC-6, MUC-7 and ACE TERN evaluations), and event identifi-
cation and attributes classification. Recently in TempEval-3, with advancements
in the state-of-the-art, the organizers decided to evaluate end-to-end systems,
where systems have to perform the full suite of temporal processing tasks, in-
cluding extracting timexes and events, and identifying the temporal relationships
between them.
Recall that in TimeML, 13 TLINK relations were identified. However for
TempEval-1 and -2, the organizers decided to just make use of a reduced set of
three relations, i.e. core temporal relations including “BEFORE”, “AFTER”
and “OVERLAP”. A further two relations were also subsequently added to
ease annotation effort, made up of a disjunction of these three core relations,
i.e. “BEFORE-OR-OVERLAP”, “OVERLAP-OR-AFTER”. A third relation
“VAGUE” was also added in cases where no viable temporal relation could be
attributed to a pair. In TempEval-3, the organizers began using the full 13
relations identified in TimeML.
2.1.4 Spotlight on Temporal Relationship Classification
Timex identification and normalization (and to some extent event identification)
have been well-studied and researched on from earlier efforts in the MUCs and
ACE TERN evaluations. The state-of-the-art for timex identification and nor-
malization is a F1 score of around 0.86 (Bethard, 2013; Stro¨tgen and Gertz,
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Task TempEval-1 TempEval-2 TempEval-3
Timex identification and
Task A Task A
normalization
Event identification and
Task B Task B
attributes classification
E-T relationship classification
Task A Task C
(within same sentence)
Event-DCT
Task B Task D
relationship classification
E-E relationship classification





End-to-end system Task ABC
Table 2.2: Tasks performed at different TempEval workshops.
2013). The best systems for event identification and attribute classification also
perform at a F1 score onwards of 0.8 (Grover et al., 2010; Uzzaman and Allen,
2010).
Temporal relationship classification however is still an open problem. It is
a hard problem, as evident from the low annotator agreement values seen when
building the TimeBank corpus.
Earlier efforts include that of Lapata and Lascarides (2006). They made
use of a compiled lexicon of temporal words as clues to the correct temporal
relation between two temporal elements. Han and Lavie (2004) took on a more
mathematically-grounded approach. They proposed a formal representation for
temporal expressions, framing the problem as a constraint-satisfaction problem.
The new representation was motivated because the authors felt that time is
sufficiently unique to warrant a separate reasoning system than a generic first-
order logic system, such as that proposed by Gabbay et al. (2000).
The availability of new corpora as described above subsequently encouraged
the adoption of more data-centric approaches. State-of-the-art systems now
commonly adopt a variety of supervised machine learning techniques, including
conditional random fields (Kolya et al., 2010), Markov logic (Ha et al., 2010;
Uzzaman and Allen, 2010), maximum entropy classification (Derczynski and
Gaizauskas, 2010) and convolution kernel support vector machines (Mirroshandel
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et al., 2011).
These attempts have typically approached E-T and E-E temporal relation-
ship classification as two separate classification tasks. Recognizing that they
are highly co-related, Yoshikawa et al. (2009) attempted to solve these problems
together with the use of a joint model, while Do et al. (2012) made use of Integer
Linear Programming (ILP) with a set of global constraints. They are able to
show that performing joint inference helps both classification tasks significantly.
However despite the differences in methodology or choice of machine learners,
these recent works display a very strong bias towards lexico-syntactic features.
It is possible to classify the features that are employed into three major feature
types: 1) lexical cues, such as signal words or part-of-speech tags, 2) context,
including the attributes of events and timexes, and 3) the grammatical structure
of sentences obtained with the use of automatic parses. While these features
are useful, system performances have however shown signs of stagnating. In this
thesis thus, I propose the use of semantically motivated features to help achieve
better performance.
2.2 Multi-Document Summarization
The later part of this thesis applies the results of temporal processing on multi-
document summarization. In this section a quick introduction to work in this
domain is given.
Broadly speaking, summarization involves identifying the key ideas expressed
in a given text, and then combining these ideas into a passage which is typically
much shorter than the original text. The purpose is to reduce the amount of
effort and time needed by a reader. Depending on how the final summary is
produced, summarization can either be 1) extractive, or 2) abstractive. In ex-
tractive summarization, sentences from the original document are used in the
final summary as-is. However in abstractive summarization, text from the orig-
inal document are typically paraphrased or edited before being included in the
generated summary. Abstractive summarization is the harder of the two, as it
involves more than just identifying salient points and issues within the input
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document. As such most published results have been focusing on extractive
summarization. However in recent years, researchers are also paying increasing
attention to abstractive summarization, with advances in language generation,
paraphrasing and sentence compression.
Earlier efforts in text summarization focused on single-document summa-
rization (Mani, 2001), which takes as input a single document, and generates a
summary for the document. Multi-document summarization on the other hand
takes as input a set comprising of several documents. One output summary is to
be generated for the set, presenting the main points of all the documents within
the set with minimal repetition of facts.
A typical application scenario for multi-document summarization is in news
summarization. Modern news aggregators like Google News (Das et al., 2007)
collect news documents from various news sources. Given a collection of articles
on the same news event, multi-document summarization can be used to generate
a summary for the collection. This can save readers the hassle of reading through
all the articles in the collection.
2.2.1 Summarization in Shared Tasks
Multi-document summarization caught on rapidly. From 2001 to 2011, it fea-
tured regularly as one of the tracks in the Document Understanding Conference
(DUC) and Text Analysis Conference (TAC) workshops. These annual evalua-
tions helped to guide and shape much of the research work in the area of text
summarization. It is therefore interesting to take a look at the major develop-
ments during these series of evaluation workshops.
Multi-document summarization featured as one of the tasks in the inaugural
DUC held in 2001. The task guidelines required participating systems to generate
“generic” summaries of fixed target lengths, with no specific guidance given on
the preferred content to include.
A notable update to the task guidelines was made in 2005. Instead of generic
summarization, the focus was shifted to “question-focused” summarization. Par-
ticipating systems now had to explicitly piece together information from an input
document set to answer a question or a set of questions posed about the docu-
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Title: American Tobacco Companies Overseas
Narrative: In the early 1990s, American tobacco companies
tried to expand their business overseas. What did these compa-
nies do or try to do and where? How did their parent companies
fare?
Figure 2.1: Example of a question posed for a document set for question-focused
summarization in DUC-2005.
ment set. Figure 2.1 illustrates sample questions for a particular document set
quoted from Dang (2005). These questions ask explicitly about how tobacco
companies from the United States seek to expand overseas, as well as the level of
success they achieved. This change in guidelines was motivated to better align
the research that is being performed in this area to information needs that real
users are facing.
Another important update was the introduction of “update” summarization
in DUC-2007. As per question-focused summarization, summaries were still to
be generated according to a set of questions. However each document set now
consists of several clusters which are ordered sequentially based on publication
dates. The idea is to progressive generate new summaries, each time highlighting
new developments to the reader, assuming that previous clusters have already
been read.
The summarization track in DUC was moved to the Text Analysis Conference
(TAC) in 2008, where it continued to be held annually till 2011. TAC-2008 and
TAC-2009 continued the update summarization task introduced in DUC-2007.
In TAC-2010 and TAC-2011, a major change to the task guidelines was made
with the introduction of “guided” summarization. In guided summarization,
each document set (also called a topic) to be summarized is assigned to one
of several broad categories. These categories include 1) Accidents and Natural
Disasters (Accidents), 2) Attacks, 3) Health and Safety (Health), 4) Endangered
Resources (Resources), and 5) Investigations and Trials (Investigations). The
abbreviations of the category names (in parentheses) are used in the rest of
this thesis for brevity. For each of these categories, there is a template which
contain information elements, or aspects, that are requested for (see Figure 2.2).
Participating systems are required to generate summaries for each topic guided
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Figure 2.2: How articles, topics, categories and aspects come together.
An important element of these shared tasks is the evaluation of submitted
summaries. Initially manual evaluation was carried out, with human evaluators
tasked to assess the quality of automatically generated summaries. In DUC-
2004, the ROUGE measure (Lin and Hovy, 2003) was introduced to complement
costly human assessment. ROUGE determines the quality of a summary through
overlapping units such as n-grams, word sequences, and word pairs with human
written summaries. ROUGE was found to correlate well with the result of the
human assessments that were made (Over and Yen, 2004).
The use of Basic Elements (Hovy et al., 2005) and Pyramids (Passonneau
et al., 2005) was tried out in DUC-2005 to complement the use of ROUGE.
Basic Elements (BEs) is an automatic method which evaluates the content com-
pleteness of a generated summary by breaking up sentences into smaller, more
granular units of information (referred to as Basic Elements). Pyramids on the
other hand requires a fair amount of human effort to identify units of infor-
mation (called Summary Content Units or SCUs) from human-written model
summaries. Manual judgements are then used to map content within a gener-
ated summary to these SCUs. This mapping is subsequently used in scoring the
generated summary. As the mapping of content to SCUs is done at the semantic
level instead of at the lexical level, Pyramids are suitable for assessing abstractive
summaries as well. Abstractive summarization, by the nature of how summaries
are generated, are un-fairly penalized by lexical-based evaluation metrics like
ROUGE. Both Basic Elements and Pyramids have also been shown to correlate
well with human assessments.
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2.2.2 Main Approaches
The sheer volume of work done on multi-document summarization is so over-
whelming, it is not feasible to detail all these work here. A more detailed treat-
ment of multi-document summarization can be found in Nenkova and McKeown
(2011). Here, I have identified the methodologies adopted by researchers and
taxonomised them into the following key approaches: 1) concept linkage, 2)
heuristics, 3) discourse analysis, 4) joint inference, 5) topic modeling, and 6) use
of large data. Note however that this classification is not absolute nor complete,
and definitely not mutually exclusive. In fact, many systems do make use of a
combination of these approaches.
Concept Linkage. Summons (McKeown and Radev, 1995) was one of the sev-
eral pioneer multi-document summarization systems. It first retrieves important
concepts from each input document in the input set. Then it tries to link up
similar concepts together so that they need not be repeated in the final sum-
mary. The system also looks out for important phenomena, such as a change in
perspective towards an issue, and tries to include these in the final summary.
Mani and Bloedorn (1997) proposed a graph-based approach. Key concepts
are derived from input documents within a set, and mapped into a graph as
vertices. Different types of edges link up these vertices, representing semantic
associations between these vertices. For example, vertices representing the same
concepts are associated with a “co-reference” link. An ontology is also used to
build semantically-motivated links between vertices by capturing the relationship
between entities (e.g., Barack Obama is the president of the United States). With
such a graph, it is possible to find vertices which are common (and different). A
summary can then be generated by selecting sentences which best cover vertices
that are common (for similarities, as well as unique (for differences).
Heuristics. Lin and Hovy (2002) presented a influential multi-document sum-
marization system NeATS which tapped on proven features and algorithms for
single-document summarization. It is made up of a pipeline of three key stages:
1) content selection, 2) content filtering, and 3) content presentation. The fea-
tures proposed for content selection including 1) term frequency, 2) sentence
position, and 3) stigma words remain relevant and effective till this date.
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Discourse Analysis. Radev (2000) introduced the Cross-document Structure
Theory (CST) and proposed using it as the basis for multi-document summa-
rization. CST is inspired by the Rhetorical Structure Theory (RST) (Mann and
Thompson, 1988). RST is used to study and analyze text coherence, assigning
pre-defined discourse relations to neighbouring units of text called “elementary
discourse units” (EDUs). CST extends this concept to relate sets of documents.
A transformation on the CST graph can then be carried out with a set of pre-
identified operators to reduce the number of nodes within the graph without
affecting its properties. The transformed graph forms the basis for the eventual
generated summary.
Another summarizer that builds on RST is described by Marcu (1997). Most
RST discourse relations differentiate between the roles of two participating ar-
gument EDUs. One of the EDUs is a “nucleus”, while the other is a “satellite”.
The nucleus holds more importance, from the point of view of the writer, while
the satellite’s purpose is to provide more information to help understand the
nucleus. Marcu hypothesized that nuclei EDUs are more salient, and proposed
a rhetorical parsing algorithm that identifies salient EDUs to be included in the
final summary.
Joint Inference. Two of the goals in multi-document summarization include
maximizing the relevancy of sentences in the generated summary, while reducing
the amount of redundancy. Carbonell and Goldstein (1998) proposed one of the
earliest joint inferencing scheme which seeks to optimize sentence selection based
on these two goals simultaneously. The proposed Maximal Marginal Relevance
(MMR) algorithm is an iterative, greedy algorithm that selects sentences based
on a linearly weighted sum of the importance of the sentences and their lexical
similarity to the summary composed so far. McDonald (2007) expanded on
this and found that a Integer Linear Programming (ILP) formulation is able to
deliver better optimization results over the relatively simple linear model used
in MMR.
Topic Modeling. Many researchers favored generating summaries around the
topics or themes presented in source documents (Harabagiu and Lacatusu, 2005;
Lin and Hovy, 2000). The motivation is that identifying the main ideas described
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in the source documents will help to guide the content that needs to be included
in the final summary. State-of-the-art systems built with this approach typi-
cally make use of latent Dirichlet allocation (LDA) to build an underlying topic
model to describe the source documents. Haghighi and Vanderwende (2009) for
example made use of this approach to build a hierarchical topic model which
can be used to produce summaries covering all topics and sub-topics, as well as
summaries specific to particular sub-topics.
Use of Large Data. Knowledge-poor statistical methods had also been used
extensively. For example both Bysani et al. (2009) and Zhang et al. (2011)
made use of supervised machine learning techniques including support vector
regression and support vector machines; sentences to be included in the final
summaries are derived from a ranked list of sentences which is built from the
output of these machine learning algorithms.
2.2.3 Incorporating Time
Of particular relevance to this thesis, is the incorporation of the concept of time
into multi-document summarization. Time can be a useful aspect especially
since most of the field had so far been focused on the summarization of news
article. News events are often reported chronologically, and readers following a
news event often get updated on the event as it unfolds.
Barzilay et al. (1999) was one of the first pieces of work to consider the use of
time for multi-document summarization. They postulated that it is important
to be able to generate a summary which presents the time perspective of the
summarized documents correctly. To achieve this they estimated the chronolog-
ical ordering of events with a small set of heuristics, and also made use of lexical
patterns to perform basic time normalization on terms like “today” relative to
the document creation time. These information were then used to generate sum-
maries which obey the chronological order set out in the original documents.
Goldstein et al. (2000) on the other hand made use of the temporal ordering of
documents within a document set to be summarized. In computing the relevance
of a passage for inclusion into the final summary, they considered the recency
of the passage’s source document. Passages from more recent documents are
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deemed to be more important. Wan (2007) applied the same intuition, and
considered the recency of documents in his modified TextRank algorithm. The
proposed TimedTextRank algorithm gives preferential consideration to sentences
from more recent documents. Demartini et al. (2010) also considered the recency
and frequency of documents in a related task of entity summarization, where the
goal is to retrieve a set of entities that summarizes a set of documents.
Instead of just considering the notion of recency, Liu et al. (2009) proposed
an interesting approach using a temporal graph. Events within a document set
correspond to vertices in their proposed graph, while edges are determined by
the temporal ordering of events. From the resulting weakly-connected graph,
the largest forests are assumed to contain the key topics within the document
set, and used to influence a scoring mechanism to prefer sentences which touch
on these topics.
Wu (2008) also made use of the relative ordering of events. He assigned
absolute timestamps to events extracted from text. After laying these events
out onto a timeline by making use of these timestamps, the number of events
that happen within the same day is used to influence the scoring of sentences
that cover these events. The underlying motivation is that days which have a
large number of events should be more worthy of reporting than others.
It can be seen that prior work in applying temporal information involves
either 1) sentence re-ordering, or 2) use of recency as an indicator of saliency.
In sentence re-ordering, final summaries are re-arranged so that the extracted
sentences that form the summary are in a chronological order. I argue that this
may not be appropriate for all summaries. Depending on the style of writing
or journalistic guidelines, a summary can arguably be written in a number of
ways. The use of recency as an indicator of saliency is useful, yet dis-regards
other pieces of information that can be had from the use of time. In fact if a
summary of a whole sequence of events is desired, recency becomes less useful.
The work of Wu (2008) is closely related to what is presented in the last
part of this thesis. He had also made use of temporal information to generate
summaries. However his approach is guided mainly by the number of events
happening within the same time span, and relies on event co-referencing. In my
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work, I have simplified this idea by dropping the need for event co-referencing
(thus removing one source of propagated errors), and augmented it to two other
features derived from temporal information. By doing so, I am able to make
better use of the available temporal information, taking into account all known




Timelines are used to represent temporal information from
text in this thesis. This chapter explains what a timeline is,
and details how such a timeline can be constructed.
In this chapter, I will explain the use of timelines as a means of representing
temporal information from text. Timelines are well-understood constructs which
have often been used for this purpose (Denis and Muller, 2011; Do et al., 2012).
I will describe here the scope of the representation, as well as the construction
of timelines via the merging of intermediate temporal processing steps.
3.1 Preliminaries
Figure 3.1 illustrates a typical timeline used in the rest of this thesis. The
arrowed, horizontal axis is the timeline itself. The timeline can be viewed as a
continuum of time, with points on the timeline referring to specific moments of
time.
Small solid blocks on the timeline itself are references to absolute timestamps
along the timeline. In the figure, two such examples can be seen referring to
“2013-Jan-01 01:00 +0000 ” and “2013-Feb-13 11:32 +0000 ”.
The black square boxes above the timeline denote events. Events can either
occur at a specific instance of time (e.g., an explosion), or over a period of time
(e.g. a soccer match that takes 90 minutes to play out). Generalizing, I will refer
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to the time period an event takes place in as its “time span”. This is demarcated
by vertical dotted lines in the figure. Note that time spans do not necessarily
correspond to specific instances of time, but instead serve mainly to demarcate
BEFORE and AFTER relations between different events.
To interpret the timeline, remember that the horizontal axis is a sequential
time continuum. Therefore events which appear to the left others take place
earlier. If two events fall within the same time span, it means that they occur
together over the same time period.
time span
events
2013-Jan-01 01:00 +0000 2013-Feb-13 11:32 +0000
Figure 3.1: A typical timeline used throughout this thesis, showing events placed
sequentially along a time continuum.
3.2 Constructing Timelines
As explained earlier in Chapter 1, this thesis breaks down the construction of a
timeline into three steps:
1. Timex normalization
2. E-T temporal relationship classification
3. E-E temporal relationship classification
An overview of this is illustrated in Figure 3.2. The requisite pre-processing


















Figure 3.2: Overview of how a timeline can be constructed by merging the results
from various temporal processing steps.
construction process. However, their investigation is not within the scope of
this thesis. These are well-studied problems (as explained in Chapters 1 and 2)
where state-of-the-art systems turn in good accuracy performances. E-T and E-
E temporal relationship classification will be explained in the next two chapters.
I now explain the stage shaded gray — i.e., timeline generation — which merges
the results from temporal processing to obtain a timeline. Timeline generation
can be broken down into three main steps:
Step 1. The first step makes use of timex normalization. In this step, all timexes
which can be resolved to a particular time are identified. Note that timexes
can refer to time of varying granularity. For clarity, I taxonomize them as
1) complete timestamps (e.g., “2012-Jan-01 05:30 +0000 ”), and 2) time
periods (e.g., “2012-Jan-1 ”, “Friday”, “2010 ”). The difference between
these two types of timexes is that the former refers to a specific time point
on the timeline, while the latter refers to a continuous segment on the
timeline. The timex “2010 ” for example refers to all the points that lie
within “2010-Jan-01 00:00 +0000 ” and “2010-Dec-31 23:59 +0000 ” on
the timeline (without loss of generality, timestamps are expressed rounded
off to the nearest minute here).
Step 2. The next step makes use of information from E-T temporal relationship
classification to place events onto the timeline. Starting from the timexes
identified in Step 1, all events which OVERLAP with these timexes are
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identified. The idea is to place these events onto the timeline based on
the time points referred to by the corresponding timexes. Two cases are
possible here. The first is when an event e1 OVERLAPS with timex t1, and
t1 is a complete timestamp referring to say “2012-Jan-15 05:30 +0000 ”.
Then e1 is placed onto the timeline at a point corresponding to “2012-
Jan-15 05:30 +0000 ”. The second case arises when an event OVERLAPS
with a timex which is a time period. In this situation the event is placed
onto the timeline, based on the starting time of the time period. Consider
event e2 which OVERLAPS with timex t2. Suppose t2 refers to the time
period “January 2012 ” (i.e., “2012-Jan-01 00:00 +0000 ” to “2012-Jan-31
23:59 +0000 ”). Taking the starting time for e1 and e2, e2 is placed in
front of e1 on the timeline (i.e., comparing “2012-Jan-15 05:30 +0000 ”
and “2012-Jan-01 00:00 +0000 ”).
Step 3. The last step inserts all remaining events into the timeline using informa-
tion from E-E temporal relationship classification. For each event to be
inserted, the timeline is traversed from left to right until a suitable loca-
tion to insert the new event is reached (see Figure 3.3). A suitable location
here means that all events to the left of the location happens BEFORE
the event to be inserted; and that all events to the right of the location
happens AFTER.
The complete algorithm which performs these three steps is shown in Algo-
rithm 3.1. The algorithm makes certain important assumptions in Steps 2 and 3
described above. I will discuss the implications of these assumptions in the
following section.
3.3 Timeline Limitations and Caveats
While I have chosen to adopt the divide-and-conquer approach first proposed in
TempEval-1 (Verhagen et al., 2009), it is not the only way to construct a time-
line. The algorithm makes several decisions (e.g., the order in which OVERLAP,
BEFORE and AFTER relations are considered) which can foreseeably be varied






suitable location to insert event
Figure 3.3: Traversing the timeline to identify a suitable point to insert new
event.
mediate temporal processing steps other than what I have shown in Figure 3.2.
It is instructive therefore to discuss the implications of the assumptions made in
the construction algorithm. I will also discuss the the choice of using a timeline
representation over a more generic temporal graph as was originally suggested
in Verhagen et al. (2009).
3.3.1 Granularity of Temporal Relations
The chosen timeline representation has two main limitations: 1) the duration of
events are ignored, and 2) events are ordered based on their starting times (i.e.,
Step 2 of the construction algorithm). These boil down to the granularity of the
temporal relations adopted for the temporal processing steps earlier on in the
pipeline (refer to Figure 3.2). In this thesis, I had focused on the core TempEval
temporal relations including 1) BEFORE, 2) AFTER, and 3) OVERLAP. This
is to allow for fairer and effective comparison against existing state-of-the-art,
because as reviewed earlier, much of the related work in this area stem from the
TempEval evaluation workshops.
These three relations are actually derived from a complete set of 13 relations
defined in Allen’s interval algebra (Allen, 1983) (see Table 3.21). The organisers
of TempEval-1 and -2 (Verhagen et al., 2009, 2010) adopted this simplification
1This presentation is adapted from http://en.wikipedia.org/wiki/Allen’s_interval_
algebra
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Algorithm 3.1 Obtaining a timeline from a temporal graph.
1: EventTimelineMap← {} // Logical representation of timeline
2: Let timeline T = {θ1, θ2, . . .}, where each θi is a point in time
3: for each timex txi associated with an absolute time stamp tsi do
4: Project txi onto T by matching tsi to a corresponding θi ∈ T
5: end for
6: Let Θ = {tm1, tm2, . . .} be the timexes that have been mapped onto T
7: for each event ei do
8: for each mapped timex tmj ∈ Θ do
9: if ei OVERLAP tmj then
10: EventTimelineMap← EventTimelineMap⋃{ei, tmj}
11: end if
12: if ei does not map to any tmj then





18: for ei ∈ UnMapped do
19: for each mapped event {ek, tmx} ∈ the sorted EventTimelineMap do
20: if ei AFTER ek then
21: continue
22: end if
23: if ei OVERLAP ek then
24: EventTimelineMap← EventTimelineMap⋃{ei, tmx}
25: UnMapped← UnMapped− ei
26: end if
27: if ei BEFORE ek then
28: Create new point tmnew in Θ between tmx−1 and tmx
29: EventTimelineMap← EventTimelineMap⋃{ei, tmnew}




34: until EventTimelineMap does not change
to keep the temporal classification tasks feasible and more manageable.
Table 3.1 shows a possible mapping between the three core TempEval re-
lations and relations defined in Allen’s interval algebra. The BEFORE and
AFTER relations map to exactly one relation in Allen’s interval algebra, while
the OVERLAP relation can possibly be mapped to all remaining relations in
Allen’s interval algebra. A good amount of temporal information is thus poten-
tially lost with the use of the TempEval relations. With the TempEval relations,
it is possible to know the relative order of two events, if the time in which they
occur do not intersect with one another. However when the times do intersect,
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Relation Type Corresponding Relations




X < Y Y > X X f Y
X d Y
X = Y
Table 3.1: Possible mapping of the three core TempEval relations to the relations
defined in Allen’s interval algebra. For brevity, inverse relations are not shown.
it is impossible to decide how this intersection occurs.
This is the reason why the duration of events are ignored in the chosen
timeline representation explained earlier. Regardless of whether two concurrent
events take place over the span of seconds or hours, with the TempEval OVER-
LAP relation, it will not be possible to differentiate between the relative ordering
of these events. This is also why events are ordered by their starting times dur-
ing timeline construction. Since the OVERLAP relation cannot tell between the
different intersection scenarios, the best thing is for the construction algorithm
to always decide consistently to order events based on their starting times.
Having explained this, a good thought question will be how the chosen time-
line representation may change, should a more fine-grained set of temporal rela-
tions be used instead. The latest iteration of the TempEval workshop (Uzzaman
et al., 2013) for example, has progressed to make use of the complete set of 13
relations from Allen’s interval algebra. With the use of this full set of relations,
how would things change? In this case, I argue that the two limitations explained
earlier will not longer be applicable, that is 1) events can be of varying durations,
and 2) the relative ordering between intersecting events can be captured more
accurately. This will give us timelines that are more encompassing and flexible.
Such an enhanced timeline may look like that presented in Figure 3.4. Events
can be of varying durations (black boxes of different lengths), and the relative
order between intersecting events can be captured in greater details (events do
not need to be ordered based on starting times).
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Relation Illustration Interpretation
X < Y X Y
X takes place before Y
X > Y Y X
X m Y X
Y
X meets Y
X m−1 Y Y
X
X o Y X Y
X overlaps with Y
X o−1 Y Y X
X s Y X Y
X starts Y


















X is equal to Y
Table 3.2: The 13 temporal relationships described in Allen (1983), commonly
known as Allen’s relations. The superscript “−1” denotes an inverse function.
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events can correspond to different number of time spans
Figure 3.4: A possible enhanced timeline with events that can be of varying
durations if more complex temporal relations are considered.
3.3.2 Inconsistencies in Temporal Relations
In Step 3 of the construction algorithm, an assumption that there are no conflicts
in the underlying results from E-T and E-E temporal relationship classification is
made. However this assumption may not always hold. The underlying automatic
temporal classifiers are not perfect, and may give rise to conflicting temporal
relations, such as the scenario shown in Figure 3.5. In the figure, event A is
BEFORE events B and C, while both events B and C are BEFORE event Z.
Using the laws of temporal transitivity (Setzer et al., 2003), event A should be






Figure 3.5: Temporal graph showing relations between events A, B, C and Z. A
directed edge from event A to event B means that A takes place BEFORE B.
There are several ways to deal with this inconsistency. In the case of Algo-
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rithm 3.1, I have chosen to ignore these inconsistencies. The resulting timelines
may thus contain errors in them. However I argue that the underlying temporal
classification systems are sufficiently robust (as will be seen later), and that er-
rors do not render the timelines useless. Further, I also show in Chapter 6 that a
reliability filtering metric can be computed. This metric can recognize timelines
which are less error-prone from those which are more error-prone. With this we
can make a decision to employ only timelines which are less error-prone.
An alternative approach is to attempt to correct conflicts during the con-
struction process. Referring back to the example in Figure 3.5, we see that we
have two paths from event A to event Z saying that A should be BEFORE Z,
but only one path saying that A is AFTER Z. In this case we can choose to
ignore the AFTER temporal relation between A and Z by adopting a majority
voting scheme. This will allow us to construct a timeline with no inconsistent
temporal relations. A caveat here is that this majority voting scheme is heuristic
in nature. It does not guarantee the correctness of the temporal relations that
are preserved in the timeline.
3.3.3 Timelines versus Temporal Graphs
Another useful issue to discuss is the choice of timelines as a logical representation
for temporal information compared to full-fledged temporal graphs, as described
in the TempEval series of workshops. Verhagen et al. (2009) explained that
the various tasks of the TempEval workshops are designed so that they can be
merged to obtain a temporal graph. In the workshops, the complex task of
constructing a temporal graph is broken down into three steps:
1. Determining the temporal relationship between event and timex pairs
2. Determining the temporal relationship between two events
3. Determining the temporal relationship between an event and the document
creation time (DCT)
Figure 3.6 is reproduced from Verhagen et al. (2010) to illustrate the merging
process. Verhagen et al. however did not elaborate on the definition of a tem-
poral graph. In the merged temporal graph, timexes are represented as square
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vertices and events as circular vertices. The document creation time (DCT)
is a complete timestamp, thus in the temporal graph it serves the role of a
timex. Edges linking the vertices denote the existence of a temporal relation-






Temporal relation between event and timex
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DCT
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Figure 3.6: Merging of various temporal processing steps to get a temporal
graph. The “DCT” node represents the “document creation time”, i.e., the time
at which the document is created.
The main difference between such a temporal graph and a timeline is that
the former is potentially more expressive. More information can be stored in
a temporal graph than a timeline. For example, the duration of an event can
be stored within each node in a temporal graph, but this is dropped in the
timeline representation explained above. Also, temporal relations (i.e., edges in
the temporal graph) are stored as-is within a temporal graph. Some relations
may be lost in a timeline representation due to the need to resolve conflicts
between relations while mapping events to the time continuum.
This expressiveness comes at a cost however, as a temporal graph is poten-
tially computationally complex. A temporal graph is essentially a hypergraph,
with edges from timex vertices to event vertices forming hyperedges (the same
36
timex vertex can be in a same relationship with multiple event vertices). On
the other hand, in a timeline, timexes are mapped onto a one-dimensional axis,
reducing the dimensionality of nodes associated with it. Further, timelines are
also easier to comprehend and have often been adopted in previous work (Denis
and Muller, 2011; Do et al., 2012). It is for these reasons that I have decided to
work with timelines in this thesis.
To end off this discussion, it is useful to note that both the temporal graph
described in TempEval and my chosen timeline representation are not perfect so-
lutions for the representation of temporal information. Hayes (1996) surveys and
details several representations for times as points, intervals and even durations.
In concluding, Hayes noted insightfully that there is no one temporal represen-
tation that can adequately cover all possible interpretations of time. Temporal
graphs and timelines for example are unable to represent events with intermit-
tent intervals (i.e., “every Friday night”). While a perfect representation might
be possible, I posit that any adopted logical representation of time and events





One of the steps in building a timeline involves classifying
the temporal relationships between an event and a timex.
This chapter explains my work in improving event-timex
temporal relationship classification.
Classifying the temporal relationships between pairs of event and timexes is
a critical step in building a timeline for a text. In this chapter, I describe my
two-pronged approach (Ng and Kan, 2012) to tackle this problem:
1. Eschewing the use of traditional lexico-syntactic features in favour of more
semantically motivated ones, and
2. Making use of crowdsourcing as a cost-effective, viable avenue to increase
the amount of training data available to help train more effective classifiers.
Data Sparseness. A substantial body of work in this area is found in the
TempEval series of evaluation workshops (Uzzaman et al., 2013; Verhagen et al.,
2009, 2010). The top-performing teams have typically employed supervised ma-
chine learning systems, including support vector machines (SVM) (Bethard and
Martin, 2007), conditional random fields (CRF) (Kolya et al., 2010) and Markov
Logic Networks (MLN) (Ha et al., 2010; Uzzaman and Allen, 2010). These ap-
proaches make use of a variety of lexical and syntactic features which can be
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summarized as: 1) lexical cues, such as signal words and part-of-speech tags;
2) context, including attributes of events and timexes, and; 3) the grammati-
cal structure of sentences, obtained with the use of automatic parsers. Possibly
since these approaches all use similar features, they achieve similar levels of
performance of about 65% in their judgements.
The problem with this suite of features is that the feature types can take
on many different values, and thus represent potentially a large feature space.
Given the small size of training data available (e.g. the TempEval-2 dataset
consists of only 959 instances), it is likely that the learned models suffer from
data sparseness.
4.1 Reducing Dimensionality of Feature Space
The first approach to tackling this problem of data sparseness is to reduce the
dimensionality of the input feature space. I propose to achieve this by dropping
the use of typical lexico-syntactic features which as explained earlier is a cause
for the sparseness.
Instead, I will make use of a semantically motivated approach, and adopt fea-
tures derived from dependency parses of sentences. Typically sentences are com-
posed following well-established grammar rules. It follows thus that constituents
within sentences with similar grammatical structures share similar temporal re-
lations. As an example, consider the two phrases in Example 4.1:
(1) . . . left for Europe on Sunday . . .
(2) . . . went to America on Monday . . .
(4.1)
The constituent grammar parses of these two phrases are given in Figure 4.1.
Note that they are constructed in a similar way with the same grammar rules.
In phrase (1), the event “left” and the timex “Sunday” happened in the same
time span, so we say that there is a OVERLAP temporal relation between
them. Phrase (2) is similarly constructed, and the event “went” and the timex
“Monday” are also related by the OVERLAP temporal relation.
Choice of Parse Trees. This observation suggests that the grammatical struc-
































Figure 4.1: Phrases with similar grammatical structure. Note the similar tem-
poral relations shared between events and timexes within each phrase.
There are two main types of grammar parses that are commonly in use: 1)
constituent grammar parses, and 2) dependency parses. Previous work such as
that of Mirroshandel et al. (2011) have centered around the use of the former.
However, as constituent parses create internal phrasal nodes for every semantic
constituent, such parse trees are often deep and overly detailed. Paths in such
trees are fine-grained, capturing nuances (e.g., intervening finite verb phrase
nodes), and as such may not generalize well when used to compute tree or path
similarities.
To avoid the problems of constituent grammar parses, I study the use of
dependency parses instead. Dependency parses are generally more compact than
constituent grammar parses because they have no immediate phrasal nodes. This
translates into a more compact feature space, which directly addresses data
sparseness. As such, dependency parses should generally be more useful than
constituent parses for this task.
Path Feature. I compute two features based on dependency parses to capture
the grammatical structure of each event-timex pair. To help illustrate how these
features are extracted, Figure 4.2 shows an extract of a dependency parse for
this sentence fragment: . . . met with his friends early December . . ..
1. Dependency path from event to timex. Starting from a full depen-
dency parse of a sentence, I identify the vertices representing the event
and timex. The shortest path from the timex vertex to the event vertex
is located and used as a feature. Referring to Figure 4.2, the event “met”
and the timex “early December” are bolded. The shortest path between
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them includes the dependency relations “root” and “tmod”. The feature
value in this case is a path {tmod→ root}.
2. Dependency path of timex. Timexes can range from single word to-
kens to multi-word phrases, with vastly different semantics. For example,
“Friday”, “last Friday” and “next Friday” convey very different meanings.
To capture this, I extract a sub-tree from the full dependency parse con-
sisting of all the vertices and edges related to the time expression and use
this as a feature. Referring again to Figure 4.2, the timex “early Decem-






Figure 4.2: Extract of dependency parse to illustrate feature extraction.
Convolution Kernels. The next issue is how the similarity between two gram-
mar structures can be computed. A typical approach to do this is to engineer
flat representations of the structures through feature engineering. This process
is time consuming and often requires good knowledge of the problem structure
to decide which features are more discriminating than others.
Convolution kernels (Collins and Duffy, 2001) on the other hand model this
form of structure similarity well. Convolution tree kernels take as input tree
structures and calculate a degree of similarity between the two trees. In its
simplest form, similarity is computed by recursively counting the number of
identical sub-trees that appear in both input instances. With this structural
similarity measure, we can do away with the need to “flatten” the structure
with hand-devised representations. For these reasons, I use a support vector
machine (SVM) for supervised classification, together with a convolution kernel
as its kernel function (Moschitti, 2006b).
Pipelined System. Fitting these pieces together, a complete E-T temporal
classification is obtained. Figure 4.3 illustrates the main stages that make up
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the pipeline of the system. The input to the system will be a sentence which
contains a pre-identified event and timex pair. Both the proposed path features
are derived from a dependency parse of the input sentence. Therefore in the
first stage I make use of the Stanford Parser (De Marneffe et al., 2006) to get
a dependency parse of the input sentence. From the dependency parse, feature
extraction is then carried out to derive the path features explained earlier. These
features are then fed into three separate one-vs-all SVM classifiers, one for each















Figure 4.3: Overview of event-timex temporal relation classification system built
with a SVM classifier using convolution kernels.
4.1.1 Experiments
I tested the proposed system against prior work on the TempEval-2 dataset. This
dataset was assembled for TempEval-2, and comprises of 959 training instances
together with 138 testing instances. Table 4.1 gives the performance of the
classifier which I refer to as SVMConvoDep vis-a`-vis the top performing systems in
TempEval-2. The same accuracy metric used in the TempEval-2 task is adopted,
which is the number of correct answers divided by the number of answers.
Macro-averaged precision, recall, and F1 measures are also listed in the table.
As will be explained later, the dataset has a skewed distribution of labels, with
OVERLAP instances forming the majority. Micro-averaged measures give more
weight to the most common label in such skewed datasets, but it is important
for systems to be able to perform well across all the temporal labels. Thus,
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macro-averaged measures are more appropriate than micro-averaged ones for
this task.
From the results, the proposed classifier outperforms all previous temporal
relation classifiers. While this performance gain is probably not statistically sig-
nificant (as I have no access to the participating systems’ individual judgments,
it is impossible to check for statistical significance), these are impressive results
as the classification input is decidedly simple (just two sub-trees derived from
dependency parses as features).
System Accuracy (%) Precision Recall F1








Table 4.1: Performance on TempEval-2 testing set. Results for TempEval-2
systems are cited from Verhagen et al. (2010).
4.2 Building Larger Data Sets
A second approach to alleviate the problem caused by data sparseness is to
increase the amount of training data available for supervised machine learning.
Developing a large, suitably annotated dataset is expensive — both in terms of
time and monetary costs. Recent work in natural language processing suggests
that crowdsourcing annotations from the untrained public can provide annotated
data at similar annotation quality as expert annotators, but for a fraction of the
cost (Hsueh et al., 2009; Sheng et al., 2008). It is useful thus to explore if the
same findings apply to building a temporal dataset which is inherently complex




I set up a crowdsourcing task for this purpose in CrowdFlower1. CrowdFlower
has access to a large user base (it uses Amazon Mechanical Turk to find workers),
and adds an extra validation layer to attempt to address quality concerns as this
has been an issue in many applications of crowdsourcing in natural language
annotation tasks (Callison-Burch and Dredze, 2010; Mason and Watts, 2009).
Each annotation instance consists of a single sentence. I pre-processed the
sentence to highlight one event expression and one timex found within it. Anno-
tators were tasked to choose from five (OVERLAP, AFTER, BEFORE, NOT-RELATED,
BAD-SENTENCE) possible temporal relationships between the marked event and
timex. An additional choice for BAD-SENTENCE was included to allow annotators
to indicate if there had been problems with the automatic pre-processing. Such
instances (67 in this study) were discarded. The instructions provided to the
annotators are shown here in Figure 4.4.
At least three judgments were requested from different annotators for each
annotation instance. Majority voting was then used to decide on a final label for
each annotation. To ensure the quality of the judgments that were obtained, I
made use of a validation facility provided by CrowdFlower. Pre-annotated gold
instances were mixed together with unlabeled instances. These gold instances
were used to validate the annotations made by each annotator. Annotators were
not informed which were the gold instances. During the annotation process,
annotators who failed to label these gold instances correctly were stopped from
proceeding with the task, and the annotations they made were discarded.
Raw Data. To ready a set of unlabeled instances for annotation, news arti-
cles on several news web sites, including Wall Street Journal, New York Times,
CNN, and Channel News Asia, were crawled from 2 June to 8 July 2012. The
sentence splitting module from the Apache OpenNLP2 library was used to obtain
individual sentences from these news articles.
Event and Timex Extraction. I built a CRF-based event and timex extractor




Within a sentence, there is an "event" marked out within
asterisks (**). There is also a time expression marked out
within percentages (%%). Give a judgement on the temporal (time)
relationship between the event and time expression.
Example 1: I **told** Peter %%today%% that I visited Europe
last week.
In this example, "told" is the event, and "today" is the time
expression. The event happens today (i.e. I told Peter today),
so the relationship between them is OVERLAP.
Example 2: I **told** Peter today that I visited Europe %%last
week%%.
In this example, "told" is the event, and "last week" is the
time expression. I visited Europe last week but only told Peter
about it today, so the relationship between them is AFTER.
Valid judgements include:
a. OVERLAP - event and time expression happen within same time
period
b. AFTER - event happens after time expression
c. BEFORE - event happens before time expression
d. NOT-RELATED - there is no relationship between the event and
the time expression
e. BAD-SENTENCE - the sentence is not processed correctly. It
is not a complete sentence, or the event and time-expression is
not identified correctly.
Figure 4.4: Annotation instructions shown to CrowdFlower participants.
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in each of the collected sentences. For event extraction, part-of-speech (POS)
tags were the main features employed. For timex extraction, a compiled lexicon
of the days in a week and months of a year was used on top of POS tags. The
performance of the extractor is compared against top participating systems in
TempEval-2 in Table 4.2. The results only included systems which are able
extract both event and time expressions as it is not required for systems to be
able to do both in TempEval-2.
System
Event Timex
Precision Recall F1 Precision Recall F1
CRFEventTimexExt 0.81 0.82 0.82 0.76 0.62 0.68
Edinburgh 0.75 0.85 0.80 0.85 0.82 0.84
TIPSem 0.81 0.86 0.83 0.92 0.80 0.85
TRIPS 0.55 0.88 0.68 0.85 0.85 0.85
TRIOS 0.80 0.74 0.77 0.85 0.85 0.85
Table 4.2: Comparison of event and time expression identification with
TempEval-2 systems. Performance of TempEval-2 systems are cited from Ver-
hagen et al. (2010).
CRFEventTimexExt turns in competitive F1 scores for event expression ex-
traction, but less so for timex extraction due mainly to poor recall. The precision
scores of 0.81 and 0.76 for event and time expression identification respectively
are sufficiently high, considering it is used only for pre-processing data for anno-
tation. Incorrectly identified events and timexes can be labeled as so by annota-
tors, and these precision scores will minimize the occurrences of such mistakes.
To address the problems with recall, more sentences were collected to increase
the number of time expressions available for annotation.
4.2.2 Initial Annotations
I piloted a first set of annotations to investigate how a similarly sized crowd-
sourced corpus compares with the manual, expert annotations from TempEval-2.
For this reason, I extracted an initial batch of 1,000 tuples (close in size to the
TempEval-2’s training data of 959 instances) of events and timexes from the sen-
tences that had been crawled. Annotations for these 1,000 tuples were made and
collected with the help of CrowdFlower. I will refer to this dataset as d-1000.
The distribution of the temporal relationship labels within this collected set is
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compared against that in the TempEval-2 training and testing sets in Table 4.3.
The skewed distribution in the TempEval-2 datasets are similarly observed in
the collected dataset, with the OVERLAP label taking up more than 50% of the
whole dataset.
Dataset Size
Distribution of label (%)
OVERLAP BEFORE AFTER Others
TempEval-2 training set 959 53.8 18.0 23.0 5.2
TempEval-2 testing set 138 55.1 14.5 19.6 10.9
d-1000 1000 70.0 12.2 17.8 0.0
Table 4.3: Distribution of labels in different datasets.
A new classifier was trained using the same features as SVMConvoDep with
the crowdsourced annotations d-1000. The performance of this trained classifier,
CF-1000, on the TempEval-2 testing set is shown in Table 4.4. Macro-averaged
precision, recall and F1 measures are also included in the table.
System Accuracy (%) Precision Recall F1
SVMConvoDep 67.4 0.828 0.512 0.633
CF-1000 65.2 0.578 0.535 0.556
CF-1000+TE 71.7 0.726 0.598 0.656
Table 4.4: Classifier performance on TempEval-2 testing set.
CF-1000 did not do as well as SVMConvoDep in terms of accuracy and F1.
This is not surprising for two reasons. First the annotators recruited for the
annotation task are not domain experts, and it is fair to expect mistakes in
the annotations obtained. Second, SVMConvoDep is trained on the TempEval-
2 training set. This dataset is prepared in similar fashion together with the
TempEval-2 testing set on which our evaluation is performed. It is fair to expect
the two TempEval datasets to share more similar attributes and characteristics
than the crowdsourced d-1000 set. The content of the TempEval-2 datasets
and d-1000 span a different time period, are sourced from different sources, and
possibly drawn from different domains and categories.
I tried combining the TempEval-2 training set with d-1000. With this com-
bined dataset, I trained another classifier CF-1000+TE. The performance of this
classifier is also reported in Table 4.4. The system improves results in both accu-
racy and F1 scores. This improvement is significant, with p < 0.05 when tested
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with the one-tailed paired Student’s t-test.
There are two important conclusions that can be drawn from these results.
First, the difference in performance between SVMConvoDep and CF-1000 is slight.
So while the the novices recruited via crowdsourcing may not have been domain
experts, they are able to generate a dataset that is comparable to an expert-
curated one. Then, the improvement to the performance of CF-1000+TE shows
that despite the possible differences in time span, source, and categorization
of d-1000 from the TempEval-2 dataset as I have suggested, there is value to
the crowdsourced dataset. Doubling the amount of training data available by
putting d-1000 and the TempEval-2 training set together rewards performance.
4.2.3 Selective Annotations
With crowdsourcing, the costs associated with generating temporal datasets are
lowered. However it is important to do this efficiently with minimal wastage.
Building on the earlier reported results, I will explain how we can selectively
acquire annotations to further reduce the annotation costs involved without af-
fecting the efficacy of the data collected.
This is best done through an illustrative example. It is often not easy to
decide on the relationship between an event and timex. For example, let us take
a look at Sentence 4.23 below:
Two top aides to Netanyahu , political adviser Uzi Arad and
Cabinet Secretary Danny Naveh, left for Europe on Sunday ,
apparently to investigate the Syrian issue , the newspaper said.
(4.2)
Within the sentence there are several events. Let us focus on two of them:
1) “left”, and 2) “said”. One immediate observation is that timexes are com-
monly adjuncts (in this case, a prepositional phrase (PP)) that attach to a verb
phrase (VP). This implies that timexes often directly modify only the head it is
attached to. In such cases, it is usually easy to identify the temporal relation-
ship between the event and timex. Looking at “left” and “Sunday”, it is quite
straightforward to determine that they take place within the same time span.
3Extracted from document APW19980301.0720 of the TempEval-2 dataset
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However, it gets significantly more difficult when we look at “said” and
“Sunday”. We have to read through more of the sentence to build up an
understanding of the relation between “left”, “investigate”, and “said” before
we can conclude that “said” takes place after “Sunday”.
The key insight to more efficient data acquisition is to leverage this observa-
tion — that some instances are both computationally and cognitively easier than
others. The hypothesis is that less training data is needed for easier instances.
Instead annotation effort should be focused on harder instances so that more
of such training instances can be obtained. If there is a way to identify easier
instances from harder ones, then annotators can just be tasked to handle the
latter. This will make it more cost-effective when building the desired corpus.
Definitions. I define here a few terms that will be used in the rest of this
section. Let the input be a collection S of sentences. Each sentence s is composed
of one or more word tokens, i.e. s = w1w2 . . .. Let s
∗ be the set of all possible
subsequences of s. For each s, I can define a set of unigram word tokens s =
{w,w ∈ s} that are events. I can also define a set Θs = {θ, θ ∈ s∗} which
includes all the timexes within s. The problem then is to define some function
f : s, e, t→ R, s ∈ S, e ∈ s, t ∈ Θs where R is the temporal relationship between
the event e and timex t.
Identifying Harder Instances for Annotation. I want to be able to parti-
tion a set of unlabeled instances so that the harder, more complex instances are
separated from the easier ones. Such a partitioning scheme can be built around
the ordering of the elements in s given a timex t ∈ Θs.
To do this, I first build a dependency parse4 of the input sentence s, where
each wi ∈ s forms a vertex within the dependency parse tree. A portion of the






nsubj newspaper. . .
Figure 4.5: Excerpt of the dependency parse for Example 4.2.
4Dependency parse composed of Stanford dependencies (Klein and Manning, 2003).
49
In the figure, the governing dependency relation of a word is shown as a
vertex. The associated word is also shown in italics to illustrate which part of
the sentence this parse is about.
For a given dependency parse and a target time expression t, a total order
Ot on s can be defined. Ot is defined by arranging each w ∈ s in ascending
order of their respective distances from the timex vertex. Distance in this case
is defined as the number of edges that needs to be traversed to reach the timex
vertex.
Imposing the total order Ot on s gives a totally ordered set, i.e. (Ot, s) =
{e0, e1, . . .}. From this, for every input sentence s and its associated event (e)
and timex (t), the tuple < s, e, t > can be placed into a partition Pi, where i is
the index of e within (Ot, s).
Referring to Example 4.2 as an illustration, <“left”, “Sunday”> will be
placed in P0 because “left” is the nearest event expression to “Sunday” in the
dependency parse in Figure 4.5. <“said”,“Sunday”> will be placed in P1 as
“said” is the next nearest event expression. For convenience, I also refer to Pi
as the set of Level-i instances.
This partitioning scheme is premised on the intuition that it requires more
effort to understand the temporal relationship between events and timexes which
are both structurally and semantically further away from each other. Higher level
instances thus should be more complex than their lower level peers.
Following this scheme, I separated the TempEval-2 testing set into different
partitions. A breakdown of the performance of SVMConvoDep on each of the par-
titions Pi is shown in Table 4.5. Accuracy drops steadily from Level-0 instances
to Level-2 instances. This provides support for the intuition that higher level
instances are harder to classify accurately.
Given that there are only 10 Level-3 instances and 1 Level-4 instance, the
variance in measurements can potentially be very wide. There are too few Level-
3 and Level-4 instances for their results to be analyzed reliably.
With the high prediction accuracy on Level-0 instances, I argue that it is
not necessary to obtain more annotations for them. Instead the focus should
be on the higher level instances. By opting not to annotate additional Level-0
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Accuracy (%)
Level-0 (59) Level-1 (47) Level-2 (21) Level-3 (10) Level-4 (1)
84.5 66.0 42.9 30.0 100.0
Table 4.5: Breakdown of performance of SVMConvoDep on partitions of
TempEval-2 testing data. The number of instances for each partition is indi-
cated in parentheses.
instances, substantial cost savings can be made as seen from Table 4.6. It shows
a breakdown of the relative size of each partition to its entire dataset. d-full
is a set of 8,851 tuples of events and timexes that were extracted from the same
set of sentences I had crawled earlier. As seen from the table, Level-0 instances
consistently form a large part of the various datasets. Not annotating Level-0
instances will directly lead to a cost savings of at least 37%.
Dataset
Relative size of partition (%)
Level-0 Level-1 Level-2 Others
TempEval-2 Training Set 40.9 35.2 15.1 8.8
TempEval-2 Testing Set 41.4 34.3 15.7 8.6
d-full 37.0 34.3 17.5 11.2
Table 4.6: Breakdown of partition sizes of different datasets.
Experiments. I collected annotations for all the tuples in d-full via Crowd-
Flower in a similar way to what was done earlier. From this d-full collection
of 8,851 annotations, I removed all Level-0 instances to create a subset of 5,576
annotations which I will call d-nolevel0.
Using d-full and d-nolevel0, two new classifiers CF-Full and CF-NoLevel0
are trained. Table 4.7 shows the performance of these two new classifiers with
that of SVMConvoDep when tested with the TempEval-2 testing set.
From the results, it is seen that CF-NoLevel0 is able to deliver a significant
performance gain of about 8.6% over SVMConvoDep (p < 0.05) even though it
only made use of part of the full data set that was collected. Further, it is
able to match the performance of CF-Full which was trained over all collected
instances (d-full). The performances of CF-NoLevel0 and CF-Full are not
significantly different.
These results are illuminating. The proposed partitioning scheme is able to
reliably identify unlabeled instances that will not be able to contribute to better
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System Accuracy (%) Precision Recall F1
SVMConvoDep 67.4 0.828 0.512 0.633
CF-NoLevel0 73.2 0.659 0.643 0.651
CF-Full 73.2 0.660 0.647 0.653
Table 4.7: Performance on TempEval-2 test set.
classifier performance. By focusing our annotation efforts solely on harder, more
complex instances, data acquisition costs are cut by a large amount (37%) with
no adverse impact on classifier performance.
4.2.4 Analysis and Discussion
It is useful to analyze the experimental results reported so far to get a better
understanding of the performance of the temporal classifier, as well as identify
possible directions for further research and development.
As a recap, Table 4.8 puts together the results obtained from the above re-
ported experiments. Augmenting the original TempEval-2 training dataset with
an initial batch of 1,000 annotated instances, CF-1000+TE gave a performance
gain of about 6.4% in accuracy. By making use of the complete set of 8,851
crowdsourced annotations, a 8.6% improvement over SVMConvoDep is obtained
by CF-Full. Interestingly, stripping away Level-0 instances from these crowd-
sourced annotations does not hurt the performance of CF-NoLevel0.
System Accuracy (%) Precision Recall F1
SVMConvoDep 67.4 0.828 0.512 0.633
CF-1000 65.2 0.578 0.535 0.556
CF-1000+TE 71.7 0.726 0.598 0.656
CF-NoLevel0 73.2 0.659 0.643 0.651
CF-Full 73.2 0.660 0.647 0.653
Table 4.8: Recap of the results achieved by the different E-T temporal classifiers
introduced so far.
Selective Data Acquisition. Why does CF-NoLevel0 work as well as CF-Full
despite the reduction in the amount of training data? Table 4.9 shows a more
concise breakdown of the precision, recall and F1 scores of both classifiers when
tested with the TempEval-2 testing set. Both classifiers achieve similar perfor-
mance across all three labels. Performance for the OVERLAP label is better,




P R F1 P R F1 P R F1
CF-NoLevel0 0.72 0.96 0.82 0.56 0.45 0.50 0.70 0.52 0.60
CF-Full 0.72 0.95 0.81 0.57 0.40 0.47 0.70 0.60 0.64
Table 4.9: Performance measures on TempEval-2 testing set broken down by
individual labels.
Table 4.10 illustrates the distribution of the AFTER and BEFORE labels in
the first three partitions of the test data. The labels make up a larger part of
the annotations at Level-1 and Level-2 than at Level-0.
Label
Distribution of labels (%)
Level-0 Level-1 Level-2
AFTER 10.1 21.2 23.6
BEFORE 5.1 13.7 16.1
Table 4.10: Distribution of labels in each partition.
Putting the pieces of the puzzle together, it is likely that the training in-
stances in Level-0 are more useful for the OVERLAP label than the other two.
CF-NoLevel0 is already able to classify these instances quite well, so not having
access to Level-0 training instances does not affect it adversely.
The performance of the classifiers broken down by each partition of the test
data in Figure 4.6. As expected, without access to Level-0 training instances,
CF-NoLevel0 is slightly outperformed (but the difference is not statistically sig-
nificant) by CF-Full for Level-0 test instances. Interestingly, the performance of
CF-NoLevel0 for Level-2 and Level-3 instances are also behind that for CF-Full.
This suggests that having additional Level-0 training instances can have a posi-
tive effect on classifier performance for Level-2 and Level-3 test instances. This
is worthy and interesting to re-visit in future work.
Common Errors. Another useful analysis to perform is to study how close
the current results are to the theoretical upper-bound. Typically, such an upper-
bound is derived from the inter-annotator agreement for the training set. The
inter-annotator agreement for the annotations we have collected for d-full is
78.8%. Considering that the participants of the crowdsourcing exercise are not
domain experts, the actual upper-bound could be higher. Nonetheless, this






































OVERLAP 78 2 1
BEFORE 7 9 4
AFTER 13 0 14
Table 4.11: Confusion matrix for CF-NoLevel0.
existing results.
The best performing classifier presented in this work has an accuracy of
73.2%. To get some insight into what improvements could be made, the errors
and mis-classifications of the current systems are studied. The confusion matrix
for CF-NoLevel0 is shown in Table 4.11. From the table, there are two large
clusters of errors.
First, BEFORE and AFTER instances are often mis-classified as OVER-
LAP. Reflecting on this, I believe the skewed training dataset where OVERLAP
instances form a majority is one of the reasons why.
Considering the lower recall scores we get for BEFORE and AFTER labels,
the mis-classifications are likely a direct result of a lack of suitable training
instances within the training dataset to better identify BEFORE and AFTER
instances.
Looking closer, the performance on BEFORE instances is slightly lower than
the performance for AFTER instances. This can be related to the smaller num-
ber of training instances available for the BEFORE label as seen from Table 4.10.
In future work it will be useful to verify if increasing the number of training
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instances available can help to improve the recall of the classifier for instances
of these two labels, thereby eradicating this cluster of errors.
The next major cause of mistakes is the misclassification of BEFORE in-
stances as AFTER. One possible explanation is that the dependency parse fea-
tures that were used did not consider modal or copular modifications to the
event expressions. For example, take a look at Example 4.35. The relationship
between “added” and “early November” should have been BEFORE but was
incorrectly classified as AFTER. The relevant portions of the dependency parse
extracted as a feature for this instance is shown in Figure 4.7.
He added that final guidelines to be published in early Novem-







Figure 4.7: Dependency parse of Sentence 4.3.
The dependency parse feature that is extracted is the shortest path between
the vertices for “added” and “November”. The key to interpreting the tem-
poral relationship in this example however is the copula modifier “to be” in front
of “published”.
Without capturing these modifiers, the sentence will appear to read as “He
added that final guidelines published in early November will determine . . . ”.
In this reading, “added” takes place AFTER the time span indicated by “early
November”, which explains the mis-classification by the classifier. With this
in mind, it can be useful to examine if including auxiliary modifiers of event
expressions into the parse features used can help improve classifier performance.
5Extracted from document wsj 0527 of the TempEval-2 dataset.
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4.3 Conclusion
The main problem which I believe is hampering better performance for E-T
temporal relationship classification is a lack of sufficient training data. I adopt a
two-pronged approach to tackle this problem: 1) by simplifying the feature space
with the use of dependency parses as features to a convolution kernel support
vector machine, and 2) by leveraging on crowdsourcing to get more data to
support supervised machine learners.
I show that the classifier design I had adopted is competitive when pitted
against classifiers which make use of far more complex mechanics and features.
With this as a starting point, I went on to expand the training data that is
available for use via crowdsourcing. Despite the complexity of the annotation
task, novice annotators are able to generate a dataset that helps improve classifier
performance significantly.
Building on my insight of the clausal structure inherent to event and time
expressions, I suggest an effective way to selectively acquire annotations. The
proposal reduces the amount of data to be annotated by up to 37% without
sacrificing classifier performance. I achieved a classification accuracy of 73.2%,





In this chapter I will explain how discourse analysis can be
useful in solving the event-event temporal relationship
classification problem.
Another piece of the puzzle towards obtaining a timeline for a piece of text
is to classify the temporal relationships between pairs of events. As explained
in Chapter 1, to solve possible coverage problems caused by intra-sentence E-E
classification, I choose to work on an article-wide variant of the problem, i.e.
I am seeking to determine the temporal relationship between two events found
anywhere within a piece of text. This chapter details my novel approach (Ng
et al., 2013) which leverages on discourse analysis to solve the problem.
5.1 Making Use Of Discourse
Chapter 2 explained that the state-of-the-art for intra-sentence E-E temporal
relationship classification focused largely on the use of lexico-syntactic surface
features. In a closely related piece of work, Do et al. (2012) studied the problem
of article-wide E-E temporal classification as part of a joint inference scheme
with E-T temporal classification. However they have similarly made use of
popular surface features.
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Max switched off the light. The room was pitch dark.
RESULT
The room was pitch dark.
CONTINGENCY :: CAUSE
arg1 arg2
Max switched off the light.
Figure 5.1: RST and PDTB discourse structures for sentence [B] in Example 5.1.
The structure on the left is the RST discourse structure, while the structure on
the right is for PDTB.
To highlight the deficiencies of surface features, this is an example from
Lascarides and Asher (1993):
[A] Max opened the door. The room was pitch dark.
[B] Max switched off the light. The room was pitch dark.
(5.1)
The two sentences [A] and [B] in Example 5.1 have similar syntactic struc-
ture. Given only syntactic features, we might conclude that they share similar
temporal relationships. However in [A], the events temporally OVERLAP, while
in [B] they do not. Clearly, syntax alone is not going to be useful to help us
arrive at the correct temporal relations.
If existing surface features are insufficient, what is sufficient? Given a E-E
pair which crosses sentence boundaries, how can we determine the temporal re-
lationship between them? Informed by the work of Lascarides and Asher (1993),
I postulate that discourse relations hold the key to interpreting such temporal
relationships. I make use of a suite of discourse analysis studies, including 1)
the Rhetorical Structure Theory (RST) discourse framework, 2) Penn Discourse
Treebank (PDTB)-styled discourse relations based on the lexicalized Tree Ad-
joining Grammar for Discourse (D-LTAG), and 3) topical text segmentation, and
validate their effectiveness for E-E temporal classification.
RST Discourse Framework. RST (Mann and Thompson, 1988) is a well-
studied discourse analysis framework. In RST, a piece of text is split into a
sequence of non-overlapping text fragments known as elementary discourse units
(EDUs). Neighbouring EDUs are related to each other by a typed relation. Most
RST relations are hypotactic, where one of the two EDUs participating in the
relationship is demarcated as a nucleus, and the other a satellite. The nucleus
holds more importance, from the point of view of the writer, while the satellite’s
purpose is to provide more information to help with the understanding of the
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nucleus. Some RST relations are however paratactic, where the two participating
EDUs are both marked as nuclei. A discourse tree can be composed by viewing
each EDU as a leaf node. Nodes in the discourse tree are linked to one another
via the discourse relations that hold between the EDUs.
RST discourse relations capture the semantic relation between two EDUs,
and these often offer a clue to the temporal relationship between events in the two
EDUs too. As an example, let us refer once again to Example 5.1. Recall that
in the second line of text “switched off” happens BEFORE “dark”. The RST
discourse structure for the second line of text is shown on the left of Figure 5.1.
We see that the two sentences are related via a “Result” discourse relation.
This is in-line with our intuition: when there is causation, there should be a
BEFORE/AFTER relationship. The RST discourse relation in this case is very
useful in helping us determine the relationship between the two events.
PDTB-styled Discourse Relations. Another widely adopted discourse re-
lation annotation is the PDTB framework (Prasad et al., 2008). Unlike the
RST framework, the discourse relations in PDTB build on the work on D-LTAG
by Webber (2004), a lexicon-grounded approach to discourse analysis. Practi-
cally, this means that instead of starting from a pre-identified set of discourse
relations, PDTB-styled annotations are more focused on detecting possible con-
nectives (can be either explicit or implicit) within the text, before identifying
the text fragments which they connect, and how they are related to one another.
Applied again to the second line of text we have in Example 5.1, we get a
structure as shown on the right side of Figure 5.1. From the figure it can be
seen that the two sentences are related via a “Cause” relationship. Similar to
what was explained earlier for the case of RST, the presence of a causal effect
here strongly hints that events in the two sentences share a BEFORE/AFTER
relationship.
At this point, it is worthwhile to note the differences between the use of the
RST framework and PDTB-styled discourse relations in the context of this work.
The theoretical underpinnings behind these two discourse analysis are very dif-
ferent, and they can be complementary to each other. First, the RST framework
breaks up text within an article linearly into non-overlapping EDUs. Relations
59
can only be defined between neighboring EDUs. However this constraint is not
found in PDTB-styled relations, where a text fragment can participate in one
discourse relation, and a subsequence of it participate in another. PDTB rela-
tions are also not restricted only to adjacent text fragments. In this aspect, the
flexibility of the PDTB relations can complement the seemingly more rigid RST
framework.
Second, with PDTB-styled relations not every sentence needs to be in a
relation with another as the PDTB framework does not aim to build a global
discourse tree that covers all sentence pairs. This is a problem for a article-wide
analysis. The RST framework does not suffer from this limitation however as
it is possible to build up a discourse tree connecting all the text within a given
article.
Topical Text Segmentation. A third, complementary type of inter-sentential
analysis is topical text segmentation. This form of segmentation separates a
piece of text into non-overlapping segments, each of which can span several
sentences. Each segment represents passages or topics, and provides a coarse-
grained study of the linear structure of the text (Hearst, 1994; Skorochod’Ko,
1972). The transition between segments can represent possible topic shifts which
can provide useful information about temporal relationships.
(The Davao Medical Center, a regional government hospital,
recorded 19 deaths with 50 wounded. Medical evacuation work-
ers however said the injured list was around 114, spread out at
various hospitals.)1
(A powerful bomb tore through a waiting shed at the Davao
City international airport at about 5.15 pm (0915 GMT) while
another explosion hit a bus terminal at the city.)2
(5.2)
In Example 5.21, the lines of text have been delimited into segments with
parentheses along with a subscript. Segment (1) talks about the casualty num-
bers seen at a medical centre, while Segment (2) provides background informa-
tion that informs us a bomb explosion had taken place. The segment boundary
hints at a possible temporal shift and can help us to infer that the bombing event
took place BEFORE the deaths and injuries had occurred.







Figure 5.2: A possible RST discourse tree. The two circles denote the two
relevant events A and B.
5.2 Methodology
Having motivated the use of discourse analysis, I will now explain how we can
make use of them for temporal classification. The different facets of discourse
analysis that are being explored in this work are structural in nature. RST and
PDTB discourse relations are commonly represented as graphs, and the output
of text segmentation can also be viewed as a graph with individual text segments
forming vertices, and the transitions between them forming edges.
Considering this, as was done earlier for E-T temporal classification where
the features adopted are similarly structural in nature, a good approach would
be to similarly use a support vector machine (SVM) classifier with a convolu-
tion kernel (Collins and Duffy, 2001) for its kernel function (Moschitti, 2006a;
Vapnik, 1999). As noted in Chapter 4, the use of convolution kernels makes it
possible to do away with the extensive feature engineering typically required to
generate flat vectorized representations of features. This process is time con-
suming and demands specialized knowledge to achieve representations that are
discriminating, yet are sufficiently generalized.
RST Discourse Framework. Recall that the RST framework results in a
discourse tree for an entire input article. In recent years several automatic RST
discourse parsers have been made available. In our work, we first make use of
the parser by Feng and Hirst (2012) to obtain a discourse tree representation of
our input. To represent the meaningful portion of the resultant tree, I make use
of path information between the two sentences of interest.
Figure 5.2 illustrates an example discourse tree. EDUs including EDU1 to
EDU3 form the vertices while discourse relations r1 and r2 between the EDUs
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Figure 5.3: A possible PDTB-styled discourse annotation where the circles rep-
resent the events of interest.
form the edges. For an E-E pair, {A,B}, I obtain a feature structure by first
locating the EDUs within which A and B are found. A is found inside EDU1
and B is found within EDU3. The shortest path between EDU1 and EDU3
will be the feature structure for the E-E pair, i.e. {r1→ r2}.
PDTB-styled Discourse Relations. I make use of the automatic PDTB
discourse parser from Lin et al. (2013) to obtain the discourse relations over an
input article. Similar to how the feature for the RST discourse framework is
built, for a given E-E pair, I retrieve the relevant text fragments and use the
shortest path linking the two events as a feature structure.
An example of a possible PDTB-styled discourse annotation is shown in Fig-
ure 5.3. The horizontal lines represent different sentences in an article. The
parentheses delimit text fragments, t1 to t4, which have been identified as argu-
ments participating in discourse relations, r1 to r3. For a given E-E pair {A,B},
the shortest path between them i.e. {r1→ r2} is used as a feature structure.
There is a need to take special care to regularize the input (as, unlike EDUs
in RST, arguments to different PDTB relations may overlap, as in r2 and r3).
This is done by modeling each PDTB discourse annotation as a graph before
employing Dijkstra’s shortest path algorithm. The graph resulting from the
annotation in Figure 5.3 is given in Figure 5.4. Each text fragment ti maps to
a vertex ni in the graph. PDTB relations between text fragments form edges
between corresponding vertices. As r2 relates t2 to both t3 and t4, two edges
link up n2 to the corresponding vertices n3 and n4 respectively. By doing this,
Dijkstra’s algorithm will always find the desired shortest path.
Topical Text Segmentation. Taking as input a complete text article, I make
use of the state-of-the-art text segmentation system from Kazantseva and Sz-
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n1 n2 n3 n4
r1 r2 r3
r2
Figure 5.4: Graph derived from discourse annotation in Figure 5.3.
pakowicz (2011). The output of the system is a series of non-overlapping, linear
text segments. To refer to these segments, I number them sequentially in the
order they occur.
In Figure 5.5 the horizontal lines represent sentences s1 to s4. Parentheses
with subscripts mark out the segment boundaries. We can see two segments seg1
and seg2 here. Given a target E-E pair {A,B} (represented as circles inside the
figure), the segment number of the corresponding segment in which each of A and
B is found is identified. A feature structure is built with the identified segment
numbers, i.e. {seg1 → seg2} to capture the segmentation. The directionality of









Figure 5.5: A possible segmentation of four sentences into two segments.
5.3 Experiments and Results
5.3.1 Dataset
In the previous chapter, the TempEval-2 dataset was used for my experiments
and analysis. While the TempEval-2 dataset also contains annotations for E-E
temporal relation classification, these are restricted to just intra-sentence event
pairs, or event pairs found in adjacent sentences. It is thus not suitable here for
the evaluation of article-wide E-E classification.
Instead I make use of the dataset built by Do et al. (2012). As part of their
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work covers article-wide E-E classification too, making use of the same dataset
also allows for comparative evaluation.
The dataset consists of 20 newswire articles which originate from the ACE
2005 corpus (ACE, 2005). Initially, the dataset consists of 324 event mentions,
and a total of 375 annotated E-E pairs. The same temporal saturation step as
described in Do et al. (2012) is performed, and a total of 7,994 E-E pairs2 are
obtained. Human annotation is costly and it is not easy to obtain large numbers
of E-E temporal annotations. The temporal saturation step allows us to make
up for this by leveraging on the transitivity properties of temporal relations to
generate new annotations that are inferred from existing ones.
A breakdown of the number of instances by each temporal class is shown in
Table 5.1. Unlike earlier data sets such as that for TempEval-2 where more than
half (about 55%) of test instances belong to the OVERLAP class, OVERLAP
instances make up just 10% of the data set.
This difference is due mainly to the fact that the dataset consists not only
of intra-sentence E-E pairs, but also of article-wide E-E pairs. Figure 5.6 shows
the number of instances for each temporal class broken down by the number of
sentences (i.e. sentence gap) that separate the events within each E-E pair. We
see that as the sentence gap increases, the proportion of OVERLAP instances
decreases. The intuitive explanation for this is that when event mentions are
very far apart in an article, it becomes more unlikely that they happen within
the same time span.
Class AFTER BEFORE OVERLAP
# E-E pairs 3,588 (45%) 3,589 (45%) 815 (10%)
Table 5.1: Number of event pairs in data set attributable to each temporal class.
Percentages shown in parentheses.
2Though the data set was obtained from the original authors, there was a discrepancy in
the number of E-E pairs. The original paper reported a total of 376 annotated E-E pairs.
Besides this, I also repeated the saturation steps iteratively until no new relationship pairs are







































Figure 5.6: Breakdown of number of event pairs for each temporal class based
on sentence gap.
System Precision Recall F1
(1) Do2012 43.86 52.65 47.46
(2) Base 59.55 38.14 46.50
(3) Base + Rst + Pdtb + TopicSeg 71.89 41.99 53.01
(4) Base + Rst + Pdtb + TopicSeg + Coref 75.23 43.58 55.19
(5) Base + O-Rst + Pdtb + O-TopicSeg + O-Coref 78.35 54.24 64.10
Table 5.2: Macro-averaged results obtained from our experiments. The differ-
ence in F1 scores between each successive row is statistically significant, but a
comparison is not possible between Rows 1 and 2.
5.3.2 Experiments
The work done in Do et al. (2012) is highly related to my experiments, and so
the relevant results for local E-E classification are reported in Row 1 of Table 5.2
as a reference. While largely comparable, note that a direct comparison is not
possible because 1) the number of E-E instances I have is slightly different from
what was reported, and 2) I do not have access to the exact partitions they have
created for 5 fold cross-validation.
Instead I have implemented a baseline adopting similar surface lexico-syntactic
features used in previous work (Bethard and Martin, 2007; Do et al., 2012; Mani
et al., 2006; Ng and Kan, 2012), including 1) part-of-speech tags, 2) tenses, 3)
dependency parses, 4) relative position of events in article, 5) the number of
sentences between the target events and 6) VerbOcean (Chklovski and Pantel,
2004) relations between events. This baseline system, and the subsequent sys-
tems described here, comprises of three separate one-vs-all classifiers for each of
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the temporal classes. The result obtained by the baseline system is shown in
Row 2 (i.e. Base) in Table 5.2. The results show that this baseline is competi-
tive and performs similarly the system described by Do et al. (2012) in terms of
F1. However a test for statistical significance between the results is not possible
without access to the raw judgments from Do’s system.
I also implemented the proposed discourse-based features and show the re-
sults obtained in the remaining rows of Table 5.2. In Row 3, Rst denotes the
RST discourse feature, Pdtb denotes the PDTB-styled discourse features, and
TopicSeg denotes the text segmentation feature. Compared to the baseline
system in Row 2, there is a relative increase of 14% in F1, which is statistically
significant when verified with the one-tailed paired Student’s t-test (p < 0.01).
Event Co-reference. In addition, Do et al. (2012) have shown the value of
event co-reference. Event co-reference refers to the detection of references to the
same event in text. Intuitively, this can help temporal classification because it
is fair to expect that references to the same event are going to occur in the same
time span (i.e., they OVERLAP one another). Therefore this feature has also
been included by making use of an automatic event co-reference system by Chen
et al. (2011). The result obtained after adding this feature (denoted by Coref)
is shown in Row 4. The relative increase in F1 of about 4% from Row 3 is
statistically significant (p < 0.01) and affirms that event co-reference is a useful
feature to have, together with our proposed features. The complete system in
Row 4 gives a 16% improvement in F1, relative to the reference system Do2012
in Row 1.
Oracular Discourse Features. To get a better idea of the performance that
can be obtained if oracular versions of the discourse features are available, the
table also shows the results obtained if hand-annotated RST discourse structures,
text segments, as well as event co-reference information were used. Annotations
for the RST discourse structures and text segments were performed by me (RST
annotations were made following the annotation guidelines given by Carlson and
Marcu (2001)). Oracular event co-reference information was already included in
the dataset that was used.
In Row 5 the prefix O denotes oracular versions of the discourse features.
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From the results we see that there is a marked increase of over 15% in F1 relative
to Row 4. Compared to Do’s state-of-the-art system, there is also a relative gain
of at least 35%. These oracular results further confirm the importance of non-
local discourse analysis for temporal processing.
Ablation test. An ablation test is additionally performed to help affirm the
efficacy of the proposed discourse features. Starting from the full system, each
discourse feature was dropped in turn to see the effect this has on overall system
performance. This test is performed over the same data set, again with 5 fold
cross-validation. The results in Table 5.3 show a statistically significant (based
on the one-tailed paired Student’s t-test) drop in F1 in each case, which proves
that each of the proposed features is useful and required.
From the ablation tests, it is also observed that the RST discourse feature
contributes the most to overall system performance while the PDTB discourse
feature contributes the least. However it is premature to conclude that the
former is more useful than the latter; as the results are obtained using parses
from automatic systems, and are not reflective of the full utility of ground truth
discourse annotations.





Table 5.3: Ablation test results. ‘**’ and ‘*’ denote statistically significant
differences against the full system with p < 0.01 and p < 0.05, respectively.
5.4 Discussion
Useful Relations. The ablation test results reveal that discourse relations
(in particular, RST discourse relations) are the most important in our system.
Earlier in this chapter I had also motivated my approach with the intuition that
certain relations such as the RST “Result” and the PDTB “Cause” relations
provide very useful temporal cues. Let us now study the effectiveness of using
these discourse relations.
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Figure 5.7: Proportion of occurrence in temporal classes for every RST and
PDTB relation.
Figure 5.7 illustrates the relative proportion of temporal classes in which each
RST and PDTB relation appear. If the relations are randomly distributed, one
would expect their distribution to follow that of the temporal classes as shown
in Table 5.1. However it can be seen that many of the relations do not follow
this distribution. For example, several relations such as the RST “Condition”
and PDTB “Cause” relations are almost exclusively found within AFTER and
BEFORE event pairs only, while the RST “Manner-means” and PDTB “Syn-
chrony” relations occur in a disproportionately large number of OVERLAP event
pairs. These relations are likely useful in disambiguating between the different
temporal classes.
I further examine the convolution tree fragments that lie on the support vec-
tor of our SVM classifier. The work of Pighin and Moschitti (2010) in linearizing
kernel functions makes it possible to take a look at these tree fragments. Ap-
plying the linearization process leads to a different classifier from the one used
in the earlier experiments. The identified tree fragments are therefore just an
approximation to the actual tree fragments. However, this analysis still offers
an introspection as to what relations are most influential for classification.
Table 5.4 shows a subset of the top RST discourse fragments identified for the
BEFORE and OVERLAP one-vs-all classifiers. The list is in line with what can
be expected from Figure 5.7. The former consists of fragments containing rela-
tions such as “Temporal” and “Condition”, while the latter has a sole fragment
containing “Manner-Means”.
To illustrate what these fragments may mean, Example 5.3 shows several
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BEFORE OVERLAP
BEF1 (Temporal ... OLP1 (Manner-means ...
BEF2 (Temporal (Elaboration ...
BEF3 (Condition (Explanation ...
BEF4 (Condition (Attribution ...
BEF5 (Elaboration (Background ...
Table 5.4: Subset of top RST discourse fragments on support vectors identified
by linearizing kernel function.
example sentences extracted from the experimental dataset. The corresponding
discourse structures for both sentences [A] and [B] are also illustrated in the top
and bottom half of Figure 5.8 respectively. The discourse structure for sentence
[A] consists of the tree fragment BEF1 (i.e., “(Temporal...”). This fragment
indicates (correctly) that the event “wielded” happened BEFORE Milosevic
was “swept out” of power. It is also seen that the discourse structure for
sentence [B] consists of the tree fragment OLP1 (i.e., “(Manner-means...”). As
with the previous example, the fragment suggests (correctly) that there should
be a OVERLAP relationship for the “requested – said” event pair.
From these analysis, it can be seen that 1) some discourse relationships are
indeed salient indicators of temporal relationships, and 2) the SVM classifiers
are able to identify the discourse relationships that matter.
[A] Milosevic and his wife wielded enormous power in Yu-
goslavia for more than a decade before he was swept out of
power after a popular revolt in October 2000.
[B] The court order was requested by Jack Welch’s attorney,
Daniel K. Webb, who said Welch would likely be asked about
his business dealings, his health and entries in his personal diary.
(5.3)
Segment Numbers. From the ablation test results, text segmentation is the
next most important feature after the RST discourse feature. Example 5.4 il-
lustrates an instance where text segmentation is very helpful in disambiguating
between temporal relations. The example shows an extract3 from the experimen-
tal dataset, as well as the actual segmentation produced by the text segmentation
system. The two sentences are grouped into two different segments (i.e., SEG1
and SEG2 ). These segment numbers are marked at the beginning of each sen-
3Drawn from article AFP ENG 20030319.0879.
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Milosevic … wielded… 
a decade 
before.. swept out.. 
power





by Jack .. Webb,
elaboration




Figure 5.8: RST discourse structures for sentences [A] (top half) and [B] (bottom
half) in Example 5.3.
tence, and I will refer to the sentences with the segment numbers directly for
brevity. Note the two events which are bolded inside SEG1. They share an
OVERLAP relationship. The same can be said of the two events bolded inside
SEG2. However if we look at the event “reviewing” from SEG1, and the event
“sale” from SEG2, the sale actually actually took place some time ago. There
is a AFTER relationship between the “reviewing – sale” event pair. The seg-
ment boundary (and lack of) between SEG1 and SEG2 is clearly effective in
demarcating the different temporal relations between these sets of events.
[SEG1] “Now that Vivendi Universal has begun a formal
process in reviewing options for its entertainment assets,
it is appropriate to step aside from any direct management
responsibility.”.
[SEG2] As part of the 11-billion-dollar sale of USA Interactive’s
film and television operations to the French media company in
December 2001, USA Interactive received 2.5 billion dollars in
preferred shares in Vivendi Universal Entertainment.
(5.4)
As described earlier, the feature design makes use of actual segment numbers.
Intuitively, one might expect that this may be detrimental to performance. The
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learnt structures may not generalize well, especially if articles are of different
lengths, as each article may have vastly different number of segments. The
transition across segments may also not carry the same semantic significance for
different articles.
Despite this however the feature has been shown to be helpful. This is due
possibly to two reasons. First, the default settings of the text segmentation sys-
tem that was used prefer precision over recall (Kazantseva and Szpakowicz, 2011,
p. 292). There is thus just an average of between two to three identified segments
per article. Second, the style of writing in newswire articles in the experimental
dataset generally follows common journalistic guidelines. The semantics behind
the transitions across the coarse-grained segments that were identified are thus
likely to be of a similar nature across many different articles.
Error Analysis. Besides examining the discourse features that were used, it
is also instructive to get a better idea of the errors made by the system. Recall
that there are separate one-vs-all classifiers for each of the temporal classes, so
each of the three classifiers generates a column in the aggregate confusion matrix
shown in Table 5.5. In cases where none of the SVM classifiers return a positive
confidence value, no temporal class (captured as column NONE) is assigned.
The high number of event pairs which are not assigned to any temporal class
explains the lower recall scores that were observed earlier in Table 5.2.
Actual
Predicted
OVERLAP BEFORE AFTER NONE
OVERLAP 119 114 104 474
BEFORE 19 2067 554 928
AFTER 16 559 2046 947
Table 5.5: Confusion matrix obtained for the full system.
Additionally, an interesting observation is the low percentage of OVERLAP
instances that the classifier managed to predict correctly. About 57% of BE-
FORE and AFTER instances are classified correctly (i.e., 2067 and 2046 out
of 3568 respectively), however only about 15% (119 out of 811) of OVERLAP
instances are correct.
Figure 5.9 offers more evidence to suggest that the classifier works better
for the BEFORE and AFTER classes than the OVERLAP class. We see that
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as sentence gap increases, the classifier achieves a fairly consistent performance
for both BEFORE and AFTER instances. It does not fare well for OVERLAP
instances however, with the best accuracy figure coming in below 30%. Although
not definitive, this may be because the dataset that is used consists of much
fewer OVERLAP instances than the other two classes. This bias may have led
to insufficient training data for accurate OVERLAP classification. It will be
useful in future work to investigate if using a more balanced data set for training
can help overcome this problem.
We note that the under-performance for OVERLAP instances does not have
a significant negative impact on overall system performance, as might be sus-
pected. This is because there are much fewer OVERLAP instances than BE-
FORE and AFTER instances, and they are found mainly where sentence gap is
less than 7. The 0% accuracy figures for the right end of the graph for OVERLAP



































Figure 5.9: Accuracy of the classifier for each temporal class, plotted against the
sentence gap of each event pair.
5.5 Conclusion
In this chapter, I have worked on article-wide E-E temporal relation classifica-
tion. While most related work have been focused on the relationship between
event pairs found in the same sentence, or in adjacent sentences, this enlarged
scope is necessary to allow me to construct a more complete timeline subse-
quently.
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To deal with this problem, traditional lexico-syntactic features employed by
most state-of-the-art systems would likely have been insufficient. In their place
I propose the use of features derived from discourse analysis. Several discourse
analysis frameworks are used and shown to be effective for classifying the rela-
tionships between article-wide E-E pairs. These proposed features are robust
and work well, even though automatic discourse analysis is noisy. Further exper-
iments show that improvements to these underlying discourse analysis systems
will directly impact and benefit system performance.
In future work, it will be useful to explore how to better exploit the various
discourse analysis frameworks for temporal classification. For instance, RST
relations are either hypotactic or paratactic. Marcu (1997) made use of this to
generate automatic summaries by considering EDUs which are nuclei to be more
salient. It is interesting to examine how such information can help.
Further having demonstrated the utility of discourse features in this section,
it will be useful to study the use of these features in the context of a global
inferencing system (Do et al., 2012; Yoshikawa et al., 2009). It is highly likely




Having presented a fully automatic pipeline to construct a
timeline, this chapter looks at how it can be used to improve
multi-document summarization.
Much of previous literature as reviewed in Chapter 2 have been focused on
temporal processing, without much attempt to study how it can be exploited
for downstream applications. In this chapter, I address this gap and study how
temporal information can be effectively used in multi-document summarization.
The approach I have taken is to first implement a state-of-the-art multi-
document summarization system, SWING (Ng et al., 2012). Then I incorporate
elements of timelines into this system to obtain a significant improvement (Ng
et al., 2014) as measured by ROUGE (Lin and Hovy, 2003).
This work is significant because it introduces 1) three novel features de-
rived from a timeline which can help improve multi-document summarization,
2) a modification to the traditional MMR algorithm that goes beyond analyzing
lexical similarities, and 3) a metric which can help decide automatically when
timelines can be usefully employed for summarization.
6.1 The Notion of “Temporal Summarization”
So far, I have deliberately avoided the use of the term “temporal summarization”.
There is a lack of community consensus of what constitutes temporal summariza-
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tion, unlike well-defined problems like multi-document summarization or guided
summarization. It is loosely taken to mean any methodology or system which
factors in a notion of time, and which alters the original input information such
that it is presented in a more compact form.
For example, the Temporal Summarization track at the Text Retrieval Con-
ference is a new shared task in 20131. Given a large stream of data in real-time,
the purpose of the Temporal Summarization track is to look out for a query
event, and retrieve specific details about the event over a period of time. If the
event is a plane crash, then details to be retrieved may include the number of
casualties involved, and the location of the crash. Systems are also expected
to identify the source sentences from which these details are retrieved. In some
sense, this task resembles the temporal slot-filling task (Ji et al., 2010) of TAC,
but with an additional requirement to deal with a real-time evolving data feed.
Georgescu et al. (2013) on the other hand describes another temporal sum-
marization system which attempts to solve a different problem. Making use of
the edit history of Wikipedia articles, peaks of update activity for a given entity
are first identified using burst detection. Events pertaining to this entity are
then extracted from these edits with a supervised classifier. These events can be
clustered to identify which of them are unique. They can then be plotted along
a timeline to help present a visual summary of the events which are relevant to
the entity.
It is understandable why these authors have chosen to label their respec-
tive works as temporal summarization. However the described systems are very
different in terms of their functionalities and end-goals. As such to avoid any
confusion, I have decided to avoid the use of this term. I will refer to my work as
“Timeline-Assisted Summarization” to more accurately reflect what is involved.
6.2 SWING: A Competitive Summarization Testbed
As I am seeking to show that temporal information can be useful for text summa-












Select top N sentences to
 form up summary
Figure 6.1: Pipeline of the SWING text summarization system.
system to serve as a comparative benchmark. In this section I will describe SWING
that I have implemented for this purpose.
SWING is fundamentally based on a supervised learning framework. A set of
features is derived for each sentence in the input documents to measure their
importance. The top-ranked sentences are then selected to form the eventual
summary. The main stages in the SWING pipeline are illustrated in Figure 6.1.
In the initial stage, Pre-processing is carried out. This include performing
stop word removal and stemming.
Then in the Sentence Scoring stage, a set of features is used to assign a
score to every sentence from the input documents. To combine the scores from
individual features together, a set of weights derived from support vector regres-
sion (SVR) (Gunn, 1998) is used, following the methodology described in Bysani
et al. (2009). Data from TAC-2010 is used as the training corpus, and the trained
regression model is used to predict the saliency scores of each sentence in the
TAC-2011 dataset.
Finally in the Sentence Re-ordering stage, the Maximal Marginal Relevance
(MMR) algorithm (Carbonell and Goldstein, 1998) is used to perform sentence
re-ranking and selection. MMR is a greedy algorithm, iteratively selecting a sen-
tence with the highest score for incorporation into the final summary. Sentences
are re-ranked based their feature scores, as well as their similarity to sentences
which have already been selected to be in the final summary. In SWING, the
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MMR of a sentence s is computed as:
MMR(s) = Score(s)−R2(s, S) (6.1)
where Score(s) is the score predicted by the regression model, S is the set of
sentences already selected to be in the summary from previous iterations, and
R2 is the predicted ROUGE-2 (R-2) score of the sentence under consideration
(s) with respect to the selected sentences (S).
6.2.1 Features
The features used in SWING include 1) sentence position, 2) sentence length, and
3) a modified version of document frequency which calculates the relevance of
a sentence. These features have previously been shown to be effective for text
summarization in related literature.
1. Sentence position (Edmundson, 1969) is a popular feature used in sum-
marization, especially in the news domain. The intuition behind the fea-
ture is that leading sentences in a news article usually contain important,
summary-worthy information owing to typical journalistic guidelines. Ac-
cordingly, the score of this feature is gradually decreased from the first
sentence to the last sentence in a document based on its position.
2. Sufficient sentence length is a binary feature that helps in avoiding noisy
short text in the summary. The value of this feature is 1 if the length of
sentence is at least 10, and zero otherwise. The value 10 is empirically
determined during system tuning.
3. Interpolated N-gram Document Frequency (INDF) is an extended formu-
lation of the popular document frequency (DF) measure. The efficacy of
DF in summarization has been previously demonstrated by Schilder and
Kondadadi (2008) and Bysani et al. (2009). It computes the importance
of a token as the ratio of the number of documents in which it occurred to
the total number of documents within a topic. The use of DF is extended
from unigrams to bigrams. INDF is the weighted linear combination of
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the DF for unigrams and bigrams of a sentence. Since bigrams encompass
richer information and unigrams avoid problems with data sparseness, a








where wu are the unigram and wb are the bigram tokens in sentence s. α
is a weighting factor that is set to 0.3 empirically.
6.2.2 Performance
In this section and the rest of this thesis, summarization evaluation is done using
ROUGE-2 (R-2) and ROUGE-SU4 (R-SU4) (Lin and Hovy, 2003). ROUGE is
used here for two key reasons:
1. R-2 and R-SU4 have previously been shown to co-relate well with human
assessment (Lin, 2004) and are often used to evaluate automatic text sum-
marization.
2. As will be explained later, I am using the shared task dataset from the Text
Analysis Conference (TAC) in the experiments. Using ROUGE, which was
used during the shared task, allows me to compare and evaluate my work
with existing state-of-the-art systems easily and fairly.
The use of ROUGE as a measure of summarization performance is not per-
fect. This is why human assessments are often conducted, especially to obtain
judgements on the readability and responsiveness (Dang, 2006) of generated sum-
maries. But while readability and responsiveness are important aspects to con-
sider when evaluating summaries, I am trying to show that temporal information
is effective in guiding content selection. ROUGE is a n-gram based metric which
scores automatic summaries based on their lexical-likeness to human-written
ones. In this sense it is effective as a gauge of how close the content in the auto-
matic and manual summaries are. This is because vocabulary overlap between
a target and a candidate summary is arguably a good hint of similarity.
There have been attempts to improve on the automatic ROUGE measures,
notably the Pyramid method (Passonneau et al., 2005) which has been used
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extensively in the TAC evaluation workshops. However this is a semi-automatic
method and requires human effort to identify snippets of information referred
to as “nuggets”. Summaries participating in the same evaluation are scored
collectively against these nuggets. It is not possible nor fair to re-evaluate new
summaries from previously identified nuggets because 1) the annotators are not
the same, and 2) new nuggets that are possibly found in the new summaries
would not have been included in the collectively identified pool of nuggets we
are measuring against, leading to a bias in scores against the new summaries.
Several iterations of the Automatically Evaluating Summaries of Peers (AE-
SOP) task (Dang and Owczarzak, 2009) have also been held in TAC, with the
goal of discovering newer and better automatic measures to improve on ROUGE.
However despite these community efforts, there has yet to be a consensus on an
effective, automatic evaluation method, and ROUGE remains widely in use.
Configuration R-2 R-SU4 Sig
SWING 0.1339 0.1651 NA
CLASSY 0.1278 0.1581 -
POLYCOM 0.1227 0.1595 **
Table 6.1: ROUGE scores over the TAC-2011 dataset. Results for CLASSY and
POLYCOM are reported after the jackknifing procedure, as released by the shared
task organizer. ‘**’ denotes a statistically significant difference in R-2 relative
to SWING with p < 0.05.
The results obtained through combining the above described features for SWING
are shown in Table 6.1. The results of two reference systems CLASSY (Con-
roy et al., 2011) and POLYCOM (Zhang et al., 2011) are also included as bench-
marks. CLASSY and POLYCOM are the second and third best performing systems
at TAC-2011. The top performing system is a derivative of SWING which makes
use of category-specific information, targeting guided summarization (Ng et al.,
2011). In the table, it is seen that the performance of SWING is competitive,
out-performing both CLASSY and POLYCOM. In fact the difference in performance
between SWING and POLYCOM is also statistically significant with p < 0.05 (one-
tailed paired Student’s t-test).
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6.3 Timeline-Assisted Summarization
With SWING as the foundation, the next step I took is to examine the use of tem-
poral information to enhance the summarization process. As motivated earlier
in Chapter 1, I seek to do this by targeting the goals of increasing relevancy, and
minimizing redundancy. The approach I adopt is to 1) temporally process the
input documents to be summarized as described in the previous two chapters, 2)
construct timelines for the input documents, and 3) inject these timelines into
the sentence scoring and re-ordering stages.
This workflow is summarized in Figure 6.2. The input to the system is a
collection of documents for which we want to generate one single summary for.
The top part of the figure shows the steps involved in the temporal processing of
these input documents. The stages involved correspond to those shown earlier in
Figure 3.2. Note that in here, one timeline is generated for each input document
within the input collection. The bottom half of the figure is the original pipeline

























Figure 6.2: Overview of how temporal information is incorporated into SWING.
The key here is how information from timelines can be injected into the
Sentence Scoring and Sentence Re-ordering stages. More details on this are given
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in the rest of this section; but to summarize, I extract a set of three features from
the timeline. This is used in tandem with the original features in SWING to score
and rank sentences from the input documents. This updated scoring mechanism
helps identify more relevant sentences to include in the eventual summary. Then
the MMR algorithm used in the re-ordering process is modified to also take in
time span similarities. This allows the MMR algorithm to identify redundant
events and promote diversity in the selected sentences.
6.3.1 Timeline Features for Sentence Scoring
I will now explain the three timeline features that feed into the Sentence Scoring
stage of SWING. The common motivation behind these features is the hypothesis
that temporal information has an influence on the saliency of a sentence. Thus
incorporating temporal information into sentence scoring should help improve
the relevancy of the eventual generated summary.
Figure 6.3 shows a simplified timeline, along with annotations that will be
referenced in this section to help explain how the timeline features are derived.
Time spans have been demarcated by vertical dotted lines. Solid blocks on the
time axis represent time spans that can be mapped to an absolute timestamp.
Events are represented as squares in each time span. Events within the same time
span temporally overlap. Events to the left of other events happen BEFORE
the latter. For the avoidance of doubt, do note that events that fall within the
same time span are not necessarily referencing the same event occurence. It is
also useful to keep in mind that sentences are not directly represented in the
timeline. However sentences are related to the timeline in the sense that events
referenced in sentences are placed along the timeline.
1. Time Span Importance. Time span importance (TSI) captures the
saliency of a particular time span along the timeline. Given the many
events that are extracted from the input documents, some of them will be
more important than others. I hypothesize that when more events happen
within a particular time span, that time span is potentially more relevant
for summarization. An example of this was shown earlier in Figure 1.4, the
timeline of which is re-produced here in Figure 6.4 for convenience. In the
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evacuated
Figure 6.4: Possible timeline for events in Figure 1.4. (Reproduced from Fig-
ure 1.5 for convenience).
timeline, the time span with the most number of events refer to when the
latest cyclone made landfall. Sentences which contain events in this time
span are going to be more important for a summary about the cyclone.
This is similar to the concept of event-based summarization presented in
Wu (2008). Events are laid out on a timeline, and weights are assigned to
sentences based on the frequencies of these events, and the number of days
the events span. In this formulation, it is necessary to know all references
to the same event to be able to compute the number of days it spans.
My approach here differs in that scoring is based solely on the number
of events happening in each time span. This in line with the motivation
behind this feature, and I believe its simplicity is an advantage here. Using
Wu’s approach, it would not have been easy to retrieve all references to
the same event (i.e., event co-reference).
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Let the time span with the largest number of events in a timeline be TSL.
Then the importance of a time span TSi can be computed by normalizing
the number of events in TSi against the number of events in TSL to get a
real value between 0 and 1, inclusive. The time span importance TSI of a







where TSw denotes the time span which a word w is associated with, and
|TSw| is the number of events within the time span. This feature essentially
says that if a sentence contains events which OVERLAP with many other
events in the same time span, then the sentence may be more important.
2. Contextual Time Span Importance. Contextual time span importance
(CTSI) is based on the intuition that the importance of a time span does
not depend solely on the number of events that happen within it. If it is
near time spans which are “important” (i.e., one that has a large number
of events), it should also be of relative importance. A more concrete il-
lustration of this is seen in Example 1.4. The corresponding timeline has
been re-produced earlier in Figure 6.4. Sentence (2) from Example 1.4 ex-
plains that a lot of people have been evacuated prior to the cyclone making
landfall. It is imaginable that this can be potentially useful information to
be included in a summary, even though from looking at the corresponding
timeline in Figure 6.4, the “evacuated” event falls in a time span with a
low importance score (i.e., the time span only has one event). CTSI seeks
to promote sentences such as this. Since the “evacuated” event happens
in a time span preceding the actual cyclone attack, its CTSI is higher
than other time spans, improving the chances of its source sentence being
included in the eventual summary.
The CTSI of a sentence is derived by first computing the contextual impor-
tance of words in the sentence. The contextual importance of a word found
in time span TSi is defined as a weighted sum of the time span importance
of the two nearest peaks TSlp and TSrp found to the left and right of TSi,
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respectively. Referring to Figure 6.3, taking reference from event e (shaded
in black), the left peak to the time span e is in happens to be time span
A, while the right peak is time span A+ 4. The contribution of each peak
to the weighted sum is decayed by its distance from TSi. Formally, the












where TSw is the time span associated with w. Ilp and Irp are the time span
importance of the peaks to the left and right of TSw respectively, while
|TSw − TSlp| and |TSrp − TSw| are the number of time spans between
the left and right peaks of TSw respectively. α and β denotes the weights
attributed to the importance of the left and right peaks. For now it is
intuitive to set α = β = 0.5.
The contextual time span importance score attributable to a sentence





where Es denotes the set of events words in s.
3. Sentence Temporal Coverage Density. To understand temporal cov-
erage density, let me first explain what I define as the “temporal coverage”
of a sentence. Suppose a sentence contains events which are associated with
time spans TSa, TSb, TSc. The time spans are ordered in the sequence
they appear on the timeline. Then the temporal coverage of a sentence is
defined as the number of time spans between the earliest time span TSa
and the latest time span TSc. Referring to Figure 6.3, suppose a sentence
contains the three events which have been shaded black. The temporal
coverage in this case includes all the time spans from time span A to time
span A+ 4 inclusive.
Given that there is a constraint on the number of sentences that can be in-
cluded in a summary, it is important to be able to select compact sentences
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which contain as many relevant facts and information nuggets as possible.
Traditional lexical measures may attempt to achieve this by computing the
ratio of keyphrases to the number of words in a sentence (Gong and Liu,
2001). The idea being that if two sentences are of the same length, then
the one with more keyphrases should likely contain more useful facts and
information nuggets.
Sentence temporal coverage density parallels this idea with the use of tem-
poral information, i.e. by preferring sentences which contain more events,
given their temporal coverage. The intuition is that if two sentences are of
the same temporal coverage, then the one with more events should carry
more useful facts and information nuggets.
Formally, if a sentence s contains events Es = {e1, . . . , en}, where each
event is associated with a time span TSi, the temporal coverage density
TCD is computed using:
TCD(s) =
|Es|
|TSn − TS1| (6.6)
where Es is the number of events found in s, and |TSn − TS1| is the
temporal coverage of the sentence as explained earlier.
6.3.2 TimeMMR — Considering Time Span Similarity with MMR
In the sentence re-ordering stage of the SWING pipeline, the MMR algorithm
is used to adjust the score of a candidate sentence, s, based on Equation 6.1.
Effectively, the score of a sentence is penalized if it is lexically similar to other
sentences that have already been selected to form the eventual summary S =
{s1, s2, . . .}.
Information from a timeline can potentially improve this re-ordering process
as it allows us to look beyond lexical similarity. To promote diversity, I propose
further penalizing the score of s if it contains events that happen in similar time
spans as those contained in sentences within S. Referring to this as TimeMMR,
formally:
TimeMMR(s) = Score(s)− αR2(s, S)− βT (s, S) (6.7)
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where, as in Equation 6.1, Score(s) is the score predicted by the regression
model, S is the set of sentences already selected to be in the summary from
previous iterations, and R2 is the predicted R-2 score of the sentence under con-
sideration (s) with respect to the selected sentences (S). α and β are weighting
parameters which have been empirically set to 0.9 and 0.1, respectively. T is the
proportion of events in s which happen in the same time span as another event
in any other sentence in S.
Suppose s contains events Es = {qe1, . . . , qen}. Also, for every si ∈ S, let
the events contained in each si be the set Esi = {sei1, . . .}, and ES = {Es1, . . .}.
Then,






I(qei,ES) = 1 if ∃i, x, seix ∈ Esi ,Esi ∈ ES such that seix and qei are in the
same time span. To compute I, there is a need to 1) associate events to specific
timestamps, and 2) decide if one time span is contained within another.
Associating Events to Timestamps. This is achieved by combining informa-
tion from the earlier E-T and E-E temporal relationship classification systems
with a timex normalizer, such as HeidelTime (Stro¨tgen and Gertz, 2013). Hei-
delTime associates timexes to complete timestamps as far as possible. Events
which have an OVERLAP relationship with a timex can then be associated to
the timestamp as well. Similarly, events which OVERLAP with other events
that have been associated with a timestamp can then be associated with the
same timestamp. Algorithm 6.1 describes this process.
Ascertaining Time Span Similarity. Timex normalizers such as Heidel-
Time cannot always resolve timexes to timestamps of the same granularity. Of-
ten timexes get resolved to timestamps of much coarser granularity such as a
week of the year, or a particular month. Given two events e1 and e2, and their
associated timestamps Te1 and Te2 , without loss of generality, we say that e1 is
within e2 if e1 is at least as fine grained as e2, and falls within the time spans
specified by e2.
So if we are comparing the year ‘1999’ with a date ‘1999 Oct 1’, ‘1999 Oct
1’ is more fine-grained than ‘1999’, and falls within ‘1999’. On the other hand
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Algorithm 6.1 Associating events to specific timestamps.
1: Map← {} // Holds the association between events and timestamps
2: UnMapped← {}
3: for each event ei do
4: for each timex txj do
5: if ei OVERLAP txj then
6: Let tmj be the time point txj is mapped to based on Algorithm 3.1
7: Map← Map⋃{ei, tmj}
8: end if
9: end for





15: for each event ei ∈ UnMapped do
16: for each {ej , tmx} in Map do
17: if ei OVERLAPS ej then
18: Map← Map⋃{ei, tmx}




23: until Map does not change
if we compare two dates ‘2000 Jan 31’ and ‘2001 Jan 31’, they are of the same
granularity and do not overlap, so neither is within the other.
6.3.3 Overcoming Propagated Errors with Reliability Filtering
The best results obtained over our experimental dataset for E-T and E-E tem-
poral classification is around 0.656 and 0.552. Together with the simplifying
assumptions that were made in timeline construction in Algorithm 3.1, the time-
lines that are constructed are likely to carry errors. Mis-classifications of tem-
poral relationships will have an impact on the correctness of the order of the
events that are laid out onto the timeline. Making use of these timelines for
summarization may then not be helpful, as the errors will propagate throughout
the entire pipeline.
With this in mind, I propose selectively employing timelines to generate
summaries only when we are reasonably confident of their accuracy or what I
term “reliability”. Reliability filtering involves computing a metric which can be
used to decide whether or not temporal information is to be used.
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The length of a timeline can be a useful metric for reliability filtering. With
the currently obtainable accuracy rates for E-T and E-E temporal classification,
there is likely to be a fair amount of errors within the generated timelines. In
longer timelines, to which more events are mapped, these errors are spread over
the timeline, and do not over-power any useful signal that can be obtained with
the timeline features outlined earlier. When a timeline is short, these errors are
very easily propagated into summary generation, leading to less useful results.
The mechanics involved in reliability filtering are as follows: Given an input
document set (which in our case, consists of 10 documents), the average size of
all the timelines for each of these 10 documents is computed. If this is larger
than some threshold value, then timeline information is used. Otherwise, the
timelines are deemed to be too inaccurate, and thus not employed.
Noteworthy here is that the reliability filtering’s purpose is really to mitigate
possible propagated errors caused by current state-of-the-art in E-T and E-E
temporal classification. As the performance of these underlying classification
systems improve, reliability filtering may be less useful and eventually retired.
6.3.4 Experiments and Results
The proposed timeline features and TimeMMR algorithm were implemented
on top of SWING. Repeating the same experimental settings from earlier, the
ROUGE scores that are obtained are given in Table 6.2. In the table, each row
refers to a specific summarization system configuration. The result for SWING in
row R is re-produced from Table 6.1 for reference. TSI refers to the time span
importance feature; CTSI to the contextual time span importance feature; and
TCD to the sentence temporal coverage density feature. Statistical significance
in the two “Sig” columns are computed with respect to Row R using the one-
tailed paired Student’s t-test. Rows 9 to 16 repeat the system configurations in
Rows 1 to 8, applying reliability filtering. In these experiments, the threshold
for filtering is set to be the average of all the timeline sizes over the whole input
dataset (i.e., 42.68). In a production environment where this assumption may
not hold, this threshold could be set by empirical tuning over a development set.
Row 1 shows the value of the three proposed timeline-based features. A
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Configuration R-2 Sig R-SU4 Sig
(R) SWING 0.1339 NA 0.1651 NA
Without Filtering
(1) SWING + TSI + CTSI + TCD 0.1394 * 0.1688 *
(2) SWING + TSI + CTSI 0.1372 - 0.1681 -
(3) SWING + TSI + TCD 0.1372 - 0.1673 -
(4) SWING + CTSI + TCD 0.1387 * 0.1673 -
(5) SWING + TSI + CTSI + TCD + TimeMMR 0.1389 - 0.1688 -
(6) SWING + TSI + CTSI + TimeMMR 0.1374 - 0.1686 *
(7) SWING + TSI + TCD + TimeMMR 0.1343 - 0.1659 -
(8) SWING + CTSI + TCD + TimeMMR 0.1363 - 0.1665 -
With Filtering
(9) SWING + TSI + CTSI + TCD 0.1418 ** 0.1695 **
(10) SWING + TSI + CTSI 0.1378 ** 0.1677 **
(11) SWING + TSI + TCD 0.1389 ** 0.1677 **
(12) SWING + CTSI + TCD 0.1401 ** 0.1681 **
(13) SWING + TSI + CTSI + TCD + TimeMMR 0.1402 ** 0.1678 -
(14) SWING + TSI + CTSI + TimeMMR 0.1397 ** 0.1693 **
(15) SWING + TSI + TCD + TimeMMR 0.1376 * 0.1665 -
(16) SWING + CTSI + TCD + TimeMMR 0.1390 ** 0.1672 *
Table 6.2: Resulting ROUGE scores obtained after incorporating temporal infor-
mation into SWING. ‘**’ and ‘*’ denotes statistically significant differences with
respect to Row R with p < 0.05 and p < 0.1 respectively.
statistically significant improvement is obtained with the use of all three features.
An even better improvement is obtained when reliability filtering is performed
in Row 9.
The ablation test results in Rows 2 to 4 show a drop in R-2 and R-SU4
each time a feature is left out. With the exception of Row 4 where the time
span importance feature is dropped, removing the other features has such an
impact that the resulting R-2 measures are no longer significantly different from
SWING. Rows 9 to 12 show the same system configurations with reliability filtering
added in. The same observations hold. Removing any one feature causes a drop
in ROUGE measures. There are two possibilities: 1) each feature is inherently
weak, however they synergize well collectively to give a result that is more than
the sum of its parts, or 2) the features are useful, yet are hampered by the
performance of the underlying E-T and E-E temporal classification systems
that generated the timelines used.
Rows 5 to 8 and Rows 13 to 16 show the effect of TimeMMR. While the
results do not uniformly show that the proposal is effectively, TimeMMR can
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be helpful such as when comparing Rows 2 and 6, or Rows 10 and 14. Both R-2
and R-SU4 improves marginally with the use of TimeMMR.
An important observation is that the use of reliability filtering consistently
improves ROUGE scores. The purpose of reliability filtering is to try and avoid
the use of timelines that may be too inaccurate to be useful when applied to text
summarization. In this sense reliability filtering is successful. In fact with the
use of reliability filtering, good improvements in ROUGE can be obtained when
compared to SWING. Importantly, the differences between corresponding system
configurations with and without reliability filtering (e.g., Rows 1 and 9, or Rows 2
and 10) are not statistically significant. This shows that reliability filtering by
itself is not the reason for the good improvements obtained over SWING. Instead
it complements the proposed timeline features, and helps identify cases when
the timeline features are effective for summarization.
To help visualize what the differences in these ROUGE scores mean, Fig-
ure 6.5 shows two summaries generated for document set D1117C of the TAC-
2011 dataset. The left one (L1 to L3) is produced by the configuration in Row 9,
and the right one (R1 to R4) is produced by SWING without the use of any tem-
poral information. Note that this summary and the others that follow in the
rest of this thesis are truncated to fit within the 100-word target length as per
the TAC-2011 guidelines.
The higher ROUGE score obtained by the summary on the left (0.0873) com-
pared to the one on the right (0.0723) suggests that the use of timeline features
can help to identify salient sentences more accurately. As an illustration, let us
take a closer look at sentences (L2) and (R2). (L2) achieved a R-2 score of 0.0424
while (R2) achieved 0.0249. (L2) is favoured over (R2) when timeline features
are used. Figure 6.6 shows a breakdown of the raw feature scores achieved by
both of these sentences. SP, Length and INDF refer to the SWING features of
sentence position, sentence length, and interpolated n-gram document frequency
respectively. It can be seen that both sentences achieved similar scores for the
SWING features, except for SP where (R2) does better. The scores for all three
timeline features are however higher for (L2) than (R2).
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R-2: 0.0873
(L1) The Army’s surgeon general
criticized stories in The Wash-
ington Post disclosing problems
at Walter Reed Army Medical
Center, saying the series unfairly
characterized the living condi-
tions and care for soldiers recu-
perating from wounds at the hos-
pital’s facilities.
(L2) Defense Secretary Robert
Gates says people found to have
been responsible for allowing sub-
standard living conditions for sol-
dier outpatients at Walter Reed
Army Medical Center in Washing-
ton will be “held accountable,” al-
though so far no one in the Army
chain of command has offered to
resign.
(L3) Top Army officials visited
Building 18, the decrepit former







(R1) The Army’s surgeon general
criticized stories in The Wash-
ington Post disclosing problems
at Walter Reed Army Medical
Center, saying the series unfairly
characterized the living condi-
tions and care for soldiers recu-
perating from wounds at the hos-
pital’s facilities.
(R2) A top Army general vowed
to personally oversee the upgrad-
ing of Walter Reed Army Medi-
cal Center’s Building 18, a dilap-
idated former hotel that houses
wounded soldiers as outpatients.
(R3) “I’m not sure it was an ac-
curate representation,” Lt. Gen.
Kevin Kiley, chief of the Army
Medical Command which oversees
Walter Reed and all Army health
care, told reporters during a news
conference.
(R4) The Washington
Figure 6.5: Generated summaries for document set D1117C from the TAC-
2011 test set. The summary on the left (i.e., L1 to L3) is generated by
SWING+TSI+CTSI+TCD with filtering, while the summary on the right (i.e.,
R1 to R4) is by SWING.
6.4 Discussion
Following the experimental results, let us examine the proposed 1) timeline fea-
tures, 2) TimeMMR algorithm, and 3) reliability filtering metric, in greater
detail to get some insight into their efficacy and utility.
6.4.1 A Closer Look at Timeline Features
The proposed timeline features are motivated along the lines of relevancy and
redundancy. It is useful to re-visit the intuitions behind these features, and












































Figure 6.6: Breakdown of raw feature scores for sentences (L2) and (R2) from
Figure 6.5.
The purpose is to examine the differences between the summaries generated and
understand the actual improvement these features bring to the final summaries.
Since the ROUGE metric is used to evaluate these generated summaries, it will
be used as a proxy for relevancy and redundancy here.
Time Span Importance. Figure 6.7 shows the last two sentences from a pair
of summaries generated with and without the use of time span importance. The
other sentences in the summaries are otherwise exactly the same. The summary




(L1) A piece of steel fell and
sheared off one of the ties holding
it to the building, causing it to





(R1) About 19 of the 44 stories of
the crane had been erected and it
was to be extended when a piece
of steel fell and sheared
Figure 6.7: Extract from summaries for document set D1137G from the
TAC-2011 test set. The extract on the left (i.e., L1) is generated by
SWING+TSI+CTSI+TCD, while the summary on the right (i.e., R1) is by
SWING+CTSI+TCD.
The original source articles for this document set describe an industrial acci-
dent where casualties were suffered when a crane toppled onto a building. It is
easy to see why (L1) scores higher — it describes the cause of the accident just
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R-2: 0.1215
(L1) Caribbean coral species es-
sential to the region’s reef ecosys-
tems are at risk of extinction as a
result of climate change.
(L2) But destructive fishing
methods and over-harvesting
have reduced worldwide catches
by 90 percent in the past two
decades.
(L3) Scientists warn that up to
half of the world’s coral reefs






(R1) Caribbean coral species es-
sential to the region’s reef ecosys-
tems are at risk of extinction as a
result of climate change.
(R2) The Coral Reef Task Force,
created in the Clinton adminis-
tration, regularly assesses coral
health.
(R3) With a finished necklace
retailing for up to 20,000 dollars
(15,000 euros), red corals are
among the world’s most expen-
sive wildlife commodities.
. . .
Figure 6.8: Extract from summaries for document set D1131F from the TAC-
2011 test set. The extract on the left (i.e., L1 to L3) is generated by
SWING+TSI+CTSI+TCD, while the summary on the right (i.e., R1 to R3) is
by SWING+TSI+TCD.
as it occurred. (R1) however talks about how much of the tower had already
been erected and the plans to extend it, events which happened before the acci-
dent itself. In this case time span importance is able to correctly guide summary
generation by favoring time spans containing events related to the actual crane
toppling.
Contextual Time Span Importance. Building on top of TSI, CTSI recog-
nizes that events which happen along the fringes of a big cluster of other events
can potentially be important too. The benefits of this feature can be most clearly
seen in Figure 6.8 which shows extracts of the summaries generated with and
without the use of CTSI. The summary of the left achieved a R-2 score of 0.1215
while the one on the right achieved 0.0861. (L2) and (L3) were both boosted by
the use of the CTSI feature.
Figure 6.9 shows an extract of the timeline generated for the source document
from which (L3) is extracted. The two events inside (L3) fall in time spans A
and B marked in the figure. Their proximity to the peak between them gives
the sentence a higher score for CTSI. This boosts the total score attributed to
the sentence sufficiently such that it gets selected to be included in the final
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summary. This sentence was lifted exactly in one of the model summaries for
this document set, resulting in a very good R-2 score when CTSI is used.
warn disappear
Peak here affects time span contextual importance of A and B
A B
Figure 6.9: Extract of timeline generated for document
APW ENG 20070615.0356 from the TAC-2011 testing dataset.
Temporal Coverage Density. This feature promotes sentences which contain
a larger number of events given the number of time spans covered. The intuition
behind this is that if the temporal coverage of a sentence is large, it should
correspondingly reference more events. Otherwise it could be that the sentence
is just un-necessarily long with superfluous syntactic constructs.
Figure 6.10 shows two sentences from the final summary generated for docu-
ment set D1113C. (L1) is selected to be part of the summary when the temporal
coverage density feature is used, replacing (R1). Using the temporal coverage
density feature results in a higher R-2 score (0.1163 vs 0.0646). One of the
human-written model summaries for this document set contains a very similar
sentence to (L1). This validates that the feature is able to identify sentences
which human assessors find salient too.
6.4.2 Is TimeMMR Useful?
The experimental results do not conclusively affirm the usefulness of TimeMMR.
However it could be because the evaluation metric that is used (i.e., ROUGE
scores) is not the most suitable to evaluate TimeMMR. Recall that TimeMMR
seeks to eliminate redundancy based on time span similarities and not lexical
likeness. ROUGE however measures the latter. While ROUGE generally co-




(L1) When a shipping container
was seized in Singapore four
years ago carrying more than
SIX tons of elephant ivory inside,
conservation and law enforcement
agencies realized that they had
intercepted the largest ship-
ment of the contraband material






(R1) A team of US scientists has
used DNA testing to identify the
geographic origin of poached ele-
phant tusks – research they hope
may help curb the illegal ivory
trade.
(R2) When a shipping container
was seized in Singapore four years
ago carrying more than SIX tons
Figure 6.10: Extract from summaries for document set D1113C from the
TAC-2011 test set. The extract on the left (i.e., L1) is generated by
SWING+TSI+CTSI+TCD, while the summary on the right (i.e., R1 to R2) is
by SWING+TSI+CTSI.
That is also why measures like Pyramids have been often used alongside ROUGE
in the TAC summarization track.
An interesting case in point is given in Figure 6.11. The summary on the left
is generated with the use of TimeMMR, while the one on the right is generated
without the use of TimeMMR. The summary on the right achieved a higher
ROUGE score, suggesting that TimeMMR is not helpful for this document set.
The key difference in the two summaries is (R3). (L3) is the equivalent of
(R4), while (L4) is the full version of the truncated (R5). TimeMMR down-
weights (R3) and it is easy to see why. (R3) reports that the shoe-throwing
incident happened as the U.S. President Bush appeared together with the Iraqi
Prime Minister Nouri al-Maliki. However their joint appearance is already re-
ported in (R1) (and similarly (L1)). (R3) is just repeating what had been pre-
sented earlier. Since (R1) and (R3) talks about the same time span, TimeMMR
does what it is designed to do and down-weights (R3). I argue that this is for
the better, however the ROUGE scores indicate otherwise.
So is TimeMMR useful? This example suggests so despite the lowered
ROUGE scores. Experimental results from Table 6.2 also seem to support the use
of TimeMMR (albeit weakly). However there are several other factors clouding
95
R-2: 0.2643
(L1) – An Iraqi reporter threw his
shoes at visiting U.S. President
George W. Bush and called him
a ”dog” in Arabic during a news
conference with Iraqi Prime Min-
ister Nuri al-Maliki in Baghdad
(L2) ”All I can report is it is a size
10,.
(L3) Muntadhar al-Zaidi, re-
porter of Baghdadiya television
jumped and threw his two shoes
one by one at the president, who
ducked and thus narrowly missed
being struck, raising chaos in the
hall in Baghdad’s heavily fortified
green Zone.
(L4) The president lowered his
head and the first shoe hit the









(R1) – An Iraqi reporter threw his
shoes at visiting U.S. President
George W. Bush and called him
a ”dog” in Arabic during a news
conference with Iraqi Prime Min-
ister Nuri al-Maliki in Baghdad
(R2) ”All I can report is it is a
size 10,.
(R3) The incident occurred as
Bush was appearing with Iraqi
Prime Minister Nouri al-Maliki.
(R4) Muntadhar al-Zaidi, re-
porter of Baghdadiya television
jumped and threw his two shoes
one by one at the president, who
ducked and thus narrowly missed
being struck, raising chaos in the
hall in Baghdad’s heavily fortified
green Zone.
(R5) The president lowered his
head and the
Figure 6.11: Generated summaries for document set D1126E from the TAC-
2011 test set. The summary on the left (i.e., L1 to L5) is generated by
SWING+TSI+CTSI+TCD+TimeMMR, while the summary on the right (i.e.,
R1 to R5) is by SWING+TSI+CTSI+TCD.
the issue here, including 1) the accuracy of the timelines that are automati-
cally generated, 2) potential differences in what the human-written summaries
find to be salient and 3) the automatic ROUGE measures. More experimenta-
tion is definitely going to be required to either support or disprove the value of
TimeMMR, alongside the use of a more suitable evaluation metric.
6.4.3 Reliability Filtering
To shed some insight into reliability filtering, Table 6.3 shows the effect of varying
the filtering threshold on R-2 for the best performing configuration from Table 6.2
(i.e., SWING+TSI+CTSI+TCD). The result obtained in Row 9 using a threshold
of 42.68 is also re-produced for reference. The column “# Temp” denotes the
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number of times (out of the 44 test document sets) temporal information is used
for the corresponding threshold value.
Threshold R-2 Sig # Temp
0 0.1394 * 44
10 0.13820 - 43
20 0.13768 - 41
30 0.1393 ** 35
40 0.1426 ** 22
42.68 0.1418 ** 21
50 0.1386 ** 13
60 0.1361 * 7
70 0.1351 - 3
80 0.1351 - 2
90 0.1353 - 1
100 0.1339 - 0
Table 6.3: Effect of varying the reliability filtering threshold on R-2 for the config-
uration SWING+TSI+CTSI+TCD. ‘**’ and ‘*’ denotes a statistically significant
difference from SWING of p < 0.05 and p < 0.1 respectively.
Note that a threshold of 0 effectively means no filtering is done and temporal
information is used for all document sets. A threshold of 100 in this case means
that no temporal information is used at all because the length of the longest
timeline is less than 100. So accordingly, the first row with a threshold value of
0 corresponds to row 1 in Table 6.2, and the last row with a threshold of 100
corresponds to row R.
As the threshold value increases from 0 to around 40 and 50, we see an
improvement in summarization performance. The number of document sets in
which temporal information is employed also reduces. This can be interpreted
that filtering is successful in identifying timelines that are not accurate enough
such that the use of which affects summarization performance.
Beyond 60, the R-2 scores are still higher than that obtained by SWING, but no
longer significantly different. At these higher thresholds, temporal information
is still able to help get an improvement in R-2. However as this affects only very
few out of the 44 document sets, statistical variances means that these R-2 scores
are no longer significant from that produced by SWING. This is understandable.
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6.5 Conclusion
Starting from a competitive baseline SWING, I have shown in this chapter how
temporal information in the form of timelines can be incorporated into automatic
text summarization. Three features are proposed which can be extracted from
every timeline. These features include 1) time span importance, 2) contextual
time span importance, and 3) temporal coverage density. They are premised
on the intuition that temporal information can impact sentence saliency. With
these features, an improvement of 4.1% is obtained in R-2.
Also, a modification, TimeMMR, was proposed to the MMR algorithm used
in SWING so that it further incorporates temporal information to reduce the
amount of redundant text in the generated summaries. I argue that the ROUGE
metric is not the most suitable to evaluate the efficacy of TimeMMR. However
despite this, experimental results still show that TimeMMR can be useful in
certain situations.
The underlying E-T and E-E temporal classification systems are not very
accurate, and this likely affected the quality of the timelines that are generated.
To overcome this, I next proposed a reliability filtering metric, which can be
used to automatically decide when temporal information should be used for
summarization. The use of reliability filtering helps boost R-2 scores by a further




This concluding chapter summarizes the work that was done
for this thesis, and explores further research directions that
are worth pursuing based on what has been achieved.
As the capability to process lexical and syntactic properties of text improve,
researchers are increasingly focused on tackling the harder but more rewarding
semantical aspects of text. This thesis examines one such aspect — the inter-
pretation of time in text. The ability to process and understand the temporal
information that is found inside text has great potential to improve many natural
language processing applications, ranging from text summarization to question-
answering. The increasing community attention to this domain of work is further
validation of the utility and value of temporal interpretation.
7.1 Future Work
This thesis answers many important questions, including the use of crowdsourc-
ing to build a cheaper, yet effective temporal corpus, as well as the use of tempo-
ral information to benefit multi-document summarization. However, many other
questions worthy of further exploration remain.
Better Features for E-T Temporal Relation Classification. The perfor-
mance obtained for intra-sentence E-T temporal relation classification can be
improved. Besides the findings noted from the error analysis in Section 4.2.4,
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such as the need to focus on copula modifiers (e.g., “to be), I believe that it is
important to study the use of additional semantic cues. A possible direction is
to use semantic role labeling. Knowing the roles of a sentence’s constituents may
help overcome many of the problems associated with syntax.
Intra-sentence E-E Temporal Relation Classification. In this thesis I
have shown that discourse analysis is a great help to article-wide E-E temporal
relation classification, of which the intra-sentence variant of the problem is a sub-
set. The results and analysis that was performed hints that discourse analysis is
less useful for the intra-sentence variant. This is likely because discourse anal-
ysis captures longer distance relationships better than the short distance ones
needed for effective intra-sentence classification. Much of the existing literature
has focused on the intra-sentential case, so it will be exciting to combine these
efforts together with my work in article-wide classification. Done correctly, the
resulting system will be able to handle both article-wide event-event pairs and
intra-sentence pairs well, giving better overall classification performance.
Enhancing Timeline with Richer Temporal Relations. Earlier in Chap-
ter 3, I have noted that the use of a richer set of temporal relations can help
enhance the information that can be captured in timelines. One key enhance-
ment is allowing events to last across multiple time spans, potentially overlapping
one another. This thesis has already shown the usefulness of minimizing infor-
mation redundancy through considering time span overlaps. Having access to
an enhanced timeline which more accurately captures the temporal ordering of
events will likely further boost this utility. It will be interesting to relax the
constraints on the temporal relations supported by the underlying temporal re-
lation classification systems and examine the opportunities and possibilities that
enhanced versions of timelines can bring.
Summarization of Text With Time. In this thesis, temporal information
was used for summarization by way of vectorized features extracted from a time-
line. Other possibilities and solutions are definitely worth exploring too. For
example, since temporal information can encoded in a temporal graph (Verha-
gen et al., 2010), perhaps these can be better incorporated into a graph-based
text summarization system, such as that proposed by Mani and Bloedorn (1997).
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Vectorizing a timeline into several features like what had been done here requires
a fair amount of effort in feature engineering. If this feature engineering process
can be removed by using temporal graphs with graph-based summarization, it
may be possible to expect better summarization performance.
It is also important to explore the use of alternative evaluation measures
besides ROUGE. As we depart from the traditional use of frequency statistics
for summarization in this thesis, the deficiencies of a solely lexical-based mea-
sure such as ROUGE become increasingly glaring. I have argued earlier that
ROUGE is unlikely to be the most suitable evaluation measure of heuristics
such as TimeMMR which targets temporal similarity. It will be instructive to
re-evaluate my work with a more relevant metric.
Enhancing Question-Answering with Time. Besides text summarization,
another often cited use of temporal information is to enhance question-answering.
There is a significant body of research exploring this, including Schockaert et al.
(2006) who have tried to combine the notion of Allen’s interval algebra (Allen,
1983) with facts which are lexically extracted from large resources including
Wikipedia and commercial search engines. Using a probabilistic reasoning frame-
work, they apply the facts that are gathered to try and answer temporal ques-
tions automatically. Adding a timeline to question-answering will bring about
new opportunities and methodologies. For example, it could be used for answer
verification, where timelines from various sources are constructed and used to
check whether potential answer candidates agree with one another.
Reliability Filtering Metrics. Reliability filtering at the moment plays a big
role in improving the results of timeline-assisted summarization. It is an effective
stop-gap that can enable the use of temporal information for text summarization,
even as the performance of the underlying temporal classification systems are
not stellar as yet. It may also potentially be beneficial when attempting to in-
tegrate temporal information with other applications like question-answering as
explained above. Besides the length of timelines, which relies on the premise that
more inaccurate timelines tend to have larger variances in terms of accuracies, it
will be useful to study if other such metrics can be derived. For example, can we
make use of the transitive properties of time (Setzer and Gaizauskas, 2000; Ver-
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hagen, 2005) to compute a measure of the possible number of mis-classifications
in timelines?
7.2 Highlights and Summary
In this thesis, I have motivated the importance of interpreting temporal informa-
tion from text. It allows us to have a better grasp of the semantic underpinnings
of text, and has great potential to help enable downstream applications. With
continued progress and success, it is not hard to imagine that temporal pro-
cessing will become another key pillar of natural language processing, just like
technologies including part-of-speech tagging or grammar parsing have become.
Building on this motivation, this thesis sets out to explore two important
steps in the construction of timelines:
1. intra-sentence E-T temporal relation classification
2. article-wide E-E temporal relation classification
Combining the results from these two steps with those from timex normalization,
timelines which describe the temporal relationships between basic temporal units
including events and timexes are obtained.
To plug a gap in existing literature, where not much attention has been
paid to the exploitation of temporal interpretation, this thesis goes on to apply
the use of time in an important application — multi-document summarization.
A competitive testbed that was the basis for the best performing entry to the
summarization track of TAC-2011 was developed. By incorporating features
derived from timelines into this testbed, together with proposed modifications to
the traditional MMR algorithm, better summarization performance is observed.
The timelines are derived from fully automatic systems, but inaccuracies can
cause errors to be propagated down the pipeline, affecting the quality of the
generated summaries. Therefore I also propose a reliability filtering metric which
can help automatically decide whether the use of timelines will potentially benefit
summarization. Combining these technologies, this thesis shows the efficacy and
utility of applying temporal information to text summarization.
Highlighting again the key contributions in this thesis:
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1. I showed that E-T and E-E temporal relationship classification can bene-
fit from the use of more semantically-rooted features, such as dependency
parsing and discourse analysis. By making use of these features for intra-
sentence E-T and article-wide E-E temporal classification respectively, I
developed a state-of-the-art temporal processing system which automat-
ically derives a timeline that depicts the temporal relationships between
basic temporal units in a piece of text.
2. Targeting the building and development of a event-timex temporal corpus,
I demonstrated that crowdsourcing can be exploited cost-effectively for this
purpose. Further, I identified a link between the structure of a sentence
and how easy it is computationally and cognitively to process a event-
timex pair. The easiest to process of such instances can be left out of the
annotation for huge savings in annotation efforts.
3. I made effective use of automatically generated timelines to improve a
state-of-the-art multi-document text summarization system. Through three
innovative timeline features, as well as a modification to the traditional
MMR algorithm, temporal information is shown to enhance sentence scor-
ing and re-ordering. To deal with possible inaccuracies of the generated
timelines, I also proposed an effective reliability filtering metric. The metric
is used to decide whether or not temporal information should be incorpo-
rated when generating a summary.
The last section of this thesis also discussed briefly future research directions
that will be both exciting and interesting to explore. I have identified possible
enhancements to the proposals in this thesis to further improve the state-of-
the-art for temporal processing. Beyond applying temporal information to text
summarization, it is also exciting to integrate it with other applications including
question-answering.
With rising community interest, as evident from the recent TempEval series of
evaluation workshops, as well as the varied applications of temporal information,
work on temporal processing can only get more important.
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