Abstract. A recent paper by Prékopa (2012) presented results in connection with Multivariate Value-at-Risk (MVaR) that has been known for some time under the name of p-quantile or p-Level Efficient Point (pLEP) and introduced a new multivariate risk measure, called Multivariate Conditional Value-at-Risk (MCVaR). The purpose of this paper is to further develop the theory and methodology of MVaR and MCVaR. This includes new methods to numerically calculate MCVaR, for both continuous and discrete distributions. Numerical examples with recent financial market data are presented.
Introduction
Value-at-Risk (VaR) has already existed in the statistical literature since the second half of the 19th century, under the name of quantile or percentile. The term Value-at-Risk was introduced at the beginning of the 1990s in the financial literature and became widely used in a short time. We refer the reader to Jorion (2006) and Saita (2007) for various topics of Value-at-Risk. Its multivariate counterpart turned up in the stochastic programming literature, primarily in the works of Prékopa (1970 Prékopa ( , 1973a Prékopa ( , 1990 Prékopa ( , 1995 . Based on this, Multivariate Conditional Value-at-Risk (MCVaR) was recently introduced by the same author (2012) .
In stochastic programming one standard way to create a decision model out of one, where some of the parameters are random, is to prescribe a lower bound on the probability that the stochastic constraints are jointly satisfied. If, for example, a decision problem is an LP: min c T x subject to T x ≥ ξ , Ax = b, x ≥ 0, where ξ is a random vector, then we may formulate the problem: min c T x subject to P(T x ≥ ξ ) ≥ p, Ax = b, x ≥ 0, or min {c T x + ∑ r i=1 q i E([ξ i − T i x] + )}, subject to the same constraints, where T i is the ith row of the r × n matrix T and the q i , i = 1, . . . , r are nonnegative constants. The practical application of this model goes in such a way that first we decide on the value of x and, after that, we observe the realized value of ξ . The probability p is chosen near 1 so that the inequality T x ≥ ξ should be satisfied in most cases. If ξ has continuous distribution and its c.d.f. is F(z) = P(ξ ≤ z), z ∈ R r , then the probabilistic constraint can be rewritten as: T x ≥ z, for at least one z such that F(z) = p. If ξ is discrete, then we may use the p-Level Efficient Points (pLEP's), or briefly p-efficient points z (1) , . . . , z (N) , and reformulate the probabilistic constraint as T x ≥ z (i) , for at least one i = 1, . . . , N. The above mentioned sets {z | F(z) = p} and {z (1) , . . . , z (N) } can be regarded as multivariate quantiles. In Prékopa (2012) the term Multivariate Value-at-Risk (MVaR) was introduced as an alternative name for the collection of p-efficient points. Methods to generate elements of MVaR in the case of a continuously distributed ξ and the entire MVaR, in the discrete case, has already been existed in the literature (see, e.g., Prékopa (1995) and the references therein; Prékopa, Vizvári, Badics (1998) ; Boros et al. (1998) ; Dentcheva, Prékopa, Ruszczcyński (2000) , etc.).
The term Conditional Value-at-Risk (CVaR) was introduced by Rockafellar and Uryasev (2000) . The same notion was named by Föllmer and Schied (2002) Average Value at Risk (AVaR). Earlier, in 1973, Prékopa has already used that risk measure in stochastic programming. If the rows of the matrix T are T 1 , . . . , T r and the components of ξ are ξ 1 , . . . , ξ r , then the use of the constraints E(ξ i − T i x | ξ i − T i x > 0) ≤ d i , i = 1, . . . , r was proposed as replacement of the computationally more complicated constraint: P(T x ≥ ξ ) ≥ p, or, as a supplement to it. One major advantage of the conditional expectation constraints is that if the components of ξ have continuous distributions with logconcave p.d.f.'s, then each of them is equivalent to a linear constraint (see Prékopa (1973a Prékopa ( , 1995 ).
Let F denote the probability distribution function of the random variable X ∈ R. Then the Value-at-Risk(VaR), for some fixed probability level p, is defined as the p-quantile of the probability distribution function F:
where, by definition,
It can also be defined as the optimum value of the following two problems:
min v subject to P(X ≤ v) ≥ p,
and sup v subject to P(X ≥ v) > 1 − p,
where p is some fixed probability, 0 < p < 1. The optimum values of problems (3) and (4) are equal. Value-at-Risk (VaR) has a property, considered undesirable by many authors for a risk measure: it is not convex, in general, and it measures the frequency, not the amount of losses beyond VaR (the predicted maximum amount of losses at a fixed probability level). This motivated the development of the notion of a coherent risk measure, equal to the conditional expectation of a random variable, given that it surpasses VaR p (X). Conditional Value at Risk, designated by CVaR p (X), where X is the random variable involved and p the probability, is defined as:
Uryasev and Rockafellar (2000) and Pflug (2000) have shown that
and that CVaR p (X) ≥ VaR p (X). Equation (6) can also be used as the definition of CVaR p (X). An optimization problem, similar to that of (6) was introduced and applied to a "chance constrained problem" by Ben-Tal and Teboulle (1986) . After reformulation of the problem, a random objective function is obtained, for which a new type of "certainty equivalent" is formulated. If X is a random variable and u is a (increasing and strictly concave) utility function, then it is equal to:
In the mentioned and in other papers (see, e.g., , , etc.) Ben-Tal, Ben-Israel and Teboulle expound a theory and application of the new certainty equivalent (7) and show that its negative enjoys the properties of a coherent risk measure in the sense of Artzner et al. (1999) . Coherence, however, is not such a property of a risk measure that it would be imperative to rely on it, under all circumstances. VaR is not a coherent risk measure, in general, but it is widely and successfully used in many applications, testing statistical hypotheses, sequential analysis, decision theory, stochastic programming and others. If, for example, an unfavorable event may cause huge damage that has to be avoided, then VaR may be more important than CVaR. Another point is that CVaR takes average on rare events while small probabilities are multiplied by large numbers, making the estimation of the risk measure inaccurate and we need very long trial sequences to realize the benefit of the conditional expectation in practice, where the conditioning event has very low frequency. If the population is at hand at the same time, then CVaR may have reasonable practical interpretation.
We think that risk measures and axiomatic systems for risk measures should not be regarded in an exclusive manner. As in geometry, various axiomatic systems define various geometries out of which we may choose the one most suitable for a given application, the axiomatic systems for risk measures and the risk measures themselves should provide us only with a menu to choose one or more than one for our purpose.
Multivariate risk measures, other than ours, exist in the literature (see, e.g., Cousin and Di Bernadino (2011) and the references therein.). The results in connection with them, however, are little to do with ours, especially because those risk measures are mostly vectors while ours are numbers. On the other hand we have in mind applications in stochastic optimization which require convexity statements and algorithms to calculate the numerical values of the risk measures.
The organization of this paper is as follows. In Section 2 we recall the notions of Multivariate Value-at-Risk and Multivariate Conditional Value-at-Risk, following the guidelines of Prékopa (2012) . In Section 3 basic properties of both risk measures are stated. While MVaR enjoys similar properties as the univariate counterpart, MCVaR does not have the convexity property. Explanation is supplied. In Section 4 we present numerical procedures, for both the continuous and discrete cases, to approximate MCVaR, by the use of bounding, based on the binomial moment method and the Boolean bounding scheme. The practical meaning of MCVaR is illustrated on two portfolios with different correlation structures. Finally, in Section 5 we present conclusions. Prékopa (2012) . For the sake of completeness below we recall the definitions of both MVaR and MCVaR (Definitions 1 and 2, respectively).
Definition 1. (Prékopa 1990 ) Let X ∈ R r be a random variable and F its c.d.f. A point s ∈ R r is said to be a p-Level Efficient Point, or briefly p-efficient point, of the probability distribution, or the distribution function F, if F(s) ≥ p and there is no y such that y ≤ s, y = s, F(y) ≥ p. MVaR p (X) is the set of all p-efficient points of the random vector X.
If X has discrete distribution on Z r , then its support is finite or countably infinite. In both cases MVaR p (X) is a finite set by the following Theorem 1. If the components of the random vector ξ are integer-valued, then for any p ∈ (0, 1) the set of p-level efficient points is nonempty and finite.
Theorem 1 is an immediate consequence of Dickson's Lemma (3, Cor. 4.48) . It was mentioned, in another context, by Vizvári (1987) and Dentcheva, Prékopa, Ruszczyński (2000) , for p-efficient points. The assertion of Theorem 1 is not necessarily true if the support of the random vector is countable but not part of the integer lattice. In case of an integer valued Y , there exist N ≥ 1 and
where s (i) ∈ R r , i = 1, . . . , N. If X has continuous distribution, with strictly increasing c.d.f.
The following concepts were introduced in Prékopa (2012) . Suppose that the random vector X is related to losses, then the favorable event for X is defined as
The complementary of the event in (9) is the unfavorable event:
Let us introduce the notation:
The sets D p , D c p are called favorable and unfavorable sets, respectively. As illustrated in the Figure  1 , the unfavorable set D c p is the north east shaded region and the favorable set D p is the south west unshaded region. Sometimes we write D p (X), D c p (X) to indicate the dependence on X. Definition 2. (Prékopa (2012) ) The Multivariate Conditional Value-at-Risk, or MCVaR, of the random vector X, is defined as:
where ψ is some r-variate function such that E(ψ(X)) exists. The value 0 < p < 1 (or 1 − p) is called the level of MCVaR. The symbol D c p designates the closure of D c p .
If the probability P(X ∈ MVaR p (X)) is negligible, then
Thus, we can write MCVaR p (X) as E(ψ(X) | X / ∈ D p ) in case of P(X ∈ MVaR p (X)) ≈ 0 (see Prékopa (2012) ). Let us define the function ψ(u) as
s (2) s ( 
from where we derive:
(14) Equation (14) can be written as:
where
While Definition 2 of MCVaR applies for the general case, a simpler definition can be given for the continuous case, as follows.
Definition 3. The Multivariate Conditional Value-at-Risk, or MCVaR, of a continuous random vector Z ∈ R r , is the value:
Remark 1. The Conditional Value-at-Risk (CVaR) measures the amount of losses beyond the Value-at-Risk(VaR). In the multivariate case, however, the elements of R r are only partially ordered and MVaR is a set, not a single point, in general. On the other hand, we may not want to interpret the occurrence of an unfavorable event in terms of the sum of values of the r portfolios we are holding. In fact, a finance company typically creates a variety of portfolios, in an informative way, not only on their sum. The definition of MCVaR solves this problem in such a way that an unfavorable event is said to have occurred wherever X is larger than at least one element in MVaR, where "larger" means in the sense of partial order of vectors (x > y iff x ≥ y, x = y). The value of MCVaR is then the conditional expectation of the total loss, given that an unfavorable event occurs. In the total loss each asset has a multiplier (λ 1 , . . . , λ r ) to be able to value the different asset types on a common ground, by the use of a numeraire.
Properties of MVaR and MCVaR
The following definition and theorem about the multivariate stochastic ordering is well-known (see, e.g., Müller and Stoyan (2002) ).
Definition 4. Let X and Y be r-variate random vectors. Then we define (SD1) Stochastic dominance of order 1:
for all nondecreasing concave functions f : R r → R such that the expectations exist.
Theorem 2. The following statements are equivalent.
A set U is called an upper set if x ∈ U implies y ∈ U for every y ≥ x. A set L is a lower set if x ∈ L implies y ∈ L for every y ≤ x. Note that the Multivariate Conditional Value-at-Risk is defined on an upper set (both shaded sets in Figure 1) .
The relationship between the Multivariate Value-at-Risk (MVaR) and multivariate stochastic dominance of order 1 is illustrated in Figure 2 .
We recall that the notions of logconcave p.d.f. and logconcave probability measure, designated by f and P, respectively, are defined by the inequalities
where x, y ∈ R r , 0 < λ < 1, and A, B are convex subsets of R r . Two basic theorems are as follows.
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s (2) s (3) s (4) t (1) t (2) t ( Theorem 3. (Prékopa 1971 (Prékopa , 1973b ) If a probability measure is generated by a logconcave p.d.f., then it is a logconcave measure. It follows that if a multivariate p.d.f. is logconcave, then its c.d.f. is also logconcave for every 0 ≤ p ≤ 1, and the set {z | F(z) = p} is convex. If 0 < p < 1, then the set {z | F(z) = p} is an r − 1 dimensional hypersurface embedded in R r which is illustrated by the boundary of the shaded set in Figure 3 . If F is strictly logconcave, then it can also be described as a strictly concave function in which we take r − 1 (arbitrarily chosen) variables as independent and one as dependent variable. For example, x r = x r (x 1 , . . . , x r−1 ). This idea is used for the calculation of MCVaR in case of continuous random vectors, presented in Section 4.1.
Consider the family of sets:
depending on the parameter p (0 < p < 1). For every fixed p, the set H(p) is convex but now we want to consider F(z) − p as a function of all variables in z and p. Since F(z) − p is not a logconcave function of z, p, in general, we change the parameter and look at the family of sets:
If
We have the following
Theorem 5. K(u), −∞ < u < 0 is a concave family of sets, i.e., if u 1 , u 2 are arbitrary negative numbers and 0
The boundary of the shaded set is {z | F(z) = p}, i.e., an r − 1 dimensional hypersurface embedded in R r .
Corollary 1. Let G be any convex subset of R r and K(u), −∞ < u < 0 the concave family of sets defined in (18) with a logconcave distribution function F. Then K(u)∩G, −∞ < u < 0 is a concave family of sets.
Theorem 3 implies
Theorem 6. Let f (z), z ∈ R r be any logconcave function. Then
is a logconcave function of u ∈ (−∞, 0). In other words, the function
is logconcave in log p.
Definition 5. Two random variables X and Y defined on the same probability space (Ω, F , P) are said to be comonotone, if for all ω 1 , ω 2 ∈ Ω,
We are now ready to state properties of MVaR p and MCVaR p .
Theorem 7. Let X,Y ∈ R r be random vectors on the same probability space. Then we have the following properties:
(1) MVaR p is translation-equivariant: MVaR p (X + c) = MVaR p (X) + c, where c ∈ R r .
(2) MVaR p is positively homogeneous: MVaR p (cX) = cMVaR p (X), where c ∈ R + .
(3) {z | P(−X ≥ z) ≥ p and it does not hold for any y ≥ z, y = z} = −MVaR p (X).
(4) MVaR p is monotonic w.r.t. the first order stochastic dominance, i.e.: 
(6) For any X and 0 < p < 1, MVaR p (X) is bounded from below.
Proof. The proofs of (1), (2) and (4) are simple and therefore omitted.
(3)
{z | P(−X ≥ z) ≥ p and there is no y ≥ z, y = z such that P(−X ≥ y) ≥ p} = {z | P(X ≤ −z) ≥ p and there is no y ≤ −z, y = −z such that P(X ≤ y) ≥ p} = −MVaR p (X).
(19)
It can also be written as
and there is no y ≥ z, y = z such that
(5) If X has independent components and continuous and increasing distribution functions, then
We have the equation
Since X i and Y i are comonotone, i = 1, . . . , r, it follows that
which implies (5).
(6) For every z ∈ R r we have the inequality
Theorem 8. Let X,Y ∈ R r be r-component random variables with finite expectations. Then MCVaR p exhibits the following properties:
(1) MCVaR p is translation-equivariant: MCVaR p (X + c) = MCVaR p (X) + c.
(2) MCVaR p is positively homogeneous:
(3) MCVaR p is subadditive when X,Y are continuously distributed and all components in X and Y are independent, i.e., we have the inequality
(4) If the components of X = (X 1 , . . . , X r ) are independent and have continuous distributions with logconcave p.d.f.'s, then MCVaR p (X) is logconcave in log p, for p ≥ p 0 , where p 0 is a probability (0
Remark 2. We can think, from Property (3) of MCVaR, about both cases of "good" and "bad" corporate M&A (Mergers and Acquisitions) deals. From a risk management perspective, Property (3) indicates that not all M&A deals would be successful, i.e., for some "bad" M&A deals, risk would not be reduced, since MCVaR p is not always subadditive. More detailed explanation is presented in Remark 5.
Proof. Let us recall the following equation:
. Then we have the equations:
(2) If we use the notations D p , D p with s = s c , then we derive:
The third equality holds since it can easily be seen that cX / ∈ D p is equivalent to X / ∈ D p , where D p and D p are defined as above. If we use the second property of MVaR then we can obtain the following equations:
(3) First we remark that if Z = (Z 1 , . . . , Z r ) is a continuously distributed random vector and Z 1 , . . . , Z r are independent, then P(Z ∈ D p ) is independent of the distribution of Z. In fact, let F i be the c.d.f. of Z i , i = 1, . . . , r. Then we have
where U 1 , . . . ,U r are independent random variables, uniformly distributed in (0,1). Hence, the numerator counts in the second equation of (15), only. We may disregard the linear terms and it is enough to look only at E(
, where
It is enough to prove that
If we multiply the inequalities (26), (27) by -1 and add them, then by (15) and the fact that P(X / ∈ D X ) is independent of the random variable, the convexity proof of MCVaR will be complete.
Proof. Proof of (26) (proof of (27) is the same):
Note that X 1 +Y 1 and X 2 +Y 2 are independent
It follows that (28) is further equal to
Incidentally we mention that if V is any random variable, then
where G is c.d.f. of V , and this, as a function of q is increasing. Let δ > 0 and introduce the notations:
Then we have:
This implies that
In the same way, we have
and the assertion is proved.
A simple counterexample of Property (3) in the general case
Suppose that the random vectors X,Y ∈ R 2 have the following possible values with probability 0.25 for each point:
as depicted in At p = 0.75, we have MVaR p (Z) = {(6, 12), (9, 11), (10, 10), (11, 9), (12, 8.4)}, since F Z (6, 12) = F Z (12, 8.4) = 0.75, F Z (9, 11) = F Z (11, 9) = 0.7617875 and F Z (10, 10) = 0.765625 as described in Figure 5 . (4) Since P(X ∈ D p ) does not depend on the distribution of X, it is enough to prove that
is logconcave in log p, for p ≥ p 0 . Since λ i > 0, i = 1, . . . , r, the function ψ(z) and also RRR 25-2012
The rest of the proof is the same as the proof of Theorem 5.
Remark 3. (Relationship between VaR and MVaR) Let us define
If we create a cylinder set out of D c p (η) in such a way that we take
then we have the relation
It is true that the projection of MVaR p (X) to a space of a smaller number of components of X, i.e., as before in (37) , from R r to R k , then the lower bound of the projection in R k of MVaR p (X) is equal to MVaR p ((X 1 , . . . , X k ) T ). The projection of MVaR is illustrated in Figures 6 and 7 . In Figure 6 , for a random vector X ∈ R 2 , the sets {z | z ≥ VaR p (X 1 )} and {z | z ≥ VaR p (X 2 )} are closures of the projections of MVaR p (X) onto the horizontal and vertical axes, respectively. The same sets are the closures of the projections of D c p (X). In Figure 7 , for a random vector X ∈ R 3 , we illustrate a boundary of the set
} is the closure of the projection of D c p (X) onto (X 1 , X 2 )-plane and also the closure of the projection of MVaR p (X) onto the same plane.
Let a random vector X ∈ R r denote losses from investment in a composite of portfolios, where each component X i , i = 1, . . . , r is just a single portfolio. Then we know that the unfavorable set D c p (X) is only a part of {z ∈ R r | z i ≥ VaR p (X i ), i = 1, . . . , r}. It has practical meaning: if we have several portfolios put together in the random vector X, then a single portfolio may signal an unfavorable event, i.e., the realized value of X i is greater than VaR p (X i ), while X is still in the favorable set D p (X), i.e., there is no such signal for X, the composite of individual portfolios.
Figure 6: Projection of MVaR p ((X 1 , X 2 ) T ) from R 2 onto the space of X 1 , X 2 ∈ R. The points VaR p (X 1 ) and VaR p (X 2 ) are the lower bounds of the projection of MVaR p (X), X = (X 1 , X 2 ) T ∈ R 2 , onto the space of X 1 , X 2 ∈ R respectively.
Figure 7: Projection of MVaR p ((X 1 , X 2 , X 3 ) T ) from R 3 onto the space of (X 1 , X 2 ) T ∈ R 2 . The shaded surface is the MVaR p ((X 1 , X 2 ) T ), which is a cylinder set of the lower bound of the projection of MVaR p (X), X = (X 1 , X 2 , X 3 ) T ∈ R 3 , onto the space of (X 1 , X 2 ) T ∈ R 2 .
Calculation of MCVaR

The Case of a Continuous Distribution
Assume that a random vector Z has continuous distribution, its p.d.f. and c.d.f. are f Z (z) and F Z (z), respectively, where Z = (z 1 , . . . , z r ) T . Then
is a log concave function, then so is F Z (z) (see Prékopa (1995) ) and the set D c p is convex. Its boundary is a convex surface that can be represented in the form of a function provided that no coordinate axis is a supporting line of D c p . In this case we can take any r − 1 variables out of z 1 , . . . , z r , the remaining variable will be a function of them and this function uniquely describes the surface of D c p (see Busemann (2008) ). The set D c p can then be represented as
where l k (z 1 , . . . , z k )'s are k-variate lower bound functions, k = 1, . . . , r − 1 and l 1 (z 1 ) is continuous on the domain {VaR p (Z 1 ) < z 1 }, l 2 (z 1 , z 2 ) is continuous on the 2-dimensional domain {VaR p (Z 1 ) < z 1 , l 1 (z 1 ) < z 2 }, · · · , l r−1 (z 1 , z 2 , . . . , z r−1 ) is continuous on the "r-1"-dimensional domain {VaR p (Z 1 ) < z 1 , l 1 (z 1 ) < z 2 , l 2 (z 1 , z 2 ) < z 3 , . . . , l r−2 (z 1 , z 2 , . . . , z r−2 ) < z r−1 }. Then (40), together with (41) can be written as
Each lower bound of the integrals in (42) represents MVaR p on its corresponding multidimensional space, i.e.,
. . .
Generally, there is no closed form of the quantile function for a multivariate distribution. Thus, the functions of lower bounds in the set D c p of (41), i.e., the lower limits of the integrals of (42) can be constructed by some numerical methods, e.g., multivariate nonlinear approximation. For various methods of multivariate function fitting, we refer the readers to related books and literature (see, e.g., (Atkinson 1988) , (Gasca and Sauer 2000) , (Sauerbrei et al. 2006) , (Strang 2007), etc.) .
We generate a multidimensional grid of equally spaced points in the following set:
Then we generate a collection of the closest points to the MVaR p (Z) = {z | F Z (z) = p}. By a nonlinear approximation based on the collection of such points, functions of lower bounds in the set D c p of (41) can be constructed. This is followed by (42), the calculation of MCVaR. Two numerical examples of recent finance market data are presented. The type of financial securities is exchange-traded funds (ETFs), which can be regarded as mutual funds that can be bought and sold just like common stocks, i.e. exchange-traded products. We use 6 months of time period from February 15, 2012 to August 14, 2012 for the calculation of MCVaR with probability levels p = 0.80, p = 0.90, p = 0.95 and p = 0.99. From Yahoo Finance, online finance portal, we download the data of daily closing prices for the time period of 6 months from February 15, 2012 to August 14, 2012.
We want to show, by Examples 1 and 2, how MCVaR works on a set of "stochastically dependent" random variables. In Example 1 we have two "positively" correlated funds: Fidelity Nasdaq Composite Index Tracking (ONEQ) ETF and Vanguard S&P 500 (VOO) ETF that closely resemble two of the US major indices, Nasdaq and S&P 500, respectively. For Example 2, we select Deutsche Bank US Dollar Index Bullish (UUP) ETF which tracks the performance of the Deutsche Bank Long US Dollar Futures index, while keeping Fidelity Nasdaq Composite Index Tracking (ONEQ) ETF, in order to see how MCVaR measures a risk on the set of index funds "negatively" correlated with each other.
Example 1 (Positively correlated two ETFs). We choose two ETFs: Fidelity Nasdaq Composite Index Tracking (ONEQ) ETF and Vanguard S&P 500 (VOO) ETF, "positively" correlated, as in Figure 8 .
Initial prices per share on February 15, 2012 are $115.02 for ONEQ, $61.56 for VOO. Assume that we have total available amount of $1,000,000 for the investment which is intended for the equal investment in each kind, i.e. $500,000 each. However, since there is no fractional shares for those securities in real financial market, the initial investment is $499,991.94 and $499,990.32 for ONEQ and VOO, respectively. The corresponding number of shares is 4,347 for ONEQ and 8,122 for VOO. We manipulate the data of daily closing prices into daily losses from the following equation:
Let X 1 , X 2 denote the random variables of losses from an investment in Fidelity Nasdaq Composite Index Tracking (ONEQ) ETF and Vanguard S&P 500 (VOO) ETF, respectively. Each is assumed normally distributed. The random vector X = (X 1 , X 2 ) T has a bivariate normal distribution with parameters E(X 1 ) = µ x 1 = −0.01185, σ x 1 = 0.02956, E(X 2 ) = µ x 2 = −0.01439, At probability level p = 0.95 for LHS and p = 0.99 for RHS, over 6 months of time period, MVaR p (X) is well approximated by polynomial fitting in the sense of the least-squares (dotted curve). The random vector has components of losses from the investment in Fidelity Nasdaq Composite Index Tracking (ONEQ) ETF and Vanguard S&P 500 (VOO) ETF from Yahoo Finance. The piecewise linear line (looks like a curve) is the set of line segments between the points (x 1 , x 2 ) such that F X (x 1 , x 2 ) = p. σ x 2 = 0.02477 and ρ = 0.95139. We calculate
where f X (x) and F X (x) denote bivariate normal p.d.f. and c.d.f., respectively; λ 1 = λ 2 = 1/2 and l(x 1 ) = −12407756274.6875x 7 1 + 5103841979.8231x 6 1 − 893105499.6990x 5 1 + 86172769.9900x 4 1 − 4951126.6304x 3 1 + 169402.1044x 2 1 − 3196.2936x 1 + 25.6869, (47) with domain of {VaR p (X 1 ) ≤ x 1 ≤ µ x 1 + 7σ x 1 }, which is simply constructed by the use of Matlab "polyfit" function fitting the polynomial in the sense of the least squares. We used the same upper bounds µ x i + 7σ x i , i = 1, 2 for the integrals in (46) since P(X i ≥ E(X i ) + 7σ x i ) = 0.000000019 which is small enough. At p = 0.95 and p = 0.99, the p-quantile set {( Figure 9 .
From (46), we obtain MCVaR p (X) = 0.00048388, and it means that $483.88 is the expected loss amount beyond the MVaR p (X) at probability level p = 0.95. In other words, that amount of loss is expected to exceed at least one element in MVaR with p = 0.95. With more critical probability level p = 0.99, we approximate MVaR p (X) as in Figure 9 and calculate the value of MCVaR p (X) = 0.00082815, i.e., we can expect $828.15 of loss from the investment at probability level p = 0.99. Note that MCVaR p (X) at probability level p = 0.99 is clearly larger than that at p = 0.95.
Example 2 (Negatively correlated two ETFs). While keeping Fidelity Nasdaq Composite Index Tracking (ONEQ) ETF, we replace S & P 500 ETF with Deutsche Bank US Dollar Index Bullish (UUP) ETF, which is "negatively" correlated to Nasdaq ETF. As we observe in Figure 10 , the two index funds do not move in the same directions.
Initial prices per share on February 15, 2012 are $115.02 for ONEQ, $22.21 for UUP. Like the previous example, we assume that we have total available amount of $1,000,000 for the investment which is intended for the equal investment in each kind, i.e. $500,000 each. And due to no fractional shares for those securities in real financial market, the initial investment is $499,991.94 and $499,991.52 for ONEQ and UUP, respectively. The corresponding number of shares is 4,347 for ONEQ and 22,512 for UUP. Again, we manipulate the data of daily closing prices into daily losses using the equation (45). Let Y 1 , Y 2 denote the random variables of losses from an investment in Fidelity Nasdaq Composite Index Tracking (ONEQ) ETF and With MVaR p (Y ) of probability level p = 0.95, depicted in LHS of Figure 11 , we calculate the following:
where f Y (y) denote bivariate normal p.d.f., λ 1 = λ 2 = 1/2 and l(y 1 ) = −7207383.7882y 7 1 + 5413617.7299y 6 1 − 1703609.1254y 5 1 + 290811.0271y 4 1 − 29061.2545y 3 1 + 1700.3294y 2 1 − 54.01701y 1 + 0.74111,
with domain of {VaR p (Y 1 ) ≤ y 1 ≤ µ y 1 + 7σ y 1 }, constructed by the use of Matlab "polyfit" function. In Figure 11 , for both probability levels p = 0.95 and p = 0.99,
The result is MCVaR p (Y ) = 0.00040766, which means $407.66 is the expected amount of loss beyond the MVaR p (Y ) with probability level p = 0.95. At probability level p = 0.99, we obtain MCVaR p (Y ) = 0.00060555, i.e. $605.55 is the expected amount of loss beyond MVaR p (Y ). We have conducted both Examples 1 and 2 with probability levels: p = 0.8, 0.9, 0.95, 0.99 and summarized in Table 1 for an easy and quick comparison. Nasdaq and S&P 500 (ρ = 0.9510393) Nasdaq and US currency (ρ = −0.7093342) p-levels As in Table 1 , the set of assets with negative correlation has a lower level of risk at each probability level. We also observe that, for the set of negatively correlated assets, the chance being beyond the MVaR is much smaller than the case of positive correlation among assets. That is the power of low-correlation investment. Stochastic dependence structure among assets must be taken into account and that is one of the great features of desirable multivariate risk measures. It is shown that MCVaR can be used as a risk measure on correlated assets.
Remark 4. In the multivariate case it is reasonable to choose the value of p smaller than what we choose in the univariate case and it may depend on the number of components of a random vector.
Remark 5. (Corporate M&A (Mergers and Acquisitions)) Adequate measure of potential risk in a corporate M&A is essential. This is one of the most important factors in analyzing M&A deals from a risk management perspective. Examples 1 and 2 can also be considered as risk evaluation processes for different M&A deals. Depending on the categorization, there are many types of risk evaluation useful for M&A deals including strategic risk, compliance risk, operational risk, financial risk, reputation risk, etc. Additionally, each type of risk needs to be evaluated by a suitable risk measurement. Let us present a simple example of operational risk evaluation: suppose there are two companies of the same size (asset-based), involved in an M&A deal, and each board of directors wants to gauge its potential risk. Company A has 5 business sectors: smart phone, tablet PC, laptop computer, TV and digital camera, each with a total asset of $1 billion. Let X i , i = 1, . . . , 5 denote the random variable of operational loss from business sectors: smart phone, tablet PC, laptop computer, TV and digital camera, respectively. Company B has only 2 business sectors: display (LCD, LED panels) and real estate with total asset $4 billion and $1 billion, respectively. Let Y j , j = 1, 2 denote the random variable of operational loss from these two business sectors, respectively. Let us assume Y 1 and X i for i = 1, 2, 3, 4, 5 are highly correlated and Y 2 has a low correlation with others. With given asset value of each business sector, we have weight vectors λ X = (1/5, 1/5, 1/5, 1/5, 1/5) T and λ Y = (4/5, 1/5) T for company A and B, respectively.
For the potential operational risk evaluation of this M&A deal, we calculate
where H is the c.d.f. of the random vector
. If the value of (50) is less than the sum of (51) and (52), risk measures of Company A and Company B, respectively:
where G is the c.d.f. of the random vector (X 1 , X 2 , X 3 , X 4 , X 5 ),
where F is the c.d.f. of the random vector (Y 1 ,Y 2 ), then it may be considered as a signal that this M&A deal is desirable from the point of view on managing risk. Comparison of (50) and the sum of (51) and (52) may serve the process of risk management in the M&A decision-making and it is advisable to do it for several p values to have an overview before the final decision. In the real world, the estimation of operational risk is complex and necessitates input from subject matter experts. However, MCVaR captures a stochastically dependent structure among correlated business sectors in M&A deals. In this respect, MCVaR will be able to play an important role as a risk measure in M&A analyses as well.
The Case of a Discrete Distribution
We use bounding schemes to obtain sharp lower and upper bounds for the probability P(X ∈ D p ) as well as for the expectations E( Prékopa (1988 Prékopa ( , 1990a Prékopa ( ,b, 1995 Prékopa ( , 2003 ). If the lower and upper bounds are close to each other, we can use them for approximation.
Application of the Binomial Moment Bounding Scheme
The binomial moment problem for the probability of the union of events was introduced in Prékopa (1988) . If A 1 , . . . , A N are arbitrary events and
then we solve the LP's:
and where m is a fixed integer, in practice m N. Let W min , W max designate the optimum values, respectively. Then we have the sharp bounds, for the probability of the union,
If the bounds are close to each other then they can be used to approximate the probability of the union. In the above formulation we are bounding probability but the method can be applied, in a straightforward manner, for subsets of an arbitrary set with finite measure. In order to obtain lower and upper bounds for MCVaR, we take the sets {u | u ≤ s (i) }, i = 1, . . . , N, the union of which is D p and define the measure on the Borel sets of D p , generated by functions of the type: u i f (u), u ∈ R r . Finally we construct lower and upper bounds for MCVaR, by the use of the obtained bounds.
Let f (u) denote the p.d.f. of the random vector X ∈ R r . Then
The set A i = s (i) + R r − , i = 1, . . . , N are the orthants in R r , so are their intersections. The vertex
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Let us define k th "binomial moment" S k as follows.
Example 3 (Compound Poisson Processes, Insurance Claims). Suppose that various insurance claims occur according to independent, homogeneous Poisson processes. For simplicity the claims are assumed to be integer valued and independent of each other within each claim process and of the claims in the other claim processes. In the numerical example M = 4, and the types are: auto, health, home, life. The time period in which the claims are observed is one day. Information of daily claims to an insurance company is summarized in Table 2 . Table 2 : An insurance company's daily claims (in $1,000) from 4 types of insurance. ξ 1 : Auto: 2) ; the average of each claim= $1, 500 ξ 2 : Health: N 2 ∼ Poisson(0.12), Z N 2 ∼ U (1, 3) ; the average of each claim= $2, 000 ξ 3 : Home: N 3 ∼ Poisson(0.08), Z N 3 ∼ U(1, 5); the average of each claim= $3, 000 ξ 4 : Life: 5) ; the average of each claim= $3, 000
Let N i (t) and X i (t) designate the number of events and the total claim up to time t in the ith process, respectively. Then
where Z i j is the jth claim amount in claim process i. The company is concerned about the loss at probability level p = 0.9. Let f i (x) = P(X i (t) = x). Then, Panjer's formula (see Bowers et al. (1997) ) provides us with recursions to calculate the With m = 14, the constraints in (59) uniquely determine the unknowns and we obtain the values:
For the bounds of P(X ∈ D p ), we solve the LP's with m = 14 and integrand g(y) = f (y):
. . , 14 and f is the p.d. f .of the random vector X ∈ R 4 .
(63)
The optimum values coincide up to 8 digits and the resulting number is accepted as approximation of P(X ∈ D p ):
Let λ i = (the amount of premium in type i)/(total premium to all types) and assume that λ i = 1 4 for i = 1, . . . , 4. Then we have
Simple calculation gives:
Plugging in the values of (64), (65) and (67) into (15), we obtain a loss amount of 2.30666989 with the unit claim size of $1,000. The insurance company will expect the daily loss, i.e., the amount of total claims per day, of $2, 306.67 with probability level 90%. Thus, we conclude that under that probability level, the insurance company would like to collect the amount of premium at least $2, 306.67 per day for accepting the risk, in order to make some underwriting profit.
Application of the Boolean Bounding Scheme
The Boolean bounding scheme can also be used for bounding measures of the union of sets. Again, for the details of the Boolean bounding scheme we refer the readers to Prékopa (2003) . Let us present a LP formulation for bounding the probability of the union, i.e., P(X ∈ D p ), the probability of the union of favorable domain. In order to formulate the problem we introduce the notations:
The probability p I means that all events A j , j ∈ K occur and the probability x J means that all events A j , j ∈ I occur but the other do not occur. The Boolean probability bounding problem, or scheme for the probability of the union is the following: 
Problem (68) 
We also need to introduce the notations x J i and E I i as the following:
E I i = E X i 1 j∈I A j , I, J ⊂ {1, . . . , n}.
For example, let I, J ⊂ {1, 2, 3}, |I| ≤ 2. Then E I i can be described as follows.
where f (x) is the p.d.f. of the random vector X ∈ R r . Now we are ready to apply Boolean bounding scheme to the same numerical data of the examples in the previous section.
Example 4 (using the same data of Example 3 with the Boolean bounding scheme). The following LP formulation (73) with m = 4, n = 14 is for P(X ∈ D p ): 
where E I i = E X i 1 j∈I A j , I, J ⊂ {1, . . . , n}, and x J i = E X i 1
, where A i = {s (i) + R 4 − , s (i) ∈ R 4 }, which is an orthant with vertex (s
2 , . . . , s
r ) for i = 1, . . . , 14 since we have 14 p-Level Efficient Points, as those are enumerated in Table 3 .
From the above LP formulation the results are obtained as follows.
≤ E(X
Again, let us use numbers of 8 decimal places. Then all expectations are represented as one number, which are the same as (61) in Example 3. Since all the inputs are the same as one with binomial moment scheme, we obtain the same result that MCVaR for an insurance company is the loss of $2, 306.67. Thus, under the probability level p = 0.9, the insurance company would like to collect the amount of premium at least $2, 306.67 per day for accepting the risk.
Conclusions
We have explored various properties of Multivariate Value at Risk, or MVaR and Multivariate Conditional Value at Risk, or MCVaR. We have shown that many properties enjoyed by VaR and CVaR, carry over to the multivariate risk measures. In addition we have derived some properties of MVaR and MCVaR, based on multivariate logconcave theory, that do not have univariate counterpart or it is trivial. As regards the convexity of MVaR and MCVaR, none of them has that property, in general, but we have proved the convexity of MCVaR under the assumption that the components of the random vector are independent. We have proposed the numerical procedures to calculate or approximate MCVaR values. In case of a continuously distributed random vector we have used approximation and numerical integration. In case of a discrete random vector we have used the recently developed binomial moment and Boolean bounding schemes to approximate MCVaR. The results are illustrated on real life data and it is shown how MCVaR depends on the probability level and the correlation between the components of the random vector, representing different portfolios.
