Abstract: Kinetic model identification of metabolic networks is important, but still represents a significant challenge. The difficulties faced vary from the vast kinetic parameter search space to the lack of complete parameter identifiability. To meet these challenges, an incremental modeling approach is proposed here, including two key components-dynamic flux calculation and flux-based kinetic parameter estimation. In essence, the identification method relies on time-course concentration data to generate the family of consistent metabolic flux values and by doing so, the parameter estimation step can be done one flux at a time. The key contribution of the method is an efficient generation of a library of kinetic models with similar goodness of fit to the provided data. The performance of this identification method is demonstrated using a generic branched metabolic pathway model and the glycolytic pathway model of Lactococcus lactis (L. lactis).
INTRODUCTION
The majority of current parameter estimation methods for kinetic modelling of metabolic networks rely on a single step identification, in which parameters are obtained simultaneously by minimizing some functions of model prediction errors using global optimization algorithms (Daisuke and Horton, 2006 , Gonzalez et al., 2007 , Kikuchi et al., 2003 , Kimura et al., 2005 , Noman and Iba, 2007 . The process of finding a single "best-fit" model or parameter set, however, is typically ill-posed as the inverse problem is usually under-determined. This issue has led to common observations where non-equivalent solutions produce similar simulation error due to error compensation among and within equations and fluxes (Chou and Voit, 2009 ). In addition, simultaneous identification can suffer from difficulties in high computational requirement, problem initialization and solution convergence.
In order to reduce the estimation time, many estimation algorithms have been created that circumvent the computationally costly integration of kinetic ordinary differential equations (ODEs), such as the decoupling method (Voit and Almeida, 2004) , collocation method (Tsai and Wang, 2005) and other decomposition methods (Kimura et al., 2005 , Maki et al., 2002 . In addition, methods that generate a set or ensemble of models are also available by utilizing not only mass balance equations, but also thermodynamic and steady-state data constraints (Miskovic and Hatzimanikatis, 2011, Tran et al., 2008) . Nevertheless, none of these methods has dealt properly with the generation of kinetic models using metabolic time profiles, which represents the new contribution of this work.
An incremental approach to the identification of kinetic metabolic models has been presented elsewhere (Goel et al., 2008) , where dynamic metabolic fluxes are first estimated and the parameter estimation is subsequently done one flux at a time. Such incremental identification approach generally has the advantages of low computational effort, low subproblem complexity, flexible use of physically motivated equations for each flux, and ease of validation of flux equations (Bardow and Marquardt, 2004) . However, as noted above, the lack of full model identifiability means that a unique best-fit model does not exist.
A new incremental identification from time series data is proposed in this work. Like before, the method relies on twostep estimation: dynamic flux estimation and parameter estimation, but in this case, a set of consistent dynamic metabolic fluxes is generated and parameterized. Consequently, the method can efficiently generate a family of "equivalent" kinetic models, instead of a single model (see Method). The proposed method has been applied to two examples taken from power-law kinetic modelling of the branched pathway and the glycolytic pathway of L. Lactis in order to demonstrate its efficacy.
METHOD

Problem formulation and solution parameterization
The focus of this work is in the estimation of kinetic parameters p in the modelling of metabolic networks of the form: ( ) ( , ),
X is the vector of metabolic concentration time profiles, S is the stoichiometric matrix, and ( , ) X p v denoted the vector of metabolic fluxes. Here, the fluxes are described using power-law equations of the form: ( , ) ,
and this type of model equations is referred to as generalized mass action (GMA) models. Given time-course concentration data ( ) m t
X
, the slopes of the concentrations are first computed (e.g. using finite difference approximation) , and here data smoothing is usually applied prior to the estimation. Since a metabolite typically participates in more than one metabolic flux, there theoretically exist an infinite number of flux combinations that can satisfy the mass balance equation X  using (Golub and Van Loan, 1996) 
Finally, any fluxes in V can be written as 
The key idea of the proposed estimation method is that at each time point t k , a subset of fluxes (called independent fluxes) can be varied, the number of which is given by the DOF, while the remaining (dependent) fluxes can be computed from the mass balance ( ) ( , ).
In other words, each set of independent and dependent fluxes is a consistent solution to the kinetic model. Subsequently, the independent fluxes can be parameterized, for example using power-law flux equations. Thus, (infinitely) many sets of consistent fluxes can be generated efficiently by choosing appropriate values of (independent) parameters to compute the independent fluxes.
Library construction
The n−r independent fluxes are selected such that (i) the submatrix of null v associated with the independent fluxes is invertible and (ii) the number of parameters associated with the set of independent fluxes is minimal. As a result, the flux vectors and the matrix null V can be decomposed as follows: (2) and null V are obtained by a null space analysis of S . Then, the generation of the family of kinetic models can be done through the following iterative procedure:
1. Generate independent parameter values by sampling within appropriate bounds and calculate ( )
2. For every time point t k , solve for the coefficient
3. Calculate the dependent flux values using ( )
If metabolic fluxes are assumed unidirectional, and if any of the dependent fluxes assume a negative value, the corresponding independent parameter sample will be excluded and the procedure is continued to step 5.
Using the dynamic flux values at all time points,
estimate the (remaining) kinetic parameters in the model associated with the dependent fluxes. For power-law equations, this estimation problem is loglinear and hence can be easily solved using the standard linear regression. If the dependent parameter estimates are within acceptable bounds, then the identified model is deemed valid and therefore is included as a member of the model library. Otherwise, this parameter set is excluded from the model library.
5. Repeat from step 1 as needed or desired. For example, if the independent parameter values are generated by discretizing the parameter space, step 1 is repeated until all possible combinations of values are exhausted. 
Fig. 1 summarizes the above procedure in a flowchart. While this work concerns with power-law fluxes and generalized mass action kinetic models, the library generation procedure has general applicability to any kinetic models that can be written as ( ) ( , ).
Note that the models in the library are equivalent, in the sense that the parameters are estimated to fit flux values that satisfy the same mass balance.
1. Assign parameters within [B min , B max ] and calculate independent fluxes
Solve for α coefficients Yes
Collect the model in library The performance of the proposed method is demonstrated in the applications to a generic branched pathway (Voit and Almeida, 2004) and the glycolytic pathway of L. Lactis .
A generic branched pathway
The metabolic pathway map in this example is given in Fig.  2A , which describes the transformations among four metabolites (metabolic fluxes: double-line arrows) with both feedback activation and inhibition (regulatory actions: dashed arrows with +/− signs). The model of the pathway is described in the form of generalized mass action kinetics with thirteen kinetic parameters, as follows: 
The library generation was carried out using simulated noisy data (i.i.d. Gaussian noise with zero mean and 10% standard deviation), as shown in Fig. 2B . The independent parameters (i.e. g 1 , h 13 , g 6 and h 64 ) were combinatorially assigned within the upper and lower bounds (see Table 1 ). The coefficients ( ) k t α were then determined for each time point t k and the remaining fluxes (v 2 to v 5 ) were subsequently calculated for each time point, as described above. The remaining kinetic parameters in the model were estimated by a simple linear regression using the the log-linear model equation in (4). Again, only parameter values within accepted ranges were kept in the model library.
The procedure was done twice using different discretizations of the parameter space (see Table 1 ). Since the generation of a single model in this case only involves matrix inversion and matrix-vector calculations and the dependent parameter estimation can be done one flux at a time, the library construction can be done efficiently (~10 -4 seconds per sample) and such performance can be maintained upon scaling up the model. 1. Total number of possible parameter combinations from the adopted discretizations 2. Number of models with positive dependent fluxes and kinetic parameter values within the prescribed bounds.
The glycolytic pathway of L. lactis
The second case study was taken from the modelling of the glycolytic pathway of L. lactis, as shown in Fig. 3 . In this case, the data had been produced from simulations as done in a previous study .
The concentrations of the metabolites were denoted as follows: glucose -X 1 ; glucose 6-phosphate (G6P) -X 2 ; fructose 1, 6-biphosphate (FBP) -X 3 ; 3-phosphoglycerate (3-PGA) -X 4 ; phosphoenolpyruvate (PEP) -X 5 ; pyruvate -X 6 ; lactate -X 7 . The concentrations of ATP and P were substituted directly from data (i.e. their mass balance is not modelled). Hence, the generalized mass action kinetic model is given by: In this model, the DOF is one as there are six metabolites and seven fluxes. In this case, v 7 was selected as the flux has the least number of kinetic parameters among the rest. To construct the model library, the values for the kinetic parameters 7 g and 76 h were combinatorially assigned within the upper and lower bounds (see Table 2 ). Using the same procedure described in the method section, two discretizations of the independent parameter space were used to generate two model libraries, as summarized in Table 2 . Again, the model library was constructed very efficiently and the average CPU time per sample (~10 -4 seconds) can be maintained the same as the previous case study, proving good scalability of the method. 
DISCUSSIONS
The difficulty in simultaneously estimating kinetic parameters of metabolic models is often caused by the lack of complete parameter identifiability (Srinath and Gunawan, 2010) . In other words, not all parameters can be uniquely identified and consequently many parameter combinations can give similar data fitting (Vilela et al., 2009) . Even if the optimization algorithm returns a best-fit model, simulations of this model may have little value or worse misleading. The present work circumvents this problem by using an incremental identification to generate a library of equivalent models. This method has the advantage that: (1) all dynamic fluxes that best-fit the data in terms of the Euclidean distance can be easily generated, (2) parameter estimation is decoupled according to the flux, making such estimation easy to accomplish, and finally (3) the member models of the library that give similar data fitting can be efficiently generated. In the example above, a few thousands of models can be generated and screened, in a matter of tens of seconds.
In the present procedure, the generation of the dynamic fluxes and the assignment of parameters associated with the n-r degree of freedom could result in negative values for one or more of the estimated (dependent) fluxes. In such a case, the present model is excluded, and the procedure is restarted with a new assignment of independent parameters. Such issue can be avoided by using the convex basis vector of the null space of S, i.e. using elementary mode or extreme pathway analysis (Schilling et al., 2000 , Schuster et al., 2002 , in the parameterization of ( ) t z . In such a case, the coefficients ( ) k t α will take on only positive values. One drawback of this approach is that the identification of all elementary modes or extreme pathways can be computationally costly for largescale metabolic networks.
The proposed procedure also requires the calculation of the time-derivative of the concentration profile. As metabolite profiles are generally noisy, some care has to be taken in obtaining their slopes. In this case, the use of data smoothing algorithms is highly recommended, such as using polynomial fitting, neural network modelling (Voit and Almeida, 2004) , automated smoother (Vilela et al., 2007) , before the calculation of these slopes.
While the kinetic models in the library are considered equivalent, each will give a slightly different goodness of fit to the data that were used identify them. This difference arises from two factors: (1) the least square regression of the dependent parameter values and (2) the use of concentration slopes. The former implies that the dependent fluxes are only approximated by the model, and the latter means that the mass balance is only satisfied at discrete time points (since the ODE is not integrated in this procedure). Consequently, it is possible to find, among these equivalent models, the one that provides the best-fit to the concentration data, an idea for which a parameter estimation method is currently under development.
Model building in systems biology, including those for metabolic networks, is usually formulated as an iterative procedure. While typically such a procedure considers a single "optimal" model, there is no guarantee however that the iteration will converge to a single model due to the issue of model identifiability, as mentioned above. The model library creation in this paper can be integrated in such an iterative procedure and here, the efficacy of the generation and screening of member models is important. The results on the two case studies above indicated that each possible member model of the library can be generated and screened very quickly (10 −5 to 10 −4 seconds). The total computational cost of the library construction is affected by several factors, namely: (1) the number of DOF (estimation of ( ) k t α ), (2) the number of time points (estimation of dependent parameters), and (3) naturally, the total number of independent parameters. Finally, at each iteration, the library size can be reduced by removal of member models that are not consistent with the additional experimental data.
In addition, the family of kinetic model generated by the method presented here can be further pruned using existing studies in the generation of an ensemble of metabolic models. For example, steady state data from knock-out studies and thermodynamic principles can be used as criteria for further reducing the set of models generated here (Miskovic and Hatzimanikatis, 2011) . This topic is currently under investigation.
Finally, the ability to generate a library of models also necessitates the development of new methodologies on how to use such a library. The obvious challenge is how to analyse and/or optimize the system when it is represented by a set of models, not just one model, which may contain an infinite number of members. Here, we propose two strategies: the first involves the generation of a (random) sample of models from the library and in such a case, the results from the analysis and optimization can be represented in the form of a histogram. The second strategy is to take advantage to the 8th IFAC Symposium on Advanced Control of Chemical Processes Furama Riverfront, Singapore, July 10- 13, 2012 fact that the model library generation involves linear (or loglinear) algebraic equations. In this case, interval or constraint propagation using interval arithmetic can be used to evaluate upper and lower bounds for the system behaviour, as done previously for GMA models (Tucker et al., 2007) .
CONCLUSIONS
The kinetic modelling of metabolic networks is challenging, but critical in many applications of metabolic engineering. Particularly, model identifiability has been identified as one of the main roots of the difficulty in this area, implying that there can be (infinitely) many models that will give similar goodness of fit to data. The proposed method has two components: a parameterization of the set of dynamic fluxes that give the same Euclidean distance to the metabolite time slope data and estimation of kinetic parameters associated with each flux. Rather than producing a single best-fit model, the proposed approach in this work can efficiently generate the family of models with the equally good fit to the data.
