Reconstruction of intentional or accidental release of contaminants into the atmosphere using concentration measurements from a sensor network constitutes an inverse problem. An added complexity arises when the contaminant is released from multiple sources. Determining the correct number of sources is critical because an incorrect estimation could mislead and delay response efforts. We present a Bayesian inference method coupled with a composite ranking system to reconstruct multiple source contaminant release events. Our approach uses a multi-source data-driven Gaussian plume model as the forward model to predict the concentrations at sensor locations. Bayesian inference with Markov chain Monte Carlo (MCMC) sampling is then used to infer model parameters within minutes on a conventional processor. The composite ranking system enables the estimation of the number of sources involved in a release event. The ranking formula allows plume model results to be evaluated based on a combination of error (scatter), bias, and correlation components. We use the 2007 FUSION Field Trial concentration data resulting from near-ground-level sources to test the multi-source event reconstruction tool (MERT). We demonstrate successful reconstructions of source parameters, as well as the number of sources involved in a release event with as many as three sources.
Introduction 1
Environmental awareness plays an important role in public safety, health, and threat and couple it with a model ranking system. We adopt a data-driven multi-source Gaussian 74 plume model as the forward model in the Bayesian inference method, and suggest a separate 75 ranking system to estimate the number of sources involved in a release event. We apply the 76 combined method to FFT-07 trial cases with up to three sources. 
Forward Model

78
We adopt a data-driven Gaussian plume model as the forward model, because it is a 79 suitable model for short range releases, over flat terrain under steady wind conditions, such 80 as the FFT-07 trials considered in the present study. It is also computationally inexpensive.
81
Therefore it can be used rapidly in the sampling process within the Bayesian approach.
82
We are able to achieve accurate reconstructions in under two minutes on a conventional 
where C m is the concentration at location (x, y, z), Q is the rate of emission for the point source, U is the average wind speed, and H is the height of the release. We set z to 2m, the 
where σ y and σ z are the standard deviations used in sources involved in an event is then estimated separately using a ranking formula.
112
Generally speaking, the inverse problem can be formulated as follows:
where d is a vector of observed concentration values and m is a vector of forward model pa-114 rameters to be estimated. F is the forward model, which is the Gaussian plume model in our
115
case. Given the observed data, d, our goal is to estimate forward model parameters, m. In 116 most Bayesian inference methods, Bayes' rule is simplified into the following proportionality:
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where P (m|d) refers to the posterior probability density of the forward model parameters, follows:
To avoid division by zero we set a small minimum value for Q/U. Q/U is scaled using this 126 minimum value to ensure that the maximum prior value is unity.
127
There are sensors capable of detecting trace amounts of a material in the atmosphere.
128
But they have their limitations. Sensors can register a nominally zero value when, in fact, 129 local concentration level, d i , can be non-zero and below the detection threshold of the sensor.
130
In such cases, we assign a probability to detecting a zero concentration level as follows:
where ξ i is a concentration measured by a theoretically ideal sensor, d i is the concentration following density:
When a sensor makes an observation at the sensor's detection threshold, C th , we assume 136 that it does so with a probability of 1/2. Based on this assumption and Equation 6, α can 137 be computed in the following manner:
Given Equation 6, the conditional likelihood function is written as follows:
where σ 2 , is the variance, which takes into account modeling and measurement errors cumu-140 latively. We assume that the variance has an inverse gamma prior distribution with hyper 
where n is the number of sources, and Q s is the source emission rate. As in Stockie (2011) 
where, x and y are the Cartesian coordinates, X s and Y s are the coordinates of source s.
149
The origin is shifted to the source location, (X s , Y s ), and the positive x-direction extends in 150 the downwind direction.
151
Next, we introduce additional parameters required by the multi-source model into the
152
Bayesian inference framework. Hereinafter we will refer to the multi-source event reconstruc- forward model parameters for a dual source model can then be written as follows:
where (x s1 , y s1 ) is the primary source location, and θ is the wind direction. We use Markov in the cross-wind direction, such that plumes overlap heavily to behave as a single source release. Therefore, a lower limit of one fifth of the spacing between sensors is used, below which we assume that plumes overlap and can be considered a single source release.
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The 
where i = 2, 3, ..., N and N is the maximum number of possible sources. 
where C is the observed concentration at the sensor andĈ is the estimated concentration performance evaluation protocol (EPA, 1992), the FB is defined as follows:
whereC is the average measured concentration across all sensors, andC is the average of 
The three components described above are combined to form the following ranking model
The ranking model contains a measure of error (scatter), bias, and correlation in a composite large data set, FFT-07, was created for the evaluation and improvement of STE algorithms.
248
The FFT-07 database provides detailed meteorological information and trace gas concentra- 
Evaluation with FFT-07 Trials
252
We use data from Trials 7, 27, 28, and 40 of FFT-07. In trials 27 and 40, there are two 253 sources with different tracer emission rates. Trial 7 is a single source trial that we include 254 M A N U S C R I P T
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in our study to demonstrate that the ranking model will identify the correct number of ignored sensor data that reports an error message for more than 50% of the sampling time.
259
In FFT-07, a grid of 100 digital photoionization detectors (digiPID) were spaced evenly 260 on a square grid at 50m apart and 2m above the ground. A tracer of propylene gas was the correct answer, but we need a quantitative measure. Therefore, we proposed a composite 286 ranking model as described in Section 4.
287
The more reliable the sensor data, the more accurate the reconstruction will be. However,
288
operational data may be less reliable than desired. Hence we use Trial 27 from the FFT-07 289 data set, which has much less reliable data than the Trial 40, to test how less reliable or 290 sparse data affects the reconstruction. 
Composite Ranking Model Results
306
Thus far, we have presented reconstruction of source locations and emission rates for dual 307 and three-source releases. We have not made an attempt to estimate the number of sources 
Conclusions
318
We have extended a Bayesian inference method to reconstruct single-source contaminant 319 release event, SERT, to reconstruct near-ground-level multiple-source release events, MERT.
320
We proposed a composite ranking system to identify the number of sources involved in an 321 event. The ranking formula is independent of the Bayesian method and can potentially be 322 adopted in other event reconstruction methods.
323
We have applied the combined approach to releases from up to three sources, but the 324 method can be extended to more than three sources. In the Bayesian framework we used a Gaussian plume model. However, for complicated dispersion events, sophisticated dispersion 328 models should be preferred as the forward model. . Ranking for each case tested. Colors correspond to individual rank components (e.g. R 2 , FAC2, 1 − |F B|/2) as shown in legend.
(1),(2),(3) refer to single, dual, and three source settings, respectively. FFT-07 Trials 27 and 40 are truly dual source releases. Trial 7 is a single source release and Trial 28 is a three source release.
