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Abstract
In this work we consider a stochastic differential equation (SDEs) with jump. We prove the
existence and the uniqueness of solution of this equation in the strong sense under global Lipschitz
condition. Generally, exact solutions of SDEs are unknowns. The challenge is to approach them
numerically. There exist several numerical techniques. In this thesis, we present the compensated
stochastic theta method (CSTM) which is already developed in the literature. We prove that
under global Lipschitz condition, the CSTM converges strongly with standard order 0.5. We also
investigated the stability behaviour of both CSTM and stochastic theta method (STM). Inspired
by the tamed Euler scheme developed in [8], we propose a new scheme for SDEs with jumps
called compensated tamed Euler scheme. We prove that under non-global Lipschitz condition the
compensated tamed Euler scheme converges strongly with standard order 0.5. Inspired by [11], we
propose the semi-tamed Euler for SDEs with jumps under non-global Lipschitz condition and prove
its strong convergence of order 0.5. This latter result is helpful to prove the strong convergence of
the tamed Euler scheme. We analyse the stability behaviours of both tamed and semi-tamed Euler
scheme We present also some numerical experiments to illustrate our theoretical results.
Key words : Stochastic differential equation, strong convergence, mean-square stability, Euler
scheme, global Lipschitz condition, polynomial growth condition, one-sided Lipschitz condition.
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INTRODUCTION
In many branches of sciences like finance, economics, biology, engineering, ecology one often encoun-
tered some problems influenced by uncertainties. For example, in finance, the unpredictable nature of
events such as markets crashes and booms may have significant and sudden impact on the stock price
fluctuations. Therefore, in order to have more realistic prediction of these phenomena, it is natural
to model them with equations which involves the deterministic part and the random part including
jump. The SDEs with jumps is the generalization of both deterministic part and random part with
jumps. SDEs with jumps have probability theory and stochastic process as prerequisites. We refer to
[2], [3], [4] for general notions in probability theory and stochastic process.
In this thesis, under global Lipschitz condition, we prove the existence and uniqueness of
solution of SDEs with jumps. We focus on the strong convergence of the compensated stochastic
theta methods (CSTM) of these equations under global Lipschitz condition. In particular, we prove
that CSTM have strong convergence of order 0.5. We investigate the stability of both CSTM and
stochastic theta method (STM). For the linear case, we prove that under the assumption
1
2
≤ θ ≤ 1,
CSTM holds the A-stability property. For the general nonlinear problem, we study the stability for
θ = 1. In this case, when the drift coefficient have a negative one-sided Lipschitz coefficient, the
diffusion coefficient and the jump coefficient satisfy the global Lipschitz condition, we prove that STM
reproduce stability under certain step-size and the CSTM is stable for any step-size.
Most phenomena are modelised by SDEs with jumps where the drift coefficient is one-sided
Lipschitz and satisfies the polynomial growth condition. For such equations, it is proved in [10] that
Euler explicit method fails to converge strongly to the exact solution while Euler implicit method
converges strongly, but requires much computational efforts. Recently, a new explicit and efficient
method was developed in [8] called tamed Euler scheme. In [8], the authors proved that the tamed
Euler converges strongly with order 0.5 to the exact solution of SDEs under non-global Lipschitz
condition. In this thesis, we extend the tamed Euler scheme by introducing a compensated tamed
Euler scheme for SDEs with jumps. We prove that this scheme converges strongly with standard order
0.5. We also extend the semi-tamed Euler developed in [11] and we prove that this scheme converge
strongly with order 0.5 for SDEs with jumps. As a consequence of this latter result, we prove the
strong convergence of the tamed Euler scheme for SDEs with jumps. The stability analysis of both
tamed Euler and semi-tamed Euler are done in this thesis.
This thesis is organized as follows. In chapter 1, we recall some basic notions in probability
theory and stochastic process. Chapter 2 is devoted to the proof of the existence and uniqueness of
SDEs with jumps under global Lipschitz condition. In chapter 3, we focus on the strong convergence
of the CSTM and the stability analysis of both CSTM and STM. In chapter 4, under non-global
Lipschitz condition we investigate the strong convergence of the compensated tamed Euler scheme. In
chapter 5, under non-global Lipschitz condition, we investigate the strong convergence and stability
of both semi-tamed Euler scheme and tamed Euler scheme. Our theoretical results are illustrated by
numerical examples at the end of chapter 3, chapter 4 and chapter 5.
2
Chapter 1
Basic notions in probability theory and
stochastic process
1.1 Basic notions in probability theory
In this chapter, we present some basic concepts and results in probability theory and stochastic
process useful to understand the notion of stochastic differential equations.
More details for this chapter can be found in [2], [3] and [4].
1.1.1 Basic notions in probability theory
Definition 1.1.2 [σ- algebra]
Let Ω be a non-empty set.
1. A σ-algebra (or σ-field) F on Ω is a family of subsets of Ω satisfying
(i) Ω ∈ F .
(ii) ∀A ∈ F , Ac ∈ F .
(iii) If (Ai)i∈I is a countable collection of set in F , then ∪i∈IAi ∈ F .
2. Let F1 and F2 be two σ-algebra on Ω. F1 is said to be a sub-σ-algebra of F2 if F1 ⊂ F2.
Remark 1.1.3 1. Given any family B of subset of Ω, we denote by
σ(B) := ∩{C : C, σ − algebra of Ω, B ⊂ C}
the smallest σ-field of Ω containing B, σ(B) is called the σ-field generated by B.
When B is a collection of all open sets of a topological space Ω, σ(B) is called the Borel σ-algebra
on Ω and the elements of σ(B) are called Borel sets.
2. If X : Ω −→ Rn is a function, then the σ-algebra generated by X is the smallest σ-algebra on Ω
containing all the sets of the form
{X−1(U) : U ⊂ Rn, open}.
Definition 1.1.4 [Probability measure].
Let F be a σ-field on Ω. A probability measure is an application P : F −→ [0, 1] satisfying
(i) P(Ω) = 1− P(∅) = 1.
(ii) If (Ai)i∈I is a countable collection of elements of F pairwise disjoints, then
P(∪i∈IAi) =
∑
i∈I
P(Ai).
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Definition 1.1.5 [Probability space].
Let Ω be a non-empty set, F a σ-field on Ω and P a probability measure on F .
The triple (Ω,F ,P) is called a probability space.
Definition 1.1.6 [Negligeable set]
(i) Given a probability space (Ω,F ,P), A ⊂ Ω is said to be P-null or negligeable if P(A) = 0
(ii) A property is said to be true almost surely (a.s) if the set on which this property is not true is
negligeable.
Definition 1.1.7 [Measurability and random variable]
(i) Let (Ω,F ,P) and (Ω′,F ′,P′) be two probability spaces. A function X : Ω −→ Ω′ is said to be
F-measurable if and only if
X−1(U) := {ω ∈ Ω : X(ω) ∈ U} ⊂ F , ∀ U ∈ F ′
(ii) A random variable X is a function X : Ω −→ Ω′ F-measurable.
(iii) If Ω′ = R, then X is called a real random variable.
(iv) If Ω′ = Rn, n > 1 then X is called a vector random variable.
In the following, unless otherwise state, (Ω,F ,P) denote a probability space and X a random
variable, X : Ω −→ Rn.
Remark 1.1.8 .
Every random variable induces a probability measure on Rn denoted µX and define by
µX(B) := P(X−1(B)), ∀B open set of Rn. µX is called the distribution function of X.
Definition 1.1.9 [Expected value]
(i) If X is a random variable such that
∫
Ω ||X(ω)||dP(ω) <∞ almost surely, the quantity
E(X) :=
∫
Ω
X(ω)dP(ω) =
∫
Rn
dµX(x)
is called the expected value of X, where ||.|| denote the euclidean norm on Rn.
(ii) In general, if f : Rn −→ Rm is measurable and ∫Ω ||f(X(ω))||dP(ω) <∞ almost surely, then the
qauntity E(f(X)) define by
E(f(X)) :=
∫
Ω
f(X(ω))dP(ω) =
∫
Rn
f(x)dµX(x)
is called expected value of f(X).
Definition 1.1.10 [Independent random variables]
Let (Ω,F ,P) be a probability space.
1. Two elements A and B of F are independent if
P(A ∩B) = P(A) ∩ P(B).
2. Two random variables X1 and X2 of (Ω,F ,P) are independent if for every choice of different
borel sets B1 and B2 the following holds :
P(X1 ∈ B1, X2 ∈ B2) = P(X1 ∈ B1)× P(X2 ∈ B2).
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The following proposition is from [2].
Proposition 1.1.11 Two random variables X1 and X2 are independent if and only if for any mea-
surable positive functions f1 and f2, the following equality holds
E(f1(X1)f2(X2)) = E(f1(X1))E(f2(X2)).
Definition 1.1.12 [Conditional probability]
For any event A such that P (A) > 0, the conditional probability on A is the probability measure
define by :
P(B/A) :=
P(A ∩B)
P(A)
, ∀B ∈ F .
1.1.13 Conditional expectation
Definition 1.1.14 Let X be a random variable such that
∫
Ω |X(ω)|dP(ω) <∞ almost surely. Let G a
sub σ-algebra of F . The conditional expectation of X relative to the σ-algebra G is a random variable
denoted by E(X/G) satisfying
(i) E(X/G) is G-measurable.
(ii)
∫
G E(X/G)dP =
∫
GXdP, ∀ G ∈ G.
In the litterature, E(X/G) is called the projection of X upon G.
The proof of the following theorem can be seen in [4].
Proposition 1.1.15 (i) E(E(X/G)) = E(X).
(ii) If X is G-measurable, then E(X/G) = X.
(ii) E((X + Y )/G) = E(X/G) + E(Y/G).
(ii) If G ⊂ G′ then E(X/G′) = E.(E(X/G)/G′).
(iv) If σ(X) and G are independent, then E(X/G) = E(X).
(v) If X ≤ Y a.s, then E(X/G) ≤ E(Y/G).
(vi) If X is G measurable, then E(XY/G) = XE(Y/G).
1.1.16 Convergence of random variables
.
Definition 1.1.17 Let p ∈ [1,∞), we denote by Lp(Ω,Rn) the equivalence class of measurable func-
tions X : Ω :−→ Rn, Ft-measurable such that
||X||pLp(Ω,Rn) := E(||X||p) =
∫
Ω
||X(ω)||pdP(ω) < +∞.
Let (Xn) ⊂ Lp(Ω,Rn) be a sequence of random variables and X ∈ Lp(ω,Rn) a random variable. Let
N := {ω : lim
n−→∞Xn(ω) = X(ω)}
1. (Xn) converges to X almost surely if N
c is negligeable.
2. (Xn) converges in probability to X if
∀  > 0 lim
n−→∞P(||Xn −X|| > ) = 0.
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3. (Xn) converges in Lp to X if
lim
n−→+∞E(||Xn −X||
p) = 0.
Definition 1.1.18 : [Frobenius norm]
The Frobenius norm of a m× n matrix A = (aij)1≤i≤n;1≤j≤m is defined by
||A|| :=
√√√√ n∑
j=1
n∑
i=1
|aij |2.
Remark 1.1.19 Frobenius norm and euclidean norm are the same for vectors.
Proposition 1.1.20 [Minkowski inequality : Integral form].
Let 1 ≤ p < +∞ and let (X,A, dx) and (Y,B, dy) be σ-finite measures spaces. Let F be a
measurable function on the product space X × Y . Then(∫
X
∣∣∣∣∫
Y
F (x, y)dy
∣∣∣∣p dx)1/p ≤ ∫
Y
(∫
X
|F (x, y)|pdx
)1/p
dy.
The above inequality can be writen as∥∥∥∥∫
Y
F (., y)dy
∥∥∥∥
Lp(X,A,dx)
≤
∫
Y
||F (., y)||Lp(X,A,dx)dy.
Proposition 1.1.21 [Gronwall inequality] : Continous form
Let a(t) and b(t) be two continuous and positives functions defines on R+ such that
a(t) ≤ b(t) + c
∫ t
0
a(s)ds, ∀ t ∈ R+,
then
a(t) ≤ b(t) + c
∫ t
0
b(s)ec(t−s)ds, ∀ t ∈ R+.
[Gronwall inequality] : Discrete form.
Let θ and K be two constants and (vn) be a sequence satisfying :
vn+1 ≤ (1 + θ)vn +K,
then
vn ≤ enθv0 +Ke
nθ − 1
eθ − 1 .
Proof 1.1.22 [16].
Lemma 1.1.23 [Borel Cantelli]
Let (An)n∈N be a family of subset of Ω.
1. If
∑
n∈N
P(An) <∞, then P
[
lim sup
n−→∞
An
]
= 0.
2. If the events (An) are independent and
∑
n∈N
P(An) = 0, then P
[
lim sup
n−→∞
An
]
= 1.
Proof 1.1.24 [4].
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1.2 Stochastic processes
Definition 1.2.1 Let (Ω,F ,P) be a probability space. A family (Ft)t≥0 of sub σ-algebra of F is called
filtration if Fs ⊂ Ft, ∀ 0 ≤ s ≤ t.
If (Ft) is such that Ft = ∩t>sFs, then (Ft)t≥0 is said to be right continuous.
Definition 1.2.2 A stochastic process is a family of vector random variables (Xt)t≥0. That is for all
t > 0, the application
Xt : Ω −→ Rn
w 7−→ Xt(ω) is measurable.
If (Xt)t≥0 is a stochastic process, then for all t ≥ 0, the application t 7−→ Xt is called sample path.
Definition 1.2.3 Let (Ft) be a filtration on (Ω,F ,P). A stochastic process (Xt) is said to be Ft-
adapted if ∀ t ≥ 0 Xt is Ft-measurable.
Definition 1.2.4 [Martingale] Let (Ft)t≥0 be a filtration on (Ω,F ,P). A stochastic process (Mt)t≥0
is called Ft- martingale if the following properties holds
(i) (Mt) is Ft-adapted.
(ii) E||Mt|| <∞, ∀ t ≥ 0.
(iii) E(Mt/Fs) = Ms, ∀ 0 ≤ s ≤ t.
Remark 1.2.5 (i) If the condition (iii) of the previous definition is replaced by E(Mt/Fs) ≥ Ms,
∀ 0 ≤ s ≤ t, then (Mt) is called submartingale.
(ii) If the condition (iii) of the previous definition is replaced by E(Mt/Fs) ≤Ms, ∀ 0 ≤ s ≤ t, then
(Mt) is called supermartingale.
(iii) A positive submartingale is a submartingale (Xt)t≥0 satisfying Xt ≥ 0 for all t ≥ 0.
Definition 1.2.6 [Predictable process]
Let (Ft)t≥0 be a filtration on (Ω,F ,P). A stochastic process (Xt)t≥0 is called Ft- predictable process
if for all t > 0, Xt is measurable with respect to the σ-algebra generated by {Xs, s < t}.
Proposition 1.2.7 Let M = (Mt) be a submartingale. Then for 1 < p <∞, we have
(i) Markov’s inequality
P
(
sup
0≤s≤t
||Mt|| ≥ α
)
≤ E(||Mt||)
α
, ∀α > 0.
(ii) Doop’s maximal inequality
E
[(
sup
0≤s≤t
||Mt||
)p]1/p
≤ p
p− 1E [||Mt||
p]1/p .
Proof 1.2.8 [4].
Definition 1.2.9 [Wiener process or Brownian motion]
Let (Ω,F ,P) be a probability space and (Ft)t≥0 a filtration on this space. A Ft-adapted stochastic
process (Wt)t≥0 is called Wiener process or Brownian motion if :
(i) W0 = 0.
(ii) t 7−→Wt is almost surely continous.
(iii) (Wt)t≥0 has independent increments (i.e Wt −Ws is independent of Wr, r ≤ s).
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(iv) Wt −Ws  N (0, t− s), for 0 ≤ s ≤ t. Usually, this property is called stationarity.
Proposition 1.2.10 If (Wt) is an Ft- Brownian motion, then the following process are Ft- martin-
gales
(i) Wt.
(ii) W 2t − t.
(iii) exp
(
γWt − γ2 t
2
)
, ∀ γ ∈ R.
Proof 1.2.11 Let 0 ≤ s ≤ t, then
(i)
E(Wt/Fs) = E(Wt −Ws +Ws/Fs)
= Ws + E(Wt −Ws/Fs) since Ws is Fs −measurable
= Ws + E(Wt −Ws) (since the increments are independents )
= Ws (since Wt −Ws  N (0, t− s)).
(ii)
E(W 2t − t/Fs) = E(W 2t +W 2s − 2WsWt + 2WsWt −W 2s /Fs)− t
= E((Wt −Ws)2/Fs) +WsE((2Wt −Ws)/Fs)− t
(since Ws is Fs −measurable )
= E((Wt −Ws)2) +WsE(Wt −Ws) +WsE(Wt/Fs)− t
(since the increments are independents)
= t− s+ 0 +W 2s − t since Wt −Ws  N (0, t− s)
= W 2s − s.
iii) Using the same argument as above, we have :
E(eγWt/Fs) = eγWsE(eγ(Wt−Ws)/Fs)
= eγWsE(eγWt−s)
= eγWs
∫ +∞
−∞
e−x2/2(t−s)√
2pi(t− s)dx
= eγWseγ
2(t−s)/2 = eγWs+γ
2(t−s)/2.
Therefore,
E
(
exp
(
γWt − γ2 t
2
)
/Fs
)
= E(eγWt/Fs)e−γ2t/2
= eγWs+γ
2(t−s)/2e−γ
2t/2
= exp(γWs − γ2s/2).
The following proposition is from [3].
Proposition 1.2.12 Almost all sample paths of a Brownian motion are nowhere differentiable.
Definition 1.2.13 Let (Ω,F ,P) be a probability space and (Ft) a filtration on this space. Let (Sk)k≥1
be an Ft-adapted stochastic process on (Ω,F ,P) with 0 ≤ S1(ω) ≤ S2(ω) ≤ ... for all k ≥ 1 and ω ∈ Ω.
The Ft- adapted process N = (Nt)t≥0 defined by :
Nt :=
∑
k≥1
1{Sk≤k}
is called counting process with jump times Sk.
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Definition 1.2.14 Let (Ω,F ,P) be a probability space and (Ft) a filtration on this space. A counting
process (N)t, Ft- adapted is called poisson process of intensity λ > 0 if :
(i) N0 = 0.
(ii) ∀ 0 ≤ t0 < t1 < ... < tn, the random variables {Ntj −Ntj−1 1 ≤ j ≤ n} are independent.
(iii) For 0 ≤ s ≤ t, Nt −Ns ≈ Nt−s, where ≈ stand for the equality in probability law.
(iv) For all t > 0, Nt follows a poisson law with parameter λt (and we denote Nt! P(λt)). That
is
P(Nt = k) = e−λt
(λt)k
k!
, k ∈ N.
Definition 1.2.15 [Compound poisson process]
Let (Zn) be a sequence of discrete independent identically distributed random variables with prob-
ability law νZ . Let N = (Nt) be a poisson process with parameter λ. Let’s assume that (Nt) and
(Zn) are independent. A compound poisson process with intensity λ > 0 with a jump law νZ is a Ft-
adapted stochastic process (Yt) defined by :
Yt :=
Nt∑
k=1
Zk. (1.1)
Definition 1.2.16 [Compensated poisson process]
A compensated poisson process associated to a poisson process N with intensity λ is a stochastic
process N defined by :
N(t) := N(t)− λt.
Proposition 1.2.17 Let (Ω,F ,P) be a probability space and (Ft) a filtration on this space.
If (N)t is a Ft- adapted poisson process with intensity λ, then
1. N is a Ft- adapted martingale.
2. E(N(t+ s)−N(t)) = 0.
3. E[N(t+ s)−N(t)]2 = λs, ∀ t, s ≥ 0.
4. N
2
t − λt is a martingale.
Proof 1.2.18 1. Let ≤ s ≤ t, then
E(N t/Fs) = E(N t −N s +N s/Fs)
= E(N t −N s/Fs) +N s
= E(Nt −Ns − λt+ λs/Fs) +Ns − λs
= E(Nt −Ns)− λt+ λs+Ns − λs
since the increments of the poisson process are independents
= λ(t− s)− λt+Ns (since Nt −Ns  P(λ(t− s)))
= Ns − λs
= N(s).
2.
E(N(t+ s)−N(t)) = E(N(t+ s)−N(t)− λs)
= λ(t+ s− t)− λs = 0.
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3.
[N(t+ s)−N(t)]2 = [N(t+ s)−N(t)− λs]2
= [N(t+ s)−N(t)]2 + λ2s2 − 2λs(E(t+ s)−N(t)).
Since N(t) P(λt), using the relation E(Nt) = var(Nt) = λt, it follows that :
E[N(t+ s)−N(s)]2 = λ(t+ s− t) + λ2(t+ s− t)2 + λ2s2 − 2λs(λs) = λs.
4.
E[N2t − λt/Fs] = E[N2t /Fs]− λt
= E[N2t +N
2
s − 2N tN s + 2N tN s −N2s/Fs]− λt
= E[(N t −N s)2/Fs] + E[N s(N t −N s)/Fs] + E[N tN s/Fs].
Using the fact that N t have independent increments and using the first part of the theorem, it
follows that
E[N2t − λt/Fs] = E[(N t −N s)2] +N sE(N t −N s) + E[N t −N s +N s/Fs]− λt
= λ(t− s) + 0 +N sE[N t −N s +N s/Fs]− λt
= λt− λs+ 0 + 0 +N2s − λt
= N
2
s − λs
This complete the proof.
1.3 Stochastic integral
Definition 1.3.1 Let Mp([0, T ],R) be the subspace of Lp([0, T ],R) such that for any process
(Xt) ∈Mp([0, T ],R) we have
E
(∫ T
0
|X(t)|pdt
)
<∞.
Consider a Brownian motion W and a stochastic process (Xt) both adapted to a given filtration
(Ft). We will define the following expression called stochastic integral
It(X) =
∫ t
0
X(s)dW (s).
We will also give some of its properties.
Let’s start with the stochastic integral of simple process.
Definition 1.3.2 [Elementary process or simple process]
A process (Xt)t∈R ∈ Lp([0, T ],R) is called simple or elementary process if there exist a partition
0 = t0 < t1 < ... < tn = T such that
Xs(ω) =
n∑
j=0
1]tj ,tj+1]θj(ω),
where θj is a bounded Ftj -measurable random variable.
Definition 1.3.3 [ Itoˆ’s integral]
The Itoˆ’s Integral of the simple process (Xt)t∈R ∈ L2([0, T ],R) is defined by
It(X) =
∫ t
0
X(s)dW (s) :=
n−1∑
j=0
θj(Wtj+1 −Wtj ).
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Lemma 1.3.4 If f is an elementary function in L2([a, b],R) and Wt a Brownian motion, then :
1. E
(∫ b
a f(t)dWt
)
= 0.
2. E
(∫ b
a f(t)dWt
)2
=
∫ b
a E(f
2(t))dt.
Proof 1.3.5 1. By definition we have∫ b
a
f(t)dWt =
n−1∑
j=0
fj(Wtj+1 −Wtj ).
By taking expectation in both sides, we obtain
E
[∫ b
a
f(t)dWt
]
=
n−1∑
j=0
E(fj)E(Wtj+1 −Wtj ) = 0,
since Wtj+1 −Wtj is a normal distribution with mean 0 and standard deviation
√
tj+1 − tj.
2.
(∫ b
a
f(t)dWt
)2
=
n−1∑
j=0
fj(Btj+1 −Wtj )
2
=
n−1∑
j=0
(fj)
2(Wtj+1 −Wtj )2 +
n−1∑
l=0
n−1∑
k=0,k 6=l
flfk(Wtl+1 −Wtl)(Wtk+1 −Wtk).
Taking expectation in both sides and using independence of the increments of Brownian motion,
we get
E
(∫ b
a
f(t)dWt
)2
=
n−1∑
j=0
E(fj)2E
(
Wtj+1 −Wtj
)2
=
n−1∑
j=0
E(fj)2(tj+1 − tj)
=
∫ b
a
E(f2(t))dt.
The following proposition can be seen in [3].
Proposition 1.3.6 For any process X = (Xt)t≥0 ∈M2([0, T ],R), such that E|Xt|2 <∞ for all t ≥ 0,
there exist a sequence (f
(n)
t )t≥0 of simple process such that E|f (n)t |2 <∞ and
lim
n−→∞E
[∫ t
0
|Xs − f (n)s |2ds
]
= 0.
Definition 1.3.7 For any process X = (Xt)t≥0 ∈ M2([0, T ],R), we define a stochastic integral of X
with respect to a Brownian motion W by :∫ t
0
XsdW (s) = lim
n−→∞
∫ t
0
f (n)s dW (s),
where (f
(n)
t ) is the sequence of simple process converging almost surely to X according to the previous
proposition. Moreover, using Itoˆ isometry for elementaries functions one can prove that the limit on
this definition does not depend on the actual choice of (f (n)).
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Proposition 1.3.8 [Properties of Itoˆ integral].
For any process X = (Xt)t≥0 ∈M2([0, T ],R) such that E|Xt|2 <∞, for any functions
f, g ∈M2([0, T ],R) and 0 ≤ S < U < T , the following holds :
(i)
∫ T
S fdW (t) =
∫ U
S fdW (t) +
∫ T
U fdW (t) almost surely.
(ii)
∫ T
S (cf + g)dW (t) = c
∫ T
S fdW (t) +
∫ T
S gdW (t), for any constant c.
(iii)
∫ T
S fdW (t) is FT -measurable.
(iv) E
(∫ t
0 XsdW (s)
)
= 0.
(v) E
(∫ t
0 XsdW (s)
)2
=
∫ t
0 E(X
2
s )ds.
Proof 1.3.9 [3]
Proposition 1.3.10 [3] For any elementary function f (n) Ft-adapted, the integral
In(t, ω) =
∫ t
0
f (n)dW (r)
is a martingale with respect to Ft.
Proof 1.3.11 For t ≤ s, we have :
E[In(s, ω)/Ft] = E
[(∫ s
0
f (n)dW (r)
)
/Ft
]
= E
[(∫ t
0
f (n)dW (r)
)
/Ft
]
+ E
[(∫ s
t
f (n)dW (r)
)
/Ft
]
=
∫ t
0
f (n)dW (r) + E
 ∑
t≤t(n)j ≤t(n)j+1≤s
f
(n)
j ∆Wj/Ft

=
∫ t
0
f (n)dW (r) +
∑
t≤t(n)j ≤t(n)j+1≤s
E[f (n)j ∆Wj/Ft]
=
∫ t
0
f (n)dW (r) +
∑
t≤t(n)j ≤t(n)j+1≤s
E[E[f (n)j ∆Wj/Ftj ]/Ft]
=
∫ t
0
f (n)dW (r) +
∑
t≤t(n)j ≤t(n)j+1≤s
E[f (n)j E[∆Wj/Ftj ]/Ft]
=
∫ t
0
f (n)dW (r), since E[∆Wj/Ftj ] = E[∆Wj ] = 0
= In(t, ω).
Proposition 1.3.12 [Generalisation]
Let f(t, ω) ∈M2([0, T ],R) for all t. Then the integral
Mt(ω) =
∫ t
0
f(s, ω)dW (s)
is a martingale with respect to Ft and
P
[
sup
0≤t≤T
|Mt| ≥ λ
]
≤ 1
λ2
E
[∫ T
0
f2(s, ω)ds
]
, ∀ λ > 0
Proof 1.3.13 [3].
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1.3.14 One dimensional Itoˆ Formula
Definition 1.3.15 [1-dimensional Itoˆ process]
Let Wt be a 1-dimensional Brownian motion on (Ω,F ,P). An Itoˆ process (or Stochastic integral)
is any stochastic process Xt of the form
Xt = X0 +
∫ t
0
u(s, ω)ds+
∫ t
0
v(s, ω)dW (s), (1.2)
where u ∈ L1([0, T ],R) and v ∈ L2([0, T ],R).
Proposition 1.3.16 [ first 1- dimensional Itoˆ formula]
Let (Ω,F ,P) be a complete probability space, (Wt)t∈R+ a one-dimensional Brownian motion and
f : R −→ R such that f is once derivable. If (Xt) is any process of the form (1.2),
then f(Xt) is an Itoˆ processes and
f(Xt) = f(X0) +
∫ t
0
f ′(Xs)usds+
1
2
∫ t
0
f ′′(Xs)v2sds+
∫ t
0
f ′(Xs)vsdWs.
Proof 1.3.17 [2].
Proposition 1.3.18 [ second 1- dimensional Itoˆ formula]
If in the previous proposition we consider f : [0,∞) × R −→ R such that f is once differentiable
with respect to the first variable t and twice differentiable with respect to the second variable x,
then f(t,Xt) is an Itoˆ process and
f(t,Xt) = f(0, X0) +
∫ t
0
∂f
∂t
(s,Xs)ds+
∫ t
0
∂f
∂x
(s,Xs)usds+
∫ t
0
∂f
∂x
(s,Xs)vsdWs +
1
2
∫ t
0
∂2f
∂x2
(s,Xs)v
2
sds,
or in its differential form :
df(t,Xt) =
∂f
∂t
(t,Xt)dt+
∂f
∂x
(t,Xt)dXt +
1
2
∂2f
∂x2
(t,Xt)(dXt)
2.
(dXt)
2 = dXtdXt is computed according to the rules
dtdt = dWtdt = dtdWt = 0, dWtdWt = dt.
Proof 1.3.19 [2].
1.3.20 Multi-dimensional Itoˆ integral
Definition 1.3.21 [m-dimensional Brownian motion][3].
Let W1, · · ·Wm be m Brownian motions. The random variable W = (W1,W2, ...,Wm) is called m-
dimensional Brownian motion. Let Ln×m([0, T ],Rn×m) denotes the set of n×m matrices v = [vij(t, ω)],
1 ≤ i ≤ n, 1 ≤ j ≤ m. Where vij(t, ω) ∈ L2([0, T ],R).
∫ t
0 vsdWs denotes the Itoˆ integral of v with
respect to the m-dimensional Brownian motion W . It can be written into its matrix form
∫ T
0
vdW (s) =
∫ T
0

v11 · · · v1m
. .
. .
. .
vn1 · · · vnm


dW1(s)
.
.
.
dWm(s)
 ,
which is a n× 1 matrix (column vector) whose ith components are given by
m∑
j=1
∫ T
0
vij(s, ω)dWj(s).
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Definition 1.3.22 [n-dimensional Itoˆ process][3].
Let W be an m- Brownain motion and v = [vi,j , 1 ≤ i ≤ n 1 ≤ j ≤ m] an element of
Ln×m([0, t],Rn×m). Let u = (ui)ni=1 such that ui ∈ L2([0, T ]) pour tout 1 ≤ i ≤ n.
The n-dimensional Itoˆ process is any stochastic process of the form
dX(t) = udt+ vdW (t),
which is a system of n Itoˆ process, where the ith process is given by :
dXi(t) = uidt+
m∑
j=1
vijdWj(t).
Proposition 1.3.23 [General Itoˆ formula]
Let dX(t) = udt+ vdW (t) be an n-dimensional Itoˆ process. Let g(t, x) = (g1(t, x), ..., gp(t, x)) be a
function once differentiable with respect to t and twice differentiable with respect to x.
Then the process Y (t) = g(t,X(t)) is also a p-dimensional Itoˆ process, whose component Yk are
given by :
Yk(t) =
∂gk
∂t
(t,Xt)dt+
n∑
i=1
∂gk
∂xi
(t,Xt)dXi +
1
2
+
n∑
i=1
n∑
j=1
∂2gk
∂xi∂xj
(t,Xt)dXidXj ,
where dWidWj = δijdt and dWidt = dtdWi = 0.
Proof 1.3.24 [3].
1.4 Stochastic process with jumps and Stochastic integral with
jumps
Definition 1.4.1 (i) A function f : [0, T ] −→ Rn is said to be right continuous with left limit at
t ∈ [0, T ] if
f(t+) := lim
s−→t+
f(s) and f(t−) := lim
s−→t−
f(s) exist and f(t+) = f(t).
(ii) A function f : [0, T ] −→ Rn is said to be left continuous with right limit if
f(t+) := lim
s−→t+
f(s) and f(t−) := lim
s−→t−
f(s) exist and f(t−) = f(t).
In the litterature, the french short forms ”ca´dla´g” and ”ca´gla´d” denote respectively functions which
are right continous with left limit and left continous with right limit.
Remark 1.4.2 • If f is right continous with left limit at t, then ∆f(t) = f(t) − f(t−) is called
the jump of f at t.
• If f is left continous with right limit at t, then ∆f(t) = f(t+)− f(t) is called the jump of f at t.
Definition 1.4.3 A stochastic process X = (Xt)t≥0 is called jump process if the sample path s 7−→ Xs
is left continuous (ca´gla´g) or right continuous (ca´dla´g) ∀s ≥ 0.
Definition 1.4.4 [Le´vy process]
A stochastic process X = {Xt, t ≥ 0} is a Le´vy process if the following conditions are fulfilled
(i) The increments on disjoint time intervals are independent. That is for 0 ≤ t0 < t1 < ... < tn
{Xtj −Xtj−1 1 ≤ j ≤ n} are independent.
(ii) The increments of sample paths are stationary : Xt −Xs ≈ Xt−s for 0 ≤ t ≤ s.
1.4. STOCHASTIC PROCESS WITH JUMPS AND STOCHASTIC INTEGRAL WITH JUMPS15
(iii) The sample paths are right continuous with left limit.
Remark 1.4.5 The Brownian motion and the poisson process starting at 0 are Le´vy process.
Definition 1.4.6 [2] Let Ducp denote the space of ca`dla`g adapted process equipped with the topology of
the uniform convergence in probability (ucp) on compact sets. ucp : Hn −→ H if ∀ t ≥ 0 sup
0≤s≤t
|Hn(s)−
H(s)| −→ 0 in probability (An −→ A in probability if ∀  > 0,∃ n ∈ N such that n > n =⇒
P(|An −A| > ) < ).
In the sequel Lucp denote the space of adapted ca`dla`g processes (left continous with right limit)
equiped with the ucp topology.
Definition 1.4.7 [2] Let H be an elementary function. i.e there exist a partition
0 = t0 < t1... < tn = T such that
H =
n∑
j=0
Hj1[tj ,tj+1),
where Hj are Ftj -measurable. Let (Xt) be a Le´vy process. The stochastic integral
∫ t
0 H(s)dX(s) is
defined by
JXH(t) :=
∫ t
0
H(s)dX(s) :=
n∑
j=0
Hj(X(tj+1)−X(tj)) t ≥ 0.
Proposition 1.4.8 [2] Let X be a semimartingale, then the mapping JX can be extended to the
continuous linear map
JX : Lucp −→ Ducp.
The above proposition allows us to define a stochastic integral of the form∫ t
0
H(s)dX(s),
where H ∈ Lucp.
Definition 1.4.9 [2] For H ∈ Lucp we define
∫ t
0 H(s)dX(s) :∫ t
0
H(s)dX(s) := lim
n−→+∞
∫ t
0
Hn(s)dX(s),
where (Hn) is a sequence of simple process converging to H.
Proposition 1.4.10 Let f ∈ Lucp and (Nt) be a compensated poisson process. The following holds
(i) E
(∫ t
0 f(s)dN(s)
)
= 0.
(ii) E
(∫ t
0 f(s)dN(s)
)2
= λ
∫ t
0 E(f(s))
2ds.
Proof 1.4.11 [2]
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1.4.12 Itoˆ formula for jump process
Definition 1.4.13 [Itoˆ jump-diffusion process]
The Itoˆ jump-diffusion process is any process of the form
Xt = X0 +
∫ t
0
a(Xs)ds+
∫ t
0
b(Xs)dWs +
∫ t
0
c(Xs)dNs. (1.3)
The coefficient a ∈ L1([0, T ],Rn) is called the drift coefficient, b ∈ L2([0, T ],Rn×m) is called the
diffusion coefficient and c(Xs) ∈ L2([0, T ],Rn) is called the jump coefficient. W is a m-dimentional
Brownian motion and N a one dimentional poisson process.
Proposition 1.4.14 [2, pp 6][Itoˆ formula for jump process]
If (Xt) is a jump-diffusion process of the form (1.3) and f : [0,∞) −→ Rn any function twice
derivable, then f(Xt) is a jump-diffusion process and satisfies the following equation
f(Xt) = f(X0) +
∫ t
0
∂f
∂x
(Xs)asds+
1
2
∫ t
0
∂2f
∂x2
(Xs)b
2
sds+
∫ t
0
∂f
∂x
bsdWs +
∫ t
0
(f(Xs− + c(Xs))− f(Xs−))dNs.
Lemma 1.4.15 [Itoˆ’s lemma for product]
If Xt and Yt are two Itoˆ’s jump-diffusion process, Then XtYt is an Itoˆ jump-diffusion process and
d(XtYt) = YtdXt +XtdYt + dXtdYt.
dX1dX2 is called the Itoˆ’s corrective term and it is computed according to the relations
dt.dt = dNtdt = dtdNt = dWtdNt = dNtdWt = 0, dNtdNt = dNt.
Proof 1.4.16 [2]
After being familiar with some basic notions in probability theory and stochastic process, we
are now ready to provide in the following chapter the proof of the existence and uniqueness of solution
of SDEs with jumps under global Lipschitz conditions.
Chapter 2
Existence and uniqueness of solution of
the jump-diffusion Itoˆ’s stochastic
differential equations
In this chapter, we give the general formulation of the compensated stochastic differential equation
(CSDE) with jumps which will be helpful to prove the existence and the uniqueness solutions of the
stochastic differential equation with jump.
2.1 General formulation
Along this work, ||.|| denote the Frobenius matrix norm, (Ω,Ft,P) denote a complete probability
space. For all x, y ∈ Rn, 〈x, y〉 = x1y1 + · · · , xnyn is the inner product. For all a, b ∈ R,
a ∨ b := max(a, b).
Throughout this work, we consider a jump diffusion Itoˆ’s stochastic differential (SDEs) of the
form
dX(t) = f(X(t−))dt+ g(X(t−))dW (t) + h(X(t−))dN(t), X(0−) = X0, (2.1)
where X0 is the initial condition, X(t
−) = lim
s−→t−
X(s), W (t) is an m-dimensional Brownian motion
and N(t) is a 1-dimensional poisson process with intensity λ > 0. We assume Wt and Nt to be both
Ft-measurable. f : Rn −→ Rn, g : Rn −→ Rn×m and h : Rn −→ Rn.
Our aim in this chapter is to prove the existence and the uniqueness of solution of equation
(2.1) in the strong sense.
Definition 2.1.1 [Strong solution]
A stochastic process X = {Xt}t∈[0,T ] is called strong solution of Itoˆ jump-diffusion differential
equation (2.1) if :
1. Xt is Ft−measurable ∀ t ∈ [0, T ].
2. P
[∫ t
0 |f(Xs, s)|ds <∞
]
= P
[∫ t
0 |g(Xs, s)|2ds <∞
]
= P
[∫ t
0 |h(Xs, s)|2ds <∞
]
= 1.
3. X satisfies equation (2.1) almost surely.
Assumptions 2.1.2 Troughout this chapter, we make the following hypothesis :
There exist positive constants L and K such that for all x, y ∈ Rn,
1. E||X(0)||2 < +∞ and X(0) is independent of the Weiner process W (t) and of the poisson process
N(t).
2. f , g and h satisfy the global Lipschitz condtion :
||f(x)− f(y)||2 ∨ ||g(x)− g(y)||2 ∨ ||h(x)− h(y)||2 ≤ L||x− y||2 (2.2)
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3. f , g and h satisfy the linear growth condition :
||f(x)||2 ∨ ||g(x)||2 ∨ ||h(x)||2 ≤ K(1 + ||x||2). (2.3)
Remark 2.1.3 The globaly Lipschitz condition implies the linear growth condition. So it is enough
to make the assumptions only on the global Lipschitz condition.
Definition 2.1.4 A soluion {Xt} of (2.1) is said to be pathwise unique if any other solution X is a
stochastilly indistinguishable from it, that is P{X(t) = X(t)} = 1, ∀ t ∈ [0, T ] almost surely.
In order to prove the existence and uniqueness solution of (2.1), it is useful to write (2.1) in its
compensated form.
2.1.5 Compensated stochastic differential equation
(CSDE)
From the relation N(t) = N(t) − λt, we have dN(t) = dNt − λdt. Substituting this latter
relation in (2.1) leads to :
dX(t) = fλ(X(t
−))dt+ g(X(t−))dW (t) + h(X(t−))dN(t), (2.4)
where
fλ(x) := f(x) + λh(x). (2.5)
(2.4) can be rewriten into its integral form
X(t) = X0 +
∫ t
0
fλ(X(s
−))ds+
∫ t
0
g(X(s−))dW (s) +
∫ t
0
h(X(s−))dN(s), (2.6)
Lemma 2.1.6 If assumptions 2.1.2 are satisfied, then the function fλ satisfies the global Lipschitz
and the linear growth conditions with constants Lλ = (1 + λ)
2L and Kλ = (1 + λ)
2K respectively.
Proof 2.1.7 1. Using the global lipschitz condition satisfied by f and h, it follows from (2.5) that:
||fλ(x)− fλ(y)||2 = ||f(x)− f(y) + λ(h(x)− h(y))||2
≤
(√
L||x− y||+ λ
√
L||x− y||
)2
= (1 + λ)2L||x− y||2.
2. Along the same lines as above, we obtain the linear growth condition satisfies by fλ.
2.2 Well-posedness problem
Based on Lemma 2.1.6 and using the fact that equations (2.1) and (2.4) are equivalent, the existence
and uniqueness of solution of equation (2.1) is equivalent to the existence and uniqueness of solution
of equation (2.4).
Theorem 2.2.1 If Assumptions 2.1.2 are fulfilled, then there exist a unique strong solution of equation
(2.4).
In order to prove Theorem 2.2.1, we need the following lemma.
Lemma 2.2.2 let X0(t) = X0(t), ∀t ∈ [0, T ] and
Xn+1(t) = X0 +
∫ t
0
f(Xn(s−))ds+
∫ t
0
g(Xn(s−))dW (s) +
∫ t
0
h(Xn(s−))dN(s)ds, (2.7)
then
E||Xn+1(t)−Xn(t)||2 ≤ (Mt)
n+1
(n+ 1)!
, (2.8)
where M is a positive constant depending on λ,K,L,X0.
2.2. WELL-POSEDNESS PROBLEM 19
Proof 2.2.3 : By induction
1. For n = 0
||X1(t)−X0(t)||2 =
∥∥∥∥∫ t
0
fλ(X0(s
−))ds+
∫ t
0
g(X0(s
−))dW (s) +
∫ t
0
h(X0(s
−))dN(s)
∥∥∥∥2
≤ 3
∥∥∥∥∫ t
0
fλ(X0(s
−))ds
∥∥∥∥2 + 3 ∥∥∥∥∫ t
0
g(X0(s
−))dW (s)
∥∥∥∥2
+ 3
∥∥∥∥∫ t
0
h(X0(s
−))dN(s)
∥∥∥∥2 . (2.9)
Using Cauchy-Schwartz inequality and the linear growth condition, it follows that:
E(I1(t)) := E
(
3
∥∥∥∥∫ t
0
fλ(X0(s
−))ds
∥∥∥∥2
)
≤ 3T
∫ t
0
E||fλ(X0(s−))||2ds
≤ 3TKλ
∫ t
0
(1 + E||X0||2)ds. (2.10)
From the martingale property of N(t) and the linear growth condition, it follows that :
E(I2(t)) := E
(
3
∥∥∥∥∫ t
0
h(X0(s
−))dN˜(s)
∥∥∥∥2
)
= 3λ
∫ t
0
E||h(X0(s−))||2ds
≤ 3λK
∫ t
0
(1 + E|X0|2)ds. (2.11)
Using the martingale property of W (t) and the linear growth condition, it follows that :
E(I3(t)) := E
(
3
∥∥∥∥∫ t
0
g(X0(s
−))dW (s)
∥∥∥∥2
)
≤ 3K
∫ t
0
(1 + E||X0||2)ds. (2.12)
Taking expectation in both sides of (2.9) and using estimations (2.10), (2.11) and (2.12) leads
to :
E||X1(t)−X0(t)||2 ≤ (3TKλ + 3K + 3λK)
∫ t
0
(1 + E||X0||2)ds ≤Mt, (2.13)
where M = (3TKλ + 3K + 3λK) ∨ (3TLλ + 3L+ 3λL).
2. Let’s assume that inequality (2.8) holds up to a certain rank n ≥ 0. We have to show that it
remains true for n+ 1. That is, we have to prove that E||Xn+2(t)−Xn+1(t)||2 ≤ (Mt)
n+2
(n+ 2)!
.
Xn+2(t) = X0 +
∫ t
0
fλ(X
n+1(s−))ds+
∫ t
0
g(Xn+1(s−))dW (s) +
∫ t
0
h(Xn+1(s−))dN(s),
Xn+1(t) = X0 +
∫ t
0
fλ(X
n(s−))ds+
∫ t
0
g(Xn(s−))dW (s) +
∫ t
0
h(Xn(s−))dN(s)
||Xn+2(t)−Xn+1(t)||2 =
∥∥∥∥∫ t
0
[
fλ(X
n+1(s−)− fλ(Xn(s−))
]
ds
+
∫ t
0
[g(Xn+1(s−))− g(Xn(s−))]dW (s)
+
∫ t
0
[h(Xn+1(s−))− h(Xn(s−))]dN(s)
∥∥∥∥2 .
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Using the inequality (a+ b+ c)2 ≤ 3a2 + 3b2 + 3c2 for all a, b, c ∈ R, it follows that :
||Xn+2(t)−Xn+1(t)||2 ≤ 3
∥∥∥∥∫ t
0
[fλ(X
n+1(s−))− fλ(Xn(s−))ds
∥∥∥∥2
+ 3
∥∥∥∥∫ t
0
[g(Xn+1(s−))− g(Xn(s−))dW
∥∥∥∥2
+ 3
∥∥∥∥∫ t
0
[h(Xn+1(s−))− h(Xn(s−))]dN
∥∥∥∥2 .
Using the martingale properties of W (s) and N(s) and the global Lipschitz condition satisfied by
fλ, g and h, it follows that :
E||Xn+2(t)−Xn+1(t)||2 ≤ (3TLλ + 3L+ 3λL)
∫ t
0
E||Xn+1(s−)−Xn(s−)||2ds.
Using the hypothesis of induction, it follows that :
E||Xn+2(t)−Xn+1(t)||2 ≤ M
∫ t
0
(Ms)n+1
(n+ 1)!
ds =
(Mt)n+2
(n+ 2)!
.
This complete the proof of the lemma.
Proof 2.2.4 [Theorem 2.2.1]
Uniqueness : Let X1 and X2 be two solutions of (2.6). Then :
X1(t) = X0 +
∫ t
0
fλ(X1(s
−))ds+
∫ t
0
g(X1(s
−))dW (s) +
∫ t
0
h(X1(s
−))dN(s),
X2(t) = X0 +
∫ t
0
fλ(X2(s
−))ds+
∫ t
0
g(X2(s
−))dW (s) +
∫ t
0
h(X2(s
−))dN(s).
Therefore,
||X1(t)−X2(t)||2 =
∥∥∥∥∫ t
0
[
fλ(X1(s
−))− fλ(X2(s−))
]
ds+
∫ t
0
[g(X1(s
−))− g(X2(s−))]dW (s)
+
∫ t
0
[h(X1(s
−))− h(X2(s−))]dN(s)
∥∥∥∥2
≤ 3
∥∥∥∥∫ t
0
[fλ(X1(s
−))− fλ(X2(s−))]ds
∥∥∥∥2 + 3 ∥∥∥∥∫ t
0
[g(X1(s
−))− g(X2(s−))]dW (s)
∥∥∥∥2
+ 3
∥∥∥∥∫ t
0
[h(X1(s
−))− h(X2(s−))]dN(s)
∥∥∥∥2 . (2.14)
Using Cauchy-Schwartz inequality and the globaly Lipschitz condition, it follows that :
E(I1(t)) := E
(
3
∥∥∥∥∫ t
0
[fλ(X1(s
−))− fλ(X2(s−))]ds
∥∥∥∥2
)
≤ 3t
∫ t
0
E
∥∥fλ(X1(s−))− fλ(X2(s−))∥∥2
≤ 3tLλ
∫ t
0
E||X1(s−)−X2(s−)||2ds. (2.15)
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Using the martingale property of W (s) and the global Lipschitz condition, it follows that :
E(I2(t)) := E
(
3
∥∥∥∥∫ t
0
[g(X1(s
−))− g(X2(s−))]dW (s)
∥∥∥∥2
)
≤ 3
∫ t
0
E
∥∥g(X1(s−))− g(X2(s−))∥∥2 ds
≤ 3L
∫ t
0
E
∥∥X1(s−)−X2(s−)∥∥2 ds. (2.16)
Along the same lines as above, we obtain :
E(I3(t)) := E
(
3
∥∥∥∥∫ t
0
[h(X1(s
−))− h(X2(s−))]dN(s)
∥∥∥∥2
)
≤ 3L
∫ t
0
E
∥∥X1(s−)−X2(s−)∥∥2 ds. (2.17)
Taking expectation in both sides of (2.14) and using estimations (2.15), (2.16) and (2.17) leads to :
E||X1(t)−X2(t)||2 ≤ (3tLλ + 3L+ 3λL)
∫ t
0
E||X1(s−)−X2(s−)||2ds. (2.18)
Applying Gronwall lemma (contonuous form) to inequality (2.18) leads to :
E||X1(t)−X2(t)||2 = 0, ∀t ∈ [0, T ].
It follows from Markov’s inequality that :
∀ a > 0, P(||X1 −X2||2 > a) = 0.
Therefore,
P ({X1(t) = X2(t), t ∈ [0, T ]}) = 1 a.s.
Existence:
From the sequence Xn(t) defined in Lemma 2.2.2, it follows that :
||Xn+1(t)−Xn(t)||2 =
∥∥∥∥∫ t
0
[fλ(X
n(s−))− fλ(Xn−1(s−))]ds+
∫ t
0
[g(Xn(s−))− g(Xn−1(s−))]dW (s)
+
∫ t
0
[h(Xn(s−))− h(Xn−1(s−))]dN(s)
∥∥∥∥2 . (2.19)
Taking expectation and the supremum in the both sides of inequality (2.19) and using inequality (a+
b+ c)2 ≤ 3a2 + 3b2 + 3c2 for all a, b, c ∈ R leads to :
E
(
sup
0≤t≤T
||Xn+1(t)−Xn(t)||2
)
≤ 3T sup
0≤t≤T
(
E
∫ t
0
||fλ(Xn(s−)− fλ(s−)||2ds
)
+ 3E
(
sup
0≤t≤T
M1(t)
)
+ 3E
(
sup
0≤t≤T
M2(t)
)
, (2.20)
where
M1(t) =
∥∥∥∥∫ t
0
[g(Xn(t))− g(Xn−1(t))]dW (s)
∥∥∥∥2
M2(t) =
∥∥∥∥∫ t
0
[h(Xn(t))− h(Xn−1(t))]dN(s)
∥∥∥∥2 .
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Using the global Lipschitz condition, it follows that
E
(
sup
0≤t≤T
∫ t
0
||fλ(Xn(s−))− fλ(Xn−1(s−))||2ds
)
≤ Lλ
∫ T
0
E||Xn(s−)−Xn−1(s−)||2ds. (2.21)
Using respectively Doop’s maximal inequality, martingale property of W (s) and global Lipschitz con-
dition satisfied by g, it follows that :
E
(
sup
0≤t≤T
M1(t)
)
≤ 4M1(t) = 4E
∥∥∥∥∫ T
0
[g(Xn(s−))−Xn−1(s−))]dW (s)
∥∥∥∥2
= 4
∫ T
0
E||g(Xn(s−))− g(Xn−1(s−))||2ds
≤ 4L
∫ T
0
E||Xn(s−)−Xn−1(s−)||2ds. (2.22)
Along the same lines as above, we obtain
E
(
sup
0≤t≤T
M2(t)
)
≤ 4λL
∫ T
0
E||Xn(s−)−Xn−1(s−)||2ds. (2.23)
Inserting (2.21), (2.22) and (2.23) in (2.20) leads to :
E
(
sup
0≤t≤T
||Xn+1(t)−Xn(t)||2
)
≤ (3Lλ + 12L+ 12λL)
∫ T
0
E||Xn(s−)−Xn−1(s−)||2ds.
Using Lemma 2.2.2, it follows that :
E
(
sup
0≤t≤T
||Xn+1(t)−Xn(t)||2
)
≤ C
∫ T
0
(Ms−)n
n!
ds = C
(MT−)n+1
(n+ 1)!
,
where C = 3Lλ + 12L+ 12λL.
It follows from Doop’s and Markov’s inequalities that :
P
(
sup
0≤t≤T
||Xn+1(t)−Xn(t)|| > 1
2n+1
)
≤ E||X
n+1(t)−Xn(t)||2(
1
(2n+1)
)2 ≤ C (22MT )n+1(n+ 1)! .
Moreover,
∞∑
n=0
(22MT )n+1
(n+ 1)!
= e2
2MT − 1 <∞.
Using Borel Cantelli’s Lemma, it follows that :
P
(
sup
0≤t≤T
||Xn+1(t)−Xn(t)|| > 1
2n+1
)
= 0, almost surely.
Therefore, for almost every ω ∈ Ω, ∃ n0(ω) such that
sup
0≤t≤T
||Xn+1(t)−Xn(t)|| ≤ 1
2n+1
, ∀ n ≥ n0(ω).
Therefore Xn converge uniformly on [0, T ]. Let X be its limit.
Futhermore, since Xnt is continuous and Ft-measurable for all n ∈ N, it follows that X(t) is
continuous and Ft- measurable. It remains to prove that X is a solution of equation 2.1.
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One can see that (Xn) converges in L2([0, T ]× Ω,Rn). Indeed,
||Xmt −Xnt ||2L2 ≤
m−1∑
k=n
||Xk+1t −Xkt ||L2 ≤
∞∑
k=n
(MT )k+1
(k + 1)!
−→ 0, as n −→∞.
Therefore, (Xn) is a Cauchy sequence in a Banach L2([0, T ]× Ω,Rn), so its converges to X.
Using Fatou’s lemma, it follows that :
E
[∫ T
0
||Xt −Xnt ||2dt
]
≤ lim inf
m−→+∞E
[∫ T
0
||Xmt −Xnt ||2dt
]
−→ 0, when m −→ +∞.
Using the global Lipschitz condition and the Ito isometry, it follows that
E
∥∥∥∥∫ t
0
[g(Xs)− g(Xns )]dWs
∥∥∥∥2 ≤ LE∫ t
0
||Xs −Xns ||2ds −→ 0 when n −→ +∞.
So we have the following convergence in L2([0, T ]× Rn)∫ t
0
g(Xns )dWs −→
∫ t
0
g(Xs)dWs.
Along the same lines as above, the following holds convergence holds in L2([0, T ]× Rn)∫ t
0
g(Xns )dN s −→
∫ t
0
g(Xs)dN s.
Using Holder inequality and the global Lipschitz condition, it follows that :
E
∥∥∥∥∫ t
0
[fλ(Xs)− fλ(Xns )]ds
∥∥∥∥2 ≤ LλE∫ t
0
||Xs −Xns ||2ds −→ 0 when n −→ +∞.
So the following convergence holds in L2([0, T ]× Rn)∫ t
0
fλ(X
n
s )dN s −→
∫ t
0
fλ(Xs)dN s.
Therefore, taking the limit in the sense of L2([0, T ]× Rn) in the both sides of the following equality :
Xn+1(t) = X0 +
∫ t
0
f(Xn(s−))ds+
∫ t
0
g(Xn(s−))dW (s) +
∫ t
0
h(Xn(s−))dN(s)ds
leads to :
X(t) = X0 +
∫ t
0
f(X(s−))ds+
∫ t
0
g(X(s−))dW (s) +
∫ t
0
h(X(s−))dN(s)ds.
So X(t) is a strong solution of (2.1). This complete the proof of Theorem 2.2.1.
Generally, analitycal solutions of SDEs are unknows. Knowing that the exact solution exist, one
tool to approach it, is the numerical resolution. In the following chapters, we provide some numerical
schemes for SDEs with jumps.
Chapter 3
Strong convergence and stabilty of the
compensated stochastic theta methods
Our goal in this chapter is to prove the strong convergence of the compensated stochastic theta
method (CSTM) and to analyse the stability behavior of both stochastic theta method(STM) and
CSTM under global Lipschitz conditions. The strong convergence and stability of STM for SDEs with
jumps has been investigated in [5], while the strong convergence and stability of the CSTM for SDEs
with jumps has been investigated in [7]. Most results presented in this chapter are from [5] and [7].
In the following section, we recall the theta method which will be used to introduce the STM and the
CSTM.
3.1 Theta Method
Let’s consider the following deterministic differential equation
{
u′(t) = f(t, u(t))
u(t0) = u0,
which can be writen into its following integral form :
u(t) = u0 +
∫ t
t0
f(s, u(s))ds. (3.1)
3.1.1 Euler explicit method
This method use the following approximation :∫ b
a
f(s)ds ' (b− a)f(a).
So for a constant step ∆t, the Euler explicit approximation of (3.1) is given by :
uk+1 = uk + ∆tf(tk, uk),
where uk := u(tk).
3.1.2 Euler implicit method
This method use the following approximation∫ b
a
f(s) ' (b− a)g(b).
Therefore, for a constant step ∆t, the Euler implicit approximation of (3.1) is :
uk+1 = uk + ∆tf(tk, uk+1).
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3.1.3 Theta Euler method
In order to have a better approximation of the integral, we can take a convex combinaison of Euler
explict and Euler implicit method. So we have the following approximation∫ b
a
f(s)ds ' (b− a)[(1− θ)f(a) + θf(b)],
where θ is a constant satisfying 0 ≤ θ ≤ 1.
Hence, for a constant step ∆t, the Euler theta approximation of (3.1) is :
uk+1 = uk + ∆t[(1− θ)f(tk, uk) + θf(tk, uk+1)].
For θ = 1, the Euler theta method is called Euler backward method, which is also the Euler implicit
method.
3.1.4 Stochastic theta method and compensated stochastic theta method
(STM and CSTM)
In order to have an approximate solution of equation (2.1), we use the theta Euler method for
the deterministic integral and the Euler explicit method for the two random parts. So we have the
following approximate solution of (2.1) called Stochastic theta method (STM) :
Yn+1 = Yn + (1− θ)f(Yn)∆t+ θf(Yn+1)∆t+ g(Yn)∆Wn + h(Yn)∆Nn, (3.2)
where Yn := X(tn), ∆Wn := W (tn+1)−W (tn) and ∆Nn := N(tn+1)−N(tn)
Applying the same rules as for the STM to equation (2.6) leads to :
Yn+1 = Yn + (1− θ)fλ(Yn)∆t+ θfλ(Yn+1)∆t+ g(Yn)∆Wn + h(Yn)∆Nn, (3.3)
where
fλ(x) = f(x) + λh(x).
The numerical approximation (3.3) is called compensated stochastic theta method (CSTM).
3.2 Strong convergence of the CSTM on a finite time interval [0,T]
In this section, we prove the strong convergence of order 0.5 of the CSTM. Troughout, T is a fixed
constant. For t ∈ [tn, tn+1) we define the continuous time approximation of (3.3) as follows :
Y (t) := Yn + (1− θ)(t− tn)fλ(Yn) + θ(t− tn)fλ(Yn+1) + g(Yn)∆Wn(t) + h(Yn)∆Nn(t), (3.4)
where ∆Wn(t) := W (t)−W (tn), ∆Nn(t) := N(t)−N(tn)
The continuous approximation (3.4) can be writen into its following integral form :
Y (t) = Y0 +
∫ t
0
[(1− θ)fλ(Y (s)) + θfλ(Y (s+ ∆t))] ds+
∫ t
0
g(Y (s))dW (s)
+
∫ t
0
h(Y (s))dN(s), (3.5)
where
Y (s) :=
∞∑
n=0
1{tn≤s<tn+1}Yn.
It follows from (3.4) that Y (tn) = Yn. In others words, Y (t) and Yn coincide at the grid points. The
main result of this section is formulated in the following theorem.
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Theorem 3.2.1 Under Assumptions 2.1.2, the continuous time approximation solution Y (t) given by
(3.5) converges to the true solution X(t) of (2.1) in the mean square sense. More precisely,
E
(
sup
0≤t≤T
||Y (t)−X(t)||2
)
≤ C(1 + E||X0||2)∆t,
where C is a positive constant independent of the stepsize ∆t.
In order to prove Theorem 3.2.1, we need the following two lemmas.
Lemma 3.2.2 Under Assumptions 2.1.2, there exist a fixed constant ∆t0 such that for any stepsize
∆t satisfying 0 < ∆t < ∆t0 <
1
Kλ + 1
, the following bound of the numerical solution holds
sup
0≤n∆t≤T
E||Yn||2 ≤ C1(1 + E||X0||2),
where C1 is a positive constant independent of ∆t.
Proof 3.2.3 From (3.3), it follows that :
||Yn+1 − θ∆tfλ(Yn+1)||2 = ||Yn + (1− θ)fλ(Yn)∆t+ g(Yn)∆Wn + h(Yn)∆Nn||2. (3.6)
Taking expectation in both sides of (3.6) leads to :
E||Yn+1 −∆tθfλ(Yn+1)||2 = E||Yn||2 + (1− θ)2(∆t)2E||fλ(Yn)||2 + E||g(Yn)∆Wn||2 + E||h(Yn)∆Nn||2
+ 2E〈Yn, (1− θ)fλ(Yn)∆t〉. (3.7)
Since W is a Brwonian motion, ∆Wn = Wtn+1 −Wtn ! N (0, tn+1 − tn). So E(∆Wn) = 0.
Using the properties E(∆Wn) = 0 and E(∆Nn) = 0, we have
E〈Yn, g(Yn)∆Wn〉 = E〈fλ(Yn)∆, g(Yn)∆Wn〉 = E〈fλ(Yn)∆t, h(Yn)∆Nn〉 = 0.
The martingale properties of ∆Wn and ∆Nn leads to :
E||g(Yn)∆Wn||2 = E||g(Yn)||2∆t and E||h(Yn)∆Nn||2 = λ∆tE||h(Yn)||2.
Hence equality (3.7) becomes :
E||Yn+1 −∆tθfλ(Yn+1)||2 = E||Yn||2 + (1− θ)2(∆t)2E||fλ(Yn)||2 + E||g(Yn)||2∆t
+ 2(1− θ)∆tE〈Yn, fλ(Yn)〉+ λ∆tE||h(Yn)||2. (3.8)
Using Cauchy-Schwartz inequality and the linear growth condition, it follows that :
E〈Yn, fλ(Yn)〉 = E||Ynfλ(Yn)|| ≤
√
E||Yn||2E||fλ(Yn)||2
≤ 1
2
E||Yn||2 + 1
2
E||fλ(Yn)||2
≤ Kλ
2
+
1
2
(1 +Kλ)E||Yn||2.
By the same arguments as above, it follows that :
E〈Yn+1, fλ(Yn+1)〉 ≤ Kλ
2
+
1
2
(1 +Kλ)E||Yn+1||2.
Since θ ∈ [0, 1] and ∆t ∈]0, 1[, it follows from (3.8) that :
E||Yn+1||2 ≤ 2∆tE|〈Yn+1, fλ(Yn+1)〉|+ E||Yn||2 + ∆tE||fλ(Yn)||2 + ∆tE||g(Yn)||2
+ 2∆tEYn, fλ(Yn) + λ∆tE||h(Yn)||2
≤ 2∆t
[
1
2
(1 +Kλ)E||Yn+1||2 + 1
2
Kλ
]
+ E||Yn||2 + ∆tKλ(1 + E||Yn||2) + ∆tK(1 + E||Yn||2)
+ 2∆t
[
1
2
(1 +Kλ)E||Yn||2 + 1
2
Kλ
]
+ λ∆tK(1 + E||Yn||2).
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Therefore, from the above inequality the following holds :
(1−∆t−∆tKλ)E||Yn+1||2 ≤ (1 + ∆tKλ + ∆tK + ∆t+ ∆tKλ + λ∆tK)E||Yn||2
+ ∆tKλ + ∆tKλ + ∆tK + ∆tKλ + λ∆tK
≤ (1 + 2∆tKλ + ∆tK + ∆t+ ∆tλK)E||Yn||2 + 3∆tKλ + ∆tK + λ∆tK.
Then it follows from the previous inequality that :
E||Yn+1||2 ≤
(
1 +
3Kλ∆t+K∆t+ λK∆t+ 2∆t
1−∆t−Kλ∆t
)
E||Yn||2 + 3Kλ∆t+K∆t+ λK∆t+ 2∆t
1−∆t−Kλ∆t .
Since ∆t < ∆t0 <
1
Kλ + 1
, we have 1−∆t−Kλ∆t > 1−∆t0 −Kλ∆t0 > 0 and then
E||Yn+1||2 ≤
(
1 +
3Kλ +K + λKt+ 2
1−∆t0 −Kλ∆t0 ∆t
)
E||Yn||2 + 3Kλ +K + λKt+ 2
1−∆t0 −Kλ∆t0 ∆t0.
In the short form, we have
E||Yn+1||2 ≤ (1 +A)E||Yn||2 +B, (3.9)
where
A =
3Kλ +K + λK + 2
1−∆t0 −Kλ∆t0 ∆t and B =
3Kλ +K + λK + 2
1−∆t0 −Kλ∆t0 ∆t0.
Applying Gronwall lemma (discrete form) to (3.9) leads to :
E||Yn||2 < enAE||X0||2 +Be
nA − 1
eA − 1 , (3.10)
nA =
3Kλ +K + λK + 2
1−∆t0 −Kλ∆t0 n∆t ≤
3Kλ +K + λK + 2
1−∆t0 −Kλ∆t0 T, since n∆t ≤ T.
Therefore, it follows from (3.10) that :
E||Yn||2 ≤ eCE||X0||2 +B e
C − 1
eD − 1 , (3.11)
where
C =
3Kλ +K + λK + 2
1−∆t0 −Kλ∆t0 T and D =
3Kλ +K + λK + 2
1−∆t0 −Kλ∆t0 ∆t0.
It is straightforward to see that B, C and D are independents of ∆t.
(3.11) can be rewritten into the following appropriate form :
E||Yn||2 ≤ C1(1 + E||X0||2) C1 = max
(
eC , B
eC − 1
eD − 1
)
.
This complete the proof of the lemma.
Lemma 3.2.4 If the conditions of Lemma 3.2.2 are satisfied, then there exist a positive constant C2
independent of ∆t such that for s ∈ [tn, tn+1)
E||Y (s)− Y (s)||2 ∨ E||Y (s)− Y (s+ ∆t)||2 ≤ C2(1 + E||X0||2)∆t.
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Proof 3.2.5 1. The continous interpolation of the numerical solution (3.3) is given by
Y (s) = Yn + (1− θ)(s− tn)fλ(Yn) + θ(s− tn)fλ(Yn+1) + g(Yn)∆Wn(s) + h(Yn)∆N(s),
where
Y (s) =
∞∑
n=0
1{tn≤s<tn+1}Yn.
For s ∈ [tn, tn+1), we have Y (s) = Yn. Then, we have the following equality :
Y (s)− Y (s) = (1− θ)(s− tn)fλ(Yn) + θ(s− tn)fλ(Yn+1) + g(Yn)∆Wn(s)
+ h(Yn)∆N(s). (3.12)
By squaring both sides of (3.12) and taking expectation, using the martingale properties of ∆Wn
and ∆Nn leads to :
E||Y (s)− Y (s)||2 ≤ 3(1− θ)2(s− tn)2E||fλ(Yn)||2 + 3θ2(s− tn)2E|fλ(Yn+1)|2 + 3E||g(Yn)∆Wn(s)||2
+ 3E||h(Yn)∆Nn(s)||2
≤ 3(1− θ)2∆t2E||fλ(Yn)||2 + 3θ2∆t2E||fλ(Yn+1)||2 + 3∆tE||g(Yn)||2
+ 3λ∆tE||h(Yn)||2. (3.13)
By using the linear growth condition and the fact that θ ∈ [0, 1], it follows from (3.13) that :
E||Y (s)− Y (s)||2 ≤ 3∆tKλ(1 + E||Yn||2) + 3∆Kλ(1 + E||Yn+1||2)
+ 3∆tK(1 + E||Yn||2) + 3∆tλK(1 + E||Yn||2). (3.14)
Now by application of Lemma 3.2.4 to (3.14), it follows that there exist a constant C1 > 0
independent of ∆t such that :
E||Y (s)− Y (s)||2 ≤ C1(1 + E||X0||2)∆t.
2. For s ∈ [tn, tn+1), s + ∆t ∈ [tn+1, tn+2) and then Y (s + ∆t) = Yn+1. So it follows from (3.4)
that :
Y (s+ ∆t) = Yn+1
= Yn + (1− θ)(tn+1 − tn)fλ(Yn) + θ(tn+1 − tn)fλ(Yn+1) + g(Yn)∆Wn + h(Yn)∆Nn.
So we have
Y (s)− Y (s+ ∆t) = (1− θ)(s− tn+1)fλ(Yn) + θ(s− tn+1)fλ(Yn+1) + g(Yn) (W (s)−W (tn+1))
+ h(Yn)
(
N(s)−N(tn+1)
)
. (3.15)
By squaring both sides of (3.15), taking expectation and using martingale properties of ∆Wn
and ∆Nn, it follows that
E||N(s)− Y (s+ ∆t)||2 ≤ 3∆tE||fλ(Yn)||2 + 3∆tE||fλ(Yn+1)||2 + 3∆tE||g(Yn)||2 + 3λ∆tE||h(Yn)||2.
Applying respectively the linear growth condition and Lemma 3.2.4 to the previous inequality, it
follows that there exist a positive constant C2 independent of ∆t such that :
E||Y (s)− Y (s+ ∆t)||2 ≤ C2(1 + E||X0||2)∆t.
This complete the proof of Lemma 3.2.4.
Now, we are ready to give the proof of Theorem 3.2.1.
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Proof 3.2.6 [Theorem 3.2.1]
From equations (2.6) and (3.5), it follows that :
||Y (s)−X(s)||2 =
∥∥∥∥∫ s
0
[(1− θ)(fλ(Y (r))− fλ(X(r−)) + θ(fλ(Y + ∆t))− fλ(X(r−))]dr
+
∫ s
0
(g(Y (r))− g(X(r−)))dW (r) +
∫ s
0
(h(Y (r))− h(X(r−)))dN(r)
∥∥∥∥2 .
Taking expectation in both sides of the above equality and using the inequality
(a+ b+ c)2 ≤ 3a2 + 3b2 + 3c2 for all a, b, c ∈ R leads to :
E
[
sup
0≤s≤t
||Y (s)−X(s)||2
]
≤ 3E
(
sup
0≤s≤t
M1(t)
)
+ 3E
(
sup
0≤s≤t
M2(t)
)
+ 3E
(
sup
0≤s≤t
M3(t)
)
, (3.16)
where
M1(t) =
∥∥∥∥∫ s
0
[(1− θ)(fλ(Y (r))− fλ(X(r−))]dr
∥∥∥∥2 , M2(s) = ∥∥∥∥∫ s
0
[g(Y (r))− g(X(r−))]dW (r)
∥∥∥∥2
and M3(s) =
∥∥∥∥∫ s
0
[h(Y (r))− h(X(r−))]dN(r)
∥∥∥∥2 .
Using Holder inequality, it follows that :
M1(s) ≤ s
∫ s
0
∥∥(1− θ)(fλ(Y (r))− fλ(X(r−)) + θ(fλ(Y (r + ∆t))− fλ(X(r−))∥∥2 dr. (3.17)
Using the convexity of the application x 7−→ ||x||2, it follows from (3.17) that
M1(s) ≤ s
∫ s
0
(1− θ)||fλ(Y (r))− fλ(X(r−))||2dr + s
∫ s
0
θ||fλ(Y (r + ∆t))− fλ(X(r−))||2dr.
Taking the supremum in both sides of the above inequality and using the global Lipschitz condition
satisfied by fλ, and then taking expectation it follows that
E
[
sup
0≤s≤t
M1(s)
]
≤ t(1− θ)Lλ
∫ t
0
E||Y (r)−X(r−)||2dr + tθLλ
∫ t
0
E||Y (r)−X(r−)||2dr. (3.18)
Using Doop’s inequality, it follows that :
E
[
sup
0≤s≤t
M2(s)
]
≤ 4 sup
0≤s≤t
E[M2(s)] = 4 sup
0≤s≤t
∫ s
0
E||g(Y (r))− g(X(r−))||2dr.
Using the global Lipschitz condition satisfied by g, it follows that :
E
[
sup
0≤s≤t
M2(s)
]
≤ 4L
∫ t
0
E||Y (r)−X(r−)||2dr. (3.19)
Along the same lines as above, we have
E
[
sup
0≤s≤t
M3(s)
]
= 4λL
∫ t
0
E||Y (r)−X(r−)||2dr. (3.20)
Inserting (3.18), (3.19) and (3.20) in (3.16) leads to :
E
[
sup
0≤s≤t
||Y (s)−X(s)||2
]
≤ 3T (1− θ)Lλ
∫ t
0
E||Y (r)−X(r−)||2dr
+ 3TθLλ
∫ t
0
E||Y (r)−X(r−)||2dr
+ 12L
∫ t
0
E||Y (r)−X(r−)||2dr
+ 12λL
∫ t
0
E||Y (r)−X(r−)||2dr. (3.21)
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Using the fact that
||Y (r)−X(r−)||2 = ||(Y (r)− Y (r)− (X(r−)− Y (r))||2 ≤ 2||Y (r)− Y (r)||2 + 2||X(r−)− Y (r)||2,
it follows from (3.21) that :
E
[
sup
0≤s≤t
||Y (s)−X(s)||2
]
≤ 6T (1− θ)Lλ
∫ t
0
[
E||Y (r)− Y (r)||2 + E||Y (r)−X(r−)||2] dr
+ 6TθLλ
∫ t
0
[
E||Y (r)− Y (r)||2 + E||Y (r)−X(r−)||2] dr
+ 24L(1 + λ)
∫ t
0
[
E||Y (r)− Y (r)||2 + E||Y (r)−X(r−)||2] dr.
Using lemma 3.2.4 in the above inequality, it follows that
E
[
sup
0≤s≤t
||Y (s)−X(s)||2
]
≤ [6TLλ + 24L(1 + λ)]
∫ t
0
E
[
sup
0≤r≤s
||Y (r)−X(r)||2
]
ds
+ [6T 2Lλ + 24TL(1 + λ)]C2(1 + E||X0||2)∆t. (3.22)
Applying Gronwall lemma (continous form) to (3.22) leads to the existence of a positive constant C
independent of ∆t such that
E
[
sup
0≤s≤t
||Y (s)−X(s)||2
]
≤ C(1 + E||X0||2)∆t.
This complete the proof of Theorem 3.2.1.
The strong convergence of the STM has been studied in [5]. Since STM and CSTM convergence
strongly to the exact slution, it is interesting to study their stability behaviours.
3.3 Linear mean-square stability of the CSTM
In this section, we focus on the linear mean-square stability. Let’s consider the following linear
test equation with real coefficients
dX(t) = aX(t−)dt+ bX(t−)dW (t) + cX(t−)dN(t), X(0) = X0. (3.23)
Definition 3.3.1 The exact solution X of SDEs is said to be exponentially mean-square stable if there
exist constants α > 0 and L > 0 such that :
E||X(t)||2 ≤ Le−αtE||X(0)||2.
Definition 3.3.2 1. The numerical solution Xn of SDEs is said to be exponentially mean-square
stable if there exist constants α > 0 and L > 0 such that :
E||Xn||2 ≤ Le−αtE||X(0)||2.
2. The numerical solution Xn of SDEs is said to be mean-square stable if there exist constants
0 < L < 1 such that : for all n ∈ [0, T ]
E||Xn+1||2 < LE||Xn||2.
3. A numerical method is said to be A-stable if it is stable for any stepsize.
It is proved in [5] that the exact solution of (3.23) have the following stability property :
lim
t−→∞E||X(t)||
2 = 0⇐⇒ l := 2a+ b2 + λc(2 + c) < 0, (3.24)
where λ is the intensity of the poisson precess (Nt)t≥0.
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Theorem 3.3.3 Under condition (3.24), the numerical solution of (3.23) produced by compensated
stochastic theta method is mean-square stable for any stepsize ∆t > 0 if and only if
1
2
≤ θ ≤ 1. For 0 ≤ θ < 1
2
this numerical solution is mean-square stable for any stepsize ∆t > 0
satisfying :
∆t <
−l
(1− 2θ)(a+ λc)2 .
Proof 3.3.4 Applying the compensated theta method to (3.23) gives
Yn+1 = Yn + (1− θ)∆t(a+ λc)Yn + θ∆t(a+ λc)Yn+1 + bYn∆Wn + cYn∆Nn.
So we have
(1− θ∆ta− θ∆tλc)Yn+1 = Yn + (1− θ)∆t(a+ λc)Yn + bYn∆Wn + c∆Nn.
It follows that :
(1− θ∆ta− θ∆tλc)2E||Yn+1||2 = [1 + (1− θ)∆t(a+ λc)]2E||Yn||2 + b2∆tE||Yn||2 + c2λ∆tE||Yn||2.
Therefore,
E||Yn+1||2 = 1 + [2(1− θ)(a+ λc) + b
2 + c2λ]∆t+ (1− θ)2(a+ λc)2∆t2
(1− θ∆ta− θ∆tλc)2 E||Yn||
2.
It follows that E||Yn||2 is a geometric sequence which converge if and only if
1 + [2(1− θ)(a+ λc) + b2 + c2λ]∆t+ (1− θ)2(a+ λc)2∆t2
(1− θ∆ta− θ∆tλc)2 < 1.
That is if and only if
(1− 2θ)(a+ λc)2∆t < −l. (3.25)
It follows that :
• If 1
2
≤ θ ≤ 1, then the condition (3.25) is satisfied for any stepsize. And then the numerical
solution is mean-square stable for any stepsize.
• If 0 ≤ θ < 1
2
, then it follows from (3.25) that if 0 < ∆t <
−l
(1− 2θ)(a+ λc)2 , the numerical
method is stable.
Remark 3.3.5 Changing c to −2−c does not affect the mean-square stability conditon (3.24). Hence
the exact solution of (3.23) have the same stability property under this transformation. It is interesting
to look for what happens to the numerical solution under this transformation.
Definition 3.3.6 A numerical method applied to (3.23) is said to be jump symmetric if whenever
stable (unstable) for {a, b, c, λ,∆t} it is also stable (unstable) for {a, b,−2− c, λ,∆t}.
Corollary 3.3.7 The compensated stochastic theta method applied to (3.23) is jump symmetric if and
only if θ =
1
2
.
Proof 3.3.8 1. For θ =
1
2
, clearly the stability condition (3.25) of the numerical solution is equiv-
alent to the stability condition (3.24) of the exact solution. Since the stability condition (3.24)
is invariant under the transformation c 7−→ −2− c, it follows that the jump symmetric property
holds.
2. If θ 6= 1
2
, the right hand side of (3.24) remains the same under the transformation c 7−→ −2− c,
but the left hand side changes. Therefore the jump symmetry property does not holds.
Remark 3.3.9 If the exact solution of the problem (3.23) is mean-square stable, then for
1
2
< θ ≤ 1,
it follows from (3.25) the stability property of the CSTM is preserved under the transformation
c 7−→ −2− c.
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3.4 Nonlinear mean-square stability
This section is devoted to the nonlinear mean-square analysis.
Troughout, this section, we make the following assumptions.
Assumptions 3.4.1 We assume that there exist constants µ, σ, γ such that for all x, y ∈ Rn
〈x− y, f(x)− f(y)〉 ≤ µ||x− y||2 (3.26)
||g(x)− g(y)||2 ≤ σ||x− y||2
||h(x)− h(y)||2 ≤ γ||x− y||2.
Usually, condition (3.26) is called ”one-sided Lipschitz condition”.
3.4.2 Nonlinear mean-square stability of the exact solution
Theorem 3.4.3 [6, Theorem 4, pp 13]
Under assumptions 3.4.1, any two solutions X(t) and Y (t) of the SDEs with jumps (2.1) with
E||X0||2 <∞ and E||Y0||2 <∞ satisfy the following property
E||X(t)− Y (t)||2 ≤ E||X0 − Y0||2eαt,
where α := 2µ+ σ + λ
√
γ(
√
γ + 2).
Hence, the condition α < 0 is sufficient for the exponential mean-square stability property.
Proof 3.4.4 The two solutions X(t) and Y (t) of (2.1) satisfy respectively
dX(t) = f(X(t−))dt+ g(X(t−))dW (t) + h(X(t−))dN(t)
and
dY (t) = f(Y (t−))dt+ g(Y (t−))dW (t) + h(Y (t−))dN(t).
Applying Itoˆ’s lemma for product (Lemma 1.4.15) to the stochastic process Z(t) = ||X(t) − Y (t)||2
leads to
dZ(t) = 2〈X(t−)− Y (t−), d(X(t−))− d(Y (t−))〉+ ||d(X(t−))− d(Y (t−))||2
=
[
2〈X(t−)− Y (t−), f(X(t−))− f(Y (t−))〉+ 2λ〈X(t−)− Y (t−), h(X(t−))− h(Y (t−))〉
+ ||g(X(t−))− g(Y (t−))||2 + λ||h(X(t−))− h(Y (t−))||2] dt+ dMt,
where Mt is a martingale and where we used the following rule of calculation
dtdt = dtdW (t) = 0, dNtdN(t) = dNt, dWtdWt = dt and dtdN(t) = dWtdNt = 0.
Using Assumptions 3.4.1, ones get :
d||X(t)− Y (t)||2 ≤ [2µ||X(t−)− Y (t−)||2 + 2λ√γ||X(t−)− Y (t−)||2 + σ||X(t−)− Y (t−)||2
+ λγ||X(t−)− Y (t−)||2]dt+ dM(t),
So we have
d||X(t−)− Y (t−)||2 ≤ [2µ+ σ + λ√γ(√γ + 2)]||X(t−)− Y (t−)||2dt+ dM(t),
which can be writen into its following integral form :
||X(t−)− Y (t−)||2 ≤ [2µ+ σ + λ√γ(√γ + 2)]
∫ t
0
||X(s−)− Y (s−)||2ds+
∫ t
0
dM(s). (3.27)
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Taking expectation in both sides of (3.27) and using the fact that E
(∫ t
0 dM(s)
)
= 0 leads to :
E||X(t−)− Y (t−)||2 ≤ [2µ+ σ + λ√γ(√γ + 2)]
∫ t
0
E||X(s−)− Y (s−)||2ds. (3.28)
Applying Gronwall lemma ( continuous form ) to (3.28) leads to :
E||X(t−)− Y (t−)||2 ≤ E||X0 − Y0||2e[2µ+σ+λ
√
γ(
√
γ+2)]t.
This complete the proof of Theorem 3.4.3.
Remark 3.4.5 For the linear test equation (3.23), the one-sided Lipschitz and the global Lipschitz
condition become
〈x− y, f(x)− f(y)〉 = a|x− y|2
|g(x)− g(y)|2 = b2|x− y|2
|h(x)− h(y)|2 = c2|x− y|2.
Along the same lines as for the nonlinear case, we obtain :
E|X(t−)|2 = E|X0|2e(2a+b2+λc(2+c))t.
Therefore, we have the following equivalence for the linear mean-square stability
lim
t−→+∞E|X(t)|
2 = 0⇐⇒ l := 2a+ b2 + λc(2 + c) < 0. (3.29)
Based on Theorem 3.4.3, it is interesting to analyse whether or not the numerical solution of (2.1)
reproduce the mean-square stability of the exact solution.
3.4.6 Nonlinear mean-square stability of the numerical solutions
Theorem 3.4.7 [Stability of the stochastic theta method]
Under Assumptions 3.4.1 and the further hypothesis α < 0, for
∆t <
−α
λ2γ
,
the Euler backward method (STM with θ = 1) applied to equation (2.1) is mean-square stable in the
sense that
E||Xn − Yn||2 ≤ E||X0 − Y0||2eβ1(∆t)n∆t,
where
β1(∆t) :=
1
∆t
ln
(
1 + (σ + λγ + 2λ
√
γ)∆t+ λ2γ∆t2
1− µ∆t
)
.
Proof 3.4.8 Let’s introduce the following notations :
∆Zn = Xn − Yn, ∆fn = f(Xn)− f(Yn), ∆gn = g(Xn)− g(Yn), ∆hn = h(Xn)− h(Yn)
If θ = 1, the numerical approximation (3.2) applied to X and Y gives :
Yn+1 = Yn + f(Yn+1)∆t+ g(Yn)∆Wn + h(Yn)∆Nn
Xn+1 = Xn + f(Xn+1)∆t+ g(Xn)∆Wn + h(Xn)∆Nn.
So we have :
||∆Zn+1 −∆fn+1∆t||2 = ||∆Zn + ∆gn∆Wn + ∆hn∆Nn||2. (3.30)
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Using the independence of ∆Wn and ∆Nn and the fact that
E|∆Nn|2 = var(∆Nn) + (E(∆Nn))2 = λ∆t+ λ2∆t2
E||∆Wn||2 = ∆t, E||∆Wn|| = 0, E|∆Nn| = λ∆t,
we obtain from (3.30) the following estimation :
E||∆Zn+1||2 − 2∆tE〈∆Zn+1,∆fn+1〉 ≤ E||∆Zn||2 + ∆tE||∆gn||2 + λ∆t(1 + λ∆t)E||∆hn||2
+ 2λ∆tE〈∆Zn,∆hn〉.
Using the one-sided Lipschitz condition and the global Lipschitz condition, it follows that :
E||∆Zn+1||2 ≤ 2∆tµE||∆Zn+1||2 + E||∆Zn||2 + σ∆tE||∆Zn||2 + λ∆t(1 + λ∆t)γE||∆Zn||2
(1− 2µ∆t)E||∆Zn+1||2 ≤ [1 + (σ + λγ + 2λ√γ)∆t+ λ2γ∆t2]E||∆Zn||2.
The latter inequality leads to :
E||∆Zn+1||2 ≤
[
1 + (σ + λγ + 2λ
√
γ)∆t+ λ2γ∆t2
1− 2µ∆t
]
E||∆Zn||2.
Therefore, we have :
E||∆Zn||2 ≤
[
1 + (σ + λγ + 2λ
√
γ)∆t+ λ2γ∆t2
1− 2µ∆t
]n
E||∆Z0||2. (3.31)
In order to have stability, we impose the following condition :
1 + (σ + λγ + 2λ
√
γ)∆t+ λ2γ∆t2
1− 2µ∆t < 1. (3.32)
The hypothesis α < 0 implies that µ < 0. So 1 − 2µ∆t > 0, for all positive stepsize. It follows that
(3.32) is equivalent to
∆t <
−α
λ2γ
.
Applying the equality an = en ln a, for all a > 0 and all n ∈ N to (3.31) complete the proof of Theorem
3.4.9.
Theorem 3.4.9 [A-stability of the compensated Euler backward method]
Under Assumptions 3.4.1 and the further hypothesis α < 0, for any stepsize, the compensated
backward Euler method ( CSTM with θ = 1) for equation (2.1) is mean square stable in the sense that
:
E||Xn − Yn||2 ≤ E||X0 − Y0||2eβ2(∆t)n∆t,
where
β2(∆t) :=
1
∆t
ln
(
1 + (σ + λγ)∆t
1− 2(µ+ λ√γ)∆t
)
.
Proof 3.4.10 We use the same notations as for the proof of Theorem 3.4.9 except for ∆fλn for which
we have ∆fλn = fλ(Xn)− fλ(Yn).
Along the same line as for the proof of Theorem 3.4.9, we obtain :
||∆Zn+1 −∆t∆fλn+1||2 = ||∆Zn + ∆gn∆Wn + ∆hn∆Nn||2. (3.33)
Futhermore, the relations E|∆Nn| = 0 and E|∆Nn|2 = λ∆t leads to :
〈x− y, fλ(x)− fλ(y)〉 = 〈x− y, f(x)− f(y)〉+ λ〈x− y, h(x)− h(y)〉
≤ (µ+ λ√γ)||x− y||2.
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Using the independence of ∆Wn and ∆Nn, it follows from (3.33) that
E||∆Zn+1||2 ≤ 2∆tE〈∆Zn+1,∆fn+1〉+ E||∆Zn||2 + ∆tE||∆gn||2 + λ∆tE||∆hn||2. (3.34)
Using the one-sided Lipschitz and the global Lipschitz condition, it follows (3.34) that :
(1− 2(µ+ λ√γ)∆t)E||∆Zn+1||2 ≤ (1 + σ∆t+ λγ∆t)E||∆Zn||2.
Therefore,
E||∆Zn||2 ≤
[
1 + σ∆t+ λγ∆t
1− 2(µ+ λ√γ)∆t
]n
E||Z0||2. (3.35)
In order to have stability, we need the following condition to be fulfilled
1 + σ∆t+ λγ∆t
1− 2(µ+ λ√γ)∆t < 1. (3.36)
From the hypothesis α < 0, we have 2(µ+λ
√
γ) < 0 and then 1− 2(µ+λ√γ)∆t > 0 for any stepsize.
Hence condition (3.36) is equivalent to α∆t < 0, which is satisfied for any stepsize.
Applying the relation an = en ln a to (3.35) complete the proof of the theorem.
3.5 Numerical Experiments
The purpose of this section is to illustrate our theorical results of strong convergence and stability.
We will focus in the linear case. We consider the linear jump-diffusion Itoˆ’s stochastic integral (SDEs){
dX(t) = aX(t−)dt+ bX(t−)dW (t) + cX(t−)dN(t), t ≥ 0, c > −1,
X(0) = 1.
(3.37)
3.5.1 Strong convergence illustration
In order to illustrate the strong convergence result, we need the exact solution of problem (3.37).
Proposition 3.5.2 The problem (3.37) has the following process as a unique solution
X(t) = X0 exp
[(
a− b
2
2
)
t+ bW (t)
]
(1 + c)N(t),
which can be written in the following equivalent form
X(t) = X0 exp
[(
a− b
2
2
)
t+ bW (t) + ln(1 + c)N(t)
]
. (3.38)
Proof 3.5.3 1. Obviously, the functions f(x) = ax, g(x) = bx and h(x) = cx satisfy the global
Lipschitz condition and the linear growth condition. Therefore from Theorem 2.2.1, it follows
that the problem (3.37) admit a unique solution.
2. Let’s consider the following Itoˆ’s jump-diffusion process
Z(t) =
(
a− b
2
2
)
t+ bW (t) +N(t) ln(1 + c).
The function f : [0,∞) −→ R, x 7−→ x0 exp(x) is infinitely differentiable.
Then applying Itoˆ formula for jump process to the process Z(t) leads to :
f(Zt) = f(Z0) +
∫ t
0
(
a− b
2
2
)
f ′(Zs−)ds+
1
2
∫ t
0
b2f ′′(Zs−)ds+
∫ t
0
bf ′(Zs−)dW (s)
+
∫ t
0
(f(Zs)− f(Zs−))dN(s), (3.39)
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where
f(Zs)− f(Zs−) = X0 exp[Zs− + ln(1 + c)]−X0 exp(Zs−)
= (1 + c)X0 exp(Zs−)−X0 exp(Zs−)
= cX0 exp(Zs−) = cf(Zs−) (3.40)
and
X(s−) = f(Zs−) = f ′(Zs−) = f ′′(Zs−). (3.41)
Substituting (3.40) and (3.41) in (3.39) and rewriting the result into its differential form leads
to
dX(t) = aX(t−)dt+ bX(t−)dW (t) + cX(t−)dN(t).
So X(t) satisfies the desired equation.
For the numerical simulation, we take a = b = 1, c = 0.5 and λ = 1. We have the following graphs
for the strong error. We use 5000 sample paths. The algorithms for simulation are based on [17]. We
take dt = 214 and ∆t = 2p−1 for p = 1, 2, 3, 4, 5. The error is computing at the end point T = 1.
Figure 3.1: Mean square error of the CSTM with θ = 0
3.5.4 Mean-square stability illustration
In order to illustrate our theoretical result of A-stability, we first consider two examples
Example I a = b = 2, c = −0.9 and λ = 9.
Example II a = −7, b = c = 1 and λ = 4.
In both examples, the stability condition (3.24) is satisfied. So exact solutions of both examples
are mean-square stable. For θ slightly less than 0.5 (for instance θ = 0.495) both solutions may be
unstable for a large stepsize (∆t = 60, 25), but for
1
2
≤ θ ≤ 1, numerical solutions of both examples
are stable. From the top to the bottom, we present numerical examples of example I and example II
respectively.
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Figure 3.2: Mean square error of the CSTM with θ = 0.5
The following curves provide the stability comparison between CSTM and STM. We focus on
the example I. Here, a > 0 and c < 0. So the jump part can stabilise the problem. In this case,
from the theoretical result the STM is stable for ∆t < 0.0124829. For ∆t = 0.005, both CSTM and
STM stabilities behavior look the same. But for ∆t = 0.5 CSTM is stable while STM produce an
oscillation. For ∆t = 0.1, numerical solution of STM grows rapidly to the scale 107 and is unstable
while the numerical solution of CSTM is stable. So CSTM works better than STM.
In this chapter, we provided the proof of the strong convergence of order 0.5 of the CSTM
under global Lipschitz condition. We also studied the stability behaviour of both STM and CSTM. We
proved that the CSTM works better than the STM. Some situations in real life are modelised by SDEs
with jumps, where the drift coefficient does not satisfy the global Lipschitz condtion. It is proved in
[10] that the Euler explicit method for such equations diverge strongly. The tamed Euler scheme for
SDEs without jump is the currently investigated by many authors. The compensated tamed Euler
scheme for SDEs with jumps is not yet well developped in the litterature. In the following chapter,
we establish the strong convergence of the compensated tamed Euler scheme for SDEs with jumps
under non-global Lipschitz condition. This scheme is slightly different to what is already done in the
litterature.
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Figure 3.3: Mean square error of the CSTM with θ = 1
Figure 3.4: A-stability for example I
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Figure 3.5: A-stability for example II
Figure 3.6: Stability behavior of the STM
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Figure 3.7: Stability behavior of the CSTM
Figure 3.8: Stability behavior of the STM
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Figure 3.9: Stability behavior of the CSTM
Figure 3.10: Stability behavior of the STM
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Figure 3.11: Stability behavior of the CSTM
Chapter 4
Strong convergence of the compensated
tamed Euler scheme for stochastic
differential equation with jump under
non-global Lipschitz condition
Under non-global Lipschitz condition, Euler Explicit method fails to converge strongly to the
exact solution, while Euler implicit method converges but requires more computational efforts. The
strong convergence of the tamed Euler scheme has been investigated in [8]. This scheme is explicit
and requires less computational efforts than the Euler implicit method. In this chapter, we extend
the strong convergence of the tamed Euler scheme by introducing its compensated form for stochastic
differential equations with jumps. More precisely, we prove that under non-global Lipschitz condition,
the compensated tamed Euler scheme converges strongly with order 0.5 to the exact solution of the
SDEs with jumps. This scheme is different to the one proposed in [19]. As opposed to what is done
in [19], here we obtain the strong convergence and the rate of convergence simultaneously under more
relaxed conditions. The contents of this chapter can also be found in [20].
4.1 Compensated tamed Euler scheme
In this chapter, we still consider the jump-diffusion Itoˆ’s stochastic differential equations (SDEs)
of the form
dX(t) = f(X(t−))dt+ g(X(t−))dW (t) + h(X(t−))dN(t), X(0) = X0, (4.1)
where Wt is an m-dimensional Brownian motion, f : Rd −→ Rd satisfies the one-sided Lipschitz
condition and the polynomial growth condition. The functions g : Rd −→ Rd×m and h : Rd −→ Rd
satisfy the global Lipschitz condition, Nt is a one dimensional poisson process with parameter λ.
We recall that the compensated poisson process N(t) := N(t) − λt is a martingale satisfying the
following properties :
E
(
N(t+ s)−N(t)) = 0, E|N(t+ s)−N(t)|2 = λs, s, t > 0. (4.2)
We can rewrite the jump-diffusion SDEs (4.1) in the following equivalent form
dX(t) = fλ(X(t
−))dt+ g(X(t−))dW (t) + h(X(t−))dN(t), (4.3)
where
fλ(x) = f(x) + λh(x). (4.4)
To easy notation, we will use X(t) instead of X(t−).
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If T is the final time, the tamed Euler scheme is defined by :
XMn+1 = X
M
n +
∆tf(XMn )
1 + ∆t‖f(XNn )‖
+ g(XMn )∆Wn + h(X
M
n )∆Nn (4.5)
and the compensated tamed Euler scheme is given by :
YMn+1 = Y
M
n +
∆tfλ(Y
M
n )
1 + ∆t‖fλ(YMn )‖
+ g(YMn )∆Wn + h(Y
M
n )∆Nn, (4.6)
where M ∈ N is the number of steps and ∆t = T
M
is the stepsize.
Inspired by [8], we prove the strong convergence of the numerical approximation (4.6) to the
exact solution of (4.1).
4.2 Moments bounded of the numerical solution
Notation 4.2.1 Throughout this chapter (Ω,F ,P) denote a complete probability space with a filtration
(Ft)t≥0, ||X||Lp(Ω,Rd) is equal to (E||Xp||)1/p, for all p ∈ [1,+∞) and for all (Ft)−adapted process X.
For all x, y ∈ Rd, we denote by 〈x, y〉 = x.y = x1y1 + x2y2 + · · · + xdyd, ||x|| = (〈x, x〉)1/2 and
||A|| = supx∈Rd,||x||≤1 ||Ax|| for all A ∈ Rm×d. We use also the following convention :
∑n
i=u ai = 0 for
u > n.
We define the continuous time interpolation of the discrete numerical approximation of (4.6) by the
family of processes
(
Y
M
)
M
, Y
M
: [0, T ]× Ω −→ Rd such that :
Y
M
t = Y
M
n +
(t− n∆t)fλ(YMn )
1 + ∆t||fλ(YMn )||
+ g(YMn )(Wt −Wn∆t) + h(YMn )(N t −Nn∆t), (4.7)
for all M ∈ N, all n ∈ {0, · · · ,M − 1}, and all t ∈ [n∆t, (n+ 1)∆t[.
Assumptions 4.2.2 Throughout this chapter, We make the following assumptions :
(A.1) f, g, h ∈ C1.
(A.2) For all p > 0, there exist a finite Mp > 0 such that E||X0|| ≤Mp.
(A.3) g and h satisfy the global Lipschitz condition:
||g(x)− g(y)|| ∨ ||h(x)− h(y)|| ≤ C||x− y||, ∀ x, y ∈ Rd. (4.8)
(A.4) f satisfies the one-sided Lipschitz condition :
〈x− y, f(x)− f(y)〉 ≤ C||x− y||2, ∀ x, y ∈ Rd.
(A.5) f satisfies the superlinear growth condition :
||f(x)− f(y)|| ≤ C(K + ||x||c + ||y||c)||x− y||, ∀ x, y ∈ Rd,
where K, C and c are strictly positive constants.
Remark 4.2.3 Under conditions (A.1), (A.2) and (A.3) of Assumptions 4.2.2, it is proved in [6,
Lemma 1] that (4.1) has a unique solution with all moments bounbed.
Remark 4.2.4 We note that if Assumptions 4.2.2 are satisfied, the function fλ defined in (4.4)
satisfies the one-sided Lipschitz condition and the superlinear growth condition with constants Cλ :=
C(1 + λ) and Kλ := K + λ.
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Indeed, for all x, y ∈ Rd,
〈x− y, fλ(x)− fλ(y)〉 = 〈x− y, f(x)〉+ λ〈x− y, h(x)− h(y)〉
≤ C(1 + λ)||x− y||,
||fλ(x)− fλ(y)|| ≤ ||f(x)− f(y)||+ λ||h(x)− h(y)||
≤ C(K + λ+ ||x||c + ||y||c)||x− y||
= C(Kλ + ||x||c + ||y||c)||x− y||.
Since the value of the constant does not matter too much, we will use C instead of Cλ and K instead
of Kλ. Throughout this work, the generic constants Cp may change the value from one line to another
one. We will sometimes use YMn instead of Y
M
n (ω) to simplify notations.
The main result of this section is given in the following theorem.
Theorem 4.2.5 Let YMn : Ω −→ Rd be defined by (4.6) for all M ∈ N and all n ∈ {0, · · · ,M}. Then
the following inequality holds :
sup
M∈N
sup
n∈{0,··· ,M}
E
[||YMn ||p] < +∞,
for all p ∈ [1,∞).
In order to prove Theorem 4.2.5 we introduce the following notations facilitating computations.
Notation 4.2.6
αMk := 1{||YMk ||≥1}
〈
YMk
||YMk ||
,
g(YMk )
||YMk ||
∆WMk
〉
,
βMk := 1{||YMk ||≥1}
〈
YMk
||YMk ||
,
h(YMk )
||YMk ||
∆N
M
k
〉
,
β := (1 +K + 2C +KTC + TC + ||fλ(0)||+ ||g(0)||+ ||h(0)||)4 ,
DMn := (β + ||ε||) exp
(
3β
2
+ sup
u∈{0,··· ,n}
n−1∑
k=u
[
3β
2
||∆WMk ||2 +
3β
2
||∆NMk ||+ αMk + βMk
])
,
ΩMn := {ω ∈ Ω : sup
k∈{0,1,··· ,n−1}
DMk (ω) ≤M1/2c, sup
k∈{0,1,··· ,n−1}
||∆WMk (ω)|| ≤ 1,
sup
k∈{0,1,··· ,n−1}
||∆NMk (ω)|| ≤ 1}.
In order to prove Theorem 4.2.5, we need the following lemmas.
Lemma 4.2.7 For all positive real numbers a and b, the following inequality holds
1 + a+ b2 ≤ ea+
√
2b.
Proof 4.2.8 For a ≥ 0 fixed, let’s define the function f(b) = ea+
√
2b − 1 − a − b2. It can be easily
checked that f ′(b) =
√
2ea+
√
2b − 2b and f ′′(b) = 2(ea+
√
2b − 1). Since a and b are positive, it follows
that f ′′(b) ≥ 0 for all b ≥ 0. So f ′ is a non-decreasing function. Therefore, f ′(b) ≥ f ′(0) = √2ea > 0
for all b ≥ 0. This implies that f is a non-decreasing function. Hence f(b) ≥ f(0) = ea − 1 − a for
all b ≥ 0. Since 1 + a ≤ ea for all positive number a, it follows that f(b) ≥ 0 for all positive number
b. i.e 1 + a+ b2 ≤ ea+
√
2b, ∀ b ≥ 0. Therefore for all a ≥ 0 fixed, 1 + a+ b2 ≤ ea+
√
2b, ∀ b ≥ 0.
The proof of lemma is complete.
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Following closely [8, Lemma 3.1, pp 15], we have the following main lemma.
Lemma 4.2.9 The following inequality holds for all M ∈ N and all n ∈ {0, 1, · · · ,M}
1ΩMn ||YMn || ≤ DMn , (4.9)
where DMn and Ω
M
n are given in Notation 4.2.6.
Proof 4.2.10 Using the inequality
∆t
1 + ∆t||fλ(x)|| ≤ T , the global Lipschitz condition of g and h and
the polynomial growth condition of fλ we have the following estimation on Ω
M
n+1∩{ω ∈ Ω : ||YMn (ω)|| ≤
1}, for all n ∈ {0, 1, · · · ,M − 1}
||YMn+1|| ≤ ||YMn ||+
∆t||fλ(YMn )||
1 + ∆t||fλ(YMn )||
+ ||g(YMn )||||∆WMn ||+ ||h(YMn )||||∆NMn ||
≤ ||YMn ||+ T ||fλ(YMn )− fλ(0)||+ T ||fλ(0)||+ ||g(YMn )− g(0)||+ ||g(0)||
+ ||h(YMn )− h(0)||+ ||h(0)||
≤ ||YMn ||+ TC(K + ||YMn ||c + ||0||c)||YMn − 0||+ T ||fλ(0)||+ C||YMn ||+ C||YMn ||
+ ||g(0)||+ ||h(0)||.
Since ||YMn || ≤ 1, it follows that :
||YMn+1|| ≤ 1 +KTC + TC + 2C + T ||fλ(0)||+ ||g(0)||+ ||h(0)|| ≤ β. (4.10)
Futhermore, from the numerical approximation (4.6), we have
||YMn+1||2 = ||YMn ||2 +
∆t2||fλ(YMn )||2
(1 + ∆t||fλ(YMn )||)2
+ ||g(YMn )∆WMn ||2 + ||h(YMn )∆NMn ||2
+
2∆t〈YMn , fλ(YMn )〉
1 + ∆t||fλ(YMn )||
+ 2〈YMn , g(YMn )∆WMn 〉+ 2〈YMn , h(YMn )∆NMn 〉
+
2〈∆tfλ(YMn ), g(YMn )∆WMn 〉
1 + ∆t||fλ(YMn )||
+
2〈∆tfλ(YMn ), h(YMn )∆NMn 〉
1 + ∆t||fλ(YMn )||
+ 2〈g(YMn )∆WMn , h(YMn )∆NMn 〉. (4.11)
Using Cauchy-Schwartz inequality and the estimation
1
1 + ∆t||fλ(YMn )||
≤ 1, we obtain the following
inequality from (4.11) :
||YMn+1||2 ≤ ||YMn ||2 + ∆t2||fλ(YMn )||2 + ||g(YMn )||2||∆WMn ||2 + ||h(YMn )||2|∆NMn |2
+ 2∆t
∣∣〈YMn , fλ(YMn )〉∣∣+ 2〈YMn , g(YMn )∆WMn 〉+ 2〈YMn , h(YMn )∆NMn 〉
+ 2∆t
∣∣〈fλ(YMn ), g(YMn )∆WMn 〉∣∣+ 2∆t ∣∣∣〈fλ(YMn ), h(YMn )∆NMn 〉∣∣∣
+ 2〈g(YMn )∆WMn , h(YMn )∆NMn 〉. (4.12)
Using the estimation 2ab ≤ a2 + b2, inequality (4.12) becomes :
||YMn+1||2 ≤ ||YMn ||2 + ∆t2||fλ(YMn )||2 + ||g(YMn )||2||∆WMn ||2 + ||h(YMn )||2|∆NMn |2
+ 2∆t
∣∣〈YMn , fλ(YMn )〉∣∣+ 2〈YMn , g(YMn )∆WMn 〉+ 2〈YMn , h(YMn )∆NMn 〉
+ ∆t2||fλ(YMn )||2 + ||g(YMn )||2||∆WMn ||2 + ∆t2||fλ(YMn )||2
+ ||h(YMn )||2|∆NMn |2 + ||g(YMn )||2||∆WMn ||2 + ||h(YMn )||2|∆NMn |2. (4.13)
Putting similars terms of inequality (4.13) together, we obtain :
||YMn+1||2 ≤ ||YMn ||2 + 3∆t2||fλ(YMn )||2 + 3||g(YMn )||2||∆WMn ||2 + 3||h(YMn )||2|∆NMn |2
+ 2∆t
∣∣〈YMn , fλ(YMn )〉∣∣+ 2〈YMn , g(YMn )∆WMn 〉
+ 2〈YMn , h(YMn )∆NMn 〉 (4.14)
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on Ω, for all M ∈ N and all n ∈ {0, 1, · · · ,M − 1}.
In addition, for all x ∈ Rd such that ||x|| ≥ 1, the global Lipschitz condition satisfied by g and h
leads to :
||g(x)||2 ≤ (||g(x)− g(0)||+ ||g(0)||)2
≤ (C||x||+ ||g(0)||)2
≤ (C + ||g(0)||)2||x||2
≤ β||x||2. (4.15)
Along the same lines as above, for all x ∈ Rd such that ||x|| ≥ 1, we have :
||h(x)||2 ≤ β||x||2. (4.16)
Also, for all x ∈ Rd such that ||x|| ≥ 1, the one-sided Lipschitz condition satisfied by fλ leads to :
〈x, fλ(x)〉 = 〈x, fλ(x)− fλ(0) + fλ(0)〉 = 〈x, fλ(x)− fλ(0)〉+ 〈x, fλ(0)〉
≤ C||x||2 + ||x||||fλ(0)||
≤ (C + ||fλ(0)||)||x||2
≤
√
β||x||2. (4.17)
Futhermore, for all x ∈ Rd such that 1 ≤ ||x|| ≤ M1/2c and for all M ∈ N, using the polynomial
growth condition of fλ, the following inequality holds
||fλ(x)||2 ≤ (||fλ(x)− fλ(0)||+ ||fλ(0)||)2
≤ (C(K + ||x||c)||x||+ ||fλ(0)||)2
≤ (C(K + 1)||x||c+1 + ||fλ(0)||)2
≤ (KC + C + ||fλ(0)||)2||x||2(c+1)
≤ M
√
β||x||2. (4.18)
Now combining inequalities (4.14), (4.15), (4.16), (4.17) and (4.18), we obtain :
||YMn+1||2 ≤ ||YMn ||2 +
3T 2
√
β
M
||YMn ||2 + 3β||YMn ||2||∆WMn ||2 + 3β||YMn ||2|∆NMn |2
+
2T
√
β
M
||YMn ||2 + 2〈YMn , g(YMn )∆WMn 〉+ 2〈YMn , h(YMn )∆NMn 〉
≤ ||YMn ||2 +
(3T 2 + 2T )
√
β
M
||YMn ||2 + 3β||YMn ||2||∆WMn ||2 + 3||YMn ||2|∆NMn |2
+ 2〈YMn , g(YMn )∆WMn 〉+ 2〈YMn , h(YMn )∆NMn 〉. (4.19)
Using the inequality 3T 2 + 2T ≤ 3√β, it follows that :
||YMn+1||2 ≤ ||YMn ||2 +
3β
M
||YMn ||2 + 3β||YMn ||2||∆WMn ||2 + 3β||YMn ||2|∆NMn |2
+ 2〈YMn , g(YMn )∆WMn 〉+ 2〈YMn , h(YMn )∆NMn 〉
= ||YMn ||2
(
1 +
3β
M
+ 3β||∆WMn ||2 + 3β||∆NMn ||2 + 2
〈
YMn
||YMn ||
,
g(YMn )
||YMn ||
∆WMn
〉
+ 2
〈
YMn
||YMn ||
,
h(YMn )
||YMn ||
∆N
M
n
〉)
= ||YMn ||2
(
1 +
3β
M
+ 3β||∆WMn ||2 + 3β|∆NMn |2 + 2αMn + 2βMn
)
. (4.20)
Using Lemma 4.2.7 for a =
3β
M
+ 3β||∆WMn ||2 + 2αMn + 2βMn and b =
√
3β|∆NMn | it follows from
(4.20) that :
||YMn+1||2 ≤ ||YMn ||2 exp
(
3β
M
+ 3β||∆WMn ||2 + 3β|∆NMn |+ 2αMn + 2βMn
)
(4.21)
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on {w ∈ Ω : 1 ≤ ||YMn (ω)|| ≤M1/2c}, for all M ∈ N and all n ∈ {0, 1, · · · ,M − 1}.
In order to complete our proof, we need the following map
τMl : Ω −→ {−1, 0, 1, · · · , l}, l ∈ {0, 1, · · · ,M},
such that :
τMl (ω) := max
({−1} ∪ {n ∈ {0, 1, · · · , l − 1} : ||YMn (ω)|| ≤ 1}) ,
for all ω ∈ Ω, M ∈ N and all l ∈ {0, 1, · · · ,M}.
For M ∈ N fixed we prove by induction on n ∈ {0, 1, · · · ,M} that
1ΩMn ||YMn || ≤ DMn . (4.22)
• For n = 0, DM0 = (β + ||X0||) exp(β) and ||YM0 || = ||X0||. Since β ≥ 1 we have exp(β) ≥ 1. So
the following inequality holds
1ΩM0
||YM0 || ≤ DM0 .
• Let l ∈ {0, 1, · · · ,M − 1} be arbitrary and let’s assume that
1ΩMn ||YMn || ≤ DMn for all n ∈ {0, 1, · · · , l}. We want to prove that inequality (4.9) holds for
n = l + 1.
Let ω ∈ ΩMl+1 we have to prove that ||YMl+1(ω)|| ≤ DMl+1(ω).
Since (ΩMn ) is a decreasing sequence and ω ∈ ΩMl+1, we have ω ∈ ΩMk and it follows from the
hypothesis of induction that : ||YMk (ω)|| ≤ DMk (ω), for all k ∈ {0, · · · , l}.
Also, since ω ∈ ΩMk+1, by definition of ΩMk+1 it follows that DMk (ω) ≤M1/2c, for all k ∈ {0, · · · , l}.
So for all k ∈ {0, 1, · · · , l},
||YMk (ω)|| ≤ DMk (ω) ≤M1/2c.
For all k ∈ {τMl+1(ω) + 1, τMl+1(ω) + 2, · · · , l} we have
1 ≤ ||YMk (ω)|| ≤M1/2c. (4.23)
Since (4.23) holds, it follows from (4.21), that
||YMk+1(ω)|| ≤ ||YMk (ω)|| exp
(
3β
2M
+
3β
2
||∆WMk (ω)||2
+
3β
2
|∆NNk (ω)|+ αMk (ω) + βMk (ω)
)
for all k ∈ {τMl+1(ω) + 1, τMl+1 + 2, · · · , l}.
For k = l from the previous inequality, we have :
||YMl+1(ω)|| ≤ ||YMl (ω)|| exp
(
3β
2M
+
3β
2
||∆WMl (ω)||2 +
3β
2
|∆NNl (ω)|
+ αMl (ω) + β
M
l (ω)
)
. (4.24)
Iterating (4.24) l − τMl+1(ω) times leads to
||YMl+1(ω)|| ≤ ||YMτMl+1(ω)+1(ω)|| exp
 l∑
m=τMl+1(ω)+1
[
3β
2M
+
3β
2
||∆WMm (ω)||2
+
3β
2
|∆NMm (ω)|+ αMm (ω) + βMm (ω)
])
.
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By definition of τMl (ω), we have ||YMτMl+1(ω)(ω)|| ≤ 1.
Then it follows from (4.10) that ||YM
τMl+1(ω)+1
(ω)|| ≤ β. So the above estimation of ||YMl+1(ω)||
becomes :
||YMl+1(ω)|| ≤ β exp
 l∑
m=τMl+1(ω)+1
[
3β
2M
+
3β
2
||∆WMm (ω)||2 +
3β
2
|∆NMm (ω)|+ αMm (ω) + βMm (ω)
])
≤ (β + ||X0||) exp
(
3β
2
+ sup
u∈{0,1,··· ,l+1}
l∑
m=u
[
3β
2
||∆WMm (ω)||2
+
3β
2
|∆NMm (ω)|+ αMm (ω) + βMm (ω)
])
= DMl+1(ω).
Therefore ||YMl+1(ω)|| ≤ DMl+1(ω). This complete the proof of Lemma 4.2.9.
The following is from [8, Lemma 3.2 pp 15].
Lemma 4.2.11 Let n ∈ N and Z : Ω −→ Rm be an m−dimensional standard normal random variable.
Then for all a ∈
[
0,
1
4
]
the following inequality holds
E
[
exp(a||Z||2)] = (1− 2a)−m/2 ≤ e2am.
Proof 4.2.12 Using the relation ||Z||2 = |Z1|2 + |Z2|2 + · · · + |Zn|2 and the fact that (Zi) are inde-
pendent and identically distributed, we have :
E
[
exp(a||Z||2)] = E[exp( m∑
i=1
a|Zi|2
)]
= E
[
m∏
i=1
exp
(
a|Zi|2
)]
=
[
E
(
exp(a|Z1|2)
)]m
. (4.25)
From the definition of the expected value of the standard normal random variable, we have :
E[exp(a|Z1|2)] =
∫ +∞
−∞
eax
2 1√
2pi
e−x
2/2dx =
1√
1− 2a.
Using the inequality
1
1− x ≤ e
2x ∀x ∈
[
0,
1
2
]
, it follows that
E[exp(a|Z1|2)] = 1√
1− 2a ≤ e
2a, ∀a ∈
[
0,
1
4
]
. (4.26)
Combining (4.25) and (4.26) leads to :
E
[
exp(a||Z||2)] = (1− 2a)−m/2 ≤ e2am, ∀a ∈ [0, 1
4
]
.
The following lemma and its proof are based on [8, Lemma 3.3, pp 15] with only different value of
the coefficient β.
Lemma 4.2.13 The following inequality holds :
sup
M∈N,M≥4βpT
E
[
exp
(
βp
M−1∑
k=0
||∆WMk ||2
)]
<∞.
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Proof 4.2.14 Let Z = N (0, 1) be an m-dimensional standard normal random variable. Since for
k = 0, · · · ,M − 1, ∆WMk are independent, stationary and follows the normal distribution with
mean 0 and variance
T
M
, ||∆WMn ||2 =
T
M
||Z||2, it follows that :
E
(
exp
[
βp
M−1∑
k=0
||∆WMk ||2
])
=
M−1∏
k=0
E
[
exp(βp||∆WMk ||2)
]
=
(
E
[
exp
(
βp
T
M
||Z||2
)])M
≤
[
exp
(
2βpm
T
M
)]M
(using Lemma 4.2.11)
≤ exp(2βpTm) <∞,
for all p ∈ [1,+∞) and all M ∈ N ∩ [4βpT,∞).
Lemma 4.2.15 Let Y be a standard normal random of dimension m variable and c ∈ Rm, then
E[exp(cY )] = exp
(
c2
2
)
.
Proof 4.2.16 E[exp(cY )] is the moment generating function of Y at c. Since the mean µ = 0 and
the standard deviation σ = 1, it follows directly that
E[exp(cY )] = exp
(
µ+
1
2
σ2c2
)
= exp
(
c2
2
)
.
The following lemma is from [9, Lemma 5.7, pp 15].
Lemma 4.2.17 The following inequality holds
E
[∣∣∣∣pz1{||x||≥1}〈 x||x|| , g(x)||x||∆WMk
〉∣∣∣∣2
]
≤ exp
[
p2T (C + ||g(0)||)2
M
]
,
for all x ∈ Rd, k ∈ {0, 1, · · · ,M − 1}, p ∈ [1,∞) and all z ∈ {−1, 1}.
Proof 4.2.18 Let the notation a> stand for the transposed of a vector a and Y the m column vector
define by Y =
√
T
M
(1, · · · , 1). Then we have :
E
[
exp
(
pz
〈
x
||x|| ,
g(x)
||x||∆W
M
k
〉)]
= E
[
exp
(
pz
g(x)>x
||x||2 ∆W
M
k
)]
= E
[
exp
(
pz
g(x)>x
||x||2
√
T
M
N (0, 1)
)]
= E
[
exp
(
pzY
g(x)>x
||x||2
)]
Using Lemma 4.2.17, it follows that
E
[
exp
(
pz
〈
x
||x|| ,
g(x)
||x||∆W
M
k
〉)]
= exp
[
1
2
∣∣∣∣pz g(x)>x||x||2 Y
∣∣∣∣2
]
≤ exp
[
p2
||g(x)||2
||x||2 ||Y ||
2
]
≤ exp
[
p2T
M
||g(x)||2
||x||2
]
.
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Using the global Lipschitz condition and the fact that ||x|| ≥ 1, we have :
||g(x)||2
||x||2 ≤
(||g(x)− g(0)||+ ||g(0)||)2
||x||2 ≤
(C + ||g(0)||)2||x||2
||x||2 ≤ (C + ||g(0)||)
2.
Therefore, for all x ∈ Rd such that ||x|| ≥ 1, we have
E
[
exp
(
pz
〈
x
||x|| ,
g(x)
||x||∆W
M
k
〉)]
≤ exp
[
p2T (C + ||g(0)||)2
M
]
,
for all M ∈ N, k ∈ {0, · · · ,M − 1}, all p ∈ [1,∞) and z ∈ {−1, 1}.
Following closely [8, Lemma 3.4, pp 15] we have the following lemma.
Lemma 4.2.19 Let αMn : Ω −→ R for M ∈ N and n ∈ {0, 1, · · · ,M} defined in Notation 4.2.6, then
the following inequality holds :
sup
z∈{−1,1}
sup
M∈N
∥∥∥∥∥ supn∈{0,1,··· ,M} exp
(
z
n−1∑
k=0
αMk
)∥∥∥∥∥
Lp(Ω,R)
<∞,
for all p ∈ [2,+∞).
Proof 4.2.20 The time discrete stochastic process z
∑n−1
k=0 α
M
k , n ∈ {0, 1, · · · ,M} is an
(FnT/M )n∈{0,··· ,M}− martingale for every z ∈ {−1, 1} and M ∈ N. So exp
(
z
∑n−1
k=0 α
M
k
)
is a positive
(FnT/M )n∈{0,··· ,M}− submartingale for every z ∈ {−1, 1} and M ∈ N since exp is a convex function.
Applying Doop’s maximal inequality leads to :∥∥∥∥∥ supn∈{0,··· ,M} exp
(
z
n−1∑
k=0
αMk
)∥∥∥∥∥
Lp(Ω,R)
=
(
E
∣∣∣∣∣ supn∈{0,··· ,M} exp
(
pz
n−1∑
k=0
αMk
)∣∣∣∣∣
)1/p
≤
(
p
p− 1
)(
E
∣∣∣∣∣exp
(
pz
M−1∑
k=0
αMk
)∣∣∣∣∣
)1/p
=
p
p− 1
∥∥∥∥∥exp
(
z
M−1∑
k=0
αMk
)∥∥∥∥∥
Lp(Ω,R)
. (4.27)
Using Lemma 4.2.17, it follows from the previous inequality that :
E
[
exp(pzαMk )/FkT/M
] ≤ exp(p2T (C + ||g(0)||)2
M
)
. (4.28)
Using inequality (4.28), it follows that :
E
[
exp
(
pz
M−1∑
k=0
αMk
)]
= E
[
exp
(
pz
M−2∑
k=0
αMk
)
E[exp(pαMM−1/F(M−1)T/M
]
≤ E
[
exp
(
pz
M−2∑
k=0
αMk
)]
exp
(
p2T (C + ||g(0)||)2
M
)
.
Iterating the previous inequality M times gives :
E
[
exp
(
pz
M−1∑
k=0
αMk
)]
≤ exp(p2T (C + ||g(0)||)2). (4.29)
Now combining inequalities (4.27) and (4.29) leads to
sup
z∈{−1,1}
sup
M∈N
∥∥∥∥∥ supn∈{0,··· ,M} exp
(
z
n−1∑
k=0
αMk
)∥∥∥∥∥
Lp(Ω,R)
≤ 2 exp(p2T (C + ||g(0)||)2) <∞,
for all p ∈ [2,∞).
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Lemma 4.2.21 For all c ∈ R, we have :
E[exp(c∆NMn )] = exp
[
(ec + c− 1)λT
M
]
,
for all M ∈ N and all n ∈ {0, · · · ,M}.
Proof 4.2.22 It is known that if Y is a random variable following the poisson law with parameter λ,
then its moment generating function is given by :
E[exp(cY )] = exp(λ(ec − 1)).
Since ∆Nn follows a poisson law with parameter λ∆t, it follows that
E[exp(c∆NMn )] = E[exp(c∆NMn + cλ∆t)]
= E
[
exp
(
λT
M
)
exp(c∆NMn )
]
= exp
(
cλT
M
)
exp
[
λT
M
(ec − 1)
]
= exp
[
(ec + 1− 1)λT
M
]
.
Lemma 4.2.23 The following inequality holds
E
[
exp
(
pz1{||x||≥1}
〈
x
||x|| ,
h(x)
||x||∆N
M
n
〉)]
≤ exp
[
λ
(
ep(C+||h(0)||) + p(C + ||h(0)||)
M
]
,
for all M ∈ N, z ∈ {−1, 1}, all p ∈ [1,+∞) and all n ∈ {0, · · · ,M}.
Proof 4.2.24 For x ∈ Rd such that ||x|| 6= 0, we have :
E
[
exp
(
pz
〈
x
||x|| ,
h(x)
||x||∆N
M
n
〉)]
≤ E
[
exp
(
pz
||x||||h(x)||
||x||2 ∆N
M
n
)]
= E
[
exp
(
pz
||h(x)||
||x|| ∆N
M
n
)]
.
For all x ∈ Rd such that ||x|| ≥ 1, using the global Lipschitz condition satisfied by h, we have :
||h(x)||
||x|| ≤
||h(x)− h(0)||+ ||h(0)||
||x|| ≤ C + ||h(0)||. (4.30)
So from inequality (4.30) and using Lemma 4.2.21 it follows that :
E
[
exp
(
pz1{||x||≥1}
〈
x
||x|| ,
h(x)
||x||∆N
M
n
〉)]
≤ E[exp(pz(C + ||h(0)||)∆NMn )]
≤ exp
[(
ep(C+||h(0)||) + p(C + ||h(0)|| − 1)λT
M
]
≤ exp
[(
ep(C+||h(0)||) + p(C + ||h(0)||)λT
M
]
.
Lemma 4.2.25 Let βMn : Ω −→ R define as in Notation 4.2.6 for all M ∈ N and all n ∈ {0, · · · ,M},
then we have the following inequality
sup
z∈{−1,1}
sup
M∈N
∥∥∥∥∥ supn∈{0,··· ,M} exp
(
z
n−1∑
K=0
βMk
)∥∥∥∥∥
Lp(Ω,R)
< +∞.
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Proof 4.2.26 For the same reason as for αMk , β
M
k is an (FnT/M )- martingale. So exp
(
pz
∑n−1
k=0 β
M
k
)
is a positive (FnT/M )- submartingale for all M ∈ N and all n ∈ {0, · · · ,M}. Using Doop’s maximal
inequality we have :∥∥∥∥∥ supn∈{0,··· ,M} exp
(
z
n−1∑
k=0
βMk
)∥∥∥∥∥
Lp(Ω,R)
≤
(
p
p− 1
)∥∥∥∥∥exp
(
z
M−1∑
k=0
βMk
)∥∥∥∥∥
Lp(Ω,R)
, (4.31)
∥∥∥∥∥exp
(
z
M−1∑
k=0
βMk
)∥∥∥∥∥
p
Lp(Ω,R)
= E
[
exp
(
pz
M−1∑
k=0
βMk
)]
= E
[
exp
(
pz
(
M−2∑
k=0
βMk
)
+ pzβMM−1
)]
= E
[
exp
(
pz
M−2∑
k=0
βMk
)
E
[
exp
(
pzβMM−1
)
/F(M−1)T/M
]]
.
Using Lemma 4.2.23 it follows that∥∥∥∥∥exp
(
z
M−1∑
k=0
βMk
)∥∥∥∥∥
p
Lp(Ω,R)
≤ E
[
exp
(
pz
M−2∑
k=0
βMk
)]
exp
[(
ep(C+||h(0)||) + p(C + ||h(0)||))λT
M
]
.
Iterating this last inequality M times leads to :(
E
[
exp
(
pz
M−1∑
k=0
βMk
)])p
≤ exp
[
λT
(
ep(C+||h(0)||) + Tp(C + ||h(0)||
)]
, (4.32)
for all M ∈ N, all p ∈ (1,∞) and all z ∈ {−1, 1}.
Combining inequalities (4.31) and (4.32) complete the proof of Lemma 4.2.25
Lemma 4.2.27 The following inequality holds
sup
M∈N
E
[
exp
(
pβ
M−1∑
k=0
||∆NMk ||
)]
< +∞,
for all p ∈ [1,+∞).
Proof 4.2.28 Using independence, stationarity of ∆N
M
k and Lemma 4.2.21, it follows that :
sup
M∈N
E
[
exp
(
pβ
M−1∑
k=0
||∆NMk ||
)]
=
M−1∏
k=0
E[exp(pβ||∆NMk ||)]
=
(
E[exp(pβ||∆NMk ||)]
)M
=
(
exp
[
(epβ + pβ − 1)λT
M
])M
= exp[epβ + pβ − 1] < +∞,
for all p ∈ [1,+∞).
Inspired by [8, Lemma 3.5, pp 15], we have the following estimation.
Lemma 4.2.29 [Uniformly bounded moments of the dominating stochastic processes].
Let M ∈ N and DMn : Ω −→ [0,∞) for n ∈ {0, 1, · · · ,M} be define as above, then we have :
sup
M∈N,M≥8λpT
∥∥∥∥∥ supn∈{0,1,··· ,M}DMn
∥∥∥∥∥
Lp(Ω,R)
<∞,
for all p ∈ [1,∞).
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Proof 4.2.30 Let’s recall that :
DMn = (β + ||ε||) exp
(
3β
2
+ sup
u∈{0,··· ,n}
n−1∑
k=u
3β
2
||∆WMk ||2 +
3β
2
|∆NMk |+ αMk + βMk
)
.
Using Holder inequality, it follows that :
sup
M∈N,M≥8λpT
∥∥∥∥∥ supn∈{0,··· ,M}DMn
∥∥∥∥∥
Lp(Ω,R)
≤ e3β/2 (β + ||ε||L4p(Ω,R))
× sup
M∈N,M≥8λpT
∥∥∥∥∥exp
(
3β
2
M−1∑
k=0
||∆WMk ||2
)∥∥∥∥∥
L2p(Ω,R)
× sup
M∈N
∥∥∥∥∥exp
(
3β
2
M−1∑
k=0
|∆NMk |
)∥∥∥∥∥
L8p(Ω,R)
×
 sup
M∈N
∥∥∥∥∥ supn∈{0,··· ,M} exp
(
sup
u∈{0,··· ,n}
n−1∑
k=u
αMk
)∥∥∥∥∥
L16p(Ω,R)

×
 sup
M∈N
∥∥∥∥∥ supn∈{0,··· ,M} exp
(
sup
u∈{0,··· ,n}
n−1∑
k=u
βMk
)∥∥∥∥∥
L16p(Ω,R)

= A1 ×A2 ×A3 ×A4 ×A5.
By assumption A1 is bounded. Lemma 4.2.13 and 4.2.27 show that A2 and A3 are bounded. Using
again Holder inequality and Lemma 4.2.19 it follows that :
A4 =
∥∥∥∥∥ supn∈{0,··· ,M} exp
(
sup
u∈{0,··· ,n}
n−1∑
k=u
αMk
)∥∥∥∥∥
L16p(Ω,R)
≤
∥∥∥∥∥ supn∈{0,··· ,M} exp
(
n−1∑
k=0
αMk
)∥∥∥∥∥
L32p(Ω,R)
×
∥∥∥∥∥ supu∈{0,··· ,M} exp
(
−
u−1∑
k=0
αMk
)∥∥∥∥∥
L32p(Ω,R)
< +∞,
for all M ∈ N and all p ∈ [1,∞).
Along the same lines as above, we prove that A5 is bounded.
Since each of the terms A1, A2, A3, A4 and A5 is bounded, this complete the proof of Lemma 4.2.29.
The following lemma is an extension of [8, Lemma 3.6, pp 16]. Here, we include the jump part.
Lemma 4.2.31 Let M ∈ N and ΩMM ∈ F . The following holds :
sup
M∈N
(
MpP[(ΩMM )c]
)
< +∞,
for all p ∈ [1,∞).
Proof 4.2.32 Using the subadditivity of the probability measure and the Markov’s inequality, it follows
that
P[(ΩMM )c] ≤ P
[
sup
n∈{0,··· ,M−1}
DMn > M
1/2c
]
+MP
[‖WT/M‖ > 1]+MP [|NT/M | > 1]
≤ P
[
sup
n∈{0,··· ,M−1}
|DMn | > M q/2c
]
+MP
[
‖WT ‖ >
√
M
]
+MP
[|NT | > M]
≤ P
[
sup
n∈{0,··· ,M−1}
|DMn | > M q/2c
]
+MP
[
‖WT ‖q > M q/2
]
+MP
[|NT |q > M q]
≤ E
[
sup
n∈{0,··· ,M−1}
|DMn |q
]
M−q/2c + E[‖WT ‖q]M1−q/2 + E[|NT |q]M1−q,
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for all q > 1.
Multiplying both sides of the above inequality by Mp leads to
MpP[(ΩMM )c] ≤ E
[
sup
n∈{0,··· ,M−1}
|DMn |q
]
Mp−q/2c + E[‖WT ‖q]Mp+1−q/2 + E[|NT |q]Mp+1−q
for all q > 1.
For q > max{2pc, 2p + 2}, we have Mp+1−q/2 < 1, Mp−q/2c < 1 and Mp+1−q < 1. It follows for
this choice of q that
MpP[(ΩMM )c] ≤ E
[
sup
n∈{0,··· ,M−1}
|DMn |p
]
+ E[‖WT ‖q] + E[|NT |q].
Using Lemma 4.2.29 and the fact that WT and NT are independents of M , it follows that
sup
M∈N
(
MpP[(ΩMM )c]
)
< +∞.
The following lemma can be found in [15, Theorem 48 pp 193] or in [18, Theorem 1.1, pp 1].
Lemma 4.2.33 [Burkholder-Davis-Gundy inequality]
Let M be a martingale with ca`dla`g paths and let p ≥ 1 be fixed. Let M∗t = sup
s≤t
||Ms||. Then there
exist constants cp and Cp such that for any M
cp
[
E ([M,M ]t)p/2
]1/p ≤ [E(M∗t )p]1/p ≤ Cp [E ([M,M ]t)p/2]1/p ,
for all 0 ≤ t ≤ ∞, where [M,M ] stand for the quadratic variation of the process M . The constants cp
and Cp are universal : They does not depend on the choice of M .
The following lemma can be found in [8, Lemma 3.7, pp 16].
Lemma 4.2.34 Let k ∈ N and let Z : [0, T ]×Ω −→ Rk×m be a predictable stochastic process satisfying
P
[∫ T
0 ||Zs||2ds < +∞
]
= 1. Then we have the following inequality
∥∥∥∥∥ sups∈[0,t]
∥∥∥∥∫ s
0
ZudWu
∥∥∥∥
∥∥∥∥∥
Lp(Ω,R)
≤ Cp
(∫ t
0
m∑
i=1
||Zs~ei||2Lp(Ω,Rk)ds
)1/2
for all t ∈ [0, T ] and all p ∈ [1,∞). Where (~e1, · · · , ~em) is the canonical basis of Rm.
Proof 4.2.35 Since W is a continuous martingale satisfying d[W,W ]s = ds, it follows from the
property of the quadratic variation (see [14, 8.21, pp 219] ) that[∫
0
ZsdWs,
∫
0
ZsdWs
]
t
=
∫ t
0
||Zs||2d[W,W ]s =
∫ t
0
||Zs||2ds. (4.33)
Applying Lemma 4.2.33 for Mt = sup
0≤s≤T
∫ t
0 ZsdWs and using (4.33) leads to :
[
E
[
sup
0≤t≤T
∥∥∥∥∫ t
0
ZudWu
∥∥∥∥p
]]1/p
≤ Cp
[
E
(∫ T
0
||Zs||2ds
)p/2]1/p
, (4.34)
where Cp is a positive constant depending on p :
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Using the definition of ||X||Lp(Ω,R) for any random variable X, it follows that∥∥∥∥∥ sups∈[0,T ]
∥∥∥∥∫ s
0
ZudWu
∥∥∥∥
∥∥∥∥∥
Lp(Ω,R)
≤ Cp
∥∥∥∥∫ T
0
||Zs||2ds
∥∥∥∥1/2
Lp/2(Ω,R)
≤ Cp
∥∥∥∥∥
∫ T
0
m∑
i=1
||Zs.~ei||2ds
∥∥∥∥∥
1/2
Lp/2(Ω,R)
.
Using Minkowski inequality in its integral form (see Proposition 1.1.20) yields :∥∥∥∥∥ sups∈[0,T ]
∥∥∥∥∫ s
0
ZudWu
∥∥∥∥
∥∥∥∥∥
Lp(Ω,R)
≤ Cp
(∫ T
0
m∑
i=1
∥∥||Zs.~ei||2∥∥Lp/2(Ω,Rk) ds
)1/2
.
Using Holder inequality, it follows that :∥∥∥∥∥ sups∈[0,T ]
∥∥∥∥∫ s
0
ZudWu
∥∥∥∥
∥∥∥∥∥
Lp(Ω,R)
≤ Cp
(∫ T
0
m∑
i=1
||Zs.~ei||2Lp(Ω,Rk)ds
)1/2
. (4.35)
This complete the proof of the lemma.
The following lemma and its proof can be found in [8, Lemma 3.8, pp 16].
Lemma 4.2.36 Let k ∈ N and let ZMl : Ω −→ Rk×m, l ∈ {0, 1, · · · ,M − 1}, M ∈ N be a familly
of mappings such that ZMl is FlT/M/B(Rk×m)-measurable for all l ∈ {0, 1, · · · ,M − 1} and M ∈ N.
Then the following inequality holds :∥∥∥∥∥ supj∈{0,1,··· ,n}
∥∥∥∥∥
j−1∑
l=0
ZMl ∆W
M
l
∥∥∥∥∥
∥∥∥∥∥
Lp(Ω,R)
≤ Cp
(
n−1∑
l=0
m∑
i=1
||ZMl .~ei||2Lp(Ω,Rk)
T
M
)1/2
.
Proof 4.2.37 Let Z
M
: [0, T ]× Ω −→ Rk×m such that Zs := ZMl for all s ∈
[
lT
M
,
(l + 1)T
M
)
,
l ∈ {0, 1, · · · ,M − 1} and all M ∈ N.
Using Lemma 4.2.34, one obtain :∥∥∥∥∥ supj∈{0,1,··· ,n}
∥∥∥∥∥
j−1∑
l=0
ZMl ∆W
M
l
∥∥∥∥∥
∥∥∥∥∥
Lp(Ω,R)
=
∥∥∥∥∥ supj∈{0,1,··· ,n}
∥∥∥∥∥
∫ jT/M
0
Z
M
u dWu
∥∥∥∥∥
∥∥∥∥∥
Lp(Ω,R)
≤
∥∥∥∥∥∥∥∥∥∥
sup
s∈
[
0,
nT
M
]
∥∥∥∥∫ s
0
Z
M
u dWu
∥∥∥∥
∥∥∥∥∥∥∥∥∥∥
Lp(Ω,R)
≤ Cp
(∫ nT/M
0
m∑
i=1
||Zs.~ei||2Lp(Ω,Rk)ds
)1/2
= Cp
(
n−1∑
l=0
m∑
i=1
||ZMl .~ei||2Lp(Ω,Rk)
T
M
)1/2
.
Lemma 4.2.38 Let k ∈ N and Z : [0, T ] × Ω −→ Rk be a predictable stochastic process satisfying
E
(∫ T
0 ||Zs||2ds
)
< +∞. Then the following inequality holds :∥∥∥∥∥ sups∈[0,T ]
∥∥∥∥∫ s
0
ZudNu
∥∥∥∥
∥∥∥∥∥
Lp(Ω,R)
≤ Cp
(∫ T
0
||Zs||2Lp(Ω,Rk)ds
)1/2
,
for all t ∈ [0, T ] and all p ∈ [1,+∞).
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Proof 4.2.39 Since N is a martingale with ca`dla`g paths satisfying d[N,N ]s = λs (see Proposition
1.2.17), it follows from the property of the quadratic variation (see [14, 8.21, pp 219]) that[∫
0
ZsdN s,
∫
0
ZsdN s
]
t
=
∫ t
0
||Zs||2λds. (4.36)
Applying Lemma 4.2.33 for Mt = sup
0≤s≤T
∫ t
0 ZsdN s and using (4.36) leads to :
[
E
[
sup
0≤t≤T
∥∥∥∥∫ t
0
ZudNu
∥∥∥∥p
]]1/p
≤ Cp
[
E
(∫ T
0
||Zs||2ds
)p/2]1/p
, (4.37)
where Cp is a positive constant depending on p and λ.
Using the definition of ||X||Lp(Ω,R) for any random variable X, it follows that∥∥∥∥∥ sups∈[0,T ]
∥∥∥∥∫ s
0
ZudNu
∥∥∥∥
∥∥∥∥∥
Lp(Ω,R)
≤ Cp
∥∥∥∥∫ T
0
||Zs||2ds
∥∥∥∥1/2
Lp/2(Ω,R)
. (4.38)
Using Minkowski inequality in its integral form (see Proposition 1.1.20) yields :∥∥∥∥∥ sups∈[0,T ]
∥∥∥∥∫ s
0
ZudNu
∥∥∥∥
∥∥∥∥∥
Lp(Ω,R)
≤ Cp
(∫ T
0
∥∥||Zs||2∥∥Lp/2(Ω,Rk) ds)1/2 .
Using Holder inequality leads to :∥∥∥∥∥ sups∈[0,T ]
∥∥∥∥∫ s
0
ZudNu
∥∥∥∥
∥∥∥∥∥
Lp(Ω,R)
≤ Cp
(∫ T
0
||Zs||2Lp(Ω,Rk)ds
)1/2
. (4.39)
This complete the proof of the lemma.
Lemma 4.2.40 Let k ∈ N, M ∈ N and ZMl : Ω −→ Rk, l ∈ {0, 1, · · · ,M −1} be a family of mappings
such that ZMl is FlT/M/B(Rk)-measurable for all l ∈ {0, 1, · · · ,M − 1}, then ∀ n ∈ {0, 1 · · · ,M} the
following inequality holds :∥∥∥∥∥ supj∈{0,1,··· ,n}
∥∥∥∥∥
j−1∑
l=0
ZMl ∆N
M
l
∥∥∥∥∥
∥∥∥∥∥
Lp(Ω,R)
≤ Cp
n−1∑
j=0
||ZMj ||2Lp(Ω,Rk)
T
M
1/2 ,
where Cp is a positive constant independent of M .
Proof 4.2.41 Let’s define Z
M
: [0, T ] × Ω −→ Rk such that ZMs := ZMl for all s ∈
[
lT
M
,
(l + 1)T
M
)
,
l ∈ {0, 1, · · · ,M − 1}.
Using the definition of stochastic integral and Lemma 4.2.38, it follows that :∥∥∥∥∥ supj∈{0,1,··· ,n}
∥∥∥∥∥
j−1∑
l=0
ZMl ∆N
M
l
∥∥∥∥∥
∥∥∥∥∥
Lp(Ω,R)
=
∥∥∥∥∥ supj∈{0,1,··· ,n}
∥∥∥∥∥
∫ jT/M
0
Z
M
u dN
M
u
∥∥∥∥∥
∥∥∥∥∥
Lp(Ω,R)
≤
∥∥∥∥∥ sups∈[0,nT/M ]
∥∥∥∥∫ s
0
Z
M
u dNu
∥∥∥∥
∥∥∥∥∥
Lp(Ω,Rk)
≤ Cp
(∫ nT/M
0
||ZMu ||2Lp(Ω,Rk)ds
)1/2
= Cp
n−1∑
j=0
||ZMj ||2Lp(Ω,Rk)
T
M
1/2 .
This complete the proof of lemma.
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Now we are ready to prove Theorem 4.2.5.
Proof 4.2.42 [ Theorem 4.2.5]
Let’s first represent the numerical approximation YMn in the following appropriate form :
YMn = Y
M
n−1 +
∆tfλ(Y
M
n−1)
1 + ∆t||fλ(YMn−1)||
+ g(Yn−1)∆WMn−1 + h(Y
M
n−1)∆N
M
n−1
= X0 +
n−1∑
k=0
∆tfλ(Y
M
k )
1 + ∆t||fλ(YMk )||
+
n−1∑
k=0
g(YMk )∆W
M
k +
n−1∑
k=0
h(YMk )∆N
M
k
= X0 +
n−1∑
k=0
g(0)∆WMk +
n−1∑
k=0
h(0)∆N
M
k +
n−1∑
k=0
∆tfλ(Y
M
n−1)
1 + ∆t||fλ(YMn−1)||
+
n−1∑
k=0
(g(YMk )− g(0))∆WMk +
n−1∑
k=0
(h(YMk )− h(0))∆NMk ,
for all M ∈ N and all n ∈ {0, · · · ,M}.
Using the inequality ∥∥∥∥ ∆tfλ(YMk )1 + ∆t||fλ(YMk )||
∥∥∥∥
LP (Ω,Rd)
< 1
it follows that :
||YMn ||Lp(Ω,Rd) ≤ ||X0||Lp(Ω,Rd) +
∥∥∥∥∥
n−1∑
k=0
g(0)∆WMk
∥∥∥∥∥
Lp(Ω,Rd)
+
∥∥∥∥∥
n−1∑
k=0
h(0)∆N
M
k
∥∥∥∥∥
Lp(Ω,Rd)
+M
+
∥∥∥∥∥
n−1∑
k=0
(g(YMk )− g(0))∆WMk
∥∥∥∥∥
Lp(Ω,Rd)
+
∥∥∥∥∥
n−1∑
k=0
(h(YMk )− h(0))∆NMk
∥∥∥∥∥
Lp(Ω,Rd)
.
Using Lemma 4.2.36 and Lemma 4.2.40, it follows that :
||YMn ||Lp(Ω,Rd) ≤ ||X0||Lp(Ω,R) + Cp
(
n−1∑
k=0
m∑
i=1
||gi(0)||2 T
M
)1/2
+ Cp
(
n−1∑
k=0
||h(0)||2 T
M
)1/2
+ M + Cp
(
n−1∑
k=0
m∑
i=1
||(gi(YMk )− gi(0))∆WMk ||2Lp(Ω,Rd)
T
M
)1/2
+ Cp
(
n−1∑
k=0
λ||(h(YMk )− h(0))∆WMk ||2Lp(Ω,Rd)
T
M
)1/2
≤ ||X0||Lp(Ω,Rd) + Cp
(
nT
M
m∑
i=1
||gi(0)||2
)1/2
+ Cp
(
nT
M
||h(0)||2
)1/2
+ M + Cp
(
n−1∑
k=0
m∑
i=1
||gi(YMk )− gi(0)||2Lp(Ω,Rd)
T
M
)1/2
+ Cp
(
n−1∑
k=0
||h(YMk )− h(0)||2Lp(Ω,Rd)
T
M
)1/2
. (4.40)
From ||gi(0)||2 ≤ ||g(0)||2 and the global Lipschitz condition satisfied by g and h, we obtain
||gi(YMk ) − gi(0)||Lp(Ω,Rd) ≤ C||YMk ||Lp(Ω,Rd) and ||h(YMk ) − h(0)||Lp(Ω,Rd) ≤ C||YMk ||Lp(Ω,Rd). So
using (4.40), we obtain
||YMn ||Lp(Ω,Rd) ≤ ||X0||Lp(Ω,Rd) + Cp
√
Tm||g(0)||+ Cp
√
T ||h(0)||+M
+ Cp
(
Tm
M
n−1∑
k=0
||YMk ||2Lp(Ω,Rd)
)1/2
+ Cp
(
T
M
n−1∑
k=0
||YMk ||2Lp(Ω,Rd)
)1/2
.
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Using the inequality (a+ b+ c)2 ≤ 3a2 + 3b2 + 3c2, it follows that :
||YMn ||2Lp(Ω,Rd) ≤ 3
(
||X0||Lp(Ω,Rd) + Cp
√
Tm||g(0)||+ Cp
√
T ||h(0)||+M
)2
+
3T (Cp
√
m+ Cp)
2
M
n−1∑
k=0
||YMk ||2Lp(Ω,Rd),
for all p ∈ [1,∞).
Using the fact that
3T (p
√
m+ Cp)
2
M
< 3(p
√
m+ Cp)
2 we obtain the following estimation
||YMn ||2Lp(Ω,Rd) ≤ 3
(
||X0||Lp(Ω,Rd) + Cp
√
Tm||g(0)||+ Cp
√
T ||h(0)||+M
)2
+ 3T (Cp
√
m+ Cp)
2
n−1∑
k=0
||YMk ||2Lp(Ω,Rd), (4.41)
Applying Gronwall lemma to (4.41) leads to
||YMn ||2Lp(Ω,Rd) ≤ 3e3(Cp
√
m+Cp)2
(
||X0||Lp(Ω,Rd) + Cp
√
Tm||g(0)||+ Cp
√
T ||h(0)||+M
)2
. (4.42)
Taking the square root and the supremum in the both sides of (4.42) leads to :
sup
n∈{0,··· ,M}
||YMn ||Lp(Ω,Rd)
≤
√
3e3(Cp
√
m+Cp)2
(
||X0||Lp(Ω,Rd) + Cp
√
Tm||g(0)||+ Cp
√
T ||h(0)||+M
)
(4.43)
Unfortunately, (4.43) is not enough to conclude the proof of the lemma due to the term M in the right
hand side. Using the fact that (ΩMn )n is a decreasing sequence and by exploiting Holder inequality, we
obtain :
sup
M∈N
sup
n∈{0,··· ,M}
∥∥∥1(ΩMn )cYMn ∥∥∥Lp(Ω,Rd) ≤ supM∈N supn∈{0,··· ,M}
∥∥∥1(ΩMM )c∥∥∥L2p(Ω,Rd) ∥∥YMn ∥∥L2p(Ω,Rd)
≤
(
sup
M∈N
sup
n∈{0,··· ,M}
(
M
∥∥∥1(ΩMM )c∥∥∥L2p(Ω,Rd)
))
×
(
sup
M∈N
sup
n∈{0,··· ,M}
(
M−1||YMn ||L2p(Ω,Rd)
))
. (4.44)
Using inequality (4.43) we have(
sup
M∈N
sup
n∈{0,··· ,M}
(
M−1||YMn ||L2p(Ω,Rd)
))
≤
√
3e3(Cp
√
m+Cp)2
(
||X0||L2p(Ω,Rd)
M
+
Cp
√
Tm||g(0)||+ Cp
√
T ||h(0)||
M
+ 1
)
≤
√
3e3(Cp
√
m+Cp)2
(
||X0||L2p(Ω,Rd) + Cp
√
Tm||g(0)||+ Cp
√
T ||h(0)||+ 1
)
< +∞, (4.45)
for all p ≥ 1. From the relation∥∥∥1(ΩMM )c∥∥∥L2p(Ω,Rd) = E [1(ΩMM )c]1/2p = P [(ΩMM )c]1/2p ,
it follows using Lemma 4.2.31 that :
sup
M∈N
sup
n∈{0,··· ,M}
(
M
∥∥∥1(ΩMM )c∥∥∥L2p(Ω,R
)
= sup
M∈N
sup
n∈{0,··· ,M}
(
M2pP
[
(ΩMM )
c
])1/2p
< +∞, (4.46)
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for all p ≥ 1.
So plugging (4.45) and (4.46) in (4.44) leads to :
sup
M∈N
sup
n∈{0,··· ,M}
∥∥∥1(ΩMn )cYMn ∥∥∥Lp(Ω,Rd) < +∞. (4.47)
Futhermore, we have
sup
M∈N
sup
n∈{0,··· ,M}
∥∥YMn ∥∥Lp(Ω,Rd) ≤ sup
M∈N
sup
n∈{0,··· ,M}
∥∥∥1(ΩMn )YMn ∥∥∥Lp(Ω,Rd)
+ sup
M∈N
sup
n∈{0,··· ,M}
∥∥∥1(ΩMn )cYMn ∥∥∥Lp(Ω,Rd) . (4.48)
From (4.47), the second term of inequality (4.48) is bounded, while using Lemma 4.2.9 and Lemma
4.2.29 we have :
sup
M∈N
sup
n∈{0,··· ,M}
∥∥∥1(ΩMn )YMn ∥∥∥Lp(Ω,Rd) ≤ supM∈N supn∈{0,··· ,M}∥∥DMn ∥∥Lp(Ω,Rd) < +∞. (4.49)
Finally plugging (4.47) and (4.49) in (4.48) leads to :
sup
M∈N
sup
n∈{0,··· ,M}
∥∥YMn ∥∥Lp(Ω,Rd) < +∞.
4.3 Strong convergence of the compensated tamed Euler scheme
The main result of this chapter is given in the following theorem.
Theorem 4.3.1 Under Assumptions 4.2.2, for all p ∈ [1,+∞) there exist a positive constant Cp such
that : (
E
[
sup
t∈[0,T ]
∥∥∥Xt − YMt ∥∥∥p
])1/p
≤ Cp∆t1/2, (4.50)
for all M ∈ N.
Where X : [0, T ]× Ω −→ Rd is the exact solution of equation (4.1) and YMt is the time continous
approximation defined by (4.7).
In order to prove Theorem 4.3.1, we need the following two lemmas.
Following closely [8, Lemma 3.10, pp 16], we have the following lemma.
Lemma 4.3.2 Let YMn be defined by (4.6) for all M ∈ N and all n ∈ {0, 1, · · · ,M}, then we have
sup
M∈N
sup
n∈{0,1,··· ,M}
(
E
[||fλ(YMn )||p] ∨ E [∥∥g(YMn )∥∥p] ∨ E [∥∥h(YMn )∥∥p]) < +∞,
for all p ∈ [1,∞).
Proof 4.3.3 From the polynomial growth condition of fλ, for all x ∈ Rd we have
||fλ(x)|| ≤ C(K + ||x||c)||x||+ ||fλ(0)|| = CK||x||+ C||x||c+1 + ||fλ(0)||.
• If ||x|| ≤ 1, then CK||x|| ≤ CK, hence
||fλ(x)|| ≤ CK + C||x||c+1 + ||fλ(0)||
≤ KC +KC||x||c+1 + C + C||x||c+1 + ||fλ(0)||+ ||fλ(0)||||x||c+1
= (KC + C + ||fλ(0)||)(1 + ||x||c+1). (4.51)
4.3. STRONG CONVERGENCE OF THE COMPENSATED TAMED EULER SCHEME 61
• If ||x|| ≥ 1, then C||x|| ≤ C||x||c+1, hence
||fλ(x)|| ≤ KC||x||c+1 + C||x||c+1 + ||fλ(0)||
≤ KC +KC||x||c+1 + C + C||x||c+1 + ||fλ(0)||+ ||fλ(0)||||x||c+1
= (KC + C + ||fλ(0)||)(1 + ||x||c+1). (4.52)
So it follows from (4.51) and (4.52) that
||fλ(x)|| ≤ (KC + C + ||fλ(0)||)(1 + ||x||c+1), for all x ∈ Rd. (4.53)
Using inequality (4.53) and Theorem 4.2.5, it follows that :
sup
M∈N
sup
n∈{0,··· ,M}
∥∥fλ(YMn )∥∥Lp(Ω,Rd) ≤ (KC + C + ||fλ(0)||)
×
(
1 + sup
M∈N
sup
n∈{0,··· ,M}
∥∥YMn ∥∥c+1Lp(c+1)(Ω,Rd)
)
< +∞,
for all p ∈ [1,∞).
In other hand, using the global Lipschitz condition satisfied by g and h, it follows that :
||g(x)|| ≤ C||x||+ ||g(0)|| and ||h(x)|| ≤ C||x||+ ||h(0)||. (4.54)
Using once again Theorem 4.2.5, it follows from (4.54) that :
sup
M∈N,n∈{0,··· ,M}
∥∥g(YMn )∥∥Lp(Ω,Rd) ≤ ||g(0)||+ C sup
M∈N
sup
n∈{0,··· ,M}
∥∥YMn ∥∥Lp(Ω,Rd) < +∞,
for all p ∈ [1,∞).
Using the same argument as for g the following holds
sup
M∈N
sup
n∈{0,··· ,M}
∥∥h(YMn )∥∥Lp(Ω,Rd) < +∞,
for all p ∈ [1,+∞).
This complete the proof of Lemma 4.3.2.
For s ∈ [0, T ] let bsc be the greatest grid point less than s. We have the following lemma.
Lemma 4.3.4 For any stepsize ∆t, the following inequalities holds
sup
t∈[0,T ]
∥∥∥YMt − YMbtc∥∥∥
Lp(Ω,Rd)
≤ Cp∆t1/2,
sup
M∈N
sup
t∈[0,T ]
∥∥∥YMt ∥∥∥
Lp(Ω,Rd)
<∞,
sup
t∈[0,T ]
∥∥∥fλ(YMt )− fλ(YMbtc)∥∥∥
Lp(Ω,Rd)
≤ Cp∆t1/2.
Proof 4.3.5 • Using Lemma 4.2.38, Lemma 4.2.34 and the time continous approximation (4.7),
it follows that :
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sup
t∈[0,T ]
∥∥∥YMt − YMbtc∥∥∥
Lp(Ω,Rd)
≤ T
M
 sup
t∈[0,T ]
∥∥∥∥∥ fλ(Y
M
btc)
1 + ∆t||fλ(YMbtc)||
∥∥∥∥∥
L2(Ω,Rd)
+ sup
t∈[0,T ]
∥∥∥∥∥
∫ t
btc
g(Y
M
btc)dWs
∥∥∥∥∥
Lp(Ω,Rd)
+ sup
t∈[0,T ]
∥∥∥∥∥
∫ t
btc
h(Y
M
btc)dN s
∥∥∥∥∥
Lp(Ω,Rd)
≤ T√
M
(
sup
n∈{0,··· ,M}
||fλ(YMn )||Lp(Ω,Rd)
)
+ sup
t∈[0,T ]
(
T
M
m∑
i=1
∫ t
btc
||gi(YMs )||2Lp(Ω,Rk)ds
)1/2
+ sup
t∈[0,T ]
(
TCp
M
∫ t
btc
||h(YMs )||2Lp(Ω,Rd)ds
)1/2
≤ T√
M
(
sup
n∈{0,··· ,M}
||fλ(YMn )||Lp(Ω,Rd)
)
+
√
Tm√
M
(
sup
i∈{1,··· ,m}
sup
n∈{0,··· ,M}
||gi(YMn )||Lp(Ω,Rk)
)
+
Cp
√
T√
M
(
sup
n∈{0,··· ,M}
||h(YMn )||Lp(Ω,Rd)
)
, (4.55)
for all M ∈ N.
Using inequality (4.55) and Lemma 4.3.2, it follows that :[
sup
t∈[0,T ]
∥∥∥YMt − YMbtc∥∥∥
Lp(Ω,Rd)
]
< Cp∆t
1/2, (4.56)
for all p ∈ [1,∞) and all stepsize ∆t.
• Using the inequalities (4.56), ||a|| ≤ ||a− b||+ ||b|| for all a, b ∈ Rd and Theorem 4.2.5 it follows
that
sup
t∈[0,T ]
||YMt ||Lp(Ω,Rd) ≤
[
sup
t∈[0,T ]
∥∥∥YMt − YMbtc∥∥∥
Lp(Ω,Rd)
]
+ sup
t∈[0,T ]
∥∥∥YMbtc∥∥∥
Lp(Ω,Rd)
≤ Cp
M1/2
+ sup
t∈[0,T ]
∥∥∥YMbtc∥∥∥
Lp(Ω,Rd)
< CpT
1/2 + sup
t∈[0,T ]
∥∥∥YMbtc∥∥∥
Lp(Ω,Rd)
< ∞,
for all p ∈ [1,+∞) and all M ∈ N.
• Further, using the polynomial growth condition :
||fλ(x)− fλ(y)|| ≤ C(K + ||x||c + ||y||c)||x− y||,
for all x, y ∈ Rd, it follows using Holder inequality that :
sup
t∈[0,T ]
||fλ(YMt )− fλ(YMbtc)||Lp(Ω,Rd) ≤ C
(
K + 2 sup
t∈[0,T ]
||YMt ||cL2pc(Ω,Rd)
)
×
(
sup
t∈[0,T ]
||YMt − YMbtc||L2p(Ω,Rd)
)
(4.57)
Using (4.57) and the first part of Lemma 4.3.4, the following inequality holds[
sup
t∈[0,T ]
||fλ(YMt )− fλ(YMbtc)||Lp(Ω,Rd)
]
< Cp∆t
1/2, (4.58)
for all p ∈ [1,∞) and for all stepsize ∆t.
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Now we are ready to give the proof of Theorem 4.3.1.
Proof 4.3.6 [ Theorem 4.3.1]
Let’s recall that for s ∈ [0, T ], bsc denote the greatest grid point less than s. The time continuous
solution (4.7) can be writen into its integral form as bellow :
Y
M
s = X0 +
∫ s
0
fλ(Y
M
buc)
1 + ∆t||fλ(YMbuc)||
du+
∫ s
0
g(Y
M
buc)dWu +
∫ s
0
h(Y
M
buc)dNu, (4.59)
for all s ∈ [0, T ] almost surely and all M ∈ N.
Let’s estimate first the quantity ||Xs − YMs ||2
Xs − Y s =
∫ s
0
(
fλ(Xu)−
fλ(Y
M
buc)
1 + ∆t||fλ(YMbuc)||
)
du+
∫ s
0
(
g(Xu)− g(YMbuc)
)
dWu
+
∫ s
0
(
h(Xu)− h(YMbuc)
)
dNu.
Using the relation dNu = dNu − λdu, it follows that
Xs − Y s =
∫ s
0
[(
fλ(Xu)−
fλ(Y
M
buc)
1 + ∆t||fλ(YMbuc)||
)
− λ
(
h(Xu)− h(YMbuc)
)]
du
+
∫ s
0
(
g(Xu)− g(YMbuc)
)
dWu +
∫ s
0
(
h(Xu)− h(YMbuc)
)
dNu.
The function k : Rm −→ R, x 7−→ ||x||2 is twice differentiable. Applying Itoˆ’s formula for jumps
process to the process Xs − YMs leads to :∥∥∥Xs − YMs ∥∥∥2 = 2 ∫ s
0
〈
Xu − YMu , fλ(Xu)−
fλ(Y
M
buc)
1 + ∆t||fλ(YMbuc)||
〉
du
− 2λ
∫ s
0
〈
Xu − YMu , h(Xu)− h(YMbuc)
〉
du+
m∑
i=1
∫ s
0
||gi(Xu)− gi(YMbuc)||2du
+ 2
m∑
i=1
∫ s
0
〈
Xu − YMu , gi(Xu)− gi(YMbuc)
〉
dW iu
+
∫ s
0
[
||Xu − YMu + h(Xu)− h(YMbuc)||2 − ||Xu − YMu ||2
]
dNu.
Using again the relation dNu = dNu − λdu leads to :
∥∥∥Xs − YMs ∥∥∥2 = 2 ∫ s
0
〈
Xu − YMu , fλ(Xu)−
fλ(Y
M
buc)
1 + ∆t||fλ(YMbuc)||
〉
du
− 2λ
∫ s
0
〈
Xu − YMu , h(Xu)− h(YMbuc)
〉
du+
m∑
i=1
∫ s
0
||gi(Xu)− gi(YMbuc)||2du
+ 2
m∑
i=1
∫ s
0
〈
Xu − YMu , gi(Xu)− gi(YMbuc)
〉
dW iu
+
∫ s
0
[
||Xu − YMu + h(Xu)− h(YMbuc)||2 − ||Xu − YMu ||2
]
dNu
+ λ
∫ s
0
[
||Xu − YMu + h(Xu)− h(YMbuc)||2 − ||Xu − YMu ||2
]
du
= A1 +A2 +A3 +A4 +A5 +A6. (4.60)
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In the next step, we give some useful estimations of A1, A2, A3 and A6.
A1 := 2
∫ s
0
〈
Xu − YMu , fλ −
fλ(Y buc)
1 + ∆t||fλ(YMbuc)||
〉
du
= 2
∫ s
0
〈
Xs − YMu , fλ(Xu)− fλ(YMu )
〉
du
+ 2
∫ s
0
〈
Xs − YMu , fλ(YMu )−
fλ(Y
M
buc)
1 + ∆t||fλ(YMbuc)||
〉
du.
= A11 +A12
Using the one-sided Lipschitz condition satisfied by fλ leads to :
A11 := 2
∫ s
0
〈
Xs − YMu , fλ(Xu)− fλ(YMu )
〉
du
≤ 2C
∫ u
0
||Xu − YMu ||2du. (4.61)
Moreover, using the inequality 〈a, b〉 ≤ |a||b| ≤ a
2
2
+
b2
2
leads to :
A12 = 2
∫ s
0
〈
Xu − YMu , fλ(YMu )−
fλ(Y
M
buc)
1 + ∆t||fλ(YMbuc)||
〉
du
= 2
∫ s
0
〈
Xu − YMu , fλ(YMu )− fλ(YMbuc)
〉
ds
+ 2∆t
∫ s
0
〈
Xu − YMu ,
fλ(Y
M
buc)||fλ(YMbuc)||
1 + ∆t||fλ(YMbuc)||
〉
du
≤
∫ s
0
||Xu − YMu ||2du+
∫ s
0
||fλ(YMu )− fλ(YMbuc)||2du
+
∫ s
0
||Xu − YMu ||2du+
T 2
M2
∫ s
0
||fλ(YMbuc)||4du
≤ 2
∫ s
0
||Xu − YMu ||2du+
∫ s
0
||fλ(YMu )− fλ(Y buc)||2du
+
T 2
M2
∫ s
0
||fλ(YMbuc)||4du. (4.62)
Combining (4.61) and (4.62) give the following estimation of A1 :
A1 ≤ (2C + 2)
∫ s
0
||Xu − YMu ||2du+
∫ s
0
||fλ(YMu )− fλ(Y buc)||2du
+
T 2
M2
∫ s
0
||fλ(YMbuc)||4du. (4.63)
Using again the inequality 2〈a, b〉 ≤ 2|a||b| ≤ a2 + b2 and the global Lipschitz condition satisfied by h
leads to :
A2 := −2λ
∫ s
0
〈
Xu − YMu , h(Xu)− h(YMbuc)
〉
du
= −2λ
∫ s
0
〈
Xu − YMu , h(Xu)− h(YMu )
〉
du− 2λ
∫ s
0
〈
Xu − YMu , h(YMu )− h(YMbuc)
〉
du
≤ (2λ+ λC2)
∫ s
0
||Xu − YMu ||2du+ λC2
∫ s
0
||YMu − YMbuc||2du. (4.64)
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Using the inequalities ||gi(x)−gi(y)|| ≤ ||g(x)−g(y)|| and (a+ b)2 ≤ 2a2 +2b2 and the global Lipschitz
condition we have
A3 :=
m∑
i=1
∫ s
0
||gi(Xu)− gi(YMbuc)||2du
≤ m
∫ s
0
||g(Xu)− g(YMbuc)||2du
≤ m
∫ s
0
||g(Xu)− g(YMu ) + g(YMu )− g(YMbuc)||2du
≤ 2m
∫ s
0
||g(Xu)− g(YMu )||2du+ 2m
∫ s
0
||g(YMu )− g(YMbuc)||2du
≤ 2mC2
∫ s
0
||Xu − YMu ||2du+ 2mC2
∫ s
0
||YMu − YMbuc||2du. (4.65)
Using the same idea as above we obtain the following estimation of A6 :
A6 := λ
∫ s
0
[
Xu − YMu + h(YMu )− h(YMbuc)||2 − ||Xu − YMu ||2
]
du
≤ 3λ
∫ s
0
||Xu − YMu ||2du+ 2λ
∫ s
0
||h(Xu)− h(YMbuc)||2du
≤ 3λ
∫ s
0
||Xu − YMu ||2du+ 4λ
∫ s
0
||h(Xu)− h(YMu )||2du
+ 4λ
∫ s
0
||h(YMu )− h(YMbuc)||2du
≤ (3λ+ 4λC2)
∫ s
0
||Xu − YMu ||2du+ 4λC2
∫ s
0
||YMu − YMbuc||2du. (4.66)
Inserting (4.63), (4.64), (4.65) and (4.66) in (4.60) we obtain :∥∥∥Xs − YMs ∥∥∥2 ≤ (2C + 2 + 2mC2 + 5λ+ 5λC2) ∫ s
0
||Xu − YMu ||2du
+ (2mC2 + 5λC2)
∫ s
0
||YMu − YMbuc||2du
+
∫ s
0
||fλ(YMu )− fλ(YMbuc)||2du+
T 2
M2
∫ s
0
||fλ(YMbuc)||4du
+ 2
m∑
i=1
∫ s
0
〈
Xu − YMu , gi(Xu)− gi(YMbuc)
〉
dW iu
+
∫ s
0
[
||Xu − YMu + h(Xu)− h(YMbuc)||2 − ||Xu − YMu ||2
]
dNu.
Taking the supremum in both sides of the previous inequality leads to
sup
s∈[0,t]
∥∥∥Xs − YMs ∥∥∥2 ≤ (2C + 2 + 2mC2 + 5λ+ 5λC2)∫ t
0
||Xu − YMu ||2du
+ (2mC2 + 5λC2)
∫ t
0
||YMu − YMbuc||2du
+
∫ t
0
||fλ(YMu )− fλ(YMbuc)||2du+
T 2
M2
∫ t
0
||fλ(YMbuc)||4du
+ 2 sup
s∈[0,t]
∣∣∣∣∣
m∑
i=1
∫ s
0
〈
Xu − YMu , gi(Xu)− gi(YMbuc)
〉
dW iu
∣∣∣∣∣
+ sup
s∈[0,t]
∣∣∣∣∫ s
0
[
||Xu − YMu + h(Xu)− h(YMbuc)||2
]
dNu
∣∣∣∣
+ sup
s∈[0,t]
∣∣∣∣∫ s
0
||Xu − YMu ||2dNu
∣∣∣∣ (4.67)
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Using Lemma 4.2.34 we have the following estimation for all p ≥ 2
B1 :=
∥∥∥∥∥2 sups∈[0,t]
∣∣∣∣∣
m∑
i=1
∫ s
0
〈
Xu − YMu , gi(Xu)− gi(YMbuc)
〉
dW iu
∣∣∣∣∣
∥∥∥∥∥
Lp/2(Ω,R)
≤ Cp
(∫ t
0
m∑
i=1
∥∥∥〈Xu − YMu , gi(Xu)− gi(YMbuc)〉∥∥∥2
Lp/2(Ω,R)
ds
)1/2
.
Moreover, using Holder inequality, the inequalities ab ≤ a
2
2
+
b2
2
and (a+ b)2 ≤ 2a2 + b2 we have the
following estimations for all p ≥ 2
B1 ≤ Cp
(∫ t
0
m∑
i=1
∥∥∥〈Xu − YMu , gi(Xu)− gi(YMbuc)〉∥∥∥2
Lp/2(Ω,R)
ds
)1/2
≤ Cp
(∫ t
0
m∑
i=1
||Xu − YMu ||2Lp(Ω,R)||gi(Xu)− gu(Y
M
buc)||2Lp(Ω,Rd)ds
)1/2
≤ Cp√
2
(
sup
s∈[0,t]
||Xs − YMs ||Lp(Ω,Rd)
)(
2pC2m
∫ t
0
||Xs − YMbsc||2Lp(Ω,Rd)ds
)1/2
≤ 1
4
sup
s∈[0,t]
||Xs − YMs ||2Lp(Ω,Rd) + p2C2pm
∫ t
0
||Xs − YMbsc||2Lp(Ω,Rd)ds
≤ 1
4
sup
s∈[0,t]
||Xs − YMs ||2Lp(Ω,Rd) + 2p2C2pm
∫ t
0
||Xs − YMs ||2Lp(Ω,Rd)ds
+ 2p2C2pm
∫ t
0
||YMs − YMbuc||2Lp(Ω,Rd)ds, (4.68)
Using Lemma 4.2.38 and the inequality (a+ b)4 ≤ 16a4 + 16b4, it follows that
B2 :=
∥∥∥∥∥ sups∈[0,t]
∣∣∣∣∫ s
0
||Xu − YMu + h(Xu)− h(YMbuc)||2dNu
∣∣∣∣
∥∥∥∥∥
Lp/2(Ω,Rd)
≤ Cp
(∫ t
0
||Xu − YMu + h(Xu)− h(YMbuc)||4Lp/2(Ω,Rd)du
)1/2
≤ Cp
(∫ t
0
16||Xu − YMu ||4Lp/2(Ω,Rd) + 16||h(Xu)− h(Y
M
buc)||4Lp/2(Ω,Rd)du
)1/2
,
for all p ≥ 2.
Using the inequality
√
a+ b ≤ √a+√b, it follows that :
B2 ≤ 2Cp
(∫ t
0
||Xu − YMu ||4Lp/2(Ω,Rd)du
)1/2
+ 2Cp
(∫ t
0
||h(Xu)− h(YMbuc)||4Lp/2(Ω,Rd)du
)1/2
= B21 +B22. (4.69)
Using Holder inequality, it follows that
B21 := 2Cp
(∫ t
0
||Xu − YMu ||4Lp/2(Ω,Rd)du
)1/2
≤ 2Cp
(∫ t
0
||Xu − YMu ||2Lp(Ω,Rd)||Xu − Y
M
u ||2Lp(Ω,Rd)du
)1/2
≤ 1
4
sup
u∈[0,t]
||Xu − YMu ||Lp(Ω,Rd)8Cp
(∫ t
0
||Xu − YMu ||2Lp(Ω,Rd)du
)1/2
.
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Using the inequality 2ab ≤ a2 + b2 leads to :
B21 ≤ 1
16
sup
u∈[0,t]
||Xu − YMu ||2Lp(Ω,Rd) + 16C2p
∫ t
0
||Xu − YMu ||2Lp(Ω,Rd)du. (4.70)
Using the inequalities (a+ b)4 ≤ 4a4 + 4b4 and √a+ b ≤ √a+√b, we obtain
B22 := 2Cp
(∫ t
0
||h(Xu)− h(YMbuc)||4Lp/2(Ω,Rd)du
)1/2
≤ 2Cp
(∫ t
0
[
4||h(Xu)− h(YMu )||4Lp/2(Ω,Rd) + 4||h(Y
M
u )− h(YMbuc)||4Lp/2(Ω,Rd)
]
du
)1/2
≤ 4Cp
(∫ t
0
||h(Xu)− h(YMu )||4Lp/2(Ω,Rd)du
)1/2
+ 4Cp
(∫ t
0
||h(YMu )− h(YMbuc)||4Lp/2(Ω,Rd)du
)1/2
.
Using the global Lipschitz condition, leads to :
B22 ≤ 4Cp
(∫ t
0
C||Xu − YMu ||4Lp/2(Ω,Rd)du
)1/2
+ 4Cp
(∫ t
0
C||YMu − YMbuc||4Lp/2(Ω,Rd)du
)1/2
.
Using the same estimations as for B21, it follows that :
B22 ≤ 1
16
sup
u∈[0,t]
||Xu − YMu ||2Lp(Ω,Rd) + 64Cp
∫ t
0
||Xu − YMu ||2Lp(Ω,Rd)du
+
1
4
sup
u∈[0,t]
||YMu − YMbuc||2Lp(Ω,Rd) + 64Cp
∫ t
0
||YMu − YMbuc||2Lp(Ω,Rd)du.
Taking the supremum under the integrand in the last term of the above inequality and using the fact
that we don’t care about the value of the constant leads to :
B22 ≤ 1
16
sup
u∈[0,t]
||Xu − YMu ||2Lp(Ω,Rd) + 64Cp
∫ t
0
||Xu − YMu ||2Lp(Ω,Rd)du
+ Cp sup
s∈[0,t]
||YMs − YMbsc||2Lp(Ω,Rd). (4.71)
Inserting (4.70) and (4.71) into (4.69) gives :
B2 ≤ 1
8
sup
u∈[0,t]
||Xu − YMu ||2Lp(Ω,Rd) + Cp
∫ t
0
||Xu − YMu ||2Lp(Ω,Rd)du
+ Cp sup
s∈[0,t]
||YMs − YMbsc||2Lp(Ω,Rd). (4.72)
Using again Lemma 4.2.38 leads to :
B3 :=
∥∥∥∥∥ supu∈[0,t]
(∫ s
0
||Xu − YMu ||2dNu
)1/2∥∥∥∥∥
Lp/2(Ω,Rd)
≤ Cp
(∫ t
0
||Xu − YMu ||4Lp/2(Ω,Rd)du
)1/2
.
Using the same argument as for B21, we obtain :
B3 ≤ 1
8
sup
u∈[0,t]
||Xu − YMu ||2Lp(Ω,Rd) + Cp
∫ t
0
||Xu − YMu ||2Lp(Ω,Rd)du. (4.73)
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Taking the Lp norm in both side of (4.67), inserting inequalities (4.68), (4.72), (4.73) and using Holder
inequality in its integral form (see Proposition 1.1.20) leads to :∥∥∥∥∥ sups∈[0,t] ||Xs − YMs ||
∥∥∥∥∥
2
Lp(Ω,Rd)
=
∥∥∥∥∥ sups∈[0,t] ||Xs − YMs ||2
∥∥∥∥∥
Lp/2(Ω,Rd)
≤ Cp
∫ t
0
||Xs − YMs ||2Lp(Ω,Rd)ds+ Cp
∫ t
0
||YMs − YMbsc||2Lp(Ω,Rd)ds
+
∫ t
0
||fλ(Xs)− fλ(YMbsc)||2Lp(Ω,Rd)ds+ Cp sup
u∈[0,t]
||YMu − YMbuc||2Lp(Ω,Rd)
+
T 2
M2
∫ t
0
||fλ(YMbsc)||4L2p(Ω,Rd)ds+ 2Cp
∫ t
0
||YMs − YMbsc||2Lp(Ω,Rd)ds
+
1
2
∥∥∥∥∥ sups∈[0,t] ||Xs − YMs ||
∥∥∥∥∥
2
Lp(Ω,Rd)
.
for all t ∈ [0, T ] and all p ∈ [2,+∞).
The previous inequality can be rewrite in the following appropriate form :
1
2
∥∥∥∥∥ sups∈[0,t]
∥∥∥Xs − YMs ∥∥∥
∥∥∥∥∥
2
Lp(Ω,Rd)
≤ Cp
∫ t
0
||Xs − YMs ||2Lp(Ω,Rd)ds+ Cp
∫ t
0
||YMs − YMbsc||2Lp(Ω,Rd)ds
+
∫ t
0
||fλ(Xs)− fλ(YMbsc)||2Lp(Ω,Rd)ds+ Cp sup
u∈[0,t]
||YMu − YMbuc||2Lp(Ω,Rd)
+
T 2
M2
∫ t
0
||fλ(YMbsc)||4L2p(Ω,Rd)ds+ 2C2m
∫ t
0
||YMs − YMbsc||2Lp(Ω,Rd)ds.
Applying Gronwall lemma to the previous inequality leads to :
1
2
∥∥∥∥∥ sups∈[0,t] ||Xs − YMs ||
∥∥∥∥∥
2
Lp(Ω,Rd)
≤ CpeCp
(∫ T
0
||fλ(YMs )− fλ(YMbsc)||2Lp(Ω,Rd)ds+ Cp sup
t∈[0,t]
||YMu − YMbuc||2Lp(Ω,Rd)
+
T 2
M2
∫ T
0
||fλ(YMbsc)||4L2p(Ω,Rd)ds+ Cp
∫ T
0
||YMs − YMbsc||2Lp(Ω,Rd)ds
)
.
From the inequality
√
a+ b+ c ≤ √a+√b+√c, it follows that∥∥∥∥∥ supt∈[0,T ] ||Xt − YMt ||
∥∥∥∥∥
Lp(Ω,Rd)
≤ CpeCp
(
sup
t∈[0,T ]
||fλ(YMt )− fλ(YMbtc)||Lp(Ω,Rd) + Cp sup
t∈[0,t]
||YMt − YMbtc||Lp(Ω,Rd)
+
T
M
[
sup
n∈{0,··· ,M}
||fλ(YMn )||2Lp(Ω,Rd)
]
+ Cp sup
t∈[0,T ]
||YMt − YMbtc||Lp(Ω,Rd)
)
, (4.74)
for all p ∈ [2,∞).
Using Lemma 4.3.2 and Lemma 4.3.4 it follows from 4.74 that(
E
[
sup
t∈[0,T ]
∥∥∥Xt − YMt ∥∥∥p
])1/p
≤ Cp(∆t)1/2, (4.75)
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for all p ∈ [2,∞). Using Holder inequality, one can prove that (4.75) holds for all p ∈ [1, 2]. The proof
of the theorem is complete.
4.4 Numerical Experiments
In order to illustrate our theoretical result, we consider the following stochastic differential equation{
dXt = −X4t dt+XtdWt +XtdNt
X0 = 1,
λ = 1. It is straighforward to verify that Assumptions 4.2.2 are satisfied. We use Monte carlo
method to evaluate the error. The exact solution is consider as the numerical one with small stepsize
dt = 2−14. We have the following curve for 5000 paths.
Figure 4.1: Strong error of the compensated tamed Euler scheme
In this chapter, we proposed a compensated tamed Euler scheme to solve numerically SDEs
with jumps under non-global Lipschitz condition. We proved the strong convergence of order 0.5 of the
compensated Euler scheme. This scheme is explicit and then requires less computational efforts than
the implicit scheme. In some situations, the drift part can be equipped with the Lipschitz continuous
part and the non-Lipschitz continuous part. In the following chapter, we combine the tamed Euler
scheme and the Euler scheme and obtain another scheme called semi-tamed Euler scheme in order to
solve numerically the kind of equation mentioned above.
Chapter 5
Strong convergence and stability of the
semi- tamed Euler and the tamed
Euler scheme for stochastic differential
equations with jumps, under non-global
Lipschitz continous coefficients
Explicit numerical method called compensated tamed Euler scheme is developped in the previous
chapter. More precisely, it is proved that such numerical approximation have strong convergence of
order 0.5 for stochastic differential equations with jumps under non-global Lipschitz condition. In
this chapter, following the idea of [11], we propose a semi-tamed Euler scheme to solve stochastic
differential equations with jumps, where the drift coefficient is equipped with the Lipschitz continuous
part and the non-Lipschitz continuous part. We prove that for SDEs with jumps, the semi-tamed
Euler scheme converges strongly with order 0.5. We use this result to deduce a strong convegrence
of order 0.5 of the tamed Euler scheme for SDEs with jumps, where the drift coefficient satisfies the
non-global Lipschitz condition. We also investigate the stability analysis of both semi-tamed Euler
scheme and tamed Euler scheme. The contents of this chapter can also be found in [20] and [21].
5.1 Semi-tamed Euler scheme
In this chapter, we consider again a jump-diffusion Itoˆ’s stochastic differential equations (SDEs) of
the form :
dX(t) = f((X(t−))dt+ g((X(t−))dW (t) + h(X(t−))dN(t), X(0) = X0, (5.1)
where Wt is a m-dimensional Brownian motion, f : Rd −→ Rd such that f(x) = u(x) + v(x) satisfies
the global one-sided Lipschitz condition. u, v : Rd −→ Rd, u is the global Lipschitz continous part
while v is the non-global Lipschitz continous part. The functions g : Rd −→ Rd×m and h : Rd −→ Rd
satisfy the global Lipschitz condition, Nt is a one dimensional poisson process with parameter λ. Using
the relation f = u+ v, equation (5.1) can be rewritten into its equivalent form :
dX(t) = u(X(t−))dt+ v(X(t−))dt+ g(X(t−))dW (t) + h(X(t−))dN(t), X(0) = X0. (5.2)
We can rewrite the jump-diffusion SDEs (5.1) in the following equivalent form
dX(t) = fλ(X(t
−))dt+ g(X(t−))dW (t) + h(X(t−))dN(t), (5.3)
where
fλ(x) = f(x) + λh(x) = u(x) + λh(x) + v(x). (5.4)
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If T is the final time we consider the tamed Euler scheme
XMn+1 = X
M
n +
∆tf(XMn )
1 + ∆t‖f(XNn )‖
+ g(XMn )∆Wn + h(X
M
n )∆Nn (5.5)
and the semi-tamed Euler scheme
YMn+1 = Y
M
n + u(Y
M
n )∆t+
∆tv(YMn )
1 + ∆t‖v(YMn )‖
+ g(YMn )∆Wn + h(Y
M
n )∆Nn, (5.6)
where ∆t =
T
M
is the time step-size, M ∈ N is the number of steps.
Inspired by [11] and [8] we prove the strong convergence of the numerical approximation (5.7) and
deduce the strong convergence of (5.5) to the exact solution of (5.1).
5.2 Moments bounded of the numerical solution
Throughout this chapter, we use Notations 4.2.1.
Remark 5.2.1 Note that the numerical approximation (5.6) can be writen into its following equiv-
alent form
YMn+1 = Y
M
n + u(Y
M
n )∆t+ λh(Y
M
n )∆t+
∆tv(YMn )
1 + ∆t‖v(YMn )‖
+ g(YMn )∆Wn + h(Y
M
n )∆Nn. (5.7)
We define the continous time interpolation of the discrete numerical approximation of (5.7) by the
familly of processes
(
Y
M
)
M
, Y
M
: [0, T ]× Ω −→ Rd such that :
Y
M
t = Y
M
n + u(Y
M
n )(t− n∆t) + λh(YMn )(t− n∆t) +
(t− n∆t)v(YMn )
1 + ∆t||v(YMn )||
+ g(YMn )(Wt −Wn∆t) + h(YMn )(N t −Nn∆t), (5.8)
for all M ∈ N, all n ∈ {0, · · · ,M − 1}, and all t ∈ [n∆t, (n+ 1)∆t).
Assumptions 5.2.2 We assume that :
(A.1) f, g, h ∈ C1.
(A.2) For all p > 0, there exist a finite Mp > 0 such that E||X0||p ≤Mp.
(A.3) g, h and u satisfy global Lipschitz condition:
||g(x)− g(y)|| ∨ ||h(x)− h(y)|| ∨ ||u(x)− u(y)|| ≤ C||x− y||, ∀ x, y ∈ Rd. (5.9)
(A.4) v satisfies the one-sided Lipschitz condition :
〈x− y, f(x)− f(y)〉 ≤ C||x− y||2, ∀ x, y ∈ Rd,
(A.5) v satisfies the superlinear growth condition :
||v(x)− v(y)|| ≤ C(K + ||x||c + ||y||c)||x− y||, ∀ x, y ∈ Rd,
where K, C and c are constants strictetly positives.
Remark 5.2.3 Under conditions (A.1), (A.2) and (A.3) of Assumptions 5.2.2 it is proved in [6,
Lemma 1] that (5.1) has a unique solution with all moments bounded.
Remark 5.2.4 Let’s define uλ(x) = u(x) + λh(x). From Assumptions 5.2.2, it is straightforward
to prove that uλ satisfies the global Lipschitz condition with constant Cλ = (1 + λ)C and v satisfies
the one-sided Lipschitz condition. We denote by Cp a generic constant. Throughout this work, this
constant may change the value from one line to another one. We will sometimes use YMn instead of
YMn (ω) to simplify notations.
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The main result of this section is formulated in the following theorem. which is based on [8,
Lemma 3.9 pp 16]. Here, we include the jump part.
Theorem 5.2.5 Let YMn : Ω −→ Rd be defined by (5.7) for all M ∈ N and all n ∈ {0, · · · ,M}. The
following inequality holds :
sup
M∈N
sup
n∈{0,··· ,M}
E
[||YMn ||p] < +∞,
for all p ∈ [1,∞).
In order to prove Theorem 5.2.5 we introduce the following notations facilitating computations.
Notation 5.2.6
αMk := 1{||YMk ||≥1}
〈
YMk + uλ(Y
M
n )∆t
||YMk ||
,
g(YMk )
||YMk ||
∆WMk
〉
,
βMk := 1{||YMk ||≥1}
〈
YMk + uλ(Y
M
n )∆t
||YMk ||
,
h(YMk )
||YMk ||
∆N
M
k
〉
,
β = (1 +K + 3Cλ +KTCλ + TCλ + ||uλ(0)||+ ||g(0)||+ ||h(0)||)4 ,
DMn := (β + ||ε||) exp
(
4β + sup
u∈{0,··· ,n}
n−1∑
k=u
[
2β||∆WMk ||2 + 2β||∆NMk ||+ αMk + βMk
])
,
ΩMn := {ω ∈ Ω : sup
k∈{0,1,··· ,n−1}
DMk (ω) ≤M1/2c, sup
k∈{0,1,··· ,n−1}
||∆WMk (ω)|| ≤ 1,
sup
k∈{0,1,··· ,n−1}
||∆NMk (ω)|| ≤ 1},
for all M ∈ N and k ∈ {0, · · ·M}.
Following closely [11, Lemma 2.1] we have the following main lemma.
Lemma 5.2.7 The following inequality holds for all M ∈ N and all n ∈ {0, 1, · · · ,M}
1ΩMn ||YMn || ≤ DMn . (5.10)
Proof 5.2.8 Using the inequality
∆t
1 + ∆t||uλ(x)|| ≤ T , the global Lipschitz condition of g and h and
the polynomial growth condition of v we have the following estimation on ΩMn+1∩{ω ∈ Ω : ||YMn (ω)|| ≤
1}, for all n ∈ {0, 1, · · · ,M − 1}
||YMn+1|| ≤ ||YMn ||+ ||uλ(YMn )||∆t+
∆t||v(YMn )||
1 + ∆t||v(YMn )||
+ ||g(YMn )||||∆WMn ||+ ||h(YMn )||||∆NMn ||
≤ ||YMn ||+ T ||uλ(YMn )− uλ(0)||+ T ||uλ(0)||+ T ||v(YMn )− v(0)||+ T ||v(0)||
+ ||g(YMn )− g(0)||+ ||g(0)||+ ||h(YMn )− h(0)||+ ||h(0)||
≤ 1 + C||YMn ||+ T ||uλ(0)||+ TC(K + ||YMn ||c + ||0||c)||YMn − 0||+ T ||v(0)||
+ C||YMn ||+ C||YMn ||+ ||g(0)||+ ||h(0)||
≤ 1 +KTC + TC + 3C + +T ||uλ(0)||+ T ||v(0)||+ ||g(0)||+ ||h(0)|| ≤ β. (5.11)
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Futhermore, from the numerical approximation (5.7), we have
||YMn+1||2 = ||YMn ||2 + ||uλ(YMn )||2∆t2 +
∆t2||v(YMn )||2
(1 + ∆t||fλ(YMn )||)2
+ ||g(YMn )∆WMn ||2
+ ||h(YMn )∆NMn ||2 + 2∆t〈YMn , uλ(YMn )〉+
2∆t〈YMn , v(YMn )〉
1 + ∆t||fλ(YMn )||
+ 2〈YMn , g(YMn )∆WMn 〉+ 2〈YMn , h(YMn )∆NMn 〉+
2∆t2〈uλ(YMn ), v(YMn )〉
1 + ∆t||v(YMn )||
+ 2∆t〈uλ(YMn ), g(YMn )∆Wn〉+ 2∆t〈uλ(YMn ), h(YMn )∆NMn 〉
+
2〈∆tv(YMn ), g(YMn )∆WMn 〉
1 + ∆t||v(YMn )||
+
2〈∆tv(YMn ), h(YMn )∆NMn 〉
1 + ∆t||v(YMn )||
+ 2〈g(YMn )∆WMn , h(YMn )∆NMn 〉. (5.12)
Using the estimations a ≤ |a| and 1
1 + ∆t||v(YMn )||
≤ 1, we obtain the following inequality from
equation (5.12) :
||YMn+1||2 ≤ ||YMn ||2 + ||uλ(YMn )||∆t2 + ∆t2||v(YMn )||2 + ||g(YMn )||2||∆WMn ||2
+ ||h(YMn )||2||∆NMn ||2 + 2∆t〈YMn , uλ(YMn )〉+ 2∆t|〈YMn , v(YMn )〉|
+ 2〈YMn , g(YMn )∆WMn 〉+ 2〈YMn , h(YMn )∆NMn 〉+ 2∆t2|〈uλ(YMn ), v(YMn )〉|
+ 2〈∆tuλ(YMn ), g(YMn )∆WMn 〉+ 2〈∆tuλ(YMn ), h(YMn )∆NMn 〉
+ 2∆t|〈v(YMn ), g(YMn )∆WMn 〉|+ 2∆t|〈v(YMn ), h(YMn )∆NMn 〉|
+ 2〈g(YMn )∆WMn , h(YMn )∆NMn 〉. (5.13)
Using the estimation 2ab ≤ a2 + b2, the inequality (5.13) becomes :
||YMn+1||2 ≤ ||YMn ||2 + ||uλ(YMn )||2∆t2 + ||v(YMn )||2∆t2 + ||g(YMn )||2||∆WMn ||2
+ ||h(YMn )||2||∆NMn ||2 + 2∆t〈YMn , uλ(YMn )〉+ 2∆t|〈YMn , v(YMn )〉|
+ 2〈YMn + ∆tuλ(YMn ), g(YMn )∆WMn 〉+ 2〉YMn + ∆tuλ(YMn ), h(YMn )∆NMn 〉
+ ||uλ(YMn )||2∆t2 + ||uλ(YMn )||2∆t2 + ||v(YMn )||2∆t2 + ||h(YMn )||2||∆NMn ||2
+ ||v(YMn )||2∆t2 + ||g(YMn )||2||∆WMn ||2 + ||v(YMn )||2∆t2 + ||h(YMn )||2||∆NMn ||2
+ ||g(YMn )||2||∆WMn ||2 + ||h(YMn )||2||∆NMn ||2 (5.14)
Putting similars terms of inequality (5.14) together, we obtain :
||YMn+1||2 ≤ ||YMn ||2 + 3||uλ(YMn )||2∆t2 + 4||v(YMn )||2∆t2 + 3||g(YMn )||2||∆WMn ||2
+ 4||h(YMn )||2||∆NMn ||2 + 2∆t〈YMn , uλ(YMn )〉+ 2∆t|〈YMn , v(YMn )〉|
+ 2〈YMn + ∆tuλ(YMn ), g(YMn )∆WMn 〉
+ 2〈YMn + ∆tuλ(YMn ), h(YMn )∆NMn 〉, (5.15)
on Ω, for all M ∈ N and all n ∈ {0, 1, · · · ,M − 1}.
In addition, for all x ∈ Rd such that ||x|| ≥ 1, the global Lipschitz condition satisfied by g, h and
uλ leads to :
||g(x)||2 ≤ (||g(x)− g(0)||+ ||g(0)||)2
≤ (C||x||+ ||g(0)||)2
≤ (C + ||g(0)||)2||x||2
≤ β||x||2 (5.16)
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Along the same lines as above, for all x ∈ Rd such that ||x|| ≥ 1, we have :
||h(x)||2 ≤ β||x||2 and ||uλ(x)|| ≤ β||x||. (5.17)
Also, for all x ∈ Rd such that ||x|| ≥ 1, the one-sided Lipschitz condition satisfied by v leads to :
〈x, v(x)〉 = 〈x, v(x)− v(0) + v(0)〉 = 〈x− 0, v(x)− v(0)〉+ 〈x, v(0)〉
≤ C||x||2 + ||x||||v(0)||
≤ (C + ||v(0)||)||x||2
≤
√
β||x||2. (5.18)
Along the same lines as above, ∀x ∈ Rd such that ||x|| ≥ 1, we have
〈x, u(x)〉 ≤
√
β||x||2. (5.19)
Futhermore, using the polynomial growth condition satisfied by v, the following inequality holds for all
x ∈ Rd with 1 ≤ ||x|| ≤M1/2c and for all M ∈ N
||v(x)||2 ≤ (||v(x)− v(0)||+ ||v(0)||)2
≤ (C(K + ||x||c)||x||+ ||v(0)||)2
≤ (C(K + 1)||x||c+1 + ||v(0)||)2
≤ (KC + C + ||v(0)||)2||x||2(c+1)
≤ M
√
β||x||2. (5.20)
Using the global-Lipschitz condition of uλ leads to
||uλ(x)||2 ≤
√
β||x||2. (5.21)
Now combining inequalities (5.15), (5.16), (5.17), (5.18),(5.19), (5.20) and (5.21) we obtain
||YMn+1||2 ≤ ||YMn ||2 +
3T 2
√
β
M
||YMn ||2 +
4T 2
√
β
M
||YMn ||2 + 3β||YMn ||2||∆WMn ||2
+ +4β||YMn ||2||∆NMn ||2 +
2T
√
β
M
||YMn ||2 +
2T
√
β
M
||YMn ||2
+ 2〈YMn + ∆tuλ(YMn ), g(YMn )∆WMn 〉+ 2〈YMn + ∆tuλ(YMn ), h(YMn )∆NMn 〉
≤ ||YMn ||2 +
(
8T 2
√
β
M
+
4T
√
β
M
)
||YMn ||2 + 4β||YMn ||2||∆WMn ||2 + 4β||YMn ||2||∆NMn ||2
+ 2〈YMn + ∆tuλ(YMn ), g(YMn )∆WMn 〉+ 2〈YMn + ∆tuλ(YMn ), h(YMn )∆NMn 〉.
Using the inequality 8T 2 + 4T ≤ 8√β, it follows that :
||YMn+1||2 ≤ ||YMn ||2 +
8β
M
||YMn ||2 + 4β||YMn ||2||∆WMn ||2 + 4β||YMn ||2||∆NMn ||2
+ 2〈YMn + ∆tuλ(YMn ), g(YMn )∆WMn 〉+ 2〈YMn + ∆tuλ(YMn ), h(YMn )∆NMn 〉
= ||YMn ||2
(
1 +
8β
M
+ 4β||∆WMn ||2 + 4β||∆NMn ||2
+
〈
YMn + ∆tuλ(Y
M
n )
||YMn ||
,
g(YMn )
||YMn ||
∆WMn
〉
+ 2
〈
YMn + ∆tuλ(Y
M
n )
||YMn ||
,
h(YMn )
||YMn ||
∆N
M
n
〉)
= ||YMn ||2
(
1 +
8β
M
+ 4β||∆WMn ||2 + 4β||∆NMn ||2 + 2αMn + 2βMn
)
. (5.22)
Using Lemma 4.2.7 for a =
8β
M
+ 4β||∆WMn ||2 + 2αMn + 2βMn and b = 2
√
β||∆NMn || it follows from
(5.22) that :
||YMn+1||2 ≤ ||YMn ||2 exp
(
8β
M
+ 4β||∆WMn ||2 + 4β||∆NMn ||+ 2αMn + 2βMn
)
, (5.23)
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on {w ∈ Ω : 1 ≤ ||YMn (ω)|| ≤ M1/2c}, for all M ∈ N and n ∈ {0, · · · ,M − 1}. Now combining (5.11)
and (5.23) and using mathematical induction as used in the proof of Lemma 4.2.9 complete the proof
of Lemma 5.2.7.
The following lemma and its proof are similars to [8, Lemma 3.3 pp 15] with only different value
of the coefficient β.
Lemma 5.2.9 The following inequality holds :
sup
M∈N,M≥4βpT
E
[
exp
(
βp
M−1∑
k=0
||∆WMk ||2
)]
<∞.
The following lemma is based on [9, Lemma 5.7].
Lemma 5.2.10 The following inequality holds
E
[
exp
(
pz1{||x||≥1}
〈
x+ u(x)T/M
||x|| ,
g(x)
||x||∆W
M
k
〉)]
≤ exp
[
p2T (1 + TC + T ||u(0)||)2(C + ||g(0)||)2
M
]
.
Proof 5.2.11 Let a> stand for the transposed of a vector a, let Y be the m column vector defined by
: Y =
√
T
M
(1, · · · , 1) and let N (0, 1) be a 1-dimensional standard normal random variable. Then we
have
E
[
exp
(
pz
〈
x+ u(x)T/M
||x|| ,
g(x)
||x||∆W
M
k
〉)]
= E
[
exp
(
pz
〈
x+ u(x)T/M
||x|| ,
g(x)
||x|| YN (0, 1)
〉)]
.
Using Lemma 4.2.15 it follows that :
E
[
exp
(
pz
〈
x+ u(x)T/M
||x|| ,
g(x)
||x||∆W
M
k
〉)]
≤ exp
[
p2z2
∥∥∥∥g(x)>(x+ u(x)T/M)Y ||||x||2
∥∥∥∥2
]
= exp
[
p2T
M
||g(x)>(x+ u(x)T/M)||2
||x||4
]
≤ exp
[
p2T
M
||g(x)||2||x+ u(x)T/M ||2
||x||4
]
.
From the global Lipschitz condition, for all x ∈ Rd such that ||x|| ≥ 1 we have
||g(x)||2 ≤ (||g(x)− u(0)||+ ||g(0)||)2 ≤ (C||x||2 + ||g(0)||)2 ≤ (C + ||g(0)||)2||x||2
||x+ u(x)T/M || ≤ ||x||+ T/M ||u(x)|| ≤ ||x||+ T/M ||u(x)− u(0)||+ T/M ||u(0)||
≤ ||x||+ TC||x||+ T ||u(0)||
≤ (1 + TC + T ||u(0)||)||x||.
Therefore, it follows that :
E
[
exp
(
pz{||x||≥1}
〈
x+ u(x)T/M
||x|| ,
g(x)
||x||∆W
M
k
〉)]
≤ exp
[
p2T (1 + TC + T ||u(0)||)2(C + ||g(0)||)2
M
]
.
for all M ∈ N, k ∈ {0, · · · ,M − 1}, p ∈ [1,∞) and z ∈ {−1, 1}.
Following closely [11, Lemma 2.3 ] we have the following lemma.
Lemma 5.2.12 Let αMn : Ω −→ R for M ∈ N and n ∈ {0, 1, · · · ,M} define as in notation (??).
Then the following inequality holds :
sup
z∈{−1,1}
sup
M∈N
∥∥∥∥∥ supn∈{0,1,··· ,M} exp
(
z
n−1∑
k=0
αMk
)∥∥∥∥∥
Lp(Ω,R)
<∞,
for all p ∈ [2,+∞)
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Proof 5.2.13 The time discrete stochastic process z
∑n−1
k=0 α
M
k , n ∈ {0, 1, · · · ,M} is an
(FnT/M )n∈{0,··· ,M}− martingale for every z ∈ {−1, 1} and M ∈ N. So exp
(
z
∑n−1
k=0 α
M
k
)
is a positive
(FnT/M )n∈{0,··· ,M}− submartingale for every z ∈ {−1, 1} and M ∈ N since exp is a convex function.
Applying Doop’s maximal inequality leads to :∥∥∥∥∥ supn∈{0,··· ,M} exp
(
z
n−1∑
k=0
αMk
)∥∥∥∥∥
Lp(Ω,R)
=
(
E
∣∣∣∣∣ supn∈{0,··· ,M} exp
(
pz
n−1∑
k=0
αMk
)∣∣∣∣∣
)1/p
≤
(
p
p− 1
)(
E
∣∣∣∣∣exp
(
pz
M−1∑
k=0
αMk
)∣∣∣∣∣
)1/p
=
p
p− 1
∥∥∥∥∥exp
(
z
M−1∑
k=0
αMk
)∥∥∥∥∥
Lp(Ω,R)
. (5.24)
Using Lemma 5.2.10, it follows that :
E
[
exp(pzαMk )/FkT/M
] ≤ exp(p2T (C + ||g(0)||)2(1 + TC + T ||u(0)||)2
M
)
. (5.25)
Using inequality (5.25), it follows that :
E
[
exp
(
pz
M−1∑
k=0
αMk
)]
= E
[
exp
(
pz
M−2∑
k=0
αMk
)
E[exp(pαMM−1/F(M−1)T/M
]
≤ E
[
exp
(
pz
M−2∑
k=0
αMk
)]
exp
(
p2T (C + ||g(0)||)2(1 + TC + T ||u(0)||)2
M
)
.
Iterating the previous inequality M times gives :
E
[
exp
(
pz
M−1∑
k=0
αMk
)]
≤ exp(p2T (C + ||g(0)||)2(1 + TC + T ||u(0)||)2). (5.26)
Now combining inequalities (5.24) and (5.26) leads to
sup
z∈{−1,1}
sup
M∈N
∥∥∥∥∥ supn∈{0,··· ,M} exp
(
z
n−1∑
k=0
αMk
)∥∥∥∥∥
Lp(Ω,R)
≤ 2 exp(p2T (C + ||g(0)||)2(1 + TC + T ||u(0)||)2)
< +∞,
for all p ∈ [2,∞).
Lemma 5.2.14 The following inequality holds
E
[
exp
(
pz1{||x||≥1}
〈
x+ u(x)T/M
||x|| ,
h(x)
||x||∆N
M
n
〉)]
≤
[
exp
([
ep(C+||h(0)||)(1+TC+T ||u(0)||) + p(C + ||h(0)||)(1 + TC + T ||u(0)||)]λT
M
)]
,
for all M ∈ N, all p ∈ [1,+∞) and all n ∈ {0, · · · ,M}, z ∈ {−1, 1}.
Proof 5.2.15 For x ∈ Rd such that ||x|| 6= 0, we have :
E
[
exp
(
pz
〈
x+ u(x)T/M
||x|| ,
h(x)
||x||∆N
M
n
〉)]
≤ E
[
exp
(
pz
||x+ u(x)T/M ||||h(x)||
||x||2 ∆N
M
n
)]
.
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Using the global Lipschitz condition on h, for all x ∈ Rd such that ||x|| ≥ 1, we have :
||h(x)|| ≤ ||h(x)− h(0)||+ ||h(0)|| ≤ (C + ||h(0)||)||x||. (5.27)
||x+ u(x)T/M || ≤ (1 + TC + T ||u(0)||)||x|| (5.28)
So using inequalities (5.27) and (5.28), it follows that :
E
[
exp
(
pz1{||x||≥1}
〈
x+ u(x)T/M
||x|| ,
h(x)
||x||∆N
M
n
〉)]
≤ E
(
exp[pz(C + ||h(0)||)(1 + TC + T ||u(0)||)∆NMn
)
.
Using Lemma 4.2.21, it follows that :[
exp
(
pz1{||x||≥1}
〈
x+ u(x)T/M
||x|| ,
h(x)
||x||∆N
M
n
〉)]
≤ E[exp(pz(C + ||h(0)||)(1 + TC + T ||u(0)||)∆NMn )]
≤
[
exp
([
ep(C+||h(0)||)(1+TC+T ||u(0)||) + p[(C + ||h(0)||)(1 + TC + T ||u(0)||)− 1]λT
M
)]
≤
[
exp
([
ep(C+||h(0)||)(1+TC+T ||u(0)||) + p[(C + ||h(0)||)(1 + TC + T ||u(0)||)]λT
M
)]
.
The following lemma is similar to [11, Lemma 2.3].
Lemma 5.2.16 Let βMn : Ω −→ R defined in Notation 5.2.6 for all M ∈ N and all n ∈ {0, · · · ,M}
then we have the following inequality
sup
z∈{−1,1}
sup
M∈N
∥∥∥∥∥ supn∈{0,··· ,M} exp
(
z
n−1∑
K=0
βMk
)∥∥∥∥∥
Lp(Ω,R)
< +∞.
Proof 5.2.17 Following the proof of [8, Lemma 3.4 ], the result is straightforward using lemmas
5.2.14 and 5.2.10.
Lemma 5.2.18 The following inequality holds
sup
M∈N
E
[
exp
(
pβ
M−1∑
k=0
||∆NMk ||
)]
< +∞,
for all p ∈ [1,+∞).
Proof 5.2.19 The proof is similar to the proof of Lemma 4.2.27 with only different value of β.
The following lemma is based on Lemma 5.2.16.
Lemma 5.2.20 [Uniformly bounded moments of the dominating stochastic processes].
Let M ∈ N and DMn : Ω −→ [0,∞) for n ∈ {0, 1, · · · ,M} be define as in notation (5.2.6). Then
we have :
sup
M∈N,M≥8λpT
∥∥∥∥∥ supn∈{0,1,··· ,M}DMn
∥∥∥∥∥
Lp(Ω,R)
<∞,
for all p ∈ [1,∞).
The following lemma is an extension of [8, Lemma 3.6, pp 16 ]. Here, we include the jump part.
Lemma 5.2.21 Let M ∈ N and ΩMM ∈ F . The following inequality holds :
sup
M∈N
(
MpP[(ΩMM )c]
)
< +∞,
for all p ∈ [1,∞).
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Proof 5.2.22 [Theorem 5.2.5].
Let’s first represent the numerical approximation YMn in the following appropriate form :
YMn = Y
M
n−1 + uλ(Y
M
n−1)T/M +
∆tv(YMn−1)
1 + ∆t||v(YMn−1)||
+ g(Yn−1)∆WMn−1 + h(Y
M
n−1)∆N
M
n−1
= X0 +
n−1∑
k=0
u(YMk )T/M +
n−1∑
k=0
∆tv(YMk )
1 + ∆t||v(YMk )||
+
n−1∑
k=0
g(YMk )∆W
M
k +
n−1∑
k=0
h(YMk )∆N
M
k
= X0 + u(0)nT/M +
n−1∑
k=0
g(0)∆WMk +
n−1∑
k=0
h(0)∆N
M
k +
n−1∑
=0
T/M(u(Mk )− u(0))
+
n−1∑
k=0
∆tv(YMk )
1 + ∆t||v(YMk )||
+
n−1∑
k=0
(g(YMk )− g(0))∆WMk +
n−1∑
k=0
(h(YMk )− h(0))∆NMk ,
for all M ∈ N and all n ∈ {0, · · · ,M}.
Using the inequality ∥∥∥∥ ∆tv(YMk )1 + ∆t||v(YMk )||
∥∥∥∥
LP (Ω,Rd)
< 1
it follows that :
||YMn ||Lp(Ω,Rd) ≤ ||X0||Lp(Ω,Rd) + ||u(0)||nT/M +
∥∥∥∥∥
n−1∑
k=0
g(0)∆WMk
∥∥∥∥∥
Lp(Ω,Rd)
+M
+
∥∥∥∥∥
n−1∑
k=0
h(0)∆N
M
k
∥∥∥∥∥
Lp(Ω,Rd)
+
∥∥∥∥∥
n−1∑
k=0
(g(YMk )− g(0))∆WMk
∥∥∥∥∥
Lp(Ω,Rd)
+
∥∥∥∥∥
n−1∑
k=0
(h(YMk )− h(0))∆NMk
∥∥∥∥∥
Lp(Ω,Rd)
.
Using Lemma 4.2.36 and Lemma 4.2.40, it follows that
||YMn ||Lp(Ω,Rd) ≤ ||X0||Lp(Ω,R) + ||u(0)||nT/M + Cp
(
n−1∑
k=0
m∑
i=1
||gi(0)||2 T
M
)1/2
+ Cp
(
n−1∑
k=0
||h(0)||2 T
M
)1/2
+ M + Cp
(
n−1∑
k=0
m∑
i=1
||(gi(YMk )− gi(0))∆WMk ||2Lp(Ω,Rd)
T
M
)1/2
+ Cp
(
n−1∑
k=0
λ||(h(YMk )− h(0))∆WMk ||2Lp(Ω,Rd)
T
M
)1/2
≤ ||X0||Lp(Ω,Rd) + T ||u(0)||+ Cp
(
nT
M
m∑
i=1
||gi(0)||2
)1/2
+ Cp
(
nT
M
||h(0)||2
)1/2
+ M + Cp
(
n−1∑
k=0
m∑
i=1
||gi(YMk )− gi(0)||2Lp(Ω,Rd)
T
M
)1/2
+ Cp
(
n−1∑
k=0
||h(YMk )− h(0)||2Lp(Ω,Rd)
T
M
)1/2
. (5.29)
From ||gi(0)||2 ≤ ||g(0)||2 and the global Lipschitz condition satisfied by g and h, we obtain ||gi(YMk )−
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gi(0)|| ≤ C||YMk ||Lp(Ω,Rd) and ||h(YMk )− h(0)|| ≤ C||YMk ||Lp(Ω,Rd). So using (5.29), we have :
||Y Nn ||Lp(Ω,Rd) ≤ ||X0||Lp(Ω,Rd) + T ||u(0)||+ Cp
√
Tm||g(0)||+ Cp
√
T ||h(0)||+M
+ Cp
(
Tm
M
n−1∑
k=0
||YMk ||2Lp(Ω,Rd)
)1/2
+ Cp
(
T
M
n−1∑
k=0
||YMk ||2Lp(Ω,Rd)
)1/2
.
Using the inequality (a+ b+ c)2 ≤ 3a2 + 3b2 + 3c2, it follows that :
||YMn ||2Lp(Ω,Rd) ≤ 3
(
||X0||Lp(Ω,Rd) + T ||u(0)||+ Cp
√
Tm||g(0)||+ Cp
√
T ||h(0)||+M
)2
+
3T (Cp
√
m+ Cp)
2
M
n−1∑
k=0
||YMk ||2Lp(Ω,Rd),
Using the inequality the inequality
3T (Cp
√
m+ Cp)
2
M
< 3(Cp
√
m+ Cp)
2, it follows that :
||YMn ||2Lp(Ω,Rd) ≤ 3
(
||X0||Lp(Ω,Rd) + T ||u(0)||+ Cp
√
Tm||g(0)||+ Cp
√
T ||h(0)||+M
)2
+ 3T (Cp
√
m+ Cp)
2
n−1∑
k=0
||YMk ||2Lp(Ω,Rd), (5.30)
for all p ∈ [2,∞).
Applying Gronwall inequality to (5.30) leads to :
||YMn ||2Lp(Ω,Rd) ≤ 3e3(Cp
√
m+Cp)2
(
||X0||Lp(Ω,Rd) + T ||u(0)||+ Cp
√
Tm||g(0)||+ Cp
√
T ||h(0)||+M
)2
Taking the square root and the supremum in both sides of the previous inequality leads to :
sup
n∈{0,··· ,M}
||YMn ||Lp(Ω,Rd)
≤
√
3e3(Cp
√
m+Cp)2
(
||X0||Lp(Ω,Rd) + T ||u(0)||+ Cp
√
Tm||g(0)||+ Cp
√
T ||h(0)||+M
)
. (5.31)
Unfortunately, (5.31) is not enough to conclude the proof of the theorem due to the term M in the
right hand side. Using the fact that (ΩMn )n is a decreasing sequence and exploiting Holder inequality,
we obtain :
sup
M∈N
sup
n∈{0,··· ,M}
∥∥∥1(ΩMn )cYMn ∥∥∥Lp(Ω,Rd) ≤ supM∈N supn∈{0,··· ,M}
∥∥∥1(ΩMM )c∥∥∥L2p(Ω,Rd) ∥∥YMn ∥∥L2p(Ω,Rd)
≤
(
sup
M∈N
sup
n∈{0,··· ,M}
(
M
∥∥∥1(ΩMM )c∥∥∥L2p(Ω,Rd)
))
×
(
sup
M∈N
sup
n∈{0,··· ,M}
(
M−1||YMn ||L2p(Ω,Rd)
))
. (5.32)
From inequality (5.31) we have(
sup
M∈N
sup
n∈{0,··· ,M}
(
M−1||YMn ||Lp(Ω,Rd)
))
≤
√
2e(Cp
√
m+Cp)2
(
||X0||Lp(Ω,Rd)
M
+
Cp
√
Tm||g(0)||+ Cp
√
T ||h(0)||
M
+ 1
)
≤
√
2e(p
√
m+Cp)2
(
||X0||Lp(Ω,Rd) + Cp
√
Tm||g(0)||+ Cp
√
T ||h(0)||+ 1
)
< +∞, (5.33)
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From the relation ∥∥∥1(ΩMM )c∥∥∥L2p(Ω,Rd) = E [1(ΩMM )c]1/2p = P [(ΩMM )c]1/2p ,
it follows using Lemma 5.2.21 that :
sup
M∈N
sup
n∈{0,··· ,M}
(
M
∥∥∥1(ΩMM )c∥∥∥L2p(Ω,R
)
= sup
M∈N
sup
n∈{0,··· ,M}
(
M2pP
[
(ΩMM )
c
])1/2p
< +∞. (5.34)
So plugging (5.33) and (5.34) in (5.32) leads to :
sup
M∈N
sup
n∈{0,··· ,M}
∥∥∥1(ΩMn )cYMn ∥∥∥Lp(Ω,Rd) < +∞. (5.35)
Futhermore, we have
sup
M∈N
sup
n∈{0,··· ,M}
∥∥YMn ∥∥Lp(Ω,Rd) ≤ sup
M∈N
sup
n∈{0,··· ,M}
∥∥∥1(ΩMn )YMn ∥∥∥Lp(Ω,Rd)
+ sup
M∈N
sup
n∈{0,··· ,M}
∥∥∥1(ΩMn )cYMn ∥∥∥Lp(Ω,Rd) . (5.36)
From (5.35) the second term of inequality (5.36) is bounded, while using Lemma 5.2.7 and Lemma
5.2.20 we have :
sup
M∈N
sup
n∈{0,··· ,M}
∥∥∥1(ΩMn )YMn ∥∥∥Lp(Ω,Rd) ≤ supM∈N supn∈{0,··· ,M}∥∥DMn ∥∥Lp(Ω,Rd) < +∞. (5.37)
Finally plugging (5.35) and (5.37) in (5.36) leads to :
sup
M∈N
sup
n∈{0,··· ,M}
∥∥YMn ∥∥Lp(Ω,Rd) < +∞.
This complete the proof of Theorem 5.2.5.
5.3 Strong convergence of the semi-tamed Euler scheme
Theorem 5.3.1 Under Assumptions 5.2.2, for all p ∈ [1,+∞) there exist a positive constant Cp such
that : (
E
[
sup
t∈[0,T ]
∥∥∥Xt − YMt ∥∥∥p
])1/p
≤ Cp∆t1/2, (5.38)
for all M ∈ N.
Where X : [0, T ]× Ω −→ Rd is the exact solution of equation (5.1) and YMt is the time continous
solution defined in (5.8).
In order to prove Theorem 5.3.1, we need the following two lemmas.
Lemma 5.3.2 [Based on [8, Lemma 3.10, pp 16]].
Let YMn be defined by (5.7) for all M ∈ N and all n ∈ {0, 1, · · · ,M}. Then the following inequalities
holds :
sup
M∈N
sup
n∈{0,1,··· ,M}
(
E
[||uλ(YMn )||p] ∨ E[||v(YMn )||p] ∨ E [||g(YMn )||p] ∨ E [||h(YMn )||p]) < +∞,
for all p ∈ [1,∞).
Proof 5.3.3 The proof is similar to the proof [8, Lemma 3.10, pp 16].
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For s ∈ [0, T ] let bsc be the greatest grid point less than s. We have the following lemma.
Lemma 5.3.4 The following inequalities holds for any stepsize ∆t.
sup
t∈[0,T ]
∥∥∥YMt − YMbtc∥∥∥
Lp(Ω,Rd)
≤ Cp∆t1/2,
sup
M∈N
sup
t∈[0,T ]
∥∥∥YMt ∥∥∥
Lp(Ω,Rd)
<∞,
sup
t∈[0,T ]
∥∥∥v(YMt )− v(YMbtc)∥∥∥
Lp(Ω,Rd)
≤ Cp∆t1/2.
Proof 5.3.5 • Using the time continous approximation (5.8), Lemma 4.2.40 and Lemma 4.2.36,
it follows that :
sup
t∈[0,T ]
||YMt − YMbtc||Lp(Ω,Rd)
≤ T
M
sup
t∈[0,T ]
∥∥∥uλ(YMbtc)∥∥∥
Lp(Ω,Rd)
+
T
M
 sup
t∈[0,T ]
∥∥∥∥∥ v(Y
M
btc)
1 + ∆t||v(YMbtc)||
∥∥∥∥∥
Lp(Ω,Rd)

+ sup
t∈[0,T ]
∥∥∥∥∥
∫ t
btc
g(Y
M
btc)dWs
∥∥∥∥∥
Lp(Ω,Rd)
+ sup
t∈[0,T ]
∥∥∥∥∥
∫ t
btc
h(Y
M
btc)dN s
∥∥∥∥∥
Lp(Ω,Rd)
≤ T√
M
(
sup
n∈{0,···M}
‖uλ(YMn )‖Lp(Ω,Rd)
)
+
T√
M
(
sup
n∈{0,··· ,M}
||v(YMn )||Lp(Ω,Rd)
)
+ Cp sup
t∈[0,T ]
(
T
M
m∑
i=1
∫ t
btc
||gi(YMs )||2Lp(Ω,Rd)ds
)1/2
+ Cp sup
t∈[0,T ]
(
TCp
M
∫ t
btc
||h(Y ms )||2Lp(Ω,Rd)ds
)1/2
≤ T√
M
(
sup
n∈{0,··· ,M}
||uλ(YMn )||Lp(Ω,Rd)
)
+
T√
M
(
sup
n∈{0,··· ,M}
||v(YMn )||Lp(Ω,Rd)
)
+
Cp
√
Tm√
M
(
sup
i∈{1,··· ,m}
sup
n∈{0,··· ,M}
||gi(YMn )||Lp(Ω,Rd)
)
+
Cp
√
T√
M
(
sup
n∈{0,··· ,M}
||h(YMn )||Lp(Ω,Rd)
)
(5.39)
for all p ∈ [1,+∞) and all M ∈ N. Using inequality (5.39) and Lemma 5.3.2 it follows that :[
sup
t∈[0,T ]
||YMt − YMbtc||Lp(Ω,Rd)
]
< Cp∆t
1/2, (5.40)
for all p ∈ [1,+∞) and for all stepsize ∆t.
• Using inequality (5.40), inequality ||a|| ≤ ||a − b|| + ||b|| for all a, b ∈ Rd and Theorem 5.2.5 it
follows that
sup
t∈[0,T ]
||YMt ||Lp(Ω,Rd) ≤
[
sup
t∈[0,T ]
∥∥∥YMt − YMbtc∥∥∥
Lp(Ω,Rd)
]
+ sup
t∈[0,T ]
∥∥∥YMbtc∥∥∥
Lp(Ω,Rd)
≤ Cp∆t1/2 + sup
t∈[0,T ]
∥∥∥YMbtc∥∥∥
Lp(Ω,Rd)
< CpT
1/2 + sup
t∈[0,T ]
∥∥∥YMbtc∥∥∥
Lp(Ω,Rd)
<∞,
for all p ∈ [1,+∞) and all M ∈ N.
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• Further, using the polynomial growth condition :
||v(x)− v(y)|| ≤ C(K + ||x||c + ||y||c)||x− y||,
for all x, y ∈ Rd, it follows using Holder inequality that :
sup
t∈[0,T ]
||v(YMt )− v(YMbtc)||Lp(Ω,Rd) ≤ C
(
K + 2 sup
t∈[0,T ]
||YMt ||cL2pc(Ω,Rd)
)
×
(
sup
t∈[0,T ]
||YMt − YMbtc||L2p(Ω,Rd)
)
(5.41)
Using (5.41) and the first part of Lemma 5.3.4, the following inequality holds for all p ∈ [1,+∞)[
sup
t∈[0,T ]
||v(YMt )− v(YMbtc)||Lp(Ω,Rd)
]
< Cp∆t
1/2, (5.42)
for all p ∈ [1,∞) and all M ∈ N.
Now we are ready to prove Theorem 5.3.1.
Proof 5.3.6 [ Theorem 5.3.1]
Let’s recall that for z ∈ [0, T ], bzc is the greatest grid point less than z. The time continuous
solution (5.8) can be written into its integral form as bellow :
Y
M
s = ε+
∫ s
0
u(Y
M
bzc)dz +
∫ s
0
v(Y
M
bzc)
1 + ∆t||v(YMbzc)||
dz +
∫
g(Y
M
bzc)dWz +
∫
h(Y
M
bzc)dN z, (5.43)
for all z ∈ [0, T ] almost sure (a.s) and all M ∈ N.
Let’s estimate first the quantity ||Xs − YMs ||2
Xs − Y s =
∫ s
0
(
uλ(Xz)− uλ(YMbzc)
)
dz +
∫ s
0
(
v(Xz)−
v(Y
M
bzc)
1 + ∆t||v(YMbzc)||
)
dz
+
∫ s
0
(
g(Xz)− g(YMbzc)
)
dWz +
∫ s
0
(
h(Xz)− h(YMbzc)
)
dN z.
Using the relation dN z = dNz − λdz, it follows that
Xs − Y s =
∫ s
0
[(
v(Xz)−
v(Y
M
bzc)
1 + ∆t||v(YMbzc)||
)
+
(
u(Xz)− u(YMbzc)
)
+ λ
(
h(Xz)− h(YMbzc)
)]
dz
+
∫ s
0
(
g(Xz)− g(YMbzc)
)
dWz +
∫ s
0
(
h(Xz)− h(YMbzc)
)
dNz.
The function k : Rn −→ R, x 7−→ ||x||2 is twice differentiable. Applying Itoˆ’s formula for jump process
to the process Xs − YMs with the function k leads to :
||Xs − YMs ||2 = 2
∫ s
0
〈
Xz − YMz , v(Xz)−
v(Y
M
bzc)
1 + ∆t||v(YMbzc)||
〉
dz + 2λ
∫ s
0
〈
Xz − YMz , h(Xz)− h(YMbzc)
〉
dz
+ 2
∫ s
0
〈
Xz − YMz , u(Xz)− u(YMbzc)
〉
dz +
m∑
i=1
∫ s
0
||gi(Xz)− gi(YMbzc)||2dz
+ 2
m∑
i=1
∫ s
0
〈
Xz − YMz , gi(Xz)− gi(YMbzc)
〉
dW iz
+
∫ s
0
[
||Xz − YMz + h(Xz)− h(YMbzc)||2 − ||Xz − YMz ||2
]
dNz.
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Using again the relation dN z = dNz − λdz leads to
||Xs − YMs ||2 = 2
∫ s
0
〈
Xz − YMz , v(Xz)−
v(Y
M
bzc)
1 + ∆t||v(YMbzc)||
〉
dz + 2λ
∫ s
0
〈
Xz − YMz , h(Xz)− h(YMbzc)
〉
dz
+ 2
∫ s
0
〈
Xz − YMz , u(Xz)− u(YMbzc)
〉
dz +
m∑
i=1
∫ s
0
||gi(Xz)− gi(YMbzc)||2dz
+ 2
m∑
i=1
∫ s
0
〈
Xz − YMz , gi(Xz)− gi(YMbzc)
〉
dW iz
+
∫ s
0
[
||Xz − YMu + h(Xz)− h(YMbzc)||2 − ||Xz − YMz ||2
]
dN z
+ λ
∫ s
0
[
||Xz − YMz + h(Xz)− h(YMbzc)||2 − ||Xz − YMz ||2
]
dz
= A1 +A
′
1 +A2 +A3 +A4 +A5 +A6. (5.44)
In the next step, we give some useful estimations of A1, A
′
1, A2, A3 and A6.
A1 = 2
∫ s
0
〈
Xz − YMz , v(Xz)−
v(Y bzc)
1 + ∆t||v(YMbzc)||
〉
dz
= 2
∫ s
0
< Xs − YMz , v(Xz)− v(YMz ) > dz
+ 2
∫ s
0
〈
Xs − YMz , v(YMz )−
v(Y
M
bzc)
1 + ∆t||v(YMbzc)||
〉
dz
= A11 +A12.
Using the one-sided Lipschitz condition satiasfied by v leads to
A11 = 2
∫ s
0
〈Xs − YMz , v(Xz)− v(YMz )〉dz
≤ 2C
∫ s
0
||Xz − YMz ||2dz. (5.45)
Moreover, using the inequality 〈a, b〉 ≤ |a||b| ≤ a
2
2
+
b2
2
leads to :
A12 = 2
∫ s
0
〈
Xz − YMz , v(YMz )−
v(Y
M
bzc)
1 + ∆t||v(YMbzc)||
〉
dz
= 2
∫ s
0
〈
Xz − YMz , v(YMz )− v(YMbzc)
〉
dz
+ 2∆t
∫ s
0
〈
Xz − YMz ,
v(Y
M
bzc)||v(YMbzc)||
1 + ∆t||v(YMbzc)||
〉
dz
≤
∫ s
0
||Xz − YMz ||2dz +
∫ s
0
||v(YMz )− v(YMbzc)||2dz
+
∫ s
0
||Xz − YMz ||2dz +
T 2
M2
∫ s
0
||v(YMbzc)||4dz
≤ 2
∫ s
0
||Xz − YMz ||2dz +
∫ s
0
||v(YMz )− v(Y bzc)||2dz
+
T 2
M2
∫ s
0
||v(YMbzc)||4dz (5.46)
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Combining (5.45) and (5.46) give the following estimation for A1 :
A1 ≤ (2C + 2)
∫ s
0
||Xz − YMz ||2dz +
∫ s
0
||v(YMz )− v(Y bzc)||2dz
+
T 2
M2
∫ s
0
||v(YMbzc)||4dz. (5.47)
Using again the inequality 〈a, b〉 ≤ |a||b| ≤ a
2
2
+
b2
2
and the global-Lipschitz condition satisfied by u
leads to :
A2 = 2
∫ s
0
〈
Xz − YMz , u(Xz)− u(YMbzc)
〉
dz
= 2
∫ s
0
〈
Xz − YMz , u(Xz)− u(YMz )
〉
dz +
∫ s
0
〈
Xz − YMz , u(YMz )− u(YMbzc)
〉
dz
≤ 2C
∫ s
0
||Xz − YMz ||2dz + 2C
∫ s
0
||YMz − YMbzc||2dz. (5.48)
Using the same arguments as for A2 leads to the following estimation of A
′
1
A′1 = 2λ
∫ s
0
〈
Xz − YMz , h(Xz)− h(YMbzc)
〉
dz
≤ 2λC
∫ s
0
||Xz − YMz ||2dz + 2λC
∫ s
0
||YMz − YMbzc||2dz. (5.49)
Using the inequalities ||gi(x)−gi(y)|| ≤ ||g(x)−g(y)|| and (a+ b)2 ≤ 2a2 +2b2 and the global Lipschitz
condition satisfyed by g, we have
A3 =
m∑
i=1
∫ s
0
||gi(Xz)− gi(YMbzc)||2dz
≤ m
∫ s
0
||g(Xz)− g(YMbzc)||2dz
= m
∫ s
0
||g(Xz)− g(YMz ) + g(YMz )− g(YMbzc)||2dz
≤ 2m
∫ s
0
||g(Xz)− g(YMz )||2dz + 2m
∫ s
0
||g(YMz )− g(YMbzc)||2dz
≤ 2mC2
∫ s
0
||Xz − YMz ||2dz + 2mC2
∫ s
0
||YMz − YMbzc||2dz (5.50)
Using the same reasons as above we obtain the following estimation for A6 :
A6 = λ
∫ s
0
[
Xz − YMz + h(Xz)− h(YMbzc)||2 − ||Xz − YMz ||2
]
dz
≤ 3λ
∫ s
0
||Xz − YMz ||2dz + 2λ
∫ s
0
||h(Xz)− h(YMbzc)||2dz
≤ 3λ
∫ s
0
||Xz − YMz ||2dz + 4λ
∫ s
0
||h(Xz)− h(YMz )||2dz
+ 4λ
∫ s
0
||h(YMz )− h(YMbzc)||2dz
≤ (3λ+ 4λC2)
∫ s
0
||Xz − YMz ||2dz + 4λC2
∫ s
0
||YMz − YMbzc||2dz. (5.51)
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Inserting (5.47), (5.48), (5.49), (5.50) and (5.51) in (5.44) we obtain :
||Xs − YMs ||2 ≤ (4C + 2 + 2mC2 + 3λ+ 4λC2 + 2λC)
∫ s
0
||Xz − YMz ||2dz
+ (2C + 2mC2 + 4λC2 + 2λC)
∫ s
0
||YMz − YMbzc||2dz
+
∫ s
0
||v(YMz )− v(YMbzc)||2dz +
T 2
M2
∫ s
0
||v(YMbzc)||4dz
+ 2
m∑
i=1
∫ s
0
〈
Xz − YMz , gi(Xz)− gi(YMbzc)
〉
dW iz
+
∫ s
0
[
||Xz − YMz + h(Xz)− h(YMbzc)||2 − ||Xz − YMz ||2
]
dN z.
Taking the supremum in both sides of the previous inequality leads to
sup
s∈[0,t]
||Xs − YMs ||2 ≤ (4C + 2 + 2mC2 + 3λ+ 4λC2 + 2λC)
∫ t
0
||Xz − YMz ||2dz
+ (2C + 2mC2 + 4λC2 + 2λC)
∫ t
0
||YMz − YMbzc||2dz
+
∫ t
0
||v(YMz )− v(YMbzc)||2dz +
T 2
M2
∫ t
0
||v(YMbzc)||4dz
+ 2 sup
s∈[0,t]
∣∣∣∣∣
m∑
i=1
∫ s
0
〈
Xz − YMz , gi(Xz)− gi(YMbzc)
〉
dW iz
∣∣∣∣∣
+ sup
s∈[0,t]
∣∣∣∣∫ s
0
[
||Xz − YMz + h(Xz)− h(YMbzc)||2
]
dN z
∣∣∣∣
+ sup
s∈[0,t]
∣∣∣∣∫ s
0
||Xz − YMz ||2dN z
∣∣∣∣ . (5.52)
Using Lemma 4.2.34 we have the following estimations
B1 :=
∥∥∥∥∥2 sups∈[0,t]
∣∣∣∣∣
m∑
i=1
∫ s
0
〈
Xz − YMz , gi(Xz)− gi(YMbzc)
〉
dW iz
∣∣∣∣∣
∥∥∥∥∥
Lp/2(Ω,R)
≤ Cp
(∫ t
0
m∑
i=1
∥∥∥〈Xz − YMz , gi(Xz)− gi(YMbzc)〉∥∥∥2
Lp/2(Ω,Rd)
dz
)1/2
,
for all p ∈ [2,∞).
Moreover, using Holder inequality, the inequality ab ≤ a
2
2
+
b2
2
and the global Lipschitz condition
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satisfied by g, we have the following estimation for B1.
B1 ≤ Cp
(∫ t
0
m∑
i=1
∥∥∥〈Xz − YMz , gi(Xz)− gi(YMbzc)〉∥∥∥2
Lp/2(Ω,Rd)
dz
)1/2
≤ Cp
(∫ t
0
m∑
i=1
||Xz − YMz ||2Lp(Ω,Rd)||gi(Xz)− gi(Y
M
bzc)||2Lp(Ω,Rd)dz
)1/2
≤ Cp
(∫ t
0
1
2
||Xz − YMz ||2Lp(Ω,Rd)2m||g(Xz)− g(Y
M
bzc)||2Lp(Ω,Rd)dz
)1/2
≤ Cp√
2
(
sup
s∈[0,t]
||Xs − YMs ||Lp(Ω,Rd)
)(
2C2m
∫ t
0
||Xs − YMbsc||2Lp(Ω,Rd)dz
)1/2
≤ 1
4
sup
s∈[0,t]
||Xs − YMs ||2Lp(Ω,Rd) + C2pm
∫ t
0
||Xs − YMbsc||2Lp(Ω,Rd)dz
≤ 1
4
sup
s∈[0,t]
||Xs − YMs ||2Lp(Ω,Rd) + 2C2pm
∫ t
0
||Xs − YMs ||2Lp(Ω,Rd)dz
+ 2C2pm
∫ t
0
||YMs − YMbsc||2Lp(Ω,Rd)dz. (5.53)
Using Lemma 4.2.38 and the inequality (a+ b)4 ≤ 4a4 + 4b4, it follows that :
B2 =
∥∥∥∥∥ sups∈[0,t]
∣∣∣∣∫ s
0
||Xz − YMz + h(Xz)− h(YMbzc)||2dN z
∣∣∣∣
∥∥∥∥∥
Lp/2(Ω,Rd)
≤ Cp
(∫ t
0
||Xz − YMz + h(Xz)− h(YMbzc)||4Lp/2(Ω,Rd)dz
)1/2
≤ Cp
(∫ t
0
[
4||Xz − YMz ||4Lp/2(Ω,Rd) + 4||h(Xz)− h(Y
M
bzc)||4Lp/2(Ω,Rd)
]
dz
)1/2
,
for all p ∈ [2,∞).
Using the inequality
√
a+ b ≤ √a+√b, it follows that :
B2 ≤ 2Cp
(∫ t
0
||Xz − YMz ||4Lp/2(Ω,Rd)dz
)1/2
+ 2Cp
(∫ t
0
||h(Xz)− h(YMbzc)||4Lp/2(Ω,Rd)dz
)1/2
= B21 +B22. (5.54)
Using Holder inequality, it follows that :
B21 := 2Cp
(∫ t
0
||Xz − YMz ||4Lp/2(Ω,Rd)dz
)1/2
≤ 2Cp
(∫ t
0
||Xz − YMz ||2Lp(Ω,Rd)||Xz − Y
M
z ||2Lp(Ω,Rd)dz
)1/2
= 2Cp
(∫ t
0
1
16
||Xz − YMz ||2Lp(Ω,Rd)16||Xz − Y
M
z ||2Lp(Ω,Rd)dz
)1/2
≤ 1
4
sup
s∈[0,t]
||Xz − YMz ||Lp(Ω,Rd)8Cp
(∫ t
0
||Xz − YMz ||2Lp(Ω,Rd)dz
)1/2
.
Using the inequality 2ab ≤ a2 + b2 leads to :
B21 ≤ 1
16
sup
s∈[0,t]
||Xs − YMs ||2Lp(Ω,Rd) + 16Cp
∫ t
0
||Xs − YMz ||2Lp(Ω,Rd)dz. (5.55)
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Using the inequalities (a + b)4 ≤ 4a4 + 4b4 and √a+ b ≤ √a +√b, we have the following bound for
B22
B22 := 2Cp
(∫ t
0
||h(Xz)− h(YMbzc)||4Lp/2(Ω,Rd)dz
)1/2
≤ 2Cp
(∫ t
0
4||h(Xz)− h(YMz )||4Lp/2(Ω,Rd) + 4||h(Y
M
z )− h(YMbzc)||4Lp/2(Ω,Rd)dz
)1/2
≤ 4Cp
(∫ t
0
||h(Xz)− h(YMz )||4Lp/2(Ω,Rd)dz
)1/2
+ 4Cp
(∫ t
0
||h(YMz )− h(YMbzc)||4Lp/2(Ω,Rd)dz
)1/2
.
Using the global Lipschitz condition satisfied by h leads to :
B22 ≤ 4Cp
(∫ t
0
C4||Xz − YMz ||4Lp/2(Ω,Rd)dz
)1/2
+ 4Cp
(∫ t
0
C4||YMz − YMbzc||4Lp/2(Ω,Rd)dz
)1/2
.
Using the same idea as for B21, it follows that :
B22 ≤ 1
16
sup
s∈[0,t]
||Xs − YMs ||2Lp(Ω,Rd) + 64Cp
∫ t
0
||Xz − YMz ||2Lp(Ω,Rd)dz
+
1
16
sup
s∈[0,t]
||YMs − YMbsc||2Lp(Ω,Rd) + 64Cp
∫ t
0
||YMz − YMbzc||2Lp(Ω,Rd)dz.
Taking the supremum under the integrand of the last term in the above inequality and using the fact
that we don’t care about the value of the constant leads to :
B22 ≤ 1
16
sup
s∈[0,t]
||Xs − YMs ||2Lp(Ω,Rd) + 64Cp
∫ t
0
||Xs − YMs ||2Lp(Ω,Rd)ds
+ Cp sup
s∈[0,t]
||YMs − YMbsc||2Lp(Ω,Rd). (5.56)
Inserting (5.55) and (5.56) into (5.54) gives :
B2 ≤ 1
8
sup
s∈[0,t]
||Xs − YMs ||2Lp(Ω,Rd) + Cp
∫ t
0
||Xs − YMs ||2Lp(Ω,Rd)ds
+ Cp sup
s∈[0,t]
||YMs − YMbsc||2Lp(Ω,Rd). (5.57)
Using again Lemma 4.2.38 leads to :
B3 :=
∥∥∥∥∥ sups∈[0,t]
∫ s
0
||Xz − YMz ||2dN z
∥∥∥∥∥
Lp/2(Ω,Rd)
≤ Cp
(∫ t
0
||Xz − YMz ||4Lp/2(Ω,Rd)dz
)1/2
.
Using the same argument as for B21, we obtain :
B3 ≤ 1
8
sup
s∈[0,t]
||Xs − YMs ||2Lp(Ω,Rd) + Cp
∫ t
0
||Xs − YMs ||2Lp(Ω,Rd)ds (5.58)
Taking the Lp norm in both side of (5.52) and inserting inequalities (5.53), (5.57) and (5.58) leads to
: ∥∥∥∥∥ sups∈[0,t] ||Xs − YMs ||
∥∥∥∥∥
2
Lp(Ω,Rd)
=
∥∥∥∥∥ sups∈[0,t] ||Xs − YMs ||2
∥∥∥∥∥
Lp/2(Ω,Rd)
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≤ Cp
∫ t
0
||Xs − YMs ||2Lp(Ω,Rd)ds+ Cp
∫ t
0
||YMs − YMbsc||2Lp(Ω,Rd)ds
+
∫ t
0
||v(Xs)− v(YMbsc)||2Lp(Ω,Rd)ds+ Cp sup
s∈[0,t]
||YMs − YMbsc||2Lp(Ω,Rd)
+
T 2
M2
∫ t
0
||v(YMbsc)||4L2p(Ω,Rd)ds+ 2Cp
∫ t
0
||YMs − YMbsc||2Lp(Ω,Rd)ds
+
1
2
∥∥∥∥∥ sups∈[0,t] ||Xs − YMs ||
∥∥∥∥∥
2
Lp/2(Ω,Rd)
,
for all t ∈ [0, T ] and all p ∈ [2,+∞). Where Cp is the generic constant.
The previous inequality can be writen in the following appropriate form
1
2
∥∥∥∥∥ sups∈[0,t] ||Xs − YMs ||
∥∥∥∥∥
2
Lp(Ω,Rd)
≤ Cp
∫ t
0
||Xs − YMs ||2Lp(Ω,Rd)ds+ Cp
∫ t
0
||YMs − YMbsc||2Lp(Ω,Rd)ds
+
∫ t
0
||v(Xs)− v(YMbsc)||2Lp(Ω,Rd)ds+ Cp sup
s∈[0,t]
||YMs − YMbsc||2Lp(Ω,Rd)
+
T 2
M2
∫ t
0
||v(YMbsc)||4L2p(Ω,Rd)ds+ 2C2m
∫ t
0
||YMs − YMbsc||2Lp(Ω,Rd)ds.
Applying Gronwall lemma to the previous inequality leads to :
1
2
∥∥∥∥∥ sups∈[0,t] ||Xs − YMs ||
∥∥∥∥∥
2
Lp(Ω,Rd)
≤ CpeCp
(∫ T
0
||v(YMs )− v(YMbsc)||2Lp(Ω,Rd)ds+ Cp sup
u∈[0,t]
||YMu − YMbuc||2Lp(Ω,Rd)
+
T 2
M2
∫ T
0
||v(YMbsc)||4L2p(Ω,Rd)ds+ Cp
∫ T
0
||YMs − YMbsc||2Lp(Ω,Rd)ds
)
.
Using the inequality
√
a+ b+ c ≤ √a+√b+√c, it follows that∥∥∥∥∥ supt∈[0,T ] ||Xt − YMt ||
∥∥∥∥∥
Lp(Ω,Rd)
≤ CpeCp
(
sup
s∈[0,T ]
||v(YMs )− v(YMbsc)||Lp(Ω,Rd) + Cp sup
s∈[0,T ]
||YMs − YMbsc||Lp(Ω,Rd)
+
T 2
M
[
sup
n∈{0,··· ,M}
||v(YMn )||2L2p(Ω,Rd)
]
+ Cp sup
s∈[0,T ]
||YMs − YMbsc||Lp(Ω,Rd)
)
, (5.59)
for all p ≥ 2. Using Lemma 5.3.2 and Lemma 5.3.4, it follows that :
E
[
sup
t∈[0,T ]
∥∥∥Xt − YMt ∥∥∥p
]1/p
≤ Cp(∆t)1/2,
for all M ∈ N and all p ∈ [2,∞). The application of Holder inequality shows that the latter inequality
is satisfied for all p ∈ [1,∞), and this complete the proof of Theorem 5.3.1.
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5.4 Strong convergence of the tamed Euler Scheme
Theorem 5.4.1 Under Assumptions 5.2.2, for all p ∈ [1,+∞) there exist a constant Cp > 0 such
that (
E
[
sup
t∈[0,T ]
∥∥∥Xt −XMt ∥∥∥p
])1/p
≤ Cp∆t1/2, (5.60)
for all M ∈ N. Where X : [0, T ] × Ω −→ Rd is the exact solution of (5.1) and XMt the continous
interpolation of the numerical solution (5.5) defined by :
X
M
t = X
M
n +
(t− n∆t)f(XMn )
1 + ||f(XMn )||
+ g(XMn )(Wt −Wn∆t) + h(XMn )(N t −Nn∆t),
for all M ∈ N, all n ∈ {0, · · · ,M} and all t ∈ [n∆t, (n+ 1)∆t).
Proof 5.4.2 Using the relation ∆N
M
n = ∆N
M
n − λ∆t, the continous interpolation of (5.5) can be
express in the following form
X
M
t = X
M
n + λ(t− n∆t)h(XMn ) +
(t− n∆t)f(XMn )
1 + ||f(XMn )||
+ g(XMn )(Wt −Wn∆t) + h(XMn )(Nt −Nn∆t),
for all t ∈ [n∆t, (n+ 1)∆t[.
From the numerical solution (5.5) and using the relation ∆NMn = ∆N
M
n + λ∆t, it follows that:
XMn+1 = X
M
n +
∆tf(XMn )
1 + ∆t||f(XMn )||
+ g(XMn )∆W
M
n + h(X
M
n )∆N
M
n
= XMn + λh(X
M
n )T/M +
∆tf(XMn )
1 + ∆t||f(XMn )||
+ g(XMn )∆W
M
n
+ h(XMn )∆N
M
n . (5.61)
The functions λh and f satisfy the same conditions as uλ and v respectively. So from (5.5) it follows
that the numerical solution (5.5) satisfied the same hypothesis as the numerical solution (5.7). Hence,
it follows from Theorem 5.3.1 that there exist a constant Cp > 0 such that(
E
[
sup
t∈[0,T ]
∥∥∥Xt −XMt ∥∥∥p
])1/p
≤ Cp∆t1/2, (5.62)
for all p ∈ [1,∞).
5.5 Linear mean-square stability
The goal of this section is to find a stepsize for which the tamed euler scheme and the semi-tamed
Euler scheme are stable. The first approach to the stability analysis of a numerical method is to study
the stability behavior of the method for a scalar linear equation. So we will focus in the linear case.
Let’s consider a linear test equation with real and scalar coefficients.
dX(t) = aX(t−)dt+ bX(t−)dW (t) + cX(t−)dN(t), X(0) = X0. (5.63)
It is proved in [6] that the exact solution of (5.63) is mean-square stable if and only if
l := 2a+ b2 + λc(2 + c) < 0. That is :
lim
t−→∞ |X(t)|
2 = 0⇐⇒ l := 2a+ b2 + λc(2 + c) < 0. (5.64)
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Remark 5.5.1 In this section, to easy notations, the tamed Euler appoximation XM will be replaced
by X and the semi-tamed Euler approximation YM will be replaced by Y .
We have the following result for the numerical method (5.7).
Theorem 5.5.2 Under Assumption 5.64, the semi-tamed Euler (5.7) is mean-square stable if and
only if
∆t <
−l
(a+ λc)2
.
Proof 5.5.3 Aplying the semi-tamed Euler scheme to (5.63) leads to
Yn+1 = Yn + aYn∆t+ λcYn∆t+ bYn∆Wn + cYnNn. (5.65)
Squaring both sides of (5.65) leads to
Y 2n+1 = Y
2
n + (a+ λc)
2∆t2Y 2n + b
2Y 2n∆W
2
n + c
2Y 2n∆N
2
n + 2(a+ λc)Y
2
n∆t+ 2bY
2
n∆Wn
+ 2cY 2n∆Nn + 2b(a+ λc)Y
2
n∆t∆Wn + 2c(a+ λc)Y
2
n∆t∆Nn + 2bcY
2
n∆Wn∆Nn. (5.66)
Taking expectation in both sides of (5.66) and using the relations E(∆W 2n) = ∆t, E(∆N
2
n) = λ∆t and
E(∆Wn) = E(∆Nn) = 0 leads to
E|Yn+1|2 = (1 + (a+ λc)2∆t2 + (b2 + λc2 + 2a+ 2λc)∆t)E|Yn|2.
So the numerical method is stable if and only if
1 + (a+ λc)2∆t2 + (b2 + λc2 + 2a+ 2λc)∆t < 1.
That is if and only if
∆t <
−l
(a+ λc)2
.
Theorem 5.5.4 Under Assumption 5.64, the tamed Euler scheme (5.5) is mean-square stable if one
of the following conditions is satisfied :
• a(1 + λc∆t) ≤ 0, 2a− l > 0 and ∆t < 2a− l
a2 + λ2c2
.
• a(1 + λc∆t) > 0 and ∆t < −l
(a+ λc)2
.
Proof 5.5.5 Applying the tamed Euler scheme (5.5) to equation (5.63) leads to :
Xn+1 = Xn +
aXn∆t
1 + ∆t|aXn| + bXn∆Wn + cXn∆Nn. (5.67)
By squaring both sides of (5.67) leads to :
X2n+1 = X
2
n +
a2X2n∆t
2
(1 + ∆t|aXn|)2 + b
2X2n∆W
2
n + c
2X2n∆N
2
n +
2aX2n∆t
1 + ∆t|aXn| + 2bX
2
n∆Wn
+ 2cX2n∆Nn +
2abX2n
1 + ∆t|aXn|∆Wn +
2acX2n∆t
1 + ∆t|aXn|∆Nn + 2bcX
2
n∆Wn∆Nn.
Using the inequality
a2∆t2
1 + ∆t|aXn| ≤ a
2∆t2, the previous equality becomes
X2n+1 ≤ X2n + a2X2n∆t2 + b2X2n∆W 2n + c2X2n∆N2n +
2aX2n∆t
1 + ∆t|aXn| + 2bX
2
n∆Wn
+ 2cX2n∆Nn +
2abX2n
1 + ∆t|aXn|∆Wn +
2acX2n∆t
1 + ∆t|aXn|∆Nn + 2bcX
2
n∆Wn∆Nn.
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Taking expectation in both sides of the previous equality and using independence and the fact that
E(∆Wn) = 0, E(∆W 2n) = ∆t, E(∆Nn) = λ∆t, E(∆N2n) = λ∆t+ λ2∆t2 leads to :
E|Xn+1|2 ≤
[
1 + a2∆t2 + b2∆t+ λ2c2∆t2 + (2 + c)λc∆t
]
E|Xn|2
+ E
(
2aX2n∆t(1 + λc∆t)
1 + ∆t|aXn|
)
. (5.68)
• If a(1 + λc∆t) ≤ 0, it follows from (5.68) that
E|Xn+1|2 ≤ {1 + (a2 + λ2c2)∆t2 + [b2 + λc(2 + c)]∆t}E|Xn|2.
Therefore, the numerical solution is stable if
1 + (a2 + λ2c2)∆t2 + [b2 + λc(2 + c)]∆t < 1.
That is ∆t <
2a− l
a2 + λ2c2
.
• If a(1 + λc∆t) > 0, using the fact that 2aX
2
n∆t(1 + λc∆t)
1 + ∆t|aXn| < 2aY
2
n∆t(1 + λc∆t), inequality
(5.68) becomes
E|Xn+1|2 ≤
[
1 + a2∆t2 + b2∆t+ λ2c2∆t2 + 2λac∆t2 + (2 + c)λc∆t+ 2a∆t
]
E|Xn|2. (5.69)
Therefore, it follows from (5.69) that the numerical solution is stable if
1 + a2∆t2 + b2∆t+ λ2c2∆t2 + 2λac∆t2 + (2 + c)λc∆t+ 2a∆t < 1. That is ∆t <
−l
(a+ λc)2
.
Remark 5.5.6 In Theorem 5.5.4, we can easily check that if l < 0, we have:
a(1 + λc∆t) ≤ 0,
2a− l > 0
∆t <
2a− l
a2 + λ2c2
⇔
 a ∈ (l/2, 0], c ≥ 0,∆t < 2a− l
a2 + λ2c2
⋃

a ∈ (l/2, 0), c < 0,
∆t <
2a− l
a2 + λ2c2
∆t ≤ −1
λc
(5.70)
⋃

a > 0, c < 0
∆t <
2a− l
a2 + λ2c2
∆t ≥ −1
λc
(5.71)
 a(1 + λc∆t) > 0,∆t < −l
(a+ λc)2
⇔
 a > 0, c > 0,∆t < −l
(a+ λc)2
⋃ a > 0, c < 0,∆t < −l
(a+ λc)2
∧ −1
λc
(5.72)
⋃

a < 0, c < 0
∆t <
−l
(a+ λc)2
∆t >
−1
λc
(5.73)
5.6 Nonlinear mean-square stability
In this section, we focus on the mean-square stability of the approximation (5.6). It is proved in
[6] that under the following conditions,
〈x− y, f(x)− f(y)〉 ≤ µ||x− y||2,
||g(x)− g(y)||2 ≤ σ||x− y||2,
||h(x)− h(y)||2 ≤ γ||x− y||2,
where µ, σ and γ are constants, the eaxct solution of SDE (2.1) is mean-square stable if
α := 2µ+ σ + λ
√
γ(
√
γ + 2) < 0.
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Remark 5.6.1 In this section, to easy notations, the tamed Euler appoximation XM will be replaced
by X and the semi-tamed Euler approximation YM will be replaced by Y .
Following the literature of [11], in order to examine the mean-square stability of the numerical solution
given by (5.7), we assume that f(0) = g(0) = h(0) = 0. Also we make the following assumptions.
Assumptions 5.6.2 There exist a positive constants ρ, β, θ, K, C and a > 1 such that
〈x− y, u(x)− u(y)〉 ≤ −ρ||x− y||2, ||u(x)− u(y)|| ≤ K||x− y||,
〈x− y, v(x)− v(y)〉 ≤ −β||x− y||a+1, ||v(x)|| ≤ β||x||a,
||g(x)− g(y)|| ≤ θ||x− y||, ||h(x)− h(y)|| ≤ C||x− y|.
We define α1 = −2ρ+ θ2 + λC(2 + C).
Theorem 5.6.3 Under Assumptions 5.6.2 and the further hypothesis 2β − β > 0, for any stepsize
∆t <
−α1
(K + λC)2
∧ 2β
[2(K + λC) + β]β
∧ 2β − β
2(K + λC)β
, the numerical solution (5.7) is exponentiallly
mean-square stable.
Proof 5.6.4 The numerical solution (5.7) is given by
Yn+1 = Yn + ∆tuλ(Yn) +
∆tv(Yn)
1 + ∆t||v(Yn)|| + g(Yn)∆Wn + h(Yn)∆Nn,
where uλ = u+ λh.
Taking the inner product in both sides of the previous equation leads to
||Yn+1||2 = ||Yn||2 + ∆t2||uλ(Yn)||2 + ∆t
2||v(Yn)||2
(1 + ∆t||v(Yn)||)2
+ ||g(Yn)||2||∆Wn||2 + ||h(Yn)||2|∆Nn|2
+ 2∆〈Yn, uλ(Yn)〉+ 2∆t
〈
Yn,
v(Yn)
1 + ∆t||v(Yn)||
〉
+ 2〈Yn, g(Yn)∆Wn〉+ 2〈Yn, h(Yn)∆Nn〉
+ +2∆t2
〈
uλ(Yn),
v(Yn)
1 + ∆t||v(Yn)||
〉
+ 2∆t〈uλ(Yn), g(Yn)∆Wn〉+ 2∆t〈uλ(Yn), h(Yn)∆Nn〉
+ 2∆t
〈
v(Yn)
1 + ∆t||v(Yn)|| , g(Yn)∆Wn
〉
+ 2∆t
〈
v(Yn)
1 + ∆t||v(Yn)|| , h(Yn)∆Nn
〉
+ 2〈g(Yn)∆Wn, h(Yn)∆Nn〉. (5.74)
Using Assumptions 5.6.2, it follows that :
2∆t
〈
Yn,
v(Yn)
1 + ∆||v(Yn)||
〉
≤ −2β∆t||Yn||
a+1
1 + ∆t||v(Yn)|| (5.75)
2∆t2
〈
uλ(Yn),
v(Yn)
1 + ∆t||v(Yn)||
〉
≤ 2∆t
2||uλ(Yn)||||v(Yn)||
1 + ∆t||v(Yn||
≤ 2∆t
2(K + λC)β||Yn|a+1
1 + ∆t||v(Yn)|| . (5.76)
Let’s define Ωn = {ω ∈ Ω : ||Yn|| > 1}.
• On Ωn we have
∆t2||v(Yn)||2
(1 + ∆t||v(Yn)||)2
≤ ∆t||v(Yn)||
1 + ∆t||v(Yn)|| ≤
β∆t||Yn||a+1
1 + ∆t||v(Yn)|| . (5.77)
Therefore using (5.75), (5.76) and (5.77), equality (5.74) becomes :
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(5.74) yields
‖Yn+1‖2 ≤ ‖Yn‖2 + ∆t2‖uλ(Yn)‖2 + ‖g(Yn)‖2‖∆Wn‖2 + ‖h(Yn)‖2|∆Nn|2
+ 2∆t〈Yn, uλ(Yn)〉+ 2〈Yn, g(Yn)∆Wn + 2〈Yn, h(Yn)∆Nn〉
+ 2∆t〈uλ(Yn), g(Yn)∆Wn〉+ 2∆t〈uλ(Yn), h(Yn)∆Nn〉
+ 2∆t
〈
v(Yn)
1 + ∆t‖v(Yn)‖ , g(Yn)∆Wn
〉
+ 2∆t
〈
v(Yn)
1 + ∆t‖v(Yn)‖ , h(Yn)∆Nn
〉
+ 2〈g(Yn)∆Wn, h(Yn)∆Nn〉+
[−2β∆t+ 2(K + λc)β∆t2 + β∆t] ‖Yn‖a+1
1 + ∆t‖v(Yn)‖ .(5.78)
The hypothesis ∆t <
2β − β
2(K + λC)β
implies that −2β∆t+ 2(K+λC)β∆t2 +β∆t < 0. Therefore,
(5.78) becomes
||Yn+1||2 ≤ ||Yn||2 + ∆t2||uλ(Yn)||2 + 2∆t < Yn, uλ(Yn) > +||g(Yn)||2||∆Wn||2
+ ||h(Yn)||2||∆Nn||2 + 2〈Yn, g(Yn)∆Wn〉+ 2〈Yn, h(Yn)∆Nn〉
+ 2∆t〈uλ(Yn), g(Yn)∆Wn〉+ 2∆t〈uλ(Yn), h(Yn)∆Nn〉
+ 2∆t
〈
v(Yn)
1 + ∆t||v(Yn)|| , g(Yn)∆Wn
〉
+ 2∆t
〈
v(Yn)
1 + ∆t||v(Yn)|| , h(Yn)∆Nn
〉
+ 2〈g(Yn)∆Wn, h(Yn)∆Nn〉. (5.79)
• On Ωcn we have
∆t2||v(Yn)||2
(1 + ∆t||v(Yn)||)2
≤ ∆t
2||v(Yn)||2
1 + ∆t||v(Yn)|| ≤
β
2
∆t2||Yn||2a
1 + ∆t||v(Yn)|| ≤
β
2
∆t2||Yn||a+1
1 + ∆t||v(Yn)|| . (5.80)
Therefore, using (5.75), (5.76) and (5.80), equality (5.74) becomes
||Yn+1||2 ≤ ||Yn||2 + ∆t2||uλ(Yn)||2 + 2∆t < Yn, uλ(Yn) > +||g(Yn)||2||∆Wn||2
+ ||h(Yn)||2||∆Nn||2 + 2〈Yn, g(Yn)∆Wn〉+ 2〈Yn, h(Yn)∆Nn〉
+ 2∆t〈uλ(Yn), g(Yn)∆Wn〉+ 2∆t〈uλ(Yn), h(Yn)∆Nn〉
+ 2∆t
〈
v(Yn)
1 + ∆t||v(Yn)|| , g(Yn)∆Wn
〉
+ 2∆t
〈
v(Yn)
1 + ∆t||v(Yn)|| , h(Yn)∆Nn
〉
+ 2〈g(Yn)∆Wn, h(Yn)∆Nn〉+
[
−2β∆t+ 2(K + λc)β∆t2 + β2∆t2
]
||Yn||a+1
1 + ∆tt||v(Yn)|| .(5 81)
The hypothesis ∆t <
2β
[2(K + λC) + β]β
implies that −2β∆t + 2(K + λC)β∆t2 + β2∆t2 < 0.
Therefore, (5.81) becomes
||Yn+1||2 ≤ ||Yn||2 + ∆t2||uλ(Yn)||2 + 2∆t < Yn, uλ(Yn) > +||g(Yn)||2||∆Wn||2
+ ||h(Yn)||2||∆Nn||2 + 2〈Yn, g(Yn)∆Wn〉+ 2〈Yn, h(Yn)∆Nn〉
+ 2∆t〈uλ(Yn), g(Yn)∆Wn〉+ 2∆t〈uλ(Yn), h(Yn)∆Nn〉
+ 2∆t
〈
v(Yn)
1 + ∆t||v(Yn)|| , g(Yn)∆Wn
〉
+ 2∆t
〈
v(Yn)
1 + ∆t||v(Yn)|| , h(Yn)∆Nn
〉
+ 2〈g(Yn)∆Wn, h(Yn)∆Nn〉. (5.82)
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Finally, from the discussion above on Ωn and Ω
c
n, it follows that on Ω, the following inequality holds
for all ∆t <
2β
[2(K + λC) + β]β
∧ 2β − β
2(K + λC)β
||Yn+1||2 ≤ ||Yn||2 + ∆t2||uλ(Yn)||2 + 2∆t < Yn, uλ(Yn) > +||g(Yn)||2||∆Wn||2
+ ||h(Yn)||2||∆Nn||2 + 2〈Yn, g(Yn)∆Wn〉+ 2〈Yn, h(Yn)∆Nn〉
+ 2∆t〈uλ(Yn), g(Yn)∆Wn〉+ 2∆t〈uλ(Yn), h(Yn)∆Nn〉
+ 2∆t
〈
v(Yn)
1 + ∆t||v(Yn)|| , g(Yn)∆Wn
〉
+ 2∆t
〈
v(Yn)
1 + ∆t||v(Yn)|| , h(Yn)∆Nn
〉
+ 2〈g(Yn)∆Wn, h(Yn)∆Nn〉. (5.83)
Taking expectation in both sides of (5.83) and using the martingale properties of ∆Wn and ∆Nn leads
to :
E||Yn+1||2 ≤ E||Yn||2 + ∆t2E||uλ(Yn)||2 + 2∆tE〈Yn, uλ(Yn)〉+ ∆tE||g(Yn)||2
+ λ∆tE||h(Yn)||2. (5.84)
From Assumptions 5.6.2, we have
||uλ(Yn)||2 ≤ (K + λC)2||Yn||2 and 〈Yn, uλ(Yn)〉 ≤ (−ρ+ λC)||Yn||2.
So inequality (5.84) gives
E||Yn+1||2 ≤ E||Yn||2 + (K + λC)2∆t2E||Yn||2 + 2(−ρ+ λC)∆tE||Yn||2 + θ2∆tE||Yn||2
+ λC2∆tE||Yn||2
=
[
1− 2ρ∆t+ (K + λC)2∆t2 + 2λC∆t+ θ2∆t+ λC2∆t]E||Yn||2.
Iterating the previous inequality leads to
E||Yn||2 ≤
[
1− 2ρ∆t+ (K + λC)2∆t2 + 2λC∆t+ θ2∆t+ λC2∆t]n E||Y0||2.
In oder to have stability, we impose :
1− 2ρ∆t+ (K + λC)2∆t2 + 2λC∆t+ θ2∆t+ λC2∆t < 1.
That is
∆t <
−[−2ρ+ θ2 + λC(2 + C)]
(K + λC)2
=
−α1
(K + λC)2
. (5.85)
In the following , we analyse the mean-square stability of the tamed Euler. We make the following
assumptions which are essentially consequences of Assumptions 5.6.2.
Assumptions 5.6.5 we assume that there exists positive constants β, β, θ, µ, K, C, ρ, and a > 1
such that :
〈x− y, f(x)− f(y)〉 ≤ − ρ||x− y||2 − β||x− y||a+1,
||f(x)|| ≤ β||x||a +K||x||,
||g(x)− g(y)|| ≤θ||x− y||,
||h(x)− h(y)|| ≤C||x− y||,
〈x− y, h(x)− h(y)〉 ≤ − µ||x− y||2. (5.86)
Remark 5.6.6 Apart from (5.86), Assumption 5.6.5 is a consequence of Assumption 5.6.2.
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Theorem 5.6.7 Under Assumptions 5.6.5 and the further hypothesis β−Cβ > 0, β(1+2C)−2β < 0,
K + θ2 + λC2 − 2µλ+ 2λCK < 0, the numerical solution (5.5) is mean-square stable for any stepsize
∆t <
−[K + θ2 + λC2 − 2µλ+ 2λCK]
2K2 + λ2C2
∧ β − Cβ
β
2 .
Proof 5.6.8 From equation (4.5), we have
||Xn+1||2 = ||Xn||2 + ∆t
2||f(Xn)||2
(1 + ∆t||f(Xn)||)2
+ ||g(Xn)∆Wn||2 + ||h(Xn)∆Nn||2
+
〈
Xn,
∆tf(Xn)
1 + ∆t||f(Xn)||
〉
+ 2
〈
Xn +
∆tf(Xn)
1 + ∆t||f(Xn)|| , g(Xn)∆Wn
〉
+ 2
〈
Xn +
∆tf(Xn)
1 + ∆t||f(Xn)|| , h(Xn)∆Nn
〉
+ 2〈g(Xn)∆Wn, h(Xn)∆Nn〉. (5.87)
Using assumptions 5.6.5, it follows that :
2
〈
Xn,
∆tf(Xn)
1 + ∆t||f(Xn)||
〉
≤ −2∆tρ||Xn||
2
1 + ∆t||f(Xn)|| −
2β∆t||Xn||a+1
1 + ∆t||f(Xn)|| ≤ −
2β∆t||Xn||a+1
1 + ∆t||f(Xn)|| .
||g(Xn)∆Wn||2 ≤ θ2||Xn||2||∆Wn||2 and ||h(Xn)∆Nn||2 ≤ C2||Xn||2|∆Nn|2.
2〈Xn, h(Xn)∆Nn〉 = 2〈Xn, h(Xn)〉∆Nn ≤ −2µ||Xn||2|∆Nn|.
2
〈
∆tf(Xn)
1 + h||f(Xn)|| , h(Xn)∆Nn
〉
≤ 2∆t||f(Xn)||||h(Xn)|||∆Nn|
1 + ∆t||f(Xn)||
≤ 2∆tCβ||Xn||
a+1
1 + ∆t||f(Xn)|| |∆Nn|+ 2CK||Xn||
2|∆Nn|.
So from Assumptions 5.6.5, we have
〈
Xn,
∆tf(Xn)
1 + ∆t||f(Xn)||
〉
≤ − 2β∆t||Xn||
a+1
1 + ∆t||f(Xn)||
||g(Xn)∆Wn||2 ≤ θ2||Xn||2||∆Wn||2
||h(Xn)∆Nn||2 ≤ C2||Xn||2|∆Nn|2
2〈Yn, h(Xn)∆Nn〉 ≤ −2µ||Xn||2|∆Nn|
2
〈
∆tf(Xn)
1 + h||f(Xn)|| , h(Xn)∆Nn
〉
≤ 2∆tCβ||Xn||
a+1
1 + ∆t||f(Xn)|| |∆Nn|+ 2CK||Xn||
2|∆Nn|
(5.88)
Let’s define Ωn := {w ∈ Ω : ||Xn(ω)|| > 1}.
• On Ωn we have :
∆t2||f(Xn)||2
(1 + ∆t||f(Xn)||)2
≤ ∆t||f(Xn)||
1 + ∆t||f(Xn)|| ≤
∆tβ||Xn||a
1 + ∆t||f(Xn)|| +K∆t||Xn||
≤ ∆tβ||Xn||
a+1
1 + ∆t||f(Xn)|| +K∆t||Xn||
2. (5.89)
Therefore using (5.88) and (5.89), equality (5.87) becomes
||Xn+1||2 ≤ ||Xn||2 +K∆t||Xn||2 + θ2||Xn||2||∆Wn||2 + C2||Xn||2|∆Nn|2
+ 2
〈
Xn +
∆tf(Xn)
1 + ∆t||f(Xn)|| , g(Xn)∆Wn
〉
− 2µ||Xn||2|∆Nn|+ 2CK|∆Nn|
+ 2〈g(Xn)∆Wn, h(Xn)∆Nn〉+
[−2β∆t+ β∆t+ 2βC∆t] ||Xn||a+1
1 + ∆t||f(Xn)|| . (5.90)
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Using the hypothesis β(1 + 2C)− 2β < 0, (5.90) becomes
||Xn+1||2 ≤ ||Xn||2 +K∆t||Xn||2 + θ2||Xn||2||∆Wn||2 + C2||Xn||2|∆Nn|2
+ 2
〈
Xn +
∆tf(Xn)
1 + ∆t||f(Xn)|| , g(Xn)∆Wn
〉
− 2µ||Xn||2|∆Nn|+ 2CK|∆Nn|
+ 2〈g(Xn)∆Wn, h(Xn)∆Nn〉. (5.91)
• On Ωcn, we have :
∆t2||f(Xn)||2
(1 + ∆t||f(Xn)||)2
≤ ∆t
2||f(Xn)||2
1 + ∆t||f(Xn)|| ≤
2∆t2β
2||Xn||2a
1 + ∆t||f(Xn)|| + 2K
2∆t2||Xn||2 (5.92)
≤ 2∆t
2β
2||Xn||a+1
1 + ∆t||f(Xn)|| + 2K
2∆t2||Xn||2. (5.93)
Therefore, using (5.88), and (5.93), (5.87) becomes
||Xn+1||2 ≤ ||Xn||2 + 2K2∆t2||Xn||2 + θ2||Xn||2||∆Wn||2 + C2||Xn||2|∆Nn|2
+ 2
〈
Xn +
∆tf(Xn)
1 + ∆t||f(Xn)|| , g(Xn)∆Wn
〉
− 2µ||Yn||2|∆Nn|+ 2CK|∆Nn|
+ 2〈g(Xn)∆Wn, h(Xn)∆Nn〉+
[
2Cβ∆t− 2β∆t+ 2β2∆t2
]
||Xn||a+1
1 + ∆t||f(Xn)|| . (5.94)
The hypothesis ∆t <
β − Cβ
β
2 implies that 2Cβ∆t − 2β∆t + 2β
2
∆t2 < 0. Therefore, (5.94)
becomes
||Xn+1||2 ≤ ||Xn||2 + 2K2∆t2||Xn||2 + θ2||Xn||2||∆Wn||2 + C2||Xn||2|∆Nn|2
+ 2
〈
Xn +
∆tf(Xn)
1 + ∆t||f(Xn)|| , g(Xn)∆Wn
〉
− 2µ||Xn||2|∆Nn|+ 2CK|∆Nn|
+ 2〈g(Xn)∆Wn, h(Xn)∆Nn〉. (5.95)
From the above discussion on Ωn and Ω
c
n, the following inequality holds on Ω for all ∆t <
β − Cβ
β
2
and β(1 + 2C)− β < 0
||Xn+1||2 ≤ ||Xn||2 +K∆t||Xn||2 + 2K2∆t2||Xn||2 + θ2||Xn||2||∆Wn||2 + C2||Xn||2|∆Nn|2
+ 2
〈
Xn +
∆tf(Xn)
1 + ∆t||f(Xn)|| , g(Xn)∆Wn
〉
− 2µ||Xn||2|∆Nn|+ 2CK|∆Nn|
+ 2〈g(Xn)∆Wn, h(Xn)∆Nn〉. (5.96)
Taking Expectation in both sides of (5.96), using the relation E||∆Wn|| = 0, E||∆Wn||2 = ∆t,
E|∆Nn| = λ∆t and E|∆Nn|2 = λ2∆t2 + λ∆t leads to :
E||Xn+1||2 ≤ E||Xn||2 + 2K2∆t2E||Xn||2 + θ2∆tE||Xn||2 + λ2C2∆t2E||Xn||2 + λC2∆tE||Xn||2
− 2µλ∆tE||Xn||2 + λCK∆tE||Xn||2
=
[
1 + (2K2 + λ2C2)∆t2 + (K + θ2 + λC2 − 2µλ+ 2λCK)∆t]E||Xn||2.
Iterating the last inequality leads to
E||Xn||2 ≤
[
1 + (2K2 + λ2C2)∆t2 + (K + θ2 + λC2 − 2µλ+ 2λCK)∆t]n E||X0||2.
In order to have stability, we impose
1 + (2K2 + λ2C2)∆t2 + (K + θ2 + λC2 − 2µλ+ 2λCK)∆t < 1.
That is
∆t <
−[K + θ2 + λC2 − 2µλ+ 2λCK]
2K2 + λ2C2
.
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5.7 Numerical Experiments
In this section, we present some numerical experiments that illustrate our theorical strong conver-
gence and stability results. For the strong convergence illustration of (5.5) and (5.7), let’s consider
the stochastic differential equation
dXt = (−4Xt −X3t )dt+XtdWt +XtdNt, (5.97)
with initial X0 = 1. N is the scalar poisson process with parameter λ = 1. Here u(x) = −4x,
v(x) = −x3 g(x) = h(x) = x. It is easy to check that u, v, g and h satisfy the Assumptions 5.2.2.
For the illustration of the linear mean-square stability , we consider a linear test equation{
dX(t) = aX(t−) + bX(t−)dW (t) + cX(t−)dN(t)
X(0) = 1
We consider the particular case a = −1, b = 2, c = −0.9 and λ = 9. In this case l = −0.91,
−l
(a+ λc)2
< 0.084 and
2a− l
a2 + λc2
< 0.074. a(1 + λc∆t) < 0 for ∆t < 0.124. We test the stability
behaviour of semi-tamed and of tamed Euler for different step-size, ∆t = 0.02, 0.05 and 0.08. We use
7×103 sample paths. For all step-size ∆t < 0.083 the semi-tamed Euler is stable. But for the step-size
∆t = 0.08 > 0.074, the tamed Euler scheme is unstable while the semi-tamed Euler scheme is stable.
So the semi-tamed Euler scheme works better than the tamed Euler scheme.
Figure 5.1: Error of the tamed Euler scheme
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Figure 5.2: Error of the semi-tamed Euler scheme
Figure 5.3: Stability tamed Euler
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Figure 5.4: Stability semi-tamed Euler
Figure 5.5: Stability tamed Euler
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Figure 5.6: Stability semi-tamed Euler
Figure 5.7: Stability tamed Euler
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Figure 5.8: Stability semi-tamed Euler
Conclusion
In this thesis, we provided an overview in probability theory which allowed us to define some basic
concepts in stochastic process. Under global Lipschitz condition, we proved the existence and the
uniqueness of solution of stochastic differential equation (SDEs) with jumps. In general, it is difficult
to find the exact solution of most SDEs. one tool to approach the exact solution is the numerical
resolution. We provided in this dissertation some numerical techniques to solve SDEs with jumps.
More precisely, we investigated the strong convergence of the compensated stochastic theta method
(CSTM) under global Lipschitz condition. We investigated the stability of both CSTM and stochastic
theta method (STM) and we proved that for the linear test equation, when
1
2
≤ θ ≤ 1 the CSTM is
A-stable while the STM is not. So CSTM works better than STM.
Under non-global Lipschitz condition Euler explicit method fails to converge strongly while
Euler implicit method converges strongly but requires much computational efforts. We extended the
tamed Euler scheme by introducing the compensated tamed Euler scheme for SDEs with jumps, which
converges strongly with standard order 0.5 to the exact solution. We also extended the semi-tamed
Euler scheme proposed in [11] for SDEs with jumps under non-global Lipschitz condition and proved
his strong convergence. This latter enable us define the tamed Euler scheme and to prove his strong
convergence which was not yet done in the literature. In this thesis, we also analysis the stability
behaviours of both tamed and semi-tamed Euler schemes in the linear and the nonlinear case. We
proved that these two numerical schemes reproduce the exponentially mean-square property of the
exact solution.
All the numerical scheme presented in this work are of rate of convergence 0.5. The tamed
Misltein scheme was introduced in [12], where the authors proved the strong convergence of order
1 of this scheme for SDEs without jumps. The case with jumps is not yet well developped in the
litterature. The weak convergence under non-global Lipschitz condition is not yet investigated. In the
future, We would like to focus on the opened topics mentioned above.
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Appendix
The goal of this section is to present some Scilab codes for simulations.
A.1 Code for simulation of the mean square error
lambda = 1; Xzero = 1;
T = 1; N = 2^(14); dt = T/N; a=1, b=1, c=0.5, theta=1, A=a+lambda*c
M = 5000;
Xerr = zeros(M,5);
for s = 1:M,
dW = sqrt(dt)*grand(1,N,’nor’,0,1)
W = cumsum(dW);
dN=grand(1,N,’poi’,dt*lambda)-dt*lambda*ones(1,N);
W(1)=0
dP=dN+dt*lambda*ones(1,N);
P=cumsum(dP,’c’);
P(1)=0;
X=linspace(0,1,N);
Xtrue=exp((a-1/2*b^2)*X+b*W+log(1+c)*P);
for p = 1:5
R = 2^(p-1); Dt = R*dt; L = N/R;
Xtemp = Xzero;
for j = 1:L
Winc = sum(dW(R*(j-1)+1:R*j));
Ninc=sum(dN(R*(j-1)+1:R*j));
Xtemp=(Xtemp+(1-theta)*A*Xtemp*Dt+b*Xtemp*Winc+c*Xtemp*Ninc)/(1-A*theta*Dt);
end
Xerr(s,p) = abs(Xtemp - Xtrue(N))^2;
end
end
Dtvals = dt*(2.^([0:4]));
T=mean(Xerr,’r’)^(1/2);
disp(T);
plot2d(’ll’,Dtvals,T,[5])
plot2d(’ll’,Dtvals,Dtvals^(1/2),[3])
legends([ ’mean square error for CSTM for theta=1’,’Reference line’ ],[5,3,2],2)
xtitle("Mean square stability for CSTM");
xlabel("Time")
ylabel("E|Y_L-X(T)|^0.5")
A.2 Code for the simulation of the mean square stability
T=2500, M=5000, Xzero=1,
a=-7,b=1, c=1, lambda=4, Dt=25,
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A=a+lambda*c // drift coefficient for compensated equation
N=T/Dt;
theta=[0.4995, 0.50,0.51];// different value for theta
Xms=zeros(3,N);//initialisation of the mean
for i=1:3
Xtemp=Xzero*ones(M,1);// initialization of the solution
for j=1:N
Winc=grand(M,1,’nor’,0,sqrt(Dt)); // generation of random
//variables following the normal distribution
Ninc=grand(M,1,’poi’,Dt*lambda)-Dt*lambda*ones(M,1);// generation of
// compensated poisson process
B=1-theta(i)*A*Dt
Xtemp=(Xtemp+(1-theta(i))*A*Xtemp*Dt+b*Xtemp.*Winc+c*Xtemp.*Ninc)/B;
Xms(i,j)=mean(Xtemp^2);
end
end
X=linspace(0,T,N);
plot(X,Xms(1,:),’b’,X,Xms(2,:),’r’,X,Xms(3,:),’g’)
legends([’Theta=0.499’ ’theta=0.50’ ’Theta=0.51’ ], [2,5,3],2)
xtitle("Mean-square stability for CSTM");
xlabel("tn")
ylabel("E|Yn|^2")
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