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Z usammenfassung 
Aktuelle Themen auf dem Gebiet der intelligenten Benutze rschnittste ll en be-
ha ndeln de rzeit die automatische Pl a nung multimodal er Prase ntat ionen . Hi erb ei 
stand bisher im wesentlich en die koordinierte Generi erung von Text und Graphik 
im Vordergrund. In Zukunft wird hier aufgrund der Komplexitat der zu prasen-
tierenden Information zunehmend auch die Einbeziehung realistischer animierter 
3D-Graphiken gefordert sein . Einen anderen wichtigen Forschungsschwerpunkt bil-
de t der Einsatz graphischer Ausgabekomponenten fur planbasierte Hilfesystem e. 
Die vorliegende Arbeit hat zum Ziel zunachst einen Uberblick uber den derzeitigen 
Stand der Forschung in diesen beiden Bereichen zu geben, als auch neue Anfor-
derungen an die automatische Animationsgenerierung und an Syste me zur p lanba-
sierten graphischen Hilfe zu formuli eren . AnschlieBend woll en wir , basie rend a.uf 
Ergebnissen und Erfahrungen aus WIP und PLUS , Persp e ktiven fur e in e l11 ogli-
che Weite rentwicklung und Integration von Technike n der Animationsp lan un g unci 
graphischen Hilfe prasentie re n. 
°Oie Autore n danken Wolfgang Wahlste r und Thomas Rist fur wertvo ll e Anregungell Zll di ese l' ArbeiL. 
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1 Einleitung 
Aktuelle Themen auf dem Gebiet der intelligent en Benutzerschnittstellen behandeln der-
zeit die automatische Planung multimodaler Pdisentationen (vgl. u .a . [ST91, WAB+92, 
AFG+92, OSS92]). Hierbei stand bisher im wesentlichen die koordinierte Generierung 
von Text und Graphik im Vordergrund. Neben diesen beiden Modi stellt die Animation 
von realistischen 3D-Graphiken ein sehr effektives Kommunikationsmedium dar, insbe-
sondere bei der Visualisierung komplexer raumlicher Interaktionen. Das manuelle Design 
animierter Darstellungen ist jedoch eine zeitintensive und komplexe Tatigkeit, die eine 
Menge Fachwissen bedingt. Eine Automatisierung konnte hier den DesignprozeJ3 effizien-
ter gestalten sowie eine dynamische Animationsgenerierung 'on the fly' ermoglichen, auch 
wenn deren Inhalt nicht vollig antizipiert werden kann. In solchen Fallen ware es einem 
menschlichen Designer nicht moglich eine adaquate Prasentation zu erstellen. 
Animation zahlt neb en gesprochener Sprache zu den tempomlen Medien, die sich durch eill 
dynamisches Verhalten auszeichnen. Eine Prasentationskomponente zum automatischen 
Des ign animierter Prasentationen hat deshalb im Gegensatz zu statischen Medi wie Text 
oder Graphik, die derzeit bevorzugt in intelligenten multimodalen Benutzerschnittstellen 
wic WIP (vgl. [WAGR91, WAB+92, AFG+92J) eingesetzt werden, zeitliche Infol'mation ell 
2U verarbeiten. Die wissensbasierte Erzeugung von bewegten Graphiken erfo rdert hier U11 -
bedingt den Einsatz von Alltagswissen, sowohl zur Festlegung del' zeitlichen Reihenfolge, 
in der Informationen zu prasentieren sind, als auch zur Koordinat ion del' Zeitpunkte u nd 
Zeitintervalle von Aktionen. Wir interessieren uns hierbei besonders fur Fragen, wie sich 
zeitliche Information mittels animierter Darstellungen ausdrlicken laJ3t und wie eine Ltber 
der Zeit prasentierte Information von einem Prasentationsdesigner kontrolliel't werden 
kann . 
Eincn anderen wichtigen Forschungsschwerpunkt bildet die Verwendung objektol'ientier-
Ler graphischer Oberflachen in intelligenten Hilfesystemen (vgl. u.a. [BBD+91 , TB92]), 
2.13. zur Softwareunterstutzung von fenster-basierten Applikationen, wie CAD JCA lVI-
Systeme, CASE- Werkzeuge etc. Es bietet sich an, in diesen Systemen wissensbasierte 
gellerierte Animationen, sowohl als Hilfestellung, z.B. bei der Menu-Selektion, Cursor-
Positionierung unter Verwendung der Maus oder anderen Fenster-Manipulationsschl'itten, 
a.ls auch zm Prasentation von visuellen Erklarungen zu verwenden. 
Neue 3D-Kommunikationsmoglichkeiten wie etwa DataGlove und DataSuit (vgl. z. 8 . 
[FvDFI-I90J) oder auch n-dimensionale Ein-j Ausgabemedien beim Aufbau vi1'tueller Wel-
ten (vgl. auch [FB90J) stellen hier immer hohere Anforderungen bzgl. Erklarungsprasenta-
Lioll Llild I-lilfe bei der Benutzerfuhrung. Dynamische Animation von zeitlicher Informa.tioll 
k<l.llll hier die Verstandlichkeit einer Prasentation erheblich erhohen. 
Wir wollen im folgenden einige grundlegende Techniken des Designs animierter Pr~ise ll ­
tationen darstellen sowie Ziele, Anforderungen, offene Probleme und Vorschlage zm Hea-
lisierung von Systemen, die diese Verfahren automatisch anwenden konnen, aufzeige ll. 
Hierzll zahlen insbesondere intelligente multimodale Benutzel'schnittstellen, die wie im 
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Beispiel von WIP bisher nur die beiden Modi Graphik und Text behandeln, abel' auch 
planbasierte graphische Hilfesysteme. Anschliefiend wollen wir, basierend auf Ergebnissen 
und Erfahrungen aus den Projekten WIP und PLUS, Perspektiven fiir eine mogliche Wei-
terentwicklung und Integration von Techniken der Animationsplanung und graphischen 
Hilfe pdisentieren. 
2 Relevante Arbeiten 
Durch die breite Verfiigbarkeit von Arbeitsplatzrechnern mit graphisch orientierten Benu t-
zeroberfHichen sowie der Entwicklung dedizierter Graphikhardware bzw. innovativer Pro-
grammiermethoden (z.B. objektorientierten graphischen Entwicklungsumgebungen) haL 
heute die wissensbasierte Erzeugung von realistischen Computergraphiken zunehmende 
Bedeutung fiir den kommerziellen Einsatz erlangt (vgl. u.a. [KW90 , FS91, SF91, RA92]). 
Dagegen bildet die automatische Generierung animierter Graphiken innerhalb der EI 
noch ein relativ junges Forschungsgebiet. Erste Ansatze zur Bewegungsplanung finden 
sich u.a. in [Bad87, Rey87, Wi187, TT90]. Hier wird zwar teilweise auf Spezialsoftware 
fur Animation zuriickgegriffen, wie etwa prozedurale Programmiersprachen oder auf in -
teraktive Editoren zur Animationsgenerierung, jedoch sind nur wenige Arbeiten bekannt, 
die sich mit der eigentlichen Entwicklung einer Prasentationskomponente zum automa-
tischen Animationsdesign beschaftigen. Eine solche Komponente hat die A ufgabe, die 
Selektion der durch Animation zu prasentierenden Information und die Ansteuerung der 
oben genannten Spezialsoftware wissensbasiert auszufiihren. 
Eine Pionierarbeit stellt gewissermaf3en das 1979 am MIT AILab von Kahn entwickelte 
System ANI (vgl. [Kah79]) dar. Das System generiert animierte 2D-Darstellungen von 
Handlungsbeschreibungen . ANI bestimmt dabei die Geschwindigkeit, mit der sich die 
Charakter bewegen und wie diese positioniert werden sollen. 
1m Gegegensatz zu diesen Ansatzen ist bisher der Einsatz von planbasierten Verfahren, 
wie sie derzeit zur wissensbasierten Graphikgenerierung verwendet werden (vgl. [AR92]) , 
weitgehend unerforscht . Erste rudimentare Ansatze der automatischen Animationspla-
nung wurden von Feiner et al. an der Columbia University (vgl. [KF90]) entwickelt und 
in dem regelbasierten Expertensystem ESPLANADE (Expert System for PLANnillg 
Animation Design and E diting) implementiert. ESPLANADE erwartet als Eingabc ei-
nen detaillierten Plan von Aktionen, die geometrische Veranderungen und Bewegu ngell 
der Objekte in der modellierten Welt beschreiben, sowie mogliche Constraints fur die 
Prasentation. Die ESPLANADE-Regeln erzeugen dann einen Prasentationsplan fur eine 
vollstandige Animation, d .h . Spezifikation der Einstellparameter fur die Kamera etc. 
Einen ersten Versuch zur Reprasentation komplexer zeitlicher Plane wurcle von [FLM P91] 
c1urchgefiihrt. Zur Beschreibung zeitlicher Aktionen wurde Allens intervall-basierte ZeiL-
logik verwandt. Das Ziel der Arbeit bestand in einer Reprasentation tempora.ler PUin e ill 
Form einer terminologischen Logik. 
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Verstiirkte Bemuhungen, die den Priisentationsaspekt in den Vordergrund stellen, WUl'-
den in den letzten Jahren auch von der Gruppe urn Badler an del' UPenn (siehe insb. 
[BBZ91, BWKE91, Ze191]) durchgefiihrt. Rier wird Animation aus natiirlichsprachlichen 
Anweisungen generiert, mit dem Ziel sog. narrated animations. Der Schwerpunkt diesel' 
Arbeit liegt in der Bewegungskontrolle. 
1m folgenden mochten wir zwei Systeme vorstellen, die 2D-Animation in Rilfesystemen 
verwenden . Das System GAK (Graphical Animation from Knowledge, vgl. [Nei82]) el'wei-
tert das bestehende wissensbasierte Rilfesystem CADHELP, das dem Benutzer nattirlich-
sprachliche Unterstiitzung im Umgang mit einer kleinen CAD Anwendung bietet, um 
eine Animationskomponente zur Visualisierung der fUr bestimmte ApplikationsaktiollCll 
notwendigen Interaktionsschritte. 
1m Gegensatz zum System GAK verzichtet del' Ansatz in Cartoonist (vgl. [SF90]) auf 
eine animierte Darstellung der Kausalitiit der Cursor-Bewegung auf dem Bildschirm. 
Sind allerd ings Mausaktionen wie linke-Maustaste-driicken oder bewegen-der-Maus-mit-
niedergedriickter-Taste von Bedeutung fur die DurchfUhrung einer Interaktion, wird die 
Darstellung des Mauscursors entsprechend vel'iindert. Diese Technik del' animierten 2D-
Da.rstellung von Mausaktionen wil'd mit Hilfe von vordefinierten ChaTacters erreicht. Sir 
wird auch zur Animation von Tastatureingaben verwendet. Cartoonist erheugt eille so 
i'l.lIill1ierte Sequenz unter Berucksichtigung des aktuellen Bildschil'mkontextes. 
Die Erzeugung von animiel'ten Darstellungen setzt Informationen tiber die Benlltzer-
schnittstelle , die Anwendung und die Interaktionsstile vorallS. Cartoonist greift dabei 
auf die Wissensreprasentation des User Interface Design Environment (vg l. [FGl(l(SS]) 
zuri.ick. Das Wissen ist in applikationsspezifisches, schnittstellenspezifisches und interak-
tionstechnisches Wissen und Relationen zwischen Applikationsaktionen, Schnittstellellak-
tionen und den Interaktionstechniken unterteilt. Mit Hilfe von Vol'- und NachbedingullgclI 
wird deduktiv eine Sequenz von Animationsschritten fUr eine bestimmte Applikationsak-
Lioll generiert. Enthalten die Animationsschritte nicht-instantiiel'te Parameter, so werdell 
diese, unter Berucksichtigung des aktuellen Bildschirminhalts, bestintmt. Dabci win l 
die l\1enge del' in Frage kommenden Objekte mit Hilfe von in del' Wissensbasis definicr-
ten Parameter-Constraints eingeschriinkt. Aus del' eingeschriinkten Menge wircl nicht-
clcterministisch ein Objekt selektiert. Analog wird mit Parametern aus clem numerischen 
8ereich verfahren. Cartoonist eignet sich zur Unterstutzung des Benutzers bei Hilfeanfor-
dCl'I11Igen wie "Zeige mir (exemplarisch) wie ich ... ". Es wird dem Benutzer exemplarisch 
einc animierte Sequenz von Interaktionsschritten priisentiert. 
Die ill1 folgenclen beschriebenen Ansiitze del' automatischen Animationsplanung ba.sicrcil 
illl \\'('sclltlichen auf Verfahren zur wissensbasierten Erzeugung realistischer statischer Gra-
"llikell oder 3D-Bildsequenzen zur Beschreibung von Aktionsfolgen wie sic derzeit [Lir die 
CJ'(lpliikgeneratoren del' multimodalen Priisetationsysteme lil !P (s. [WAB+92, AFG+92]) 
lIlld COMET (s. [MF90]). 
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3 Anforderungen an die Generierung animierter Prasenta-
tionen 
Computer-Animation behandelt samtliche Bewegungsprozesse, die visuelle Effekte haben. 
Dazu zahlen sowohl die zeitliche Variation der Position (sog. motion dynamics) als auch 
der Merkmale (z.B. Form, Farbe, Transparenz, Struktur und Annotation, sog. update dy-
namics) von graphischen Objekten sowie Entscheidungen der Kameraplanung. Techniken 
der Animation fanden bisher bevorzugt Einsatz in Simulationsprogrammen fur indust rielle 
Anwendungen, Tutorsystemen und medizinischen Applikationen. Die Forschung in di e-
sem Bereich hat sich bisher im wesentlichen auf Techniken zur Planung von Bewegungen 
(mot ion planning) , wie sie etwa bei der Filmproduktion eingesetzt werden , konzent ri ert. 
Die Aufgaben reichen dabei von high-level Verfahren zum Drehbuch-Design ( scTipt ing) bis 
zur low-level Bewegungsplanung einzelner Charakter. Fur eine ausfiihrlichere Beschrei-
bung elementarer Techniken der Filmerstellung (wie shooting und editing) sei a.n di ese l' 
Stelle auf die Arbeit von [KF90] bzw. entsprechende Spezialliteratur verwiesen . 
Bedingt durch die Entwicklung von dedizierter Graphikhardware, wird die Compu te r-
Animation in naher Zukunft auch im Bereich der Kunstlichen Intelligenz einen hohen 
Stellenwert erlangen, z.B. als Erweiterung von intelligenten multimodalen Schnittstell ell , 
di e wie in WIP bisher auf die statischen Medi Text und Graphik beschriinkt waren. Die 
automatische Erzeugung von realistischen 3D-Animationen erfordert jedo ch neben del' 
Verarbeitung von Wissen uber Filmerstellungstechniken auch den Einsatz von Alltags-
wissen uber Inhaltauswahl, Inhaltsdarbietung, Erhaltung der vi suellen Kontinui Uit unci 
Koharenz etc. 
Der Prozefi der Animationsgenerierung lafit sich damit in die folgenden beiden wesent.li-
chen Teilbereiche untergliedern (vgl. auch [KF90]): 
l. A ufbau einer animierten virtuellen Welt 
(i) Spezifikation der Objekte der zu animierenden Welt sowie der Aktionen (1. 11 
denen diese beteiligt sind, 
(ii) High-level Scripting, 
(iii) Low-level Objektmodellierung, 
(iv) Bestimmung der fram e-to-fram e Bewegungen interagierender Objekte in eill cr 
N ewton- Welt. 
2. Planung wie diese Objekte und Aktionen prasentiert werden solI en 
(i) Selektion der zu prasentierenden Inhalte, 
(ii) Bestimmung der Zeitpunkte zu denen die Information priisentiert werden 50 11 , 
(iii) Bestimmung der Reihenfolge in der die Information prasentiert werden so il , 
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(iv) Definition der virtuellen Kamera, durch die die Welt betrachtet wird (d.h . 
u.a. Wahl der Betrachtungsspezifikationen, del' Viewpol'ts und del' Transitio-
nen zwischen Kameras innerhalb von Viewports). 
Hieraus ergibt sich schliefilich der Unterschied zwischen einer animierten Prasenta-
tion und einer animierten virtuellen Welt. 
In bestimmten Situationen kann es auch intendiel't sein, dem Benutzer Priisentationsent-
scheidungen liber den Aufbau einer virtuellen Welt zu liberlassen oder Entscheidungen 
unter Berlicksichtigung von vorher spezifizierten Kommunikationszielen zu treffen. 
Bei del' wissensbasierten Erzeugung animierter Darstellungen im Rahmen eines multimo-
dalen Prasentationssystems ergeben sich im Hinblick auf eine Koordinierung del' verschie-
den en Modalitaten u.a. die folgenden im Moment offenen Probleme: 
• Synchronisation statischer und dynamischer Modi 
Die Kombination und Koordinierung verschiedener Modalitiiten, insbesondere zwi-
schen statischen und bewegten Bilder, aber auch zwischen Text (z.B. Annotationen) 
und bewegten Graphiken, oder zwischen einem fixem Hintergrund und im Vorder-
grund bewegten Bildern (sog. 2~-dim. Dal'stellungsweise) laJ3t sich mit den bisheri-
gen Mehoden nicht zufriedenstellend behandeln. 
• RepTasentation tempomleT raumlicher Information 
Einen zentralen Punkt bei del' Behandlung eines temporalen Mediums wie del' Ani-
mation nimmt die Verarbeitung tempomier Information ein. Hierunter wollen wit' 
Entitiiten und Relationen verstehen, die libel' del' Zeit definiert sind, wie z.B . Zeit-
punkte, Zeitintervalle, Aktionen, Ordnungsrelationen und Uberlappungsintervalle. 
Die fur die Beschreibung statischer Graphiken verwendete propositionale Wissens-
basis reicht zur Reprasentation von Bewegungen i.a. nicht aus. Hier sind u.a .. Infor-
mationen libel' die Geschwindigkeit, die Trajektorien, den kurzesten Weg zwischen 
zwei Objekten in animierten Aktionen etc. zu modellieren. Um ein einigermal.\e ll 
effizientes Verhalten zu garantieren , scheint eine Verwendung von Heuristiken , die 
durch Regeln oder Defaults reprasentiert sind, sinnvoll zu sein. Darliberhinaus sind 
Fragen del' Sichtbarkeit von Objekten und del' Pel'spektivenwah l zu klal'en. 
Objekte bewegen sich in einel' physikalischen Welt nicht unbedingt auf gera.den Li-
nien, sondern liben l'elativ zu anderen Objekten nichtlineare zusammengesetzte Be-
wegungen aus. Zul' Spezifikation animiel'tel' Sequenzen und deklarativen Reprasell-
tation struktureller (z.B. semantisch-pragmatischel') dynamischel' Zusammenha.nge 
auf einem hohen Abstrakt ionsniveau werden in letzter Zeit haufig innovative Pro-
grammiermethoden wie logische und constl'aint-basierte Formalismen verwendet. 
• I,ayout dynamischer Pl'asenlalionen 
Eine wichtige Fragestellung wirft auch das Design des Layouts von zeit lich va.riiel'en-
den Prasentationen auf. Die fur stat ische Dokumente verwendeten Gridansatze sind 
fur animierte Prasentationen zu unflexibel. Ahnlich dem graphischen Layout von 
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Text-Bildkombinationen (vgl. [GM91]) konnen Ubedappungsfreiheit und Ordnungs-
relationen zwischen animierten Objekten durch Constraints garantiert werden. Er-
ste Ansatze constraint-basierter Animation finden sich in den Systemen Sketchpad 
(vgl. [Sut63]) und ThingLab (vgl. [Bor81]). Erweiterung von Constraint-Systemen 
kann man sich hier bzgl. der Verarbeitung von Constraint-Hierarchien, sowie die 
Modellierung von potentiellen Bewegungen physikalischer Korper und deren struk-
turellen Materialeigenschaften mittels Constraints, vorstellen 
• Benutzermodellierung 
1m Gegensatz zum statischen Fall, bei dem der Benutzer sehr leicht einen Bezug 
zwischen den dargestellten Objekten und entsprechenden Weltobjekten herstellen 
kann, ist bei anirnierten Aktionen (z.B. Kamerabewegungen oder speziellen Film-
techniken wie Zooming) schwer zu entscheiden, was der Betrachter zu welchem Zeit-
punkt der zeitlichen Prasentation weiB und damit, welche Information reprasentiert 
werden muB. Hierzu zahlt u.a. auch die Frage, auf welche der dargestellten Ob-
jekte z.B. mittels anderer ModaliUiten referenziert wird und welche Objekte den 
Kontext bilden (sog. cross references, vgl. [WAGR91]). Da sich insbesondere intel-
ligente Prasentationsysteme wie WIP zum Ziel gesetzt haben, alle Information, die 
prasentiert wird, auch zu repdisentieren, ist die Frage Was ist zu repriisentie1'en? 
offen. 
4 Planbasierte graphische Hilfe 
Neben der Generierung realistischer animierter Darstellungen, ist die Entwicklung plan-
basierter graphischer Hilfesysteme zur Unterstiitzung des Benutzers bei der Interaktion 
mit Softwareapplikationen ein aktuelles Forschungsthema. Konventionelle und wissensba-
sierte Hilfesysteme, wie etwa die Systeme WIZARD (s. [Fin83]), AI(TIVIST (s. [FLS85]), 
UC (s. [WCL +88]), SC (s. [WDHK90]) und PHI (s. [BBD+91]) leisten dem Benlltzer 
hinsichtlich der Terrninologie, des Sachproblems und des konzeptllellen Vorgehens im Zu-
sammenhang mit einerApplikation Unterstiitzung. Die meisten intelligenten Hilfesysteme 
verwenden Plane als zentrale Hilfeinfotmation. 
Allerdings stoBen diese Systeme mit einer rein textuellen Hilfe an ihre Grenzen, sobald del' 
Benutzer Hilfe zur Durchfiihrung einzelner Interaktionsschritte einer Applikation benotigt, 
wenn es also urn die Beantwortung von Fragen oder Aufforderungen folgender Form geht: 
"VVie verbinde ich zwei Objekte?" oder "Zeige mir bitte wie ich n1l1' die Objekte A, B 
und C angezeigt bekomme.". Ein Hilfetext, der moglicherweise von obigen Hilfesystemen 
generiert wird, konnte lauten: "Bewege die Maus zu der Position des ersten Objektes und 
drucke die linke Maustaste nieder. Lasse die Maustaste wieder los und bewege die Ma'Us an 
die Position des zweiten Objektes ... ". Es wird deutlich, daB eine graphische Visualisierung 
der Interaktionsschritte dem Benutzer eine adaquatere UnterstUtzung bietet. 
Eine solche aufgabenbezogene graphische Hilfe bietet das PLUS System (vgl. [TB92]) . 1m 
Gegensatz zu den bisherigen Hilfesystemen, die meist fiir kommando-orientierte SchnitL-
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stellen entwickelt wurden, arbeitet PLUS mit Applikationen, die dem Benutzer graphische 
BedienoberfHichen zur Verfiigung stellen, und deren Interaktion auf dem Prinzip eines be-
nutzergefiihrten Dialoges mittels direkter Manipulation (vgl. [Shn83, Shn87]) basiert, 
sog. Direkt-Manipulative Benutzerschnittstellen (DMI). 
Den Kern des Projektes bildet die Beschreibung von Benutzeraktionen mittels planba-
sierter Verfahren. Die Beschreibung ist anwendungsunabhangig und somit universell 
einsetzbar. Die Plane sind urn Wissen liber generische Schnittstellenkonzepte (nach 
SAA/Common User Access l ) in Form von Fakten und Regeln erganzt. Der Beschrei-
bungsrahmen einer Benutzerschnittstelle mittels Planen und Wissen wird im Rahmell 
dieses Projektes als Basis fUr verschiedene Hilfearten eingesetzt. Die zentrale Kompo-
nente des Systems ist der Planerkenner. Er versucht yom Benutzer ausgeflihrte Aktionen 
auf die in der statischen hierarchischen Planbasis gespeicherten Plane abzubilden. Als 
statische Planbasis wollen wir hier die Menge der von einem Plandesigner vordefinierten 
Plane und deren Ziele bezeichnen. 
Die Planerkennung wird mittels eines Spreading Activation Alg07'ithmus realisiert, der zur 
Laufzeit eine dynamische hierarchische Planbasis erzeugt. Das in der dynamischen Plan-
basis enthaltene hypothetische Wissen iiber die aktuell yom Benutzer verfolgten Plane unci 
Ziele dient zusammen mit einer Wissensbasis iiber allgemeine Hilfekonzepte als Gruucllag(, 
fiir die graphische Komponente InCome+ (vgl. [Thi90, FT91]) und weiteren Hilfekolllpo-
Ilenten wie animierte Hilfe. InCome+ visualisiert den Interaktionskontext des Benutzel's 
und stellt dariiberhinaus weitere Merkmale wie semantische Undo- und Redo-Moglichkei-
ten und einen kontext-sensitiven Tutor zm Verfiigung. 
Die animierte Hilfe arbeitet analog zu Cartoonist, indem sie animierte 2D-Darstellungen 
von Mausaktionen generiert. Gleichzeitig werden diese Mausaktionen imitiert unci der 
A pplikation so zugefiihrt, daB diese auf die simulierten Eingabedaten reagiert, als ob sic 
VOII einem Benutzer stammen wiirden. 
1111 Gcgensatz zur animier ten Hilfe in Cartoonist erreicht diese KomponellLe eillen sL~lrkc­
rell I3ezug zur momentan yom Benutzer verfolgten Aufgabe (Planhypothese). Bin (til clell 
Planerkenner und die Planvervollstandigungskomponente angebundener A nimatiollsde-
signer kann auf Anfrage gezielt fiir diese Planhypothese eine Sequenz von Animations-
schriLten generieren. Die Generierung erfolgt deduktiv, indem auf die in der Wissensbasis 
fiir jede Aktion definierten Vor- und Nachbedingungen zugegriffen wircl. Durch die ill 
der statischen Planbasis definierten Parameter-Constraints konnen durch den Planerken-
1llIligsprozef3 bekannte Parameter von der Planvervollstandigungskomponente propagiert 
werden. I3leiben auch nach cler Propagierung Parameter unspezifizierL, mLissen diese VOIII 
I ~('1111 tzer spezifiziert werden. 
I)lIrch die Reprasentation von generischen Schnittstellenkonzepte 111 der Wissellsbasis, 
konncn auch navigatorische Animationsschritte generiert werden. Wurde als Ziel der 
lSAA/Common User Access beschreibt eine einheitliche Architektur fur BenutzerschnittsLellen auf 
1131\1 Systemen. Dabei wird ein benutzergefiihrter Dialog mittels direkter Manipulation zugrunde gelegt. 
Als wcsentliches Prinzip gilt: "Wiihle zuerst ein Objekt aus und wende darauf eine Aktion an." 
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Animation 'Verbinden der Objekte A und B' bestimmt und 0 b jekt A ist aus dem sicht ba-
fen Bereich des Applikationsfensters hinausgeschoben worden, generiert die Animations-
komponente die entsprechenden navigatorischen Animationsschritte zum Verschieben des 
sichtbaren Bereiches des Applikationsfensters bis Objekt A sichtbar wird . Nachdem die 
entsprechenden Animationsschritte zur Selektion der beiden Objekte generiert wurden, 
wird durch das Aktivieren der Meniifunktion Connect das gewiinschte Ziel erreicht. 
Der an jedes Hilfesystem gestellte Anspruch der Adaquatheit der Unterstiitzung bedingt 
auch die Beriicksichtigung von Benutzertypen (z.B. unerfahrener Benutzer, Gelegenheits-
benutzer oder Experte) in einer graphischen Hilfe. Einem ungeiibten Benutzer mufi die 
Bedienung des Eingabemediums durch eine animierte Darstellung erklart werden, dage-
gen ist dies bei einem Experten meist nicht erforderlich. Die Unterstiitzung zur Eingabe 
von Text mit Hilfe des Eingabemediums Tastatur (siehe Cartoonist) durch eine animierte 
Darstellung ist selbst fUr einen ungeiibten Benutzer zu detailliert. Dagegen erscheint 
die graphische Prasentation der Kombination von mehreren Tasten zur Aktivierung von 
Meniifunktionen sinnvoll, urn die Lage der Tasten und die temporale Abhangigkeit der 
Aktivierung der Tasten auszudriicken. 
1m folgenden Kapitel werden wir iiber die bisher verwendete 2D-Animation hinausgehen 
und die wissensbasierte 3D-Animationsprasentation mit der planbasierten Hilfe verknlipfell. 
5 Verkniipfung intelligenter Animationsprasentation und plan-
basierter Hilfe 
Der Schwerpunkt der Vel'wendung des Mediums 3D-Animation liegt bei del' Verdeutli-
chung del' Zusammenhange zwischen Bewegung und Position des Eingabemediums und 
dem Cursor auf dem Bildschirm. Die Animationssequenz konnte z.E. exemplarisch vi-
sualisiel'en, wie eine Hand den Stylus aufgreift und auf dem Digitizer-Tableau bewegt. 
Synchron zu den generiel'ten Bewegungen der Hand samt Stylus wird der Cursor auf deJll 
Bildschirm mitbewegt. 
Bisherige Hilfesysteme mit 2D-animierter Hilfe (vgl. Kap. 4) zeigen einen guten Ansatz 
auf. Allerdings beschrankt sich die Verkniipfung von Animation und Hilfekomponente 
auf die Ebene der Simulation von Mausinteraktionen mit einer mehr oder weniger ani-
mierten Darstellung ihrer Kausalitat. Wir verwenden bewufit den neutralen Begriff des 
Eingabemediums, urn nicht eine Fixierung auf die iiblichen Medien wie Maus oder Tasta-
tur zu erhalten, sondern urn auch der Entwicklung neuerer Kommunikationsmittel, wie 
3D-Mause, Data-Gloves oder Data-Suits (siehe u.a. [FvDFH90]), Rechnung zu tragen. 
Animation stellt eine Visualis ierung von Handlungssequenzen dar. 1m Gegensatz zu de ll 
in Cartoonist und PL US verwendeten animierten 2D-Graphiken, ist fiir die Visualisierullg 
von Handlungssequenzen, die eine Manipulation des Eingabemediums zeigen, eine Gene-
rierung von realistischer 3D-Animation erforderlich, da nun 3D-Objekte aus der 'rea.len' 
Welt (wie Eingabemedium und Hand) umfafit. Dabei ist es essentiell, realistische 3D-
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Animation zu erzeugen, da gerade neue Eingabemedien die dritte Dimension als wei teres 
Eingabedatum einfiihren. Interessant ist die Integration dieser generierten Priisentation in 
Systeme wie PL US oder Cartoonist, urn zusiitzlich die Handhabung des Eingabemediums, 
im Kontext der aktuellen Aufgabe des Benutzers, visualisieren zu konnen. 
Hierzu ein Beispiel: Der Benutzer benotigt Hilfe fiir die Umsetzung der zum Erreichen 
seines Aufgabenziels notigen Aktionen, die er von einer Komponente zur Visualisierung 
des Interaktionskontextes (wie InCome+) in statischer Form priisentiert bekommt, in die 
korrekte Sequenz von Interaktionsschritten und Schritten zur Manipulation des Eingabe-
mediums. Hier setzt nun die Simulations- und Priisentationskomponente ein. Die Simu-
lationskomponente fiihrt die Interaktionsschritte durch. Gleichzeitig wird die Bedienung 
des Eingabemediums durch die Priisentationskomponente in einer 3D-Animation erldiirt . 
So kann der Benutzer verfolgen, welche Interaktionsschritte notig sind und wie diese In-
teraktionsschritte mit Hilfe des Eingabemediums erreicht werden. Verwenden wir hierzu 
eine 3D-Maus, ist die Perspektivenwahl der zu generierenden Animation entscheidend fLir 
das Verstiindnis des Benutzers. Eine Animation zur Darstellung des Handlungsablaufs: 
'Bewegen der Maus von vorne links unten naeh hint en reehts oben mit niedergedruekter 
Ma1lstaste " entspricht dem Verschieben eines Objektes durch den Raum, beclingt soga.r 
eine Perspektivenverschiebung wiihrend der Animation (s. Kap. 3). 
Arbeiten libel' planbasierte Hilfesysteme haben gezeigt, daB es schwer ist, aufgruncl de l' 
beobachteten Aktionen eindeutig auf das Ziel des Benutzers zu schlieJ3en. I-lieraus wird 
ersichtlich, daB eine ausschlief31iche Verwendung von Animation oftmals nicht ausreiche ll 
kann, um dem Benutzer eindeutig ein Ziel zu vermitteln. Eine Erweiterung durch TexL, 
der die Animation erkliirend ergiinzt, erscheint notwendig (siehe [BWKE91], vgl. hierzu 
auch Erkliirungskomponenten [Wah81] und Kliirungsdialoge [Feh89]). 
6 Resiimee 
MiL cler vorliegenden Arbeit wollten wir ell1lge Zukunftsperspektiven fur clen Bereich 
der illtelligenten Benutzerschnittstellen aufzeigen, die sich insbesondere aus dem Ein-
saLz dynamischer Medien wie Animation ergeben. Dazu haben wir Anforderungen an 
eillC Priisentationskomponente zur automatischen Planung von Animationen spezifiziert. 
AnschlieBend haben wir versucht zu illustrieren, wie sich Ansiitze del' Generierung l'ea-
listischer 3D-Animationen in graphischen Schnittstellen planbasierter Hilfesysteme inte-
grieren lassen. Eine solche Kombination fiihrt zu einer Erweiterung der bisherigen J-lil-
fcsyst.eme und zu neuen Kommunikationstechniken bei der Unterstlitzung des Benuzters. 
1)('1" Aspekt der animierten Hilfe erreicht durch den Einsatz evtl. n-dimensionaler Ein- unci 
!\ lIsgabcmedien in neuen Anwendungsgebieten wie virtuellen RealiUiten einen erhohtell 
St,clicllwerL. Daraus ergeben sich mogl iche Trendsfiir zuki.inftige Erweiterungen von mul -
ti IllOdalen I3cn u tzerschn i t tstellen. 
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