Abstract-The optimal tap selection of transformers directly connected to generators is one of the two significant industry problems. The generator stepup and auxiliary transformers generally are equipped with no-load (fixed) taps that are infrequently changed. Their optimum positions need to be determined for meeting power system discrete states over long periods, covering the annual light-load, peak-load, and emergency conditions. The other and related problem is the use of design reactive capability of generators rather than their actual operating limits. This paper reports on application of a modified barrier-augmented Lagrangian (MBAL)-based nonlinear optimal power-flow method for the optimum selections of the transformer tap positions and the voltage set points of the generators within their over and underexcitation operating limits. The feasibility of the method is demonstrated using a 160-bus test system in operation at a midatlantic utility. It is shown that the method minimizes the deviations of the system bus voltages from the unity while meeting the power system equality and inequality constraints under lightand peak-load conditions. Index Terms-Generator reactive capability, generator tap selection, optimal power flow.
I. INTRODUCTION
T HE GENERATOR stepup (GSU) and auxiliary (AUX) transformers are generally equipped with no-load (fixed) taps. These taps are infrequently changed and yet they have to meet the continual changing requirements of power system under annual light-load, peak-load, and emergency conditions [1] , [2] .
The other and related problem is the common use of the generators' design reactive capabilities rather than their actual operating parameters imposed by generator relays and power system constraints. On the other hand, in power system modeling, power-flow programs in use either represent the generator reactive capability by simple high/low limits or by the design ratings, both representations being inadequate, not reflecting the generators' actual operating limits [3] , [4] .
In this paper, the foregoing issue is formulated as a discrete nonlinear optimization problem, which is solved by means of an optimal power-flow (OPF) method. The latter seeks the optimal GSU and AUX tap positions and the generator voltage set points that minimize the deviations of the system bus voltages from the unity while staying within the generators' under and overexcitation limits and meeting the system lightand peak-load conditions. Usually, both linear and nonlinear OPFs are solved by means of interior point methods (IPMs) [5] - [11] . These methods resort to the classical barrier function together with the inclusion of slack variables to convert the inequality constraints into equality constraints. For nonlinear OPF, Newton's method is applied [7] - [9] . Despite all of this progress, there is room for improvements in nonlinear OPF methods in general [10] and in IPM methods in particular. While the latter methods produce reasonable results in a number of cases, its associated barrier and penalty methods suffer from serious ill-conditioning problems as reported in [11] . The unbounded increase of the barrier parameter, which is the only tool that allows the control of the computational process in the IPM calculations, leads to the unbounded increase of the condition number of the corresponding Hessian matrix and thereby, results in a rapid shrinkage of the domain of convergence of the Newton's method.
In this paper, the forgoing deficiencies are overcome by means of the modified barrier-augmented Lagrangian (MBAL) method [13] , [16] . This method enjoys several interesting features that reveal themselves to be useful in nonlinear OPF. First, thanks to the modified barrier term of the MBAL function, the equality and the inequality constraints are treated in a unified manner without resorting to any slack variables. Second, unlike the IPMs, the Newton-based MBAL algorithm does not require any feasible solution as a starting point. Here, the iteration can be initiated from the flat voltage profile, a solution that violates both the equality and inequality constraints. The discrete aspect of the transformer tap positions is solved by first treating them as continuous variables over their minimum and maximum limits. Then, at the final steps of the algorithm, they are rounded up to their nearest discrete values and the OPF solution is updated. This method gives satisfactory results for transformer taps as indicated in [9] .
The MBAL has been successfully applied to the 160-bus test system, which is in operation at a midatlantic utility. This is a closely knit metropolitan type of power system. In contrast to the wide-area type of systems, where concern is with system voltage profile and reactive reserves, in the 160-bus system, concerns were primarily with adequacy of real-power reserve, thermal limits of lines/transformers, and generators' over and underexcitation limits.
The paper is organized as follows: Section II describes the formulation of the optimal transformers tap selection (OTTS) problem as an optimization problem. Section III outlines the 0885-8950/03$17.00 © 2003 IEEE MBAL algorithm. Section IV describes the test system while Section V provides some of the simulation results.
II. FORMULATION OF THE OPTIMIZATION PROBLEM
Let , , and be sets of all generators, auxiliary buses, and system buses, respectively. Let denote the set of all the buses. The objective is to find -the real-power flows -the reactive-power flows -the bus-voltage magnitudes -the bus-voltage angles -the transformer tap ratios of the GSU and AUX transformers, which are represented by the superscripts and , respectively
All of the variables are in per unit and calculated for both the peak and light load conditions, which are represented by the superscripts and , respectively. The optimal transformer tap selection problem can be formulated as (1) subject to the following constraints:
-power-flow constraints for the peak and light loads -generators capability constraints -and bounds:
where , , , and where the sets and are discrete. Note that at the beginning of the computational process, we relax the discrete constraints by replacing them with the following bounds:
Then, at the final stage, we fix and at the closest discrete values and refine the solution.
III. MBAL METHOD FOR SOLVING OPF PROBLEMS
The idea of combining barrier and penalty function for solving nonlinear optimization problems was suggested more than 30 years ago by A. Fiacco and G. McCormick in [12] . Their sequential unconstrained minimization technique (SUMT) consisted in minimizing the barrier-penalty function followed by the increase of the barrier-penalty parameter. In SUMT, the inequality constraints were treated with log-barrier function and equations with quadratic penalty function. The barrier-penalty parameter was the only tool to control convergence. To guarantee convergence, one has to increase the scaling-penalty parameter to infinity. It leads to the ill-conditioning of the Hessian of the barrier-penalty function and slows the rate of convergence of the algorithm. In particular, it leads to numerical instabilities at the final stage of the computational process and makes it hard to obtain the solution with high accuracy.
Substantial efforts were made during the last 15 years to overcome these difficulties. As a result, the interior points methods (IMPs) were developed. They have become the main direction in modern optimization (see for example [14] and [19] ). The main reason is that the IPMs, in general, and primal-dual IPM, in particular, for linear and quadratic programming are very efficient. The situation in nonlinear programming is still not as bright as in linear programming [18] . Therefore, we consider an alternative to the IPM approach, which is based on MBAL theory [13] .
Here are a few listed reasons why the MBAL method is suitable for nonlinear programming with both inequality constraints and equations
1) It has a better convergence rate than SUMTs and IPMs under the standard second-order optimality conditions [13] . 2) Unlike SUMTs and IPMs, the MBAL method does not require unbounded increase of the barrier-penalty parameter. Therefore, being free from the ill-conditioning effect, the MBAL method keeps stable the area where Newton's method for primal minimization is "well defined." That is, this area does not shrink to a point.
3) The stability of the Newton area makes the MBAL method robust. It allows us to obtain the solution with high accuracy and to observe the "hot start" phenomenon [16] . The latter means that from some point on, only one Newton step is enough to shrink the distance between the current approximation and the solution by any given factor . 4) The MBAL algorithm does not require finding the initial feasible solution. It can be initiated from any starting primal vector and any positive dual vector for the inequality constraints. Now, let us describe the MBAL function and the correspondent method as applied to the OPF. Let and be smooth enough functions, which represent the objective function given by (1) and the inequality and equality constraints, respectively. Consequently, the OPF formulated in Section II can put in a compact form as (2) Here, is the control vector containing all of the variables of the OPF problem defined by (1) together with its constraints. By applying the modified barrier function methodology [16] for inequality constraints and by treating the equations with augmented Lagrangian term [17] , we obtain the MBAL function, , which is defined as
The first two terms in (3) represent the Lagrangian function for the equivalent problems in the absence of the equality constraints since for any fixed , the system is equivalent to . The last two terms represent the augmented Lagrangian for the equality constraints [17] . Along with the classical Lagrangian term , there is a penalty function , which is designed to penalize the violation of the equality constraints. The modified barrier function given by (4) has all of the characteristics of the interior augmented Lagrangian [16] . Therefore, the MBAL function can be viewed as interior-exterior augmented Lagrangian.
Before describing the MBAL-multipliers method, a few important characteristics of the MBAL function at the primal-dual solution should be emphasized. In contrast to the classical barrier function, the modified barrier function exists at the solution together with its derivatives of any order. It is important to emphasize that, unlike SUMTs or IPMs, the convergence of the MBAL is not due to the unbounded increase of the penalty-barrier parameter, but rather due to the Lagrange multiplier update, while the parameter can be fixed.
Let's now describe the MBAL method. For any , one can find such that . Therefore, in contrast to IPMs, the numerical realization of the MBAL method does not require finding an initial interior point. The initial dual approximation is not an issue either, so we can take as an initial approximation for the dual vectors and , where . It is assumed that and that have been already found. Then, the next approximation of the control vector is calculated via (5) that is (6) The new Lagrange multipliers are given by
Therefore, from (6)- (8), we have (9) The convergence of the MBAL method is due to the update of the Lagrange multipliers while is fixed so that the condition number of the MBAL Hessian remains stable and the convergence domain of the Newton's method for the primal minimization does not shrink to a point. One can expect that the domain where the Newton's method is "well defined" will remain large enough up to the end of the computational process. It makes the computation process robust and, eventually, produces very accurate results. Consequently, the MBAL is an exterior point method for the primal problem (2) because usually does not satisfy neither the primal inequality nor the equations.
It was proven in [13] that both the primal sequence and the dual sequence converge to the primal-dual solution under the standard second-order optimality conditions. Moreover, the rates of convergence are Q-linear, that is, for primal and dual sequences, which were generated by formulas (5)-(8), the following estimation takes place: (10) where is independent of and is large enough (see [13, Theorem 5 .1]). The MBAL multipliers method given by (5)-(8) requires solving an unconstrained optimization problem given by (5) at each step.
At this point, we would like to mention that the Newton's method has been used for finding the unconstrained minimizer starting from . To find the Newton's direction, we solve the system (11) The new approximation is given by (12) where the steplength is found using Goldstein-Armijo rule [15] . The process (11) and (12) continues until we reach an approximation for the primal minimizer for which the following stopping criteria: is satisfied while is given. The corresponding dual variables are found by (7) and (8) when is replaced by . Then the following bounds hold:
Note that the criteria (13) allows us to retain the Q-linear rate of convergence of the MBAL algorithm while, at the same time, it replaces a procedure with infinite steps by a procedure with a finite number of steps.
IV. TEST SYSTEM DESCRIPTION AND OBJECTIVES
The 160-bus test system consists of 23 generators and 54 loads. The 219 branches include 23 GSU, 23 AUX, and 68 system transformers, all equipped with fixed taps. The 105 overhead and underground lines include 500-, 230-, 138-, 110-, 66-, and 34.5-kV voltages. Of the 23 generators, 15 are steam electric units and eight are combustion turbines. Under peak-load condition, all of the 23 generators are in operation with a total capacity of 5426 MW. Under light-load conditions, the eight combustion turbines are shut down. The minimum generation for the remaining 15 steam electric units is 1129 MW. The peak and light loads are 5101 j1125 and 1430 j483 MVA, respectively. Fig. 1 is a typical one-line diagram for one of the generators. It consists of a 650-MW generator, a system bus at 230 kV, a generator bus at 24 kV, and the auxiliary bus at 4.16 kV. The GSU transformer links the system bus to the generator bus, and the AUX transformer links the generator bus to the AUX bus. Fig. 2 shows the reactive capability curves for the 650-MW generator. It can be seen that the design reactive capability of the generator is restricted to the area bounded by the A-B-C-E-D. Here, segment AB is limited by the rotor (or field) heating, segment BC is limited by the stator (armature or winding) heating, and segment C-E-D is limited by the armature core-end heating. Line J-K shows limitation imposed by the minimum excitation limit (MEL) relay. The outer curves in Fig. 2 are strictly a function of the generator's design parameters. These curves do not consider the actual operating , and constraints are listed in Table I(b). TABLE II  GSU AND AUX TRANSFORMER TAP POSITIONS   TABLE III PEAK-AND LIGHT-LOAD GENERATION The objective in the application of MBAL-based OPF was to determine a set of discrete tap positions for the 46 GSU and AUX transformers in order to satisfy the following equality and inequality constraints, while minimizing the deviations of system bus voltages from the unity:
• simultaneously meeting both the peak-load (100%) and light-load (28%) conditions; • staying within the generators' over and underexcitation operating limits during peak-and light-load conditions; • maintaining all the of the generator bus and auxiliary bus voltages within the 5% limits; • maintaining all of the load bus voltages within the 5% limits; • keeping all of the system bus voltages within 10% limits;
• observing all of the other equalities and inequalities considered in a typical power-flow program.
V. TEST SYSTEM RESULTS Table II lists the ranges of tap positions for the generator stepup and auxiliary transformers for the 650-MW steam electric (SE) unit and the 192-MW combustion turbine (CT) generators. The selected taps positions are underlined. Table III lists the SE and CT generators' real-and reactive-power outputs and operating limits under both peak-and light-load conditions. It can be seen that the generators reactive-power outputs are within the generators operating over and underexcitation limits. Also, observe that the generator bus and auxiliary bus voltages are within the allowed 5% limits.
Using the , , ,and , -, line of Table I (b) for a given power output P, the over and underexcitation limits Table IV . It can be seen that the generator's reactive-power output is well within the over and underexcitation limits. The other MBAL-based OPF results include the average bus voltage deviations from unity under peakand light-load conditions, respectively. In particular, we have the following:
• deviations for the 23 generators are 2.8% and 4.6%, well within the 5% limit; • deviations for the 23 auxiliaries are 2.4% and 3.4%, well within the 5% limit; • deviations for the 31 loads are 1.3% and 2.2%, also well within the 5% limit. The performance of the MBAL method for OTTS problem is displayed in Table V. This table gives the objective function , the norm of the gradient of the Lagrangian , the primal-dual gap, infeasibility, and a number of Newton steps per the Lagrange multipliers update. Note that the MBAL algorithm takes 117 steps to converge to the optimal solution, starting from the flat voltage profile. The optimal value of the objective function is 0.2455.
VI. CONCLUSIONS
The MBAL-based OPF has been applied for optimal selection of tap positions for 46 transformers directly connected to the generators. The results have been examined and verified. It has been shown that the MBAL-based OPF method meets the equality and inequality constraints of the 160-bus test system. The method has simultaneously addressed the peakand light-load conditions while minimizing the deviations of system bus voltages from the unity.
By integrating the generator's reactive constraints with power-flow equations, the MBAL-based OPF has provided an efficient analytical tool for use in the planning and monitoring of power systems. By being able to address a number of discrete events, such as contingency cases, it has allowed a more secure operation. The MBAL-based OPF can also be used to determine the minimum active and reactive reserve requirement to cope with the loss of the largest generating unit or to prevent voltage collapse within the power system.
In general, the power-flow programs available in the industry can be "cold-started," (i.e., started with bus voltages equal to unity). However, they need to be initialized with generators' transformer tap positions, which are not readily available. By optimal selection of generators' transformer taps, the MBALbased OPF allows a solution without the need for this initialization. This feature is another significant result that needs to be explored in future research.
The MBAL-based OPF method as shown in the numerical solutions presented before, has produced very encouraging results. In the process, some shortcomings have also been discovered. The main difficulty is related to the first few Lagrange multiplier updates. The necessity to find an approximation for the unconstrained minimizer at each step without well ground stopping criteria makes the initial phase of the computational process time consuming and sometimes difficult. It is important to consider that, generally speaking, the optimal power flows are not convex optimization problems which, in some cases, makes the problem of finding the global unconstrained minimum not an easy task. Therefore, plans are to improve the MBAL code in these two directions. He has spent more than 50 years in the service of electric utilities, assuming various responsibilities, including manufacturing and testing of heavy electrical equipment, operation and maintenance of large thermal power plants, power system planning, and development of computer applications. He has addressed many restoration issues in the 25 IEEE Transaction papers in which he is the principal author.
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