The split common fixed point problem for two quasi-pseudo-contractive operators is studied. Some properties for quasi-pseudo-contractive operators are presented. An iterative algorithm for solving the split common fixed point problem for two quasi-pseudo-contractive operators is constructed. Strong convergence theorems are proved. A unified framework for the study of this class problem and class of operators is provided.
Introduction
The split common fixed point problem has recently attracted so much attention (see, e.g., [-]) due to the fact that it is a generalization of the split feasibility problem and the convex feasibility problem. In this paper, we aim to construct iterative algorithms for solving the split common fixed point problem for the class of quasi-pseudo-contractive operators. This more general class, which properly includes the classes of quasi-nonexpansive operators, directed operators, and demicontractive operators, is more desirable for example in fixed point methods in image recovery where in many cases, it is possible to map the set of images possessing a certain property to the fixed point set of a nonlinear quasinonexpansive operator. Our work is related to significant real-world applications; see for instance [-] and [-] , where such methods were applied to the inverse problem of intensity-modulated radiation therapy and to the dynamic emission tomographic image reconstruction. Based on the related work in the literature, we present a unified framework for the study of this class problem and class of operators and propose iterative algorithms and study their convergence.
To begin with, let us recall that the split feasibility problem is to find a point x * ∈ C such that Ax * ∈ Q, (.)
where C and Q are two nonempty closed convex subsets of real Hilbert spaces H  and H  , respectively and A : H  → H  is a bounded linear operator.
The split feasibility problem in finite-dimensional Hilbert spaces was first introduced by Censor and Elfving [] for modeling inverse problems which arise from phase retrievals and in medical image reconstruction. They used their simultaneous multiprojections algorithm to obtain iterative algorithms to solve the split feasibility problem. Their algorithms, as well as others, see, e.g., Byrne [], involve matrix inversion at each iterative step. Calculating the inverses of matrices is very time-consuming, particularly if the dimensions are large. Therefore, a new algorithm for solving the split feasibility problem was devised by Byrne [] , called the CQ-algorithm, with the following iterative step:
where  < γ < / A  and P Q denotes the nearest point projection from H  onto Q. The CQ-algorithm converges to a solution of the split feasibility problem, for any starting vector x  ∈ R N , whenever the split feasibility problem has a solution. When the split feasibility problem has no solutions, the CQ-algorithm converges to a minimizer of P Q (Ac) -Ac over all c ∈ C, whenever such a minimizer exists.
In the case where C and Q in (.) are the intersections of finitely many fixed point sets of nonlinear operators, problem (.) is called by Censor and Segal [] the split common fixed point problem. More precisely, the split common fixed point problem requires one to seek an element x * ∈ H satisfying
where Fix(T i ) and Fix(S j ) denote the fixed point sets of two classes of nonlinear operators
Remark . If we set C = m i= Fix(T i ) and Q = n j= Fix(S j ), a natural problem arises: could we use iterative algorithm (.) to approach the solution of the split common fixed point problem (.)? However, in this situation, Byrne's CQ-algorithm does not work because the metric projection onto fixed point sets is generally not easy to calculate.
Consequently, in order to solve the two-set split common fixed point problem, Censor and Segal [] constructed the following iterative algorithm without using the projection. Algorithm . Initialization: Let x  ∈ R N be arbitrary.
Iterative step: For k ≥  let
where T and S are directed operators and λ ∈ (, /γ ) with γ being the spectral radius of the operator A * A.
They have shown the following convergence theorem.
Theorem . Assume that T -I and S -I are demiclosed at . If := {x ∈ Fix(T); Ax ∈ Fix(S)} = ∅, i.e., the problem is consistent, then any sequence {x k }, generated by Algorithm ., converges to a split common fixed point x * ∈ .
Remark . Note that the underlying space in Theorem . is a finite-dimensional space R N . Hence, the strong convergence and weak convergence are consistent. Could we extend it to an infinite-dimensional space?
In [], Moudafi demonstrated this work for us. He not only extended the space to the infinite-dimensional case but also extended the operators to a general class of operators and obtained the following algorithm and result.
Algorithm . Initialization: Let x  ∈ H  be arbitrary.
Iterative step: For k ∈ N set u k = x k + λA * (S -I)Ax k and let
where λ ∈ (, -μ γ ) with γ being the spectral radius of the operator A * A and α k ∈ (, ). 
Remark . It is clear that Algorithm . is a relaxation version of Algorithm .. Theorem . extended Theorem . from directed operators to demicontractive operators and from finite-dimensional spaces to infinite-dimensional spaces.
Remark . Notice that Theorem . has only weak convergence in infinite-dimensional spaces, and it is well known that the strong convergence theorem is always more convenient to use. Could we construct an algorithm such that the strong convergence is guaranteed in the infinite-dimensional spaces?
For this purpose, He and Du [] presented the following hybrid algorithm.
where P is a projection operator.
Remark . Algorithm . has strong convergence under some mild assumptions. However, Algorithm . is involved with the computation of metric projection. This might seriously affect the efficiency of the method. ). Let A : H  → H  be a bounded linear operator. For given x  ∈ C, assume that {x n } has been constructed. If ∇f (x n ) = , then stop and x n is a solution of the (.). Otherwise, continue and compute x n+ by the recursion
where {α n } ⊂ (, ) and {ρ n } ⊂ (, ).
Consequently, Yao et al. proved the strong convergence of (.) under some additional conditions. Further, Zhou and Wang [] used a new analysis technique to prove the convergence of (.) under some mild conditions.
The purpose of this paper is twofold. First, we will consider the split common fixed point problem for the class of quasi-pseudo-contractive operators which is more general than that the classes of quasi-nonexpansive operators, directed operators and demicontractive operators. Secondly, we will construct iterative algorithms with strong convergence without using the projection. Our results provide a unified framework for the study of this problem and this class of operators.
Preliminaries
In this section, we collect some tools including some definitions, some useful inequalities and lemmas which will be used to derive our main results in the next section.
Let H be a real Hilbert space with inner product ·, · and norm · , respectively. Let C be a nonempty closed convex subset of H. Let T : C → C be an operator. We use Fix(T) to denote the set of fixed points of T, that is,
Remark . The concept of directed operators was introduced and investigated by Bauschke and Combettes in [] and by Combettes in []. They proved that T : C → C is directed if and only if
Tx -
for all x ∈ C and x * ∈ Fix(T). It can be seen easily that the class of directed operators coincides with that of firmly quasi-nonexpansive operators.
Remark . From the above definitions, we note that the class of demicontractive operators contains important operators such as the directed operators, the quasi-nonexpansive operators and the strictly pseudo-contractive operators with fixed points. Such a class of operators is fundamental because it includes many types of nonlinear operators arising in applied mathematics and optimization.
Definition . An operator T : C → C is said to be pseudo-contractive if
The interest of pseudo-contractive operators lies in their connection with monotone operators; namely, T is a pseudo-contraction if and only if the complement I -T is a monotone operator. It is well known that T is pseudo-contractive if and only if
Definition . An operator T : C → C is said to be quasi-pseudo-contractive if
for all x ∈ C and x * ∈ Fix(T).
It is obvious that the class of quasi-pseudo-contractive mappings includes the class of demicontractive mappings.
Usually, the convergence of fixed point algorithms requires some additional smoothness properties of the mapping T such as demi-closedness. Definition . An operator T is said to be demiclosed if, for any sequence {x n } which weakly converges tox, and if the sequence {T(x n )} strongly converges to z, then T(x) = z.
For all x, y ∈ H, the following conclusions hold:
Assume that {a n } is a sequence of nonnegative real numbers such that
where {γ n } is a sequence in (, ) and {δ n } is a sequence such that
Then lim n→∞ a n = .
Lemma . ([]) Let {w n } be a sequence of real numbers. Assume {w n } does not decrease at infinity, that is, there exists at least a subsequence {w
Then τ (n) → ∞ as n → ∞ and for all n ≥ N  max{w τ (n) , w n } ≤ w τ (n)+ .
Main results
In this section, we first show several properties for Lipschitzian operators and quasipseudo-contractive operators. These properties will be very useful for our main theorem. The first property is said to be commutativity in the sense of the set of fixed points of two operators.
Proof We will divide our proof into two steps:
Proof of (i). Fix(T) ⊂ Fix(((-ζ )I +ζ T)T) is obvious. We only need to prove that Fix(((-
Since ζ L < , we get
Take any
We have TUx * = x * . Write Ux * = y * . Then Ty * = x * . Now we show x * = y * . In fact,
The second property is the demiclosed principle for the operator I -T(( -ζ )I + ζ T) under some mild conditions. Property . (Demiclosedness) Let H be a Hilbert space. Let
Proof Let the sequence {u n } ⊂ H satisfying u n x and u n -T(( -ζ )I + ζ T)u n → . Next, we will show thatx ∈ Fix(T(( -ζ )I + ζ T)). From Property ., we only need to prove thatx ∈ Fix(T). As a matter of fact, since T is L-Lipschizian, we have
It follows that
Hence,
By the demi-closedness of I -T, we immediately deducex ∈ Fix(T).
The third property is the quasi-nonexpansivity of the composite quasi-pseudo-contractive operator under some mild assumptions. . That is,
for all x ∈ H and u † ∈ Fix(T).
Proof Since u † ∈ Fix(T), we have from (.)
and
From (.) and (.), we have
From (.) and (.), we get
By (.), (.), and (.), we obtain
From (.), we deduce
Combine (.) and (.) to get
This together with ξ < η implies that
This completes the proof.
In the sequel, we introduce our algorithm and prove its strong convergence. Some assumptions on the underlying spaces and involved operators are listed below. 
Our object is to solve the following two-set split common fixed point problem:
We use to denote the set of solutions of (.), that is,
In the sequel, we assume = ∅. Now, we present our algorithm for finding x * ∈ .
Algorithm . Initialization: Let x  ∈ H  be arbitrary.
where {α n } n∈N , {β n } n∈N , {γ n } n∈N , {ζ n } n∈N , and {η n } n∈N are five real number sequences in (, ) and δ is a constant in (,
Theorem . Suppose T -I and S -I are demiclosed at . Assume that the following conditions are satisfied:
Then the sequence {x n } generated by algorithm (.) converges strongly to x
Proof Let x * = P (f + I -B)x * . Then we have x * ∈ Fix(T) and Ax * ∈ Fix(S). From Property . and Property ., we get
From (.), we deduce
This together with (.) and (.) implies that
Note that
Since A is a linear operator, with adjoint A * , we have
Again using (.), we obtain
From (.), (.), and (.), we get
Substituting (.) into (.), we deduce that
From (.) and (.), we get
The boundedness of the sequence {x n } yields the result. Next, we focus our analysis on the fact that the real sequence { x n -x * } is either monotone decreasing at infinity (Case ) or not (Case ): Case . There exists n  such that the sequence { x n -x * } n≥n  is decreasing.
Case . For any n  , there exists an integer m ≥ n  such that x m -x * ≤ x m+ -x * .
More precisely, regarding the situation when { x n -x * } is monotonous at infinity (Case ) and bounded (hence convergent), we prove that its only possible limit is zero. In Case , we assume there exists some integer n  >  such that { x n -x * } is decreasing for all n ≥ n  . In this case, we know that lim n→∞ x n -x * exists. Returning to (.), we have
where M >  is a constant such that
Since lim n→∞ x n -x * exists and α n → , we obtain
We have
This together with (.) implies that
From (.) and (.), we deduce
Therefore,
Observe that
Thus,
This together with (.) implies that
Now, we show that
Choose a subsequence {u n i } of {u n } such that
Since the sequence {u n i } is bounded, we can choose a subsequence {u n i j } of {u n i } such that
This together with (.) implies that
Applying Lemma . to get
Therefore, ω n → . That is, x n → x * . This completes the proof.
From Algorithm . and Theorem ., we can deduce easily the following algorithms and corollaries.
Algorithm . Initialization: Let x  ∈ H  be arbitrary.
Iterative step: For n ≥  let
where {α n } n∈N , {β n } n∈N , {γ n } n∈N , {ζ n } n∈N , and {η n } n∈N are five real number sequences in (, ) and δ is a constant in (, 
where {α n } n∈N , {β n } n∈N , {γ n } n∈N , {ζ n } n∈N , and {η n } n∈N are five real number sequences in (, ) and δ is a constant in (, .
Then the sequence {x n } generated by algorithm (.) converges strongly to x * = P ()x * , which is the minimum norm element in .
Remark . From Remark ., we know that if S and T are quasi-nonexpansive operators or directed operators or demicontractive operators, the above corollaries are still valid.
Note that the pseudo-contractive operator satisfies the following demi-closedness principle. .
Then the sequence {x n } generated by algorithm (.) converges strongly to x * = P (f + I -B)x * .
Remark . Our algorithms and results provide a unified framework for the study of the two-set split common fixed point problem.
