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Preface
This issue of the Journal of Telecommunications and Information Technology is dominated
by a set of papers presenting theoretical studies and computer simulations devoted to opti-
mization of several types of multiuser wireless systems.
This part begins with two papers written by M. Addad and A. Djebbari. The first one, titled
A New Code Family for QS-CDMA Visible Light Communication Systems, presents new
codes for broadband Visible Light Communications (VLC) – a method relying on modulated
light emitted by light emitting diodes (LEDs) for short-range data transmission in various
environments. Optical Code Division Multiple Access (OCDMA) is a strong candidate for
VLC applications. Multiple access interference is the predominant source of bit errors, as it
causes transmission errors when system users are transmitting asynchronously. In this case,
the so-called Zero Cross-Correlation (ZCC) codes (orthogonal sets of sequences where no
overlapping of ones occurs and a zero zone exists) ensure the best system performance, also
in the presence of synchronization problems and multipath propagation.
The same authors look, in the second paper titled Suitable Spreading Sequences for Asyn-
chronous MC-CDMA Systems, at ways to improve performance of the multi-carrier Code
Division Multiple Access (MC-CDMA) technology which combines Orthogonal Frequency
Division Multiplexing (OFDM) and Code Division Multiple Access (CDMA), and is fre-
quently used in radio communication systems. However, an MC-CDMA network serving
a large number of users suffers from a high Peak-To-Average Power Ratio (PAPR), causing
poor utilization of transmitter power. In addition, asynchronous MC-CDMA suffers from the
effect of multiple access interference. Both harmful effects shall be reduced for maintaining
a low error rate. After computer simulations, it was concluded that Zero Correlation Zone
(ZCZ) sequences are the most suitable spreading sequences.
The issue of reducing PAPR and efficiently utilizing transmitter power in OFDM systems is
analyzed also by Y. Aimer, B. Seddik Bouazza, S. Bachir, and C. Duvanaud in their paper
titled Interleaving Technique Implementation to Reduce PAPR of OFDM Signal in Presence
of Nonlinear Amplification with Memory Effects. The authors show that it is possible to
interleave multicarrier signals to prevent grouping of errors (which cannot be removed by
means of forward error correction), to use null subcarriers to transmit side information to
the receiver, with the said transmission augmented with a new method for coding interleaver
keys at the transmitter and a robust decoding procedure at the receiver. Simulations of such
a WLAN 802.11a system, including a nonlinear power amplifier with memory, indicate
a reduction of PAPR by 5.2 dB.
The next paper, titled Using Least Mean p-Power Algorithm to Correct Channel Distortion in
MC-CDMA Systems, by M. Zidane, S. Safi, M. Sabri, and M. Frikel, is also about MC-CDMA
4G mobile radio systems, but focuses on adaptive downlink equalization to compensate for
channel distortion in terms of the bit error rate, investigated analytically using the Least
Mean p-Power Algorithm (LMP). The results of numerical simulations, performed for various
values of signal-to-noise ratio and the p threshold, show that the presented algorithm is able
to simulate the standard BRAN C channel measured with different accuracy levels.
There are many novel technologies that are proposed for inclusion in 5G wireless networks.
One of them is the device-to-device (D2D) communications: a direct communication between
two or more user devices across a short distance without participation of the base station.
D2D can ensure more efficient handling of certain types of mobile data traffic, but produces
more interference, as it uses the same frequency band as the underlying cellular network. In
their study Interference Management Using Power Control for Device-to-Device Communi-
cation in Future Cellular Networks, T. A. Nugraha, M. P. Pamungkas, and A. N. N. Chamim
investigate the use of adaptive power control to mitigate such interference. Simulations show
that the signal to interference plus noise ratio (SINR) can be improved by 0.5–1 dB compared
to operation at a fixed power level.
Errors produced by noise and adverse propagation phenomena in wireless and wired com-
munication systems render the use of error correcting codes mandatory in many cases. Their
implementations, however, tend to be complex. In their paper titled Low Density Parity
Check Codes Constructed from Hankel Matrices, M. A. Tehami and A. Djebbari present
a new technique for constructing Low Density Parity Check Codes (LDPC) based on the
Hankel matrix and circulant permutation matrices. The new codes are exempt of any cycle
of length 4 to ensure low-complexity hardware implementations, with a reduced number of
logic gates and the use of simple shift registers. Simulations show that the proposed codes
perform very well over additive white Gaussian noise channels.
Telephone systems must often work in noisy environments, such as interior of a car, train
station or a place where other persons speak at the same time. Several methods of speech
enhancement relying on digital signal processing to remove noise and improve intelligibil-
ity have been developed. None of them, however, is equally effective in different condi-
tions, especially when the interfering sound is of the non-stationary nature. In the paper
titled Incoherent Discriminative Dictionary Learning for Speech Enhancement, D. Shaheen,
O. Al Dakkak, and M. Wainakh have proposed and tested a new Incoherent Discrimina-
tive Dictionary Learning (IDDL) algorithm to model both speech and noise, where the cost
function accounts for both “source confusion” and “source distortion” errors, with a regu-
larization term that penalizes the coherence between speech and noise sub-dictionaries. At
the enhancement stage, sparse coding is used on the learnt dictionary to estimate both clean
speech and noise spectrum. Finally, the Wiener filter is used to refine the clean speech
estimate. Experiments on the Noizeus dataset, demonstrated that the proposed algorithm
outperforms other dictionary learning speech enhancement algorithms: K-SVD, GDL and
FDDL, using two objective measures: frequency-weighted segmental SNR and Perceptual
Evaluation of Speech Quality (PESQ) in the presence of structured non-stationary noise, but
not white noise.
The next two papers are devoted to cognitive radio, a promising technology capable of
adaptive and more efficient use of the scarce spectrum available currently, by additional
or “secondary” users, when the primary (licensed) users do not transmit. However, this
requires new methods of spectrum allocation and reception of signals in adverse conditions
to be applied.
In the paper titled Interference Aware Routing Game for Cognitive Radio Ad-hoc Networks
by S. Amiri-Doomari, G. Mirjalily and J. Abouei, an interference-aware routing game is
proposed that connects flow initiators to the destinations. A network formation game among
secondary users is formulated in which each secondary user aims to maximize its utility, and
to reduce the aggregate interference on the primary users and the end-to-end delay. In order
to reduce end-to-end delay and the accumulated interference, the new algorithm selects
upstream neighbors, looking from the point of view of the sender. It avoids congested network
zones and forms at least one path from the flow initiator to the destination. To model interfer-
ence between secondary users, a signal-to-interference-plus noise (SINR) model is employed.
Numerical simulations show that the proposed algorithm works better than Interference
Aware Routing (IAR) in cognitive radio mesh networks, with fewer hops between the initiator
and the destination required.
Optimization of receiver designs for cognitive networks is the subject of the paper titled
Theoretical Investigation of Different Diversity Combining Techniques in Cognitive Radio
by R. Agarwal, N. Srivastava and H. Katiyar. The authors compare the performance of
energy detectors in cognitive radio using different diversity combining techniques. While the
Maximal Ratio Combining (MRC) receiver works best, it is complex and expensive, so less
complex combining techniques are preferred, such as switched diversity. Two such schemes
were analyzed: Switch Examine Combining (SEC) and Switch Examine Combining with
post examining selection (SECp). General formulas for the probability of detection using
MRC, SEC and SECp diversity combining techniques over the Rayleigh fading channel were
derived for various numbers of branches, and a trade-off between detection performance and
receiver complexity was observed.
In their article titled Swarm Intelligence-based Partitioned Recovery in Wireless Sensor Net-
works, G. Kumar and V. Ranga look at the ways to improve reliability and resilience of
heterogeneous wireless sensor networks, because battery-powered sensor nodes operate in
a hostile, noisy environment and fail frequently (usually due to a discharged battery) or lose
connections to other nodes. A network partition recovery solution called Grey Wolf was
presented, which is an optimizer algorithm for repairing segmented heterogeneous wireless
sensor networks. This solution provides strong bi-connectivity in the damaged area, but
also distributes traffic load among the multiple deployed nodes to enhance the repaired net-
work’s lifetime. Computer simulations show that the Grey Wolf algorithm offers considerable
performance advantages over other approaches.
Concluding this issue of JTIT is the paper titled Non-crossing Rectilinear Shortest Mini-
mum Bend Paths in the Presence of Rectilinear Obstacles by Shylashree Nagaraja, in which
a new algorithm to determine the shortest, non-crossing, rectilinear paths in a two-dimen-
sional grid graph is presented. The shortest paths are determined which do not cross each
other and bypass all obstacles. This is useful in the design of integrated circuits and printed
circuit boards, in the routing of traffic in wireless sensor networks, etc. When more than
one equal length non-crossing path is present between the source and the destination, the
proposed algorithm selects the path which has the least number of corners (bends) along the
path. In this method, the grid points are the vertices of the graph and the lines joining the
grid points are the edges of the graph. The obstacles are represented by their boundary grid
points. Once the graph is ready, an adjacency matrix is generated and the Floyd-Warshall all-
pairs shortest path algorithm is used iteratively to identify the shortest, non-crossing paths.
To get the minimum number of bends in a path, the author made a modification of the
Floyd-Warshall algorithm, which is a novel element.
Krzysztof Borzycki
Guest Editor
https://doi.org/10.26636/jtit.2018.preface3
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Abstract—Visible light communication (VLC) is a promising
technology for wireless communication networks. Optical code
division multiple access (OCDMA) is a strong candidate for
VLC-based applications. The predominant source of bit er-
ror in OCDMA is the multiple access interference (MAI). To
eliminate MAI in synchronous OCDMA, zero cross correla-
tion (ZCC) codes have been proposed. However, synchroniza-
tion problems and multipath propagation introduce relative
non-zero time delays. Therefore, the zero correlation zone
(ZCZ) concept was introduced. In this paper, we propose a
new method for generating ZCC codes. The proposed con-
struction can accommodate any number of users with flexi-
ble Hamming weight. The numerical results obtained show
that the proposed codes significantly reduce MAI, compared
to ZCC, as well as ZCZ codes.
Keywords—CDMA, visible light communication, zero correla-
tion zone, zero cross correlation.
1. Introduction
Wireless access technologies have been continuously evolv-
ing in response to the rapid increase in the use of mobile
devices [1]. The scarcity of radio frequency spectrum is
a limiting factor in meeting this demand [2]. In applica-
tions where high bandwidth is required, visible light com-
munication (VLC) is a promising technology, complemen-
tary to radio frequency systems. A key advantage of VLC
is its potential to simultaneously provide energy sufficient
lighting and high-speed communication using light emit-
ting diodes (LEDs) [1]–[5]. VLC is being adopted in, to
name a few, vehicle-to-vehicle communication [3], indoor
positioning [4], and underwater communications [5].
A crucial aspect of a VLC system is the multiple access
technique. The optical medium is suited for spread spec-
trum multiple access (SSMA) communications due to its
large bandwidth. Code division multiple access (CDMA)
is one class of SSMA, in which many users access a com-
mon channel simultaneously through the use of encoding.
In an optical CDMA system (OCDMA), the received sig-
nal is the superposition of light waves from the individ-
ual users.
The performance of OCDMA systems depends on the code
set employed. The design of proper codes for OCDMA
must take into consideration many criteria, such as: large
set size, equal Hamming weight, minimum length, and most
importantly low cross correlation properties. Zero cross cor-
relation (ZCC) codes were proposed to eliminate the MAI
effect in synchronous OCDMA systems [6], [7]. However,
synchronization problems and multipath propagation intro-
duce a relative non-zero time delay. Therefore, zero cor-
relation zone (ZCZ) codes were introduced for the optical
quasi-synchronous (QS) CDMA [8].
The remaining content of the paper is organized as follows.
New family of ZCC codes is introduced in Section 2. In
Section 3, the system model for optical QS-CDMA is given.
Performance of the system using various optical codes is
evaluated in Section 4. We give our concluding remarks in
Section 5.
2. Preliminaries
ZCC code is an orthogonal set of sequences where no
overlapping of ones occurs. The code parameters must be
flexible, so that it can suit any application: number of
users can take any integer and is independent of the code
Hamming weight (number of ones in any single code).
Let S be a set with M codes each with length N where
S = {s1, . . . ,si, . . . ,sM}, and si = {si1, . . . ,sil , . . . ,siN}:
S =


s1
...
si
...
sM


=


s11 . . . s
1
l . . . s
1
N
...
. . .
...
. . .
...
si1 . . . s
i
l . . . s
i
N
...
. . .
...
. . .
...
sM1 . . . s
M
l . . . s
M
N


(1)
and sil ∈ {0,1}.
The periodic cross-correlation function (CCF) is defined as
follows:
Rsi,s j(τ) =
N
∑
l=1
sils
j
(l+τ)modN , (2)
when i = j the CCF becomes the auto-correlation function
(ACF).
The code set S is called optical ZCZ set if the correlation
functions satisfy [6], [7]:
Rsi,s j(τ) =
{
w i = j, τ = 0
0 i 6= j, τ = 0 , (3)
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where w represents the code’s Hamming weight. The code
length for ZCC codes is N = Mw.
A code set S is called ZCZ if the correlation functions
satisfy [8]:
Rsi,s j (τ) =


w i = j, τ = 0
0 i 6= j, τ = 0
0 0 < |τ | ≤ Z
, (4)
where Z is the zero-zone length. The code length for ZCZ
codes is N = Mw(Z +1).
2.1. New ZCC Code Family
In this section, a simple and flexible construction method
of ZCC codes is presented. The number of codes as well
as the code Hamming weight can be easily adjusted. The
construction procedure is as follows. For w = 2, a starter
ZCC code is obtained as:
ZCCM=2w=2 =
[
1 1 0 0
0 0 1 1
]
. (5)
To increase the number of codes to M +1, a mapping tech-
nique is used as:
ZCCM+1w =
[
A B
C D
]
, (6)
where A is the original ZCC set of [M,N], B consists
of [M,w] zeros, C consists of [1,N] zeros, and D of
a [1,w] ones. Example: by using the mapping technique (6)
on ZCC given by (5), we obtain:
ZCCM=3w=2 =

 1 1 0 0 0 00 0 1 1 0 0
0 0 0 0 1 1

 . (7)
The ZCC code length is N = wM.
3. System Model
The optical QS-CDMA for VLC system is designed in [8]
to support M active users, each containing an information
source and a destination. Each user employs a white LED
for signal transmission and a photodiode for signal recep-
tion. The optical source is assumed to be ideally flat over
a bandwidth
[
v0−
∆v
2 v0 +
∆v
2
]
where v0 denotes the opti-
cal central frequency and ∆v the bandwidth. Users are con-
sidered to have an equal transmitted and received power.
The LED broadband spectrum is divided into N wave-
lengths, where each user is assigned a set of wavelengths.
Each bit “1” of the user’s assigned code picks a wavelength.
When the information is carried on the intensity of light,
the signals that modulate the LEDs must be real and non-
negative. Therefore, unipolar codes made up of “1” and “0”
are used.
The main sources of LED-based OCDMA degradation are
phase-induced intensity noise (PIIN), shot noise, and ther-
mal noise. PIIN generated at the photodiode output can
be suppressed using ZCC and ZCZ codes [6]–[8]. There-
fore, only the shot noise and thermal noise are present in
the photodiode current. The current variance at the receiver
can be expressed as [6], [8]:
Var(i) = 2eIB+
4kBTnB
RL
, (8)
where e is the electron charge, I is the average photocurrent,
B is the receiver electrical bandwidth, kB is the Boltzmann’s
constant, Tn the receiver noise temperature, and RL is the
receiver load resistor. The average photo current is given
as [8]:
I =
RPsr
N
(
wd j +
M
∑
i=1,i6= j
di
N
∑
l=1
sil−τis
j
l
)
, (9)
where Psr is the received power, d j is the desired user’s
transmitted data bit, di is the interferer’s transmitted bit,
and R is the responsivity of the photodiode given as [8]:
R =
ηe
hv0
, (10)
where η is the photo detector’s quantum efficiency and h is
Planck’s constant.
When ZCC and ZCZ codes are used, the desired user’s
current for a time delay τi = 0 is:
Id =
RPsrwd j
N
. (11)
For quasi-synchronous transmission (τi 6= 0) and worst case
scenario (di = d j = 1), the averaged average current I¯ is
given as [8]:
I¯ =
RPsr
N
(
w+
1
Z
Z
∑
τi=1
M
∑
i=1,i6= j
N
∑
l=1
sil−τis
j
l
)
. (12)
The average signal to noise ratio (SNR) for optical QS-
CDMA system is [8]:
SNR =
I2d
Var(i)
=
(
RPsrw
N
)2
2eBRPsr
N
(
w+ MAI(τi)Z
)
+ 4kBTnBRL
, (13)
where Z is the maximum time delay between all users and
MAI(τi) is the multiple access interference (MAI) defined
as:
MAI(τi) =
Z
∑
τi=1
M
∑
i=1, i6= j
N
∑
l=1
sil−τis
j
l . (14)
4. Performance Analysis
The MAI is a significant cause of bit decision errors for
an optical QS-CDMA system. The correlation properties
of codes are crucial to the system’s capacity to eliminate
MAI and provide reliable communication. In this section,
we first investigate MAI reduction of the proposed ZCC
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codes based on time delay, code length, and the number of
codes. Next, ZCC codes are compared to ZCZ codes.
In order to evaluate the impact of correlation properties
on the code’s performance, we compare the proposed ZCC
family to two ZCC codes proposed in [6], [7]. The same
number of codes M = 10, code length N = 80, and Ham-
ming weight w = 8 were used. From Fig. 1, it is clear that
when the time delay between active users increases, MAI
also increases in the system. This is because a longer time
delay results in higher cumulative correlation function val-
ues. With their good correlation properties, the ZCC codes
proposed provide lower MAI.
Fig. 1. MAI vs. time delay.
The impact of code length on MAI is analyzed and plot-
ted in Fig. 2. ZCC codes with M = 10 active users hav-
ing maximum time delay of Z = 5 were evaluated. The
MAI level increases with code length N. Since M is fixed,
longer codes can be obtained by increasing the Hamming
weight w. This results in more ones “1” in the code and,
consequently, higher correlation values. Note that the pro-
posed ZCC codes not only have the lowest MAI level but
also remain constant for code length N higher than 50.
Fig. 2. MAI vs. code length.
Next, the interferer effect on MAI is analyzed. Figure 3
shows MAI values versus the number of active users M.
ZCC codes with Hamming weight w = 8, code length N =
10, and time delay Z = 3 were evaluated. One can see that
admitting more users to the system results in a high level
of MAI. Note that the proposed ZCC codes still maintain
the lowest values of MAI.
Fig. 3. MAI vs. number of active users.
4.1. Comparison between ZCC and ZCZ Codes
Due to their zero-correlation property, ZCZ codes have
been extensively studied for radio frequency systems (more
details can be found in [9], [10]). In [8], the authors in-
troduced optical ZCZ codes to eliminate MAI in an optical
QS-CDMA VLC system. Optical ZCZ codes can elimi-
nate interference MAI(τi) = 0 for τi ≤ Z. The SNR for
ZCZ codes is:
SNR =
(
RPsrw
N
)2
2eBRPsrw
N +
4kBTnB
RL
. (15)
Since MAI cannot be used to compare ZCC and ZCZ codes
performance, BER will be used instead. BER can be com-
puted as follows [8]:
BER = 0.5 · erfc
√
SNR
8
. (16)
Table 1
System parameters
Symbol Quantity Value
v0
Blue light
center
frequency
480 nm
∆v
Modulation
bandwidth
650 MHz
η
Photo detector
quantum
efficiency
0.6
Tn
Receiver noise
temperature
300 K
RL
Receiver load
resistor
1030 Ω
B
Receiver
electrical
bandwidth
311 MHz
e Electron charge 1.602189 ·10−19 C
kB
Boltzmann’s
constant
1.3806505 ·10−23 JK
h Planck’s
constant
6.626196 ·10−34 J · s
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The parameters used in the computation of analytical results
are listed in Table 1 [8].
Figure 4 shows BER performance with respect to the re-
ceived power Psr. ZCC and ZCZ codes with M = 4 active
users and a different time delay were evaluated. The Ham-
Fig. 4. BER comparison between ZCC and ZCZ codes.
ming weight is w = 3. We can readily see that ZCC codes
outperform ZCZ codes by a large extent. Although ZCZ
codes eliminate MAI, their code length is proportional to
the zero zone Z. A large time delay requires long ZCZ codes
which results in poor BER performance.
5. Conclusion
In this paper, we evaluate the performance of an optical QS-
CDMA VLC system. MAI caused by the quasi-synchronous
transmission was investigated with respect to ZCC corre-
lation properties, code length, and number of codes in the
set. New ZCC codes with a flexible construction and good
correlation properties were presented in this paper. It was
shown that the proposed ZCC codes have the best perfor-
mance according to the criteria previously mentioned. It
was also shown that ZCZ could eliminate MAI, but their
length is not practical and results in poor BER performance.
Therefore, we conclude that the new ZCC codes provide
robust communication in a QS-CDMA VLC system.
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Abstract—In order to meet the demand of high data rate
transmission with good quality maintained, the multi-carrier
code division multiple access (MC-CDMA) technology is con-
sidered for the next generation wireless communication sys-
tems. However, their high crest factor (CF) is one of the ma-
jor drawbacks of multi-carrier transmission systems. Thus,
CF reduction is one of the most important research areas in
MC-CDMA systems. In addition, asynchronous MC-CDMA
suffers from the effect of multiple access interference (MAI),
caused by all users active in the system. Degradation of the
system’s bit error rate (BER) caused by MAI must be taken
into consideration as well. The aim of this paper is to pro-
vide a comparative study on the enhancement of performance
of an MC-CDMA system. The spreading sequences used in
CDMA play an important role in CF and interference reduc-
tion. Hence, spreading sequences should be selected to simul-
taneously ensure low CF and low BER values. Therefore, the
effect that correlation properties of sequences exert on CF
values is investigated in this study. Furthermore, a numeri-
cal BER evaluation, as a function of the signal-to-noise ratio
(SNR) and the number of users, is provided. The results ob-
tained indicate that a trade-off between the two criteria is
necessary to ensure good performance. It was concluded that
zero correlation zone (ZCZ) sequences are the most suitable
spreading sequences as far as the satisfaction of the above
criteria is concerned.
Keywords—BER, crest factor, multiple access interference, MC-
CDMA, peak-to-average power ratio, zero-correlation zone.
1. Introduction
Multi-carrier (MC) is the predominant transmission tech-
nique in today’s communication systems. In particular, the
multi-carrier code division multiple access (MC-CDMA)
transmission scheme combines orthogonal frequency di-
vision multiplexing (OFDM) and code division multiple
access (CDMA). The main advantages of the combined
system are: variable data rate, high spectral efficiency
and robustness against frequency selective fading [1]–[7].
However, one major drawback of this technology is the
large peak-to-average power ratio (PAPR). High PAPR re-
duces power efficiency and causes implementation-related
issues [3]. Therefore, achieving very low PAPR values
is of major importance. The unique structure of CDMA
can be utilized by considering the signal design aspect.
PAPR can be minimized through finding a suitable fam-
ily of sequences [3], [4]. MC-CDMA encounters another
problem, i.e. the multiple access interference (MAI). This
type of interference occurs when system users are trans-
mitting asynchronously, i.e. there is a timing misalign-
ment among users, such as the uplink channel of cellu-
lar mobile systems. To mitigate MAI, several techniques
were proposed recently [1], [5], [6]. However, these tech-
niques only add to the complexity of MC-CDMA sys-
tems. In contrast, MAI interference could be eliminated
through the design of a set of sequences with impulsive
auto-correlation function (ACF) and zero cross-correlation
functions (CCF) [6], [8]. Unfortunately, such ideal se-
quences are impossible to construct [8]. Instead, various
sequences could be used: Walsh-Hadamard (WH), orthog-
onal Gold, orthogonal Golay complementary (OGC), and
zero-correlation zone (ZCZ). Each sequence set has spe-
cific ACF and CCF properties. ZCZ sequences have been
proposed and studied in [9]–[13].
The objective of this paper is to investigate the performance
of ZCZ sequences based on two criteria: PAPR and bit er-
ror rate (BER) in an MC-CDMA system. In this study,
we consider two MAI effects, i.e. inter-symbol interference
(ISI) and inter-channel interference (ICI). Furthermore, we
evaluate the performance of ZCZ sequences against conven-
tional sequences. The sequence set with both a low crest
factor and low BER performance is defined as optimal.
The remaining content of the paper is organized as follows.
In Section 2 we give preliminaries to correlation functions,
sequences generation, and the concept of an MC-CDMA
system. In Section 3, the performance of ZCZ sequences
in terms of both PAPR and BER is evaluated. Finally, con-
cluding remarks on the optimal sequences are given in
Section 4.
2. Preliminaries
First, the correction function are defined. A sequence of
length N is denoted by aN = [a0,a1, . . . ,an, . . . ,aN−1]. A set
of M sequences {a1,a2, . . . ,aM} is denoted by {am}Mm=1.
The discrete periodic Raxay(τ) and aperiodic θaxay(τ) cross-
correlation functions of a pair of sequences ax and ay are
defined as [14]:
Raxay(τ) =
N−1
∑
n=0
axn
[
a
y
(n+τ)mod N
]∗
, (1)
θaxay(τ) =
N−1−τ
∑
n=0
axn
[
a
y
n+τ
]∗
, (2)
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where τ is the sequence shift variable and [an]∗ denotes the
complex conjugate of sequence element an. The notation
(.) mod N denotes a modulo N operation. When x = y,
CCF becomes ACF and will be denoted simply by Rax(τ)
and θax(τ).
Next, the ZCZ sequences are defined using binary construc-
tion methods. A set of binary sequences {am}Mm=1 that sat-
isfy the following conditions is a ZCZ sequence set denoted
by ZCZ(N,M,Z0), where Z0 is the zeros zone length [8].
Rax,ay(τ) =


N τ = 0, x = y
0 τ = 0, x 6= y
0 0 < |τ | ≤ Z0
, (3)
where τ = 0 means that CCF is computed at the in-phase.
Among the flexible construction methods considered in this
study are those proposed in [11]–[13].
WH sequence set is obtained directly from the Hadamard
matrix. Any pair of sequences verifies the following prop-
erty [15]:
Raxay(τ) =
{
N τ = 0 x = y
0 τ = 0, x 6= y , (4)
The orthogonal Gold sequences are generated from their
corresponding Gold sequences [14] by appending +1 at
the subset end [16].
OGC can be generated using the following recursive
method [15]:
a2N =
[
aN aN
aN −aN
]
, (5)
where aN is a square matrix of order N with complemen-
tary rows. Two binary sequences (ax,ay) of length N are
complementary if the sum of their aperiodic ACFs satis-
fies [14]:
θax(τ)+θay(τ) =
{
2N τ = 0
0 τ 6= 0 . (6)
The aN means that the right half columns of aN are re-
versed.
In the MC-CDMA scheme of K users, the same informa-
tion symbol bk(m) is spread over N carriers, each mul-
tiplied by a different element of the spreading sequence
ck = {ck,n}Nn=1 assigned to user k. After spreading, the user
bit is modulated onto successive subcarriers such that one
information symbol is spread over several subcarriers. Bi-
nary phase-shift keying (BPSK) modulation is used. The
MC-CDMA transmitter for user k is shown in Fig. 1.
The transmitted signal for user k is [16], [17]:
sk(t) =
√
2P
N
∞
∑
m=−∞
bk(m)uTb(t−mTb)
N
∑
n=1
ck,nej(wnt+θk) , (7)
where P is the power of data bits, uTb(t) is the rectangular
pulse defined in [0,Tb] with Tb denoting the bit duration,
wn =
2pin
Tb
is the n-th subcarrier angular frequency, and the
random phase θk is uniformly distributed over [0,2pi ]. The
Fig. 1. MC-CDMA Transmitter for the k-th user.
neighboring subcarriers are orthogonal and separated by
∆w = 2piTb .
An asynchronous MC-CDMA system in the additive white
Gaussian noise (AWGN) channel is considered. We restrict
our analysis to line of sight conditions where the multi-
path replicas have insignificant power compared to the line
of sight signal [18]. The received signal can be written
as [16], [17]:
r(t) =
√
2P
N
K
∑
k=1
∞
∑
m=−∞
bk(m)uTb(t−mTb−τk)
×
N
∑
n=1
ck,nej(wnt+ϕk,n) +n(t) , (8)
where τk is the random time delay of user k uniformly
distributed over bit duration [0,Tb], ϕk,n = θk −wnτk, and
n(t) is is a zero-mean bandpass white noise with equivalent
low pass signal that has a power spectral density N0. The
MC-CDMA receiver for the i-th user is shown in Fig. 2.
Fig. 2. MC-CDMA receiver for the i-th user.
We consider a coherent correlation receiver synchronized
to the desired user i (τi = 0). Time delays are quantized to
integer multiple of the code element (chip) duration Tc = TbN .
The decision variable of the 0th data bit of user i is given
by [16]–[17]:
Zi,0 = Re

 1Tb
Tb∫
0
N
∑
n′=1
r(t)[ci,n′ ]
∗e−jwn′ t d t


= Di +ni +MAIi , (9)
where Di,ni,MAIi are the desired signal, the AWGN, and
the multiple access interference terms, respectively. With-
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out any loss of generality, we divide both sides of Eq. (9)
by
√
2P
N .
The desired symbol bi,0 is influenced by the correspond-
ing bk,0 and previous symbols bk,−1 of each interferer k,
thus the interference between users at the access point or
multiple access interference MAIi term is given by [17]:
MAIi = Re
{
1
Tb
N
∑
n′=1
[ci,n′ ]
∗
K
∑
k=1
k 6=i
N
∑
n=1
ck,n
[
bk,−1
×
τk∫
0
ej([wn−wn′ ]t+ϕk,n)d t +bk,0
Tb∫
τk
ej([wn−wn′ ]t+ϕk,n)d t
]}
. (10)
Or, in a compact form:
MAIi =
K
∑
k=1
k 6=i
MAIi,k =
K
∑
k=1
k 6=i
ISIi,k + ICIi,k . (11)
We can distinguish two cases: n = n′ and n 6= n′. In the
first case, interference from the same subcarriers of user k
is called inter-symbol interference (ISI). If n 6= n′, interfer-
ence from other subcarriers of user k is called inter-channel
interference (ICI).
ISIi,k = Re
{
1
Tb
N
∑
n=1
[ci,n]
∗ck,n
[
bk,−1τk
+bk,0(Tb − τk)
]
ejϕk,n
}
, (12)
ICIi,k = Re
{
2
Tb
N
∑
n′=1
N
∑
n=1
n6=n′
[ci,n′ ]
∗ck,n
bk,−1−bk,0
wn−wn′
×
[
e
j
( [wn−wn′ ]τk
2 +ϕk,n
)
sin
[wn −wn′ ]τk
2
]}
. (13)
It is worth noting that for a synchronous transmission (τk =
0,∀k), ICI does not exist and the ISI reduces to:
ISIi,k = Re
{
bk,0ejθk
N
∑
n=1
[ci,n]
∗ck,n
}
. (14)
Thus, we can conclude that the offset (time delays) be-
tween users generates ICI and degrades BER performance,
as shown in [17]. In a synchronous case, ISI can be elim-
inated using a set of orthogonal sequences.
Since we considered an AWGN channel, the decision vari-
able can be regarded as a Gaussian random variable [17].
The BER of user i, conditioned on {τk},{θk},{bk,−1}, and
{bk,0}, is [17]:
Pe,i/τk,θk,bk,−1,bk,0(k 6=i) =
1
2
erfc
[√
Eb
N0
(
1+
MAIi
N
)]
, (15)
where
Eb
N0
is defined as SNR. To obtain the unconditional
BER for user i, we average Pe,i/τk,θk,bk,−1,bk,0(k 6=i) over all
variables via Monte Carlo integration. A more appropri-
ate performance measure is the averaged BER over all
users [17]:
Pe =
1
K
K
∑
i=1
Pe,i . (16)
Note that the results obtained for an asynchronous trans-
mission using the Gaussian model do agree with system
simulations for a relatively large number of users [19].
Another important criterion for the selection of spreading
sequences for MC-CDMA is PAPR. The PAPR parameter
of a signal is defined as the ratio of peak to average sig-
nal power. In this study, we consider crest factor (CF) as
a measure of signal envelope compactness, its relation to
PAPR is [16]:
CF =
√
PAPR . (17)
The CF of an MC-CDMA signal must satisfy the following
inequality [16]:
CF ≤ max|S( f )|√
E
2
, (18)
where S( f ) is the Fourier transform of the spreading se-
quences and E is the energy of the same sequence. The
Fourier transform of the spreading sequence can be calcu-
lated by applying the well-known auto-correlation theorem,
given by [16]:
|S( f )|2 =
N−1
∑
τ=−(N−1)
θax(τ)e−j2piτ f . (19)
3. Numerical Analysis
In this section, the conventional sequences in CDMA sys-
tems and ZCZ sequences are analyzed in terms of CF and
BER. First, we evaluate the CF values of various sequences
and then simulate their performance in an asynchronous
MC-CDMA environment.
3.1. CF Analysis
The evaluation procedure of CF values is performed as fol-
lows. First, sequence sets each of lengths N = 8, 16, 32,
64, and 128, were generated. Second, the CF is computed
for each sequence in the set and all values are averaged.
Figure 3 illustrates CF performance of various sequences.
Note that as the sequence’s length increases, CF increases
as well, except for OGC for N ≥ 32 and ZCZ in [12] for
N ≥ 64 where it remains constant. In addition to their low
CF levels, OGC and ZCZ in [12] also have a steady CF,
which constitutes a major advantage in MC-CDMA sys-
tems. Note also that only OGC and ZCZ sequences remain
under CF value of 3 for all lengths. The second-best se-
quences are those in [11] and the well known orthogonal
Gold. The CF level for these codes is relatively low and
slowly increases with the increase of sequence’s length N.
WH sequences have, by far, the highest values of CF.
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Fig. 3. Average CF of sequences for various lengths.
3.2. BER Analysis
This section focuses on interference related issues in asyn-
chronous MC CDMA systems. The performance of an MC-
CDMA system using various spreading codes in the pres-
ence of MAI in an AWGN channel is simulated using Mat-
lab. We have considered an asynchronous MC-CDMA sys-
tem, where a number of mobile users transmit their signal to
a common receiver such as the uplink cellular system. First,
the effect of the sequence length on BER performance of
4 users was analyzed and plotted in Fig. 4. For simulation,
orthogonal Gold sequences were used with lengths 7, 31,
and 63. As it can be seen in Fig. 4, the BER performance
improves with the increase of the sequence length. To
obtain a BER of 10−4, MC-CDMA using sequences of
length N = 63 requires 2 dB less SNR than sequence of
length N = 31.
Fig. 4. BER versus SNR at different lengths of orthogonal Gold
spreading sequence.
The effect of the number of active users on BER perfor-
mance is analyzed next. Figure 5 shows BER performance
of MC-CDMA versus the number of users at different val-
ues of SNR = 5,10, and 15. For simulation, orthogonal
Gold sequences were used (N = 31). As anticipated, a high
number of active users causes degradation in BER perfor-
mance. This is because admitting more users to the system
results in higher level of interference (MAI).
We conclude this section with a comparative study of var-
ious spreading sequences. In this simulation, the number
Fig. 5. BER versus number of active users for orthogonal Gold
sequence at different SNR values.
of users is K = 8, the sequence length is N = 32 for WH,
ZCZ and OGC sequences and N = 31 for orthogonal Gold
sequences, and the bit rate is taken as 100 Mbps. For
SNR≥ 20 dB, BER remains constant and is equal to 5 ·10−3
for WH and OGC sequences, 2 · 10−3 for ZCZ sequences
and 7.5 ·10−4 for orthogonal Gold sequences. From the re-
sults obtained, it is observable that Gold outperforms WH
and OGC sequences by a factor of 6.6 and ZCZ by a factor
of 2.6.
3.3. Discussion
According to the BER criterion, the best results are
obtained when orthogonal Gold sequences are used for
Fig. 6. BER versus SNR curves of various spreading sequences.
spreading (Fig. 6). In addition, BER performance of the
system also improves with the increase of the spreading
sequence length (Fig. 4). However, MC-CDMA systems
using orthogonal Gold sequences suffer from considerably
Table 1
System parameters
Sequences CF BER
ZCZ Low Low
WH Highest Highest
Orthogonal
Gold
High Lowest
OGC Lowest High
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high values of CF, which leads to signal distortion (Fig. 3).
Moreover, increasing the sequence length would lead to
even higher values of CF in the case of orthogonal Gold
sequences (Fig. 3). Thus, a trade-off must be established
between low BER and low CF. From the simulation re-
sults, it can be observed that ZCZ sequences have both low
BER and low CF (see Table 1). Therefore, we conclude that
ZCZ sequences are the suitable candidate for asynchronous
MC-CDMA systems.
4. Conclusion
This work was carried out to enhance the performance of
an MC-CDMA system through the proper choice of the
spreading sequences. The performance of CDMA-based
wireless systems is mainly governed by the characteristics
of the spreading sequences i.e. their length and correla-
tion properties. In this paper, CF performance of ZCZ,
WH, orthogonal Gold, and OGC sequences was analyzed
and compared. In addition, BER performance of an asyn-
chronous MC-CDMA system in the AWGN channel was
evaluated as well. With the use of an efficient spreading se-
quence, the system enjoys low CF and BER levels. Based
on the results obtained for different sequences, it is ob-
served that BER performance of the system degrades with
an increase of the number of users and improves with an
increase the spreading sequence length. The system with
ZCZ sequences shows good performance in terms of both
CF and BER. We conclude that ZCZ sequences have the
best trade-off possible and therefore are the suitable candi-
date for asynchronous MC-CDMA systems.
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Abstract—In OFDM systems, peak-to-average power ratio
(PAPR) reduction of the signal is one of the main challenges
that need to be overcome in order to use the transmitter in an
efficient manner. As one of attractive techniques, interleaving
can be used in PAPR reduction for multicarrier signals with-
out spectrum distortion. In this paper, the authors propose
to extend the possibilities of interleaving to improve PAPR re-
duction, to use a new coding of interleaver keys at the trans-
mitter and a robust decoding procedure at the receiver. In
order not to degrade the data rate, the use of null subcarriers
to transmit side information to the receiver is proposed and
evaluated.
Simulation results in the context of the WLAN 802.11a stan-
dard in the presence of a nonlinear power amplifier model
with memory, show a reduction of PAPR of approximately
5.2 dB, and an improvement of bit error rate and error vec-
tor magnitude of about 2 decades and 4% respectively, while
respecting the spectral mask specification.
Keywords—downward compatibility, interleaving technique, in-
terleaver key, OFDM systems, PAPR reduction.
1. Introduction
The next generations of wireless communication systems
have to satisfy the customers’ requirements in terms of
quality and quantity of information. Because of its high
spectral efficiency, robustness against interferences and fre-
quency selective fading [1], as well as low complexity
and implementation flexibility, Orthogonal Frequency Divi-
sion Multiplexing (OFDM) has become the most common
technique. For these reasons, OFDM is widely adopted
as a physical layer (PHY) technology in recent wireless
communication standards, such as Digital Audio/Video
Broadcasting (DAB/DVB), Wireless Local Area Networks
(WLAN), Wireless Metropolitan/Personal Area Networks
(WMAN/WPAN), and WiMAX. OFDM is also included
in the fifth generation (5G) cellular networks to support
a high data transmission rate and to meet the required level
of quality of service (QoS).
However, the major drawback of this technique is its high
envelope fluctuation of the transmitted signal defined by
the PAPR value [2]. Such a signal with high instantaneous
values is degraded by the nonlinear characteristics of radio-
frequency (RF) circuits, mainly the RF power amplifier
(PA) [3]. To limit degradation, a back-off of the level is
used, leading to the use of the PA with low power effi-
ciency. Such a solution is costly, because it sacrifices the
transmitter performance.
The objective of PAPR reduction methods is to limit these
fluctuations to operate near the PA saturation region (high
efficiency area), while maintaining the original data-rate
and respecting such communication criteria as BER, EVM,
downward compatibility1and spectrum occupancy specifi-
cations.
PAPR reduction in OFDM systems has been a subject of
intense research, based on which various techniques have
been proposed in the literature. Among them, we can men-
tion methods like clipping, clipping and filtering [4]– [6],
active constellation extension (ACE) [7], [8], tone reserva-
tion (TR) [6], [9], [10], selected mapping (SLM) [11], [12],
switching [13], coding methods [14] and partial transmit
sequence (PTS) [8], [15], [16].
The authors in [17] proposed a PAPR reduction technique
based on frequency interleaving of mapped symbols and the
selection of the one that presents the lowest PAPR. How-
ever, the problem of the side information (SI) transmission
is not addressed and only the principle of PAPR reduction
is presented. In [18], a proposal to send SI on the chosen
interleaver via pilots is made. This has the advantage of
not affecting the data rate, but it influences the equalization
and channel estimation at the receiver.
In this paper, we propose to use interleaving for PAPR re-
duction in WLAN 802.11a (Fig. 1) and to use null subcar-
riers (NS) available in the Wi-Fi-OFDM standard to trans-
mit interleaver key-codes. The newly proposed technique
1Downward compatibility: additional signal processing at the transmitter
do not need change at the receiver.
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Fig. 1. Digital communication system with PAPR reduction based on frequency interleaving method.
provides a realistic solution by taking into account non-
linearity of RF-PA, without the need to transmit SI and
respecting downward compatibility. The main idea is to
test several interleaving possibilities, select the most effi-
cient one and transmit its key-code on the minimum num-
ber of NS. A critical point of the proposed method is
to ensure a correct transmission of the key-code despite
degradation introduced by the transmission channel To en-
sure the quality level required, we propose a proper decod-
ing process.
The proposed interleaving method is evaluated for WLAN
802.11a, in the presence of a PA model estimated from the
measurements of a commercial PA, class AB with mem-
ory. Also, the key-code decoding process is evaluated and
presents a low complexity and a high probability of er-
ror immunization against the AWGN channel. An effec-
tive scheme is proposed here, which constructs a favorable
OFDM transmit signal with reduced PAPR.
Notation: Throughout this paper, small letters for vectors
and matrices in the time-domain and capital letters for vec-
tors and matrices in the frequency-domain are used.
2. OFDM System
2.1. Problem Position
In discrete time, the transmitted OFDM signals xn are ob-
tained by taking Inverse Fast Fourier Transform (IFFT):
xn =
1
√
N
N−1
∑
k=0
Xk e
j2pink
N , 0≤ n≤ N−1 , (1)
where Xk, k = 0,1, . . . ,N−1 are input mapped symbols,
usually modulated by a Quadrature Amplitude Modulation
(QAM), and k is the discrete-time index.
It is known that OFDM modulation is a particular case of
multi-carrier transmission, where a single data stream is
transmitted over a number of lower rate orthogonal sub-
carriers with the advantage of its high spectral distribu-
tion and efficiency, high data rate, robustness to multi-path
channel and easier implementation. However, as shown in
Eq. (1), the resulting signal is the superposition of N inde-
pendent narrow-band channels that can generate construc-
tive and/or destructive sums, and consequently, high en-
velope fluctuations. These high instantaneous peaks limit
the nonlinear RF-PA to operate at a lower average power
efficiency, known as linear region, leading to a degrada-
tion of the transmitter efficiency. Improvement of power
efficiency requires a reduction in fluctuations to maintain
a higher average power without signal degradation. PAPR
value quantifies this problem and defines the ratio between
the maximum instantaneous power and average power for
each OFDM symbol:
PAPRdB =10 · log
Ppeak
Paverage
Ppeak =10 · log
max
0≤n≤N−1
|xn|
2
E|xn|2
, (2)
where Ppeak represents the peak output power, Paverage
means the average output power, E[·] denotes the expected
value operation and x the vector of OFDM samples in time-
domain such as x = [x0,x1, . . . ,x(N−1)]T .
The complementary cumulative distribution function
(CCDF) of PAPR is one of the most frequently used perfor-
mance evaluation method for PAPR reduction techniques.
It denotes the probability that PAPR of a data block exceeds
a given threshold and is expressed as:
CCDF = P[PAPR > PAPR0] , (3)
where P[·] is the probability function.
3. Interleaving Method
Interleaving is among the most commonly used techniques
in digital communication systems, for its important bene-
fits related to preventing the grouping of errors. Because
coding is not capable of correcting a burst of errors, in-
terleaving is used and consists in transforming these bursts
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into isolated errors, which makes their correction easier.
The principle of interleaving is based on a simple break-
down of mapped symbols into more code words, before
their transmission over the ODFM modulator. Thus, we
define the number of code words M (also called the depth
of the interleaver) and the number of symbols per code
word, called the word-length, and the denoted K. Figure 2
shows an example of an interleaver with N = 16 subcar-
riers per OFDM symbol, M = 4 code words and K = 4
word-length. The mapped symbols are spread in a series
over a matrix of 4×4 and sent-out in parallel, i.e. column-
by-column, to the OFDM modulator. Note that we choose
N = 16 subcarriers to facilitate comprehension of the inter-
leaving method.
Fig. 2. Illustration of interleaving (N = 16, M = K = 4).
Let us define the vector of modulated symbols such as:
X1×N = [X0 X1 · · · XN−1] . (4)
To split this vector into M code words, denoted as Y f , we
use the modulus function. If we denote the remainder after
division of the code word position f by M as s f , the code
word Y f contains a group of mapped symbols which have
the same remainder. We can describe the mathematical
expression of the f -th codeword as follows:
YK×1f =
[
XM·0+s f XM·1+s f · · · XM·(K−1)+s f
]T
. (5)
At the receiver, there is no additional complexity to the
system and only the inverse process is performed with the
deinterleaver.
3.1. Interleaving for PAPR Reduction
The design of the interleaving method presented above is
one of these proposed in the literature as a solution for re-
ducing the risk of deformations of successive symbols in
the same code word. In practice, only one kind of interleav-
ing is performed as a function of the channel characteristics
and the used coding. For PAPR reduction, the idea is to
apply several kinds of interleaving at the transmitter. After
IFFT operation, the smallest PAPR among them is chosen
to be transmitted (Fig. 1). The major advantage of this tech-
nique is it its low complexity compared to the block coding
techniques [14] or the PTS method [15], [16]. However, its
major drawback is the need for the transmission of infor-
mation about the used interleaver to carry out its decoding
at the receiver, which degrades the data rate. Also, to in-
sure the best reduction of the PAPR, a large number of
interleaving possibilities is used, which increases the key
length of each interleaver and degrades the data rate. In
this work, we propose to deal with reducing PAPR using
all possibilities of interleaving without the loss of in data
rate, by:
• coding inter-key2 in within a minimum of length,
• transmitting used the inter-key via a minimum num-
ber of null subcarriers,
• and decoding the received inter-key with the use of
a robust process.
3.2. Interleaving Method Used
In communication systems, adding redundancy in source
coding and forward error correction (FEC) provides corre-
lated data which influence the PAPR value. In [17], it is
shown that the sequence of highly correlated binary data in
multicarrier systems has a large PAPR. Thus, it is impor-
tant to break down long correlation patterns to reduce high
values of the complex envelope. In the proposed scheme
(Fig. 3), we proposed to generate all M! possibilities (where
Fig. 3. Example of interleaving possibilities with M = 4 code
words.
Fig. 4. Key-code on NS at the: (a) transmitter (b) receiver.
2inter-key: the code of the interleaver.
16
Interleaving Technique Implementation to Reduce PAPR of OFDM Signal in Presence of Nonlinear Amplification with Memory Effects
M is the number of code words) by permuting blocks in
the new OFDM symbol and finally, reverse the last block.
IFFT operation generates the time-domain signals and the
sequence presenting the smallest PAPR is selected.
Each possibility of interleaving has its inter-key and the
one chosen is transmitted to the receiver via null subcar-
riers (Fig. 4a). Here, the rank of the interleaver is coded
in binary and mapped using quadrature amplitude modula-
tion (QAM), by choosing the high-energy symbols of the
constellation used.
Table 1 shows inter-keys in binary words of 6 bits and their
equivalent in mapped symbols, where ±1 and ±j indicate
their position within the chosen 4-QAM constellation.
Table 1
Interleaver keys
Inter-
leaver
Binary code 4-QAM code
0 [0 0,0 0,0 0] [−1−1j,−1−1j,−1−1j]
1 [0 0,0 0,0 1] [−1−1j,−1−1j,−1+1j]
...
...
...
23 [0 1,0 1,1 1] [−1+1j,−1+1j, 1+1j]
3.3. Inter-key Transmission via NS and Decoding
Process
In communication standards, one OFDM symbol is used
to transmit data, pilots and also some reserved subcarriers
Fig. 5. OFDM symbol in WLAN 802.11a standard.
which are set to zero (called null subcarriers). For exam-
ple, in a Wi-Fi system, the OFDM symbol is presented in
Fig. 5. Here, we propose to use these subcarriers in the
interleaving method, where the inter-key of the optimal in-
terleaver is transmitted with some of them. As a reminder,
null subcarriers are used to prevent adjacent channel inter-
ference (ACI). In [19], [20] and [21] it has been shown for
DVB-T, WiMAX and WLAN standards, respectively, that
it results in a slight broadening of the spectrum but remains
inside the spectrum mask.
3.4. Inter-key Decoding Process
Unfortunately and as for data subcarriers, PA nonlinearities
and channel noise may affect the inter-key subcarriers trans-
mitted, which will adversely affect the decoding process at
the receiver.
To reduce the risk of error, we define a decoding process
based on the comparison of the received inter-key with all
possibilities using the XOR gate on each QAM position.
The one that renders the maximum number of zeros is se-
lected (Fig. 4b). The proposed decoding process is invoked
for each OFDM symbol with the following operations:
Variables:
CKM×1r : received code-key,
CKM×K : matrix of all code-keys used at the transmitter,
CKM×1c : the correct code-key,
RM×K : resulting XOR operation matrix.
Step 1: extract CKM×1r from the received null-subcarriers
and convert QAM symbols to binary.
Step 2: in k-th iteration, compare CKM×1r to each code-
key row of matrix CK according to R[:,k] = CKr⊕CK[:,k],
where R[:,k] denotes the k-th row of matrix RM×K and op-
eration ⊕ is the binary XOR gate.
Step 3: Repeat step 2 for the chosen number M of inter-
leavers or stop when R[:,k] is a vector of zeros.
Step 4: CKc corresponds to the line providing a maximum
number of zeros.
Step 5: Select CKc and deinterleave.
Fig. 6. Simulation block of Wi-Fi standard with interleaving method.
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4. Simulation Results
The proposed method is evaluated using the Matlab Math-
works platform for the WLAN 802.11a standard presented
in Fig. 6. It adopts OFDM technique for its uplink (UP) and
downlink (DL), with a frequency band of 5 GHz, and sup-
port data rate up to 54 Mbps for an area coverage between
user and transmitter of up to several meters.
Table 2
Simulation parameters
Parameter Value
No. of sub-carriers
64 (48 data,
4 pilots and 12 NS)
Frequency band 5 GHz
Bandwidth 20 MHz
Modulation 16-QAM
No. of binary data 4608000 bits
No. of OFDM blocks 2000
Performance metrics CCDF, BER, spectrum
Num. of interleavers:
Case 1
4! = 24 possibilities
coded on 3 NS
Case 2
5! = 120 possibilities
coded on 4 NS
According to the parameters presented in Table 2, three
contexts are studied:
• signals properties as a function of the number of in-
terleaving possibilities,
• communication criteria (BER, EVM) using Gaussian
channels,
• and frequency response in the presence of a nonlinear
RF PA model.
Figure 7 presents a variation of the PAPR value as a func-
tion of the number of OFDM symbols for several interleav-
Fig. 7. PAPR in time-domain with and without interleaving. (For
color pictures visit www.nit.eu/publications/journal-jtit)
Fig. 8. Comparison of CCDF curves.
ing possibilities (24 and 120 possibilities of interleaving).
We can see that, increasing number of possibilities offers
better performance in terms of PAPR reduction.
Figure 8 shows a comparison (in terms of CCDF) of the
proposed method with the PTS method presented in [16]
and the SLM-DPP method given in [17]. The results ob-
tained confirm those shown in Fig. 7, i.e., PAPR can be
further reduced when we increase the number of interleav-
ing possibilities.
For the probability of 10−3, it illustrates also a decrease in
PAPR of up to 3.75 dB and 5.2 dB for 24 and 120 in-
terleaving possibilities respectively, in comparison with
the SLMDPP (for 4 and 5 blocks) and PTS method (for
4 blocks and 4 phases), which shows a reduction of 1.5 dB
(SLMDPP for 4 blocks), 4 dB (SLM-DPP for 5 blocks) and
3 dB, respectively.
4.1. Nonlinear PA Model with Memory Effects
To validate the solution, we perform several simulations in
the presence of a nonlinear RF PA model.
Table 3
Model parameters
Values
b0,1 −3,1+ j2.93
b1,1 −2,86 ·10−1 + j2.19 ·10−1
b0,3 5.15 ·10−2− j4.2 ·10−2
b1,3 7.58 ·10−3− j4.34 ·10−3
b0,5 −3.49 ·10−4 + j2.75 ·10−4
b1,5 −4.93 ·10−5 + j1.37 ·10−5
We consider a model with memory of a commercial class
AB power amplifier (SZP-2026Z from RF Micro Devices)
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designed for WLAN 802.11 equipment, where its input
to output relationship, in baseband format, is expressed
as [21]:
y(t) =
m
∑
i=0
P
∑
p=0
bi,2p+1 · |u(t− i)|2p ·u(t− i) , (6)
where P is the nonlinearity order and m the memory depth.
For P = 2 and m = 1, parameters bi,2p+1 are estimated using
a multicarrier signal with a bandwidth of 20 MHz. Table 3
summarizes the model parameters.
In Fig. 9 we have plotted the AM/AM static characteris-
tic presented by the output signal power depending on the
input signal power, which describes the SZP-2026Z power
amplifier. The 1 dB compression point corresponding to
IBO= 0 dB, is achieved for input power equal to 20 dBm.
Fig. 9. AM/AM static characteristics of the SZP-2026Z amplifier.
To see the effect of the power amplifier used on the Wi-
Fi-OFDM signal with application of the reduction method,
we have plotted the AM/AM dynamic characteristic with
and without the interleaving method (Fig. 10).
Fig. 10. AM/AM dynamic characteristics without (a) and with (b)
interleaving method.
After comparison of the two figures, we note that the ap-
plication of the interleaving method reduces the signal dy-
namic and then the nonlinear distortion generated by the
amplifier.
To evaluate the proposed system we estimate its sensibility
to channel noise in the presence of a power amplifier.
Figure 11 presents EVM of the received signal versus SNR
for IBO=−2 dB, with and without interleaving (for 24 and
Fig. 11. EVM versus SNR for Gaussian channels (IBO=−2 dB).
120 possibilities of interleaving) for a Gaussian channel and
in the presence of a nonlinear power amplifier.
From these results, one can observe that for a low SNR
value (SNR< 6 dB), the curves with and without the in-
terleaving method behave almost in the same manner. At
this SNR level, the noise power to be added is important.
Consequently, the impact of channel noise is preponder-
ant compared to the nonlinearity of the amplifier, and that
prevents improvement in EVM.
On the other hand, at higher SNR values (SNR> 12 dB), the
impact of noise is negligible compared to the nonlinearity
of the amplifier. In this case the interleaving method allows
a good improvement in the EVM result.
In the same context, Fig. 12 presents BER results versus
SNR for an IBO=−2 dB, where we can observe that the
use of the proposed method offers an improvement in BER,
with high SNR values (SNR> 12 dB).
Fig. 12. BER versus SNR for Gaussian channels (IBO=−2 dB).
Figures 13 and 14 present the comparison of EVM and BER
curves versus IBO, for SNR= 16 dB. These results confirm
the suitability of the interleaving method proposed, as it
allows for an improvement in EVM of about 2.5% and 3%,
and in BER with a factor of one decade, one decade and
a half for 24 and 120 possibilities of interleaving, res-
pectively.
Based on the above and with the same transmission quality
(identical EVM or identical BER), the interleaving method
makes it possible to obtain a gain of 2 dB in IBO. In
other words, by applying the interleaving method, the am-
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Fig. 13. EVM curves vs. IBO (SNR= 16 dB).
Fig. 14. BER curves vs. IBO (SNR= 16 dB).
plifier can be used with an increase of 2 dB of the input
power level, and with a higher power efficiency compared
to the scenario without the method being applied, for the
same QoS.
Figure 15 shows a constellation, with (see Fig. 15a) and
without the interleaving method (see Fig. 15b) at the am-
plifier output for an IBO equal to −2 dB. Application of
the interleaving method makes it possible to reduce the dis-
persion on the constellation points.
Fig. 15. Constellation at the amplifier output without (a), and
with (b) the application of the interleaving method (IBO=−2 dB).
In Fig. 16 the impact of NS is shown for Wi-Fi-OFDM
signal at an IBO=−2 dB, before and after application of
the interleaving method (for 24 and 120 possibilities of
interleaving).
Fig. 16. Impact of nonlinear PA model with memory on fre-
quency responses with and without interleaving (IB=−2 dB).
As expected, the use of null subcarriers affects the spec-
trum with a larger bandwidth and spurious component
in the adjacent bands due to nonlinear effects. However,
they will remain still under the mask specification of the
standard used.
ACPR values are calculated after the amplifier for different
IBO levels, with the lower and upper bandwidth of 25 MHz
for each, with and without the interleaving method. The
results are shown in Table 4. In terms of ACPR, they are
very close, both without and with the interleaving method
for 24 and 120 possibilities.
5. Conclusions
In this paper, an original implementation of the interleaving
method is proposed for PAPR reduction and is evaluated in
terms of its robustness, against a nonlinear PA and noisy
channel. The principle is based on the selection of the
interleaving possibility with the lowest PAPR. The main
objective of the method is to avoid optimization processes,
such as those applied in TR [21].
In practice, we proposed a coding process where the se-
lected interleaver is coded with an inter-key. In order not
to degrade the data rate, the interleaver is transmitted to
the receiver via a minimum number of null subcarriers.
Such a technique ensures downward compatibility and of-
fers a PAPR improvement of about 5.2 dB over the orig-
inal signal.
In order to find the correct interleaver at the receiver, de-
spite the transmission errors, a practical decoding process
has been presented. A nonlinear power amplifier with mem-
ory was inserted to evaluate the proposed method in terms
of QoS and energy efficiency. From these results, we ob-
served an improvement in EVM of about 3% and an im-
provement in BER by a factor of more than one decade.
So, for a given quality in terms of EVM or BER, the in-
terleaving method enables to use the power amplifier at
a higher IBO (−2 dB) rate, leading to greater power effi-
ciency values.
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Table 4
ACPR Results
Adjacent Channel Power Ratio [dB]
Original With 24 possibility With 120 possibility
Lower Upper Lower Upper Lower Upper
IBO=−4 dB −22.13 −22.00 −21.83 −21.74 −21.78 −21.75
IBO=−2 dB −25.09 −24.94 −24.88 −24.77 −24.26 −24.20
IBO= 0 dB −28.39 −28.21 −28.12 −28.00 −27.25 −27.10
IBO= 2 dB −31.53 −31.32 −31.03 −30.92 −30.00 −30.00
IBO= 4 dB −34.04 −33.88 −33.22 −33.12 −32.00 −31.90
The power amplifier output spectrum demonstrates the pos-
sibilities offered in terms of performance improvement,
while observing WLAN 802.11a specifications. The use
of null subcarriers for transmitting SI is therefore not an
obstacle to the generalization of the interleaving method
and its application to next generation of wireless commu-
nication systems.
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Abstract—This work focuses on adaptive Broadband Ra-
dio Access Network (BRAN) channel identification and on
downlink Multi-Carrier Code Division Multiple Access (MC-
CDMA) equalization. We use the normalized BRAN C chan-
nel model for 4G mobile communications, distinguishing be-
tween indoor and outdoor scenarios. On the one hand, BRAN
C channel parameters are identified using the Least Mean
p-Power (LMP) algorithm. On the other, we consider these
coefficients in the context of adaptive equalization. We pro-
vide an overview and a mathematic formulation of MC-CDMA
systems. According to these fundamental concepts, the equal-
izer technique is investigated analytically to compensate for
channel distortion in terms of the bit error rate (BER). The
numerical simulation results, for various signal-to-noise ratios
and different p threshold, show that the presented algorithm
is able to simulate the BRAN C channel measured with dif-
ferent accuracy levels. Furthermore, as far as the adaptive
equalization problem is concerned, the results obtained using
the zero-forcing equalizer demonstrate that the algorithm is
adequate for some particular cases of threshold p.
Keywords—adaptive equalization, adaptive identification, BER,
BRAN C, LMP, MC-CDMA system, ZF.
1. Introduction
The need to develop more efficient wireless communica-
tion systems, offering higher data rates, is prevalent today.
Different channel accessing techniques exist, such as fre-
quency division multiple access (FDMA), time division
multiple access (TDMA), code division multiple access
(CDMA) or orthogonal frequency division multiple access
(OFDMA). The mix of CDMA and OFDMA offers us
a multi carrier-code division multiple access (MC-CDMA)
technique which is a good candidate to meet the require-
ments stated. In the case of very high-speed wireless access
of 100 Mbps to 1 Gbps, the channel is severely frequency-
selective due to the presence of many interfering paths with
different time delays, as well as due to equipment imper-
fection and presence of noise.
To remedy the perturbation introduced by the transmission
channel, it is necessary to identify the distortion and to im-
plement an equalization device. However, the calculation of
equalizer coefficients requires knowledge of the parameters
of the transmission channel’s impulse response parameters,
i.e. identification.
There are different identification techniques that can be im-
plemented. In this work we use the LMP algorithm [1]–[3]
for radio channel identification. Recently, adaptive algo-
rithms are receiving increasing attention, and are widely
studied in various works [1]–[7]. There are several applica-
tions, such as interference cancelation, spectral subtraction,
wireless localization, adaptive beamforming, and channel
equalization [2], in which these can be used. In this paper
we address the application of the LMP algorithm in identifi-
cation of the BRAN C channel and in downlink MC-CDMA
equalization. However, LMP is a stochastic gradient-based
adaptive filtering algorithm, which uses the p-power of er-
ror as the adaptation cost, and it is robust to outliers when
p < 2 [1], [3]. Here, we address the application of the pre-
sented algorithm in the context of adaptive equalization of
MC-CDMA systems. However, MC-CDMA offers a high
bit rate and high capacity transmission, and is one of the
most promising techniques for future mobile communica-
tions. Indeed, MC-CDMA is actually a fusion of CDMA
and OFDM techniques. MC-CDMA is an effective scheme
that reduces such problems as spectral limitation and dis-
tortions due to multipath channels.
The principle of MC-CDMA systems is that the multi-
carrier transmission combines with frequency domain
spreading, and the original data stream from a user is
spread with this user’s specific code, in this case the Walsh-
Hadamard code, in the frequency domain but not in the
time domain. Each symbol is transmitted simultaneously
in a number of subcarriers. However, in digital commu-
nication, synchronization between the transmitter and the
receiver is considered to constitute a major problem. Syn-
chronization errors cause the loss of orthogonality between
subcarriers and considerably degrade performance, espe-
cially when a large number of subcarriers exists, provoked
by wireless environments. There are many different prop-
agation paths caused by obstacles in the channels, such as
buildings, mountains and walls between the transmitter and
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receiver [8]–[9]. To compensate for the degradation of the
transmitter signal, it is necessary to identify the origin of
the distortion and to apply the equalization technique. In
this paper, we use the zero forcing (ZF) equalizer after
channel identification, to correct channel distortion. How-
ever, we have considered a practical frequency selective
fading channel, such as BRAN C [10]–[11] normalized for
MC-CDMA systems, exited by non-Gaussian sequences,
for different SNR and fixed data inputs. The performance
of the presented algorithm and equalizer is demonstrated
in terms of effectiveness of BRAN C channel identifica-
tion on the one hand, and BER degradation of downlink
MC-CDMA equalization on the other.
The remainder of the paper is organized as follows. The
problem is formulated in Section 2. The MC-CDMA sys-
tem and the equalizer used are described in Section 3. In
Section 4, an overview of the LMP algorithm is presented.
Numerical simulation results and analyses are considered
in Section 5. Finally, the study is concluded in Section 6.
2. Problem Formulation
The BRAN adaptive channel identification problem, as il-
lustrated in Fig. 1, is considered with a discrete time model.
One common application of such a solution is linked with
the use of adaptive filters to identify an unknown system,
such as the impulse response of an unknown communica-
tions channel.
Fig. 1. Adaptive system identification configuration.
Typically, a digital communication channel can be modeled
as a finite impulse response filter with an additive noise
source. Specifically, the received signal at sample n is:
z(n) =
L−1
∑
i=0
h(i)x(n− i)+w(n) , (1)
where:
h =
[
h0, h1, . . . , hL−1
]
and
x(n) =
[
x(n), x(n−1), . . . , x(n−L+1)]
denotes channel coefficient, with L size, and input signal
vector x(n), respectively. w(n) is additive Gaussian noise.
The impulse response of the system model is chosen to
minimize the mean square error.
For this system we assume that:
• the input sequence x(n) is independent and identically
distributed (i.i.d.) zero mean and non-Gaussian,
• the measurement noise sequence w(n) is as assumed
zero mean, i.i.d., Gaussian and independent of x(n)
with an unknown variance,
• the adaptive filter has the same number of taps as the
unknown system represented by h(n).
The problem statement is to identify the parameters of the
system h(n)(n=1, ...,L) using the LMP algorithm, for vari-
ous SNR levels and different thresholds p, in order to ex-
ploit these coefficients in an adaptive equalization prob-
lem. The purpose is to compensate the fading channel, in
MC-CDMA systems, in terms of the BER.
3. MC-CDMA System Description
3.1. MC-CDMA Systems
The MC-CDMA signal originates from the concatenation
of direct sequence spectrum spreading and multi-carrier
modulation operations. However, as it is the case with
the OFDM signal, the MC-CDMA signal can be gener-
ated by an inverse fast Fourier transform (IFFT) performed
on the spreading code chips. Thus, the choice of spread-
ing codes is fundamental. The complex symbol ai of each
user i is, firstly, multiplied by each chip ci,k of the Walsh-
Hadamard spreading code, and then applied to the modu-
lator of the multicarriers. Each subcarrier transmits an ele-
ment of information multiplied by a code chip of that sub-
carrier (an overview of MC-CDMA systems can be found
in [6], [12]–[14]).
Fig. 2. Transmitter of downlink MC-CDMA systems.
Figure 2 shows the MC-CDMA modulator in a scenario
where the spreading code has a length Lc equal to the num-
ber of subcarriers Np, based on the hypothesis of Lc being
equal to Np, and the expression of the signal transmitted at
the output of the modulator is given by:
x =
1√
Np
Ca , (2)
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where matrix C represents the spreading codes:
C =
[
c0,c1, . . . ,cNu−1
]
=


c0,0 . . . cNu−1,0
c0,1 . . . cNu−1,1
. . .
. . .
. . .
c0,Lc−1 . . . cNu−1,Lc−1


, (3)
where ci = [ci,0,ci,1, . . . ,ci,Lc−1]
T .
When Nu users are active, the multi-user downlink MC-
CDMA signal received at the input of the receiver, denoted
by r(t), is:
r(t) =
1√
Np
P−1
∑
p=0
Np−1
∑
k=0
Nu−1∑
i=0
×ℜ{βpejθpaici,ke2jpi( f0+k/Tc)(t−τp)}+n(t) . (4)
Fig. 3. Receiver of downlink MC-CDMA systems.
In Fig. 3 we represent the receiver for downlink MC-CDMA
systems. After equalization, the expression of the signal sk
is given in a vector form, by the following expression:
s = Gr = GHCa+Gn , (5)
where H = diag[h0, . . . ,hNp−1] represents the complex chan-
nel frequency response.
The matrix G = diag
[
g0, . . . , gNp−1
]
represents the diago-
nal matrix composed of the equalization of coefficients gk
equalization, or, in a scalar form, by:
sk = gkhk
(Nu−1∑
i=0
ci,kai
)
+gknk . (6)
After despreading and threshold detection, the data sym-
bol of the user detected corresponds to the sign of the
scalar produced between the vector of the received equal-
ized signals, s, and the user-specific spreading code i, cTi ,
that is:
âi =< c
T
i ,s >=
Np−1
∑
k=0
ci,ksk . (7)
Using Eqs. (6) and (7), the general expression of the symbol
detected for i user is given by the following equation:
âi =
Nu−1∑
q=0
Np−1
∑
k=0
ci,k(gkhkcq,kaq +gknk)
=
Np−1
∑
k=0
c2i,kgkhkai︸ ︷︷ ︸
U (i=q)
+
Nu−1∑
q=0
Np−1
∑
k=0
ci,kcq,kgkhkaq
︸ ︷︷ ︸
M (i6=q)
+
Np−1
∑
k=0
ci,kgknk︸ ︷︷ ︸
N
, (8)
where the terms U , M and N of Eq. (8) are, respectively,
the signal of the considered user, signals of other users
(multiple access interferences) and the noise pondered by
the equalization coefficient and by spreading the code of
the chip.
If we suppose that the spreading codes are orthogonal, i.e.:
cTi cq =
Np−1
∑
k=0
ci,kcq,k = 0 , ∀ i 6= q , (9)
Equation (8) will become:
âi =
Np−1
∑
k=0
c2i,kgkhkai︸ ︷︷ ︸
U
+
Np−1
∑
k=0
ci,kgknk︸ ︷︷ ︸
N
. (10)
The probability of binary error is written as [15]:
Pe = Pr
{
X < 0|ℜ(a) = +√Ea
}
=
1
2
erfc
(
E{X}√
2var{X}
)
, (11)
with X being the decision variable equal to ℜ(â) for a given
value of a.
The mean E(X) of the decision variable, conditional upon
hk is written as:
E{X}= ℜ
{Lc−1∑
k=0
c2i,kgkhk
}√
Ea
=
√
Ea
1
Lc
Lc−1∑
k=0
ℜ{gkhk} −→ 0
Lc→∞
, (12)
and the variance of the decision variable is:
Var{X}= E
[(Lc−1∑
k=0
ci,kℜ{gknk}
)2]
=
1
Lc
Lc−1∑
k=0
|gk|2
E{n2k}
2
. (13)
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The power PU of the information bearing component U is:
PU = E[UU∗] =
Lc−1
∑
k=0
|gkhk|2
L2c
σ2a . (14)
The power PN of the signal’s noise component is:
PN = E[NN∗] =
1
Lc
Lc−1∑
k=0
|gk|2σ2nk . (15)
The SNR of the MC-CDMA signal after despreading as
a function of the length of the spreading codes Lc is:
PU
PN
=
Lc−1
∑
k=0
|gkhk|2σ2a
Lc
Lc−1
∑
k=0
|gk|2σ2nk
. (16)
3.2. Equalization of MC-CDMA Systems using ZF
The goal of ZF is to minimize the peak distortion of the
equalized channel, i.e. the inverse of the channel is applied
to the received signal the restored signal is defined as:
gk =
1
hk
. (17)
The estimated received symbol, âi of symbol ai of the
user i is:
âi =
Np−1
∑
k=0
c2i,kai +
Np−1
∑
k=0
ci,k
1
hk
nk . (18)
The goal of equalization is to extract ai. After equalization
and despreading, SNR of the MC-CDMA signal obtained
in Eq. (16) reduces to:
PU
PN
=
σ2a
Lc−1
∑
k=0
1
|hk|2
σ2nk
. (19)
Determination of the subcarrier weighing coefficients is to
be performed adaptively, using the LMP algorithm and will
be described in Section 4.
4. Adaptive Identification using
LMP Algorithm
LMP [1], [3] is one of the most popular adaptive filtering
algorithms. With a proper p value, the LMP can outper-
form the traditional least mean square (LMS) (p = 2).
The cost function of the LMP algorithm is [1]:
LLMP = |e(n)|p = |z(n)−hT (n)x(n)|p , (20)
where p is a positive constant value. Furthermore, we
can keep the filter stable under impulsive noise conditions
when 1 < p < 2. Gradient descent methods can be used
to estimate the filter weights, and an iteration equation can
be derived as:
h(n+1) = h(n)−η ∂JLMP(n)
∂h(n)
= h(n)−η
[
−p|e(n)|p−1sign(e(n))x(n)
]
= h(n)+η p|e(n)|p−1sign(e(n))x(n), (21)
where µ = pη is the step size, and
sign(x) =


1 if x > 0
0 if x = 0
−1 if x < 0
. (22)
5. Simulation Results
Performance is evaluated using the normalized mean square
error (NMSE):
NMSE =
L
∑
i=1
[h(i)− ĥ(i)
h(i)
]2
, (23)
where ĥ(i) and h(i), i = 1, . . . , L, are the estimated and real
parameters, respectively, in each run.
Table 1 shows a summary of the real model of the BRAN C
channel identified using the LMP algorithm presented. The
length of this channel is L = 18.
Table 1
Delay and magnitudes of 18 targets of BRAN C channel
Delay τi [ns] Mag. Ai [dB] Delay τi [ns] Mag. Ai [dB]
0 –3.3 230 –3.0
10 –3.6 280 –4.4
20 –3.9 330 –5.9
30 –4.2 400 –5.3
50 0.0 490 –7.9
80 –0.9 600 –9.4
110 –1.7 730 –13.2
140 –2.6 880 –16.3
180 –1.5 1050 –21.2
5.1. Adaptive Identification of BRAN C Channel
Here, an adaptive algorithm, such as LMP is introduced for
system identification, It adjusts its coefficients to minimize
the mean square error between its output and the output of
an unknown system. The goal is to adapt the coefficients
of the filter to match, as closely as possible, the response
of an unknown BRAN C channel.
Figures 4, 5 and 6 represent the estimations of the BRAN C
parameters using LMP, where SNR = 0, 4 and 8 dB, re-
spectively, the data length of non-Gaussian signal input is
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Fig. 4. BRAN C channel identification performance versus pa-
rameter threshold p, for SNR = 0 dB.
Fig. 5. BRAN C channel identification performance versus pa-
rameter threshold p, for SNR = 4 dB.
Fig. 6. BRAN C channel identification performance versus pa-
rameter threshold p, for SNR = 8 dB.
N = 2048, and for 100 Monte Carlo runs, in order to study
the effect of the noise power on the estimated parameters.
The parameter, in numerical simulations, is set as µ = 0.01
and various thresholds p are applied.
In a very noisy environment (SNR = 0 dB), Gaussian noise
influenced the estimated parameters of the BRAN C chan-
nel model (Fig. 4). We would also like to point out a differ-
ence between the estimated and true BRAN C parameters,
which do not follow the real model in this SNR scenario.
Simulation results (Figs. 5 and 6) confirm better accuracy
levels, especially when SNR > 4 dB. However, the esti-
mated models, using the standard LMP algorithm, follow
the real model of the BRAN C channel and a minor dif-
ference is observed. For example, if SNR = 8 dB, we have
a perfect agreement between the estimated and measured
channel, using all algorithms considered.
Fig. 7. NMSE values as a function of SNR using the LMP
algorithms.
Figure 7 shows the performance of NMSE versus threshold
p values for different SNRs. This figure gives us a good
idea about the precision of these algorithms in terms of
NMSE defined in the Eq. (23). Indeed, in the interval of
0–6 dB, we can note that the standard LMP is more efficient
than the traditional LMS (p = 2), for all threshold p val-
ues, with LMP presenting a higher advantage (p = 1.4) than
other options within the interval in question. In addition,
Fig. 8. Estimated magnitude and phase of the BRAN C channel
when SNR = 0 dB and N = 2048.
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for SNR higher than 6 dB, we observe that the traditional
LMS becomes more effective compared to the LMP algo-
rithm. In conclusion, LMP (p = 1.4) is very adequate in
a noisy environment 0 dB≤ SNR≤ 6 dB. If SNR > 6 dB,
we have a minor difference between NMSE obtained using
LMP (p = 1.4) and that obtained using LMS.
Fig. 9. Estimated magnitude and phase of the BRAN C channel
when SNR = 8 dB and N = 2048.
In order to test accuracy in the frequency domain, we rep-
resent – in Figs. 8 and 9 – the estimation magnitude and the
phase of the impulse response of BRAN C radio channel,
for SNR = 0 dB and SNR = 8 dB, respectively, for various
thresholds p. From these figures we can conclude that:
• for a high noise environment (SNR = 0 dB), the es-
timated magnitude and phase follow the real model
of BRAN C channel, with a certain difference,
• for SNR≥ 8 dB, the estimated magnitude and phase
converge with the real model, with the highest accu-
racy value.
5.2. Adaptive Equalization of MC-CDMA Systems
As far as the problem of adaptive equalization is concerned,
we use the ZF equalizer technique after channel identifi-
cation to correct channel distortion. The performance is
evaluated in terms of BER.
In Fig. 10 we represent the BER estimation of the BRAN C
radio channel using the ZF equalizer in MC-CDMA sys-
tems, for different SNRs and various thresholds p of the
LMP algorithm.
BER simulation for various SNRs differing from 0 to
14 dB, demonstrates that the BER estimated using LMP
(p = 1.4) and LMS algorithms is more precise and offers
better results than in the case of the LMP algorithm. How-
ever, if SNR ≥ 14 dB and LMP (p = 1.4) and LMS al-
gorithms are used, we obtain a 1 bit error if 104 bits are
Fig. 10. BER of the estimated and measured BRAN C channel,
for different SNR and various thresholds p.
received. In the other case (p = 1.2, 1.6 and 1.8), we obtain
a 1 bit error if 103 bits are received, which is an advantage
over LMP (p = 1.6).
6. Conclusion
In this paper, the BRAN channel identification problem
and downlink MC-CDMA equalization have been investi-
gated. We have presented an overview of the LMP algo-
rithm. To illustrate identification performance, we applied
this algorithm to the BRAN C channel model for various
thresholds p and different SNRs. According to the results
of numerical simulations, it has been demonstrated that
LMP (p = 1.4) is preferred in a very noise environment
(0 dB ≤ SNR ≤ 6 dB), and is more efficient than tradi-
tional LMS (p = 2) for all thresholds p. Furthermore, where
SNR > 6 dB, the LMS algorithm becomes more efficient
than LMP with a minor difference, principally in the case
of p = 1.4. These interesting, identification-related results
encouraged us to exploit the estimated BRAN C chan-
nel coefficients in the context of adaptive equalization for
MC-CDMA systems. Indeed, we have used the ZF equal-
izer to reduce BER. The results obtained here prove that
BER rates estimated using LMP (p = 1.4) and LMS algo-
rithms are similar and more precise than other cases involv-
ing the use of the LMP algorithm, and, thus, the objective
assumed has been reached.
References
[1] W. Ma, B. Chen, H. Qu, and J. Zhao, “Sparse least mean p-power al-
gorithms for channel estimation in the presence of impulsive noise”,
Signal, Image and Video Process., vol. 10, no. 3, pp. 503–510, 2016
(doi: 10.1007/s11760-015-0757-5).
[2] G. Gui, W. Peng, and F. Adachi, “Adaptive system identification
using robust LMS/F algorithm”, Int. J. of Commun. Syst., vol. 27,
no. 11, pp. 2956–2963, 2014 (doi: 10.1002/dac.2517).
28
Using Least Mean p-Power Algorithm to Correct Channel Distortion in MC-CDMA Systems
[3] S. C. Pei and C. C. Tseng, “Least mean p-power error criterion for
adaptive FIR filter”, IEEE J. on Selec. Areas in Commun., vol. 12,
no. 9, pp. 1540–1547, 1994 (doi: 10.1109/49.339922).
[4] W. Ma, H. Qu, J. Zhao, B. Chen, and G. Gui, “Sparsity aware
normalized least mean p-power algorithms with correntropy in-
duced metric penalty”, in IEEE Int. Conf. on Digit. Signal Pro-
ces. DSP 2015, Singapore, Singapore, 2015, pp. 638–642 (doi:
10.1109/ICDSP.2015.7251952).
[5] M. L. Aliyu, M. A. Alkassim, and M. S. Salman, “A p-norm variable
step-size LMS algorithm for sparse system identification”, Signal,
Image and Video Process., vol. 9, no. 7, pp. 1559–1565, 2015 (doi:
10.1007/s11760-013-0610-7).
[6] M. Zidane, S. Safi, M. Sabri, A. Boumezzough, and M. Frikel,
“Adaptive algorithms versus higher order cumulants for identification
and equalization of MC-CDMA”, J. of Telecommun. and Inform.
Technol., no. 3, pp. 53–62, 2014.
[7] N. Ishibushi, Y. Kajikawa, and S. Miyoshi, “Statistical-mechanical
analysis of LMS algorithm for time-varying unknown system”, J. of
the Phys. Society of Japan, vol. 86, no. 2, ID: 024803, 2017 (doi:
10.7566/JPSJ.86.024803).
[8] N. Yee, J.-P. M. G. Linnartz, and G. Fettweis, “Multi-Carrier-CDMA
in indoor wireless networks”, in Proc. Int. Symp. on Pers., Indoor,
and Mob. Radio Commun. PIMRC 1993, Yokohama, Japan, 1993,
pp. 109–113.
[9] M. Frikel, B. Targui, M. M’Saad, and F. Hamon, “Adaptive equal-
ization using controlled equal gain combining for uplink/downlink
MC-CDMA systems, Int. J. of Signal Process., vol. 4, no. 3,
pp. 230–237, 2008.
[10] “Broadband Radio Access Networks (BRAN); High Performance
Radio Logical Area Network (HIPERLAN) Type 2; Requirements
and architectures for wireless broadband access”, ETSI, Jan. 1999.
[11] “Broadband Radio Access Networks (BRAN); HIPERLAN Type 2;
Physical Layer”, ETSI, Dec. 2001.
[12] M. Zidane, S. Safi, and M. Sabri, “Compensation of fading channels
using partial combining equalizer in MC–CDMA Systems”, J. of
Telecommun. and Inform. Technol., no. 1, pp. 5–11, 2017.
[13] M. Zidane, S. Safi, M. Sabri, and A. Boumezzough, “Identifica-
tion and equalization using higher order cumulants in MC-CDMA
systems”, in Proc. 5th Worksh. on Codes, Cryptography and Com-
mun. Syst. WCCCS 2014, El Jadida, Morocco, 2014, pp. 81–85 (doi:
10.1109/WCCCS.2014.7107925).
[14] M. Zidane, S. Safi, M. Sabri, A. Boumezzough, and M. Frikel,
“Broadband radio access network channel identification and down-
link MC-CDMA equalization”, Int. J. of Energy, Inform. and Com-
mun., vol. 5, no. 2, pp. 13-34, 2014
(doi: 10.14257/ijeic.2014.5.2.02).
[15] J. Y. Baudais, “E´tude des modulations a` porteuses multiples et
a` spectre e´tale´: analyse et optimisation”, Doctoral dissertation, INSA
de Rennes, France, 2001 (in French).
Mohammed Zidane received
his M.Sc. degree in Electronic
Engineering from the Faculty
of Science and Techniques Sul-
tan Moulay Slimane Univer-
sity, Beni Mellal, Morocco, his
M.Sc. degree in Optoelectron-
ics and Laser Instrumentation
from the Faculty of Science and
Techniques Hassan First Uni-
versity, Settat, Morocco, and his
Ph.D. in Signal Processing and Telecommunications from
Sultan Moulay Slimane University, Beni Mellal, Morocco.
His research interests include digital communications and
signal processing, linear and non-linear broadband radio
access network (BRAN) channels identification, higher
order statistics, blind identification and equalization in
MC-CDMA systems – the subjects on which he has pub-
lished 9 journal and 4 conference papers.
E-mail: zidane.ilco@gmail.com
Department of Physics
Faculty of Sciences and Techniques
Sultan Moulay Slimane University
PO box 523, Beni Mellal, Morocco
Said Safi received his B.Sc. de-
gree in Physics (option Elec-
tronics) from Cadi Ayyad Uni-
versity, Marrakech, Morocco in
1995, M.Sc. and Doctorate de-
grees from Chouaib Doukkali
University and Cadi Ayyad Uni-
verrsity, in 1997 and 2002, re-
spectively. He was a Profes-
sor of Information Theory and
Telecommunication Systems at
the National School for Applied Sciences, Tangier, Mo-
rocco, from 2003 to 2005. Since 2006, he has been a Pro-
fessor of Applied Mathematics and Programming at the
Faculty of Science and Technics, Beni Mellal, Morocco.
In 2008 he received his Ph.D. degree in Telecommunica-
tion and Informatics from the Cadi Ayyad University. His
general interests span the areas of communications and sig-
nal processing, estimation, time-series analysis and system
identification – subjects on which he has published 14 jour-
nal and more than 60 conference papers. His current re-
search topics focus on transmitter and receiver diversity
techniques for single- and multi-user fading communication
channels, and wide-band wireless communication systems.
E-mail: safi.said@gmail.com
Department of Mathematics and Informatics
Sultan Moulay Slimane University
PO box 592, Sultan Beni Mellal, Morocco
Mohamed Sabri received his
Ph.D. degree in Signal Pro-
cessing and Telecommunica-
tions, from Rennes I University,
France. His current research
interests include evolution of
communication networks, hu-
man face detection and recog-
nition. He is currently working
as a Professor at the Department
of Physics, Faculty of Sciences
and Techniques, University of Sultan Moulay Slimane, Beni
Mellal, Morocco.
E-mail: sipt03@yahoo.fr
Department of Physics
Faculty of Sciences and Techniques
Sultan Moulay Slimane University
PO box 523, Beni Mellal, Morocco
29
Mohammed Zidane, Said Safi, Mohamed Sabri, and Miloud Frikel
Miloud Frikel received his
Ph.D. degree from the center
of mathematics and scientific
computation CNRS URA 2053,
France, in array processing.
Currently, he is with the
GREYC laboratory and the
ENSICAEN, as Assistant Pro-
fessor. Between 1998 and
2003 he was with the Signal
Processing Lab, Institute for
Systems and Robotics, Institute Superior Tecnico, Lisbon,
as a researcher in the field of wireless location and
statistical array processing. Later he worked as a research
engineer for a software company in Munich, Germany,
and was an employee of the Institute for Circuit and
Signal Processing of the Technical University of Munich,
Germany. Mr. Frikel’s research interests span several
areas, including statistical signal and array processing,
cellular geolocation (wireless location), space-time coding,
direction finding and source localization, blind channel
identification for wireless communication systems, and
MC-CDMA systems.
E-mail: mfrikel@greyc.ensicaen.fr
GREYC UMR 6072 CNRS
ENSICAEN
6, B. Mare´chal Juin
14050 Caen, France
30
Paper Interference Management using
Power Control for Device-to-Device
Communication in Future
Cellular Network
Toha Ardi Nugraha, Muhammad Putra Pamungkas, and Anna Nur Nazilah Chamim
Department of Electrical Engineering, Universitas Muhammadiyah Yogyakarta, Yogyakarta, Indonesia
https://doi.org/10.26636/jtit.2018.125418
Abstract—There are many scenarios that have been proposed
for fifth generation (5G) networks. Some of them, if imple-
mented, will bring fundamental changes at the architectural
and node level. One example of such proposed technologies
is device-to-device (D2D) communications which will change
the nature of conventional cellular network design. D2D per-
mits direct communication between two or more user devices
without intervention of the base station (i.e. eNB). D2D can
ensure network performance improvement over the traditional
cellular network, because it can oﬄoad the mobile data traf-
fic from the other devices. However, applying D2D features in
a cellular network will bring about more complex interference
problems, since D2D communication uses the same band as its
underlying cellular communication network. The aim of this
research is to investigate interference-related problems caused
by D2D communications, affecting the underlying cellular net-
works, during downlink and uplink transmissions. The paper
examines the use of power control methods to mitigate inter-
ference. A comparison is offered between fixed power level
(FC) with or without power control, and adaptive power con-
trols using two methods (AC1 and AC2), on a base station or
on each of the D2D devices, based on the measured signal to
interference plus noise ratio (SINR). The simulation results
show that both power control methods contribute to improve-
ment of network performance. AC1 and AC2 can improve
SINR by about 1 dB and 0.5 dB compared to FC in a down-
link transmission, and by 0.5 dB in an uplink transmission.
Keywords—cellular network, device-to-device communication,
interference management, power control.
1. Introduction
There are many concepts, design criteria and scenarios that
have been proposed for fifth generation (5G) cellular net-
works. Some of them, if implemented, will bring about
fundamental changes at the architectural and node level.
One example of such proposed technologies is device-to-
device (D2D) communications [1]. D2D is a new feature
for future cellular systems. In conventional cellular net-
works, each device or user equipment (UE) communicates
directly with the base station (BS) via downlink (DL) and
uplink (UL) paths [2]. The infrastructure of cellular net-
works will be changed in the new system. D2D permits
direct communication between two user devices, without
using the BS. D2D can improve performance of a tradi-
tional cellular network, due to D2D oﬄoading the mobile
data traffic from other devices.
Some researches has already been performed to investi-
gate D2D communication in a cellular network [3]. Since
no D2D standard has been proposed for 5G systems yet,
the D2D model remains widely open [4]. However, D2D
communications may results in cellular networks suffering
from interference-related problems, as D2D communication
shares the same frequency band as its underlying cellular
network. Therefore, interference management aiming to
reduce the adverse effects is crucial.
Many studies have been performed to investigate D2D’s
underlying cellular networks, and to assess various aspects
related to coverage [5], [6]. One of the solutions adopted to
manage interference-related problems is to separate the fre-
quency allocation for D2D communications and macro cell
communications, as presented in [7], [8]. However, limi-
tation of the frequency spectrum is a common and serious
problem, because of numerous devices staying on within
a macro cell cellular network [9]. One of the solutions is
to use a different frequency for each device, but this scheme
is less effective, because in areas in which D2D communi-
cation is not used frequently, frequency domain allocated
to D2D communications will be wasted.
In order to solve the frequency spectrum allocation prob-
lems, paper [10] proposes a shared/dedicated resource allo-
cation method for D2D communications using underlying
cellular networks. Therefore, some researchers have made
proposed other solutions to manage the interference-related
problems occurring within the same frequency spectrum
for D2D communication, by implementing power control
methods, e.g. [11]. This paper proposes a random network
model for a D2D underlying cellular system using stochastic
geometry, as well as developed centralized and distributed
power control algorithms, but this method turned out to be
very complex. Paper [12] investigated joint resource allo-
cation and power control for D2D communications and the
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Fig. 1. Downlink and uplink transmissions of cellular network with D2D deployed in the single macro cell scenario: (a) first analyzed
scenario, (b) second case.
underlying cellular networks, and the result focused on op-
timizing energy efficiency (EE) of D2D communications.
The other method implemented the adaptive power control
method [13]. In that paper, the simulation focused solely
on DL transmissions. Another paper [14] also investigated
D2D communication within an underlying cellular system,
but only focused on UL transmissions.
The objective of this research is to manage interference-
related problems in D2D communications and underlying
cellular networks, affecting both types of transmissions, i.e.
DL and UL. This research proposes the use of power control
methods to mitigate interference in both directions. The
methods compare two schemes, i.e. fixed power level (FC)
and adaptive power controls (AC1 and AC2). The methods
are implemented on BS or on D2D UE, based on the signal
to interference plus noise ratio (SINR) measured in each
device.
The rest of the paper is organized as follows. Section 2
describes the system models. Section 3 verifies the model
proposed by using simulation results. Finally, Section 4
summarizes the conclusions and described further work
required.
2. System Model
This research simulates a single macro cell in a cellular net-
works system, implementing some user devices to establish
D2D communication. The simulations investigate the im-
plementation of power control methods in both types of
transmission, i.e. downlink and uplink transmissions used
within D2D communication’s underlying macro cell cover-
age. The simulation assumes also that D2D communica-
tions uses the same frequency spectrum as is used in the
macro cell. Therefore, interference between each devices
and the base station should be the main problem encoun-
tered.
In the first scenario, the simulation investigates the prob-
lem of interference caused DL signal sent from D2D UE
(D2DT) to the macro cell’s receiver MUE. A number of
D2D communications will interfere with the MUE that is
being served by the macro cell. The SINR distribution of
MUE will be analyzed. This first scenario is shown in
Fig. 1a. The second scenario analyzes the impact of inter-
ference on the receiver of the macro cell, caused by uplink
interference of the devices, as presented in Fig. 1b.
For the first scenario, let PT M be the transmit power of
the macro cell. Then, PDLR MUE is the power received at the
receiver side (at the MUE that desires to receive the of the
signal) can be formulated as [13]:
PDLR MUE = PT M .GT M , (1)
where PT M is the transmit power of the macro cell and
GT M is the channel gain from the macro cell to MUE. For
simulating GT M, the Eq. (1) can be used as:
GT M = PLM.hM , (2)
where PLM is the propagation loss between the macro cell
and MUE, and hM is the channel’s small scale fading fac-
tor from the macro cell to MUE. However, this research
does not take into account the effect of small scale fading.
Therefore, it characterizes only the propagation loss caused
by the distance between the transmitter and the receiver.
In this system, PT M .GT M means the received signal power
at the distance d. Since this paper does not consider the ef-
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fect of small scale fading, GT M could be denoted as a prop-
agation model. This paper adopts the propagation model
formulated in [9] and [15].
This formula describes the path-loss link between pieces of
user equipment, which calculates the propagation loss from
D2D UE/D2DT of D2DR and MUE to the macro cell or
vice versa:
PLM [dB] = 128.1+37.6 logd[km] , (3)
and this equation reflects D2D links and calculates the
link propagation level between the transmitter of D2D UE
(D2DT) and the receiver of D2D UE (D2DR):
PlD2D[dB] = 148+40 logd [km] , (4)
where PlD2D is the propagation loss from UE (D2D equip-
ment or MUE) to the macro cell or vice versa), PlD2D is
propagation loss from D2D communication pairs between
D2DT and D2DR, and d is the distance between the trans-
mitter and the receiver in km.
In a DL transmission, the signal quality of MUE is mea-
sured by SINR:
SINRDLMUE1,M =
PDLR MUE
rd(k)PD2DTk ,MUE1 .GD2DTk ,MUE1 +N
, (5)
where SINRMUE1 is the SINR values on MUE with the sig-
nal received from the macro cell. PDLR MUE is the received
power at MUE for the desired signal from the macro cell.
rd(k) is the equality indicator used for downlink resources,
0 and 1 are for the different and same resource used, re-
spectively [13]. GD2DTk ,MUE1 is the channel gain between
D2DT that interferes and MUE, and N is the power of
system noise.
PDLR MUE can be calculated using Eq. (1) and the interference
from D2DRK that uses the same frequency resource as the
cellular networks can be formulated using Eq. (1), by re-
placing eNB indices with those for the transmitter, and the
MUE1 indices remain the same as those of the receiver
serving as the terminal under observation. As mentioned
earlier, this paper does not consider the small scale fading
factor and the same assumption applies to the link between
D2DT and MUE.
In UL, SINR measured on eNB can be calculated as:
SINRULeNB1,M =
PULR eNB
rd(k)PD2DRk,MUE1 .GD2DRk,MUE1 +N
, (6)
where SINRMUB1 is the SINR values on eNB receiver with
the signal received from the MUE transmitter. PULR MUE is
the received power at eNB. GD2DRk,MUE1 is the channel gain
between D2D and N is the power of system noise.
2.1. Power Control
The power control method is implemented on both sides:
D2D and the cellular network. This paper considers
interference-related problems affecting cellular communi-
cation first. In the case of D2D communication, all equa-
tions presented in the following descriptions apply, with the
indices replaced accordingly.
In order to reduce interference, the transmit power of the
desired transmitter, i.e. eNB in this case, may be adjusted.
The transmit power of the eNB macro cell, PT M is estab-
lished in the numerator of Eq. (5). The transmit power
of the desired transmitter, at the frame transmission time,
PT M(ti) will be adjusted at the next time of frame trans-
mission, producing a new transmit power value PT M(ti+1).
This paper uses γ as a parameter of the TX power con-
trol method change occurring at the next frame transmis-
sion and based on the estimated value of current time of
SINR(SINRest(ti)).SINRest(ti) will be compared with the
predetermined SINRtar value. Based on this argument, this
paper introduces a k parameter, to indicate whether the
value of γ will increase the transmit power or decrease the
transmit power or whether the same transmit power will be
kept for the next time of frame transmission. The general
expression of PT M(ti+1) can be written as:
PT M(ti+1) = PT M(ti)+ k.γ . (7)
The value of k will be determined according to the
SINR(ti). In this case, there are three likely conditions
of SINRest(ti) [13]:
• first, if SINRest is smaller than SINRtar, then k will
be a positive value,
• second, if SINRest is same as SINRtar, then k will be
equal to 0,
• third, if SINRest is greater than SINRtar, then k will
be a negative value.
The exact values of k and γ depend on the power control
method that is going to be applied. This paper uses two
power control methods: AC1 and AC2. The manner in
which the values of k and γ impact the two power control
methods is explained later on in this section.
And then, another scenario has to be met by the power
control method. The value of PT M(ti+1) in Eq. (7) must
not exceed the value of maximum and must not be lower
the minimum transmit power of eNB, i.e. Pmax and Pmin,
respectively. Then, the final value of PT M(ti+1) at the next
frame transmission using the output of the power control
method will be determined based on the expression below.
To avoid the confusion, PT M(ti+1) that is formulated in
Eq. (7) is re-denoted as PT M(ti+1):
PT M(ti+1)
=


min
{
P∗T M(ti+1), Pmax
}
if SINRest(ti)<SINRtar
P∗T M(ti+1) if SINRest(ti)=SINRtar
max
{
P∗T M(ti+1), Pmin
}
if SINRest(ti)>SINRtar
. (8)
Equation (8) will guarantee that the power output of the
power control methods will be within the permitted transmit
power limits of UE (MUE and D2DT) and eNB.
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2.2. AC1 Power Control
The AC1 power scheme procedure is simple and can be
implemented easily in practice. As in [13], the paper has
applied this power control method to a two-tier hetero-
geneous (femto-cell and macro cell) network. AC1 uses
a fixed value for multiplication of k and γ . The value of γ
is set to be a constant and is a simulation parameter. The
value of k, in turn, depend on the values of SINRest(ti), as
explained earlier, and can be expressed as:
k =


+2 if SINRest (ti) < SINRtar
0 if SINRest (ti) = SINRtar
−2 if SINRest (ti) > SINRtar
. (9)
2.3. AC2 Power Control
This research uses the different values of multiplication be-
tween k and γ in order to increase or decrease the transmit
power in the AC2 power control method:
k =


+3 if SINRest (ti) < SINRtar
0 if SINRest (ti) = SINRtar
−3 if SINRest (ti) > SINRtar
, (10)
The different values of k when SINRest(ti) < SINRtar and
SINRest(ti) > SINRtar are intended to affect the controlled
transmit power when it is increased or decreased.
The γ is based on the average received interference power at
the observed terminal (D2D UE). Calculation of the average
interference power is based on the moving average method,
as illustrated in Fig. 1a-b. The shift register is used to store
the interference power detected at the observed terminal
(MUE or eNB). Then, the average value of interference
power is:
flI = 1
n
n
∑
i=1
Ii . (11)
Then, γ is calculated:
γ = |PTM (ti)− flI| . (12)
SINR values at the MUE for DL and eNB for UL trans-
mission are analyzed through simulation.
3. Simulation Results
This paper presents some simulations investigating inter-
ference management by considering D2D communication
in an underlying cellular network BS. A single macro cell
is considered with the position of eNB base station at the
center of the macro cell network, as discussed earlier. This
simulation is set up to randomize the location of D2D de-
vices 10 times in each simulation, throughout the macro
cell network’s coverage.
Table 1 shows the values of simulation parameters. The
maximum and minimum transmit power of eNB and D2D
equipment are set to 46 dBm and 26 dBm, respectively.
The macro cell radius of eNB is set up to 900 m, which is
Table 1
Simulation parameters
Parameter Value
Number of macro cell networks 1
Macro cell network radius 1000 m
Radius DUE (D2DT to D2DR) 100 m
Macro cell TX power (maximum) 46 dBm
UE TX power (maximum) 26 dBm
Frequency carrier 1800 MHz
Antenna pattern Omni-directional
Channel bandwidth 10 MHz
Number of transmitters 1
Number of receivers 1
White noise spectral density –174 dBm/Hz
Radius MUE to macro cell 0 s.d. 600 m
Radius D2DT to macro cell 600 s.d. 900 m
typical of a cellular network in an urban area. In a cell
edge situation, UL transmit power will be a big problem if
each device uses the same frequency band, since devices
that are far away from its pair will maximize the power
level to maintain the communication link.
This simulation divides the coverage of the macro cell into
two areas, cell center (0–600 m) and cell edge (600–900 m).
The distance is measured from the base station eNB. For
evaluating interference in DL and UL transmissions in this
paper, both MUE and D2D devices pairs are randomly de-
ployed at the edge of the cell (600–900 m). The system
bandwidth is set to 10 MHz and the system noise is set to
–174 dBm/Hz. The value of γ for AC1 is set to be 2 dB,
and the SINR target is set to 0 dB, which corresponds to
a SINR value typical for data traffic. Note that these ex-
periments used software simulation and were repeated for
10 times. The average simulation results are shown in the
graph.
Fig. 2. Simulations of a single cellular network (eNB) with D2D
deployment.
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The first scenario investigates the power control scheme to
manage SINR in a DL transmission. In this case, eNB in
the center of a macro cell sends the signal to the MUE
device, while D2D equipment (as D2DT) also transmits
the signal to another piece of D2D equipment (D2DR).
So, the transmission signal from D2DT will interfere with
MUE. This scenario uses QoS parameters, such as level
of SINR in the receiver part, measured on MUE devices
in DL [16].
The second scenario involved an UL transmission, where
MUE transmitted an UL signal to eNB, while D2DR equip-
ment also transmitted a signal to D2DT equipment. So,
the D2DR transmission signal interfered with the MUE
signal uplink to eNB. This scheme utilized the same QoS
parameters as used on the base station eNB in the first
scheme.
Figure 2 shows the simulation scenario using a cellular net-
work system with an eNB as a macro cell, MUE equipment
and the number of D2D pairs increased to 100 devices. In
a DL transmission, as shown in Fig. 3, the increased num-
ber of pieces of D2D equipment could decrease the SYS-
TEM’s performance. With UE only, SINR values achieved
approximately 30 dB for every power transmit method,
without AC1 or AC2. If the number of D2D pairs was
increased to 50, SINR dropped to about 25.5 dB, 25 dB,
and 24 for AC1, AC2, and without power control (PC) or
fixed power level (FC), respectively.
Fig. 3. SINR downlink values measured in a MUE as the
number of increased D2D pairs, under a single cell scenario of
a macro cell network without power control and with adaptive
power control.
Figure 4 shows the result of UL transmission simulation. In
this result, the increased number of pieces of D2D equip-
ment also could decrease the system’s performance. It can
be noticed in Fig. 4 that when there is no interference
at MUE, SINR achieves up to 18 dB for systems with-
out PC, with AC1 and AC2 methods, respectively. When
the number of D2D pairs equals 50 devices, SINR drops to
about 2 dB and less than 0 when 100 D2D pairs are used
without PC. With AC1 and AC2 implemented, SINR
Fig. 4. SINR uplink values measured in eNB as the number
of increased D2D pairs under a single cell scenario of a macro
cell network with MUE, without power control and with AC1 and
AC2 adaptive power control.
dropped to about 3.5 dB for both schemes and remained
at above 0 when D2D communication setup involved 100
pairs within a macro cell network.
Based on those simulations, it can be noticed that AC1 and
AC2 methods are capable of managing SINR performance,
as shown in Figs. 3–4. These power control methods could
work because the transmitter of each device adjusts the
transmit power according to the estimated SINR and inter-
ference values. In summary, based on the result shown in
Fig. 4, these power control methods can only manage up
to 100 D2D pairs to ensure SINR level of up to 0 dB.
4. Conclusion
This paper investigates different power control methods
used to mitigate interference between two or more user
devices, with the number of D2D pairs equaling up to 100.
The decision whether to increase or decrease the power
level on BS or on the transmitter of the D2D pair is based
on the estimated current SINR. The power control methods
may be divided based on two aspects. The first of them
is based on the fixed power level or uses no power control
to manage the power level of the transmitter. The second
uses adaptive power controls with two schemes (AC1 and
AC2). Based on the measured SINR, the simulation results
show that both power control methods contribute to man-
aging SINR and network performance. AC1 and AC2 can
improve SINR by up to 1 dB in each method compared to
FC in both DL and UL transmissions.
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Abstract—In this paper, a new technique for constructing low
density parity check codes based on the Hankel matrix and
circulant permutation matrices is proposed. The new codes
are exempt of any cycle of length 4. To ensure that parity
check bits can be recursively calculated with linear compu-
tational complexity, a dual-diagonal structure is applied to
the parity check matrices of those codes. The proposed codes
provide a very low encoding complexity and reduce the stored
memory of the matrix H in which this matrix can be eas-
ily implemented comparing to others codes used in channel
coding. The new LDPC codes are compared, by simulation,
with uncoded bi-phase shift keying (BPSK). The result shows
that the proposed codes perform very well over additive white
Gaussian noise (AWGN) channels.
Keywords—dual diagonal matrix, error correcting codes, girth,
Hankel matrix, low density parity check codes.
1. Introduction
The field of error correcting codes was developed by in-
troducing them into iterative decoding [1]. Nowadays, low
density parity check (LDPC) codes are considered to the
best solution, thanks to their considerable importance in er-
ror correcting performance and possibility to be represented
by a specific parity check binary matrix M×N [2], [3].
The Tanner graph is a bipartite graph with two sets, i.e.
the columns and the rows are depicted as follows: columns
represent variable nodes, and rows represent check nodes.
The edge is a connection between these two sets [4]. A cy-
cle in the Tanner graph is defined as the path which starts
and ends at the same node. If a cycle of this graph is consid-
ered, the minimum length of such a cycle is called girth [4].
LDPC codes are classified into two classes: regular, if the
number of 1s in each row and column is constant, and
irregular, if it varies [5], [6].
In this context, we present a special class of LDPC codes
which benefit from low-complexity of decoding implemen-
tations due to the absence of cycle of length 4. Such a pro-
posed construction has the following advantages:
• the proposed method guarantees that the construct-
ing matrix avoids any cycles of length 4, which is
essential for decoding simplicity,
• this method uses the permutation matrix, which
makes the implementation easier, i.e. reduces the
number of logical gates required and uses simple shift
registers,
• a dual diagonal structure is applied to the parity
check matrix of those codes, which ensures that par-
ity check bits can be recursively implemented with
linear computational complexity [7], [8].
The remainder of this paper is organized as follows. In
Section 2, a description of the Hankel matrix and several
conditions required to avoid a girth of length 4 is given.
Section 3 presents the encoding concept and shows the
advantages of the proposed construction of LDPC codes.
Section 4 discusses the simulation results and, finally, Sec-
tion 5 is devoted to conclusions.
2. Proposed Construction of Matrix
Girth is one of the most important keys that affect the per-
formance of LDPC codes [1], [9]. Recent research indicates
that small cycles affect the decoding complexity of these
codes. Therefore, research on the construction of LDPC
codes with a comparatively large girth, e.g. greater than 4,
is still valuable for practical applications [6].
Let H be the parity check matrix M×N size, where M is
the number of rows and N is the number of columns. It
can be represented in the following form:
H = [H1 H2] . (1)
H2 is a dual diagonal matrix of size M×M, which ensures
that parity check bits can be recursively calculated with
linear computational complexity [7], [8]. The proposed
matrix H1 is of the square type, with M×M size and can
be constructed as follows.
First, we use the Hankel matrix [10] where its elements
(indexes) are:
ai, j = i+ j−1 , (2)
where i, j are the numbers of rows and columns respec-
tively.
The structure of the Hankel matrix of size m×m [2] is:
Ha =


1 2 . . . m
2 3 . . . m+1
...
...
. . .
...
m m+1 . . . 2m−1

 , (3)
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with M = m× (m−1) and m restricted to an even number,
greater than 2.
Next, by applying the process of symmetry in relation to
an ascending diagonal m of matrix Ha a new Hb matrix is
obtained:
Hb =


1 2 . . . m
2 3 . . . m−1
...
...
. . .
...
m m−1 . . . 1

 . (4)
We also construct matrix Hb having the elements of ai, j,1≤
i≤ m and 1≤ j ≤ m, and defined by:
ai, j =
{
ai, j of Ha if i+ j ≤ m+1
a(m+1)−i,(m+1)− j otherwise
. (5)
An example is given to clarify the analysis, with m = 4,
Hb is:
Hb =


1 2 3 4
2 3 4 3
3 4 3 2
4 3 2 1

 .
Each index of matrix Hb is assigned by sub-permutation
matrices of size (m− 1)× (m− 1), and all indexes with
a value equal to m are replaced by a zero matrix of size
(m−1)× (m−1).
For m = 4, the sub-permutation matrices are given as fol-
lows. The sub-matrix of index ‘1’ is an identity matrix.
‘1’ =


1 0 0
0 1 0
0 0 1


The sub-matrix of index ‘2’ is a sub-identity matrix per-
muted once to the right.
‘2’ =


0 1 0
0 0 1
1 0 0


The sub-matrix of index ‘3’ is a sub-identity matrix per-
muted twice to the right.
‘3’ =


0 0 1
1 0 0
0 1 0


The sub-matrix of index ‘4’ is a zero matrix.
‘4’ =


0 0 0
0 0 0
0 0 0


To avoid repeating the sub-matrices in matrix Hb, a choice
of their size was performed.
A new matrix noted Hc is obtained as:
Hc =


1 0 0 0 1 0 0 0 1 0 0 0
0 1 0 0 0 1 1 0 0 0 0 0
0 0 1 1 0 0 0 1 0 0 0 0
0 1 0 0 0 1 0 0 0 0 0 1
0 0 1 1 0 0 0 0 0 1 0 0
1 0 0 0 1 0 0 0 0 0 1 0
0 0 1 0 0 0 0 0 1 0 1 0
1 0 0 0 0 0 1 0 0 0 0 1
0 1 0 0 0 0 0 1 0 1 0 0
0 0 0 0 0 1 0 1 0 1 0 0
0 0 0 1 0 0 0 0 1 0 1 0
0 0 0 0 1 0 1 0 0 0 0 1


Many cycles of length 4 are included in Hc as depicted in
the Tanner graph and shown in Fig. 1: Now, we can easily
Fig. 1. The Tanner graph of Hc(12,3,3).
construct matrix H1 from Hc by applying the principle
of activation on matrix Hb and using only two indexes
(x and y) of matrix Hc.
The sum of these two indexes is equal to the index which
is situated on the ascending diagonal m, by applying:
x+ y = m , (6)
with x, y and m being the indexes of permutation matrices.
For example, when m = 4, there are two combinations. This
means that we can activate the indexes (x = 1 with y = 3),
which helps obtain matrix H1.
H1 =


1 0 0 0 0 0 0 0 1 0 0 0
0 1 0 0 0 0 1 0 0 0 0 0
0 0 1 0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 1
0 0 0 1 0 0 0 0 0 1 0 0
0 0 0 0 1 0 0 0 0 0 1 0
0 0 1 0 0 0 0 0 1 0 0 0
1 0 0 0 0 0 1 0 0 0 0 0
0 1 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0 1 0 0
0 0 0 1 0 0 0 0 0 0 1 0
0 0 0 0 1 0 0 0 0 0 0 1


Hence, the matrix H can be represented as:
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H =


1 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 1 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 1 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 1 0 0 1 1 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 1 1 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 1 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0
1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0
0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0
0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 1 0 0
0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 1 0
0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 1


3. Encoding Concept
Gallager has shown that codes of column-weight-two have
a minimum distance increasing logarithmically with code
length, compared to a linear increase when the column
weight is at least three [1]. Despite the low increase in
minimum distance, these codes have shown good poten-
tial in some applications, such as partial response chan-
nels [11], [12] and also require less computation due to
column weight.
Although LDPC code performance is high, the hardware
implementation still remains a challenge due to the large
size and complex random (unstructured) row-column con-
nections [13]. This complexity has been reduced by using
structured codes [13]. However, the girth (smallest cycle)
has been reduced by using a constraint over row-column
connections [14]. It has been shown that if the girth in-
creases, the decoding performance is higher [15], [16].
LDPC codes are linear codes. Thus, they can be expressed
as the null space of a parity check matrix H [2]. Consid-
ered c as a codeword written as c = [d p], where d and p are
the data and parity bits respectively. The parity relationship
can be written as [17]:
HcT = 0T . (7)
In the proposed method, H is decomposed into H =
[H1 H2], such that:
[H1 H2][d p]T = 0T , (8)
H1dT = H2 pT , (9)
pT = (H−12 H1)d
T
, (10)
where H2 is the dual diagonal matrix and H1 is built de-
terministically, as seen above.
Based on the structure of H2 and Eq. (8), the parity check
bits p = {pi} can be easily computed from a given data
d = {di} and matrix H1 as in [18]:
p1 = ∑
j
h11 jd j , (11)
pi = pi−1 +∑
j
h1i jd j mod2 , (12)
where h1i j are the elements of H1.
In [18], a comparative study with an LDPC code defined
from a randomly generated parity check matrix [6] has
shown that if H is brought into [H2,H1], and H2 has a dual
diagonal structure, several advantages are obtained:
• there is no need of Gaussian elimination for the en-
coding process,
• H2 is always non-singular i.e. H2 is always invertible,
• if H1 is sparse, it requires very little memory to store
H in the encoder.
Besides the advantages cited above, there are two other
advantages offered by the proposed construction:
• H1 is effectively sparse, comprising largely 0s(
M−w
M
)
and has a low density of 1s
(
w
M
)
where
w is the weight (number of ones in each column or
row) of H1, which ensures a very low encoding com-
plexity [19];
• The particularity structure of the obtained matrix H1
(can be built from identity sub-matrix only, with
some permutations) considerably reduces memory
usage.
4. Simulation Results
Monte Carlo simulations were used to estimate the bit error
rate (BER) of an LDPC code. Iterative belief propagation
and additive white Gaussian Noise (AWGN) were applied
as the decoding algorithm and channel, respectively. For
simulation purposes, we used the rate R = 12 and block
length N = 4324. This simulation is running for at least
1000 code words and the maximum iteration is 80.
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The performance of uncoded BPSK is presented with the
aim of comparing it with coded BPSK, using the new
LDPC code and other LDPC codes. The signal to noise
ratios (SNR) for the coded BPSK and the uncoded BPSK
are defined, as in [20], with the first one being:
SNR1 = 10log
Eb
2σ 2R
(13)
and the other one defined as:
SNR2 = 10log
Eb
2σ 2
. (14)
Figure 2 represents BER performance of the proposed
LDPC codes and of uncoded BPSK with N = 4324, j = 2
( j represents the weight of columns) and R = 12 .
Fig. 2. BER of the proposed LDPC codes and uncoded BPSK
with N = 4324, j = 2 and R = 12 .
From Fig. 2, we can observe that the new LDPC code
offers better performances compared to the uncoded BPSK
transmission. At BER= 10−3, the obtained gain is about
1.9 dB.
Table 1 shows the comparison of BER performance of the
proposed LDPC codes, with N = 4324, j = 2 with three
others codes: Random codes, GB-(Geometry Based) LDPC
and TS-(Turbo-Structured) LDPC codes [20].
Table 1
BER performance of the proposed LDPC codes with
Random codes, GB-LDPC codes and TS-LDPC codes.
BER
Proposed
LDPC
codes
Random
codes [20]
GB-
LDPC
codes [20]
TS-
LDPC
codes [20]
Eb/N0
10−3 2.5 3 3 3
10−4 4 4 4 3.8
From Table 1, it can be observed that the proposed codes
exhibit a performance gain of about 0.5 dB compared to
Random, GB-LDPC and TS-LDPC codes at BER of 10−3.
At BER of 10−4, the proposed LDPC codes provide the
same performance when compared to the unstructured Ran-
dom codes, GB-LDPC codes and offer a loss in gain of
about 0.2 dB when compared to the TS-LDPC codes. From
this, we can say that the proposed LDPC codes can reach
the error floor region, for long length. The results demon-
strate that the proposed LDPC codes, having a uniform
structure and low complexity when it comes to hardware
implementation (reduced logic gates and the use of sim-
ple shift registers), offer an error rate performance that
is slightly better than that of more complex unstructured
LDPC codes.
5. Conclusion
In this paper, we have presented a method of constructing
a parity check matrix of an LDPC code. The main advan-
tage of such a method is its ability to demonstrate how to
avoid girth of length 4 by using the Hankel matrix. Also,
a dual diagonal structure is applied to parity check matri-
ces, which ensures that parity check bits can be recursively
calculated with linear computational complexity
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Abstract—Speech enhancement is one of the many challeng-
ing tasks in signal processing, especially in the case of non-
stationary speech-like noise. In this paper a new incoher-
ent discriminative dictionary learning algorithm is proposed
to model both speech and noise, where the cost function ac-
counts for both “source confusion” and “source distortion” er-
rors, with a regularization term that penalizes the coherence
between speech and noise sub-dictionaries. At the enhance-
ment stage, we use sparse coding on the learnt dictionary to
find an estimate for both clean speech and noise amplitude
spectrum. In the final phase, the Wiener filter is used to re-
fine the clean speech estimate. Experiments on the Noizeus
dataset, using two objective speech enhancement measures:
frequency-weighted segmental SNR and Perceptual Evalua-
tion of Speech Quality (PESQ) demonstrate that the proposed
algorithm outperforms other speech enhancement methods
tested.
Keywords—ADMM, l1 minimization algorithms, sparse coding,
speech enhancement, supervised dictionary learning.
1. Introduction
Digital speech is a communication tool that is most fre-
quently used by humans, especially with the proliferation of
Voice over the Internet (VoIP) telephony software. Speech
can be corrupted by various factors: noise (additive, mul-
tiplicative), reverberation (convolutive noise), and interfer-
ing speech. Speech enhancement aims to boost its quality.
This enhancement involves two quality factors: “speech
pleasantness”, which refers to how comfortable it is for hu-
mans to listen to the speech signal over a prolonged period
of time, and “speech intelligibility”, which refers to how
understandable the speech is (word error rate). Noise is
the most common factor that causes speech degradation.
Speech de-noising algorithms constitute a major part of the
enhancement methods that aim to extract a clean speech
signal from a noisy mix. It is a challenging task, as it is
hard to remove noise efficiently without distorting the clean
signal.
The problem we are tackling in this paper is single chan-
nel speech de-noising that deals with non-stationary noise.
Mathematically, this problem aims to reconstruct the clean
speech signal s(n), based on the received signal y(n) which
is an additive mixture of the two unknown signals: the clean
speech and a non-stationary noise signal i(n):
y(n) = s(n)+ i(n) . (1)
The significance of this problem is based on the fact that
communication takes place, nowadays, in noisy environ-
ments, such as at airports, in the street or inside a car. The
noise in these environments is non-stationary, which means
that its statistic values are changing over time. It is cru-
cial to provide the user with a good quality speech, so they
can understand others and listen to them comfortably, us-
ing communication tools, in these hostile environments. In
fact, there are many applications that use speech de-noising
algorithms in these adverse environments, such as mobile
communications, VoIP, hearing aids and speech recognition
software.
Traditional speech enhancement methods, like spectral sub-
traction (SS) [1], [2], Wiener filtering [3], statistical model-
based methods [4] and subspace methods Singular Spec-
trum Analysis (SSA) [5], [6] perform well in the case of
white noise, but have limited performance in the case of
non-stationary speech-like noise. SS is based on estimating
the noise power spectrum and subtracting it from the noisy
power spectrum. The main issue with SS is the generation
of isolated peaks in the estimated clean speech spectrum,
which is referred to as musical noise. Statistical model-
based methods assume that speech and noise obey some
probability distribution and propose a least square estima-
tor to estimate the signal. In both cases it is hard to find
a good estimate for the noise power spectrum in the case
of non-stationary noise. All these methods are unsuper-
vised, which means that they do not use any prior informa-
tion about the noise and speech. Recently, new supervised
methods incorporating prior information to build a model
for both speech and noise signals using training samples,
have been proposed. These methods achieve better results
than non-supervised methods.
Codebook-based approaches [7], [8], Hidden Markov
Model (HMM) based approaches [9]–[11], supervised non-
negative matrix factorization (NMF) [12]–[14] and sparsity-
based method [15]–[19] are examples of supervised speech
enhancement approaches. Srinivasan et al. [8] used vector
quantization to learn codebooks for both speech and noise
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LPC features. At the enhancement stage, the closest pair
in terms of minimum Itakaru-Saito distance between the
noisy power spectrum and linear combination of the speech
and noise pair is picked and used as estimators. Moham-
madabad et al. [14] proposed Bayesian NMF for speech
enhancement, where the training data is decomposed into
two matrices: bases matrix and activation matrix, while at
the enhancement stage the noisy mixture is projected on
the concatenation of the two matrices.
Motivated by the great success of the sparsity based
signal model achieved in many signal processing tasks,
and notably image de-noising [20], Sigg [15] proposed
using the approximate K-Singular Value Decomposition
(K-SVD) [21], [22] dictionary learning to model the am-
plitude spectrum of clean speech and noise separately, and
then concatenating both dictionaries in one to perform
speech enhancement.
Zhao et al. [16] proposed using the same K-SVD with
a non-negative constraint at the sparse coding stage to
learn a dictionary that models the Power Spectral Density
(PSD) of clean speech, and used the Least Angle Regres-
sion LARS algorithm [34] to find the sparse code of the
noisy speech on the learned dictionary. Then, the clean
speech PSD estimate is found based on multiplication of
the sparse code with the dictionary. Luo et al. [17] pro-
posed a complementary joint sparse representation, where
two mixture dictionaries to model “mixture and speech”
and “mixture and noise” are added to the Generative Dic-
tionary Learning (GDL) problem formulation, and sparse
codes of clean speech are forced to represent the noisy
mixture on the mixture and clean speech sub-dictionary,
while the sparse codes for the noise are forced to represent
the noisy mixture on the mixture and noise sub-dictionary.
Though this joint sparse representation alleviates, to some
extent, the problem of source confusion, it is characterized
by high complexity due to the need of learning four sub-
dictionaries instead of two.
In the previous studies, “signal approximation” only is con-
sidered in the cost function when learning the representative
dictionaries, while source confusion and incoherence be-
tween speech and noisy sub-dictionaries are not taken into
account in the dictionary learning process. Source confu-
sion means that part of the noise that is coherent with clean
speech will have sparse representation over the clean speech
dictionary (noise confusion), and part of the clean speech
will have sparse representation over the noise dictionary
(speech confusion), and thus, residual noise corresponding
to noise confusion might still exist in the estimated clean
speech at the enhancement stage, which will also suffer
from extra distortion from the original clean speech due to
the fact that part of it will be omitted as it will be consid-
ered as noise. Incoherence refers to the maximum corre-
lation between any two columns of speech and noise dic-
tionaries. As shown in [15], incoherence is directly related
to the degree of sparsity (number of non-zero elements)
needed for the speech and noise signals to achieve exact
recovery by their sparse projection on their corresponding
sub-dictionaries. High coherence means a low sparsity de-
gree, which cannot be verified in practice, and thus we are
interested in low coherence dictionary.
In this paper, we propose a new Incoherent Discrimina-
tive Dictionary Learning (IDDL) algorithm to model both
speech and noise jointly. We impose a coherence penalty on
the speech and noise sub-dictionaries in the cost function,
which also incorporates: a penalty for “speech confusion”
when learning the noise sub-dictionary, and a penalty for
“noise confusion” when learning the clean speech sub- dic-
tionary. We use the Alternating Direction Method of Mul-
tipliers (ADMM) [35] to solve the two sub-dictionaries’
learning optimization problems.
The paper is organized as follows. In Section 2 a review
of the main problems is provided: dictionary learning al-
gorithms and speech enhancement using sparse coding. In
Section 3, the proposed IDDL algorithm is described, along
with the overall proposed speech enhancement system. In
Section 4, the conducted experiments and their results
are presented. Section 5 summarizes and concludes the
paper.
2. Problem Review
Y ∈ RN×n is the matrix whose columns are the n training
samples yi ∈ RN (N is the dimension of the input signals.
In the context of speech enhancement, the input signals yi
are the amplitude spectrum of every speech frame i, and
thus, N is the number of FFT coefficients1), D ∈ RN×K
is the dictionary matrix whose columns are K prototype
signals that can represent signals of interests sparsely (i.e.
using a linear combination of a low number of these proto-
type signals denoted by di), X ∈ Rk×n is the matrix whose
columns xi ∈ R
K are the sparse codes of yi. In our setting,
Y contains the extracted features (amplitude of FFT coef-
ficients) of the training audio frames (either clean speech
or noise), composed of Ys ∈ RN×ns speech training sam-
ples (ns is the number of clean speech training frames), and
Yn ∈ RN×nn the noise training samples (nn is the number
of noise training frames). Xs ∈ RK×ns is the sparse codes
of Ys, and Xn ∈ RK×nn the sparse codes of Yn. D is the
concatenation of Ds ∈RN×L and Dn ∈ RN×L the dictionary
matrices for representation of the clean speech signal and
the noise signal, respectively. They have the same number
of columns denoted by L. Clearly in this case = 2L, and
the total number of training samples n = ns + nn. Xss are
the sparse coefficients of Xs on Ds, Xns are the sparse co-
efficients of Xs on Dn.Xnn are the sparse coefficients of Xn
on Dn, and Xsn are the sparse coefficients of Xn on Ds.
2.1. Dictionary Learning
Sparsity-based signal model approximates a signal by a lin-
ear combination of a few basic signals out of a larger col-
lection of signals that form what is called the dictionary. In
1 In fact we take only half of the number of FFT coefficients because of
symmetry, so N = NFFT2 +1.
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a classic dictionary learning problem, we seek a matrix D
whose columns are the basic signals that can represent, as
close as possible, the training signals yi sparsely:
min
D,X
n
∑
i=1
∥∥yi −Dxi∥∥22 s.t. ∀ i,∥∥xi∥∥0 ≤ k , (2)
where k is the maximum number of non-zero elements
in xi, ‖xi‖0 is `0 a pseudo norm which represents the num-
ber of non-zeros in xi. X is the matrix composed of all the
sparse codes xi.
This optimization problem is non-convex when both D and
X are unknown, however it becomes convex if one of D or
X is fixed – that is why it is generally solved iteratively by
fixing the dictionary D and updating sparse codes X, and
then fixing X and updating D.
In fact, dictionary learning is a generalization of the
k-means clustering algorithm [21], the only difference is
that in k-means, each training signal is forced to use only
one “atom” from the dictionary (the closest cluster center),
as its representative, while in dictionary learning each sig-
nal is allowed to use multiple dictionary atoms, provided
that it can be approximated by a linear combination of these
atoms, and that this linear combination uses as few the dic-
tionary atoms as possible.
In k-means, we iterate between finding the representative of
each training signal (the cluster center which is equivalent
to the dictionary atom that minimizes the suitable metric
distance), and updating the cluster centers. However, dictio-
nary learning is solved by iterating between two stages [21].
First, the dictionary is fixed and the sparse code xi for each
training signal is calculated using any sparse coding solver.
Then, the sparse code is fixed and the dictionary atoms are
updated to minimize the cost function.
The method used to update the dictionary atoms is the
key difference between individual dictionary learning algo-
rithms. Some dictionary learning methods update, in each
iteration, the whole set of atoms. This is the case in one of
the early and simple dictionary learning solutions – Method
of Optimal Direction (MOD) [23], which updates the whole
dictionary using the closed form of the Mean Squared
Error (MSE) estimator:
D = YXT (XXT )−1 . (3)
Other dictionary learning algorithms update the dictionary
atoms successively, one by one, as is the case in the very
famous and successful dictionary learning algorithm known
as K-Singular Value Decomposition (K-SVD) [21]. At
the sparse coding stage, K-SVD uses greedy Orthogonal
Matching Pursuit (OMP) [32], [33] to find the sparse code
for each training sample. At the dictionary update stage,
in turn, for each dictionary atom dk, K-SVD selects only
those training samples that use this atom, which will be
denoted as xk, and splits the representation error E into
two components: the sparse representation on dk, and the
residual error Ek that accounts for the sparse presentation
error using all the dictionary atoms other than dk:
E =
∥∥∥Y−DX∥∥∥2
F
=
∥∥∥Y− K∑
i=1
di xiT
∥∥∥2
F
=
∥∥∥∥(Y−∑
i6=k
i=1
di xiT
)
−dk xkT
∥∥∥∥
2
F
=
∥∥∥Ek −dk xkT∥∥∥2
F
, (4)
where xiT represents the sparse coefficients corresponding
to the atom di, which is the i-th row of the matrix X. As
the rows xkT are all zeros except for the indexes of the test
examples in Y that use atoms dk dkxkT does not affect the
whole Ek, but only the restricted ERk which is composed
of the columns of Ek that correspond to the examples that
use dk.
To update dk and xkT in a way that minimizes the restricted
error ERk (which is the only part of the total error repre-
sentation E that is affected by atom dk), K-SVD evaluates
the Singular Value Decomposition (SVD) for ERk = U∆VT
(where U and V are orthonormal matrices, and ∆ is a di-
agonal matrix with non-negative elements on the diago-
nal known as eigen values), and updates dk with the first
column of U, simultaneously updating the corresponding
sparse coefficients xkT as the first column of V multiplied
by ∆(1,1) [21].
The cost function in Eq. (4) measures the representation
power of dictionary D only. In the case of a classification
task, discriminative power of the sparse code x should be
considered. This leads to a new trend in dictionary learning
algorithms called “discriminative” or “supervised” dictio-
nary learning in which the cost function reflects both the
representation and classification error. Suo [24] has pro-
posed the most general formulation of the discriminative
dictionary learning problem, given below:
min
D,X
n
∑
i=1
(∥∥yi−Dxi∥∥22 +λ1∥∥xi∥∥1)+λ2 fx(X)+λ3 fD(D) , (5)
where fX(X) is a function that measures the discriminative
power of the sparse codes X, and fD(D) is a function that
measures the discrimination power of the atoms of D.
Discriminative dictionary learning algorithms fall into one
of three categories, depending on the values of λ2, λ3.
In the first category (λ3 = 0), a dictionary shared by all
classes is learned, while forcing the sparse codes to be dis-
criminative. For example, Mairal et al. [25] proposed to
add a logistic loss function to the sparse code, as a dis-
criminative measure. Zhang et al. proposed Discriminative
K-SVD (D-KSVD) [26] that adds a linear regression term
to learn a linear classifier on the sparse coefficients to the
objective function in the dictionary learning problem for-
mulation (6), while in the case of label consistent-KSVD
(LC-KSVD) [27], a label consistency term is added that
measures how consistent the sparse codes are with the class
labels.
In the second category (λ2 = 0), only the discriminative
power of the dictionary atoms is considered. For example,
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Ramirez et al. [28] proposed learning class-specific sub-
dictionaries for each class with a structural incoherence
penalty term to make the sub-dictionaries as independent
as possible.
A hybrid discriminative dictionary learning forms the third
category, where both the dictionary atoms and the sparse
codes are forced to be discriminative (λ2 6= 0, λ3 6= 0). It is
the case in the COPAR dictionary learning algorithm [29]
and Fisher discriminative dictionary learning (FDDL) [30].
FDDL uses label information both in the dictionary update
and sparse coding stage. In FDDL, the sparse codes of
the training samples are forced to have low within-class
scatter, but large between-class scatter. Also, each class-
specific sub-dictionary is forced to have good reconstruc-
tion capability for the training samples from that class, but
poor reconstruction capability for other classes. Therefore,
both the representation residual and the representation co-
efficients of the query sample are discriminative. Thus,
the dictionary learning optimization problem is formulated,
in FDDL, as follows:
min
D,X
r(Y,D,X)+λ1
∥∥X∥∥1 +λ2 fX(X)
s.t.
∥∥di∥∥2 = 1, ∀ i ∈ {1 . . .L} , (6)
where r(Y,D,X) is a cost function that measures the dis-
criminative power of dictionary D, ‖X‖1 is the sparsity in-
ducing term, and fX(X) is the cost function that measures
the discriminative power of the sparse codes X.
The cost function that imposes discrimination of atoms of
dictionary D is defined as:
r(Yi,D,Xi)=
∥∥Yi−DXi∥∥F +∥∥Yi−DiXii∥∥F + C∑
j=1
j 6=i
∥∥D jX ji ∥∥2F ,
(7)
where ‖A‖F =
√
∑i ∑ j a2i j is the Frobenius norm, C is the
number of classes, Yi is the matrix composed of a train-
ing sample of class i, Xi is their corresponding sparse
codes over the total dictionary D. D j is the sub-dictionary
representing the samples of class j. The first term in “r”
represents the total representation error of samples Yi (of
class i) over the total dictionary D, and the second term rep-
resents the representation error of Yi over the i-class spe-
cific sub-dictionary Di, while the third term represents the
contribution of sub-dictionaries other than Di in the sparse
representation of samples Yi, which should be small, as
those samples belong to a different class, and it accounts
for the confusion error in the case of source separation.
Function fX(X) is a cost function that imposes discrim-
ination on the sparse codes X according to the Fisher
discrimination criterion, which means that the sparse
codes X should have minimum within-class scatter denoted
by SW (X), and maximum between-class scatter denoted
by SB(X). A regularization term that shrinks ‖X‖2F is added
to make fX(X) more smooth and convex [30]:
fX(X) = tr
(
SW (X)
)
− tr
(
SB(X)
)
+η
∥∥X∥∥2F , (8)
where:
SW (X) =
C
∑
i=1
∑
xk∈Xi
(xk −mi)(xk −mi)
T
, (9)
SB(X) =
C
∑
i=1
ni(mi −m)(m i−m)
T
. (10)
In the above equations, m i is the mean of sparse codes Xi,
m is the mean of all sparse vectors X, ni is the number
of samples that belong to class i, η is a regularization
parameter that controls the energy of the samples, tr is the
matrix trace operator.
2.2. Speech Enhancement using Sparse Coding
Sigg [15] proposed a supervised speech enhancement
method based on learning two dictionaries, one for clean
speech and the other for noise, according to the following
formulations:
min
Ds,Xs
∥∥Ys −DsXs∥∥2F , ‖Xs‖0 ≤ ks , (11)
min
Dn,Xn
∥∥Yn−DnXn∥∥2F , ‖Xn‖0 ≤ kn . (12)
Sigg proposed GDL to solve each of the previous prob-
lems. GDL is, in fact, a variation of the approximate
K-SVD [22], the only difference is at the sparse coding
stage. Sigg proposed least angle regression with coherence
criterion (LARC) [15] for sparse coding, instead of the
greedy orthogonal matching pursuit (OMP) [33]. LARC
is a variation of LARS [34], where the coherence between
the residual error and the dictionary is used as the stop-
ping criterion instead of the l2 norm of the residual er-
ror. It has been found that LARC has several advantages
over OMP. First, LARC is insensitive to changes in signal
energy, as the stopping criterion is related to residual co-
herence and not to the amplitude of the error. Second, as
LARC uses the l1 norm, which not only penalizes the num-
Fig. 1. Columns of X are the sparse codes of Y on dictionary D.
The sparse coefficient where there is C, means coefficients which
cause confusion.
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ber of non-zero coefficients (as in the case of l0 pseudo
norm that OMP uses) but also penalizes their magnitudes.
This increases the temporal smoothness of the enhanced
speech [15].
There are two problems with GDL. First, the two sub-
dictionaries Ds and Dn are learnt independently – see
Eqs. (11) and (12), and thus the source confusion error is
not considered. Figure 1 illustrates speech and noise con-
fusion. The second problem is the coherence between Ds
and Dn that is also not considered in the learning process.
These problems will be addressed in our DL algorithm
proposed below.
3. IDDL Algorithm
The proposed dictionary learning algorithm defines a new
cost function that penalizes coherence between the speech
and the noise sub-dictionaries ‖DTs Dn‖2F , source confusion
‖DnXns‖2F and noise confusion ‖DsXsn‖2F . The proposed
algorithm iterates between three steps, after initializing
the dictionary, sparse coding using LARC is performed –
Eq. (13), then both X and the noise sub-dictionary Dn are
fixed, while the speech sub-dictionary Ds is updated using
Eq. (14), and in the third step both X and speech sub-
dictionary Ds are fixed, while the noise sub-dictionary Dn
is updated using Eq. (15).
1. Update X (D− [Ds,Dn] fixed):
X = min
X
∥∥Y−DX∥∥2F +λl∥∥X∥∥1 (13)
2. Update Ds (X,Dn fixed):
Ds =min
Ds
∥∥Ys−DsXss∥∥2F +λnc∥∥DsX sn∥∥2F +λc∥∥DTnDs∥∥2F
(14)
3. Update Dn (X,Ds fixed):
Dn =min
Dn
∥∥Yn−DnXnn∥∥2F+λsc∥∥DnXns ∥∥2F+λc∥∥DTs Dn∥∥2F
(15)
The λnc, λsc, λc ≥ 0 are regularization parameters to control
the importance of noise confusion, speech confusion, and
sub-dictionary coherences, respectively.
We propose to use the alternating direction method of mul-
tipliers (ADMM) [35] to solve Eqs. (14) and (15). First,
we introduce an auxiliary variable Z with an equality con-
strained Z = Ds:
Ds = argmin
Ds,Z
+
∥∥Ys −DsXss∥∥2F +λnc∥∥DsXsn∥∥2F
+λc
∥∥DTn Z∥∥2F , Z = Ds . (16)
We can see that Eq. (16), which is exactly equivalent to
Eq. (14), is in the form that the ADMM algorithm solves.
Next, we introduce the dual Lagrangian variable U, and
a scaling parameter p, to formulate the augmented La-
grangian, which is a function of the three variables, denoted
as follows:
Lρ(Ds,Z,U) =
∥∥Ys−DsXss∥∥2F +λnc∥∥DsXsn∥∥2F
+λc
∥∥DTn Z∥∥2F +U(Ds−Z)+ ρ2
∥∥Ds−Z+U∥∥2F . (17)
According to ADMM, problem given by Eq. (16) can be
solved by alternatingly updating, one at a time, each vari-
able in Eq. (17), to minimize the augmented Lagrangian,
while fixing the others. With an initial Z0 = U0 = D0s (the
upper-script denotes the iteration time index), we alterna-
tively solve the following problems until convergence is
achieved:
Dt+1s =minDs
∥∥Ys−DsXss∥∥2F +λnc∥∥DsXsn∥∥2F +λc∥∥DTn Zt∥∥2F
+Ut
(
Ds −Zt
)
+
ρ
2
∥∥Ds−Zt +Ut∥∥2F , (18)
Zt+1 =
(
2λcDnDTn +ρI
)−1(Dt+1s +UT) , (19)
Ut+1 = UT +ρ
(
Dt+1s −Z t+1
)
. (20)
After some matrix manipulation, we can easily see that
Eq. (19) is equivalent to the following problem:
Dt+1s = minDs
tr
(
DTs DsA
)
−2tr
(
DTs B
)
, (21)
where
A = Ys.
(
Xss
)T
+
ρ
2
(
Zt −Ut
)
,
B = Xss
(
Xss
)T
+λncXsn
(
Xsn
)T
+
ρ
2
I .
We can solve Eq. (21) using the same dictionary update
algorithm as proposed by Mairal et al. [37] in online dic-
tionary learning (ODL). This dictionary update algorithm is
based on block-coordinate descent with warm start, which
enjoys being parameter-free [37]. The same procedure pro-
cedure applies to the problem of learning the noise sub-
dictionary Dn (Eq. (15)). Algorithm 1 describes the IDDL
algorithm, while Algorithm 2 describes how sub-dictionary
is updated using ADMM.
Algorithm 1: IDDL
Input: Ys ∈RN×ns ; Yn ∈ RN×nn ;L;max iter1; µ;λnc;λsc;λc
Output: D ∈RN×2L
1: Initialize D0s , D0n
D = [D0s , D0n]
2: Y = [Ys, Yn]
3: For t = 1 to max iter1 do
4: X = LARC(D, Y, µ)
5: Update Ds using Algorithm 2, i = 1, j = 2, λ = λnc
6: Update Dn using Algorithm 2, i = 2, j = 1, λ = λsc
7: D = [Ds, Dn]
8: End for
46
Incoherent Discriminative Dictionary Learning for Speech Enhancement
Algorithm 2: Sub-dictionary update
Input: Ys; Yn; Xs; Xn; L; D ∈RN×2L; i; max iter2; λ ; λc; ρ
Output: Di ∈RN×L
1: D0i = D(:,(i−1).L +1 : i.L)
D j = D(:,( j−1).L +1 : j.L)
2: initial Z0 = U0 = D0i
3: Xii = Xi
(
(i−1).L +1 : i.L, :
)
Xij = X j
(
(i−1).L +1 : i.L, :
)
4: For t = 1 to max iter 2 do
5: Update Dti using Algorithm 2 in [37], where:
A = Yi.(Xii)
T + ρ2 (Z
t −Ut),
B = Yi.(Xii)
T +λXij(X
i
j)
T + ρ2 I
6: Z t+1 = (2λcD jDTj +ρI)−1(D
t+1
i +U
t )
7: U t+1 = U t +ρ(Dt+1i −Z
t+1)
8: End for
It should be noted that IDDL differs from FDDL in four
aspects. First, we do not impose discrimination on the
sparse codes X (i.e. λ2 = 0). Second, the confusion error
terms are weighted with regularization parameters. Third,
a coherence penalty term is added to the DL formulation,
and last, LARC is used at the sparse coding stage, instead
of the fast iterative shrinkage and thresholding algorithm
(FISTA) [36].
3.1. Speech Enhancement System based on DL
The overall speech enhancement system is depicted in
Fig. 2. The system consists of two stages: training and
enhancement. During the training phase, we learn the
IDDL dictionary that models the amplitude spectrum of
the training speech and noise samples. The amplitude of
the short time Fourier coefficients (STFT) for the overlap-
ping time frames of the clean speech and noise training
signals is calculated after applying the Hamming window.
The amplitude spectrum coefficients for all training frames
are concatenated as columns to form Ys and Yn, and fed
to the IDDL algorithm that learns the clean speech sub-
Fig. 2. The overall speech enhancement system.
dictionary Ds, and the noise sub-dictionary Dn. These two
sub-dictionaries are concatenated together to form the over-
all dictionary, that contains 2L columns.
At the enhancement phase, using LARC and the dictio-
nary D, the sparse codes X for the amplitude spectrum
coefficients of the overlapping frames of the noisy signal
are calculated. The sparse code vectors X contain 2L coeffi-
cients. The first L ones Xs that correspond to sub-dictionary
Ds are separated from the last L ones Xn that correspond
to sub-dictionary Dn. By multiplying Xs and Ds, as well
as Xn and Dn we get an initial estimation for the amplitude
spectrum of the clean speech and noise signals, respec-
tively. These initial estimations are fed to the Wiener filter
to find the final clean speech amplitude spectrum estima-
tion. Finally, we apply the inverse Fourier transform to
the estimated amplitude spectrum combined with the noisy
phase spectrum to get the estimated clean speech.
4. Experiments
4.1. Noizeus Dataset
Noizeus [38] is a noise database that contains 30 IEEE
sentences produced by three male and three female speak-
ers, with 5 different sentences per speaker. The sentences
are corrupted by eight different real-world noises at differ-
ent SNRs: (0, 5, 10, 15) dB. The noise was taken from the
Aurora database and includes suburban train noise, babble,
car, exhibition hall, restaurant, street, airport and train sta-
tion noise [38]. All speech and noise signals are sampled
at 8 kHz.
As the database contains a small number of speakers, and
to assure speaker independent cases, which means that the
speakers in the training set are different from the speakers
in the test set2, we have divided the dataset into two sets:
a training set that contains three speakers and another test-
ing set that contains the remaining three speakers. We have
created 12 training/test sets through permutations3 of three
speakers out of 6, and averaged the results. Table 1 shows
the list of speakers and their characteristics [40], while Ta-
ble 2 shows the speakers in the 12 different training/test
sets we have created for experiments.
All training sets contain male and female speakers, except
for the training set number 11, which is all female speakers
(speakers 3, 4, and 6) while the corresponding test set is
all male (speakers 1, 2, and 5), and the training set number
12 which is all male, while the corresponding test set is all
female. The first 5 training set contain 2 male speakers and
2 A speaker-independent scenario enables the proposed system to use
any available clean speech samples as the training set, not necessarily
pertaining to the speaker whose speech we wish to enhance, contrary to
the speaker-dependent scenario.
3 Permutation of 3 speakers out of 6 gives 20 sets. For our experiments
we took only 10 sets that contain both male and female speakers, to
calculate the average PESQ and fwSegSNR. We conducted the experiment
using set number 11 (see Table 2) that contains a female speaker only, and
set number 12 that contains a male speaker only, to see if the gender of the
speakers in the training set has any impact on the performance achieved.
The average does not include results for test groups 11 and 12.
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Table 1
Noizeus speaker’s characteristics
Pitch
Speaker Gender frequency Age State raised Sentences
F0 [Hz]
1 M 135 21 Texas sp1–sp5
2 M 134 20 California sp6–sp10
3 F 225 19
North Carolina
sp11–sp15
and Texas
4 F 245 22 Texas sp16–sp20
5 M 144 20
Texas and
sp21–sp25
Kentucky
6 F 225 22 Texas sp26–sp30
Table 2
Description of different training and test sets
Train/test set
Speakers in the Speakers in the
training set test set
1 [1, 2, 3] [4, 5, 6]
2 [1, 2, 4] [3, 5, 6]
3 [1, 2, 6] [3, 4, 5]
4 [2, 3, 5] [1, 4, 6]
5 [2, 4, 5] [1, 3, 6]
6 [1, 3, 4] [2, 5, 6]
7 [2, 3, 4] [1, 5, 6]
8 [3, 4, 5] [1, 4, 5]
9 [3, 4, 6] [1, 2, 6]
10 [4, 5, 6] [1, 2, 3]
11 [3, 4, 6] [1, 2, 5]
12 [1, 2, 5] [3, 4, 6]
1 female, while the other 5 training sets contain 2 female
speakers and 1 male.
For every training set, we collect 15 sentences (15 clean
recordings and 15 noisy recordings of a specific type
of noise) uttered by the 3 chosen speakers. To have the
noise training samples (that belong to the specific type,
e.g. a car), we subtract the clean speech recordings from
the noisy recordings within the training dataset, and thus
we get 15 recordings per noise4. Every recording (clean
speech and noise) is divided into overlapping frames that
are 128 ms long, with a ratio of 75% (overlapping length of
96 ms). After applying the hamming window to these clean
speech and noise frames, we calculate the FFT coefficients
of these overlapped windows, and stack them together as
columnar vectors to form the training matrices Ys (the am-
plitude of the FFT coefficients of the clean speech frames)
and Yn (the amplitude of the FFT coefficients of the clean
speech frames). The same procedure is applied to noisy
signals at the enhancement stage.
4 In the general case, noise samples can be obtained either through
a voice activity detector (VAD) from non-speech segments, or from an
oﬄine noise database like Noisex-92 [43].
4.2. Performance Metrics
There are two types of measures to assess the performance
of speech enhancement algorithms: subjective measures
and objective measures. Subjective measures are scores
reported by human listeners participating in a subjective
listening test. The mean opinion score (MOS) [40] is a re-
sult, on the scale from 1 to 5, that a human listener de-
cides to use to express their satisfaction with the quality
of speech they are listening to. Due to the high logistic
costs needed to perform subjective listening tests, objective
measures were sought.
Frequency weighted segmental SNR (fwSegSNR) is the es-
timated mean frequency domain SNR over all time frames,
with a perceptually motivated frequency band weighting.
fwSegSNR may be calculated according as follows:
fwSegSNR = 10
Nw
N
∑
n=1
B
∑
b=1
wb log
|S(b,n)|2
(|S(b,n)|− | S(b,n|)2
,
(22)
where S(b,n) are the complex FFT coefficients of the clean
speech, n is the frame index, b is the frequency component
index, N is the total number of frames in the speech signal,
B is the total number of frequency components, wb is the
corresponding frequency weighting, w is the sum of all the
frequency weights, and S(b,n) are the estimated complex
spectrum coefficients of the enhanced speech.
PESQ [39] is an international measure that simulates MOS,
and is widely used to assess the quality of speech con-
veyed through a telephone network. Its derivation may be
found in [39]. It has been shown that PESQ has the highest
correlation coefficient (ρ = 0.89) with the overall speech
quality [41], and correlates well with subjective speech in-
telligibility [42], while fwSegSNR has the second high-
est correlation coefficients with the overall speech quality
(ρ = 0.85) [41], and correlates well with subjective speech
quality [42]. That is why we have used these two measures
to assess performance of the proposed algorithm. It should
be emphasized that speech quality does not correlate with
speech intelligibility, as it is the case of synthesized speech,
which generally has low quality, though it could be highly
intelligible. We have used the implementation provided
by [40] for both fwSegSNR and PESQ.
4.3. The Results
To assess the performance of the proposed IDDL algorithm,
we compared its performance in terms of fwSegSNR and
PESQ against three other different DL algorithms: K-SVD,
GDL, and FDDL. We have used the same speech enhance-
ment system as depicted in Fig. 2, but with the different
DL algorithms mentioned.
Different frame lengths were investigated starting with 256
up to 1024 samples (from 32 to 128 ms) with the overlap-
ping rate of 50–75%. We have found that longer frames
always render better results. This increases the dimensions
of the feature space and, thus, results in a lower coherence
between the clean speech and noise sub-dictionaries, which
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means a lower source confusion error. Longer enhancement
time is a disadvantage of using the longer frame length, as
increasing the dimensions of the signal feature space N will
increase the time needed for sparse coding.
The number of DFT coefficients varied as well. In one
scenario we chose the number of DFT coefficients as the
same number of samples in the frame, while for short frame
lengths we tried zero padding and used 1024 DFT coeffi-
cients, but it was not useful. This is because it does not
really increase the dimension of the feature space, as the
information content is the same.
The regularization parameters λnc, λsc, λc are set through
a validation test. We found that the optimal experimental
values in our setting are: λnc = 1, λsc = 1, λc = 0.0001.
For LARC, the stopping residual coherence thresholds is set
at µ = 0.15 in IDDL and GDL at the training stage, while
it’s set at µ = 0.1 for sparse coding at the enhancement
stage, as described in [15]. We have verified experimen-
tally that those values of µ are optimal for the performance
of the proposed system, for all noise types except for the
case of white noise and car noise. We have found that
using a lower value of µ = 0.05 for sparse coding ren-
ders better performance for all dictionaries studied, in the
case of car noise and white noise. This is due to the fact
that both types of noise experience lower confusion levels
(non-speech-like noise) with clean speech signal than other
types of speech-like noise, and using a lower value of µ
(which means a lower approximation error) will not cause
the confusion error to increase. This hints that we can use
a dynamic value for µ based on the initial value of the
speech confusion error.
For FDDL, we have used the efficient implementation pro-
vided by [31] and denoted by E-FDDL. There are two pa-
rameters to tune E-FDDL: FISTA l1 regularization param-
eter which is set to λ1 = 0.05, and Fisher discrimination
regularization parameter λ2 = 0.01, Eq. (6).
The number of maximum iterations for KSVD is set to 15,
for E-FDDL it is set to 7, and for GDL it is set to 20.
The number of maximum iterations (max iter1 in Algo-
rithm 1) for IDDL is set to 7. In fact we have tested dif-
ferent values in the range of {3 . . .25} for this parameter.
We noticed that increasing the number of maximum iter-
ations over 7 minimizes all sub-costs: source distortion,
noise distortion, source confusion, noise confusion and
sub-dictionaries coherence even further (see Figs. 6–10),
but the resulting dictionary does not perform better on the
testing set. This is due to the fact that the model (the dic-
tionary) becomes over-fitted to the training set and does not
generalize well.
For initializing IDDL (D0s , D0n), we have investigated two
scenarios: either to build two initial dictionaries composed
of random samples from the training set, or to initialize
IDDL with two prebuilt K-SVD dictionaries, one for clean
speech and one for noise. We have noticed that IDDL with
a random initial dictionary has no performance gain over
the other studied DL methods, while IDDL with initial pre-
built K-SVD dictionaries achieves superior performance.
Table 3
The proposed speech enhancement system’s general
parameter setting
Parameter Variable and value
Window length Tw = 128 ms
Window shift Tsh = 32 ms
Number of FFT coefficients NFFT = 1024
Signal dimension N = NFFT2 +1 = 513
Number of atom in the sub-dictionary L = 300
The stopping residual coherence
thresholds of LARC (the sparse coding µ = 0.14
block in the enhancement stage)
Table 4
The parameters setting of the 4 used dictionary learning
algorithms used in the training stage
Dictionary Parameter Variable name
IDDL
The stopping residual
µ = 0.15coherence thresholds of
LARC (sparse coding stage):
lines 3, 4 in Algorithm 1
Distortion error penalty λnc = 1, λsc = 1
Coherence penalty λc = 0.0001
max iter1 q1 = 7
max iter2 q2 = 5
FDDL
FISTA l1 regularization λ1 = 0.05
Fisher discrimination
λ2 = 0.01regularization parameter
Maximum iterations q = 7
K-SVD
Sparsity degree
k = 30
(for OMP stage)
Maximum iterations q = 15
GDL
The stopping residual cohe-
rence thresholds of LARC µ = 0.15
(sparse coding solver)
Maximum iterations q = 20
The results shown in Tables 4 and 5 are for the case L = 300
(which means that the dimensions of the total dictionary
are 5137×600), with a pre-built K-SVD dictionary for ini-
tialization.
Experiments were conducted using Matlab 2015Ra on
a laptop with 3.16 GHz Intel Core i5 processor and 4 GB
RAM.
Table 3 summarizes the general parameters settings of
the speech enhancement system, while Table 4 summa-
rizes all dictionary learning parameters, for the 4 dictio-
nary learning algorithms used to get the results reported in
Tables 4 and 5.
Table 5 shows the frequency weighted segmental SNR
(in dB) for the different dictionary learning algorithms us-
ing the parameter settings listed above in Tables 3 and 4. To
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Table 5
Frequency weighted segmental SNR (in dB), speaker
independent scenario, with the percentage gain of IDDL
and FDDL gain over K-SVD and GDL
Noise dB K-SVD GDL FDDL IDDL
IDDL FDDL
gain [%] gain [%]
Babble
0 6.17 6.13 6.23 6.25 1.30 0.96
5 7.89 7.97 7.91 7.99 0.25 –0.75
10 9.76 9.92 9.70 9.93 0.10 –2.26
15 11.90 12.18 12.13 12.25 0.57 –0.41
Car
0 7.14 7.16 7.53 7.60 6.15 4.91
5 8.55 8.58 8.86 9.11 6.18 3.16
10 10.26 10.35 10.63 10.73 3.67 2.63
15 12.57 12.69 12.76 12.77 0.63 0.54
Restaurant
0 6.52 6.48 6.54 6.55 0.46 0.30
5 7.83 7.95 7.86 7.96 0.13 –1.14
10 9.66 9.75 9.49 9.77 0.21 –2.73
15 11.44 11.64 11.46 11.85 1.80 –1.57
Station
0 6.06 6.10 6.25 6.17 1.15 2.40
5 7.91 8.04 8.07 8.03 –0.12 0.37
10 9.88 10.02 9.96 10.03 0.10 –0.60
15 11.96 12.09 11.95 12.19 0.83 –1.17
Train
0 7.57 7.50 7.70 7.85 3.70 1.68
5 8.91 8.56 8.96 9.02 1.23 0.55
10 10.30 10.46 10.74 10.82 3.44 2.60
Airport
0 6.65 6.54 6.74 6.73 1.20 1.33
5 8.16 8.28 8.30 8.30 0.24 0.24
10 10.22 10.19 10.13 10.24 0.20 –0.88
15 12.25 12.31 12.29 12.42 0.89 –0.16
White
0 7.11 6.98 6.92 6.97 –1.97 –2.74
5 8.68 8.49 8.44 8.54 –1.61 –2.84
10 10.56 10.26 10.28 10.40 –1.52 –2.72
15 12.73 12.28 12.63 12.41 –2.51 –0.79
evaluate the degree of improvement that IDDL and FDDL
(which are discriminative dictionary learning algorithms)
offer over K-SVD and GDL (which are reconstructive DL),
we reported, in the same table, the percentage gain of
IDDL and FDDL over K-SVD and GDL (percentage of
outperformance), which is calculated as:
IDDLGAIN=
(
1−
∣∣max(fwSegSNR(KSVD), fwSegSNR(GDL))∣∣
fwSegSNR(IDDL)
)
·100%,
(23)
FDDLGAIN=
(
1−
∣∣max(fwSegSNR(KSVD), fwSegSNR(GDL))∣∣
fwSegSNR(FDDL)
)
·100%.
(24)
We can see that the proposed IDDL algorithm performs
better in terms of fwSegSNR in most cases (19 out of 27),
but not in the case of white noise, as it is not a structured
noise.
Table 6 shows PESQ for the different dictionary learn-
ing algorithms, with the IDDL and FDDL percentage gain
over K-SVD and GDL, which is calculated from Eqs. (23)
and (24), using PESQ instead of fwSegSNR. The results
show that IDDL performs better in 9 out of 27 of the cases,
Table 6
PESQ, speaker independent scenario, with the percentage
gain of IDDL and FDDL over K-SVD
and GDL
Noise dB K-SVD GDL FDDL IDDL
IDDL FDDL
gain [%] gain [%]
Babble
0 1.87 1.89 1.94 1.95 3.17 2.57
5 2.19 2.20 2.23 2.23 1.36 1.34
10 2.46 2.51 2.52 2.51 0.00 0.39
15 2.76 2.85 2.85 2.82 –1.05 0
Car
0 2.24 2.28 2.36 2.40 5.26 3.38
5 2.43 2.49 2.55 2.58 3.61 2.35
10 2.61 2.68 2.71 2.75 2.61 1.10
15 2.82 2.93 2.93 2.95 0.68 0
Restaurant
0 1.87 1.88 1.91 1.92 2.13 1.57
5 2.11 2.13 2.17 2.17 1.88 1.84
10 2.44 2.47 2.49 2.49 0.81 0.80
15 2.68 2.78 2.77 2.75 –1.08 0.35
Station
0 1.89 1.94 1.98 1.97 1.55 2.02
5 2.23 2.29 2.33 2.32 1.31 1.71
10 2.50 2.57 2.59 2.58 0.39 0.77
15 2.74 2.81 2.82 2.80 –0.36 0.35
Train
0 2.32 2.23 2.40 2.37 2.16 3.33
5 2.46 2.40 2.55 2.53 2.85 3.52
10 2.52 2.61 2.74 2.73 4.60 4.74
Airport
0 1.94 1.93 1.99 1.97 1.55 2.51
5 2.25 2.26 2.30 2.29 1.33 1.73
10 2.52 2.53 2.57 2.55 0.79 1.55
15 2.79 2.81 2.85 2.82 0.36 1.40
White
0 2.39 2.32 2.38 2.39 0.00 –0.42
5 2.63 2.54 2.61 2.63 0.00 –0.76
10 2.84 2.75 2.83 2.83 –0.35 –0.35
15 3.03 2.95 3.03 3.02 –0.33 0
while its performance is very close to that of E-FDDL in
the remaining cases.
Tables 5 and 6 show that K-SVD is the best DL for the case
of white noise, in terms of both performance measures, and
no gain is achieved by IDDL nor FDDL.
Fig. 3. PESQ over the different test sets.
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Fig. 4. fwSegSNR over the different test sets.
Figures 3 and 4 show fwSegSNR and PESQ, respectively,
over all different test sets, in the case of car noise at 0 dB.
We can see that IDDL outperforms all other investigated
DL algorithms, over all test sets. We also noticed that the
worst performance (lowest fwSegSNR and lowest PESQ)
for all dictionaries is when the training set is all male,
while the testing set is all female (test set number 12),
while when the training set is all female and the testing
set is all male (test set number 11), performance does not
degrade, which might hint that the model learnt from fe-
male voices generalizes better than the model learnt from
male voices (which needs to be investigated further in the
future).
Table 7
DL training time in seconds
Number of atoms L KSVD GDL FDDL IDDL
300 15 44 52 20
600 41 58 175 57
Table 7 shows the different DL training times. We can see
that K-SVD is characterized by the shortest DL time, while
IDDL is ranked second. FDDL has the longest training
time, because at the sparse code updating stage it enforces
discrimination using Fisher discrimination criteria on the
sparse codes, which is a costly sparse coding algorithm.
Although Tables 5 and 6 show that IDDL offer perfor-
mance that is very close to that of E-FDDL in terms of
both performance measures, it has the advantage of lower
complexity, and thus a short training time.
Table 8
Sparse coding time
Number of atoms L Coding time [s]
300 0.008
600 0.03
Table 8 shows the different coding times for a single noisy
frame using LARC, for different dictionary sizes. As ex-
pected, we notice that increasing the dictionary size (in-
creasing the number of atoms L) increases the time needed
to calculate the sparse codes xi (which has a dimension
of 2L) of the amplitude spectrum of each noisy frame, at
the enhancement stage, and thus increases the time needed
to perform speech enhancement.
4.4. Convergence Analysis
We have studied empirically the convergence of the pro-
posed dictionary learning through examining how all the
IDDL sub-costs (speech distortion, noise distortion, speech
confusion, noise confusion, and sub-dictionaries’ coher-
ence) change with the respective iterations (variable t in
Algorithm 1, line 2). All reported figures relate to bab-
ble noise, with 0 dB. Figure 5 shows that speech and
noise distortion decreases with the number of iterations.
We can also see that speech distortion is smaller than
Fig. 5. Speech and noise distortion.
Fig. 6. Speech distortion for different dictionary sizes.
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Fig. 7. Noise distortion for different dictionary sizes.
Fig. 8. Speech confusion error for different dictionary sizes.
Fig. 9. Noise confusion error for different dictionary sizes.
noise distortion. This is because speech is more structured
than noise.
Figures 6 and 7 show speech distortion and noise distortion
for different number of atoms, respectively, and we can see
that increasing the number of atoms decreases the distortion
error, as the dictionary becomes richer, and thus has higher
representation capability.
Figures 8 and 9 show the speech confusion error and noise
confusion error. We can see that both speech and noise
confusion errors achieve a considerable decrease with iter-
ation number 3.
Fig. 10. Coherence between speech and noise sub-dictionaries.
Figure 10 shows the coherence between the noise and
speech sub-dictionaries. We can see that increasing the
number of atoms increases the coherence, as the minimum
coherence increases with increasing the number of columns
in any matrix.
5. Conclusion
In this paper we proposed a new algorithm to learn an in-
coherent discriminative dictionary called IDDL, used for
the specific task of speech enhancement. The goal of the
cost function is to minimize both “source distortion” and
“source confusion” errors, in addition to reducing coher-
ence between noise and speech sub-dictionaries. Perfor-
mance of the proposed algorithm was evaluated using two
objective measures: frequency weighted SNR: fwSegSNR
and PESQ, to compare with well-known dictionary learn-
ing algorithms: K-SVD, GDL and FDDL. Experiments on
the Noizeus dataset show that IDDL offers better perfor-
mance in comparison to other studied DL in terms of both
measures, in most of the cases, but not in the case of white
noise. Performance of IDDL is close to that of E- FDDL in
terms of both performance measures, but it has the advan-
tage of having a notably shorter training time. The superior
performance of IDDL makes it suitable for speech enhance-
ment in the case of structured non-stationary noise, such as
babble and car noise.
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Abstract—Cognitive radio is a new communication paradigm
that is able to solve the problem of spectrum scarcity in wire-
less networks. In this paper, interference aware routing game,
(IRG), is proposed that connects the flow initiators to the des-
tinations. A network formation game among secondary users
(SUs) is formulated in which each secondary user aims to max-
imize its utility, while it reduces the aggregate interference on
the primary users (PUs) and the end-to-end delay. In order
to reduce the end-to-end delay and the accumulated interfer-
ence, the IRG algorithm selects upstream neighbors in a view
point of the sender. To model the interference between SUs,
IRG uses the signal-to-interference-plus noise (SINR) model.
The effectiveness of the proposed algorithm is validated by
evaluating the aggregate interference from SUs to the PUs
and end-to-end delay. A comprehensive numerical evaluation
is performed, which shows that the performance of the pro-
posed algorithm is significantly better than the Interference
Aware Routing (IAR) using network formation game in cog-
nitive radio mesh networks.
Keywords—aggregate interference, end-to-end delay, routing
game, network formation game.
1. Introduction
Due to the ability of cognitive radio (CR) to solve the
problem of spectrum scarcity, spectrum congestion and
underutilization, Cognitive Radio Networks (CRNs) have
been recognized as an outstanding technology [1]. Re-
cently, researchers consider lower layers’ challenges such
as spectrum sensing, sharing, and spectrum mobility in
infrastructure-based networks that use a base-station for
considering the spectrum information [2]–[4]. Cognitive
Radio Ad-Hoc Networks (CRAHNs) as a new class of
CRNs without any central entity [5] have been considered
recently from different aspects including spectrum sens-
ing, spectrum mobility and the routing issue in the network
layer of CRAHNs [6]–[9]. As demonstrated in [10], rout-
ing challenges in CRAHNs are classified into three main
categories: channel-based [5]–[9], host-based [4], [11], and
network-based [7], [12], [13] routing.
Channel-based challenges are related to the operating en-
vironment, such as channel availability and diversity. Au-
thors in [5] present a geographical routing algorithm that
addresses three main goals: PUs receiver protection from
SU interference, joint spectrum and route selection, and
provisioning of different routing modes. In the proposed
scheme, each SU calculates its overlapping transmission
range with the PUs transmitters’ coverage to minimize the
probability of PUs receivers on that area.
A spectrum-tree based on-demand routing protocol (STOD-
RP) for CRAHNs has been proposed in [6]. It simplifies co-
operation between spectrum decision and route selection by
establishing a spectrum tree in each frequency band. Since
this algorithm uses control packets, the system’s overhead
is significantly high.
Authors in [7] consider route diversity effects on the actual
cost of the route and suggest an optimal routing metric for
CRAHNs. The presented routing algorithm focuses on the
end-to-end delay for delay sensitive applications.
A geographical routing algorithm for mobile SUs has been
proposed in [8] to minimize the interference from SUs im-
posed on PUs. The proposed scheme jointly undertakes the
path and channel assignments to avoid the PU’s footprint.
In [9] the geometrical approach to improve the spectrum
utilization is used. This work takes into account three main
factors: SUs’ interference on PUs, SU network reliability,
and computing Quality of Service (QoS) in both SU and
PU networks. For minimizing the SUs’ interference on the
PUs, the routing scheme calculates the maximum transmis-
sion range based on the transmission power and the location
of SUs and PUs.
Host-based challenges are related to the SUs such as mo-
bility and minimizing the channel switching delay or back
off delay.
A route switching game to address spectrum mobility and
route switching issues in CRAHNs has been proposed
in [11]. The cost of data flow is modeled as routing and
switching costs. Routing costs correspond to the end-to-
end delay and amount of energy consumption for relaying.
Switching costs consider switching delay, back off delay
and amount of energy consumption used for channel sens-
ing and establishing new connections.
Network based challenges considers a tradeoff between the
number of hop counts and other performance metrics such
as interference, energy consumption and route robustness.
Article [12] proposes a new routing metric called cogni-
tive transport throughput to capture the potential relay gain
over next hop. The proposed scheme is based on the local
channel usage statistics and selects the best relay node with
the highest forwarding gain. In addition, a heuristic algo-
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rithm is proposed to decrease the searching complexity of
the optimal selection of channels and relays.
The routing algorithm in [13] is aware of the degree of
connectivity of possible paths towards the destination. In
the proposed scheme, the authors present a new CR metric
based on the path stability and availability over time.
The authors in [14] develop a routing strategy for CR
mesh networks based on the network formation game.
This scheme by avoiding PU’s region minimizes the ag-
gregate interference from SUs to the PUs. It does not con-
sider the geographical location of the destination in finding
the routes.
The authors in [15] present a distributed dynamic rout-
ing protocol in multi-hop CR-based on the non-cooperative
game theory where SUs minimize their interferences im-
posed on PUs.
In [16], the authors introduce the route robustness for the
path selection in multi-hop CR networks. The algorithm
selects some routes from a robust route set and specifies the
spectrum of the selected routes in a way that the throughput
of the system is maximized. The proposed strategy is not
feasible in CRAHNs as it needs a global knowledge about
the network’s topology.
A spectrum and energy aware routing algorithms for
CRAHNs based on the dynamic source routing has been
proposed in [17]. Although, the proposed scheme can bal-
ance energy consumption and is able to reduce the routing
overhead, it does not consider the problem of aggregate
interference from SUs to PUs.
1.1. Contributions and Paper Organization
A main obstacle of getting a high performance of routing
algorithm is the interferences [18], [19]. This is a ma-
jor factor in determining the boundaries for the spectrum
reuse. Network throughput has a direct relationship with
the interference among links. Due to the negative impact
of interference, the QoS of the network will be changed
with the change of the routing patterns. Estimating the in-
terference in a CRAHN is not an ordinary task. Therefore,
proposing an efficient interference-aware routing algorithm
that considers the interference measures to reduce its effects
on each PU is a challenging task. Toward this goal, we de-
fine the PU’s footprint as an area that no SU allowed to be
turned on. According to the mentioned problem, we pro-
pose the interference aware routing algorithm for CRAHNs
based on the network formation game (IRG).
In the proposed algorithm, a game theory model is used to
connect the flow initiators directly or through SUs to the
intended destinations optimally. The designed protocol is
distributed, that avoids the problems of centralized algo-
rithms. In contrast with the [14], proposed method selects
an upstream neighbor that is close to the destination and
out of the PU’s region by geographical routing. In this way,
we introduce the relay coefficient value (RCV) metric.
RCV helps to reduce the end-to-end delay and decreases
the interference from SUs imposed on the PUs. The most
important difference between proposed method and [14] is
that this work considers the amount of interference between
SUs and moreover it focuses on the physical interference
model as in [20]. Another advantage of the proposed algo-
rithm compared with [14] is the load balancing technique
that leads to decrease the network congestion and also de-
creases the amount of aggregate interference on the PUs.
Simulation results in four different scenarios show that the
proposed protocol achieves a superior performance with re-
ducing the normalized aggregate interference and the num-
ber of hop counts compared to [14].
The rest of this paper is organized as follows. Section 2
contains the system model description and assumptions.
Section 3 introduces the proposed algorithm. In Section 4,
the network formation game is presented. In Section 5,
the performance of the proposed algorithm is evaluated.
Finally, in Section 6, an overview of the results and some
conclusion remarks are presented. For convenience, a list
of key mathematical symbols used in this paper is provided
in Table 1.
Table 1
System parameters
Symbol Definition
G Network graph
V Set of SU nodes
E Set of edges (links) created between nodes
l(i, j) Link from node i to node j
RI Interference range
RT Transmission range
Ci j Capacity of link l(i, j)
numi Number of neighbor nodes of node i
ti
Amount of generated traffic
by node i in a unit of time
p(i) Transmission power of node i
ti, j
Amount of traffic from node i
to node j in a unit of time
P( fk) Determined path for flow fk
di, j(t) Euclidean distance between nodes i and j
W Bandwidth
2. System Model and Assumptions
2.1. Network Model and Assumptions
In this work, we consider a multi-hop CRAHN consisting
of M stationary and location-aware SU nodes, denoted by
{1, 2, . . . , M} and there are K stationary PUs indexed by
{1, 2, . . . , K}. All nodes are distributed randomly through-
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out an A×A square area. We assume that there are N data
flows fk = (n fk ,D fk), where k = 1,2, . . . ,N corresponds to
k-th data flow, n fk and D fk are k-th flow initiator and k-th
destination, respectively. Any flow initiator knows the loca-
tion information of intended destination. SUs can acquire
their own location information using the Global Position-
ing System (GPS) or other available localization services.
Figure 1 shows proposed game strategy. There are six SUs
and one PU deployed randomly in the area. The big circle
represents the coverage area of PU. S and D represent the
source and destination nodes, respectively. v1 and v4 could
not participate in routing process because v1 is in the cover-
age area of PU and v4 is a downstream neighbor of S. Since
node v3 is further to the primary user compared to node
v2, node S selects v3 as a next hop, because further node
creates less interference on PU. In this work, the network is
Fig. 1. Implementation of game strategy for M = 6 SUs dis-
tributed in the presence of the PU.
modelled by a directed graph G = (V, E), where V repre-
sents M SU nodes and E denotes the set of links. We define
a path for flow fk as P( fk) = {vk1,vk2, . . . ,vkh−1,vkh}, where h
is the hop count and the nodes vk1 and v
k
h correspond to the
source and destination nodes, respectively.
2.2. Interference Model
Similar to [20], we consider two interference models: pro-
tocol model and physical model.
In protocol model, a transmission from node i to j ∀
i, j
∈
{1, 2, . . . , M} is successful if both of the following con-
ditions are satisfied:
• di, j(t) < RT , where RT is the transmission range of
SUs;
• any node k with dk, j(t) < RI is not transmitting,
where RI is the interference range. On the other
hand, a node may not send and receive at the same
time and it cannot transmit to more than one node at
the same time.
In physical model, suppose that node i wants to transmit to
node j. The transmission is successful if:
SINR(i, j) = g(i, j)p(i)ηW +Σk∈V,k 6=i, jg(k, j)p(k) ≥ σ , (1)
where η is the ambient Gaussian noise density, g(i, j) =
[di, j(t)]−α is the propagation loss from node i to node j
where α is the path loss exponent, p(i) is the transmis-
sion power of node i and di, j(t) is the Euclidean distance
between nodes i and j. A link l(i, j) is available if the
following conditions are satisfied:
• SINR(i, j) ≥ σ ,
• di,PU(t) > RI and d j,PU(t) > RI ,
where di,PU(t) and d j,PU(t) are the Euclidean distances be-
tween node i and PU , and node j and PU , respectively.
The binary variable βi j indicates the existence of a poten-
tial directed link from node i to j:
βi j ∆=
{
1 , if there exist a potential link l(i, j)
0 , otherwise
. (2)
According to the Shannon’s formula [21], the capacity of
link l(i, j) is defined as:
Ci j = W log2(1+SINR(i, j)) (3)
The amount of traffic on node i must satisfy the following
conditions:
ti + ∑
j∈V
β ji× t j,i− ∑
j∈V
βi j × ti, j = 0 (4)
ti, j ≤Ci j (5)
Equations (4) and (5) are the flow conservation constraints.
In Eq. (4) outgoing flow should be equal to the sum of
incoming flow and generated traffic. In Eq. (5) flow on
each link cannot be bigger than its capacity.
Additionally, for minimizing the aggregate interference
from SUs to the PU, primary user has a footprint where no
SU is allowed to be turn on. When the SUs are outside the
PU’s footprint, they can utilize the cognitive functionalities
to access the licensed spectrum. It is clearly predictable
that with an increase in the number of secondary users M,
the amount of aggregate interference is increased. The total
interference to the primary user for a path P( fk) between
vk1 and v
k
h is given by:
I(P) =
h
∑
i=1
p(i)Li , (6)
where p(i) is the transmission power of node vki , Li = d−αi,PU
is the propagation loss from SU to the PU where di,PU is
the Euclidean distance between node vki and PU.
Figure 2 demonstrates the IRG interference model. There
are a PU and three SUs deployed randomly in the area. The
solid lines represent the channel interference from SUs to
the PU, and the dotted lines show the channel interference
from a SU to another SU.
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Fig. 2. System interference model when there are one PU and
three SUs.
3. Interference Aware Routing
Game for CR Ad-hoc Networks
Network formation game is a field of game theory that of-
fers a suite of tools that may be used effectively in modeling
the interaction among SU nodes in ad hoc networks to im-
prove their payoffs [14], [22]. Game g = {V, S, U(a)} has
three main components: players, game strategy, and utility
function. The proposed game components are defined as:
Definition 1. V shows a set of players or decision makers.
Each player evaluates the resulting outcome through a pay-
off or “utility” function representing its objective. Interac-
tion between the players is represented by the influence that
each player has on the resulting outcome after other play-
ers have selected their actions. In the proposed algorithm,
players are SUs, which establish a connection with their
neighbors to route the traffic by focusing on minimizing
the aggregate interference on PUs.
Definition 2. S = {s1× s2×·· ·× sM} is the strategy space.
In fact, strategy is a decision to forward packets or not.
SU nodes choose a strategy from their strategy space in re-
sponse to other players’ strategies. According to the sender
(i.e. S) and destination (i.e. D) locations, only upstream
neighbors (i.e. R), can forward packets. Choosing upstream
neighbors, in the view point of S, leads to reduce the num-
ber of transmissions, end-to-end delay and the energy con-
sumption. To specify the upstream neighbors, we define the
RCV (S,R,D) as:
RCV(S,R,D) = dS,D(t)−dR,D(t) , (7)
where dS,D(t) and dR,D(t) show the Euclidean distance be-
tween source S and destination D and between relay R and
destination D, respectively. We assume that each node
knows the location information of its neighbors. In this
case, each node sets its location information on the hello
packet and broadcasts it.
To prevent the creation of loops in the network graph, it is
necessary that if player j is connected to i already, player i
cannot choose player j as its strategy. More precisely, if
a link l( j, i) ∈ E, then link l(i, j) /∈ E. To satisfy the above
conditions, game strategy is defined as:
si = {l(i, j) ∈ E| j ∈ V\{i}∪λi,RCV (i, j,D) > 0} , (8)
where λi is the set of nodes from which node i is accepted
a link l( j, i), i.e.
λi = { j ∈ V\{i}|l( j, i) ∈ E} . (9)
Definition 3. In the presented network formation game,
each player has a utility that basically contributes every
player in the network to improve its payoff by choosing
a less congested node that is not only far from PU, but
also near the destination. In fact, outcomes are determined
by the particular strategy chosen by player i, si, and the
strategies chosen by all of the other players in the game,
S−i. The utility function in [14] is composed of barrier
functions, interference temperature, link capacity and the
amount of flow. By inspiration, we define the utility func-
tion of player i when it selects neighbor j as follows:
U(i, j) = βi j RCV (i, j,D)×Ci jE jti, jTI j , (10)
where E j = 1num j+1
(
E j +
num j
∑
i=1
Ei
)
is the average current
traffic load on node j and its neighbors in bits per seconds,
num j is the number of neighbor nodes of node j, TI j =
PI j
kBW
is the interference temperature of node j, PI j is the
interference power in watts imposed by node j and kB is
the Boltzman’s constant in J/K and Ei is the total traffic
on node i. E j caused to balance the load in the network
and avoids the network congestion. If the area around the
PU is quieter, the amount of aggregate interference will be
decreased significantly.
4. Proposed Network
Formation Algorithm
In this section, we proposed the network formation algo-
rithm in details and some preliminary concepts are pre-
sented. When all SUs except i keep their own strategies
S−i = {s1, . . . ,si−1,si+1, . . . ,sM}, the network graph is de-
fined as Gsi,S−i . All players to improve their utilities choose
appropriate strategies. For instance, player i selects strategy
si = l(i, j) ∈ Si, player j may refuse to accept this connec-
tion if it reduces the utility of node j.
There are several approaches for the network forma-
tion game that are classified into two categories: my-
opic [14], [22] and far sighted [23]. The main difference
between these two approaches is that in the myopic, the
players employ their strategies based on the current state
of the network. In other words, each player does not con-
sider the future evolution of the network when it wants to
maximize its payoff. However, in the far sighted algorithm,
players adapt their strategies by predicting future strategies
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of other players. For both types, well-known concepts of
non-cooperative game theory can be used. The presented
network formation algorithm which is summarized in Al-
gorithm 1 is based on the myopic non-cooperative game.
Time axis is divided into slots with the fixed duration τ ,
each time slot is a round of the game. In each round,
flow initiators generate a random number between 0 and 1,
which indicates its priority. Each SU node utilizes its own
strategy, s∗i ∈ Si, to calculate its current utility by Eq. (10).
If U(Gs∗i ,S−i) >U(Gsi,S−i) strategy s
∗
i ∈ Si is a best response
for a player i∈V. To find the best response, players employ
pairwise negotiations with their upstream neighbors. As-
sume that player i wants to form a new link with j. Adding
a new link increases the amount of load on j. Therefore
a link formation affects on utility of both nodes i and j.
Hence, both nodes should consider the effect of link for-
mation on their utilities before doing the actual formation.
In this case, we consider the pairwise stability.
Definition 4. (pairwise stability): Under both following
conditions, a network G is pairwise stable:
1. l(i, j) ∈ E,Ui(G) ≥ Ui(G − l(i, j)) and U j(G) ≥
≥U j(G− l(i, j))
2. l(i, j) /∈ E if Ui(G + l(i, j)) ≥ Ui(G) then U j(G +
+ l(i, j)) < U j(G).
In other words, by removing a link, amount of utility of
both players i and j should be increased and also forming
a new link should have a positive effect on both i and j
utilities [24].
Algorithm 1: Proposed network formation algorithm
until converges to a final Nash equilibrium do
• Random Prioritization of Flows: Each flow ini-
tiator n fi ∈ V, i = 1, 2, . . . , N, randomly selects
a number between [0, 1] that points out its priority.
• By the order in the previous step, each node n fi
starts the network formation process:
1: n fi engages in pairwise negotiations with its up-
stream neighbors to measure its own utility by
Eq. (10).
2: n fi replaces its current link to the destination
with another link, if its utility increased.
3: n fi attaches some information to the hello packet
and transmits it to the selected strategy (next hop
node).
Based on the pairwise stability, flow initiators choose their
best responses and leave the game until the next round,
while its selected strategies enter the game. When the pro-
posed network formation algorithm converges to the Nash
equilibrium (NE), it reaches to a network where no player
can change its strategy (current link).
Definition 5. Players cannot improve their own utilities by
unilaterally changing the strategy at the equilibrium [14].
Therefore, a Nash graph is formed where the links chosen
by each user are the best strategy.
In this model, player i ∈ V can choose its strategy si =
l(i, j) ∈ Si to improve its utility, while another player j can
decline the i’s request, if it leads to the utility reduction
of node j. When no node in the network could change its
payoff, the NE is achieved. In the proposed method, hello
packets are sent until the network converges to the NE.
The fields of one hello packet are shown in Table 2. When
Table 2
Fields of the hello packet
Fields Descriptions
Des-Pos Position of the destination node
Sender-
Pos
Position of sender
E j Average traffic load on sender node j
TTL Limitation of hop-length of the path
node j is selected as the next hop, it attaches the following
information to the hello packet:
• its own location information,
• average amount of its traffic load represented by E j,
• value of Time To Live (TTL) parameter.
The purpose of the TTL is to limit the number of hop counts
in the selected path. After receiving a hello packet, a node
checks the value of TTL. If it is zero and the node is not
the destination, the node drops the hello packet. Otherwise,
the node decreases the value of TTL by one.
Lemma 1: User i aims to optimize its own utility along
its path to the destination rather than to have a control over
the selection of other nodes.
Proof: User i only has control ability over its neighbor
node, while other links are not controlled by node i. This
means that node i cannot choose the full path directly and
only can increase its payoff. To generate a multi-hop con-
nection from flow initiator n fi to destination D fi , a selected
node i needs to find a node in its neighborhood to connect
as a next hop. In fact, SU i needs to choose a path that
result in an optimal payoff. However, node i cannot choose
the full path as together and it is not important the choice
of other nodes. The path utility of user i can be expressed
as a sum of utilities of all the nodes in the path. Denoting
U∗i as the optimal path utility of node i, we have:
U∗i = max
(
h
∑
n=i
U(n,n+1)
)
, (11)
where h is the hop count of path. Since each node in
the path (n fi ,D fi) maximizes its payoff, the path utility in
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Eq. (11) can be rewritten as:
U∗i = max(U(i, i+1))+max
(
h
∑
n=i+1
U(n,n+1)
)
=
= max(U(i, i+1))+U∗i+1 .
(12)
5. Simulation Results
The performance of the proposed algorithm is evaluated
and compared in different scenarios with the IAR algo-
rithm [14] in terms of the end-to-end delay and the aggre-
gate interference. For the scenarios under simulation, we
show the effect of number of SU nodes, and the distance
between flow initiators and destination, on the aforemen-
tioned performance metrics, and show the superiority of
our proposed algorithm compared with the traditional IAR
algorithm.
5.1. Simulation Setup
We consider a CRAHN in which M SU nodes are randomly
distributed with the uniform distribution inside a square
area with the size 400×400 m2. M is selected from the set
{50, 70, 90, 110}. We assume that there are K PUs in de-
termined locations. There are five flow initiators that send
their data to the intended destinations through the specified
path P. For each data set, the location and traffic volume
of each flow initiators (except n f1) are randomly selected.
We assume that RT = 90 m and RI = 180 m.
In the simulations, we consider IEEE 802.11g standard.
According to this standard, the physical layer is based on
the Orthogonal Frequency Division Multiplexing (OFDM).
Here, we consider the transmission rates of 6, 9, 12, 18,
24, 36 and 48 Mbps. In Eq. (1), η is the ambient Gaus-
sian noise density, which is kBT , where T is ambient tem-
perature and kB is Boltzmann constant. By considering
kB = 1.38 · 10−23 J/K, T = 300 K, η = 414 · 10−23 and
W = 20 MHz.
In addition, each node computes its utility by Eq. (10).
Each player to improve its utility saves the amount of its
previous utility. To achieve the NE, players play in game
while no SU can improve their utilities. We assume that
each round of game is 20 s.
In the simulations, the data packet has an exponential dis-
tribution with mean 50 bytes. Finally, we compute the av-
erage of each performance metric over some runs where the
corresponding 95% confidence intervals are also reported.
Figure 3 shows the convergence of the selected node when
M = 110. As seen from Fig. 3, the amount of the utility
in some iterations (before the proposed algorithm reaches
to the NE point) follows decrease/increase behaviors. It is
a well-known fact that in each iteration, a selected node
intends to choose the best partner to connect in order to
improve its utility. Hence, the selected node may not change
its partner in some iterations. Therefore, the amount of its
utility changes until the game reaches a steady state or the
NE point.
Fig. 3. Utility of a sample node over 15 iterations.
5.2. Evaluation and Comparison
First scenario: In this scenario, the number of SUs is se-
lected from set {50, 70, 90, 110} and there is one station-
ary PU located in (30, 374). Figure 4 compares the normal-
ized aggregate interference of the proposed algorithm with
that of the IAR in [14] for the first flow versus the different
number of SUs. The normalized aggregate interference is
defined as the amount of the aggregate interference, Eq. (6),
imposed on the PU divided to the maximum value. As seen
from Fig. 4, the proposed scheme displays a lower interfer-
ence imposed to the PU when compared to the presented
Fig. 4. Normalized interference versus different number of SUs
in the proposed IRG and IAR algorithms.
algorithm in [14]. The minimum interference is achieved
when the number of SUs is equal to 50. This enhancement
comes from the E j used in the proposed utility function. In
fact, E j causes the algorithm keeps away from routes that
are located in the congested network area. More precisely,
if the density of the flow in the region near the PU is high,
the amount of the aggregate interference that secondary
users create on the PU is increased significantly.
Figure 5 compares the number of hop counts (or equiv-
alently end-to-end delay) between flow initiator n f1 and
destination D versus different number of SUs for both
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algorithms. The interesting point from Fig. 5 is that in
the proposed algorithm, RCV prevents packets to transmit
to the downstream neighbors, thus, the end-to-end delay
and the amount of energy consumption of the proposed
scheme are reduced significantly when compared to the
IAR algorithm.
Fig. 5. Number of hop counts between n f1 and D versus different
number of SUs in the proposed IRG and IAR algorithms.
Second scenario: In this scenario, the number of SUs is
fixed at M = 110, we set K = 1, PU is located in (30, 374),
and the distance between flow initiator n f1 and D is variable
in the range of [50, 350]. Figures 6 and 7 provide a fair
comparison between our algorithm and the IAR scheme in
terms of the normalized aggregate interference and the end-
to-end delay. Clearly, when the distance between n f1 and
D is low, the performances of both schemes are the same.
The result comes from the fact that the route between source
and destination will not include more nodes. However, by
increasing the distance between the flow initiator and the
destination, the number of hop counts is increased and the
Fig. 6. Normalized interference versus different distances be-
tween n f1 and D in the proposed IRG and IAR algorithms.
route consists of more SU nodes. Thus for both algorithms,
the aggregate interference from more SUs which are trans-
mitting in a unit of time is increased significantly.
Fig. 7. Number of hop counts between n f1 and D versus differ-
ent distances between n f1 and D in the proposed IRG and IAR
algorithms.
Third scenario: In this scenario, we set K = 2, and the
number of SUs is changed over the range {50,70,90,110}.
We follow the same performance metrics as in the first
scenario to compare our proposed IRG scheme with that of
Fig. 8. Normalized interference when K = 2 vs. different number
of SUs in the proposed IRG and IAR algorithms.
Fig. 9. Number of hop counts between n f1 and D when K = 2 vs.
different number of SUs in the proposed IRG and IAR algorithms.
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the conventional IAR method when there are two PUs in
determined locations (140, 187) and (30, 374). Similar to
the first scenario, with an increase in the number of SUs,
the amount of normalized interference imposed on both
PUs is increased, and as a result, the number of hop counts
grows, as respectively observed from Figs. 8 and 9.
Fourth scenario: To complete our simulation results,
we evaluate the normalized aggregate interference and
the end-to-end delay when physical inteference model is
used and the link capacity is calculated by Eq. (3). Fig-
ures 10 and 11 show the results of the proposed algo-
Fig. 10. Normalized interference given different number of sec-
ondary nodes in the proposed algorithm.
rithm in terms of the normalized interference and hop
counts versus different number of SUs. The results are
similar to the arguments as in Figs. 4 and 5. By increas-
ing the number of SUs, the accumulated interference im-
posed on the PU and also the number of hop counts be-
tween the flow initiator n f1 and destination D is increased
significantly.
Fig. 11. Number of hop counts given different number of sec-
ondary nodes in the proposed algorithm.
6. Conclusion
In this paper, we used the game theory in CRAHNs to pro-
pose a new routing algorithm to control the interference
and the number of hop counts. To this end, we formu-
lated a network formation game among SUs and introduced
a new utility function.
Using the proposed network formation algorithm, each SU
can take a locally decision to optimize its utility by select-
ing a suitable strategy based on the myopic non-cooperative
game. The proposed routing algorithm specifically miti-
gates the interference from SUs imposed on the PUs. Fur-
thermore, to characterize the interference between SUs, we
used the physical interference model. To select an appropri-
ate neighbor, our game rule is to select an upstream neigh-
bor in the view point of the sender nodes. We showed that
the proposed algorithm avoids congested network zones and
it forms at least one path from the flow initiators to the des-
tinations. Simulation results showed that the proposed ap-
proach minimizes the aggregate interference and the num-
ber of hop counts between the flow initiator and the desti-
nation compared to the classical IAR [14] when the number
of SUs is randomly selected over the set {50,70,90,110}.
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Abstract—In this paper, the performance of an energy detec-
tor in cognitive radio, using different diversity combining tech-
niques, is evaluated. Among many diversity combining tech-
niques, maximal ratio combining (MRC) gives the best results
but at the cost of the highest complexity. To design a simpler
receiver, it is suggested to use less complex combining tech-
niques, i.e. switched diversity, which provides one of the least
complex solutions to combat fading. The paper analyzes two
switched diversity schemes, switch examine combining (SEC),
and switch examine combining with post examining selection
(SECp). A closed form expression determining the probability
of detection using MRC, SEC and SECp is derived for various
numbers of branches. Detection performance with different
diversity combining techniques is compared and the complex-
ity trade-off is observed.
Keywords—cognitive radio, complementary ROC, post examin-
ing selection, probability of detection, probability of false alarm,
switch and examine combining.
1. Introduction
Cognitive radio (CR) is gaining attention in wireless sce-
narios as it enables the secondary user (SU) to effi-
ciently utilize the free spectrum licensed to the primary
user (PU), at a time when the spectrum is not being
used [1]–[5]. This unoccupied or unutilized frequency band
is known as a spectrum hole [6]. To find these holes, dif-
ferent sensing techniques are used [3], [7]. But fading is
a problem in the wireless environment and due to this
phenomenon the performance of PU detection degrades
significantly.
In literature [8]–[15], space diversity is one of the solutions
to mitigate the effect of fading. Diversity combining tech-
niques [16] are then used to receive multiple copies of the
signal generated by space diversity. Switched diversity and
selection combining (SC) [17] are two most popular less
complex diversity combining techniques. Selection of the
diversity branch in SC is based on choosing the best sig-
nal among all which are received from different branches
at the receiver [18]. The use of SC requires SNR esti-
mation of all branches, hence switched diversity can be
a simpler option for diversity combining. Switching from
one diversity branch to another only when needed reduces
receiver complexity [19]. There are two different strategies
that can be used in switched diversity. One is switch and
stay combining (SSC), in which the receiver selects another
branch only if SNR of the current branch falls below the
required threshold. The other strategy is switch and exam-
ine (SEC). The classic switch and SEC are used to take
advantage of multiple diversity paths. SEC is also used
with post examining selection (SECp) [20]. This scheme is
similar to SEC, except one difference – it chooses the best
path when no acceptable path is found after all paths have
been tested.
In this paper the complexity detection performance of cog-
nitive radio, using with different diversity combining tech-
niques is compared and the complexity trade-off is ob-
served. General expressions for probability of detection
over the Rayleigh fading channel using MRC, SEC and
SECp diversity combining techniques are derived.
2. System Model
In this paper the energy detection method is applied to the
PU which is discussed in [21]. The received signal r[n] can
be defined as a binary hypothesis test as [21]:
r[n] =
{
z[n] , H0
Hx[n]+ z[n] , H1
, n = 1,2, . . . ,N , (1)
where H is the channel coefficient that is considered as
constant for a particular observation, i.e. for N samples.
H0 is the hypothesis test when noise only is present and
H1 is the hypothesis test when both noise and signal are
present. x[n] is the primary user signal component which
is assumed to be an unknown deterministic signal, and z[n]
is the noise component which is assumed to be an addi-
tive white Gaussian noise (AWGN) having zero mean and
variance σ 2.
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3. Probability of Detection,
Misdetection and False Alarm
3.1. Probability of False Alarm
As derived in [21] the probability of false alarm in AWGN
channel is:
Pf a =
∞∫
λ
σ2
1
2
N
2 Γ
(N
2
) t N2 −1e− t2 d t = Qx2N
( λ
σ2
)
,
λ
σ2
≥ 0 , (2)
Qx2N
(
λ
σ 2
)
can be written as [22]:
Qx2N
( λ
σ2
)
=


2Q
√
λ
σ 2 , N = 1
2Q
√
λ
σ 2 +
e
− λ
2σ2√
pi
×
N−1
2
∑
k=1
(k−1)!
(
2λ
σ2
)k− 12
(2k−1)!
, N odd
e−
λ
2σ2
N
2 −1
∑
k=0
(
λ
2σ2
)k
k! , N even
, (3)
where Q(.) is the complementary cumulative distribution
function defined as:
Q(x) =
∞∫
x
1√
2pi
e−
t2
2 d t .
In the same work the probability of detection in AWGN
channel is defined by:
Pd = Qχ2N(γ)
( λ
σ2
)
=
∞∫
λ
σ2
1
2
(
1
γ
)N−2
4
e
1
2 (t+γ)IN
2 −1
√γ t d t , (4)
where λ is a predetermined threshold and instantaneous
received SNR γ is defined as γ = |H|2 ξσ 2 . Equation (4) can
also be written using [23] for an even number of degrees
of freedom as:
Pd = Q N
2
(√γ ,√λ ′) , (5)
where λ ′ = λσ 2 and Qm(.), the m-th generalized Marcum
Q function [24] which is given by:
Qm(α ,β ) = 1
αm−1
∞∫
β
xme−
x2+α2
2 Im−1(αx)dx . (6)
Equation (6) cannot be used for an odd degrees of freedom.
For this case, it can be defined as [21]:
Qχ2N(γ)
( λ
σ2
)
=
∞
∑
k=0
e−
γ
2
( γ
2
)k
k!
∞∫
λ ′
t
N
2 +k−1e−
t
2
2
N
2 +kΓ
(N
2 + k
)d t
=
∞
∑
k=0
e−
γ
2
( γ
2
)k
k! Qχ2N+2k
(
λ ′
)
︸ ︷︷ ︸
Second term
. (7)
The second term is the right-tail probability of a central
chi-square having N +2k degrees of freedom.
3.2. Average Detection Probability
The probability of false alarm remains the same as given by
Eq. (2) under any fading channel because it is formulated
for the no signal transmission case and is independent of
SNR. Hence the same formula can be used for upcoming
sections as well. But to find out the probability of de-
tection under the fading channel, Eq. (5) is averaged over
the probability density function (PDF) of that particular
channel. So, if the signal amplitude follows the Rayleigh
distribution, then SNR γ follows an exponential PDF given
by [25]:
f (γ) = 1γ e
− γγ , γ ≥ 0 , (8)
where γ is the average received SNR.
The probability of false alarm remains the same as given
by Eq. (2) under any fading channel because it is formu-
lated for the no signal transmission case and is independent
of SNR. So, the same formula can be used for upcoming
sections as well. In the Rayleigh fading channel, the aver-
age probability of detection PD for this case is evaluated by
integrating Eq. (5) over Eq. (8) [25]:
PdRay =
∞∫
0
Q N
2
(√γ ,√λ ′) f (γ)dγ
=
1
γ
∞∫
0
Q N
2
(√γ ,√λ ′)e− γγ dγ , (9)
where γ is average SNR, and f (γ) denotes the PDF of the
fading channel (here PDF of the Rayleigh fading channel
is taken).
Equation (9) can be written in the closed form [26]:
PdRay = e
− λ2
u−2
∑
k=0
1
k!
(λ
2
)
k +
(
1+ γ
γ
)
u−1
×
(
e−
λ
2(1+γ) − e− λ2
u−2
∑
k=0
1
k!
λγ
2(1+ γ)
)
. (10)
For maximal ratio combining, scaling as well as cophasing
of the signals is required and all the paths are optimally
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combined at the receiver. The output SNR γt of the MR
combiner is γt =
L
∑
l=1
γl , where L is the total number of diver-
sity branches and γl is the SNR of the individual branch.
In MRC, the average probability of detection for AWGN
channel is:
PdMRC = QLN/2
(√
2γt ,
√
λ
)
. (11)
The PDF of γt over i.i.d. Rayleigh branches for MRC is
given by [9]:
fγMRC (γt) =
1
(L−1)!γ L γ
L−1
t e
− γtγ . (12)
The average probability of detection for MRC diversity
scheme PdMRC will then be calculated by averaging Eq. (11)
over Eq. (12) and that comes out to be in closed form as:
PdRayMRC = α1
[
Z1 +ρ
L
∑
n=1
(
λ
2
)n
2(n!) 1
F1
×
(
L;n+1;
Lλγ
2L(1+ γ)
)]
, (13)
where:
α1 =
1
L!2L−1 γ
−L
,
Z1 =
2L−1 (L−1)!γL+1
1+ γ e
− λ2(1+γ)
[(
1+
1
γ
)(
1
1+ γ
)L−1
×ℑL−1
(
− λ
2(1+ γ)
)
+
L−2
∑
n=0
(1+ γ)nℑn
(
− λ
2(1+ γ)
)]
,
ρ = (L−1)!
(
2γ
1+γ
)L
e−
λ
2 .
The ℑn is Laguerre polynomial of degree n.
The probability of detection in the AWGN channel is de-
fined by Eq. (5). The PDF of γ over L number of i.i.d.
Rayleigh branches for SEC is given by Eq. [9]:
fγSEC (γ) =


(
1− e−
γT
γ
)L−1
1
γ e
−
γ
γ , γ < γT
L−1
∑
j=0
(
1− e−
γT
γ
) j
1
γ e
− γγ , γ ≥ γT
, (14)
where γT is the switching threshold. The average probabil-
ity of detection of switch and examine combining can be
obtained by averaging Eq. (5) over Eq. (14) and comes out
to be:
PdSEC =
1
γ e
−
γ
γ
[ γT∫
0
(
1−e−
λT
γ
)L−1
Q f racN2
(√γ ,√λ ′)dγ
+
∞∫
γT
L−1
∑
j=0
(
1− e
γT
γ
) j
Q N
2
(√γ ,√λ ′)dγ] . (15)
In the closed form Eq. (15) comes out to be:
PdSEC =
(
1−e−
γT
γ
)L−1(
PdRay−C
)
+
L−1
∑
j=0
(
1−e−
γT
γ
) j
C , (16)
where
C = e−
γT
γ Qu
(√γT ,√λ)+
(
1+ γ
γ
)u−1
× e−
λ
2(1+γ)
[
1−Qu
(√
2γT
1+ γ
γ ,
√
λγ
1+ γ
)]
. (17)
3.3. Average Detection Probability for SECP
In CR, when no acceptable path is found after examining all
the possibilities, the best path among all these unacceptable
routes (with the highest SNR for data reception) is selected.
Whereas in classical SEC, the switching-examining process
is repeated until an acceptable path is found (i.e. with SNR
greater than the threshold) or until all the routes have been
examined. If all the paths are examined and no accept-
able route is found, the receiver selects, in most cases, the
last examined path [20]. In SECp, there is a predetermined
threshold γT and any diversity path having SNR greater than
this threshold is accepted. If no path is found having SNR
greater than γT , the SECp receiver selects the path having
the highest SNR. As such, SECp needs less path switching
and fewer path estimations which results more complexity
compared to the classic SEC method. But it shows a better
performance that is proved later in this paper.
The PDF of γ over L no. of i.i.d. Rayleigh branches for
SECp is given by [9]:
fγSECp (γ) =


L
(
1− e−
γ
γ
)L−1
1
γ e
− γγ , γ < γT[
1−
(
1− e−
γ
γ
)L]
1
γ e
−
γ−γT
γ , γ ≥ γT
. (18)
The average detection probability of SECp can be obtained
by averaging Eq. (5) over Eq. (18):
PdSECP = I1 + I2 , (19)
where I1 is given by:
I1 =
L
γ
L
∑
k=0
(−1)k (L−1)!k!(L− k−1)! [X1−X2] , (20)
having
X1 =
γ
k +1e
−λ ′
2
[(
1+
2(1+ k)
γ
) N
2 −1
(
e
λ ′
2(1+ 2(1+k)γ
−
N
2 −2
∑
n=0
1
n!
λ ′
2
(
1+ 2(1+k)γ
)
)
+
N
2 −2
∑
n=0
1
n!
(λ ′
2
)n]
, (21)
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X2 =
γ
1+ ke
−
(1+k)γ2T
γ Q N
2
(
γT ,
√
λ ′
)
+
γ
2(k +1)
×
(
1+
2(1+ k)
γ
) N
2 −1
e−
λ ′
2
2(1+k)
2(1+k)+γ
×

1−Q N
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
γT
√
1+
2(1+ k)
γ ,
√
λ ′√
1+ 2(1+k)γ



 , (22)
and I2 has the expression given by:
I2 =
[
1−
(
1− e−
γT
γ
)L]
e
γT
γ C , (23)
where C is defined by Eq. (17).
4. Results and Discussion
Here, the probability of detection for both SEC and SECp
is evaluated using Monte Carlo simulation for the thresh-
old SNR γth = 18 dB. Figure 1 illustrates SNR vs PD over
the Rayleigh fading channel for different diversity combin-
ing techniques (SEC, SECp, MRC) along with no diversity
case. Here, the variation in probability of detection with
respect to SNR is observed, and one may see from the
graph that the probability of detection is higher for SECp
than in the case of conventional SEC. Figure 2 also illus-
trates the same results for different numbers of samples,
i.e. SECp performs better than SEC. Another finding of
Fig. 2 is that the performance improves upon increasing N.
In Fig. 3, a graph showing the probability of misdetection
and the probability of a false alarm is plotted for a constant
value of SNR. This graph is known as the complemen-
tary receiver operating characteristic (ROC) curve. Com-
plementary ROC curves for different diversity combining
techniques also show a better performance of the SECp
technique, which is verified for different N in Fig. 4.
Fig. 1. SNR vs Pd curves over the Rayleigh fading channel
for a single antenna and SEC, SECp, MRC diversity combining
techniques for L = 2 with γth = 8 dB and N = 10.
Fig. 2. SNR vs Pd curves over the Rayleigh fading channel with
a single antenna and SEC, SECp (L = 2) diversity combining
techniques having γth = 8 dB for different N.
Fig. 3. Complementary ROC curves over the Rayleigh fading
channel for a single antenna and SEC, SECp diversity combining
techniques for L = 2 with γth = 8 dB, γ = 6 dB, N = 8.
5. Conclusion
In this paper, performance analysis of different diversity
combining techniques is conducted for cognitive radio sce-
narios. General formulas for the probability of detection
using MRC, SEC and SECp diversity combining techniques
over the Rayleigh fading channel are derived and results are
cross-verified. Though MRC gives the best results, its hard-
ware design is quite complex. If a less complex receiver
design is required, switched diversity techniques may prove
to be a better option. The performance of MRC is slightly
better than SECp but the design of SECp is much sim-
pler. It is shown that the same results are repeated for
different numbers of samples. It is illustrated with the help
of SNR vs probability of detection curves, as well as with
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Fig. 4. Complementary ROC curves over the Rayleigh fading
channel for a single antenna and SEC, SECp (L = 2) diversity
combining techniques with γth = 8 dB, γ = 5 dB for different N.
complementary ROC curves, that performance improves on
increasing the number of samples. Performance improves
also with additional branches. Performance of cognitive
radio with no diversity is the lowest, and improves with the
implementation of diversity combining techniques.
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Abstract—The failure rate of sensor nodes in Heterogeneous
Wireless Sensor Networks is high due to the use of low
battery-powered sensor nodes in a hostile environment. Net-
works of this kind become non-operational and turn into dis-
joint segmented networks due to large-scale failures of sensor
nodes. This may require the placement of additional high-
power relay nodes. In this paper, we propose a network par-
tition recovery solution called Grey Wolf, which is an opti-
mizer algorithm for repairing segmented heterogeneous wire-
less sensor networks. The proposed solution provides not
only strong bi-connectivity in the damaged area, but also
distributes traffic load among the multiple deployed nodes
to enhance the repaired network’s lifetime. The experiment
results show that the Grey Wolf algorithm offers a con-
siderable performance advantage over other state-of-the-art
approaches.
Keywords—connectivity restoration, meta-heuristics, relay node
placement, wireless sensor networks.
1. Introduction
Heterogeneous wireless sensor networks (HWSNs) em-
ploy different types of nodes which differ from each other
in terms of capabilities, load assigned to the nodes and
coverage areas. HWSNs attract a large number of appli-
cations in the field of health, defense, agriculture, forest
monitoring, etc. Moreover, HWSNs are well capable of op-
erating in harsh and hostile environments without human
intervention. However, it is a challenging task to simul-
taneously maintain coverage and connectivity in a harsh
environment [1], [2].
It is a hard fact that sensor nodes (SNs) are more suscep-
tible to failure in a harsh scenario and may drain battery
power within a short span of time if unnecessary loads
are assigned to them. Therefore, HWSNs require energy-
constrained algorithms to perform operations in harsh en-
vironments. Segmentation or network partition is a classic,
well-known problem affecting HWSNs. In a segmented
network, SNs may not be able to communicate with other
sensor relay nodes. This is a distributed problem, where
computation is to be performed in different parts of the sys-
tem and results need to be aggregated for the final action
to be taken.
Restoration of lost connectivity in distributed, disconnected
HWSNs is an example of diffusing computation, where it
starts at one node of the distributed system and slowly
transfers towards other parts. On the other hand, seg-
ments may be created by using relay nodes (RNs) due to
large-scale failures of SNs (i.e. battery power exhausted)
or due to a natural disaster. RNs are more powerful than
SNs in terms of communication range and reserved battery
backup. Therefore, relay node placement (RNP) in HWSNs
is a cost effective and best-suited method to solve the
network partition problem, simultaneously offering a fault
tolerance mechanism. The relay node placement problem
(RNPP) is NP-hard [3], [4]. RNs are expensive. Hence,
a large number of RNs may increase the overall cost of
a network. Each and every position of RNs in 2D renders
different optimized solutions. The solution with a mini-
mum RN count could be considered as an optimized solu-
tion for RNPP.
There are many techniques to solve RNPP in HWSNs.
However, meta-heuristics are recognized as best-suited
methods.
Meta-heuristics are problem independent and stochastic in
nature to solve NP-hard and optimization problems. Some
popular meta-heuristics include Particle Swarm Optimiza-
tion (PSO) [5], Ant Colony Optimization (ACO) [6], or Ge-
netic Algorithm (GA) [7]. A meta-heuristic may produce
a promising solution for a given set of problems besides
that it may also give the worst solution for another set. It
totally depends on the choice of the meta-heuristic made
based on the problem at hand. Therefore, there is a need to
find a relevant metaheuristic approach which can produce
favorable results for the selected set of problems.
All meta-heuristics performed the search process that was
divided into two different phases: exploration and ex-
ploitation. Global searching is called exploration and lo-
cal searching is known as exploitation. Exploration covers
the whole solution space by diverging search agents in dif-
ferent directions. Exploitation is a local search and cov-
ers only a specific part of the solution space by converg-
ing towards a candidate position. Meta-heuristics can be
classified into three various classes: swarm intelligence-
based (SI), physics-based, and evolutionary algorithms
(EAs) [8].
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To solve RNPP, we use the Grey Wolf Optimizer (GWO)
as a swarm intelligence-based technique enabling to find
the optimal location of probable RNs. It is based on the
hunting behavior of grey wolves.
The paper is organized as follows. Section 2 shows the
related work concerned with RNPP. The system model and
the problem statement are discussed in Section 3. Section 4
is completely devoted to GWO explanation. The proposed
solution is described in Section 5. Section 6 discusses the
pseudo code. Some well-established proposed solutions are
compared with proposed solution in Section 7. Finally, the
paper is concluded in Section 8.
2. Related Work
RNPP-related techniques used for repairing segmented
HWSNs can be classified into two different categories,
based upon the behavior of RNs within the network. The
first category of approaches is related to the deployment of
static RNs in the damaged portion of HWSNs. The second
category is used for the deployment of mobile relay nodes
which can relay data received from a group of sensor nodes
or from nearby neighboring RNs to the base station (BS),
which may be either mobile or stationary. The mobility of
BS can be taken into consideration for improving transmis-
sion efficiency.
2.1. Deployment of Static Relay Nodes
Recently, Lee et al. [9] tackled RNPP by deploying RN
using Steiner Points (SPs) and the convex hull approach.
During the first phase, they find a convex hull on all disjoint
segments, where each segment is represented by a repre-
sentative node. Each representative node denotes the whole
segment area as a single point in 2D. In the second phase,
they proposed to find minimal sub-Steiner trees for every
three neighboring terminal nodes. This procedure is fol-
lowed repeatedly until two terminal nodes are left.
In [10], Lanza-Gutierrez et al. proposed six different
multi-objective meta-heuristics (ABC, firefly algorithm,
evolutionary algorithm with NBI-Tchebyff approach, non-
dominated sorting genetic algorithm-II, strength pareto-
evolutionary algorithm 2, variable neighborhood search).
They evaluated all proposed solutions based on three ob-
jectives (average sensitivity area, network reliability, aver-
age energy cost) using the six meta-heuristics referred to
above. Each objective is bound with an objective function
that is being used as input for the meta-heuristics at hand.
The concept of the local search approximation algorithm is
introduced by Ma et al. [11] and is also known as LSSA.
They proposed a novel, connectivity aware, approximation-
based approach for two-tiered HWSNs. They formed, with
the help of a local search, a local set cover for different
groups of sensor nodes. After that, they calculated a set
cover for RNs based on the local set cover. They extended
the same for the double relay node set cover.
The authors of [12] solve RNPP in static hybrid HWSNs
with the help of PSO and integer, planning the average
path length between sensors. They improve the efficiency
of relay deployment because of a restricted search space of
the integer, instead of the real number. Efficient deployment
of RNs and BS may enhance the efficiency of the proposed
solution.
Lloyd et al. [13] have proposed a solution to solve 1-tier
as well as 2-tier RNPPs. Their proposed solution is used
to find the optimal path for the single tier, and for RNs
between every pair of sensors. The second approach is pro-
posed for a 2-tier RNPP. Time complexity for the 1-tier so-
lution proposed is shown to be a 7-approximation, and for
2-tier it is shown as (4.5+ε)-approximation and (5+ε)-ap-
proximation.
The authors of [14] proposed a game theory-based approach
for RNPP. This approach is supposed to have a complete
knowledge about the network (the number of failed nodes,
the number of segmented parts and location of partitioned
segments). Each segment is used as a player in the game in
which each node is used as a payoff function. Game theory
is a centralized approach. Therefore, each partition must
know about the payoff function of all other partitions. At
last, each player shares their payoff results to restore lost
connectivity within the segmented network.
2.2. Deployment of Mobile Nodes
Mobility in HWSNs may be divided into two categories:
batch movement and succeeding movement. In batch move-
ment, a group of nodes moves towards another group of
nodes for re-connection. The basic idea behind batch move-
ment is to join two partitions by moving towards each
other [15]. Succeeding movement is related to the move-
ment of one or few RNs, performed in an awkward fash-
ion, in order to repair the segmented network, e.g. [16]
restore connectivity by succeeding movement of RNs to
repair wireless sensor and actor networks (WSANs). The
authors of [17] try to identify a node the removal of which
may lead to network partition. After identification, the sug-
gested algorithm starts connectivity restoration of the par-
titioned WSN. Wang et al. [18] introduced mobility in RNs
as well as in BS and try to increase network lifetime in dif-
ferent environments, e.g. static network, WSN with a single
mobile sink, and WSN with mobile RN.
The main advantage of deployment of mobile RNs is the
ability to collect/send data from/to a large number of sen-
sors. Mobile RNs in HWSNs enhance coverage, connec-
tivity, fault tolerance and lifetime of the network. Akkya
et al. [19] deployed mobile agents to re-connect segmented
partitions of HWSNs. They proposed a mathematical
model for deployment of RNs for a minimum traveling dis-
tance. The proposed solution is evaluated based on time
required to reconnect the partitioned network and the to-
tal distance traveled by mobile RNs. The authors of [20]
deploy mobile agents to receive/send sensed data from/to
sensor/BS. The proposed solution saves energy of SNs by
using mobile RNs to transmit the data to BS.
71
Gaurav Kumar and Virender Ranga
The authors of [21] proposed an algorithm to control the
mobility of nodes to reduce energy consumption. The idea
behind controlled mobility is based on covering the dam-
aged part of WSN. The mobile RN restores connectivity in
the no-connectivity area. Since moving a node for a long
time may drain its battery power at a fast rate the proposed
solution minimizes the maximum travel distance.
3. System Model and Problem Statement
In this paper, a flat structure of HWSN is considered on
which SNs are deployed throughout a specific predefined
area by using any node deployment strategy. Here, random
deployment is taken. Sink node/BS is positioned at a pre-
defined location to receive aggregated data. All network
traffic flows towards BS to get useful information related to
the environment being observed. When a large number of
SNs fail, a number of disjoint, partitioned segments may be
created. Figure 1a shows a segmented HWSN with seven
disjoint segments and the damaged area. Thus, proposed
approach is proposes to place RNs inside the damaged area
to restore lost connectivity. Initially, one RN is assigned to
every segment as a representative node which is denoted
by Segi. Thus, there is a need to deploy at least NSeg RNs
for every disjoint segment (suppose we have NSeg number
of the disjoint segment).
The problem of placing relay nodes in the segmented area
can be described as follows. Initially, segmentation is de-
tected, with NSeg number of disjoint segments. Initially, NSeg
is the number of RNs considered, with each of them work-
ing as a gateway node for their respective segment. For
simplicity, it is assumed that every segment has an RN for
the purpose of the experiment. That RN is denoted by Segi
where 0≤ i≤ NSeg. The range of RNs is considered to be
as required, and is denoted by the symbol Rr. The range of
RNs (Rr) may differ from the range of SNs (Rs) which is
usually Rr ≥ Rs. The proposed algorithm strives to find the
near to optimal position and the minimum count of RNs
by using the GWO meta-heuristic technique.
The research is based on the following assumptions:
• all SNs, as well as BS, are static,
• all RNs have an equal unit transmission range of Rr,
• HWSN uses its underlying routing protocol to relay
data from source to destination,
• X-Y coordinates of all nodes are considered in integer
space.
4. The Grey Wolf Optimizer
Grey wolves have a well-organized social hierarchy. Their
hunting strategy can be used for solving the optimization
problem. To complete the hunting process grey wolves
move forward in a planned manner. The authors of [22]
suggest various steps which are used by the wolves for
hunting. All these are listed below:
• track, trail and trace,
• keep an eye, surround and hassle the target until it
comes to rest,
• attack the prey.
In [8] authors give a model of all these procedures which
can be used to solve many optimization problems. Pre-
sented solution uses the same technique to restore lost con-
nectivity in a partitioned HWSN. As per the social hierar-
chy of grey wolves, solutions obtained from mathematical
modeling are categorized into three fittest solutions. Alpha
(α) is considered to be the best solution. Beta (β ) and
delta (δ ) will be the second and the third fittest solution,
respectively. The remaining solutions will be considered to
belong to the omega (ω) set.
4.1. Surrounding Prey
To model the surrounding phase, the following equations
are used to depict the behavior:
~D =
∣∣~J · ~Pw(i)−~P(i)∣∣ , (1)
~P(i+1) = ~Pw−~K ·~D , (2)
where ~D indicates the distance between prey and wolf,
~J and ~K are the coefficient vector which is used to en-
circle the prey. Both of these play an important role during
hunting. ~Pw and ~P is the position vector of the wolf and
the prey, respectively, and i denotes an iterator.
The equation coefficient vectors ~J and ~K are given as fol-
lows:
~J = 2 ·~l1 , (3)
~K = 2~k ·~l2−~k , (4)
where vector~k is decreased from 2 to 0, and vectors ~l1, ~l2
are random vectors in [0, 1].
4.2. Attacking Prey
One of the best capabilities of grey wolves is to make an
estimation of the location of prey. Firstly, they encircle the
prey and then attack it. Alphas are the most dominating
wolves within the group and they steer the hunt. In the
case of NP-hard problems, the solution space is very large
and it is quite difficult to search for optimal solutions in
polynomial time. GWO always strive to find three fittest
or best solutions. Considering that alpha is the fittest, beta
is the second best and delta is the third best solution, the
following equations are used to show the behavior of alpha,
beta, and delta:
~Dα =
∣∣~J1 · ~Pα−~P∣∣, ~Dβ =∣∣~J2 · ~Pβ−~P∣∣, ~Dδ =∣∣~J3 · ~Pδ−~P∣∣ , (5)
~P1 = ~Pα−~K1 · ~Dα , ~P2 = ~Pβ−~K2 · ~Dβ , ~P3 = ~Pδ−~K3 · ~Dδ , (6)
~P(i+1) =
~P1 + ~P2 + ~P3
3 . (7)
The pseudo code of GWO is shown as Algorithm 1.
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Algorithm 1. Grey wolf optimizer algorithm
1: procedure GWO(initial population)
2: Initialize the population of grey wolf agents ~Pd(d =
3: 1,2, . . . ,n)
4: Initialize all coefficient vectors~k, ~K and ~J
5: ~Pα ← First best possible solution
6: ~Pβ ← Second best possible solution
7: ~Pβ ← Third best possible solution
8: while (i <max number of iterations) do
9: for each search agent do
10: Update possible location of current search
11: agent by using Eq. (7)
12: end for
13: Update coefficient vectors~k, ~K and ~J
14: Calculate the fitness of all search agents
15: Update position vectors ~Pα , ~Pβ and ~Pδ
16: i← i+1
17: end while
18: return ~Pα . Return the best solution
19: end procedure
5. The Proposed Solution
We have considered a well-connected network in the sim-
ulation, which is converted into segmented portions after
a large-scale failure of SNs. It leads to the creation of
multiple, disjoint segments within the network. A 2D vec-
tor of the locations of disconnected segments is used as
population size for the proposed solution and generates the
probable location of prey. This is an iterative process and
each iteration has its own solution, because the number
of segments keeps changing continuously. The proposed
GAIN solution is mapped with the GWO algorithm, as: all
disconnected segments are treated as grey wolves. By us-
ing the current location of wolves, the probable location of
prey is found. The location of prey is continuously updated
with coefficient vectors, as discussed in Section 4. The ob-
served location of prey is used for relay node placement be-
tween different segments to recover lost connectivity. The
proposed solution is executed in different phases as shown
below:
• locate the position of initial RNs,
• neighbor discovery,
• populating RNs,
• termination phase.
In the first phase, RNs are considered as representative
nodes for all disjoints segments. Their locations are ob-
served as discussed in Subsection 5.1. The transmission
range of RNs (i.e. Rr) is considered to be the radius of the
circle made by the coverage field of any RN. Therefore, any
RN can cover a distance of 2Rr in all directions. The second
phase is concerned with finding the neighboring segments
with the help of the deployed RNs. In the third phase, the
proposed algorithm strives to populate RNs in the damaged
region by using different rounds. In each round, one best
RN position is returned by the presented solution. The cal-
culated location is abbreviated as the current relay node
location for the respective round. The relay placed at the
said location is called current relay. The current relay node
strives to find representative nodes within its range. Now,
nodes within the range of each other become neighboring
nodes. All connected nodes in the segment are denoted
by only one representative node for the simplicity of the
algorithm. In the fourth phase (i.e. termination phase),
the algorithm terminates when condition NSeg ≤ 2 is met,
where NSeg represents a number of disjoint segments in the
network. Finally, if only one segment is left, connectivity
has been restored successfully. If two segments are left,
then there is a need to populate some additional RNs on
the basis of the Euclidean distance between them, as dis-
cussed and shown in Eq. (8). The detailed description of
the proposed GAIN solution is described in the following
subsections.
5.1. Locate the Position of Initial RNs
Whenever the BS observes a sudden decrease in the amount
of information sensed from the deployed network, it iden-
tifies a large-scale failure of SNs. The proposed solution is
required to find relevant positions for populating representa-
tive nodes Segi where i represents the number of segments.
Considering all segments have their own representative RN
as a gateway for the segmented part, any communication
within the segments would be possible only through these
RNs. Figure 1a represents an example of a partitioned net-
work with its seven representative nodes denoted by Seg1 to
Seg7. The solution takes X-Y locations of all representative
nodes as an input and produces a relay count. In addition,
to identify the minimum distance between any two points,
GAIN uses Euclidean distance given by:
ED(x1,y1)(x2,y2) =
√
(x1− x2)2 +(y1− y2)2 , (8)
where ED(x1,y1)(x2,y2) denotes the Euclidean distance be-
tween two points (x1,y1) and (x2,y2).
5.2. Neighbor Discovery
In this phase, we consider a set of representative nodes
obtained from the first phase. After that, each segment
discovers its neighboring segments, as explained in Al-
gorithm 2. After placing initial RNs, some of the seg-
ments find other segments to be within their transmission
range and list those segments as their neighboring seg-
ments. Figure 1a shows an example of seven initial seg-
ments. Each segment is denoted by a single RN and it
is referred to as a representative node for all nodes of the
respective segment. Each representative RN is denoted by
Segi(x,y), where Segi is the segment number with its coor-
dinate (x,y). As calculated in the simulation, X-Y coordi-
nates of all segments are as Seg1 : (50,12), Seg2 : (79,23),
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Fig. 1. Representing initial two steps of GAIN: (a) showing
initial position of each segment Segi, and (b) showing neighboring
segments where Rr = 15 m.
Seg3 : (83,94), Seg4 : (65,88), Seg5 : (48,57), Seg6 : (27,54)
and Seg7 : (32,13). After the placement of representative
nodes within every segment, the proposed solution will in-
crease the communication range of the respective segments
due to the large communication range of RNs, albeit some
of the segments do not require additional relays to establish
communication between disjoint segments. The Euclidean
distance between two segments (representative nodes) can
be calculated as two points (x1,y1) and (x2,y2) in the X-Y
plane. These points will be the neighbors of each other
when these two points satisfy equality Rr ≤ ED(x1,y1)(x2,y2).
In this way, neighboring points will be combined into
a single segment which is shown in Fig. 1b. It can be ob-
served that Seg1 joins Seg7, Seg3 joins Seg4, Seg5 joins
Seg6 and Seg2 have no neighboring segment and converted
it into current segments CrSeg14 , CrSeg12 , CrSeg13 , CrSeg11 ,
respectively.
This step adds an extra boost to the proposed algorithm to
solve the network partition problem, and it is really helpful
in reducing the number of deployed RNs. It is observed in
the simulation that the total number of relay nodes would
be always greater than or equal to the initial number of seg-
ments. This relation can be shown as Count Relay≥ NSeg
where Count Relay denotes the total number of relays re-
quiring restoring connectivity within a disconnected WSN.
After completion of the neighbor discovery phase, some
of the segments combine with their neighboring segments
and the rest of them are termed as current segments. The
current segments are represented by CrSegi j , where i de-
notes the iteration number and j simply denotes the cur-
rent segment number. Each segment may or may not have
its neighbors, for e.g. Seg2 does not have any neighboring
nodes and segments Seg1, Seg4, Seg5 have one neighbor-
ing node, i.e. Seg7, Seg3, Seg6, respectively, as depicted in
Fig. 1b.
5.3. Populating RNs
The third step of the proposed solution is executed in
rounds. In each round, RN position is calculated and the
observed position is represented by RNi, where i denotes
the respective iteration number. The proposed GAIN solu-
tion generates a convex hull over the representative nodes
of the current segments CrSegi j . Due to the random and
stochastic nature of RNs, their positions come out of the
transmission range of all the segments. To remove this side
effect, we incorporate the convex hull algorithm that uses
the Graham scan algorithm [23]. The proposed solution
continuously checks whether the calculated point lies in-
side the convex hull or not. If it lies inside the convex hull,
then we proceed to the next iteration, otherwise the algo-
rithm discards the candidate position and puts it into the
Fig. 2. First iteration of placing relay node placement by GWO:
(a) shows a convex hull made by current segments, the first RN
RN1(63,56) and the discarded relay DR1(17,14), and (b) current
segment CrSeg3 is within the range of RN RN1.
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category of discarded RNs, represented by DR1, as shown
in Fig. 2a.
The first iteration scenario has been shown in Fig. 2b. Here,
one discarded RN position DR1(17,14), which lies outside
the convex hull and one accepted RN position RN1(63,56)
which lies inside the convex hull are shown. Sometimes
only one, and sometimes a higher number of executions
is required. Therefore, time-related complexity may be in-
creased. However, GAIN shows better results compared
with state-of-the-art solutions. The proposed algorithm
strives to find segments within the range of RN RN1. Again,
the solution uses Eq. (8), where coordinates (x1,y1) repre-
sent the position of the RNs and (x2,y2) shows the coor-
dinates of current segments. If any two current segments
satisfy relation ED(x1,y1),(x2,y2) ≤ 2Rr, then both of these
segments are considered within the range of each other.
The same scenario can be seen in Fig. 1b, which shows
that RN1 is within the communication range of current seg-
ment CrSeg13 , so these two segments combine into a single
segment.
Fig. 3. Second iteration of placing relay node placement by
GWO: (a) shows discarded relays DR2(17,16) and DR3(6,28)
and second RN RN2(55,21), and (b) RN RN2 combines current
segments CrSeg4 and CrSeg1
We obtain two discarded relays DR2(17,16) and
DR3(6,28), after the second iteration of the proposed so-
lution due to its random nature (as shown in Fig. 3a). In
the third attempt, GAIN is able to find a relevant position
for RN RN2(55,21) which lies inside the convex hull of the
respective current segments. The solution considers α as
the best solution, so it tries to produce an output which is
favorable for the first input in the population. But this side
effect can be removed by using the convex hull approach.
GAIN forces RNs to populate inward the damaged area.
Figure 3b shows that current segments Cr11 and Cr14 com-
bine into a single current segment Cr21.
Fig. 4. Third iteration of placing relay node by GWO: (a) lo-
cation of RN RN3(52,34) is found using GWO, and (b) RN RN3
combines current segments Cr1 and Cr3.
The proposed solution generates three current segments af-
ter the execution of the second iteration – Cr21, Cr22, Cr23.
In the third round, GAIN produces another RN position
RN3(52,34) which is able to communicate with current
segments Cr21 and Cr23 by satisfying equation Eq. (8) and
tries to restore lost connectivity as shown in Fig. 4a. Here,
RN3 will act as a gateway or bridge between both these
segments. Figure 4b represents only two current segments
Cr31 and Cr32. Therefore, it is considered as a terminating
condition.
5.4. Termination Phase
Termination phase is the last step of the proposed algorithm.
The solution always checks for the remaining number of
disconnected segments, because it is an iterative approach
and it reconnects segments in the same manner. If two or
fewer segments are left, the algorithm enters its termination
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Fig. 5. Termination condition because only two current segments
are left: (a) fourth RN RN4(57,73) has been placed manually, and
(b) RN RN4 combines both of the remaining segments.
phase. In the termination phase, it is considered that if one
segment is left only, then connectivity has been restored. If
two segments are left, then the algorithm finds the number
of RNs required for restoration of connectivity by using
the equation listed in the GAIN Algorithm 2 (lines 33–36).
The relevant positions of RNs can be found by using the
Euclidean distance between last two segments. Figure 5a
shows that RN RN4 has been placed between current seg-
ments CrSeg31 and CrSeg32 . The position is somewhere along
the line that joins these two segments. Figure 5b shows that
disconnected segments can communicate with each other
using RN RN4 as a bridge.
5.5. Discussion on Degree of Novelty
The proposed algorithm has the power to generate an ef-
ficient and well-connected network topology. GAIN pop-
ulates RNs in the inward direction of the damaged area.
This generates a simple and efficient topology. The final
topology generated is shown in Fig. 6. Some important
observations may be inferred from the resulting topology,
and are explained below:
• Connectivity is an important factor of any network
topology. It shows its ability to handle failures. If
network connectivity is high, then it can bear a large
number of failures, up to a threshold limit. The re-
Fig. 6. Resulting topology calculated with GAIN.
sulting topology shown in Fig. 6 indicates that nodes
on the edge of the network or terminal nodes are
characterized by high connectivity (bi-connectivity).
When a failure occurs, it does partition the network
due to its high degree of connectivity.
• Distributed traffic load is the backbone of any net-
work topology, because any network which has a cen-
tralized traffic load may suffer from continuous fail-
ures of the central part. Presented topology has no
central point of failure, however. Instead of central-
ized load shown in Fig. 6, it is characterized by traffic
load distributed among all nodes within the network.
Therefore, it helps enhance the overall lifetime of the
network.
6. Discussion on Pseudo Code of
Proposed Solution
In this section, we explain the pseudo code of the pro-
posed GAIN solution, which is shown in Algorithm 2. This
pseudo code is divided into different parts based on the
phases of GAIN. GAIN maintains a 2D array S for the co-
ordinates of representative nodes and an integer variable,
Count Relay to hold the total number of RNs. The integer
variable NSeg shows the number of disjoint segments within
the partitioned network. Lines 3–9 show the neighbor dis-
covery phase. Line 5 is the main part of the neighbor dis-
covery phase. If Segi and Seg j satisfy this condition, then
these two segments become the neighbors of each other.
The iterative process for populating RNs is shown in
lines 10–32. Line 12 computes the convex hull over the
representative nodes of current segments. Line 13 calcu-
lates the candidate position of RN for the current round.
Next, the solution checks for the position of the current
RN. If it lies inside the convex hull, then it is put into the
acceptable list. Otherwise, it is included in the list of dis-
carded RNs. The same scenario is depicted in lines 14–31.
Each candidate RN position has some segments within its
communication range. If these segments are in the range
of the current RN, then it is considered as a new segment, as
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Algorithm 2. GAIN pseudocode
1: procedure GAIN(Area, NSeg, Rr)
2: Initialize array S[NSeg][2] and Count Relay← 0;
3: for i← 0 to NSeg do
4: for j← i+1 to NSeg do
5: if Euclid Dist(S [i] [0] ,S [i] [1] ,S [ j] [0] ,
S [ j] [1])< 2Rr then
6: Join segment j-th with segment i-th and
remove it from array S.
7: end if
8: end for
9: end for . Discovery
10: while S have more than 2 points do
11: Initialize CrRelay [2];
12: CH← Compute a convex hull of all points in S
13: CrRelay← GWO(S);
14: if check CrRelay lie inside convex hull CH then
15: Count Relay++;
16: Initialize C Seg in Range← 0 and 2D vec-
tor Seg in Range;
17: for i← 0 to NSeg do
18: if Euclid Dist(S [i] [0] ,S [i] [1] ,
CrRelay [0] ,CrRelay [1])< 2Rr then
19: Seg in Range ← S [i] and
Count Seg in Range++;
20: end if
21: end for
22: if C Seg in Range==0 then Create a new
segment by using current relay
23: else
24: if C Seg in Range==1 then Add cur-
rent relay to respective segment
25: else
26: for i← 1 to Seg in Range.size() do
27: Join all segments together and
remove those from S instead of
of first one.
28: end for
29: end if
30: end if
31: end if
32: end while
33: if S have two point then
34: Temp ← (Euclid Dist(S[0][0],S[0][1],S[1][0],
S[1][1])−2Rr)/(2Rr);
35: Count Relay←Count Relay+Temp;
36: end if . To obtain the required number of RN to
connect last two segments
37: return Count Relay
38: end procedure
explained in line 22 of Algorithm 2. If the segments are in
the range of the current RN, then they are added to the list
of current RNs of the respective segment (line 24). If the
number of segments within the range of the current relay
exceeds one, then all these segments are joined together
and represented as a single segment (lines 26–27).
Algorithm 3 . Euclidean distance between two points in
X-Y plain
1: procedure Euclid Dist(x1,x2,y1,y2)
2: a←| x1− x2 |
2
3: b←| y1− y2 |2
4: return
√
a+b
5: end procedure
For initiating the termination condition, we check the count
of remaining segments. If it is lower than 3, then the algo-
rithm enters the termination phase, implemented by means
of lines 33–36. These lines calculate the number of remain-
ing RNs requiring joining, by calculating the Euclidean
distance between them.
7. Performance Evaluation and
Comparison
In this section, the performance and effectiveness of GAIN
are discussed. Comparison with state-of-the-art algorithms
is also explained. The GAIN algorithm is implemented
and simulated in Java. The experiment results show that
the proposed solution identified the lowest count of RNs as
a number of segments increased. The total number of RNs
and the number of disconnected segments are proportional
to each other. So, these two factors are very important. Our
objective is to find the minimum number of relay counts.
Table 1 shows the parameters used in the simulation to
analyze its performance.
Table 1
Simulation parameters
Parameter Value
Area 1000×1000 m
Nodes 100–500
Total number of partition 5–9
Communication range of RNs 50–325 m
Number of placed RNs 5–45
7.1. Performance Metrics
For the purpose of the experiment, we have considered
a variable range of RNs with a fixed number of partitioned
segments. We have also taken a variable number of parti-
tioned segments for a variable range of RNs. The following
listed metrics are used to validate performance:
• Number of segments (NSeg) – a large value of (NSeg)
may increase the requirements related with connec-
tivity, which would result in a large number of RNs
required – Count Relay. As discussed earlier in Sec-
tion 5, the total count of relay nodes is always greater
than or equal to the number of partitioned segments.
Hence, this metric has a direct impact on the mini-
mum number of RNs.
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• Transmission range of RN (Rr) – a longer transmis-
sion range directly affects the total count of RNs.
Rr exerts a direct impact on performance. Our ex-
periment results show that a longer communication
range may be considered for getting better results.
The minimum number of RNs required to ensure
inter-segment connectivity is directly influenced by
inter-segment connectivity.
• Total count of RNs (Count Relay) – this parameter is
directly related to the deployment cost of the network,
as a minimum relay count is preferred. It shows
the estimated performance advantage of the proposed
approach in comparison with other algorithms.
7.2. Comparative Approaches
This section provides an overview of some well-known and
recently published algorithms. Considering the metrics de-
scribed above, our objective is to solve the network partition
problem and to propose an efficient approach to the issue
at hand. In this section a brief introduction of four other
RNPP solutions is discussed. The first algorithm generates
a convex hull and calculates the Steiner point for every
three neighboring nodes repeatedly, until two segments are
left (ORC [9]). The second algorithm uses the Steiner min-
imum tree with the minimum number of Steiner points to
find the location of RNs for restoration of global connec-
tivity in WSN (STP-MSP [24]). The third algorithm forms
the minimum spanning tree which is based on a single-
tiered RNP (MST-1tRN [13]). The last algorithm studies
the problem of the connected single cover, where each SN
is covered by a single RN (1CSCP [25]).
• ORC – this approach seeks to form the minimum
Steiner tree on the convex hull to populate RNs. It
is an iterative process and is completed in differ-
ent stages. Authors of ORC [9] proposed a heuristic
based on the convex hull and populated RNs inwards
from the boundary of the convex hull. In each itera-
tion, the convex hull is formed and Steiner points for
every set of three neighboring nodes are found con-
sidering Steiner points of the previous iteration as an
input for the next iteration to form convex hull. ORC
uses the k-LCA approach [26] to solve the Steiner
tree problem.
• STP-MSP – this algorithm follows the concepts of
the minimum spanning tree (MST) and the Steiner
tree point (STP). The combination of these two ap-
proaches results in a fully connected WSN. STP-MSP
considers P terminals which have no connectivity and
it strives to find an MST formed by these P terminal
nodes. Regarding a constant R, STP-MSP forms an
edge p1 p2 between two points p2 and p2 and inserts
d |p1 p2|R − 1e a number of Steiner points, where R is
the transmission range of the relay.
• MST-1tRN – initially, the MST-1tRN algorithm uses
a set of sensor nodes, S = (s1,s2,s3, . . . ,sn) and some
other constants r and R as the range of SNs and RNs,
respectively. It strives to compute MST TS generated
by set S. It then tries to steinerize that MST to obtain
an (r,R)-constrained Steiner tree by populating RNs
on each edge of MST TS.
• 1CSCP – the 1CSCP algorithm is totally based on
the concept of the connected single cover problem.
It seeks to find the location of a minimum number of
RNs and ensures that each SN is covered by at least
one RN. RNs are placed so that a connected network
can be generated by using these RNs, and that BSs
be reachable. A connected network of RNs is called
a minimum connected single cover graph.
7.3. Simulation Results and Comparison
The simulations prove the concepts used in respective re-
search work. The GAIN algorithm is simulated in the Java
environment, with multiple configurations. Each configura-
tion has a different number of segments NSeg and a varying
transmission range of RNs Rr. All SNs are randomly placed
in the area of interest (i.e. 1000×1000 m). The transmis-
sion range of RNs varies from 50 m to 325 m and the
value of NSeg assumes 5, 6, 7 and 8. All experiment results
are taken into consideration, with their average equaling
30 individual results.
Fig. 7. GAIN vs. other algorithms. The lower figure is a mag-
nified version of the rectangle area in the upper chart.
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The performance of GAIN is studied with other four com-
parative algorithms in terms of the total RN count required
to restore lost connectivity of a partitioned WSN, for var-
ious ranges of RNs. For all results, shown in Fig. 7, NSeg
is taken as a constant value of 5. Figure 7a shows that
proximity is an important factor in a disconnect network.
It has been observed that the RN count decreases as the
range increases. While studying the impact of the large
value of Rr, it has been shown that the total count of RNs
is largely influenced by the value of Rr. The transmission
range of RNs Rr and the number of RNs required to re-
store connectivity are inversely proportional to each other,
which means that as range increases, the count of RNs de-
creases and vice-versa. The same relation can be depicted
in Figs. 7a-b. The performance of GAIN decreases slightly
compared to other algorithms for a low transmission range
of RNs, due to the random nature of GWO. It tries to find
an optimal location by considering all segments at a time.
However, in Steiner points-based algorithms, the candidate
RN location is found by considering only a few nodes at
a time. As seen in Fig. 7a, for the value of Rr from 50 to
150 m, GAIN produces a larger number of RN locations,
outperforming ORC. Generally, in a real time application,
the value of Rr is to equal 200 or more than 200. Hence,
Fig. 7a shows that for the transmission range of 150–325 m,
the proposed solution renders better results than ORC, STP-
MSP, MST-1tRN, 1CSCP in terms of the total RN count.
Figure 7b is a magnified version of Fig. 7a, showing the
results in greater detail. For a large value of Rr, GAIN
populates RNs inwards from the outer edge of the first con-
vex hull. At the outset, GAIN consistently outperforms all
other comparative algorithms, for a large value in the range
of 200–325 m.
In the subsequent simulation results, the range of RN is
considered to be a constant value, i.e. equals 200 m. Here
we simulate GAIN for various numbers of segments, to
see the impact of a large-scale failure, where the value of
NSeg increases by leaps and bounds. Figure 8a shows the
results of four different experiments, with the number of
segments varying from 5 to 8. GAIN consistently out-
performs other algorithms, because of a large transmission
range of RN. Meanwhile, it can be observed that as seg-
mentation increases by one, the required number of RNs
increases sharply. Apart from this, we also observed one
thing – GAIN can also restore connectivity for a large scale
failure, where the number of partitioned segments is large.
But other algorithms are not able to populate RNs in such
a large-scale type of failure.
Figure 8b shows the experiment results only for GAIN,
but with various numbers of disconnected segments con-
sidered. This figure depicts the relation between the num-
ber of segments and the range of RN. It can be concluded
that when the transmission range of RN is high, the num-
ber of segments does not affect the final count of RNs (i.e.
Count Relay). Despite the large value of NSeg GAIN con-
sistently maintains the minimum number of RNs. Instead of
this, when there is a slight change in the value of NSeg and
Fig. 8. Comparison of GAIN and other algorithms (Rr = 200) (a)
and comparison of GAIN results for varying numbers of seg-
ments (b). (For color pictures visit www.nit.eu/publications/
journal-jtit)
with a low value of Rr, the final count of RN Count Relay
increases quickly. This simulation is performed for three
different values of NSeg equaling 5, 6 and 7. At last, we con-
clude, based on the results of the experiments, that GAIN’s
performance is favorable in comparison with other com-
parative approaches, for a large value of Rr. GAIN shows
a below-benchmark performance for a low value of Rr, due
to the randomness of GWO.
8. Conclusion and Future Scope
Generally, HWSNs operate in a harsh and hostile environ-
ment, where SNs are more susceptible to failures. A large-
scale failure of SNs results in the creation of a partitioned
network. Disjoint segments are no more able to commu-
nicate with other. Therefore, we proposed the grey wolf
optimizer algorithm to repair the segmented heterogeneous
wireless sensor network and to restore lost connectivity
within the disjoint HWSN. The proposed approach oper-
ates in rounds, and in each round one RN position is re-
turned. If the candidate position is inside the convex hull,
then it is considered as an acceptable RN position, other-
wise we discard it. When the number of remaining seg-
ments falls below three, then the situation is considered to
be the terminating condition of GAIN. In the termination
phase, the position of RNs is calculated with Euclidean
equality.
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We evaluate the performance of GAIN and compare it with
other well-known algorithms of similar nature. The simula-
tion results have confirmed that our proposed solution out-
performs other algorithms and populates a minimum num-
ber of nodes for a large communication range of RNs. The
resultant topology shows a good connectivity with balanced
traffic loads. In the future, we will be working to test the
proposed solution on a real testbed.
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Abstract—The paper presents a new algorithm to deter-
mine the shortest, non-crossing, rectilinear paths in a two-
dimensional grid graph. The shortest paths are determined
in a manner ensuring that they do not cross each other and
bypass any obstacles present. Such shortest paths are applied
in robotic chip design, suburban railway track layouts, rout-
ing traffic in wireless sensor networks, printed circuit board
design routing, etc. When more than one equal length non-
crossing path is present between the source and the destina-
tion, the proposed algorithm selects the path which has the
least number of corners (bends) along the path. This feature
makes the path more suitable for moving objects, such as un-
manned vehicles. In the author’s scheme presented herein,
the grid points are the vertices of the graph and the lines
joining the grid points are the edges of the graph. The ob-
stacles are represented by their boundary grid points. Once
the graph is ready, an adjacency matrix is generated and the
Floyd-Warshall all-pairs shortest path algorithm is used iter-
atively to identify the non-crossing shortest paths. To get the
minimum number of bends in a path, we make a modification
to the Floyd-Warshall algorithm, which is constitutes the main
contribution of the author presented herein.
Keywords—Floyd-Warshall algorithm, rectilinear non-crossing
shortest paths, rectilinear obstacles.
1. Introduction
The problem of non-crossing shortest paths is well re-
searched and several algorithms are described in literature,
i.e. [1]–[3]. In general, the shortest paths reduce the time
and cost of communication. Non-crossing paths are es-
sential in VLSI chip track layouts, printed circuit board
routing, robotic motion control [4], [5], etc.
Obstacles are natural and common in graphs represent-
ing geometrical/geographical scenarios In a printed circuit
board layout, the components act as obstacles for the rout-
ing paths. Similarly, in transportation layouts, obstacles and
prohibited zones are very common. In such a situation, we
have to find optimal paths which avoid the obstacles and by-
pass them to reach the destination. Several algorithms have
been presented to find the shortest paths in the presence of
obstacles, which are modeled as rectangles, rectilinear poly-
gons and general polygons [6]–[11]. In this paper, a new
method to bypass the obstacles without touching them is
presented.
Bends or corners are unavoidable in graphs which have ob-
stacles and other physical constraints, or when a direct link
fails. The presence of bends along the paths reduces veloc-
ity of moving objects and increases energy consumption. In
physical implementation, the cost of such paths is higher as
well. Therefore, the author’s aim is to ensure a minimum
number of bends.
Let us consider a scenario where several shortest paths of
equal length exist between a pair of nodes in a rectilin-
ear graph. Among these shortest, equal paths, the path
that has the lowest number of bends is called the recti-
linear minimum bend shortest path (MBSP) [6]. First, we
find the MBSP between a given source-destination pair.
If more than one such MBSP is present, we take one of
them. The objective is to find MBSPs between K dis-
tinct source-destination pairs. This results in K distinct
MBSPs, one for each source-destination pair. Addition-
ally, the paths should be distinct, disjoint and non-crossing.
In the proposed method, each source-destination pair con-
tributes a single optimal path. We have K such paths cor-
responding to K such pairs. This is not the same as the
first K-shortest paths for a single source-destination pair.
When obstacles are present in the graph, the paths should
not touch the obstacles but should avoid and bypass them.
The given region where the paths have to be determined
is discretized by a uniform square grid of a suitable size.
Then, the constrained paths are determined on the undi-
rected graph using the well-known Floyd-Warshall algo-
rithms from the graph theory.
Even though multi-criteria optimization methods [12], [13]
can be used to solve this MBSP problem, they are more
complex and experience difficulty in getting the best
weights for combining multiple criteria into a single one.
The weights depend on the size and layout of the graph.
The paper provides a comparison of the proposed method
with the bi-criteria optimization method.
2. Basic Symbols Notations
and Assumptions
The geometric region under consideration is represented
by a square mesh grid which covers the entire region as
shown in Fig. 1. A planar graph G(V,E) is constructed
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Fig. 1. Grid graph numbering scheme: width in terms of grid
points = W = 10, height in terms of grid points = H = 8.
from the grid. The grid points are the vertices (nodes) of
the graph and the grid lines are the edges of the graph.
The number of grid points along width of the graph is W ,
and that along the height is H. Thus, the total number of
vertices (grid points) represented by n is, n =W H. The total
number of links would be (W −1)H +(H−1)W .
2.1. Node Numbering
The n nodes of the graph are numbered from 1 to n,
column-wise, starting from the bottom left corner, as shown
in Fig. 1. After numbering a column from its bottom to
top, the next column is numbered further from its bottom
to top, and so on. In each column, as we traverse from
its bottom to top, the node numbers increase by one for
each successive node. On the other hand, along each row,
the node numbers increase by H as we traverse successive
nodes from left to right. Thus, in Fig. 1, as we traverse
from left to right, along any row, the node numbers in-
crease by 8, successively. Here H = 8. The node numbers
act as node IDs. A horizontal or a vertical line segment
is denoted by the beginning and ending of that segment.
Thus, for example, in Fig. 1, segments 2→ 10 and 80→ 8
are horizontal segments, whereas, 1→ 2 and 80→ 73 are
vertical segments. The minimum length of a horizontal line
segment, in terms of the difference between its end node
IDs, is H. For example, for the line segment 2 → 10,
the length is 10−2 = 8 = H. This property applies to all
horizontal segments. Since the minimum length is H, an
important characteristic of horizontal segments is that they
have lengths greater than or equal to H. For vertical seg-
ments, the minimum and the maximum lengths (in terms
of the end node differences) are 1 and H−1, respectively.
For example, for the minimum vertical segment 1→ 2, its
length is 2− 1 = 1. For the maximum vertical segment
73→ 80, the length is 80−73 = 7 = H−1. Thus, for ver-
tical segments, the maximum length is H−1 which means
the lengths are less than H. These properties are essential
to check for the existence of bends (corners) along a path,
as described later. The vertex set V of the graph is {1 : n}.
2.2. Node Connectivity and Edge Weights
4-connectivity for all the nodes (vertices) is used. This
means that each non-border node is connected to its 4 im-
mediate neighbors: north, south, east and west. The four
corner nodes of the graph have 2 connections each. Non-
corner border nodes have 3 corners each. Thus, the graph
is a one-hop network. The nodes which are more than one
hop are not connected directly at all. The weights (effective
distances) for the connecting edges are taken as one. In this
paper, the terms weight and length are used synonymously.
Thus, the length of an edge is the same as the weight of
that edge. The weights for the edges between directly un-
connected nodes are set to infinity. All edge weights are
positive. Thus, an edge weight of ∞ means no direct con-
nection. Therefore, the elements of the adjacency matrix
are either 1 or ∞.
2.3. Adjacency Matrix
The adjacency (connectivity) matrix of the graph is repre-
sented by A. The size of matrix A is n× n. The element
A(i, j) of the adjacency matrix gives the weight of the edge
(link) between node i and node j. The diagonal elements
of A are taken as ∞, to prevent self-loops. The graph is
an undirected graph. Therefore, A(i, j) = A( j, i) and A is
symmetric. An edge can allow the flow in either direction.
When i and j are connected A(i, j) = 1, else, A(i, j) = ∞.
The number of 1s in row i of A gives the number of edges
leaving node i, and the number of 1s in column i gives
the number of edges entering node i. Since our graph is
a 4-connected grid graph, the maximum number of 1s in
a row or column is 4. As an example, consider a 3×3 grid
graph of nine nodes represented by G, as:
G =


3 6 9
2 5 8
1 4 7

 .
The corresponding adjacency matrix A will be:
A =
1 2 3 4 5 6 7 8 9



1 ∞ 1 ∞ 1 ∞ ∞ ∞ ∞ ∞
2 1 ∞ 1 ∞ 1 ∞ ∞ ∞ ∞
3 ∞ 1 ∞ ∞ ∞ 1 ∞ ∞ ∞
4 1 ∞ ∞ ∞ 1 ∞ 1 ∞ ∞
5 ∞ 1 ∞ 1 ∞ 1 ∞ 1 ∞
6 ∞ ∞ 1 ∞ 1 ∞ ∞ ∞ 1
7 ∞ ∞ ∞ 1 ∞ ∞ ∞ 1 ∞
8 ∞ ∞ ∞ ∞ 1 ∞ 1 ∞ 1
9 ∞ ∞ ∞ ∞ ∞ 1 ∞ 1 ∞
.
In general, in A, the rows, as well as the columns of the
corner nodes, have 2 ones, those of the non-corner border
nodes have 3 ones and those of the inside nodes have 4 ones.
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Thus, the nodes are characterized by direct connectivity,
immediately along north↔south and east↔west axes. The
nodes have no immediate diagonal connectivity. This is an
important requirement to ensure the non-crossing property
of the shortest paths. Because of this 4-connectivity, all
connected paths from the source node to the destination
node have to be rectilinear.
2.4. Objective
Given the source-destination node pairs (si−ti) for i = 1
to K, the main objective is to find K shortest paths P(si, ti)’s
which are disjoint, having a minimum number of bends and
which do not touch any obstacles present in the graph.
3. Properties of Paths
A simple path from the source node s to the destination
node t is a series of connected edges from s to t through
the intermediate nodes without any loops. Hereafter, for
brevity and convenience, we refer to simple path(s) by
the term path(s). Let the sequence of intermediate nodes
along a specific path from s to t be, v1,v2, . . . ,vm. Then,
the entire path including s and t is represented by P(s, t),
such as:
P(s, t) = [ s,v1,v2, . . . ,vm, t] . (1)
P(s, t) is an array of nodes. With m intermediate nodes,
the size of the array is m+2, which is same as the number
of nodes in P(s, t). The length of the path is the sum of
the edge weights along the path from s to t. From Eq. (1),
one can see that the number of edges connecting s to t
is m+1, that is one less than the size of the array P(s, t).
In this case, the weights of all the connecting edges are
1s. Therefore, the total weight of the path is m + 1 itself.
The total weight of the path is also called the length of the
path or path length. When the path length is short, then the
corresponding travel cost is also lower.
3.1. Shortest path
When there are several paths from s to t, that path which has
the minimum path length is the shortest path. The number
of shortest paths can be more than one. Then, the path
lengths of these are minimum and equal.
3.2. Rectilinear property of paths
Our graph is a square grid graph and all the edges are
either parallel to x axis or y axis. Since a path is a chain
of edges, the edges making up the path are parallel to the
Cartesian coordinates. Then the path is rectilinear, because
each edge of the path is either parallel to x or y, i.e. each
edge is either vertical or horizontal.
3.3. Non-crossing Property of Paths
To understand the non-crossing property of the paths, we
introduce a theorem on the non-crossing constraint.
Theorem 1. In a square grid graph, node-disjoint paths
do not cross each other. Proof. In the presented scheme,
all paths are rectilinear. Consider two paths P(s1, t1) and
Q(s2, t2), where the source and the destination nodes s1,
t1, s2, t2 are all disjoint. Let EP(a,b) be any edge that be-
longs to P(s1, t1) and similarly let EQ(c,d) be any edge that
belongs to Q(s2, t2). Now, consider the geometrical inter-
section of edges EP(a,b) and EQ(c,d). When both of them
are horizontal or both of them vertical, they are parallel
Fig. 2. Obstacles bounded by grid points marked by shaded areas.
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and cannot meet each other. Therefore, the condition for
the intersection is that one of them has to be horizontal
while the other one vertical. In our grid graph, vertical and
horizontal edges meet only at nodes (see Fig. 1). Hence, the
two edges can meet only at one of the nodes. This node is
obviously the common node for both the edges. Therefore,
the condition for the intersection of EP(a,b) and EQ(c,d)
is that they should have a common node or the paths should
not be disjoint. On the other hand, if EP(a,b) and EQ(c,d)
are node-disjoint, they cannot meet each other. Since the
paths are made up of a series of edges, if the edges of
the respective paths cannot meet, then the two paths also
cannot intersect. This argument can be extended to all
possible paths. Therefore, if paths are node-disjoint, they
cannot intersect each other. Based on Theorem 1, determi-
nation of non-crossing paths boils down to that of finding
node-disjoint paths.
3.4. Representation of Obstacles in the Graph
Obstacles are those regions in the graph which should
be avoided by the paths. The paths should not touch the
obstacles and have to bypass them if necessary to reach
the destination. In this grid graph, the boundaries of the
obstacles are marked by the grid points (nodes of the
graph), as shown in Fig. 2. Since obstacle boundaries are
represented by the grid points of the square grid graph,
the obstacles are rectilinear polygons. The obstacle can
be in the form of polylines, as shown by the line in
Fig. 2. We can also specify certain grid points as obsta-
cles. Then, all points along the line and the isolated obstacle
points are excluded or made inaccessible while finding the
shortest paths.
3.4.1. Exclusion (or marking out) of a specific node
Exclusion of a specific node is done by setting the weights
(distances) of all incident edges of that node to infinity.
Then, the edges entering or leaving that node have ∞ as
their weight. Therefore, the shortest path algorithm will
exclude that node, because if included, the total length
(weight) would become ∞. Let the node to be excluded
be J, where J ∈ {1 : n}. Then the weights of all incident
edges leaving J are given by the elements of row J of
the adjacency matrix A. Similarly, the weights of incident
edges entering J are given by the elements of column J
of A. Therefore, the elements of row J and column J have
to be set to ∞. Before setting the elements to ∞, matrix A is
saved in a temporary matrix Atemp, which can be used to
restore J as explained later. Thus, the exclusion operation
is carried out as:
Atemp = A , (2)
A(J, :) = ∞ . (3)
Here, the colon notation is used to represent all elements of
row J. Similarly the weights of incident edges entering J
are set to ∞ as:
A(:,J) = ∞ , (4)
Here, A(:,J) represents all the elements of column J. Thus,
use of Eqs. (3)–(4) alters the adjacency matrix A such
that node J is excluded or marked out while searching
for the shortest path. Nodes belonging to the obstacles
are permanently marked out. But in our method, certain
nodes are marked out temporarily in the present itera-
tion, to be restored in the later iterations as will be ex-
plained later.
3.4.2. Inclusion or mark-in of a node that was excluded
earlier
Inclusion or mark-in of node J which was marked out ear-
lier is done by restoring the elements of row J and column J
from A as:
A(J, :) = Atemp(J, :) , (5)
A(:,J) = Atemp(:,J) . (6)
3.5. Node-disjoint K Shortest Paths
Determination of node-disjoint shortest paths is a well-
known NP-complete problem [6]. To overcome this, Yen’s
iterative method [7] is used, which is sufficient for engi-
neering applications. Given K distinct source-destination
node pairs (si, ti) for i = 1 to K, we first find the shortest
path from s1 to t1. Then, the nodes along the first short-
est path are made inaccessible for the next iteration, by
setting the weights of all incident edges of those nodes to
infinity (marked-out operation), as given by Eqs. (2)–(3).
Next, we find the second shortest path. Again, make the
involved nodes inaccessible by setting the relevant incident
edge weights to infinity (marked-out operation) and so
on, until we determine K shortest disjoint paths. In this
method, the next iteration will exclude those nodes which
have been already covered by the previous paths. We use
Floyd-Warshall all pairs shortest path algorithm for deter-
mining the individual shortest paths. The reason for using
this algorithm is described later.
3.6. Bends in a Path
Consider a path P(i, j) from source i to destination j. Let k
be an intermediate node along the path, as shown in Fig. 3.
Symbol, k (lowercase) is used for intermediate nodes in
the Floyd-Warshall algorithm. This k is different from the
uppercase K which represents the number of shortest paths.
Now, P(i,k) and P(k, j) are the two segments of P(i, j)
joined at node k. The two segments can be perpendicular,
as in Fig. 3a, or collinear (no bend), as in Fig. 3b.
3.6.1. Checking for a bend at k
For the existence of a bend in a path, one line segment
should be horizontal and the other one has to be vertical
and vice-versa. As explained earlier, the condition for the
segment P(i,k) to be horizontal is, its end node difference
abs(i− k) should be greater than or equal to H. That is,
abs(i− k) ≥ H. The condition for segment P(k, j) to be
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Fig. 3. Two possible paths from node i to node j via k.
vertical is, abs(k− j) < H. These two conditions can be
expressed as:
{
abs(i− k)≥ H , if P(i,k) is horizontal
abs(k− j) < H , if P(k, j) is vertical
. (7)
Constraint (7) gives the condition for P(i,k) and P(k, j)
to be perpendicular. They can also be perpendicular when
P(i,k) is vertical and P(k, j) is horizontal. This condition
can be expressed as:
{
abs(i− k) < H , if P(i,k) is vertical
abs(k− j)≥ H , if P(k, j) is horizontal
. (8)
If either constraint (7) or (8) holds true, then P(i,k) and
P(k, j) are perpendicular. Constraints (7) and (8) are com-
bined using OR logic and the combined logical constrain
is written as:
G =
(
abs(i− k)≥ H && abs(k− j) < H)
||
(
abs(i− k) < H && abs(k− j)≥ H) . (9)
Here, && is the logical AND operator, || is the logical OR
operator and G is a logical variable. P(i,k) and P(k, j) are
perpendicular if G given by Eq. (9) is true, else they are
collinear. In Fig. 3, G = true for the path shown in Fig. 3a
and G = false for the path shown in Fig. 3b.
4. Modified Floyd-Warshall Algorithm
The main contribution of this paper is the modification of
the Floyd-Warshall all pairs shortest path algorithm to take
care of the 90◦ bends (corners) along the paths.
4.1. Basic Principle
Consider two different paths P(s,a, t) and Q(s,b,c,d,e, f , t)
from source s to destination t, as shown in Fig. 4. Here,
P(s,a, t) has one bend at a, while Q(s,b,c,d,e, f , t) has
5 bends at b,c,d,e, f .
Fig. 4. Two different paths having the same length, but different
number of bends.
In the square grid graph of Fig. 4, every connecting edge
has a weight 1 and the paths are rectilinear. Therefore, the
lengths of the two paths are the same and equal 8, even
though the number of bends in each path is different. In this
case, the shortest path algorithm can choose either path P
or path Q, with equal preference. But our objective is to se-
lect P against Q, because of a lower number of bends in P.
To achieve this objective, corner weights are introduced in
addition to edge weights.
4.1.1. Corner weights
We assign a very small weight (compared to the edge
weight) ε to each corner (or bend). Thus, the corner weight
is represented by ε . Now, while calculating the total length
of a path, both the edge weights and the corner weights are
added. This total length is called the augmented length of
a path. A very low corner weight is chosen, so that while
comparing two paths of different total edge weights, it does
not play any significant role. On the other hand, while com-
paring two different paths of equal total edge weight, the
corner weights play a decisive role.
4.1.2. Selection of corner weight ε
Let the possible estimated maximum number of bends (cor-
ners) along a lengthy path in the graph be denoted by mnb.
Then the total corner weight would be mnb · ε . This value
should be less than one hop weight, so that the addition of
corner weight does not affect the relative weights of paths
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under comparison. Therefore, ε should be chosen such that,
mnb · ε < 1. That is, choose ε as:
ε =
1
mnb (10)
Thus, ε depends on the size and layout of the graph.
4.1.3. Augmented path length
The total length of a path considering both the edge weights
and corner weights is defined as the augmented path length
(APL). Thus for a given path:
APL = “sum of edge weights along the path”
+ “sum of corner weights along the path” .
Therefore, a rectilinear path with a lower number of
corners will have a lower APL. For example, in Fig. 4, the
APL of path P(s,a, t) is 8 + ε , because it has one corner,
whereas that of path Q(s,b,c,d,e, f , t) is 8 + 5ε , because
it has 5 corners.
Algorithm 1: Floyd Warshall all pair shortest path
[D,Next] = FWAPSP1(A,H,n)
1: For each edge (u,v)
2: D[u][v]← A[u][v]; // A[u][v] is same as A(u,v).
3: Next[u][v]← v;
4: End for
5: For k = 1 to n
6: For i = 1 to n
7: For j = 1 to n
8: If D[i][ j] > D[i][k]+D[k][ j]
// update for minimization
a: D[i][ j]← D[i][k]+D[k][ j];
b: Next[i][ j]← Next[i][k];
// Modification to check for a 90◦ bend
c: G = (abs(i− k) >= H && abs(k− j) < H)
||(abs(i− k) < H && abs(k− j) >= H;
If (G==true)
D[i][ j]← D[i][ j]+ ε ;
End if
// Modification end
9: End if
10: End for // j
11: End for // i
12: End for // k
Since APLs take care of both the edge weights and corner
weights, we use APLs instead of just edge weights, in the
shortest path algorithm. Then the algorithm determines the
shortest paths with minimum number of bends.
4.2. Floyd-Warshall Algorithm with Corner Weights
The modified Floyd-Warshall algorithm is given as Al-
gorithm 1. On input, it takes adjacency matrix A, graph
height H, number of nodes n and corner weight value ε .
On output, it gives the shortest path length (distance)
D matrix and Next matrix. Algorithm 1 is named as
Floyd Warshall all pair shortest path (FWAPSP1), and it is
written in the form of a function.
Algorithm 2: Function FWAPSP2
[F,Next] = FWAPSP2(D,H,n)
1: For each edge (u,v)
2: F[u][v]← D[u][v]; // [u][v]
3: Next[u][v]← v;
4: End for
5: For k = 1 to n
6: For i = 1 to n
7: For j = 1 to n
8: If F [i][ j] > F [i][k]+F[k][ j]
// update for minimization
a: F [i][ j]← F[i][k]+F[k][ j];
b: Next[i][ j]← Next[i][k];
// Modification to check for a 90◦ bend
c: G = (abs(i− k) >= H && abs(k− j) < H)
||(abs(i− k) < H && abs(k− j) >= H;
d: If (G==true)
F[i][ j]← F [i][ j]+ ε ;
End if
// Modification end
9: End if
10: End for // j
11: End for // i
12: End for // k
D matrix gives the minimum APL connected paths between
all pairs of nodes. In Algorithm 1, we see that the update
of D[i][ j] and Next[i][ j] (steps 8a and 8b) occur before the
augmentation of D[i][ j] by the corner weight ε . Therefore,
matrix D and Next will not fully and truly reflect the overall
connectivity of the paths taking the APLs into account.
Hence, we have to recalculate new D and Next, based on
D[i][ j]’s instead of A[i][ j]’s. Even though, the Next matrix
calculated from FWAPSP1 is not directly used further, it
is retained as a formality. The recalculation of matrices D
and Next is implemented in Algorithm 2. On input, it takes
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connectivity matrix D, graph height H and n. On output, it
gives updated shortest path length (distance) F matrix and
Next matrix.
Checking for a bend in the path at k, an intermediate node
between i and j, is straightforward in the Floyd-Warshall
algorithm compared to Dijkstra, because both the terms on
the RHS of step 8a (update for minimization) of FWAPSP1
or FWAPSP2 are an addition of two sub-paths P(i,k)
and P(k, j). Therefore, the constraint term G, as given by
Eq. (9) can be easily constructed, but, in Dijkstra, it is not
the case.
4.3. Main Algorithm
The objective is to determine K number of rectilinear non-
crossing shortest minimum bend paths (RNMBP) in the
presence of rectilinear obstacles. The main algorithm uses
Algorithm 1 and 2 to implement RNMBP. Initially, the
given obstacles are marked out in the adjacency matrix A.
Algorithm 3: RNMBP
1: Get the matrix A for the given graph with obstacles
marked out, use Eqs. (2) and (3)
2: Find the K shortest paths for the given (s, t)
ignoring the non-crossing property using unmodified
Floyd-Warshall algorithm
3: Get the sorted (s, t) pair based on the
lengths of the shortest paths obtained in step 2
4: Atemp = A // store A for the future use
5: Set i = 1 // start with the first pair
6: Mark out (s, t) nodes for indices greater than i as
obstacles. // we do not want the present path to pass
// through those higher indices (s, t) nodes
7: Get D using, [D,Next] = FWAPSP1(A,H,n).
// the return value Next is not used
8: Get Next using, [E,Next] = FWAPSP1(D,H,n)
9: If E(si, ti) = ∞ go to step 12
// this path not exists
10: Reconstruct the path P(si, ti)
11: Mark out all the nodes along this path.
12: Mark in (restore) the marked out (s, t) node pairs
using Atemp
13: Increment i for the next iteration as i = i+1
14: If i > K exit, Else go to step 6
15: Exit
4.3.1. Order of processing
In a graph, a longer path creates more obstacles for the
succeeding paths than a shorter path. Consider the example
of two paths shown in Fig. 5.
The longer line is between 3–38 nodes and the shorter one
is between 24–22. If the longer line is drawn first as in
Fig. 5a, it covers the entire graph horizontally. Therefore,
the second shorter line cannot be drawn without cross-
ing the first line. Hence the non-crossing property can-
not be satisfied. On the other hand, if the shorter line is
first, the obstacle created is small and the second longer
line can be drawn satisfying the non-crossing property, as
shown in Fig. 5b.
Fig. 5. The effect of order of preference.
Therefore, among the K shortest paths to be determined,
we process them in the increasing order of their lengths.
Initially, the shortest lengths of all K paths are determined
considering the non-crossing (node disjoint) property. Then
the corresponding (s, t) pairs are sorted in the increasing
order of their lengths. Then, the sorted (s, t) list is processed
one after another, as described in Subsection 3.5.
Now, P(si, ti) for i = 1 to K gives the K shortest non-
crossing minimum bend paths. Since algorithm RNMB uses
the modified Floyd-Warshall algorithm, the time complexity
is O(n3). The path reconstruction function has a complex-
ity of O(n).
4.4. Experimental Results
Several examples are solved using RNMBP. Because of
the limited space, all results are not presented.
Example 1. Here, W = 17, H = 13 and K = 7. The
total number of nodes n = 17× 13 = 221 and ε = 0.001,
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Fig. 6. Seven non-crossing shortest paths identified by RNMBP.
which corresponds to mnb = 1000. The (s− t) pair set is
taken as:
(s− t) ={ (78−187),(189−56),(127−152),
(195−18),(82−25),(154−138),(1−100) }
This example has no obstacles.
The shortest paths are found using RNMBP. The 7 non-
crossing paths are shown in Fig. 6. The full path and the
lengths are shown in Table 1.
Example 2. This is an example with rectilinear obstacles.
Here, W = 17, H = 13 and K = 2. The total number of
nodes n = 17× 13 = 221 and ε = 0.001. The (s− t) pair
set is taken as:
(s− t) = {(1−73),(164−196)}.
The two shortest paths avoiding the obstacles are found
using RNMBP and are shown in Fig. 7.
Fig. 7. Two non-crossing shortest paths avoiding obstacles identified by RNMBP.
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Table 1
Nodes along the path and path lengths
i (si− ti) Nodes along the full path
Path
length
1 127–152 [ 127 140 153 152 ] 3
2 154–138
[ 154 167 166 165
164 151 138 ]
7
3 189–56
[ 189 176 163 150 137 124
111 98 85 72 59 58 57 56 ]
13
4 82–25
[ 82 81 81 68 55 42 29 30 31
32 33 34 35 36 37 38 38 25 ]
17
5 1–100
[ 1 2 3 4 5 6 7 8 9 10 11
12 13 13 26 39 52 51 50
49 48 48 61 74 87 100 ]
25
6 78–187
[ 78 77 77 90 103 103
116 129 142 155 168 181
194 207 206 205 204 203
202 201 200 200 187 ]
22
7 195–18
[ 195 208 221 220 219 218
217 216 215 214 213 212
211 210 210 197 184 171
158 145 132 119 106 93 80
80 67 54 41 28 15 16 17 18 ]
33
The total length of all paths = 120
In Fig. 7, the paths do not touch the obstacles. The RNMBP
algorithm can be modified so that the paths may touch the
obstacle boundaries but should not cross them.
5. Comparison with Other Methods
In the proposed RNMBP algorithm, minimization of the
number of bends, as well as the length of a path, is done
simultaneously using the modified, well-known Floyd-War-
shall algorithm, whereas in [6], the authors determine the
shortest staircase-path first and then use the push-and-
drag method to reduce the number of bends. The algo-
rithm given by [6] is relatively more complex than the
presented method wherein pushing and dragging are not
required.
In the proposed algorithm, the obstacles are taken care
of by simply marking out (excluding) the corresponding
boundary nodes. In [6], an extra graph called the boundary
graph is created, which unnecessarily increases complexity.
In [7], track graphs are created to take care of obstacles.
In [8], induced points and multiple paths are generated be-
fore getting the final path. In [9], extreme points and edges
of the obstacles are determined first. In this case, addi-
tional processing of the obstacles is not required. In Lee’s
algorithm [10], wave-front propagation is used throughout
the graph until the target node is reached which is a te-
dious process. In [11], a visibility graph is created to take
care of the obstacles. There is no need to create additional
graphs here.
In the next step, a time complexity comparison with bi-
objective optimization is researched. Let us consider an
example, where K = 7 and ε = 0.001. The width W = 10
and height H is varied from 20 to 60 in steps of 5. There-
fore, n = W ×H varies from 200 to 500 in steps of 50.
The problem is solved using the bi-objective optimization
(BiOO) method [13], as well as RNMBP. The length of
the path and the number of bends along the path are ex-
pressed by functions L(x) and B(x), respectively, where x
is the binary decision vector [13]. The scalarized objective
function F(x) is taken as:
F(x) = λ ·L(x)+(1−λ ) ·B(x) , (11)
λ is set at 0.5 to give equal weightage to both criteria. The
BiOO (minimization of F(x)) is carried out using binary
integer programming. The time taken by BiOO, as well as
RNMBP, for different values of n (total number of nodes
in the graph) is shown in Fig. 8.
Fig. 8. Time taken versus the number of nodes.
From Fig. 8, we see that the RNMBP method takes sub-
stantially less time compared to the BiOO method. Of
course, the times taken are machine-dependent and are rel-
ative only.
6. Conclusions
A new algorithm is presented to determine K shortest non-
crossing minimum bend paths in the presence of obstacles,
in a square grid graph. A simple and novel technique is
adopted to minimize the number of bends in the shortest
path by introducing corner weights and augmented path
lengths in the modified Floyd-Warshall algorithm. Obsta-
cles and non-crossing requirements are handled by mark-
ing out the respective nodes. Our RNMBP algorithm has
a time complexity of O(n3) and is simple to implement.
Even then, its task completion time is substantially lower
than that of the BiOO method.
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