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ABSTRACT 
The present work is intended in providing new and innovative instruments to support 
the photogrammetric survey workflow during all its phases. A suite of tools has been 
conceived in order to manage the planning, the acquisition, the post-processing and the 
restitution steps, with particular attention to the rigorousness of the approach and to the final 
precision. 
The main focus of the research has been the implementation of the tool MAGO, standing 
for Adaptive Mesh for Orthophoto Generation. Its novelty consists in the possibility to 
automatically reconstruct “unrolled” orthophotos of adjacent façades of a building using the 
point cloud, instead of the mesh, as input source for the orthophoto reconstruction. 
The second tool has been conceived as a photogrammetric procedure based on Bundle 
Block Adjustment. The same issue is analysed from two mirrored perspectives: on the one 
hand, the use of moving cameras in a static scenario in order to manage real-time indoor 
navigation; on the other hand, the use of static cameras in a moving scenario in order to achieve 
the simultaneously reconstruction of the 3D model of the changing object.  
A third tool named U.Ph.O., standing for Unmanned Photogrammetric Office, has been 
integrated with a new module. The general aim is on the one hand to plan the photogrammetric 
survey considering the expected precision, computed on the basis of a network simulation, and 
on the other hand to check if the achieved survey has been collected compatibly with the 
planned conditions. The provided integration concerns the treatment of surfaces with a generic 
orientation further than the ones with a planimetric development. 
 
After a brief introduction, a general description about the photogrammetric principles is 
given in the first chapter of the dissertation; a chapter follows about the parallelism between 
Photogrammetry and Computer Vision and the contribution of this last in the development of 
the described tools. The third chapter specifically regards, indeed, the implemented software 
 
and tools, while the fourth contains the training test and the validation. Finally, conclusions 
and future perspectives are reported. 
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INTRODUCTION 
In the last decades, the increasing spread of UAVs (Unmanned Aerial Vehicles) in civilian 
applications enhanced, among others, the potentialities of Photogrammetry in obtaining good 
results in terms of speed, cheapness, precision and accuracy, assuring at the same time the 
safety of the operators even in critical situations (e.g. natural disasters). This contribution made 
the photogrammetric survey technique suitable for a wider range of scenarios, previously 
restricted or not optimal in case of terrestrial or aerial Photogrammetry. 
The growing interest of the scientific community about Photogrammetry, thanks to its 
aforementioned peculiarities and feasibility in combination with UAVs, led to the parallel need 
of software solutions, in order to improve the management of the whole workflow, including 
the planning, the acquisition, the post-processing and the restitution steps. Against this 
background, the aim of the research work during the PhD triennium has been to optimize the 
operative phases in terms of quality, precision, time, and computational effort, by means of 
dedicated tools focused on giving to a moderately skilled user the instruments to custom the 
processing, according to his final objective. 
The best-known commercial and open source software solutions are based on both 
Photogrammetry and Computer Vision (CV) principles and algorithms. In this regard, the 
contribution of CV and, in general, of image processing has been very fundamental even in 
the implementation approach of the developed tools, in order to get a higher level of 
automation without the loss of the statistical meaning. A joint view of Photogrammetry and 
CV has been embraced, since these two fields recently converged, in order to find generic 
solutions for orientation and reconstruction problems. 
The outcome of the present work consists in a suite of tools. The first, MAGO (Adaptive 
Mesh for Orthophoto Generation), is implemented in C++ environment; its novelty is the 
possibility to automatically reconstruct joint orthophotos of adjacent façades of a building by 
using the point cloud, instead of the polygonal mesh, as input source for the orthophoto 
reconstruction.  
A second tool, which development has begun in C++ environment but it is still ongoing 
because of the hindrance of Covid-19 pandemic outbreak, has been conceived to allow the 
management of two mirrored situations, relying on a photogrammetric procedure using Bundle 
Block Adjustment. The former scenario considers the use of moving cameras in a static scene 
in order to let real-time navigation and positioning in such environments not reachable by the 
GNSS signal; the latter permits the simultaneous restitution of the 3D model of a moving 
object surveyed by means of static cameras. 
The third tool, named U.Ph.O. (Unmanned Photogrammetric Office), has been mostly 
implemented by Eng. Daniele Passoni, within his PhD thesis work, in MATLAB® 
environment, in order to plan the photogrammetric survey considering the expected precision 
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and, then, to check the quality of the achieved result. It has been integrated in order to manage 
generic oriented scenarios further than planimetric ones. 
Although the implemented tools concern slightly different processing phases, referring to 
the whole photogrammetric workflow, common threads link all the procedures. Similar 
strategies have been applied transversely in order to achieve the expected results. 
The implementation of MAGO has been a reference in order to approach methods and 
techniques that have been further applicable even to the other procedures. In particular, the 
reconstruction of an adaptive mesh in support of the orthophoto generation, as well as the 
orthogonal projection of the corresponding pixels onto a chosen plane, are being further 
developed as basic strategies for the prediction of real-time positioning and for the 
instantaneous 3D scene reconstruction, respectively. 
Furthermore, the rotations principles and the point cloud management represent a common 
ground with respect to U.Ph.O., providing useful prompts to enrich the tool by generalizing 
the input scenario. 
The innovation and the optimization introduced by these instruments are especially useful 
in such critical cases in which the standard procedure might fail. These scenarios, including, 
e.g., complex environments or natural disasters sites, are usually characterized by rough 
operative conditions and/or emergency situations; they have been taken into account even 
among the analysed case studies.  
The implementation of the listed tools, briefly introduced above, is motivated by the novelty 
of their approaches, compared to the existing ones, in the accomplishment of the same 
operative steps. Concerning U.Ph.O., there is a wide variety of tools for the mission planning, 
but it is uncommon that they are able to provide the computation of the expected accuracy, 
which, however, is a fundamental parameter in determining the quality of the survey. 
About the navigation tool, the innovation consists in the addition of the photogrammetric 
contribution to an integrated real-time navigation and positioning procedure, suitable for 
indoor environments. An image-based approach lets to overcome the necessity of installing 
expensive infrastructures, e.g., in critical scenarios. The module for the instantaneous 3D 
modelling is suitable to obtain a real-time reconstruction, adapting to the changes detected. 
Finally, as already stated, MAGO is an innovative tool for the automatic reconstruction of 
“unrolled” orthophotos of adjacent walls. Its approach is based on the use of the point cloud, 
instead of the mesh, as input source for the orthophoto reconstruction. This method allows 
considering each time a specific triangular plane area, on which the image pixel is projected 
at its original resolution, not predetermined a priori but resulting from the three best-fitting 
points of the input point cloud. The aim is to avoid the approximations, due to the use of a 
non-triangular mesh typically obtained by multiple vertices interpolation, as in the best-known 
software packages. 
The dissertation is organized as follows: the first chapter concerns the photogrammetric 
theoretical principles, together with the state-of-the-art in the photogrammetric software 
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packages. An overview about the Photogrammetry and CV parallelism is contained in the 
second chapter, while the third is dedicated to the presentation of the tools. In the fourth 
chapter, the training test and the validation are shown. Finally, conclusions and future 
perspectives conclude the thesis. 
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1. PHOTOGRAMMETRY: PRINCIPLES AND APPLICATIONS  
Photogrammetry is the discipline intended to determine the position and the shape of objects 
from frames. It represents an image-based 3D survey technique, which starts from at least two 
shots of the same object, taken from different points of view, in order to reconstruct it in a 
spatial Reference System (RS). Thus, this technique is based on stereoscopy principles. 
Photogrammetry requires the integration by another survey technique, able to acquire the 
coordinates of the so-called Ground Control Points (GCPs), in order to properly scale and roto-
translate the generated model in the chosen RS. 
In the past, Photogrammetry was distinguished in terrestrial and aerial; the former was 
mainly employed in the survey of objects, e.g., buildings, industrial plants, road constructions 
etc., in order to instantaneously evaluate their state of conservation, while the latter was mainly 
used in cartography production, together with applications related to the photo-interpretation 
and classification of land. The UAV Photogrammetry is mostly suitable to cover both the field 
of application of the other types giving relevant improvements, thanks to the variety of 
different features achievable by means of the available instruments. 
1.1. PHOTOGRAMMETRY ANALYTIC MODELS 
The working principles are shown in the following. First of all, a frame is collected; it 
consists in a central projection of the object points on the image plane (Figure 1-1). When the 
same point is visible in a second frame, its two projections A’ and A” on the different images, 
called homologous points, form a stereo pair connected to the object point by the homologous 
rays (Figure 1-2). Once the point is recognizable in at least two frames, the shooting geometry 
could be restored, making possible the restitution: the 3D positioning of the point is identified 
by the intersection of the homologous rays.  
 
 
Figure 1-1 Shooting geometry outline. 
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Figure 1-2 Representation of homologous rays, connecting homologous points to the ground point. 
 
The possibility to match homologous points in multiple frames depends on the reciprocal 
overlapping among the images content. Shooting images along a straight path at a proper 
distance, called baseline and calculated according to the desired forward overlapping (LO in 
the following figure) rate, it is possible to obtain a strip. Furthermore, the group of adjacent 
strips, partially superimposed according to the side overlapping (TO in the following figure) 
rate, is defined as photogrammetric block. Figure 1-3 depict a schema of the relationships 
among the single frame, the strip, and the photogrammetric block. The black dots identify the 
shooting centre of images, while the rectangles correspond to their footprints. 
 
 
Figure 1-3 Identification of elements within the photogrammetric block. 
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A photogrammetric campaign is made by the following steps (Cannarozzo et al., 2012): 
- acquisition phase: the object frames are collected from several positions, making sure 
that each one partially overlaps with the following and the preceding; 
- orientation phase: the position and the orientation of images at the time of acquisition 
are reconstructed, according to mathematical principles; 
- restitution phase: a 3D model or a point cloud is generated in the three-dimensional 
space starting from the two-dimensional images. 
The geometric relationship between the object point and its projection on the image plane 
is encoded by the collinearity equations. 
 

( − )(  − )( − )




( − )( − )( − )
(  − )(  − )( − )

 
In equation (1.1), the involved parameters are represented by: the point coordinates XP = 
(XP, YP, ZP), the image coordinates (x, y), the Internal Orientation (IO) parameters (focal length 
c, and principal point coordinates, x0, y0), the External Orientation (EO) parameters (camera 
positions X0 = (X0, Y0, Z0) and rij components of the Cardano rotation matrix R). In Table 1-1, 
the list of the basic operations associated with the searched unknown is reported. 
 
Table 1-1 Photogrammetric parameters and their applications. 
Known Obtained Operation 
IO, EO, XP (x, y) shot simulation 
IO, XP, (x, y) EO external orientation 
[IO, EO, (x, y)] × N > 1 XP restitution 
IO, EO, XPG, (x, y) XPC orthophoto 
 
where N represents the number of images framing the same object point, while XPG and XPC 
are the object point geometry and colour respectively. 
It is worth noting that, in the real practice, more than one of these operations is required at 
the same time. For this reason, a least squares approach, called Bundle Block Adjustment 
(BBA), is used to properly estimate the unknown parameters. Bundle Block Adjustment takes 
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into account the direct relationship between image and ground, consisting in collinearity 
equations. 
The workflow starts matching tie points, corresponding to the notion of homologous points 
previously mentioned, within the frames of the photogrammetric block. This operation takes 
into account their common features, hence these points need to be univocally discerned. Thus, 
their image coordinates are measured in the images of the block. Using the collinearity 
equations, the image coordinates, the corresponding ground coordinates, the IO and EO 
parameters are related. Thus, by means of a simultaneous least squares adjustment, the ground 
coordinates of the tie points, the EO and IO parameters could be estimated. 
The image coordinate measurements and the IO parameters define a bundle of light rays, 
while the EO parameters define the position and the attitude of the bundles in space. During 
the adjustment the bundles are rotated (  ) and shifted (X0, Y0, Z0) until: the conjugate 
light rays intersect as well as possible at the locations of object space tie points; light rays 
corresponding to GCPs pass through the object points as close as possible. 
Unknown parameters might include: 
- ground coordinates of tie points; 
- EO parameters of the involved frames; 
- IO parameters of the involved cameras.  
Observable quantities might include: 
- ground coordinates of control points; 
- image coordinates of tie/control points; 
- IO parameters of the involved cameras, if they have been calibrated in advance; 
- EO parameters of the involved frames, e.g., from a GPS/INS unit on-board. 
Since it is a non-linear problem, a preliminary step for linearization is required. 
The described approach, at the basis of the best-known photogrammetric software packages, 
is based on the simultaneous bundle block adjustment. It is a rigorous method that, however, 
does not take advantage of stereovision. 
A similar approach consists in the projective stars model, which aims solving 
simultaneously all the collinearity equations of the photogrammetric block, considering as 
observables the image coordinates of the tie/control points and assuming as known the internal 
orientation parameters and the object coordinates of the control points. The unknowns are 
represented by the external orientation parameters of the shooting centres, together with the 
ground coordinates of the tie points.  
The alternative to these methods is represented by the independent models approach, which 
follows a step-by-step procedure. The first phase is the estimation of the Relative Orientation 
(RO) of an image with respect to another, using a stereoscopic model (u v w); in this way, 
the shooting geometry is recovered and the object is put in a model RS. Then, the Absolute 
Orientation (AO) is computed thanks to the GCPs, since both their image and ground 
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coordinates are known; by means of a roto-translation and scale variation, it is possible to pass 
from the model RS to the external RS. At least five pairs of homologous points are needed to 
recover the RO of frames; in facts, each camera has six degrees of freedom in space, 
corresponding to a total of 12 for a couple of images. Nevertheless, the conditions are invariant 
for three translations, three rotations and a scale factor, leading to five degrees of freedom 
depending on the co-planarity equations (due to epipolar geometry), which relates the 
homologous rays connecting the homologous points. The seven remaining degrees of freedom, 
which determine the external RS, are locked through the GCPs coordinates, at least two with 
both planimetric and altimetric information and another with just the altimetric one. The 
recovered stereovision is exploited in the collimation of the wished object point, and the final 
















This technique was commonly used in restitution by means of analogic instrumentation. 
Comparing the two approaches (Ackermann, 1973; Gosh, 2005; Gomarasca, 2009), on the 
one hand the main pro of Bundle Block Adjustment is due to the possibility of fixing errors 
without repeating all the procedure, while in independent models the workflow need to be 
restored starting from the step affected by the error. On the other hand, the former method 
requires a long time to let the operator collimate all the recurrences of the points in the images, 
while in the latter a single collimation allows identifying homologous points onto two frames 
at time, exploiting stereovision. 
Bundle Block Adjustment method is at the basis of Structure From Motion (SFM; Ullman, 
1979) technique, implemented in the main photogrammetric software packages. The cons of 
this model, due to the burden of collimating each single recurrence of homologous points in 
the frames, is solved thanks to the high level of automation achieved for the contribution of 
Computer Vision (CV). 
1.1.1. Image and ground Reference Systems 
In the previous equation (1.1) the expression of the collinearity ray is reported; it links the 
ground point with its projection on the image. The relationship between the internal RS of the 
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The rotation matrix 𝑅𝐶 used in the equation (1.3) is built according to the Cardano 
convention, typically employed in Photogrammetry; thus, it is computed considering the 



















 − ω ω
] (1.7) 
 









ω  𝜅  ω φ  𝜅
 ω𝜅 −  ωφ𝜅
 −  φ𝜅
 ω𝜅 −  ωφ𝜅
 ω𝜅  ωφ𝜅
 φ
 −  ωφ
 ωφ 
 
On the contrary, using the function 𝑎𝑡𝑎𝑛2(𝑦, 𝑥) on the elements of 𝑅𝐶 matrix, it is possible 
to obtain ω, φ and 𝜅 angles as: 
 
 






κ  − 
 
Another admitted solution is represented by: 
 
(κ)(𝜑)(𝜔)(𝜅 + 𝜋)(𝜋 − 𝜑)(𝜔 + 𝜋) (1.10) 
 
The so-obtained rotation matrix 𝑅𝐶 allows to relate the auxiliary RSs, both centred in the 
same origin 𝑂 and parallel to the image and ground RS respectively. The point 𝑂 represent the 
position of the shooting centre of the camera, called principal point. 
1.1.2. Resume about the main rotation conventions 




and their determinant is equal to 1; otherwise, if their determinant is equal to -1, they are 
not proper rotation matrices but roto-reflection matrices. 
A rotation matrix has nine elements, which represent the constraints of the spatial rotations 
(three degrees of freedom) and the ones related to the right-handed coordinate system (six 
degrees of freedom). 
There are several conventions to represent rotations; in photogrammetry, the Cardano 
angles presented in paragraph 1.1.1 are mainly used.  
Other possible representation among the best-known are: Rodrigues rotation matrix, Euler 
angles, axis-angle rotation, quaternions (Förstner and Wrobel, 2016). 
The Rodrigues rotation matrix (Rodrigues, 1840) represent a formulation by analytical 











with 𝜃 = |𝜃|. The vector 𝜃 parametrize the rotation, while the 𝑆𝜃 = 𝑙𝑛𝑅(𝜃) represents the 
so-called skew matrix. 
Concerning the Euler angles (Euler, 1770; Euler, 1775; Kanatani, 1990), called 𝛼, 𝛽 and 𝛾, 
they represent the single rotations of the new triplet of Cartesian axes with respect to the 
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starting axes XYZ. Different concatenation rules could be applied to obtain general rotations 













 γ γ 




The so-called method axis-angle is gathered from the Rodrigues rotation. 
 
θθ ( − θ)
 (1.16) 
 
where 𝑟 is the rotation axis and represent a normalized vector with module equal to 1. 



















They consist in a scalar part 𝑞 = 𝑞0 and an imaginary part behaving like a vector 𝒒 =
[𝑞1, 𝑞2, 𝑞3]
𝑇. If a quaternion is treated as a vector, the first element, the scalar part, is denoted 
by 𝑞0; otherwise, if it is treated as an algebraic entity, the scalar part is denoted by 𝑞. 











yields the vector ?̅? rotated by an angle 𝛼 around the axis ?̅?. 
The equivalent representation in terms of axis-angle rotation matrix is obtainable from 
(1.16) as: 
 







1.1.3. Photogrammetric block geometries and survey planning 
The typical shooting geometry of aerial Photogrammetry consists of a sequence of forward 
overlapping frames, called strip, acquired with a nadir attitude. The set of strips, overlapping 
even in the transversal direction, is called photogrammetric block, as previously presented in 
Figure 1-3. 
UAV Photogrammetry inherited this shooting geometry, together with the one mostly 
typical of terrestrial Photogrammetry, i.e., convergent on the surveyed object. In this case, the 
strip is taken surrounding the object, without neglecting the adequate overlapping among 
images. 
The choice of the shooting geometry depends on the aim, the context in which the survey is 
performed, and the shape of the object, as well as the available instrumentation. The inputs 
involved in the campaign planning are the camera parameters (focal distance c and the size of 
image, frame and pixel), the site dimensions, the overlapping percentages among frames, the 
flight height, and the shooting time interval (in case of automatic snapshots). Once these 
options are set, it is possible to infer the survey resolution and precision, together with the 
number of collected images, the distances among them (baseline and wheelbase) and the time 
needed for the campaign, checking if they are satisfactory. 
In the digital Photogrammetry, the Ground Sample Distance (GSD), i.e., the size of the 
projection of the single pixel on the ground, is the maximum resolution, which is typically 
assimilated to the graphic error in the graphical representations. In both cases, GSD and 
graphic error are the highest level of detail and reliability reachable. 
In Table 1-2, the equations leading to the relevant parameters inferable during the planning 
phase, i.e., scale factor n, GSD, FOV (Field Of View), longitudinal baseline B, transversal 
wheelbase i, altimetric precision σZ (depending on the accuracy of the collimations on images 
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Table 1-2 Planning parameters, divided in inputs and resulting checking parameters. 

















 focal length c [mm] GSD n ∙ d [m] 
width (frame size) Wf [mm] long. baseline B = (1-LO) ∙ Hf ∙ n [m] 
height (frame size) Hf [mm] trans. wheelbase i = (1-TO) ∙ Wf ∙ n [m] 
width (image size) Wi [pixel] σZ Z2/cB ∙ σpξ [m] 
height (image size) Hi [pixel] number of frames nf = (1 + Al/B) ∙ (1 + At/i) [-] 










area longitudinal side Al [m] time needed t ∙ nf [s] 
area transversal side At [m] 
 
relative flight height Z [m] 
long. overlapping LO [%] 
trans. overlapping TO [%] 
resulting scale factor n = Z/c [-] 
 shooting time interval t [s] 
 
Considering a regular sequence of frames, the forward and side overlapping are chosen on 
the basis of the type of lens and the presence of obstructions. Shorter focal distances allow a 
larger FOV, but they are more sensitive to obstructions. 
Another criterion in the choice of the overlapping percentages is the method employed for 
the restitution phase. In facts, using the model commonly implemented in the photogrammetric 
software packages by means of the BBA algorithm, it is convenient if a single point appears 
in more than two images, in order to increase the number of observations and, hence, the 
constraints of the whole block, which is examined in its entirety. For this reason, both the 
forward and side overlapping are usually set to values around the 70-80%. 
Considering the stereo pairs used in the independent model approach, a lower percentage of 
overlapping is required, typically the 60% in longitudinal direction and the 30% in the 
transversal one, since just the couple of adjacent frames is taken into account in the step-by-
step procedure. Moreover, the short length of the baseline adversely conditions the expected 
precision according to the classical Photogrammetry approach (Krauss, 1993), as inferable 
from equation (1.20). 
 







1.1.4. Comparison with Laser Scanner pros and cons 
The photogrammetric technique, described in the previous paragraphs, is suitable for a wide 
range of applications. In the majority of the case studies exploited in this thesis work, 
Photogrammetry has been used combined with UAV. In facts, the flexibility resulting from 
the use of cameras mounted on drones enlarges the range of possible scenarios, including 
complex environments and conditions. Furthermore, UAV Photogrammetry is cheap, fast and 
reliable, allowing the accessibility even in rough areas without compromising the operators’ 
safety. 
Compared to the main competitor, i.e., Laser Scanner (LS), some pros and cons are 
noticeable. The necessity of another supporting technique to perform the survey of the GCPs 
coordinates, in order to scale and roto-translate the model in the proper RS, as well as the long 
time needed for the post-processing are disadvantageous aspects for Photogrammetry; 
conversely, LS acquisitions are already correctly scaled and require a shorter time to be 
reciprocally registered. However, Photogrammetry accounts for a cheaper instrumentation and 
allows the collection of the colour information. 
In recent times, the LS technique has been significantly improved, taking inspiration from 
the peculiarities and the goals of Photogrammetry. Two main contributions could be 
highlighted: on the one hand, some instruments have been integrated with cameras to associate 
the colour information to the LS point cloud; on the other hand, the LS size and weight have 
been substantially reduced to allow to be mounted on drones, as well as cameras. 
These circumstances underline the importance of the integration of techniques, to gain 
benefits from their different main strengths. 
1.2. DEVICES 
There is a wide spectrum of instruments available for Photogrammetry; potentially, just a 
camera is needed and many devices have it embedded. From the professional point of view, 
the sensor type and the readout method are the main aspects that influence the quality of the 
instrumentation. 
The sensor type could be distinguished in CMOS (Complementary Metal Oxide 
Semiconductor) and CCD (Charge-Coupled Device) (Table 1-3). In a CCD sensor, every 
pixel's charge is transferred through a very limited number of output nodes, often just one, to 
be converted to voltage, buffered, and sent off-chip as an analogue signal. All the pixels can 
be devoted to light capture, and the output's uniformity is high. In a CMOS sensor, each pixel 
has its own charge-to-voltage conversion, and the sensor often includes amplifiers, noise-
correction, and digitization circuits, so that the chip outputs digital bits. 
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CMOS technology, which was born a few years later and with lower performances with 
respect to the CCD, has been significantly enhanced in the last years, making the two 
alternatives substantially comparable. CMOS is nowadays the most spread, thanks to its 
features of high speed (in terms of frame rates), high resolution (number of pixels), strong 
dynamic performance, low power consumption, improved noise performance, improved 
quantum efficiency, improved colour concepts, good price/performance ratio. Nevertheless, 
CCD is still more high-performance in terms of noise affliction because of the different 
constructive principles.  
 
Table 1-3 CMOS vs CCD sensors: basic features. 
Features CCD CMOS 
Photodiode output electric charge voltage 
Chip output voltage (analogic) bit (digital) 
Camera output bit (digital) bit (digital) 




Dynamic range wide moderate 
Uniformity high low to moderate 





Concerning the readout method, in the so-called Global Shutter approach all the pixels of 
the array are exposed simultaneously, thus, enabling freeze frame capture of fast moving or 
fast changing events. Global Shutter mode is very simple to synchronize and often yields faster 
frame rates. A reference readout is performed in addition to the actual readout of charge from 
each pixel, in order to eliminate reset noise from the image. 
Global Shutter is counterpoised to Rolling Shutter method, in which the acquisition of the 
light impulse is not simultaneous in all the pixel of the sensor. This property makes the Rolling 
Shutter method more sensitive to the dragging effects. 
In the present work, the performed tests have been mainly achieved by using UAV 
Photogrammetry. Both multi-rotor and fixed wing drones have been employed. The former 
are more suitable in case of heterogeneous scenarios, e.g., with height surges, and small areas, 
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thanks to their higher freedom of movement; the latter glide, thus they are ideal for huge and 
flat areas. 
From an operational point of view, the ready-made UAVs have been equipped with their 
own embedded cameras; conversely, self-built drones have been equipped with Reflex 
cameras. 
Besides the cited instrumentation, even high-performance cameras, certified also for 
military applications, have been introduced to be employed in two specular scenarios requiring 
a high Frame (Rate) Per Second (FPS). In the former situation a couple of cameras, mounted 
on a car rack, move with the vehicle in order to survey the surrounding environment, while in 
the latter the cameras are in a fixed position allowing the 3D reconstruction of the changing 
scene. 
A mention is owed to fisheye cameras, although they have not been used in anyone of the 
performed experimentations. In facts, the interest of the scientific community about their 
employment in the photogrammetric field is increasing, e.g., in solving indoor architectural 
and positioning issues (Perfetti et al., 2018; Tomaselli et al., 2019), thanks to their low cost 
and large field of view. 
1.2.1. Camera calibration 
The cameras employed in the surveys are not geometrically perfect. Thus, the measurements 
taken from the images are affected by the contribution of distortions. 
In order to estimate and remove them, the camera calibration procedure allows to recover 
the IO parameters, including the aforementioned principal distance c and principal point 
coordinates (ξ, η), together with the radial (K1, K2, K3), tangential (P1, P2) and skew (b1, b2) 













dξ and dη represent the correction of the image coordinates, in x and y axes of the image 
plane respectively, due to lens distortions, while 𝑟 is the radial distance from the generic point 
on the image plane (ξ,η) to the principal point. 
Camera calibration could be achieved according to different techniques: 
- laboratory calibration: it is extremely precise, but very expensive, since it requires the 
use of instruments such as collimators or goniometers; 
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- calibration with a 3D test field: it is achievable by acquiring a sequence of images of a 
3D object characterized by a known geometry; 
- calibration with a 2D test field: it is achievable by acquiring a sequence of images of a 
flat panel characterized by a known geometry; 
- simultaneous calibration: by means of BBA, a self-calibration is performed by 
simultaneously estimating the 3D coordinates of the object and the IO parameters; 
- vanishing point method: only the coordinates of the principal point are estimated. 
1.3. POST-PROCESSING APPLICATIONS 
For sake of simplicity, the present paragraph refers to a specific case study, in order to 
illustrate the features of a selection of photogrammetric software packages. 
The photogrammetric post-processing consists in several steps allowing to obtain the final 
outputs. The achievable products are dense cloud, mesh, Digital Surface Model (DSM), and 
orthophoto. Dense cloud and mesh (Figure 1-4) are 3D entities, made by points and polygons 
respectively, while the DSM is a raster image constituted by cells, containing information on 
the elevation concerning both the natural and artificial features of the environment, and the 




Figure 1-4 An example of photogrammetric dense point cloud (left) and the correspondent textured 
meshed model (right). 
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Figure 1-5 An example of DSM (left) and correspondent orthophoto (right). 
 
A multiplicity of free and commercial software packages are available to efficiently perform 
the photogrammetric workflow. In the following paragraph, a selection of the best-known and 
wide-spread ones is presented. 
1.3.1. Software comparison 
The innovations in the field of Photogrammetry, concerning matching algorithms and 
quality of digital airborne cameras, have led to a substantial increase of the quality of 3D 
models obtained by images. Hence, the theme of photogrammetric software comparison is a 
topic of interest in the scientific literature. Different aspects related to a wide selection of case 
studies have been treated, including whether urban (Haala and Cavegn, 2016), historical 
(Alidoost and Arefi, 2017; Pavelka et al., 2013; Wojtas, 2010) and environmental scenarios 
(Burns and Delparte, 2017; Svensk, 2017; Niederheiser et al., 2016; Gini et al., 2013) or 
focusing the attention on specific outputs and parameters (Gabara and Sawicki, 2017; 
Schöning and Heidemann, 2015; Remondino et al., 2014; Haala, 2013).  
A group of programs has been compared basing on the performances and the output quality 
in Gagliolo et al. (2018b), taking into account as case study the Castle of Casalbagliano in 
Alessandria (Italy). A particular focus has been addressed to the Agisoft Photoscan© (now 
called Metashape©; Agisoft© LLC, 2019) workflow even in Gagliolo et al. (2017 and 2018a), 
since it has been mostly employed during the experimental activities thanks to its user-
friendliness. The list of tested software includes Agisoft PhotoScan© v. 1.2.6, Pix4Dmapper© 
v. 4.1.25 (Pix4D SA, 2019), ContextCapture™ v. 4.4.7.68 (Bentley Systems Incorporated, 
2019), VisualSFM v. 0.5.25 (Wu, 2013; Wu et al., 2011), insight3d 0.3.2 (Mach, 2009) and 
MicMac v. 1.0.beta11 (IGN and ENSG, 2019). 
These photogrammetric software have been analysed and evaluated, paying particular 
attention to the following features: (1) the possibility to integrate several datasets of images 
taken by different points of view and eventually with different focal distances, (2) the 
behaviour in presence of GCPs, (3) the speed of calculation, (4) the user-friendliness and 
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completeness of the workflow, (5) the interoperability with external software and platforms, 
(6) the entity of user communities, (7) the availability of documentation, tutorials and direct 
support, and (8) the cost.  
The dataset employed for the comparison includes three different shooting geometries, nadir 
(N, 83 frames), oblique (O, 61 frames) and terrestrial (T, 28 frames), acquired using the Canon 
EOS-M camera, with a fixed focal distance of 22 mm. The nadir and oblique shooting 
geometries have been obtained thanks to the use of the self-built UAV Microcopter 
hexacopter; the relative camera locations are shown in Figure 1-6. 
 
 
Figure 1-6. Camera locations for the nadir (left) and oblique (right) photogrammetric blocks from 
Agisoft Photoscan© 
 
The surveyed area is a square with a side of about 60 m, with the Castle located in the centre; 
the resulting Ground Sample Distance (GSD) is about 0.01 m. The images have been 
georeferenced by means of 19 square targets, whose coordinates have been surveyed with the 
Total Station (TS) in a local Reference Frame (RF). The used TS, i.e., Leica Nova Multistation 
MS60, is characterized by an angular accuracy of 3cc and by a distance accuracy of 1 mm + 
1.5 ppm using reflective prism (Fagandini et al., 2017). 
The ground truth considered to make the output comparison and validation homogeneous 
is a Terrestrial Laser Scanner (TLS) point cloud of the same area, acquired by means of a Z+F 
Imager® 5006h executing and registering eight scans. The scans positions have been located 
around the whole structure at a distance of about 30-40 m from it. A resolution setting of 
20,000 points/360° has been used to guarantee a spacing of about 0.01 m in the acquired point 
clouds. Additional 32 TLS targets have been surveyed to allow the georeferencing in the same 
local RF of the photogrammetric point clouds. 
Although it is possible to fully reconstruct the whole structure only using the O dataset, the 
ensemble of images (T + N + O) has been processed by the tested software in order to analyse 
their behaviour dealing with different attitudes. Instead, only the O dataset has been used for 
the complete workflow, i.e., aerotriangulation (obtaining IO and EO from BBA), dense cloud 
generation, mesh reconstruction, orthophoto production. The N and T images have not been 
included in the complete processing to speed up the elaboration times; moreover, they do not 
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give individually a complete view of the object, because they focus on a preferential portion 
consisting in roofs and façades, respectively. 
All the phases of the workflow are performed using a medium quality, corresponding to a 
downsampling factor of 4 with respect to the original images. The analysis discussed have 
been performed using a desktop Personal Computer (64 bits Windows 7 operating system, 
Intel® core™ i7-4770 CPU @340 GHz processor and 32 GB of RAM, Intel® HD Graphics 
4600, 20 Cores @400 MHz, 1297 MB). 
The main features of the analysed photogrammetric software concerning the post-
processing are summarized and compared in Table 1-4.  
 























































License P P P F F - OS F - OS 
Time ○ > <<< << < ✗ 
Integration of  datasets ✓  ✗ ✓  ✓ ✓ ✗ 
GCPs input ✓ ✓ ✓ ✓ ✓ ✗ 
User-friendliness ○ = = < << < 
Workflow ○ = = < = <<< 
Interoperability  ○ < < < < <<< 
User communities ○ = < < = <<< 
Documentation, tutorials 
and direct support 
○ = = << = <<< 
Cost (compared with 
Agisoft Photoscan©) 
n 2n >2n 0 0 0 
Legend 
P: Proprietary; F: Free; OS: Open Source; 
○ : used as reference; ✓: present; ✗: absent; 
<, <<, <<<: minor (increasing levels); 
>, >>, >>>: major (increasing levels); 
=: equal. 
 
A TLS point cloud is used as reference in the comparison with the photogrammetric ones, 
thanks to the favourable conditions of the TLS survey campaign that allowed producing a 
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reliable result. The use of TLS as an independent reference makes the comparisons 
homogeneous and coherent. 
The East side of the tower (in particular the yellow rectangle in Figure 1-7) has been chosen 
as representative portion for the comparison, because it clearly appears in the majority of the 
images. The TLS noise measurement on this portion, with a low reflectivity and a distance of 
30 m, amounts to about 2 mm RMS. 
A first comparison is performed evaluating the point clouds density on a sample of one 
square meter, located inside that portion of the tower (in red in Figure 1-7). 
Then, the signed distances between two point clouds is computed by M3C2 (Multiscale 
Model to Model Cloud Comparison) method implemented in CloudCompare (CloudCompare 
Development Team, 2021; Lague et al., 2013). 
Each point cloud density has been evaluated in terms of points per m2, considering the red 
sample shown in Figure 1-7. The results are reported in Table 1-5. 
 
Table 1-5 Points per square meter in the evaluated sample. 
Source 
Points per m2 
[-] 
Spacing b/w points 
[mm] 
TLS 12202 9 
Agisoft PhotoScan© 552 43 
Pix4D© 1556 25 
ContextCapture™ 1976 22 
VisualSFM 1097 30 
MicMac 1446 26 
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Figure 1-7. In yellow, the sample used for M3C2 comparison; in red the sample of a square meter, 
used to compute the density. 
 
It is evident from Table 1-5 that the density of the cloud resulting from TLS survey is much 
higher than the one of the photogrammetric products. Although the processing parameters 
have been chosen in order to achieve homogeneous conditions, the Agisoft Photoscan© point 
cloud is much sparser than other software packages, with a resulting number of points per m2 
from two to four times less than the others and, consequently, a nearly doubled spacing 
between points. 
Subsequently, M3C2 plugin computes signed distances between two point clouds. It has 
been employed setting the whole TLS point cloud as reference cloud (Cloud#1), without 
subsampling; thus, the core points, on which the computation is performed, include all the 
points of the cloud. The preferred orientation of point cloud perpendicular lines has been set 
on “+X”, considering the East side of the tower almost parallel to Y axis. In the output section, 
the projection of the core points is done keeping original positions, i.e., a new cloud containing 
the differences between the tested point clouds is generated. 
Once the M3C2 algorithm has been applied, the resulting cloud has been analysed with the 
support of the scalar fields (SF) display parameters tool, in order to allow the customization 
of its visualization according to the most suitable legend. The differences have been 
represented fitting a Gaussian distribution to them (Figure 1-8), cutting off the tails and setting 
the evaluation range from -0.1 to +0.1 m. 
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Figure 1-8. Results of M3C2 comparisons. 
 
All the solutions except for MicMac show a remarkable bias with respect to the TLS point 
cloud, thus a difference with respect to the expected mean value corresponding to 0 in case of 
well overlapped clouds: about +0.01 m for Agisoft PhotoScan© and ContextCapture™, 
+0.015 m for Pix4D©, and -0.02m for VisualSFM. This could be connected with the RF. In 
fact, the maximum observed shift is approximately twice the GSD.  
The dense clouds from Agisoft PhotoScan© and MicMac have been georeferenced using 
the GCPs picking in the software themselves; the quality of this operation is assessable by 
means of the Root Mean Square Error (RMSE) provided in the software interface itself, 
consisting in the square root of the quadratic mean of differences between values predicted by 
a hypothetical model and the observed values. Pix4D© cloud has been referenced in UTM, 
because the software doesn’t work easily in a local RF. A further roto-translation has been 
applied, by giving the new coordinates of the GCPs. Finally, ContextCapture™ and 
VisualSFM clouds have been aligned (roto-translation and scale) by means of CloudCompare. 
If the objective is just the survey of the structure in a local RS, as in the analysed case, the 
bias of the mean value is not significant. On the other hand, if the building must be seen in a 
global RF, this error has to be taken into account and evaluated in the light of the representation 
scale needed. 
Nevertheless, the comparisons highlight a good behaviour for all the examined software, 
also inferable from the low values of standard deviation, included in the range of 0.007 - 0.015 
m (Table 1-6). In facts, this parameter is more representative of the overall quality of the 
clouds, giving the size of the range of the differences with respect of TLS while disregarding 
the eventual bias of average value maybe due to the different attribution of RF. 
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Agisoft PhotoScan© 0.012 0.010 
Pix4D© 0.015 0.010 
ContextCapture™ 0.010 0.015 
VisualSFM -0.019 0.007 
MicMac 0.001 0.007 
 
In Figure 1-9, the maps of the M3C2 distances, obtained comparing TLS with all the single 
clouds, are shown. In general, the worst portions are located right by the holes of the masonry 
and the crenulation (located around 3/4 of the tower top), because of the difficulty of their 
reconstruction by the photogrammetric software. In cases of VisualSFM and MicMac, 
according to the lower standard deviation, the distribution is more homogeneous than other 
software. The maps related to Agisoft PhotoScan© and Pix4D© are characterized by a “diffuse 
dirt”, while ContextCapture™ one enhances localized areas with higher standard deviations, 
mainly around the crenulation, which represents the only dept discontinuity of the chosen 
sample. Figure 1-9 suggests that the first and the second software packages allow producing 
an homogeneous but poorer result than the third one, whose lacks in accuracy are focused 
around the discontinuity portion. 
 
 
Figure 1-9 Map of the M3C2 distances between TLS and (from left to right): Agisoft PhotoScan©, 
Pix4D©, ContextCapture™, VisualSFM and MicMac. 
 
In conclusion, the aim of this software comparison is not the establishment of a ranking, but 
the underlining of the potentialities of the examined packages, in order to be more aware in 
the choice of the most appropriate tool for the specific scenario of interest.
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2. COMPUTER VISION FOR AUTOMATION IN PHOTOGRAMMETRY 
As already stated, the most common software packages, including the aforementioned ones, 
work on the basis of the BBA algorithm, described in Section 1.1. This approach, as well as 
the whole photogrammetric workflow, is strongly influenced by the integration of 
Photogrammetry with Computer Vision (CV), which gives rise to the so-called Structure From 
Motion (SFM) technique (Forsyth and Ponce, 2012; Förstner and Wrobel, 2016; Triggs et al., 
2000). Computer Vision is an innovative scientific field, related to the Artificial Intelligence 
(AI) and the Machine Learning (ML), which deals with robotics scene understanding, starting 
from the interaction based on images and/or videos acquisition. In particular, it aims achieving 
those tasks performed by biological vision systems, e.g., seeing or sensing a visual stimulus, 
understanding what is being seen, and extracting complex information in order to use it in 
further processes. The goals of this interdisciplinary field are the simulation and automation 
of such tasks of human vision systems by using sensors, computers, and machine learning 
algorithms. In summary, CV is the theory underlying artificial intelligence systems' ability to 
see and understand their surrounding environment.  
Some of the most popular fields of application of this discipline concern: autonomous 
vehicles and robots, needing to gather information about their surroundings to decide how to 
behave; facial recognition, in order to check the personal identity and to guarantee the access 
to confidential data; image search and object recognition, identifying objects within images 
and extracting information. 
Since both Photogrammetry and Computer Vision aim to obtain 3D information from 
images, the CV principles and techniques are deeply integrated in the photogrammetric 
software processing, thanks to their significant contribution in the automation of operations. 
The integration of CV in Photogrammetry (Barazzetti et al., 2009; Qin and Grün, 2020) is 
noticeable in the whole workflow from data acquisition, geometric data processing, 2D and 
3D interpretation, recognition modeling, to data administration and representation (Grün et al., 
2009; Lu et al., 2004; Qin, 2015; Qin et al., 2016; Shan et al., 2020). In particular, the 
development of more automated methods involving the use of AI techniques aim to both 
automate processes that traditionally require heavy manual operation, such as modeling (Grün 
and Wang, 1998; Lillesand et al., 2014), and improve performance of processes in terms of 
efficiency and robustness, as in features matching.  
The research of the so-called tie points, useful to obtain the relative orientation of images, 
as well as the dense cloud reconstruction, are based on specific algorithms able to determine 
the correspondence among images, taking into account the feature matching or the area based 
matching techniques, respectively. These operations are strictly related to the scene 
understanding and interaction, as well as the Simultaneous Localization And Mapping 
(SLAM; Alsadik and Karam, 2021; Stachniss et al., 2016) technique, i.e., a process in which 
36  Computer Vision for automation in photogrammetry 
a robot localizes itself in an unknown environment while building a map of this environment 
in real time without any a-priori information. 
These methods are described in the following (2.1), together with the homography (2.3), an 
image processing technique existing in parallel in both Photogrammetry and CV fields, and 
other procedures (2.2) applied in supporting the tools implementation. 
2.1. SCENE UNDERSTANDING 
In this section, three topics are presented: feature and area based matching techniques and 
SLAM. The feature based matching technique is intended to automatically extract features, 
well recognizable on the frames, compare them among different images and determine the 
correspondences. This approach is used in selecting the tie points to reciprocally orient images, 
during the so-called alignment phase, i.e., the aerotriangulation obtained by BBA. Tie points 
are corners well recognizable since they represent a discontinuity in the image in both 
longitudinal and transversal directions and they own peculiar radiometric properties (intensity 
or RGB – Red Green Blue). The output in photogrammetric software packages consists in a 
sparse cloud of the 3D positions of these points. The described method (Carrasco et al., 2021; 
Shao et al., 2021; Liu et al., 2018) could be implemented following different approaches, e.g., 
the Harris detector (2.1.1) and the SIFT (Scale Invariant Feature Transform - 2.1.2). 
On the contrary, area based matching algorithms (Re et al., 2014; Qiu and Zhang, 2015) 
allow for searching the homologous of a point on a frame considering the radiometric values 
of its neighbourhood. Thus, it is possible to generate a dense point cloud, matching the points 
belonging to the considered region. There are local (2.1.3), global and semi-global (2.1.4) 
methods. 
Finally, the principles of SLAM technique, a fundamental approach in mobile robotics 
applications aiming to obtain a globally consistent estimation of the trajectory and map, are 
described in Section 2.1.5. 
2.1.1. Harris detector 
In the Harris detector (Harris and Stephens, 1988), the use of a grayscale 2-dimensional 
image identified by 𝐼 is assumed. An image patch pertaining to a window and defined as 
(𝑥, 𝑦) ∈ 𝑊 is considered, while another one results from the shift of the quantity (∆𝑥, ∆𝑦). 
The sum of squared differences (SSD), denoted as f, between the initial patch and the shifted 
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For each generic (𝑥𝑘 , 𝑦𝑘) belonging to the window 𝑊. The term 𝐼(𝑥𝑘 + ∆𝑥, 𝑦𝑘 + ∆𝑦) could 




























Considering an horizontal section of 𝑓(∆𝑥, ∆𝑦), it is represented by an ellipse. The resulting 
semi-axes of the ellipse allow the interpretation of the matrix 𝑀 in the region of interest: 
- flat region: both eigenvalues of the matrix are small; 
- edge region: a large eigenvalue is associated with the gradient at the edge, while in the 
other direction the eigenvalue is small. 
- corner region: both eigenvalues will be large. 
2.1.2. SIFT 
In the SIFT approach (Lowe, 2004), mainly used in SFM, the features are invariant to image 
scaling and rotation, and partially invariant to change in illumination and 3D camera 
viewpoint. The cost of extracting features is minimized by taking a cascade filtering approach, 
in which the more expensive operations are applied only at locations that pass an initial test. 
The main steps needed to generate the set of image features are:  
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- Scale-space extrema detection: searches over all scales and image locations. It is 
implemented efficiently by using a difference-of-Gaussian function to identify 
potential interest points that are invariant to scale and orientation.  
- Keypoint localization: at each candidate location, a detailed model is fit to determine 
location and scale. Keypoints are selected according to the measures of their stability.  
- Orientation assignment: one or more orientations are assigned to each keypoint 
location taking into account the local image gradient directions. All the further 
operations are performed on image data relatively transformed to the assigned 
orientation, scale, and location for each feature, thereby providing invariance to these 
transformations.  
- Keypoint descriptor: the local image gradients are measured at the selected scale in the 
region around each keypoint. The best candidate match for each keypoint is found by 
identifying its nearest neighbour in the database of keypoints from training images. 
The nearest neighbour is defined as the keypoint with minimum Euclidean distance for 
the invariant descriptor vector. 
Concerning the mathematical formulation of this algorithm, the first stage of keypoint 
detection is the identification of locations invariant to scale change of the image by searching 
for stable features across the scale spaces, which are defined as a function, 𝐿(𝑥, 𝑦, 𝜎), obtained 















The efficient detection of stable keypoint locations in scale space (Lowe, 1999) is achieved 
by means of scale-space extrema in the difference-of-Gaussian function convolved with the 
image,𝐷(𝑥, 𝑦, 𝜎), which can be computed from the difference of two nearby scales separated 




Once a keypoint candidate has been found by checking the local maxima and minima of 
𝐷(𝑥, 𝑦, 𝜎), the next step is to perform a detailed fit to the nearby data for location, scale, and 
ratio of principal curvatures, in order to reject such points having low contrast or poorly 
localized along an edge. A Taylor expansion is used up to the quadratic terms of the scale-
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where 𝐷 and its derivatives are evaluated at the sample point and 𝑥 =  (𝑥, 𝑦, 𝜎) 𝑇 is the 
offset from this point. The location of the extremum, 𝑥, is determined by taking the derivative 










If the offset 𝑥 is larger than 0.5 in any dimension, the extremum lies closer to a different 
sample point; thus, the sample point is changed and the interpolation is performed for the new 
point. The final offset 𝑥 is added to the location of its sample point to get the interpolated 
estimate for the location of the extremum. 
The following step is the elimination of the strong edge responses of the difference-of-
Gaussian function. A poorly defined peak in the difference-of-Gaussian function will have a 
large principal curvature across the edge, while a small one in the perpendicular direction. The 
principal curvatures can be computed from a 2x2 Hessian matrix, 𝐻, obtained at the location 







The derivatives are estimated by taking differences of neighboring sample points. The 
eigenvalues 𝛼 and 𝛽 of 𝐻 are proportional to the principal curvatures of 𝐷. Their sum is 
obtained from the trace of 𝐻 and their product from the determinant: 
 
 +  = 𝛼 + 𝛽 (2.12) 
)= − ()
2
= 𝛼𝛽 (2.13) 
 
In case the determinant is negative, the curvatures have different signs, thus the point is 
discarded as not being an extremum. Let 𝑟 be the ratio between the largest magnitude 
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eigenvalue and the smaller one, so that 𝛼 =  𝑟𝛽, both Tr(H) and Det(H) depend only on the 















The quantity (𝑟 +  1)2/𝑟 is at a minimum when the two eigenvalues are equal and it 
increases with 𝑟. Therefore, using the following relation it is possible to check if the ratio of 









Thanks to the assignment of a consistent orientation to each keypoint based on local image 
properties, the keypoint descriptor can be represented relative to this orientation acquiring 
invariance to image rotation. The scale of the keypoint is used to select the Gaussian smoothed 
image, 𝐿, with the closest scale, thus all computations are performed in a scale-invariant way. 
For each image sample, 𝐿(𝑥, 𝑦), at this scale, the gradient magnitude, 𝑚(𝑥, 𝑦), and orientation, 









An orientation histogram is formed from the gradient orientations of sample points within 
a region around the keypoint. Each value of the histogram is weighted by its gradient 
magnitude and by a Gaussian-weighted circular window with a 𝜎 that is 1.5 times than the 
scale of the keypoint. Peaks in the orientation histogram correspond to dominant directions of 
local gradients. The highest peak in the histogram is detected, together with any other local 
peak within 80% of the highest peak, used to create a keypoint with that orientation. Therefore, 
for locations with multiple peaks of similar magnitude, there will be multiple keypoints created 
at the same location and scale but different orientations.  
Finally, a descriptor is computed for the local image region that is highly distinctive, yet is 
as invariant as possible to remaining variations, e.g., illumination or 3D viewpoint. Trilinear 
interpolation is used to distribute the value of each gradient sample into adjacent histogram 
bins, in order to avoid all boundary effects in which the descriptor abruptly changes because a 
sample shifts smoothly from being within one histogram to another or from one orientation to 
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another. Thus, each entry into a bin is multiplied by a weight of (1 −  𝑑) for each dimension, 
where 𝑑 is the distance of the sample from the central value of the bin. The obtained descriptor 
consists in a vector containing the values of all the orientation histogram entries. Finally, the 
feature vector is modified to reduce the effects of illumination change by normalizing it to unit 
length. In facts, a change in image contrast in which each pixel value is multiplied by a constant 
will multiply gradients by the same constant, thus the contrast change is eliminated by vector 
normalization. A brightness change in which a constant is added to each image pixel doesn’t 
affect the gradient values, since they are computed from pixel differences. Therefore, the 
descriptor is invariant to affine changes in illumination. However, in case of non-linear 
illumination changes, which cause a large variation in relative magnitudes for some gradients 
affecting less the gradient orientations, the influence could be reduced by thresholding the 
values in the unit feature vector to be maximum 0.2, and then renormalizing to unit length. In 
this way, the distribution of orientations has greater emphasis.  
2.1.3. Local methods 
Concerning the area based methods, the reference image is called master, while the 
secondary one is the slave. The examined region in the master image is the template; it 
represents the neighbourhood of the selected point. The analysed portion of the slave image is 
called patch and it corresponds to the region of interest whereby calculating the likelihood 
with respect to the template. If the similarity of the patch is high, it could be supposed that the 
central points of the corresponding regions are homologous. 
The likelihood between the patch and the template could be evaluated by means of different 
coefficients, e.g., SSD (Sum of Squared Difference) and SAD (Sum of Absolute Difference), 
not suitable when there are changes in lighting and contrast, or NCC (Normalized Cross-

















where 𝑓 and 𝑔 are the grey tones of the template and of the patch, respectively, while 𝑓 ̅and 
?̅? are the average of the grey tones of the template and of the patch, respectively. 
When the patch is subject to both radiometric (𝑟0, 𝑟1) and geometric transformations 
(𝑎0, 𝑎1, 𝑎2) and (𝑏0, 𝑏1, 𝑏2) with respect to the template (further than a simple translation 
manageable with NCC), the least squares approach is the best method to use. 




Local methods are sensitive to occlusions, which determine changes in the corresponding 
regions when there are objects standing at different levels of depth.  
This gap could be bypassed using global methods. 
2.1.4. Global and semi-global methods 
Global methods overcome the limits of local ones in the estimation of discontinuities and 
occlusions in images. All the image pixels are connected by means of a global cost function. 
Global algorithms allow to obtain more accurate results, although a higher computational 
cost is required. In order to approach the issue with the same method but with a lower 
complexity, semi-global method is intended to decrease the problem dimensionality using a 
sub-system of image points called scan line. 
In the semi-global approach, the global cost 𝐶 is decreased along one of the dimensional 
paths, which are joint in each pixel and pass through the image. Analysing a scan line along a 
certain direction, the matching cost of a point 𝑝 for each value of shift 𝑑 is evaluated, taking 








Thus, the first term 𝐶𝑚𝑎𝑡𝑐ℎ(𝑝, 𝑑) concerns the local likelihood, while the second considers 
a correlation among neighbours. The coefficient 𝑃 represent a fixed penalty to pay whenever 
there is a change in depth along the minimum path, in order to remove surges due to noise or 
ambiguities, favouring the surfaces with constant disparity. 
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Table 2-1. Features of local, global and semi-global methods. 
 Features 
Local methods - Use of delimited correlation windows to identify the 
correspondences among homologous points, independently 
of each other 
- Fast and suitable for real-time applications 
- Point maps not dense because of uniform regions and 
occlusions 
Global methods - Assignment of disparity such that the global cost function 
extended to all pixels of the images is minimized 
- Dense maps of points 
- High computational cost 
Semi-global methods - Minimization of a semi-global cost function to reduce the 
problem complexity 
- Bond between accuracy and speed 
 
2.1.5. SLAM 
As already stated, SLAM (Durrant-Whyte  et al., 1996; Durrant-Whyte and Bailey, 2006) 
is a method which goal is the simultaneous estimation of both the object position and the 
mapping of the surrounding environment without any a-priori information. Considering a 
robot moving in a scene while collecting relative observations of several unknown landmarks 
by using an embedded sensor, at a time instant 𝑘 the following quantities are defined: 𝑥𝑘, the 
state vector describing the location and orientation of the vehicle; 𝑢𝑘, the control vector, 
applied at time 𝑘 − 1 to drive the vehicle to a state 𝑥𝑘 at time 𝑘; 𝑚𝑖, a vector describing the 
location of the 𝑖𝑡ℎ landmark whose true location is assumed time invariant; 𝑧𝑖𝑘, an observation 
taken from the vehicle of the location of the 𝑖𝑡ℎ landmark at time 𝑘. Furthermore, also the 
following sets, including the previously specified quantities for each instant 𝑘, are defined: 
𝑋0:𝑘, the history of vehicle locations; 𝑈0:𝑘, the history of control inputs; 𝑚, the set of all 
landmarks; 𝑍0:𝑘, the set of all landmark observations. 
SLAM algorithm consist of two recursive steps, i.e., the sequence of prediction (called time-
update and described as probability distribution in equation (2.23)) and correction (known as 
measurements-update and described in equation (2.24)). 
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Equations (2.23) and (2.24) provide a recursive procedure for the calculation of the joint 
posterior 𝑃(𝑥𝑘 , 𝑚|𝑍0:𝑘, 𝑈0:𝑘 , 𝑥0) related to the robot state 𝑥𝑘 and map 𝑚 at a time 𝑘 based on 
all observations 𝑍0:𝑘 and all control inputs 𝑈0:𝑘 up to and including time 𝑘. The recursion is a 
function of a vehicle model 𝑃(𝑥𝑘|𝑥𝑘−1, 𝑢𝑘) and an observation model 𝑃(𝑧𝑘|𝑥𝑘, 𝑚). 
Several solutions to the probabilistic SLAM problem are possible, aiming to find an 
appropriate representation for both the observation model and the motion model that allows 
an efficient and consistent computation of the prior and posterior distributions in (2.23) and 
(2.24). One of the most common methods is the extended Kalman filter (EKF), suitable to treat 
a state-space model with additive Gaussian noise. The basis for the EKF-SLAM method is to 





In (2.25), the function 𝑓 models vehicle kinematics, while 𝑤𝑘 represent additive, zero mean 
uncorrelated Gaussian motion disturbances with covariance 𝑄𝑘. Conversely, the observation 





In (2.26), the function ℎ describes the geometry of the observation, while 𝑣𝑘 are additive, 
zero mean uncorrelated Gaussian observation errors with covariance 𝑅𝑘. 
Thus, it is possible to compute the mean (2.31) and the covariance (2.32) of the joint 
posterior distribution 𝑃(𝑥𝑘, 𝑚|𝑍0:𝑘 , 𝑈0:𝑘 , 𝑥0) from the time-update ((2.27) and (2.28)) and the 








































In (2.28), 𝛻𝑓 is the Jacobian of 𝑓 evaluated at the estimated 𝑥𝑘−1|𝑘−1. In (2.30), 𝑆𝑘 and 𝑊𝑘 








where 𝛻ℎ is the Jacobian of ℎ evaluated at 𝑥𝑘|𝑘−1 and ?̂?𝑘−1. 
The presented EKF-SLAM method is commonly used for solutions applied to navigation 
or tracking issues, although it has some criticalities concerning the computational effort, 
growing quadratically with the number of landmarks, the sensitivity to incorrect association 
of landmarks observations, and the non-linearity. 
2.2. IMAGE PROCESSING TECHNIQUES  
Image processing techniques include pre-processing and filtering, edge detection, 
segmentation, mathematical morphology, texture analysis, model matching, contextual and 
multi-scale techniques. 
Among the others, the edge detection, the segmentation, the erosion and dilation 
morphological operators, and the Hough transform data model comparison techniques are 
deepen since they have been used in the implementation of the proposed tools. 
2.2.1. Edge detection 
Edge detection allow the recognition of the object boundary by means of the identification 
of discontinuities in intensity. 
One strategy is to compute the image gradient 𝛻𝐼(𝑥, 𝑦) by means of the image partial 
















The gradient points towards the direction θ of the highest change in intensity, obtainable by 
means of the following relation: 







⁄  (2.36) 
 
The local contrast ‖𝛻𝐼‖ along the edge normal, i.e., the vector pointing in direction of the 














Thanks to these parameters, it is possible to easily determine the presence of edges by setting 
a threshold, such that if the pixel magnitude is higher than this value an edge point is 
recognized. 
Noise constitutes a substantial problem in edge detection, in facts, edge detectors are 
conceived in order to strongly respond to sharp changes and, in parallel, noise values are 
typically uncorrelated to the neighbours ones, so that they are very different. In order to avoid 
this issue, two convolutions are used, the former is applied to smooth the image, while the 
latter to differentiate.  
An example of this strategy in edge detection is represented by the Sobel-Feldman (Duda 
& Hart, 1973) edge detector, resulting by the multiplication of a 1D Gaussian filter by the x 





















Other strategies contemplate the use of the second derivative, so that zero-crossing mark 
the edge location, like in the Marr and Hildreth (Marr & Hildreth, 1980) approach. 
The edge detector employed in the implementation of the tools discussed in this thesis is 
the Canny’s one (Canny, 1986). It consists of three steps: the application of the derivative of 
Gaussian along the x and y axes to filter the image; the computation of the image gradient; the 
calculation of the magnitude and the orientation of the gradient. A thinning operation is 
performed in order to suppress the pixels in the gradient magnitude map that do not represent 
local maximum (non-maxima suppression). In other words, it is checked if each pixel is a local 
maximum in its neighbourhood in the direction of gradient or not and, if it represent a local 
maximum, it is retained as an edge pixel, otherwise suppressed. 
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Two threshold are established, so that the values above the highest limit are always kept, 
conversely the ones below the lower limit are always discarded. The remaining values, within 
the range of the two thresholds, are considered valid only if they belong to a path that join 
confirmed edges with values above the highest limit, so that a connected contour is linked. 
2.2.2. Segmentation 
The main objective of segmentation (Nikhil & Sankar, 1993) is to use image features to 
map single pixels into homogeneous groups of pixels called regions. The set of regions that 
derives from the segmentation process is called partition. The recognition problem consists in 
five steps: conditioning, labelling, grouping, extracting, and matching. 
Concerning conditioning, the image could be modified to remove the information that is not 
of interest or to enhance certain images features, by means of removing noise filtering, 
increasing contrast, and reconstructing missing parts. The information contained in the image 
could be considered as a composition of spatial events, which corresponds to sets of connected 
pixels. The operation of labelling determines for each pixel the event in which it is involved. 
A typical example of labelling on grey level images is determined by the threshold application, 
which assigns a label value equal to 1 to all pixels with a larger grey level compared to the 
threshold value. The results is represented by a binary image, in which the value 1 indicates 
pixels that belong to the object of interest whereas all the other pixels are assigned label 0. 
After the labelling operation, which tags pixels as pertaining or not to an object, the 
operation of grouping allows to join pixels with the same label in a cluster. This operation 
generates regions, i.e., a set of neighbouring pixels, even called connected components. They 
are created using a suitable operator, requiring a binary image as input and returning a 
symbolic image as output. The label assigned to each pixel is an integer that identifies the 
belonging region of the pixel. 
Two pixels 𝑝 and 𝑞 with the same label 𝑓 belongs to the same connected component 𝐶 if 
there is a sequence of points (𝑝0, 𝑝1, … , 𝑝𝑛) of value 𝑓 belonging to 𝐶 where 𝑝0 = 𝑝 and 𝑝𝑛 =
𝑞 and 𝑝𝑖 is neighbor to 𝑝𝑖−1 for 𝑖 = 1, … , 𝑛. 
Depending on the employed operator, there are 4-connected or 8-connected regions. 
The iterative algorithm suitable to perform the grouping consists of three steps: 
- A label is assigned to each pixel with value 1. 
- The value of each pixel is replaced by the smallest label value (different from zero) of 
its neighbours; the pixel above and the one on the left are considered, obtaining a 4-
connected grouping. 
- Step two is carried out recursively from the left to the right and from the top to the 
bottom. Thus, bottom-up row scan follows, considering the 4-connected 
neighbourhood made by the lower pixel and the right one. 
The second and third steps are iterated. The procedure ends when there are no more label 
changes. 
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Another method, called classical algorithm, is based on similar principles. Like in the 
iterative algorithm, a 4-connected neighbourhood is examined by considering the pixel above 
and the one on the left of the analysed pixel. Each pixel value is replaced by the label value 
(different from zero) of its neighbours. When two different labels could be assigned to one 
pixel, the lower label value is chosen and declared equivalent to the other, listing them in a 
specific table. Thus, equivalence classes are defined; a label value corresponding to the lowest 
label is assigned to each class. 
Further operations on built regions could be performed, such as extracting and matching. 
For each region identified through grouping, various properties could be extracted, e.g., area, 
spatial moments, etc.; these features depend on the grey levels of the pixels belonging to the 
region and their spatial arrangement. 
A meaning can be given to a region using a perceptual grouping, which allows to interpret 
the set of pixels as an already known object. Matching operation determines the interpretation 
of a set of pixels, associating 3D objects or 2D shapes. 
2.2.3. Erosion and dilation 
Erosion (Figure 2-1) and dilation (Figure 2-2) (Soille, 2004) are basic morphological 
operators applied to binary images. The processing concerns the shape of the objects and it is 
based on the definition of a structuring element 𝐵𝑥 centered on the point 𝑥. 
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Figure 2-1. Binary erosion. 
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Figure 2-2. Binary dilation. 
 
The erosion (2.40) is typically used to remove pixels from the boundaries of objects in the 
image. For each pixel of A, centre the structuring element 𝐵𝑥 ⃡   ; set the current pixel to full (1) 
if all full pixel of 𝐵𝑥 ⃡    correspond to full in the analysed portion of A, otherwise set it to empty 
(0). 
The dilation (2.41) is typically used to add pixels to the boundaries of objects in the image. 
For each pixel of A, centre the transposed structuring element 𝐵𝑥 ⃡   ; set the current pixel to full 
(1) if at least one full pixel of 𝐵𝑥 ⃡    correspond to full in the analysed portion of A, otherwise set 
it to empty (0). 
Erosion and dilation are invariant regarding translation. They are not inverse of each other.  
 
⊖ { ⃡   ⊆≠} (2.40) 
⊕ { ⃡   ∩≠} (2.41) 
 
The properties of erosion and dilation are resumed in the following Table 2-2. 
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Table 2-2. Erosion and dilation properties. 













The succession of the two operators could lead to the opening or closing operations: the 
former is obtained by one erosion and one dilation and allows to remove small details and to 
disjoint weakly linked objects; the latter is obtained by one dilation and one erosion and 
permits the union of close or weakly connected objects. Both opening and closing operations 
are idempotent, i.e., they can be applied multiple times without changing the result beyond the 
initial application. 
2.2.4. Hough transform 
The Hough transform (Hough, 1962) is a feature extraction technique used to detect curves 
in images, converting coordinates from Cartesian to polar. Any point within the image space 
is represented by a sinusoidal curve in the Hough space. In addition, two points in a line 
segment generate two curves, which are overlaid at a location corresponding to a line through 
the image space.  
Considering the problem for straight lines localization in an image, the Hough Space is a 
2D plane, which horizontal and vertical axis represent, respectively, the slope and the intercept 
of a line represented in the form 𝑦 =  𝑎𝑥 +  𝑏. One line on the analysed image produces a 
point on the Hough Space, since a line is characterized by its slope 𝑎 and intercept 𝑏. On the 
other hand, a point (𝑥ᵢ, 𝑦ᵢ) on the image can have an infinite number of lines pass through it. 
Therefore, a point produces a line in the Hough Space in the form of 𝑏 =  𝑎𝑥ᵢ +  𝑦ᵢ (Leavers, 
1992). In the Hough Transform algorithm, the Hough Space is used to determine whether a 
line exists in the analysed image. 
2.3. HOMOGRAPHY 
A homography (Ondrašovič and Tarábek, 2021; Kahl et al., 2008), or projective 
transformation, is a type of transformation that maps straight lines onto another plane. It could 
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be applied in image rectification, image registration, or computation of camera motion 
(rotation and translation) between two images. 
The homography, represented by a non-singular 3×3 matrix H, relates the pixel co-ordinates 
of two images. 
 
    (2.42) 
 
When this transformation is applied to each pixel of the input image, the result is a warped 
version corresponding to the second provided frame. Two images are related by a homography 
if and only if both images are viewing the same plane from a different angle and they are taken 
from the same camera, rotated around its centre of projection without any translation. Note 
that the homography relationship is independent of the scene structure. 
Among their properties, it is worth noting that the inverse and the composition of 
homography matrices are homographies themselves. 
H is a homogeneous transformation with eight degrees of freedom (dof). It is a composition 
of transformations, including in hierarchical order isometries, similarities, affinities, and 
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Table 2-3. Transformation scheme. 
 Features 







𝜖 𝑐𝑜𝑠𝜃 −𝑠𝑖𝑛𝜃 𝑡𝑥











- 3 dof → 2 points correspondences needed for the 
computation 
- invariants: length, angles, areas 






𝑠 𝑐𝑜𝑠𝜃 −𝑠 𝑠𝑖𝑛𝜃 𝑡𝑥











- 4 dof → 2 points correspondences needed for the 
computation 
- invariants: angles, ratios of length, ratios of areas 


















- 6 dof → 3 points correspondences needed for the 
computation 
- invariants: parallel lines, ratios of length of parallel line 
segments, ratios of areas 
















- invariants: cross-ratio 
 
An affinity could always be decomposed as rotations and non-isotropic scaling. 
 
θφφ (2.43) 
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In the estimation of homographies, the minimal problem takes into account four points 
correspondences. A popular algorithm used to obtain the H matrix is the Direct Linear 
Transformation (DLT; Fangi, 1995; El-Ashmawy, 2018). The relation (2.45) contains the lines 

























































A robust estimation could be achieved by means of the RANSAC method (RANdom 
SAmpling Consensus; Fischler and Bolles, 1981), an iterative model able to identify and 
exclude outliers. 
Homography is used in both Photogrammetry and Computer Vision. In particular, in the 
former case DLT algorithm is applied to camera calibration, in order to obtain the IO 
parameters as a function of the ℎ coefficients, and for the achievement the so-called 
aerotriangulation. In the latter scenario, homography is at the basis of visual odometry, a 
technique employed in robotics to estimate the motion of a camera in real time using sequential 
images. 
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3. A SUITE IN SUPPORT OF THE PHOTOGRAMMETRIC WORKFLOW 
The focus of this thesis work is about a suite of tools designed to support the photogrammetric 
workflow during all its phases. 
Three procedures, presented in Table 3-1, have been conceived in order to introduce significant 
novelties in the consolidated approach of photogrammetric software, from the planning of the 
survey to the outputs restitution. 
 
Table 3-1. Reference photogrammetric workflow steps and related tools. 
Steps Tools 
planning → U.Ph.O. (Unmanned Photogrammetric Office) 
acquisition 
→ BBA real-time procedure 
post-processing 
restitution → MAGO (Adaptive Mesh for Orthophoto Generation) 
 
Particular attention has been paid to the final precision and to the management of complex 
scenarios. 
Concerning U.Ph.O. (Passoni et al., 2018), it allows the planning of the survey basing on a 
network simulation approach, which takes into account the real visibility and occlusions; the final 
output is an estimation of the expected precision of the survey, whose level of detail is set 
according to the resolution of the input DSM.  
The BBA real-time procedure has been conceived to exploit the Bundle Block Adjustment 
principles in real-time navigation, positioning and modelling. It is intended to work in indoor 
environments, where the support of GNSS is denied. Two branches are being developed, both for 
real-time purposes: the former aims to compute the positioning of the shooting cameras (EO), 
whose RO is fixed and known and which are joint with a moving vehicle, whether car or robot or 
UAV; the latter seeks to update the 3D model of a moving object acquired by stationary sensors. 
Finally, MAGO is an innovative tool whose approach is based on the use of the point cloud, 
instead of the mesh, as input source for the orthophoto reconstruction (Gagliolo et al., 2019a and 
2019b). The algorithm has been particularly conceived to treat with a high level of automation 
the production of orthophotos pertaining vertical façades. This aim has pushed the author to enrich 
the U.Ph.O. procedure adding a specific module to deal with scenarios characterised by a vertical 
development, in order to obtain the estimation of precision in such portions of particular interest. 
The detailed description of each tool is reported in the following paragraphs. In particular, the 
illustration of the software features and principles is organised putting as first MAGO, in order to 
have an overall point of view starting from the final objective of the photogrammetric workflow. 
Then, a mention to the ongoing work about the BBA real-time procedure is reported, focusing on 
the so-called “active” part of the strategy dedicated to navigation and positioning. Finally, the 
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improvement of U.Ph.O. with the addition of a module for the estimation of precision in such 
scenarios with vertical development is presented. 
3.1. MAGO NOVELTY IN ORTHOPHOTOS GENERATION APPROACH 
Orthophotos represent a typical output of a photogrammetric survey and, thanks to the diffusion 
of specific software packages, their generation and usage have become even more widespread. 
They represent a suitable instrument to perform high-precision measurements, thanks to the 
uniform scale given by the orthogonal projection. For this reason, they are widely employed in 
several fields, mainly in cartography, but also in environmental and building engineering, cultural 
heritage, precision farming and forest management.  
Nevertheless, there are some issues about the accuracy of orthophoto reconstruction, since it is 
often downgraded by the introduction of meshes and DSMs to be used as surfaces representing 
the object. The use of a more accurate and reliable input, such as a point cloud, makes these 
approximations avoidable. Furthermore, the procedure has been specifically enhanced in order to 
automatically create “unrolled” joint orthophotos in presence of adjacent walls. 
The input data of the procedure are the initial user-defined orthophoto plane, the image and its 
IO and EO parameters, together with a point cloud representing the object. Each pixel of the 
image is projected on the orthophoto plane at its original resolution via an iterative process, which 
builds an adaptive mesh, defined by means of the three best fitting points, where the collinearity 
rays and the point cloud intersect.  
3.1.1. State of the art in orthophoto production 
Thanks to the development of innovative techniques and technologies in the photogrammetric 
field, orthophotos quality is increasing. The problem of reliability in orthophotos production has 
given rise to the research about True Orthophotos© (Amhar, 1998; Habib et al., 2007; Wang et 
al., 2018; Li et al., 2020), which are focused on the combination of two masked orthophotos that 
represent buildings and terrain of an urban area separately, to avoid misrepresentation and lack of 
information in hidden areas. Based on the described criterion, some tools have been implemented 
to generate accurate orthophotos, e.g. TORPEDO (Three dimensional Object Resource Package 
for Enhancing Digital Orthophotos; Amhar, 1998), ACCORTHO (ACCurate ORTHOprojection; 
Boccardo et al., 2001), GCOrtho (Geometrically Corrected Orthophotos; Barazzetti et al., 2007). 
Many photogrammetric software packages, both commercial (e.g., Agisoft Metashape©, 
ContextCapture™, Pix4D©, LiMapper©, Ortro©) and open source (MicMac, OpenDroneMap) 
include a specific step for orthophotos reconstruction, typically at the end of their workflow, when 
the polygonal mesh is already available (Sai et al., 2019; Ngadiman et al., 2018).  
Further than these two methods, orthophotos could be obtained even using front views of the 
point cloud, according to a defined point of view, or realizing them with the traditional technique, 
starting from a previously computed DSM. 
In these last approaches, the highest resolution is in the order of the point cloud mean spacing; 
using photogrammetric software packages, the highest resolution is comparable with the Ground 
Sample Distance (GSD) size, but the object description is depleted due to a simplified approach 
to realize the polygons of the mesh.  
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In this context, MAGO has been developed to avoid this rough simplification by means of a 
step-by-step adaptive mesh directly obtained from the point cloud. Moreover, it allows the 
orthophoto reconstruction using the highest possible resolution, in the same order of the GSD of 
the original image. 
3.1.2. MAGO approach and workflow 
The MAGO approach for orthophoto generation is designed to consider a specific triangular 
plane area where the image pixel is projected at its original resolution, avoiding the approximation 
and loss of definition typically introduced by the mesh reconstruction phase. 
The MAGO workflow consists in the following phases:  
- definition of the orthophoto plane;  
- acquisition of IO and EO parameters and images themselves from external sources; 
- definition of the orthophoto dimensions and resolution; 
- iterative process to determine the three best-fitting points, that define the plane where the 
collinearity ray and the point cloud intersect; 
- projection of the corresponding colour of each pixel in the image on the orthophoto plane. 
Firstly, the point cloud representing the object, produced by external photogrammetric software 
processing or acquired by TLS or LiDAR, has to be uploaded in MAGO.  
The IO and EO parameters of the images, previously obtained using an external software, are 
given as input, together with the images themselves.  
The user must define the initial orthophoto plane, via the coordinates of three points expressed 
in the point cloud RS in case of a generic plane, or via the default options in case of planes parallel 
to XY, XZ or YZ. The point cloud is roto-translated in a service RS according to the set orthophoto 
plane. The geometric transformations applied allow obtaining a new triplet of Cartesian axes: XY 
axes define the chosen plane and Z results as orthogonal direction, according to the right-handed 
convention. The new so-obtained RS permit the easy determination of which point in each cell is 
visible from the orthophoto plane, taking into account the new Z coordinate. 
The orthophoto resolution is user-defined, and it should be adequately chosen considering the 
GSD of the image, in order to get an optimal final result.  
The orthophoto dimensions could be set, if a limited portion of the input point cloud needs to 
be considered, or could be automatically computed by MAGO considering the minimum and 
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Then, a regular grid is created to organize the input points; the details about the criteria at the 
basis of the spatial resolution computation, automatically done by the software, are reported in 
the following paragraph 3.1.3. 
Finally, the user could set a downscaling factor for the original image in order to speed up the 
procedure and to match the orthophoto resolution. 




Figure 3-1. MAGO’s Graphical User Interface. 
 
Once the input parameters have been defined, the orthophoto is produced by means of an 
iterative process to determine the plane where the collinearity ray from each pixel and the point 
cloud intersect. This plane is one of the faces of the adaptive mesh obtained by the original point 
cloud. Each face of the adaptive mesh is generated directly from the input point cloud, without 
any further simplification, re-sampling or approximation of the point cloud itself, thus, the 
adaptive mesh is the highest-resolution mesh possible. 
To build the orthophoto, the procedure starts from the collinearity equations (1.1) applied on 
each pixel on the image.  
At the beginning of the iterative process, the first attempt ZP is imposed equal to ZMAX, which 
represents the maximum height of the points in the point cloud, having preferably excluded and 
filtered out the outliers. XP and YP are consequently computed, applying the collinearity equations.  
The so-obtained XP coordinates match a cell of the grid, defined in the preliminary phase of the 
procedure, and its corresponding pixel on the orthophoto plane. 
Considering the candidate cell of the grid, the correspondence is confirmed if there is a point 
falling inside the volume defined by the cell planimetric dimensions and a threshold along z, 
termed δz and fixed on the basis of the point cloud spacing s. 
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In this case, two possible scenarios are considered, according to the distance between the found 
point and the collinearity ray. If the distance is lower than a threshold given by the GSD size 
affected by the downscaling factor, the point itself is considered as a correspondence between the 
image and the orthophoto pixel, and it is projected on the orthophoto plane. Conversely, in case 
the threshold is exceeded, the algorithm searches in the cell itself and in its eight neighbours two 
points to build a triangle with the first one.  
The chosen criteria to define the best-fitting triangle are delineated in the following. Due to the 
point cloud inhomogeneity, the points that are excessively near or far from the first found one are 
excluded to avoid an unrealistic description of the surface. 
A threshold is defined as a ring with internal (ri) and external (re) radius respectively of 40% 
and 180% of the grid cell size.  
To avoid the definition of a sub-vertical plane, a cylinder is introduced as follows: the base is 
the previously defined ring, while the height (h) varies within a distance proportional to the 
external diameter of the ring and the tangent of ±80°. Moreover, at least one of the two candidate 
points has to be on the opposite side of the track of collinearity ray on the orthophoto plane, with 
respect to the first one. Finally, the found vertices have to respect a minimum projected area of 
the triangle equal to 20% of the regular grid cell area. Thus, the intersection between the adaptive 
triangle, defined by the three best fitting points, and the collinearity ray determines the final 
correspondence between the image pixel and the orthophoto one. 
The chosen criteria and thresholds are depicted in Figure 3-2. 
 
 
Figure 3-2 Criteria and parameters of adaptive meshing and matching iterative process. 
 
In case the threshold δz is not complied or the cell is empty, ZP is automatically decreased of 
the spacing s and the updated ZP value is used for the iterative process, until a correspondence is 
found. If the value of ZMIN (representing the minimum height of the points in the point cloud) is 
reached without having found a matching, the pixel is discarded and the procedure continues with 
the analysis of a new one, until all the pixels on the image have been analysed. 
Figure 3-3 depicts the scheme of MAGO workflow. 
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Figure 3-3. MAGO workflow. 
 
The novelty of the approach at the basis of the proposed method is the use of the point cloud, 
instead of the mesh, as input source for the orthophoto reconstruction. This condition makes 
possible to consider each time a specific triangular plane area resulting from the three best-fitting 
points of the cloud, without any superimposed a priori choice. Thus, the image pixel is projected 
at its original resolution, avoiding the approximation and loss of definition typically introduced 
by the building mesh phase. 
The so-conceived tool has been recently enhanced introducing new functionalities and 
improving the computational effort. At the state of the art, the processing time is comparable with 
the consolidated software packages; the memory management has been made more effective, even 
thanks to the use of the open source library OpenCV (OpenCV Development Team, 2019) and to 
the implementation of a function for the automatic organization of the point cloud in a spatial 
grid. Moreover, an innovative module for the automatic creation of “unrolled” joint orthophotos 
of adjacent walls has been developed. 
3.1.3. Evolution of implemented versions 
As already stated, the implementation of MAGO has been fulfilled in C++ environment; the 
code structure includes about 3500 lines of code, together with a simple Graphical User Interface 
(GUI) realized in Qt. 
An initial approach considered the employment of some existing open source tools: Cimg 
Library (2019), Image Magick (2019), and matrix.h (2019). Cimg Library and Image Magick 
were used to operate images, also in different file formats, while matrix.h allowed an ease 
management and calculation of data stored in matrices. 
During its development, the tool has been significantly improved, thanks to an optimized 
computational approach and to new functionalities. In particular, the code has been fully 
revolutionized introducing the open source library OpenCV, which stands for Open Computer 
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Vision. The contribution of this novelty has been very significant in the optimization because 
OpenCV works with both 2D and 3D entities and it is capable of managing both matrices and 
images using the same variable cv::Mat, allowing a simpler code architecture. 
Moreover, three new functions have been introduced: the first is needed to apply a service roto-
translation in a new local Reference System (RS), in order to easily permit the recognition of the 
visible portions from any orthophoto plane. The second is intended to manage more effectively 
the input point cloud, organizing it in a spatial grid according to optimized parameters 
automatically based on its content. Finally, the third is needed to set the chosen plane in parallel 
to the analysed façade time by time.  
Furthermore, the realization of an orthomosaic starting from multiple input images, averaging 
the values from the source pixels, has been sketched. 
Two preliminary steps are required ahead of the iterative phase for the determination of the 
three best-fitting points; they are represented by the new functions for the change of the RS 
according to the orientation of the orthophoto plane (paragraphs 3.1.5 and 3.1.6) and for the 
automatic organization of the point cloud in an optimized spatial grid (3.1.4). These operations 
help in the selection of the points visible from the orthophoto plane, in order to use them for the 
adaptive mesh generation. 
3.1.4. Creation of the supporting spatial grid 
The spatial grid, in which the point cloud is stored, is created testing iteratively the cell 
dimension until the ideal one is found; the criterion taken into account in the determination of the 
best condition is the rate of empty cells, excluding opportunely the borders and the internal 
regions larger than a certain size, which are probably effectively empty. 
To determine the cell side (𝑠), the procedure starts imposing it equal to the ratio between the 








If the points are regularly distributed, this value generates a grid containing cells with a point 
numerousness equal to 1 per each and without unoccupied places. In practice, the value is 
accepted as ideal if the empty cells are below the 5% of the total, after deduction of the borders 
and the large internal regions, distinguished using an image processing segmentation technique 
called grouping; otherwise, an iterative analysis is started. 
The grouping segmentation technique, presented in the paragraph 2.2.2, is intended to create 
regions starting from pixels containing similar or equal values, according to a pre-set threshold. 
This procedure has been applied considering as input image the grid containing the cells 
numerousness. In particular, since the main interest is related to the isolation of the empty cells, 
it has been applied considering zero and non-zero values. 
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Once the regions are composed, all the pixels connected to the zero values on the borders are 
counted as out of the point cloud boundaries. In this way, the real boundaries generated by the 
point cloud 3D shape are considered. 
The internal zero-regions are identified as empty regions if their member-cells are more than 
20; this quantity is absolute, unlike the other parameters assumed in the processing that are 
relative, since already the referring space grid size is determined ad hoc for the case study. The 
empty cells not belonging to the borders and to the zero-regions larger than 20 members are 
considered as valid empty cells.  
At the first attempt, a new spacing value is calculated: the total area of the cells decreased by 
the valid empty ones is divided by the number of points of the cloud. If the difference between 
this new value and the previous is less than the 10% of the initial spacing, the second attempt is 
made considering the calculated value. If this condition is not satisfied, a new test is introduced 
to check if the valid empty cells are below the 5% of the total.  In the following iterations, only 
the latter test is maintained. If the condition is not satisfied, the spacing value is increased of its 
25%. 
All the mentioned tolerance values, including both percentages and other parameters, have 
been determined empirically with the aim of generalizing the approach, optimizing it on the basis 
of the treated point cloud. 
It is worth noting that the first value, already described as the ideal one in presence of regularly 
distributed points, since it would generate a grid containing cells with a point numerousness equal 
to 1 per each and without unoccupied places, is also the lowest possible. Thus, the changes 
operated with the iterations are only incremental. 
3.1.5. Geometric transformations to deal with generic orthophoto planes 
The relationship between the internal RS of the image 𝑥∗ and the external one of the object 𝑋 
has been expressed in the expression (1.3). Since a new external RS is used to treat the point 
cloud, considering the XY plane parallel to the orthophoto plane, the object coordinates 𝑋𝑃 and 
the camera shooting centre 𝑋0 need to be expressed using this new convention; thus, a rotation 













Consequently, the equation (1.3) is transformed as follows in order to keep the correct 
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where the product 𝑅𝑅𝑂𝑇
−1 ∙ 𝑅𝑅𝑂𝑇 represent the identity matrix. Thus, the new rotation matrix that 
relates the new object system with the image system is obtained as: 
 
∙
  (3.5) 
 
How is possible to obtain the proper 𝑅𝑅𝑂𝑇 matrix for the analyzed orthophoto plane? 
The input plane is identified using three points, in particular: the first is the origin of the new 
RS; the second belongs to the new X axis; the third belongs to the new Y axis. Since no 
transformations have been applied yet, their coordinates need to be provided in the original 
external RS. 
Starting from these points, the new X and Y axes will be identified by vectors obtained as: 
 


















Z axis is consequently identified as the normal to the just established plane, according to the 
right-handed convention: the vector components are equal to the plane coefficients 𝑎, 𝑏 and 𝑐. 
 
 (3.7) 






In order to obtain from the three provided points the implicit form of the plane, it is sufficient 
to impose the following condition: 
 
(
−  −  − 
 −   −   − 
 −   −   − 
)
 
( − )( − ) − ( − )( − ) 
( − )( − ) − ( − )( − )
( − )( − ) − ( − )( − )
−  −  − 

(3.9) 
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It could be noticed in equations (3.6) and (3.8) that the vectors need to be normalized, i.e., to 
be divided by their module to obtain norm equal to 1, not least in order to maintain the correct 
scale for the point cloud transformation.  









i.e., the lines of the matrix are represented by the normalized vectors. 
𝑅𝑅𝑂𝑇 is made by a set of vectors representing an orthonormal basis, since they are all unit 
vectors and orthogonal to each other. For this reason, it is an orthogonal matrix, which own the 
property of equivalence of the inverse 𝑅𝑅𝑂𝑇
−1  and the transpose 𝑅𝑅𝑂𝑇
𝑇 . 
Furthermore, it is a proper rotation matrix since its determinant is equal to 1. 
From the equation (3.5) is possible to infer the new rotation angles with respect to the new 
axes. The Cardano rotation matrix is built considering that the object is fixed, the reference frame 
is rotating, and the object is described in the rotated reference frame. The three concatenated 
elementary rotations are applied as reported in the convention of equation (1.4), obtaining the 𝑅 
previously detailed in equation (1.8). The equation (1.9) is applied to 𝑅𝐶𝑛𝑒𝑤 matrix to obtain the 
new ω, φ and 𝜅 angles for the transformed RS. 
Once the RS has been transformed in the new service one, the point cloud is organized in a 
spatial grid, according to the aforementioned criteria. Whenever multiple rotations are applied in 
order to adapt the plane in parallel to the analysed façade or to turn into the following side (3.1.6), 
the spatial grid size (3.1.4) is maintained equal to the first estimation, in order to treat 
homogeneously the whole case study. 
3.1.6. Automatic check and adaptation of the orthophoto plane in parallel to the analysed 
façade  
The creation of an “unrolled” joint orthophoto of adjacent walls is supported, beyond the 
already described functions, even by a dedicated module designed to evaluate the parallelism 
between the current orthophoto plane and the analysed façade. The check is based on the 
assessment of the Z coordinate homogeneity: a histogram is plotted, in order to support the 
establishment of the specific operative condition. 
The first scenario concerns the situation with a single peak, which confirms the real 
homogeneity in the Z coordinate, corresponding to the parallelism between the analysed plane 
and the wall. Thus, the current plane is definitively applied as orthophoto plane. By means of an 
operative sequence consisting in combinations of dilation and erosion, i.e., closing in 
mathematical morphology (2.2.3; cv::dilate and cv::erode functions in OpenCV library), applied 
to obtain sharper borders, then Canny edge detection (2.2.1; cv::Canny) and, consequently, of 
Hough Transform (2.2.4; cv:: HoughLinesP), the boundaries of the area with homogeneous Z 
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coordinate are computed and identified as discontinuities. Along these lines, the orthophoto plane 
will be rotated to face the adjacent walls.  
The second scenario contemplates the presence of multiple peaks; it represents a condition in 
which the plane is parallel to the façade, but the analysed surface is not regular because of 
differences in depth.  Thus, the procedure focuses step by step on the discontinuities per each 
“rung”, analysing if the variation is symptomatic of the development of a hidden surface normal 
to another direction, which links the two levels of depth. 
The third scenario represent the unchecked parallelism. The resulting histogram does not 
present any peak; thus, it is possible to infer that the Z coordinate is not homogeneous. The angle 
between the current plane and the façade direction is computed in order to repeat the procedure 
putting the plane precisely in front of the analysed wall. 
3.1.7. Mention to the use of MAGO for semantic segmentation 
Taking inspiration from the module for automatic adaptation of the orthophoto plane in parallel 
to the analysed façade, MAGO has been further enriched of a draft for an extra module aiming to 
reach semantic segmentation in urban scenarios (Gagliolo and Sguerso, 2021). 
Semantic segmentation is a Computer Vision technique that aims to the recognition and the 
comprehension of the content of an image at the pixel level. This approach is widely used in 
remote sensing applications, especially in the analysis of urban scenarios (Ajmar et al., 2019; 
Huang et al., 2019, Schmitz et al., 2019, Zhou et al., 2019) or in the delineation of forest trees 
(Chen et al., 2021; Sothe et al., 2020; Kempf et al., 2019). 
The segmentation approach could be based on imagery (Marmanis et al., 2018) or three-
dimensional models (Ao et al., 2019), as well as on the combination of both 2D and 3D 
information (Ding et al., 2019). Typically, deep learning methods are applied to such procedure, 
including, to cite some examples, Conditional Random Fields (CRF; Pan et al., 2020; Lafferty et 
al., 2001), Markov Random Fields (MRF; Zoltan and Josiane, 2012), Spatial Pyramid Pooling 
(SPP; Zhengyu and Joohee, 2020), and Convolutional Neural Networks (Cresson, 2020; 
Martinez-Soltero et al., 2020; Ouyang and Li, 2021). 
The proposed approach is based on a machine-learning algorithm, which combines on the one 
hand 2D and 3D information, while on the other hand geometric and radiometric criteria, in order 
to obtain a unique classification. 
Starting from the 3D point cloud given as input for MAGO procedure, two raster maps are 
produced: the former consists in the Digital Surface Model (DSM) of the scene, while the latter 
represents the corresponding nadir greyscale map. Both these raster images contain Not a Number 
(NaN) values where the cell could not be filled with any source information from the 3D point 
cloud. 
Both the raster maps are processed using the Harris Corner detector (2.1.1), by means of the 
corresponding function implemented in OpenCV. This technique allows to rate each image pixel 
with a mark R, according to the presence of a large variation in intensity with respect to the 
neighbours. In particular, the pixels are associated to the following groups basing on the obtained 
mark R: 
• R > 0: corner, i.e., significant change in all directions; 
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• R < 0: edge, i.e., no change along the edge direction; 
• |R| small: flat region, i.e., no change in all directions. 
The value R is obtained from the second moment matrix 𝑀 (2.5), which is computed from 
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Each horizontal section of the SSD function 𝑓(∆𝑥, ∆𝑦) (2.4), which could be expressed in terms 
of 𝑀, represent the equation of an ellipse. The diagonalisation of the M matrix allows to obtain 
the lengths of the ellipse axes and their orientation, by means of the eigenvalues λ1 and λ2 and the 





] ∙ (3.13) 
 
The method implemented in OpenCV takes into account the corner response measure, using 
the value R, which is calculated as: 
 
λλα(λλ)() α() (3.14) 
 
where α is an empirically determined constant ranging within 0.04 and 0.06. In the present 
case, the value 0.04 has been adopted. 
The input parameters for the cv::cornerHarris function are the source image, the destination 
image, the kernel size, the aperture parameter for the Sobel operator, and the constant α. 
Once both the geometric and the radiometric input maps have been processed with this 
technique, each cell has been classified according to the obtained R value. In particular, the service 
images containing the R marks obtained from the radiometric and the geometric contribution are 
called Rcolour and Rgeom, respectively. Moreover, a synthesis of the two contributions is stored in 
the matrix Rclass, giving a label based on the following criterion, such that the obtainable Rclass 
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Table 3-2 Rclass attribution conditions. 
if then 
Rcolour > 0  &  Rgeom > 0  Rclass = +4  
Rcolour < 0  &  Rgeom < 0  Rclass = –4 
Rcolour < 0  &  Rgeom > 0  Rclass = +3 
Rcolour > 0  &  Rgeom < 0  Rclass = –3 
|Rcolour| small  &  Rgeom > 0  Rclass = +2 
Rcolour > 0  &  |Rgeom| small  Rclass = –2 
|Rcolour| small  &  Rgeom < 0  Rclass = +1 
Rcolour < 0  &  |Rgeom| small  Rclass = –1 
|Rcolour| small  &  |Rgeom| small Rclass = 0 
 
Resuming, the labelling operation allows identifying the level of variability associated to each 
pixel, considering the changes in X and Y directions and in geometric and radiometric 
information. 
The following step is the processing of the classification map by grouping in homogeneous 
regions the neighbour pixels with the same assigned value, by means of the technique described 
in paragraph 2.2.2. The set of regions that derives from this segmentation process is called 
partition. 
While in paragraph 3.1.4 the segmentation regarded the distinction of empty and full cells, in 
the present case the labelling results from the R-based classification determine for each pixel the 
so-called event in which it is involved, tagging if pixels are pertaining or not to an area. Then, the 
operation of grouping allows joining the pixels with the same label in a cluster.  
Until now, the greyscale colour space has been chosen to apply the geometric segmentation 
using the Harris corner detector for the gathering of the discontinuities. Nevertheless, this colour 
space does not easily allow recognizing the hue of the analysed pixel, as well as the well-known 
RGB (Red Green Blue). Thus, it has been decided to convert in the HSV (Hue Saturation Value) 
range the original map of colours, obtained from the coloured point cloud. Starting from the HSV 
associated to each cell, several masks are arranged in order to identify the pixel membership. In 
particular, the threshold criteria are listed in the following; they have been chosen according to a 
personal interpretation and not using a superimposed classification. The OpenCV interpretation 
of the input values is due to the bytes coverage and requires that the H is within 0° and 180° 
instead of 360°, and S and V are within 0 and 255 instead of between 0 and 1. Table 3-3 resumes 
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Table 3-3. HSV categories. 
Colour H S V 
White  0 – 180 0 – 24 230 – 255  
Red 
0 – 14  25 – 255  100 – 255 
165 – 180 25 – 255  100 – 255 
0 – 14  100 – 255 25 – 255 
165 – 180 100 – 255 25 – 255 
Brown 0 – 14  25 – 99 25 – 99 
Purple 135 – 180 25 – 99 25 – 99 
Green 
45 – 74  25 – 255 25 – 255 
15 – 44  25 – 99 25 – 99 
Blue 105 – 134 25 – 255 25 – 255 
Cyan 75 – 104  25 – 255 25 – 255 
Yellow 
15 – 44 25 – 255  100 – 255 
15 – 44 100 – 255 25 – 255 
Magenta 
135 – 164 25 – 255  100 – 255 
135 – 164 100 – 255 25 – 255 
Black 0 – 180 0 – 255 0 – 24 
Grey 0 – 180 0 – 24 25 – 230 
 
In such regions having a resulting value Rclass equal to 0 or 1, i.e., with no significant radiometric 
and null or low geometric variation respectively, the HSV masking is applied homogeneously, on 
the basis of the most recurrent value in the area. 
In the first step of the segmentation, the criteria coming from Rclass or directly the height 
information resulting from the DSM are combined with the colour inferred from the HSV 
masking, as listed in Table 3-4. 
 
Table 3-4. Applied criteria for the preliminary labelling. 
Class Label Conditions  
0 no data NaN 
1 buildings HSV ∉ 
green 
& Z > 6 m 
2 roads grey & Rclass < 2 
4 trees green & Rclass ≥ 2 





In this phase, the static scene is distinguished in five macro-areas, including buildings, roads, 
trees and low vegetation, as well as the remaining background. 
Further criteria need to be implemented in order to point out also the three remaining categories, 
according to the UAVid (Lyu et al., 2020) benchmark classification, i.e., static cars, humans and 
moving cars, isolating them from the generic background. 
In this regard, the actual potentialities of the algorithm are not suitable to discern humans from 
cars. Thus, the label static cars (class 3) and moving cars (class 7) are changed to static and moving 
objects respectively, while the category humans (class 6) is suppressed. 
Regarding the segmentation of static objects, they are extracted from the generic background 
checking the presence of at least a certain number of cells labelled as road (class 2) or static object 
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(class 3) in the neighbourhood of the analysed pixel by using a kernel. In particular, the road and 
the static object cells need to be more than the half of cells filled with categories different from 
the background and the empty ones (classes 8 and 0, respectively). 
If at least one of the neighbour cells is road, a further check on the difference between the 
analysed pixel and the mean of the heights in the surrounding road cells is performed, i.e., if the 
Z coordinate of the analysed pixel is lower than three meters over the road average height, the 
matching with class 3 is confirmed. 
The last step is the recognition of the moving objects, which is achieved thanks to the 
comparison of images from different epochs. These frames, obtained from the acquisition of the 
camera as central projections, are orthogonally projected by using the proper module of MAGO, 
firstly on a plane with a similar orientation to the original image attitude, then on the XY plane. 
The intermediate phase, which takes into account a service plane approximately at the same 
inclination of the original image, allows MAGO to optimize the research of the matching points 
that compose the adaptive mesh. 
Once the projections are performed, the resulting greyscale maps are subtracted, in order to 
highlight the difference from the previous to the following epoch. The pixels that are not visible 
in both the analysed views are excluded from the comparison. Moreover, a threshold of 30 in the 
range of greyscale tones is applied to exclude changes barely perceivable by the human eye. 
3.2. BUNDLE BLOCK ADJUSTMENT REAL-TIME PROCEDURE  
BBA, presented in Section 1.1, is a unified method to estimate simultaneously the IO and EO 
parameters and the 3D coordinates of the object points in a statistically optimal manner. 
The procedure presented in this paragraph, based on BBA approach, has been conceived with 
a double aim to position and navigate operators indoor and to model the environment, both in 
real-time. It has been implemented firstly in Matlab® in a preliminary version, then in C++ 
environment, with the support of existing free and Open Source libraries, i.e., OpenCV, Ceres 
and librealsense. 
The module for navigation and positioning purposes has been implemented within the Finnish 
Geospatial Research Institute (FGI), where the author spent a period of four months abroad. 
In these circumstances, the work was intended to contribute to the project named Real-Time 
AI-Supported Ore Grade Evaluation for Automated Mining (RAGE), in order to achieve a reliable 
indoor positioning solution, based on the integration of several technologies, including LIDAR, 
visual cameras and IMU. The working environment, consisting in a mine, is particularly 
challenging, since it is completely GNSS denied, dark and prone to fast mutability. 
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Figure 3-4 On the left, tie points structure needed for navigation; on the right, scheme of the resulting 
volumetric model of the tunnel. 
 
The issue may be studied from two mirrored perspectives, denominated as active and passive. 
The former scenario, deepen during the period abroad, aims to obtain the positioning of a moving 
object; it is more complex, since the sensors themselves move changing their own position in 
space and time according to the object itself. In the latter situation, the objective is the real-time 
updated modelling of an evolving scenario; the sensors are fixed and just the surrounding 
environment is changing instant by instant. 
As already stated, the dissertation is focused on mentioning the ongoing work about the 
navigation module, described in paragraph 3.2.1, while the passive approach represent a further 
future development of the topics introduced in this thesis. 
3.2.1. Navigation and positioning module 
The scarcity and the deeper location of mineral deposits, as well as the potential risk exposure 
for the workers, require the development of increasingly automated techniques for underground 
mining operations (Lösch et al., 2018). 
In order to achieve a precise and reliable positioning in the challenging indoor environment of 
underground mines, the interest of the researchers is mainly addressed in involving multiple 
sensors and combining different techniques, such as: sensor network, fingerprinting, Radio-
Frequency Identification (RFID), Inertial Measurement Unit (IMU), Very-Low Frequency (VLF), 
geomagnetic field, Visible Light Communications (VLC), Ultra-Wide Band (UWB), Sound 
Navigation and Ranging (SONAR), Light Detection and Ranging (LIDAR), and visual cameras 
(Iturralde et al., 2014; Thrybom et al., 2015; Azhari et al., 2017; Li et al., 2018; Ren et al., 2019). 
In this scenario, the RAGE project is intended to continue the work carried out within the FGI 
during the previous KAIVOS project (Kaasalainen et al. 2018; Malkamäki et al. 2018; Malkamäki 
et al., 2019). In that case, positioning has been obtained by means of an UWB network (Di Pietra 
et al., 2018), which is definitely an effective technique for indoor navigation purposes, but 
requires a huge number of devices installed in the mine in order to reach an acceptable level of 
accuracy. 
The innovation of the new RAGE project is intended to overcome the necessity of installing 
expensive infrastructures, which is in conflict with the fast mutability of the mine environment 
and the risk of collapse for both natural and artificial reasons. In this context, the implementation 
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of the navigation module has been developed by the author during the period abroad spent at FGI, 
in order to apply it to indoor positioning in mines.  
As already mentioned, in this challenging scenario, the goal of the underway work is to obtain 
the location of the operator (whether a worker or a robot) by means of the integration of LIDAR, 
Visual Cameras and IMU techniques. Actually the integration of these sensors is widely studied 
for navigation purposes in several fields of application (Shao et al. 2019; Zhang and Singh, 2018), 
including also underground mining. In particular, the MFLO (Map Free LIDAR Odometry) 
algorithm has been provided by Lesak (2019), in order to extract 3D ego-motion using a range 
flow constraint equation in real-time. The method is designed to operate in GPS-denied and light-
deficient environments; several sensors have been evaluated, including rotating 3D or 2D LIDAR, 
Time of Flight (TOF) range finder, RGB-D camera, and orientation sensor. 
The proposed method for indoor positioning, navigation and 3D modelling is based on the 
combination of different sensors, listed in the following: two LIDARs Livox, two visual cameras 
FLIR® Grasshopper3 GS3-U3-41C6M-C, one visual camera FLIR® Flea3 FL3-U3-13E4M-C, 
one stereo-camera Intel© RealSense D435i, one tactical grade IMU. 
The instruments have been mounted on the top of a car by means of appropriate racks, in order 
to carry out some preliminary tests. 
 
 
Figure 3-5 Selected instrumentation and its features. 
 
The setup has been planned in advance, in order to enhance the effectiveness of the system 
according to the expected result. Concerning in particular the visual cameras, several different 
layouts have been studied trying to reach the optimal configuration for the application of both 
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SLAM (Simultaneous Localization And Mapping) and BBA algorithms. The elements taken into 
account during the planning are: the maintenance of the needed overlapping among the views, on 
the one hand by the different cameras involved in the scene reconstruction and on the other hand 
by the shot sequence; the light conditions; the speed. 
In the chosen setup the three cameras are placed on a row at a fixed distance of about 50 cm 
from each other, pointing at the ground with a proper tilt, in order to avoid to frame the car itself. 
The so obtained area of interest is illuminated thanks to the car headlights. Moreover, even the 
alternative to point the cameras to the tunnel sides has been considered, but it would have 
implicated some difficulties, e.g., the necessity of a higher amount of cameras to connect the two 
opposite points of view, or the a priori exclusion of one of the two sides, as well as the necessity 
of additional light sources. 
The challenging light conditions pushed the research team to choose monochrome cameras; in 
facts, grayscale images are more suitable in dark environments and allow a faster processing in 
real-time conditions. 
The maximum speed of the vehicle has been established in light of the set FPS rate and 
accounting the required percentage of overlapping (80% forward, 60% side); the obtained value 
is about 90 km/h, which is undoubtedly precautionary in such environment. 
The RO and IO of cameras have been estimated in advance, calibrating them with a calibration 
panel of the proper size. 
All the mentioned instruments have to be synchronized to obtain simultaneous acquisitions. 
The delay in the signal triggering has to be evaluated to understand if it could affect significantly 
the measurements. 
In the described conditions, the aim of the code, based on BBA applied to real-time applications 
for indoor navigation purposes (Sheta et al., 2012; Jin et al., 2018), is to compute step by step the 
EO parameters of the cameras. This operation is possible thanks to the knowledge of:  
- the IO parameters, obtained during the calibration phase;  
- a set of coded targets, used as GCPs and located in easily reachable areas, such as the 
starting point of the path;  
- the matching points among the images (three frames per single instant). 
Achieving the EO of the cameras and knowing their relative position with respect to the object 
of interest, i.e., the car, it is easy to infer its positioning in the scene. Supposing that it is not 
possible to arrange in advance any target in addition to the ones at the beginning of the path, an 
increasing drift is expected to affect the measurements. Thus, the GCPs standing in the initial 
controlled area stiffen the system like in the case of a bracket, using a parallelism with Structural 
Mechanics, but the longer is the length of the path, the higher is the probability of drift. The 
schema of such situation is depicted in the left part of Figure 3-6, while the right one is dedicated 
to the hypothesis of a changed path at a new instant of time T1.  
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Figure 3-6 Operative scheme in a changing environment. 
 
The scarcity and the location of the GCP, together with the single strip geometry of the 
photogrammetric block, make necessary to consider the already adjusted tie points as fixed, giving 
them a weight considerably higher than the others. 
The steps of the proposed procedure are basically two, i.e., select the input data by means of a 
simple Graphical User Interface (GUI) and apply the BBA algorithm on 9 images at time (3 shots 
per 3 instants). 
The required inputs are: 
- the IO parameters, obtained by the calibration; 
- the GCPs object coordinates and their template for the automatic recognition; 
- the list of the images and their estimated EO parameters inferred from the operations in 
the initialization area (in cyan in Figure 3-6) thanks to the recognition of the GCPs by 
means of Normalized Cross Correlation (deepen in paragraph 2.1.3). 
As already stated, the GCPs are automatically recognized in the images and associated to their 
corresponding label thanks to the coded shape. The templates are provided in order to apply the 
Normalized Cross Correlation on the acquired images. The coordinates of the centre of each target 
are registered and treated like observations, included in the vector y. In total, four observation per 
matched point are available, i.e., ξ and η coordinates in the two matching images.  
This formulation takes into account also the distortions and the error associated to the 
observation. 
The unknowns are represented by: the six external orientation parameters of one reference 
camera, since the relative position and attitude of the others is known in advance with the 
calibration; the three object coordinates of each matching point. 
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Figure 3-7. Scheme of position and attitude in the reference frame. 
 
The estimated values of the unknowns, contained in the vector x, are used as initial guess, then 
a non-linear least squares procedure is applied iteratively to correct this estimation, as long as the 
error is higher than an established limit value. 
The design matrix, or Jacobean, J is m rows by n columns, corresponding to the number of 
observations and unknowns, respectively. The difference between m and n is the redundancy. 
The entries of the matrix J are calculated using the estimated and the known values and 
substituting them in the partial derivatives of collinearity equations.  
Considering the first group of images, an equal weight is assigned to all the observations, so 




Since the J matrix is made by blocks, it is easier and faster to treat them separately, dividing 
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Once the unknowns have been estimated according to the required precision, the corrected 
values are used in the next phase. In the following steps, the matrix P contains a higher weight 
for the observations already compensated, since they are considered like a constraint. Such tie 
points, which have been already observed, could even be treated in order to reconstruct an 
adaptive mesh in support of the following positioning predictions. 
Since the matrices involved in the computation are composed by blocks, they have been 
considered separately to speed up the computational operations.  
At present, the software requires some improvements to work in real-time; just a few laboratory 
tests have been performed to check the functioning of some operative steps, such as the target 
recognition. Due to the Covid-19 pandemic, at the moment it is not possible to carry out further 
tests in collaboration with the FGI. 
3.3. PLANNING AND CHECK: MENTION TO U.PH.O.  
As already stated, U.Ph.O. is a tool for planning and checking the accuracy of a 
photogrammetric survey campaign. It has been mostly implemented by Eng. Daniele Passoni, 
during his PhD thesis work, in MATLAB® environment. In this context, a quick resume of his 
work is reported in order to frame the basic principles and the relevance of the adding module; 
for further information about the core of the procedure, it is recommended to deepen his own PhD 
thesis (Passoni, 2019). 
The understanding of the metric potentialities of a photogrammetric survey is strictly related 
on the one hand to the recognition of its capability in building a numeric reconstruction of the 
observed objects, while on the other hand to the determination of its precision, both a-priori and 
a-posteriori. 
The validation of the survey depends on the check of the achieved precisions a-posteriori, in 
order to provide the quality and the applicability limits of this information. Thus, the knowledge 
of the reachable precisions a-priori is necessary to plan the survey and its conditions, ensuring the 
expected precisions of the survey will be met. Nevertheless, none mission planner is able to 
perform this estimation, which is possible by means of rigorous tools for experts like CALGE 
(Forlani, 1986). 
The novelty of U.Ph.O. consists in conceiving an instrument available also for medium-skilled 
users, more intuitive thanks to the ready-made graphical outputs and easily customizable for the 
specific working conditions. It permits on the one hand to obtain a rigorous evaluation of the 
expected precisions for a photogrammetric survey by UAV during its planning phase (a-priori), 
and on the other hand to check the goodness of the survey itself immediately at the end of the 
survey (a-posteriori).  
3.3.1. Network design 
The theory of evaluation of precisions is a relevant topic in the scientific literature. Two main 
approaches are used: the model of classical Photogrammetry and the terrestrial close-range one. 
According to Fraser (1984), accuracy is influenced by both the quality of the observations, 
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corresponding to the measurement of the coordinates of the points on the images, and the 
geometry of the network, called “network design”. Network design analysis in engineering 
surveying are treated in Alberda (1980) and Niemeier (1982), while reliability of observations in 
close-range photogrammetric networks has been addressed by Grün (1978, 1980) and Torlegård 
(1980). 
A classification of network design issues has been identified by Grafarend (1974): 
- Zero-Order Design (ZOD): the datum problem; it is solved by means of the GCPs 
coordinates. 
- First Order Design (FOD): the configuration problem; it involves the choice of an 
appropriate shooting geometry for a given array of object target points. 
- Second Order design (SOD): the weight problem; it involves only an optimization of the 
scalar value 𝜎, since each observed coordinate has the same accuracy. 
- Third Order Design (TOD): the densification problem; since object point precision is 
largely independent of the target array density in photogrammetric survey with “strong” 
geometries, the densification problem does not seem to arise for the photogrammetric 
UAV survey.  
The datum problem (ZOD) is solved by the introduction of the coordinates of GCPs, whose 
number is equal or greater than the rank deficiency to fix the RS. The problems of densification 
(TOD) and weight (SOD) are less influencing than the geometrical configuration (FOD). 
Therefore, the configuration problem FOD might be deepened in order to provide practical 
instruments for the planning. 
While the characteristics of aerial blocks are well-known with nadir approach and standard 
overlapping, UAV blocks are usually characterized by the coexistence of oblique and nadir 
imagery, high overlaps and multiple cameras and sensors that require a specific approach to 
design the survey. 
3.3.2. Classical Photogrammetry approach 
Krauss introduces the estimation of expected accuracies in the traditional case of stereo 
restitution. This classical case is based on the assumption that the camera axes are parallel and 
normal to the base joining the cameras. This condition is always approximately fulfilled in aerial 
photogrammetry flights, where cameras are mounted on stabilized platforms; moreover, in case 
deviations from the ideal condition are consistent, the flight must be repeated. 
Thus, it is possible to compute the object coordinates (X, Y, Z) from the quantities measured 
on the image and to evaluate the accuracy of these indirectly derived coordinates. The standard 
deviation along the Z axis is generally the most significant one. Supposing the principal distance 
c and baseline B error-free, the precision (standard deviation) of the elevation σz could be obtained 
by (1.20). 
In the following Figure 3-8, the procedure to evaluate the expected precision in the stereo 
normal case is shown: 
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Figure 3-8 Stereo normal case, standard deviation evaluations. 
 
Historically, the production of cartography adopted the normal case of stereo restitution as the 
most practical and efficient; hence, it ignores the possibility of convergent imagery as well as of 
the visibility of an object point in more than two images. This was valid for the classical analytical 
photogrammetry, which typically used to fly with a (60-70)% forward and (20-40)% transverse 
overlapping. As already mentioned, the use of digital cameras, UAVs and SFM software packages 
lead to change the methods of photogrammetric shooting and the conditions of stereo normal 
cases are rarely met. 
3.3.3. The Terrestrial Close-Range Model 
The relations used for the terrestrial close-range photogrammetry are significantly different 
because of the high level of overlapping and the presence of oblique images. In facts, the number 
of images and their convergence are fundamental aspects to take into account for the computation 
of the final accuracy. According to Fraser (1992), the precision of an object point (X, Y, Z) can 








Z is the distance between the object and the camera, c is the focal length, k is the number of 
overlapping images, q is a form factor and 𝜎𝑝𝜉 is the precision of the collimations on the images. 
The last parameter 𝜎𝑝𝜉 is strongly dependent by the measurement principle used and by the quality 
of the image itself. In case of calibrated non-metric cameras, it can be assumed equal to the pixel 
size. This model of accuracy conforms better to the conditions of a photogrammetric survey by 
UAV, since it takes into account the strong overlap of images and the shooting geometry, which 
is rarely nadir and often proves to be convergent, by means of the introduction of the parameters 
𝑘 and 𝑞. 
However, the form factor 𝑞 could be estimated only by empirical analysis (Fraser, 1984; 
Pagliari et al., 2017). From literature, it could be considered equal to 3.5 in case of nadir 
acquisition with a standard overlapping equal to 60% of the image size, 3 in case of acquisition 
with high cross overlapping and 0.4 in case of highly convergent geometry. The choice of the q 
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factor is dependent by user experience and directly influence the evaluation of the expected 
precision. 
3.3.4. The Rigorous Approach principles 
The application of a-priori expected precisions estimation methods, developed and used in 
aerial and close-range photogrammetry, gives approximate results not always reliable for the 
UAV case. In facts, on the one hand the estimation of expected accuracy used by Krauss 
excessively simplifies the imaging geometry and does not take into account the redundancy of the 
observation of tie points. On the other hand, the evaluation method introduced by Fraser for close-
range photogrammetry requires the knowledge of the factor 𝑞, difficult to estimate for complex 
shooting geometries, like in a survey by UAV. Moreover, these methods do not take into account 
the uncertainties in the propagation of variance due to the process of orientation of the 
photogrammetric block itself.  
A least squares approach, based on network simulation, is proposed as alternative. The 
positions and attitudes of the camera together with its calibration info and a Digital Surface Model 
(DSM) of the ground/object represent the inputs for the procedure, consisting in an optical 
triangulation technique. It is possible to determine one by one what portion is seen or not from 
the various points of view and the achievable precision, starting from the shape of the analysed 
area. The tool own a module for planning and another for checking after the survey campaign.  
Bundle Adjustment, i.e., a non-linear least-squares method, is applied in order to estimate the 
unknown parameters together with their corresponding standard deviation.  






where 𝑙, 𝑣, and 𝑥 are the vectors of observations, residuals and unknown parameters, 
respectively; 𝐴 is the design matrix; 𝐶𝑙𝑙 is the covariance matrix of observations; 𝑃 is the weight 
matrix; 𝜎0 is the variance factor.  





while the covariance matrix of the unknown parameters 𝐶𝑥𝑥, which provides the variances, 
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In the analysed scenario, the fundamental observable is the image coordinate pair (𝜉, 𝜂) on the 
frame. 
In addition, GCPs coordinates are provided in order to properly lock the necessary degrees of 
freedom, thus, removing the rank deficiency due to the lack of constraints. 
The resulting design matrix A is made by blocks, as described in the Table 3-5. 
 
Table 3-5 Blocks of design matrix A. 
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Let’s suppose to know the stochastic model of observations, represented by the matrix  
𝐶𝑦𝑦 = 𝜎0
2𝑃−1. The weights of the constraints reported in this matrix could vary according to the 
conditions of the survey. Referring in particular to the EO, typically the constraints on the 
coordinates of the projection centres collected by means of an on-board GPS on the UAV allow 
an accuracy of about 10 m, due to the code solution. Conversely, using a double-frequency or 
RTK on-board GPS the obtainable accuracy reaches the order of 3 cm.  
 
 





























−1, together with the design matrix 𝐴 previously presented, allows the 






Inverting the normal matrix 𝑁 and extracting the main diagonal of the inverse for such indexes 
pertaining the X, Y, Z coordinates of the voxels, a vector containing the variance 𝜎2 associated 
to these unknowns is generated. Hence, applying the square root and reorganising the values 
distinguishing them according to the reference X, Y, Z component and to the corresponding voxel, 
the final accuracy maps based on the standard deviation 𝜎 are built. 
This is the starting point to obtain a least squares simulation, giving as input to the procedure 
the IO and EO parameters, together with an approximate DSM of the area. The accuracy for each 
point visible from at least two frames could be estimated, starting from its effective visibility 
obtained by taking into account the obstructions automatically inferred from the DSM.  
3.3.5. Adding module to deal with vertical façades 
The main contribution in this work has been represented by a function intended to properly 
treat vertical walls. Starting from DSM, the global minimum and maximum are identified, thus, 
3D voxels are created below the height value related to the single cell. If the obtained voxels are 
hidden by the surrounding context, they are not taken into account in the processing; otherwise, 
the voxels that result visible from images despite they stay below the surface level are useful to 
recognize the façades. The management of vertical walls is particularly useful in presence of 
convergent images with attitudes significantly different from the nadir one. 
The procedure approach is maintained equal to the one established by Eng. Daniele Passoni, 
using as first the DSM as input to check visibility. Thereafter, in order to check the visibility in 
presence of hypothetic vertical walls, the analysis is repeated considering the layers below the top 
surface, according to the voxel subdivision in height of the same size of planimetric cells, from 
the top (DSM cell value) to the lowest level (global minimum of DSM). Thus, the original DSM 
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is modified step by step only in the specific cell, replacing the original height with the one of the 
analysed layer, in order to be given as input for the function los2 in MATLAB© inferring 
correctly the potential occlusions from the surrounding environment. Moreover, in this regard, 
whenever an intermediate layer is reached by a collinearity ray from above, the correspondence 
is not considered as complied, since the stacking upper cell temporarily excluded represent an 
obstruction to the real visibility. In order to check this condition, once the visibility of the cell is 
confirmed by using the los2 function on the modified DSM, the position of the intersection 
between the collinearity ray and the upper plane of the voxel, containing the top face of the cube, 
is verified. If it falls out of the top square limits of the cube, it is excluded that the collinearity ray 
pass through the “shaded” voxel standing above.  
Hence, the updated least-squares approach considers as unknowns all the coordinates of such 
voxels that pass the test of visibility, together with the EO parameters of the images that see them. 
The observations are the ξ and η image coordinates of each pixel matching the seen voxels. 
The design matrix is properly built in order to easily manage the indexes aiming to restore the 
voxel layer subdivision in the end of the processing, returning as output the accuracy maps per 
each Z interval. 
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4. TRAINING TESTS AND VALIDATION 
The implemented tools have been tested on several case studies characterized by different 
complex scenarios, including areas affected by earthquakes and unsafe structures.  
4.1. MAGO 
MAGO has been tested in several circumstances during its development. The preliminary 
version, hereafter v.0, is preceding the modifications described in paragraph 3.1.3 and 
following. It has been evaluated reconstructing the orthophotos of a box and a structural lesion 
on a bridge arch. The version v.1 has been tested on a dataset collected in the Pompeii 
Archaeological Park, representing the scenario of Regio VII, Insula 14, in order to specifically 
evaluate the potentialities of the module for the automation in “unrolled” joint orthophotos 
reconstruction. In addition, the previous case studies have been repeated in order to compare 
the results highlighting the improvements related to the adding modules previously described 
at paragraphs 3.1.4, 3.1.5 and 3.1.6. Finally, a mention is due to the application of the semantic 
segmentation function introduced in paragraph 3.1.7. 
4.1.1. Laboratory test on a box 
A simple laboratory case study has been provided by means of a box over a checkerboard 
(Gagliolo et al., 2019b). Three nadir images have been acquired with a Canon EOS 40D 
camera with a focal length of 22 mm, at a distance of about 1.10 m. The resulting GSD is 0.3 
mm. The images have been processed using Agisoft Metashape© and the resulting dense cloud 
has been filtered from noise using CloudCompare. The final point cloud consists in about 4500 
points, with a mean point spacing of 10 mm. The so-obtained point cloud has been directly 
processed with MAGO v.0, while it has been imported in Agisoft Metashape© and substituted 
to the dense cloud for the meshing and the orthophoto reconstruction. This guarantees the 
coherence of the input data in the two methods of orthophoto generation. 
The grid cell dimension s, which in MAGO v.0 was superimposed by the user and not 
automatically computed by the software, has been fixed to a precautionary value of 14 mm, to 
be almost sure to find at least one point in the cell and to minimize the empty cells. 
IO and EO have been exported from Agisoft Metashape© processing. The central image 
has been chosen for the orthophoto reconstruction, which is realized over the horizontal (XY) 
plane.  
The resolution of the orthophoto has been set to 2 mm, so the theoretical downscaling factor 
results lower than 7, taking into account the ratio between the orthophoto resolution and the 
original GSD, as in the following equation: 
 











As a precaution, the final downscaling factor has been fixed to 3 in order to avoid an 
excessive loss of resolution in the input image and, consequently, in the orthophoto. Thus, the 
image downscaled GSD results 0.3 × 3 = 0.9 mm, which is significantly lower than the 
orthophoto pixel size. 
The boundaries have been automatically acquired from the limits of the point cloud, which 
represents a small portion of the scene, as depicted in Figure 4-1. 
Finally, the local RS has its origin in the bottom-left vertex of the left checkerboard, and it 
is oriented as follows: 
- X axis along the bottom side, oriented to the right; 
- Y axis along the left side, oriented to the top; 
- Z axis orthogonal to the floor, oriented upward. 
 
 
Figure 4-1 Analysed portion for orthophoto reconstruction. 
 
As already mentioned, the most common existing photogrammetric software provide for 
orthophoto generation at a certain step of their workflow, typically after the generation of a 
mesh or a DSM from the point cloud. On the contrary, MAGO employs the point cloud to 
generate the orthophoto at its highest possible resolution, exploiting the original resolution of 
the images, which are projected over the adaptive mesh according to the IO and EO 
parameters. The resulting orthophoto is represented in Figure 4-2a, where the black areas 
correspond to no-match pixels. In Figure 4-2b, the DSM of the input point cloud highlights 
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that the holes in Figure 4-2a correspond to empty cells, due to border effects and to lack of 
data around the box. 
 
   
Figure 4-2. Orthophoto (a) and DSM (b) generated by MAGO v.0. 
 
The orthophoto derived from MAGO v.0 and Agisoft Metashape© using the same settings, 
i.e., orthophoto plane, pixel size, orthophoto boundaries, processed image and input point 
cloud, are compared in the following. 
The processing of the latter software has been set using the “Height field” surface type 
(which is the most suitable for planar objects, as the present case is) and the medium “Face 
count” for the mesh reconstruction, using the input filtered point cloud as input. The 
interpolation has been disabled, in order to reconstruct the mesh only where points are present. 
Then, the textured model has been realized, specifying to use only the central image and 
disabling the hole filling. 
Considering the available options to build the orthophoto in Agisoft Metashape©, the pixel 
size is customizable. A default value, assumed as the highest theoretical value, is suggested 
according to the average GSD of the original images. Then, the dimensions of the orthophoto 
are automatically computed, based on the pixel and the mesh dimensions.  
The orthophoto projection plane is chosen by means of three points (markers, representative 
of Ground Control Points, GCP), or defining a plane parallel to pre-defined views or to a user-
defined current view. 
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The user may also choose the limits of the orthophoto by operating on the boundary settings, 
in case only a specific portion of the mesh should be represented in the orthophoto. 
The orthophotos derived from MAGO v.0 and Agisoft Metashape© are depicted in Figure 
4-3, where the black areas represent holes in the orthophoto reconstruction. 
 
   
Figure 4-3. Orthophoto generated by MAGO v.0 (a) and by Agisoft Metashape© (b). 
 
Figure 4-3 underlines similarities and differences in the outputs: both of them present holes 
around the box; MAGO v.0 produces more scattered and sparser no-data areas, whereas 
Agisoft Metashape© concentrates them around the box and along the image boundaries. 
Moreover, MAGO v.0 orthophoto seems clearer, with sharper transitions in colours between 
adjacent pixels. 
In Figure 4-4, the orthophotos have been analysed in order to classify the holes generated 
only by MAGO v.0 (yellow), only by Agisoft Metashape© (cyan), and by both software 
(magenta). The background orthophoto is the one generated by MAGO v.0. 
 




Figure 4-4. Comparison between holes in the orthophotos produced by MAGO v.0 and Agisoft 
Metashape©: yellow, cyan and magenta represent the holes produced by only MAGO v.0, only 
Agisoft Metashape©, and both, respectively. 
 
Moreover, in Table 4-1 the number of cells and the percentage cover with respect to the 
orthophoto size (148 × 277 = 40996 cells) are reported. The number of no-data cells is obtained 
as follows: the yellow and cyan are the total hole cells produced by MAGO v.0 and Agisoft 
Metashape© respectively, having already removed the common ones (magenta). 
The computation of the intersection area, the related statistics and the following elaborations 
have been performed using GRASS GIS 7.4 (GRASS Development Team, 2018). 
 
Table 4-1 Comparison between MAGO v.0 and Agisoft Metashape© orthophoto holes: cell count and 
percentage cover data. 
Orthophoto holes Cell count Percentage cover 
MAGO v.0 only (yellow) 1563 3.81% 
Agisoft Metashape© only (cyan) 4720 11.51% 
Both (magenta) 1817 4.43% 
 
Another statistical analysis has been performed on the three bands (Red, Green and Blue; 
hereafter R, G, B) of the two orthophotos. Considering each band separately, the previously 
individuated holes areas have been removed, assigning a no-data value. Then, the difference 
between MAGO v.0 and Agisoft Metashape© has been computed via a raster algebra 
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calculator, obtaining values in the range of about -100 to +100. The three differences maps 
have been classified according to the following ranges: 
− class 1: difference values in the interval [-100;-20); 
− class 2: difference values in the interval [-20;20]; 
− class 3: difference values in the interval (20;100]. 
The result of the classification is depicted in Figure 4-5 (a, b and c refer to R, G, and B 
bands respectively), where the grey areas correspond to class 2, whereas blue and red pixels 
lie into class 1 and 3, respectively. 
 
 
Figure 4-5. Classification of difference maps (MAGO v.0-Agisoft Metashape©) for R (a), G (b), and 
B (c) bands. Class 1, 2 and 3 are represented in blue, grey and red, respectively 
 
Observing Figure 4-5, it is evident that the difference between the two orthophoto is limited 
between -20 and +20 for the majority of pixels (the ones represented in grey colour). The most 
marked differences are located along the borders of the box and the checkerboard and, in 
general, where a sharp change of colour in adjacent pixels is present, e.g., along the outlines 
of the floor tiles and of the squares on the checkerboard. Moreover, a more scattered pattern 
of high differences can be noticed over the box cover; again, it can be imputable to the change 
of colour between neighbouring pixels. 
Table 4-2 summarizes the number of cells and the percentage cover of each class for the 
difference map, with analogous values for the three bands.  
It should be noted that the total number of cells is 32743 for each band (instead of 148 × 
277 = 40996), because the pixels corresponding to holes have been previously removed. The 
percentage covers are computed accordingly; indeed, the sum of percentage cover for each 
band is 100%. 




Table 4-2 Classification of difference maps on the RGB bands: cell count and percentage cover data 
for the three classes. 
 Class Cell count Percentage cover 
Red band 1 536 1.64% 
 2 31469 96.11% 
 3 738 2.25% 
Green band 1 633 1.93% 
 2 31238 95.41% 
 3 872 2.66% 
Blue band 1 674 2.06% 
 2 31209 95.32% 
 3 860 2.62% 
 
A final summary map of differences has been computed, as reported in Figure 4-6.  
 
 
Figure 4-6. Summary of difference maps for the three bands. The grey and black pixels respectively 
represent areas of agreement and disagreement between the bands of the two orthophotos. 
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The grey pixels represent the areas where the R, G and B bands present a difference value 
between MAGO v.0 and Agisoft Metashape© within class 2, i.e., limited in the range of -20 
and +20, whereas the black pixels correspond to areas where the considered pixel lies in class 
1 or 3 for at least one of the three bands. Summarizing, the grey pixels can be interpreted as 
areas of limited differences for the three bands, namely areas where the two orthophotos are 
quite similar. Conversely, the black pixels highlight a disagreement of the different bands of 
the two orthophotos, and they could be due to the fact that MAGO v.0 does not any average 
among input pixels to attribute the value to the orthophoto pixel. 
The same case study has been further analysed under the same conditions using the updated 
MAGO v.1. The final result is depicted in Figure 4-7, while the statistics related to the 
comparison between MAGO v.0 and v.1 are reported in Table 4-3 where the orthophoto holes 
are counted per each version. 
 
Table 4-3 Comparison between MAGO v.0 and v.1 orthophoto holes: cell count and percentage cover 
data. 
Orthophoto holes Cell count Percentage cover 
MAGO v.0 3380 8.24% 
MAGO v.1 2591 6.32% 
 
 
Figure 4-7. MAGO v.1 orthophoto. 




Table 4-3 shows the significant reduction of the number of orthophoto holes in MAGO v.1 
in respect of v.0 (of the order of 23%). Comparing Figures 4-4 and 4-7, it is worth noting that 
the main improvements regard the isolated holes filling, the removal of mismatches around 
the box borders, together with the higher computational efficiency. In facts, the orthophoto 
production took just six seconds, despite the duration of a few minutes in the v.0. 
 
4.1.2. Supporting the structural evaluation of a lesion in a bridge arch 
MAGO workflow has been even employed in supporting the structural evaluation of a lesion 
in a bridge arch (Figure 4-8), located in the Genoese countryside (Gagliolo, 2019c). Despite it 
is a small structure, its strategic relevance is due to the fact that it is the only connecting route 
between the paths alongshore and hilly. 
Since several years, the development of the structural lesions was raising concerns, thus, 




Figure 4-8 Valley arch of the Bridge. 
 
The point cloud taken into account for the application of MAGO procedure have been 
obtained from an integrated survey of the structure, acquired by means of TLS, 
Photogrammetry and Total Station (TS), which has been used to achieve the topographic 
survey of the GCPs. 
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The employed instrumentation includes the camera Canon EOS 40D, the TLS Z+F Imager® 
5006h and the TS Leica TCR703. 
The portion highlighted in red in Figure 4-9 has been processed in MAGO v.0; it represents 
the upper part of the main lesion, located in the valley arch of the bridge. 
 
 
Figure 4-9 Image projected for the orthophoto reconstruction; the portion of interest is highlighted in 
red. 
 
Two orthophotos have been generated, starting from both the TLS and the photogrammetric 
point clouds. The two products have been compared in order to study their differences. 
The GSD of the considered image is about 2.5 mm (obtained by a focal distance of 85 mm 
and a distance from the object of 35 m), while the mean spacing between points of the clouds 
is 4 mm for TLS and 6 mm for Photogrammetry, respectively. The resolution of the orthophoto 
has been set in both the cases at 4 mm, comparable with the TLS point cloud resolution and 
enough to appreciate the lesion of interest. The original image has been processed at the 
original resolution, without the application of a downscaling factor. 
The parameter s, corresponding to the grid spacing, which is not automatically computed in 
MAGO v.0, has been fixed to 16 mm for the photogrammetric case study and 12 mm for the 
TLS one, respectively. This oversizing is precautionary since it allows to detect the real lack 
of data where there are no points in the grid discretization. 
The needed photogrammetric processing has been achieved with the commercial software 
Agisoft Photoscan©, while the point clouds management has been carried out by means of 
CloudCompare. 
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The resulting model has been properly rotated in order to put the analysed front parallel to 
the XY plane, since in MAGO v.0 it was not yet possible to freely choose the orthophoto plane. 
Orthophotos allows both the metrical and thematic investigation of the object, while for the 
point clouds is not always possible to obtain both features in a satisfying way. 
In particular, the TLS point cloud (Figure 4-10) guarantee a better geometric resolution than 
the photogrammetric one, but the grey scale employed for the radiometric representation does 
not allow the easy recognition of objects. On the other hand, the photogrammetric point cloud 
(Figure 4-11) permits the easy recognition of objects thanks to the colour, but the obtainable 
resolution is typically more rough. 
 
 
Figure 4-10 TLS point cloud.  
 
Figure 4-11 Photogrammetric point cloud.  
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The orthophoto obtained by MAGO allows to generate from both the input point clouds a 
high resolution product. 
The resulting orthophotos from TLS and Photogrammetry respectively are reported in 
Figure 4-12 and Figure 4-13. The portions represented in deep black in both these figures are 
due to the lack of data, thus the spacing between point is higher than the grid resolution, or to 




Figure 4-12 Orthophoto obtained by TLS point cloud. 




Figure 4-13 Orthophoto obtained by photogrammetric point cloud. 
 
An unexpected instance is the presence of a visibly higher lacks of data in the orthophoto 
coming from the TLS point cloud, although the higher mean density than the photogrammetric 
one. 
In order to analyse this behaviour, the two DSMs reported in Figure 4-14 and Figure 4-15 
have been examined; empty cells are identified by red dots, while in light blue are represented 
the filled ones. 
 
 
Figure 4-14 TLS DSM; cell size 12 mm. The red points represent the isolated holes. 
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Figure 4-15 Photogrammetric DSM; cell size 16 mm. The red points represent the isolated holes. 
 
Despite the choice of the grid size s has been made precautionary for both the case studies, 
the TLS DSM highlights a higher quantity of isolated holes. This fact indicates the irregularity 
of the points distribution, not enough compensated by the creation of a grid with a size highly 
larger than the mean spacing between points.  
In Figure 4-16, described in Table 4-4, the statistics about the portions with lack of data in 
the orthophotos are reported. By means of the GIS Open Source software GRASS, the size of 




Figure 4-16 Identification of the non-reconstructed areas; in yellow the ones from TLS, in cyan the 
ones by Photogrammetry, in magenta the overlapping between the two techniques. 
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Table 4-4 Overlapping percentage of the non-reconstructed areas and number of cells in 
correspondence of the whole orthophoto (tot) or of the only lesion (les). 
Non-reconstructed areas 
Nr. cells % 
tot les tot les 
TLS only 
(yellow) 
3431 173 7.5 31.6 
Photogrammetry only 
(cyan) 
1606 6 3.5 1.1 
Both 
(magenta) 
340 3 0.7 0.5 
 
The statistics reported prove what has been visually evaluated. In facts, the areas with lack 
of data in the TLS orthophoto are about the double of the ones in the photogrammetric 
reconstruction. The common areas are present in a low percentage and mostly located in the 
borders proximity. 
Although the input data have been provided to obtain comparable conditions, the significant 
dissimilarity lead to consider the different nature of the treated point clouds, rather than the 
applied procedure. 
By repeating the same procedure using MAGO v.1, it is possible to remark that the 
estimation of the grid cell size performed using the v.0 is fully coherent with the automatic 
computation realized with the specific module, which returns 16 mm for the photogrammetric 
point cloud and 14 mm for the TLS one. 
Moreover, the enhancement of the computational quality in MAGO v.1 allowed the 
processing of the whole façade, instead of the limitation to the single area of interest. 
In Figure 4-17 and Figure 4-18, the orthophoto obtained by using MAGO v.1 for the case 
study with photogrammetric source cloud, resulted as the best in the previous comparison, is 
reported, representing both the whole arch and the single portion of interest analysed with 
MAGO v.0. In Table 4-5, analogously to Table 4-4, the statistics are shown with respect to the 
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Table 4-5 Overlapping percentage of the non-reconstructed areas and number of cells in 
correspondence of the whole sample (tot) or of the only lesion (les) for the photogrammetric test case. 
Non-reconstructed areas 
Nr. cells % 
tot les tot les 
Photogrammetry v.0 1946 9 4.2 1.6 
Photogrammetry v.1 883 11 1.9 2.0 
 
 
Figure 4-17 Orthophoto of the arch generated with MAGO v.1. In the red rectangle, the portion of 
interest of the previous tests is highlighted. 
 
Figure 4-18 Focus on the specific sample generated by MAGO v.1; empty cells are highlighted in red. 
 
An opposite behaviour is attributable to the whole sample or to the focus on the lesion. In 
facts, on the one hand the empty cells obtained with MAGO v.1 for the overall portion of 
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analysis are more than halved than MAGO v.0, while on the other hand the numerousness of 
the ones belonging to the single lesion is fully comparable, or rather a few higher. The latter 
condition is incoherent with the expectations; however, the majority of these cells are located 
on the border of the lesion, suggesting the affecting by boundary effects. 
Finally, the clearest advantage is the possibility to treat the whole arch rather than the limited 
area focused on the specific lesion, allowing the analysis of the context in its entirety. 
4.1.3. Historical and structural analysis of Regio VII, Insula 14 in the Archaeological 
Park of Pompeii 
MAGO v.1, fully implemented with the inclusion of the module for the automatic adaptation 
of the plane and the “unrolling” of adjacent walls (paragraph 3.1.6), has been applied to the 
case study of Regio VII, Insula 14, a site located in the Archaeological Park of Pompeii 
(Capobianco et al., 2021). The interest towards this case study is born from the collaboration 
with an interdisciplinary research team of the Genoa University, including skills about 
archaeology, structural engineering and geomatics. The production of orthophotos is 
considered particularly useful in order to achieve further analysis about the actual state of 
conservation of the structures, examining the eventual presence of lesions on the walls and, 
then, establishing the potential necessity of retrofitting interventions. Moreover, the complete 
survey of the site will support the historical analysis about the relationship among the 
neighbour spaces. 
Regio VII, Insula 14 (Figure 4-19) is a district of about (60×35) m, located in the western 
part of Pompeii: it faces south on the most important road artery of the city, Via 
dell'Abbondanza, and is bordered westward by Vico della Maschera, northward by Vico dello 
Scheletro and eastward by Vico del Lupanare. The area of interest is located close to some of 
the most important monuments of Pompeii, including the Civil Forum, the Stabian Baths, the 
Triangular Forum and the Theater District, confirming its importance in the urban 
development framework urban development. It includes three houses and 12 shops, divided 
among 20 entrances located on all four sides of the district. 
The activities of the University of Genoa, started in 2016 and still ongoing, aim to 
reconstruct a detailed picture of the history of this district of Pompeii, by outlining its evolution 
over time, its phases of life, its relationship with the rest of the city, the function of the shops 
facing the street. In parallel to the excavation activity, which led to important results regarding 
the history and the function of the shops, a stratigraphic analysis of the walls was carried out, 
involving all the structures of the district. The aim of this activity is to highlight the 
construction events of the insula and its changes from a structural point of view, proposing a 
reconstruction of its appearance in some phases: traces of secondary elements (stairs, regular 
rows of holes in the walls, drain pipes) may suggest the presence of one or more upper floors. 
The survey and the structural analysis activities could confirm the hypotheses proposed by the 
stratigraphic analysis. 
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A survey campaign has been performed in the period 22nd-24th September 2020, using 
UAV and terrestrial Photogrammetry, TLS, TS and GNSS techniques. A preliminary 
inspection has been achieved onsite on 18th July 2020, in order to define the goals with the 
reunited research team, consisting in three groups expert in archaeology, geomatics and 
structural engineering. 
The dataset employed to test MAGO v.1 consists of a sample of the photos collected by 
terrestrial photogrammetry during the preliminary inspection, which total corresponds to more 
than 900 images framing the external perimeter of the site. The considered chunk is made up 
of 80 photos, focused on a corner between two boundary façades (Figure 4-19). The post-
processing of the data acquired both in this phase and during the proper survey campaign is 
still ongoing, due to the huge amount of collected images, which are a few less than 10000, 
including UAV and terrestrial photogrammetry. As already stated, the future aim will be the 
application of MAGO for the orthophoto production in order to support the static analysis of 
the entirety of the site.  
 
 
Figure 4-19 Aerial view of the west part of the Regio VII, Insula 14 site. The area examined in 
MAGO v.1 processing is highlighted in the red rectangle in the bottom-left angle. 
 
The camera used to collect the terrestrial images is a Canon EOS 40D, with a focal length 
of 17 mm. The resulting GSD at approximately 2 m of distance from the framed walls 
corresponds to 1 mm. The 80 images of the sample have been post-processed by means of the 
software Agisoft Metashape©, in order to obtain the input point cloud, characterized by a 
spacing between points of about 10 mm, together with the IO and EO parameters. 
The orthophoto resolution has been set at 5 mm. The image chosen to be orthogonally 
projected on the orthophoto planes parallel to the two façades depicts clearly both sides, as 
shown in Figure 4-20. 
 




Figure 4-20 Input image for the MAGO v.1 procedure. 
 
In Figure 4-21, the resulting joint orthophoto of the two adjacent walls is depicted.  
 
 
Figure 4-21 Resulting unrolled orthophoto of the adjacent façades.  
 
It is worth noting that the source cloud is affected by noise due to the presence of unmasked 
sky all around the wall upper boundaries, which has been erroneously reconstructed by the 
photogrammetric software. The DSMs depicted in Figure 4-22 testify this condition. 
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Figure 4-22 DSMs of the two adjacent sides.  
 
A colour filter has been set within the procedure, in order to mask the sky in the orthophoto 
a-posteriori. A criterion similar to the one described in 3.1.7 for the semantic segmentation has 
been used, i.e., the image has been converted in HSV colour space and then masked, applying 




Figure 4-23 Resulting unrolled orthophoto of the adjacent façades with the application of the sky 
removal.  
 
A further consideration is due with respect to the overall quality of the result. In facts, it is 
evident that the definition of the left façade is worse than the right one. In the present case, the 
spacing between points of the two walls is homogeneous, as inferable even from the DSM 
depicted in Figure 4-22, but the GSD of the employed image is significantly different due to 
the variation of the distance from the shortened shooting point. This problem could be avoided 
without increasing the orthophoto pixel size by using multiple images, consequently obtaining 
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an orthomosaic. As mentioned in 3.1.3, the implementation of such function as been sketched, 
thus, further tests will follow in order to validate its basic principles. 
Of course, another influence on the overall quality is due to the different light exposure of 
the two sides, which significantly affects the result from both the radiometric and geometric 
point of view (Honkavaara et al., 2012). 
4.1.4. Mention to the application of extra module for semantic segmentation on the 
UAVid case study 
The analysed case study dedicated to the application of the extra module for semantic 
segmentation (paragraph 3.1.7) is represented by the UAVid dataset (Lyu et al., 2020), 
composed by high-resolution videos and imagery focusing on urban scenes, whose 
segmentation is based on eight object categories: buildings, roads, static cars, trees, low 
vegetation, humans, moving cars, and background clutter. The dataset consists of 42 video 
sequences (from “seq1” to “seq42”), which are captured with 4K high-resolution by the 
oblique point of view. The authors of the benchmark provided ten images extracted per each 
sequence, labelling the 420 resulting images with eight classes. Moreover, the sequences have 
been classified in three groups, i.e., training, test and validated sequences. 
The proposed strategy exploit MAGO workflow for the production of geometric and 
radiometric maps, used as input for the procedure. Moreover, the final orthogonal projection 
of original images allows the comparison among consecutive epochs for the recognition of 
moving objects. 
Since UAVid imagery is not exactly fitted for photogrammetric applications, the dataset 
employed as case study has been chosen paying attention that the image overlapping was 
sufficient to allow the 3D point cloud reconstruction by means of SFM technique. 
Since the proposed approach requires the use of the 3D point cloud of the scene, the so-
called “seq18” has been chosen as case study, given that the overlapping of provided frames 
was sufficient to obtain the photogrammetric reconstruction. 
In Figure 4-24, the first epoch of the distributed “seq18” is shown. 
 
 
102 Training tests and validation 
 
 
Figure 4-24 First epoch of “seq18”. 
The 3D point cloud production has been achieved by means of Agisoft Metashape©. In this 
regard, the choice of the input information for the photogrammetric post-processing 
represented the first issue. In facts, on the one hand, the extracted images provided for each 
sequence are a few number compared to the usual photogrammetric blocks, and their resulting 
point cloud is affected by the presence of outliers due to the scarcity of the correspondences, 
as testified by Figure 4-25. On the other hand, the use of a higher number of frames (91) 
directly extracted from the provided videos has been attempted, leading to the production of a 
visibly distorted point cloud (Figure 4-26). This behaviour could be due to the fact that the 
drone path followed almost a straight line, as in a single strip dataset. Thus, the presence of a 
single strip, without any Ground Control Point to stabilize, has been badly managed by the 
software in the set conditions, causing a fleeting reconstruction. 
 
Figure 4-25. Resulting point cloud from the provided frames of “seq18”. 




Figure 4-26. Lateral view of the point cloud obtained from 91 frames, with clearly visible distortions. 
 
The following parameters have been set to carry out the workflow: the ten provided frames 
have been given as input, then the aerotriangulation has been performed at Medium quality, 
meaning that the image has been downscaled by factor of 4 (2 per each side). Finally, the dense 
cloud reconstruction has been launched at Ultra High quality, corresponding to process the 
images at their original resolution, and Mild depth filtering. Since no information about the 
Reference System was available, a pretended one has been attributed so that the building 
façades are vertical and the objects proportions are coherent with their standard measurements. 
The resulting point cloud has been filtered using the Statistical Outlier Removal (SOR) and 
the noise filter available in CloudCompare, applying the suggested default parameters; 
moreover, it has been subsampled with a minimum spacing between points of 0.1 m. 
The so-obtained 3D point cloud has been processed to obtain two DSMs, the former 
containing the geometric information in terms of Z coordinate median (Figure 4-27), while the 
latter containing the radiometric information converted to greyscale values (Figure 4-28). The 
following Figure 4-29 and Figure 4-30 are focused on a portion of interest, encircled in red in 
Figure 4-27 and Figure 4-28. This box, located where the obtained point cloud is sufficiently 
satisfying, has been chosen to carry out the test. The poor quality of the obtained point cloud 
for the analysed dataset is due to the fact that the shooting of the source images was not planned 
to obtain a 3D survey.  




Figure 4-27.  DSM with the highlighting of the focusing box. 
 
Figure 4-28. Corresponding greyscale map with the highlighting of the focusing box. 




Figure 4-29. Detail of DSM focused on the indicated box. 
 
 
Figure 4-30. Detail of greyscale map focused on the indicated box. 
 
Then, Rclass map has been computed, as described in paragraph 3.1.7; Figure 4-31 shows the 
portion belonging to the established boundaries, indicated in Figure 4-27. It is possible noting 
that most of the areas are denoted with value 4, interpretable as high variability both in 
geometry and radiometry and both in the X and Y directions, or -2, identifying high variability 
in colour but null in geometry.  
The starting Rcolour and Rgeom data are obtained using the cv::cornerHarris function, setting 
the kernel size at 7, comparable with the dimension of trees crowns and cars considering that 
each pixel is 0.5 m, the aperture parameter for the Sobel operator at 3, and the constant α at 
0.04. 
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Figure 4-31 Rclass map. 
 
The preliminary segmentation, resulting from the sheer analysis of the static scenario, is 
depicted in Figure 4-32. It includes all the categories except for the moving objects (class 7).  
 
 
Figure 4-32 Preliminary segmentation of the static scenario. 
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The kernel used for the static objects research has size 5×5. It is worth noting that the class 
of the trees is satisfying, as well as the ones of buildings, roads and low vegetation. Regarding 
static objects, it is recognisable the presence of the cars waiting at the crosswalk or parked on 
the roadside. 
Moving objects are isolated subtracting the resulting projections of consecutive epochs time 
by time, as shown in Figure 4-33. The points depicted in red represent the variations between 
two consecutive epochs. Nevertheless, their quantity is excessive with respect to the real 
presence of moving objects. The development of further strategy for the outlier removal would 
be needed in future. In facts, some mismatches could be associated to discontinuities, which 
are not perfectly overlapping even if pertaining to static elements. 
From the shown results, the processing outcomes are strongly affected by the quality of the 
input data, i.e., the 3D point cloud and the deriving geometric and radiometric DSMs. 
Undoubtedly, the upstream 3D reconstruction is badly influenced by the presence of many 
moving objects, which would require a huge time to be singularly masked in each source frame 
in the Agisoft Metashape© interface. Thus, it could be worthy to bring forward the moving 
object detection, working already on their recognition on the 2D images, so that it would be 
possible to automatically exclude them from the point cloud reconstruction. 
This proposal of further development, i.e., getting more information from the primary 
source represented by the acquired video and images, would allow treating moving objects as 
an opportunity to improve the whole workflow.  
 
 
Figure 4-33 Final segmentation: moving objects varying in consecutive epochs are highlighted in red. 
4.2. U.PH.O. 
As already stated, the tool U.Ph.O. has been mainly developed by Eng. Daniele Passoni. 
Hence, two case studies are presented in order to show the achievements of his version and 
the further improvements obtained by means of the implementation of the module for the 
management of vertical walls. In particular, the couple of buildings made by Civic Tower 
(Norcia) and San Salvatore Church (Campi di Norcia) has been considered as test case for the 
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original version (hereafter v.a; Gagliolo et al., 2019a), while the update one (v.b) has been 
evaluated using the test case of Regio VII, Insula 14 in Pompeii. 
4.2.1. Civic Tower (Norcia) and San Salvatore Church (Campi di Norcia) 
The Civic Tower of Norcia and the San Salvatore Church of Campi di Norcia (Italy) were 
both strongly damaged by the earthquakes that took place in Central Italy in August and 
October 2016. Nevertheless, they were ascribable to two opposite scenarios, due to their 
location and state of conservation, as detailed in the following. 
The Civic Tower stands out in San Benedetto Square, the core of the historical centre of 
Norcia. The structure is surrounded by other historical buildings, such as the Basilica of San 
Benedetto and the Co-Cathedral of Santa Maria Argentea, and private houses. Thus, the 
examined area is densely built-up, with possible occlusions and limitations for the flight. 
Figure 4-34 depicts the Civic Tower and the façade of San Benedetto Basilica. 
 
 
Figure 4-34 Civic Tower and the façade of San Benedetto Basilica. 
 
Such a complex scenario for a UAV survey was further complicated by the severe safety 
restrictions applied in case of calamitous events, which strongly limit the direct access to the 
survey areas and so the flight operations. The aim of the securing operations carried out on the 
Civic Tower is the disassembly of the damaged structure, in order to avoid an incoherent 
collapse and then to retrofit and restore it brick-by-brick. 
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The survey campaign was performed in a single day (3rd November, 2016), followed by one 
day of photogrammetric post-processing (thanks to the optimized criteria reported in Gagliolo 
et al., 2017), which was necessary to design the reinforcing structures, realized on 5th 
November. 
The survey campaign was carried out using a DJI© Inspire drone with an embedded 
Zenmuse X3 camera. The focal length is 3.61 mm, while the sensor size is 4000×3000 pixels 
with a pixel dimension of 1.56 μm. The flight was performed considering a nadir attitude and 
a relative height of about 50 m, which leads to a GSD of 22 mm. A support survey was 
performed using a GNSS receiver in order to acquire the GCPs coordinates. 
The other analysed building, San Salvatore Church, is a small structure located in the 
countryside of Campi di Norcia. It was surrounded by a wide field, a parking area and it is 
adjacent to a cemetery.  
The aim of the survey was a 3D description of the area, in particular of the church, where 
the inspection of the interior was important to document the presence of works of art and to 
design their recovery. The securing operations were particularly devoted to guarantee the 
safety during the removal of the works of art, and were not addressed to the conservation of 
the building, because of its highly compromised state, as shown in Figure 4-35. 
 
 
Figure 4-35 San Salvatore Church ruins. 
 
The survey campaign was performed in a single day (23rd November, 2016), using a DJI© 
Inspire drone with an embedded Zenmuse X5 camera. The focal length is 15 mm, while the 
sensor size is 4608×3456 pixels with a pixel dimension of 3.76 μm. 
The flight was performed considering a nadir attitude and a relative height of about 50 m, 
which leads to a GSD of 13 mm. 
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As already mentioned for the Civic Tower, a GNSS survey was performed to acquire the 
GCPs coordinates. 
The results of the application of U.Ph.O. on these scenarios, i.e., Civic Tower and San 
Salvatore Church, are presented and discussed in the following, reporting the occurrence map 
and the estimated precisions along three axes. The related statistics have been computed out 
using GRASS GIS, ver. 7.4.4 (2019), while the figures have been produced using QGIS, ver. 
3.4 (QGIS Development Team, 2019). The coordinates are expressed in ETRF 2000-2008.0 
reference frame, with UTM 32N projection. 
In the former case, since the Civic Tower stands out against the surrounding buildings, it is 
not affected by the presence of obstructions, as inferable from the visibility map; conversely, 
the neighbouring areas result not visible from the planned shooting points because of the 
hiding due to the Tower itself.  
The values in the occurrence map (Figure 4-36) correspond to the number of images that 
see each DSM cell, taking into account the presence of eventual occlusions. The black dots 
represent the resulting shooting points, obtained in the preliminary block design by U.Ph.O. 
The average value of occurrence is 4.5, with a standard deviation of 1.8. The pattern of 
Figure 4-36 underlines what already conceivable from the geometry of both the Civic Tower 
and the shooting points: the cells with higher occurrence number are located in the centre of 
the survey area, whereas the occurrence number sharply decreases moving outwards. 
 
 
Figure 4-36 Occurrence map for the Civic Tower. 
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Table 4-6 Classification of occurrence map: cell count and percentage cover for the five classes. 
Class Occurrences nr. Cell count Percentage cover 
0 0-1 21 3.6% 
1 2 77 13.5% 
2 3-4 235 41.1% 
3 5-6 188 32.9% 
4 7-8 51 8.9% 
 
Class 1 corresponds to the minimum requirement of occurrences, i.e., two images, in order 
to obtain stereo-vision, needed condition to build a 3D model from images. For the pixels 
contained in class 0, it is impossible to reconstruct the point cloud representing the object. For 
classes 2-4, a 3D model could be successfully reconstructed, even with the possibility of 
control, due to the increasing redundancy related to higher class number. 
Only a small amount (3.6%) of pixels lie in class 0; the majority of pixels falls in class 2, 
where 3 and 4 number of occurrences are contained, and a significant amount lie in class 3. 
Only 11 pixels are not seen (0 number of occurrences) and 40 are seen by all the eight shooting 
points. 
From Figure 4-37 to Figure 4-39, the estimated precision along X, Y, Z axes are shown, 
respectively. The average values of standard deviations are 4.1, 4.6 and 8.5 cm, respectively. 
As expected, higher values characterize σz with respect to σx and σy. For the three maps, the 
higher values are located along the boundaries of the considered area and on its corners. 
Observing Figure 4-39, it is worth noting the lower values of σz clearly evident for the pixels 
where the GCPs lie, comparing with respect to the surrounding pixels; this behaviour confirms 
the constraint function of the GCPs, which is even more evident along Z axis. 
 
 
Figure 4-37 Estimated precisions [m] along X axis. 




Figure 4-38 Estimated precisions [m] along Y axis. 
 
 
Figure 4-39 Estimated precisions [m] along Z axis. 
 
In the latter case concerning San Salvatore Church, the visibility map suggests that the 
building is almost totally visible, thanks to the homogeneous heights of its ruins with respect 
to the ground, which are not likely to produce obstructions.  
The values in the occurrence map (Figure 4-40) report the number of images that see each 
DSM cell, taking into account the presence of eventual occlusions. The black dots correspond 
to the resulting shooting point, obtained in the preliminary block design by U.Ph.O. 
The average value of occurrence is 3.9, with a standard deviation of 2.0. The pattern of 
Figure 4-40 underlines what already mentioned regarding the Civic Tower, where the shooting 
geometry is similar to the present case: the cells with higher occurrence number are located in 
the centre of the survey area, whereas the occurrence number decreases moving towards the 
more external areas. For San Salvatore Church, the reduction of the number of occurrences 
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has a more gradual behaviour than the one of Civic Tower, also due to the different geometry 
and features of the two structures. 
 
 
Figure 4-40 Occurrence map for San Salvatore Church. 
 
The occurrence map has been classified, according to the classes reported in Table 4-7. 
 
Table 4-7 Classification of occurrence map: cell count and percentage cover for the five classes. 
Class Occurrences nr. Cell count Percentage cover 
0 0-1 27 7.8% 
1 2 95 27.3% 
2 3-4 116 33.3% 
3 5-6 87 25.0% 
4 7-8 23 6.6% 
 
Less than 8% of pixels lie in class 0; the majority of the pixels falls in class 2, where 3 and 
4 occurrences are contained, and a significant amount lie in class 3. None pixel is not seen (0 
number of occurrences) and 20 pixels are seen by the highest number of images. 
From Figure 4-41 to Figure 4-43, the estimated precision along X, Y, Z axes are shown, 
respectively. The average values of standard deviations are 2.1, 2.1 and 4.6 cm, respectively. 
As expected, higher values characterize σz with respect to σx and σy. For the three maps, the 
higher values are located along two opposite sides of the considered area. As highlighted in 
the previous test case, observing Figure 4-43, it is possible to notice the lower values of σz for 
the pixels where the GCPs lie. 
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Figure 4-41 Estimated precisions [m] along X axis. 
 
Figure 4-42 Estimated precisions [m] along Y axis. 
 
 
Figure 4-43 Estimated precisions [m] along Z axis. 
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In conclusion, the former case concerning Civic Tower more evidently highlights the 
consequences of the presence of obstructions, which highly influence the survey planning. In 
facts, the occurrence map and the precisions maps are affected by loss of coverage, precision 
and visibility, respectively. 
On the contrary, San Salvatore Church, which is located in a flat and isolated area, is less 
impacted by obstructions, thanks to its configuration, which makes the survey planning easier 
and the achievable precisions higher than the previous case study. 
4.2.2. Pompeii survey campaign  
U.Ph.O. v.b has been integrated with the module for the management of vertical walls; it 
has been tested on the Pompeii case study, presented in paragraph 4.1.3, simulating the 
planning of the UAV survey campaign that was performed during the second visit on-site in 
September 2020.  
UAV photogrammetry has been collected by means of a DJI Mavic 2 PRO drone, equipped 
with an embedded Hasselblad L1D-20c camera. The focal length is fixed at 10 mm. Four 
datasets have been acquired. In particular, the first is characterized by a nadir shooting 
geometry, in order to obtain a general framework of the area from 40 m above ground level 
(AGL), with a corresponding GSD of 10 mm. The other three datasets have been captured at 
a height of 15 m AGL, using both nadir and oblique shooting geometry. In the oblique 
configurations (Figure 4-44), a tilt of 45° has been applied and the drone path followed 
concentric trajectories looking towards first the inner and then the outer portion of analysed 
site. The obtained GSD is 4 mm, allowing a reliable site overview. The total amount of 
collected images is 1400. 
 
 
Figure 4-44. Drone paths (dashed lines) and images orientation (arrows) for the oblique 
configurations, towards the inner (black) and the outer (blue) directions. 
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The simulation of the survey planning is applied to three situations: the first concerns the 
general framework of the area, at a height of 40 m AGL, the second regards a more specific 
site overview at 15 m AGL; finally, the third is focused on a smaller sample, with a flight 
height of 15 m AGL. The chosen DSM resolutions are 5 m for the first two situations (Figure 
4-45) and 0.5 m for the third scenario. 
The camera parameters of Hasselblad L1D-20c have been given as input in U.Ph.O.. The 
overlapping parameters have been set to 80% and 60% for the longitudinal and transversal 
directions, respectively. A buffer along the boundaries of the area of interest has been 
considered, to avoid border effects in the study area limits. 
The maps reported in the following have been produced by using QGIS, ver. 3.12 (QGIS 
Development Team, 2020), with the OpenStreetMap® (OpenStreetMap® Foundation, 2021) 




Figure 4-45 DSM of the examined area at 5 m of resolution. Heights are included within the range 
30.691-38.773 m. 
 
As already stated, in the first and second scenarios the parameters are completely analogous, 
except for the flight height, set at 40 m and 15 m AGL, respectively. The third scenario, 
instead, is focused on a smaller sample (Figure 4-45), due to the huge computational effort 
required by passing from a DSM resolution of 5 m to 0.5 m (Figure 4-47). The location of the 
portion of interest with respect to the overall DSM is identified in Figure 4-46 with a red box. 
The other parameters have been maintained equal to the second scenario, thus a flight height 
of 15 m AGL has been considered. 




Figure 4-46 Location of the sample (red box) with respect to the overall DSM. 
 
Figure 4-47 DSM of the sample at 0.5 m of resolution. Heights are included within the range 33.359-
38.311 m. 
 
All the case studies consider the nadir shooting geometry, organised in the typical 
photogrammetric block. Further developments will include the implementation of a module to 
allow the choice of a convergent geometry with respect to a specific point among the default 
options for the planning. The height parameter for the construction of voxels layers has been 
chosen coherently with the planimetric resolution, thus 5 and 0.5 m, respectively. The number 
of GCPs located within the study area corresponds to 11; all of them lie within the boundaries 
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of the original DSM, while just only one is included in the borders of the smaller sample 
depicted in Figure 4-47. Nevertheless, the presence of the whole group of GCPs was 
considered in both the configurations, accounting that the analysed area extension was the 
same for all the case studies, covering the dimension of the larger DSM (Figure 4-44). Thus, 
the mission planning considered the same drone path and, consequently, the same shooting 
centres for case studies nr.2 and nr.3, allowing to include in the least squares approach such 
images seeing the GCPs location. Undoubtedly, in case study nr.3 these outer portions with 
respect to the provided DSM need to be considered as not susceptible to obstructions because 
of the lack of information. 
In Table 4-8, the summary of the employed parameters, common or specific for each case 
study, is reported. 
 
Table 4-8 Input parameters for the three examined case studies. 
Parameters Case nr.1 Case nr.2 Case nr.3 
Flight height [m] 40 15 
DSM resolution [m] 5 0.5 
Camera Hasselblad L1D-20c 
Overlapping rate L: 80%; T: 60% 





Deepening the first scenario with corresponding flight height of 40 m AGL and DSM 
resolution of 5 m, Figure 4-48 and Figure 4-49 show the number of occurrences, i.e., the 
number of images that see each cell, for the two obtained layers of voxels, together with the 
positions of the shooting centres. The related Table 4-9 contains the statistics about the cell 
count and percentage cover per each class of observed values. 
It is worth noting that, in all the following figures, the layer 1 is the lowest, while the ones 
with increasing ID numbers are stacked above. Furthermore, the layer extension is determined 
starting from the minimum height value of the input DSM and adding the chosen resolution 
step-by-step, until the maximum height is included in the range of the top layer. 
The colour scale of the legend is homogenized among all the experiments, to let a clearer 
and immediate comparison, whereas the related tables are case-dependent. Moreover, the 
percentage cover of the observed classes has been computed considering only the valid voxels 
for the current map, thus excluding no-data cells, which percentage, conversely, has been 
accounted for the total amount of analysed cells. No-data category includes such voxels whose 
maximum local height is lower than the minimum of the current layer. 
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Concerning the present case study, with flight height set at 40 m AGL, Figure 4-50 reports 
the differences between the values of occurrences in such voxels valid for both layers, i.e., the 
ones containing at least one data, to support further comments about the observed trend 
associated to the stacked layers. In this regard, it is worth noting that the values in Figure 4-50 
are almost equal to Figure 4-49. In facts, the layer 1 is approximately entirely covered by the 
layer 2 stacking above. Figure 4-49 shows a huge area without data due insufficient heights of 
walls to be discretized in the second layer of voxels. 
 
  
Figure 4-48 Occurrence map for the case study nr.1, layer 1.  
 
Figure 4-49 Occurrence map for the case study nr.1, layer 2. 
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Figure 4-50 Resulting difference between layer 2 and 1 valid cells, case study nr. 1. 
Table 4-9 Classification of occurrence map: cell count and percentage cover for the observed classes 




Layer 1 Layer 2 
Cell count % cover Cell count % cover 
no data 0 0.0% 192 85.3% 
0 0 32 14.2% 0 0.0% 
1 1-2 1 0.4% 0 0.0% 
2 3-4 3 1.3% 8 24.2% 
3 5-6 3 1.3% 7 21.2% 
4 7-8 20 8.9% 12 36.4% 
5 9-10 42 18.7% 3 9.1% 
6 11-12 32 14.2% 1 3.0% 
7 13-14 14 6.2% 0 0.0% 
8 15-16 70 31.1% 2 6.1% 
9 17-18 0 0.0% 0 0.0% 
10 19-20 8 3.6% 0 0.0% 
 
In Table 4-9, it is possible noting that class 8 includes the higher percentage (31.1%, 
corresponding to 70 cells) of cells pertaining to layer 1, characterized by values within the 
range of 15-16 occurrences. Excluding such cells with no data, the most populated class for 
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layer 2 is class 4, containing values within the range of 7-8 occurrences (36.4%, corresponding 
to 12 cells). Moreover, in both Figure 4-48 and Figure 4-49 a high number of occurrences is 
shown even along the boundaries, typically around the value 10, while it is above 14 in the 
central block. 
As already noticed, just a few walls stand out against the terrain above 4 m. In just one cell 
of the lowest layer the occurrence has been observed despite the presence of the stacking voxel 
above. The majority of the cells interested by this condition, thus developed onto two layers, 
is located in the north-west corner, coherently with the DSM trend (Figure 4-45). The terrain 
slope is ascending towards the west side, with an approximate average percentage of 4%. The 
interpretation of this result is that the block of adjacent cells pertaining to layer 2 does not 
allow framing the whole portion below, represented by the foot of these walls.  
The analogous situation is examined in the second case study, setting the flight height at 15 
m AGL. Observing Figure 4-51 and Figure 4-52, together with the related Table 4-10, it is 
evident that the number of shooting centres is substantially increased; nevertheless, the effect 
on the number of occurrences is not visible, due to the increased sensitivity to obstructions 
maintaining the same angle of view at a lower height. Moreover, since the UAV path elevation 
is considered as constant despite the DSM is not regular, with differences up to 8 m, the case 
study nr.2 is more affected by this condition, for its lower flight height. Thus, as consequence 
the real overlapping rate results significantly affected. 
 
 
Figure 4-51 Occurrence map for the case study nr.2, layer 1. 
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Figure 4-52 Occurrence map for the case study nr.2, layer 2. 
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Table 4-10 Classification of occurrence map: cell count and percentage cover for the observed classes 




Layer 1 Layer 2 
Cell count % cover Cell count % cover 
no data 0 0.0% 192 85.3% 
0 0 32 14.2% 0 0.0% 
1 1-2 1 0.4% 3 9.1% 
2 3-4 5 2.2% 11 33.3% 
3 5-6 20 8.9% 17 51.5% 
4 7-8 88 39.1% 2 6.1% 
5 9-10 26 11.6% 0 0.0% 
6 11-12 24 10.7% 0 0.0% 
7 13-14 0 0.0% 0 0.0% 
8 15 29 12.9% 0 0.0% 
 
Concerning the case study nr. 2, Figure 4-53 shows a trend similar to the one depicted in 
Figure 4-50. In fact, just one cell in the layer 1 is characterized by value 1, making the 
differences map approximately analogous to layer 2. In Table 4-10, the higher percentage 
(39.1%, corresponding to 88 cells) of cells pertaining to layer 1 is included in class 4, whose 
values belong to the range of 7-8 occurrences. Instead, excluding such cells with no data, the 
most populated class for layer 2 is class 3, containing values within the range of 5-6 
occurrences (51.5%, corresponding to 17 cells). The maximum value is 15 occurrences, 
against the 20 of the previous case study, for the reasons explained before about the sensitivity 
to obstructions and the effective overlapping at the top of the structures. 
The accuracy maps resulting from the first and the second case studies are reported in the 
following figures (from Figure 4-54 to Figure 4-59 for case study nr.1, from Figure 4-60 to 
Figure 4-65 for case study nr.2). Grey areas are no-data values which estimation has not been 
possible by means of least squares approach. Such cells with a single occurrence or no 
occurrences have been obviously not considered, together with the images having a single 
match. Starting from the second layer, grey cells include also such portions where maximum 
DSM height is lower than the interval of values included in the voxel level, as well as in the 
occurrence maps. 
As a consequence of the lower number of occurrences per each cell, the second case study 
presents also a worse accuracy, as highlighted in the maps and in the resuming Table 4-11. 
Furthermore, in the west portion, characterized by height values in the order of 8 meters, the 
considered forward baseline and side wheelbase are not sufficient to reach the expected 
overlapping rate. In particular, 𝐵 = 2.640 𝑚 and 𝑖 = 7.304 𝑚 at a distance of 7 meters, 
124 Training tests and validation 
 
resulting from the difference of the flight height (15 m) and the DSM relative values from the 
take-off level (up to 8 m), let obtaining an effective overlapping in the order of 55% and 15% 
in longitudinal and transversal directions, respectively, just a few more than the minimum and, 
moreover, not considering the contribution of obstructions. Furthermore, in this compromised 
scenario the accuracy is very deteriorated due to the contribute of the term related to the 
baseline uncertainty that strongly affects 𝜎, in a portion characterized by a low rate of 
occurrences pertaining to images almost isolated from the main part of the photogrammetric 
block, because of the obstructions produced by the surrounding high walls. Thus, the baseline 
uncertainty, deriving from the 𝜎𝑥 of the shooting centres coordinates set to 10 m, contributes 
to a significant increasing of the final 𝜎 because of the propagation of variance. In particular, 
starting from the equation 1.20, the uncertainty of 𝐵 is much more significant if 𝐵, which is 
directly proportional to 𝑍, is small.  
 In order to depict the values of the west area, the legend of the maps concerning case study 
nr.2 has been extended, since the previous scale limited at 0.05 m was not representative for 
this portion. The cells associated to a worse accuracy have been identified from red to magenta, 
up to 2 m. 
 
 
Figure 4-54 Accuracy [m] map for the X component of case study nr.1, layer 1.  
Black dots represent GCPs, acquired by means of GPS in NRTK. 




Figure 4-55 Accuracy [m] map for the Y component of case study nr.1, layer 1.  
Black dots represent GCPs, acquired by means of GPS in NRTK. 
 
Figure 4-56 Accuracy [m] map for the Z component of case study nr.1, layer 1.  
Black dots represent GCPs, acquired by means of GPS in NRTK. 
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Figure 4-57 Accuracy [m] map for the X component of case study nr.1, layer 2.  
Black dots represent GCPs, acquired by means of GPS in NRTK. 
 
Figure 4-58 Accuracy [m] map for the Y component of case study nr.1, layer 2.  
Black dots represent GCPs, acquired by means of GPS in NRTK. 




Figure 4-59 Accuracy [m] map for the Z component of case study nr.1, layer 2.  
Black dots represent GCPs, acquired by means of GPS in NRTK. 
 
Figure 4-60 Accuracy [m] map for the X component of case study nr.2, layer 1.  
Black dots represent GCPs, acquired by means of GPS in NRTK. 
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Figure 4-61 Accuracy [m] map for the Y component of case study nr.2, layer 1.  
Black dots represent GCPs, acquired by means of GPS in NRTK. 
 
Figure 4-62 Accuracy [m] map for the Z component of case study nr.2, layer 1.  
Black dots represent GCPs, acquired by means of GPS in NRTK. 




Figure 4-63 Accuracy [m] map for the X component of case study nr.2, layer 2.  
Black dots represent GCPs, acquired by means of GPS in NRTK. 
 
Figure 4-64 Accuracy [m] map for the Y component of case study nr.2, layer 2.  
Black dots represent GCPs, acquired by means of GPS in NRTK. 
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Figure 4-65 Accuracy [m] map for the Z component of case study nr.2, layer 2.  
Black dots represent GCPs, acquired by means of GPS in NRTK. 
Table 4-11 Accuracy statistics for each map of case studies nr.1 and 2. 
 
Case study 1 Case study 2 
Layer 1 Layer 2 Layer 1 Layer 2 
Stat. Maximum values 
X [m] 0.029 0.023 0.044 0.357 
Y [m] 0.029 0.023 0.035 0.892 
Z [m] 0.043 0.038 0.235 1.810 
Stat. Minimum values 
X [m] 0.009 0.010 0.009 0.011 
Y [m] 0.009 0.010 0.009 0.011 
Z [m] 0.011 0.014 0.014 0.015 
Stat. Average values 
X [m] 0.017 0.016 0.020 0.055 
Y [m] 0.017 0.016 0.020 0.060 
Z [m] 0.024 0.024 0.043 0.180 
Stat. Standard deviation 
X [m] 0.001 0.000 0.003 0.025 
Y [m] 0.001 0.000 0.001 0.086 
Z [m] 0.003 0.002 0.024 0.173 




In the maps related to layer 1 (Figure 4-54Figure 4-56 and Figure 4-60Figure 4-62), it is 
possible noting that the central portion of the examined area is characterized by values below 
1-3 cm, according to the examined component and case study. The trend worsens approaching 
the boundaries, where the maximum values are located. 
Concerning layer 2, despite the maps (Figure 4-57Figure 4-59 and Figure 4-63Figure 4-65) 
present many groups of pixels mutually disconnected, a similar trend is visible, with the 
maximum values located close to the global boundaries. 
The case study nr.1 shows a very similar trend between layer 1 and 2, while in case study 
nr.2 the layer 2 statistics result strongly affected by the presence of cells which accuracy is 
substantially depleted because of the overlapping not fitting to the theoretical value. The most 
evident deterioration concerns the Z component, in which the maximum value reach 1.81 m, 
leading to an average of 0.18 m and a standard deviation of 0.17 m. Also, the Y component is 
significantly worse than X, being almost parallel to the transversal and longitudinal flight 
direction, respectively. In these cases, the maxima reach 0.89 and 0.36 m and the standard 
deviation 0.09 and 0.03 m, respectively, while the average is 0.06 for both cases. 
Considering all the exposed maps and tables, it is worth noting that the statistic and graphic 
trends are in favour of the first solution, despite it contemplates a higher flight height, resulting 
in a worse resolution on ground and in a larger GSD. In conclusion, in the proposed test the 
contribution of the reduction of the relative flight height, which bring to a lower standard 
deviation on the observables, it is not sufficient to counteract the decreased occurrence on the 
single voxels, due to the raising of sensitivity to obstructions. Anyway, the present work is 
effectively a network simulation, thus it performs the analysis on the basis of the inverse of 
the normal matrix of the least squares approach, which is representative of the covariance 
matrix of the estimations of unknown parameters (Cxx) unless the estimation of 𝜎0
2 a-posteriori. 
As known, the estimation of Cxx is not affected by the particular choice of 𝜎0
2 a-priori, which 
represents the quality of the observables, contrarily to 𝜎0
2 a-posteriori; thus, the coherent 
comparison of the inverse of the normal for the two scenarios needs to consider the variation 
of 𝜎0
2 a-posteriori. Specifically, the inverse of the normal for the two case studies are 
representative of the Cxx only assuming that the 𝜎0
2 a-posteriori are comparable. Its estimation 
is mainly affected by the ratio between the magnitude of the single discards (v) related to the 
equations of observation and their numerousness (numerator) and the redundancy 
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where the occurrences are multiplied by two in order to include in the observables both ξ 
and η image coordinates, while the unknowns consist of the three object coordinates for each 
ground point and six EO parameters for each image. 
While the former component, ascribable to the object coordinates, is the same for the two 
case studies, considering as input the same DSM at the same resolution, conversely the number 
of images is substantially increased in the second scenario, however against a reduced number 
of occurrences. Therefore, the ratio between these parameters depends on the detailed 
evaluation of the realistic obstructions, as in the purpose of U.Ph.O. tool. 
In the following Table 4-12, the values obtained for the analysed case studies are reported. 
 
Table 4-12 Parameters of least square approach of case studies nr.1 and 2. 




Unknowns 834 1710 
Redundancy 2538 904 
 
From Table 4-12, it is possible to infer that, hypothesizing a comparable magnitude of the 
discards v for the two scenarios, the redundancy, i.e., the denominator, is higher for the first 
case study, thus it produces the decrease of 𝜎0
2 a-posteriori. The illustrated steps allow to obtain 
an indicative evaluation of the Cxx matrix in both the case studies, starting from the respective 
inverses of normal matrices. 
Further investigations about the effective comparability of the discards will be faced in 
future by enhancing the check module, already included in U.Ph.O. procedure, for their 
realistic evaluation in light of the 𝜎0
2 a-posteriori estimation. Basing on the proposed 
observations, it could be asserted that the usefulness of U.Ph.O. for mission planning is 
particularly relevant due to the non-triviality of the choice of optimal parameters for the survey 
campaign. 
Since the cell of 5 m is not optimal to highlight the presence of vertical walls, but rather to 
examine the overall trend of the area, a further case study (nr.3) has been considered with a 
DSM resolution of 0.5 m, which results more suitable to understand the potentialities of the 
extra module. Since the number of voxel layers is substantially increased due to the higher 
resolution, despite the global maximum is higher for this restricted portion, just two layers are 
taken in consideration as reference for the present analysis. The complete list of images related 
to all the stacked layers is reported in the dedicated Appendix. 
Figure 4-66 and Figure 4-67 depict the occurrences maps for the layers 1 and 2, together 
with the position of the shooting centres (magenta dots). Their resulting difference is reported 
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in Figure 4-68, while statistics about the cell count and the percentage cover are listed in Table 
4-13. As specified for the previous Figures, the layer 1 is the lowest, while the increasing 
numeration identifies the stacked voxels. 
 
Figure 4-66 Occurrence map for the case study nr.3, layer 1. 
 
Figure 4-67 Occurrence map for the case study nr.3, layer 2. 
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Figure 4-68 Resulting difference between layer 2 and 1 valid cells, case study nr. 3. 
Table 4-13 Classification of occurrence map: cell count and percentage cover for the observed classes 




Layer 1 Layer 2 
Cell count % cover Cell count % cover 
no data 0 0.0% 76 15.7% 
0 0 261 53.9% 213 52.2% 
1 1-2 140 28.9% 128 31.4% 
2 3-4 35 7.2% 33 8.1% 
3 5-6 23 4.8% 19 4.7% 
4 7-8 23 4.8% 9 2.2% 
5 9-10 2 0.4% 6 1.5% 
 
It is evident from Table 4-13 that the majority of the valid cells of both layers (>50%) are 
obscured by the ones stacking above. Nevertheless, the global number of occurrences is up to 
10. The different resolution allows a better evaluation of the effective hiding due to the 
development of high walls. The phenomenon of depleted accuracy noticed in case study nr.2 
is not observed in this configuration, thus even if the design overlapping is not always 
maintained, the obtained accuracy is always equal or below 5 cm for all the analysed layers. 
Figure 4-68 depicts the difference between the first two stacking layers, highlighting that, 
conversely than the cases with 5 m of DSM resolution, in this scenario a certain number of 
cells is visible despite the presence of the stacking layer. 
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Table 4-13 allows affirming that the voxels have occurrences included within the range 
from 0 to 10 for both the first and the second layers, with a denser concentration at lower 
classes. Referring to the analogous Tables in the Appendix, related to the occurrences trend in 
the upper layers, the percentage cover of no-data values is obviously increasing as a 
consequence of the local maximum that has been already reached in the lower layers. 
The accuracy values along the three axes X, Y, and Z for case study nr.3 are represented 
from Figure 4-69 to Figure 4-74. Table 4-14 shows the statistics, including maximum, 
minimum, average and standard deviation related to each map. 
 
Figure 4-69 Accuracy [m] map for the X component of case study nr.3, layer 1.  
Black dots represent GCPs, acquired by means of GPS in NRTK. 
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Figure 4-70 Accuracy [m] map for the Y component of case study nr.3, layer 1.  
Black dots represent GCPs, acquired by means of GPS in NRTK. 
 
Figure 4-71 Accuracy [m] map for the Z component of case study nr.3, layer 1.  
Black dots represent GCPs, acquired by means of GPS in NRTK. 
 
Figure 4-72 Accuracy [m] map for the X component of case study nr.3, layer 2.  
Black dots represent GCPs, acquired by means of GPS in NRTK. 




Figure 4-73 Accuracy [m] map for the Y component of case study nr.3, layer 2.  
Black dots represent GCPs, acquired by means of GPS in NRTK. 
 
Figure 4-74 Accuracy [m] map for the Z component of case study nr.3, layer 2.  
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Table 4-14 Accuracy statistics for each map of case study nr.3. 
 
Case study 3 
Layer 1 Layer 2 Layer 3 Layer 4 Layer 5 
Stat. Maximum values 
X [m] 0.026 0.028 0.027 0.027 0.026 
Y [m] 0.027 0.028 0.027 0.027 0.026 
Z [m] 0.047 0.051 0.042 0.041 0.040 
 Layer 6 Layer 7 Layer 8 Layer 9 Layer 10 
Stat. Maximum values 
X [m] 0.027 0.027 0.027 0.018 0.022 
Y [m] 0.027 0.026 0.026 0.019 0.021 
Z [m] 0.039 0.039 0.039 0.024 0.029 
 Layer 1 Layer 2 Layer 3 Layer 4 Layer 5 
Stat. Minimum values 
X [m] 0.017 0.016 0.016 0.017 0.017 
Y [m] 0.017 0.016 0.016 0.017 0.017 
Z [m] 0.021 0.020 0.020 0.021 0.021 
 Layer 6 Layer 7 Layer 8 Layer 9 Layer 10 
Stat. Minimum values 
X [m] 0.017 0.018 0.019 0.018 0.019 
Y [m] 0.018 0.018 0.019 0.019 0.020 
Z [m] 0.021 0.020 0.021 0.024 0.024 
 Layer 1 Layer 2 Layer 3 Layer 4 Layer 5 
Stat. Average values 
X [m] 0.023 0.021 0.020 0.022 0.022 
Y [m] 0.023 0.021 0.020 0.021 0.021 
Z [m] 0.035 0.031 0.027 0.031 0.030 
 Layer 6 Layer 7 Layer 8 Layer 9 Layer 10 
Stat. Average values 
X [m] 0.022 0.021 0.022 0.018 0.020 
Y [m] 0.021 0.021 0.022 0.019 0.021 
Z [m] 0.030 0.028 0.030 0.024 0.027 
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 Case study 3 
 Layer 1 Layer 2 Layer 3 Layer 4 Layer 5 
Stat. Standard deviation 
X [m] 0.001 0.001 0.001 0.001 0.002 
Y [m] 0.001 0.001 0.001 0.002 0.001 
Z [m] 0.002 0.003 0.002 0.003 0.003 
 Layer 6 Layer 7 Layer 8 Layer 9 Layer 10 
Stat. Standard deviation 
X [m] 0.002 0.001 0.000 0.000 0.000 
Y [m] 0.001 0.001 0.000 0.000 0.000 
Z [m] 0.003 0.002 0.001 0.000 0.000 
 
It is possible noting that the global maximum values of the maps pertaining to case study 
nr.3 are almost coherent with the ones observed in case study nr.1. The Z accuracy values are 
just slightly worse than the planimetric precisions. Moreover, the standard deviation is equal 
or lower than 3 mm for all the maps. The average value is up to 35 mm for all the layers and 
components, while the maximum values are within the range 17−23 mm for X and Y and 
20−35 mm for Z.  
Finally, a further group of images has been created in order to depict the analogous values 
proposed in accuracy maps related to case study nr.3, but from a different perspective. In 
particular, a portion of wall, enclosed in the red box in Figure 4-75, has been analysed looking 
at the YZ plane, instead of the stacking layers parallel to XY considered for the previous maps. 
This is a further enhancement in order to have an improved readability of the map by 
representing it along the direction of the examined façade. Figure 4-76, Figure 4-77 and Figure 
4-78 depict the X, Y, and Z components data, respectively. The extraction of these maps has 
been achieved automatically in U.Ph.O. workflow. 
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Figure 4-75 Highlighting of the portion of interest for YZ maps of accuracy (red box).  
 
Figure 4-76. Accuracy [m] map for the X component of case study nr.3, parallel to YZ plane of the 
façade of interest. 




Figure 4-77 Accuracy [m] map for the Y component of case study nr.3, parallel to YZ plane of the 
façade of interest. 
 
Figure 4-78 Accuracy [m] map for the Z component of case study nr.3, parallel to YZ plane of the 
façade of interest. 
142  Conclusions and future perspectives 
 
CONCLUSIONS AND FUTURE PERSPECTIVES 
The present work describes a suite of tools focusing on the whole photogrammetric 
workflow, with particular attention to the UAV survey, from the planning to the final 
restitution. The final aim is to give to a medium-skilled user the instruments to integrate the 
available techniques by freely customizing the pre and post processing procedures, making 
them more efficient. The main strategies of the software, concerning all the different phases 
of planning, acquisition, post-processing, and restitution, join the fundamental principles of 
Photogrammetry with Computer Vision approach, adopting machine-learning processes to 
iteratively adjust the parameters evaluation on the level of detail of the solution. 
The three tools composing the suite are MAGO (Adaptive Mesh for Orthophoto 
Generation), U.Ph.O. (Unmanned Photogrammetric Office), mostly implemented by Eng. 
Daniele Passoni, and a third work-in-progress procedure to achieve real-time positioning and 
modelling by means of a Bundle Block Adjustment approach. Despite the variety of the treated 
topics, there is a common thread characterizing the implementation of the tools and consisting 
in two basic strategies, founded on the reconstruction of an adaptive mesh and on the concepts 
of rotation convention and orthogonal projection. 
In particular, the tool MAGO has been fully developed during the PhD course, relying on 
the support of existing and well-established libraries and sources. In facts, the code, written in 
C++ language and consisting in about 3500 lines, has been implemented by using the open 
source library OpenCV. The peculiarity of this tool, compared to the multitude of existing 
ones, is the possibility to automatically obtain an “unrolled” joint orthophoto of adjacent 
façades. The input source is a point cloud, thus, the procedure allow avoiding approximations 
typically attributable to the projection of images on the ready-made polygonal mesh. In facts, 
a step-by-step adaptive mesh is reconstructed by using the three best-fitting points according 
to specific criteria and thresholds. 
The strategies of adaptive mesh and ortho-projection will be further deepen in the 
production of the Bundle Block Adjustment based tools, dedicated to real-time navigation and 
modelling, respectively. These instruments, which implementation and test are still at the 
beginning due to the hindrance of Covid-19 pandemic outbreak, are intended to exploit the 
Bundle Block Adjustment approach in two mirrored perspectives, named active and passive 
according to the movement of involved sensors, i.e., cameras. On the one hand, the navigation 
system itself is moving accordingly with the object, playing an “active” role, and providing 
instantaneously the positioning; on the other hand, the acquisition of images for the real-time 
3D modelling of an evolving scene considers the use of stationary cameras. 
The last goal of the present work has been the enrichment of an already existent tool, 
U.Ph.O. (Unmanned Photogrammetric Office), implemented within his PhD thesis by Eng. 
Daniele Passoni in Matlab environment, for planning and checking the survey campaign 
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accuracy. Despite the existence of a huge number of tools dedicated to mission planning, the 
distinguishing feature of U.Ph.O. is the particular focus on the aspect of expected precision, 
which estimation is based on a rigorous network simulation taking into account the peculiarity 
of the survey conditions. The usefulness of this approach is justified by the complex interaction 
of the several involved parameters, which reciprocal influence is far from trivial. 
The contribution to this procedure has been represented by an adding module to obtain the 
accuracy evaluation along the vertical walls. The tool requires as input the DSM of the area of 
interest. In the basic version, the heights are taken into account to automatically obtain the 
realistic obstruction for each object point with respect to images, for the least squares 
simulation. In the new module the implemented strategy permits to evaluate the accuracy at 
different heights of the wall, hypothesizing the presence of lower levels under the maximum 
height of each cell, until the global minimum. 
The experimental tests have been satisfying, as widely shown by means of graphics and 
statistics about the reached accuracy and quality. 
In the present thesis work, in particular, the logical and chronological evolution of the tools 
has been highlighted, as well as the reciprocal common thread among the treated topics. 
The future perspectives concern the improvement of such aspects that have been still 
pointed out as criticalities, but especially the sharing of this suite of tools to the scientific 
community. The feedback coming from the geomatics experts would be a fundamental step to 
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APPENDIX – COMPLETE COLLECTION OF MAPS RELATED TO U.PH.O. 
TEST CASE NR.3 
The appendix is dedicated to the report of images about the U.Ph.O. case study nr.3. In 
particular, the maps related to the third test are shown exhaustively, together with related 
tables. Comments on this topic are available at paragraph 4.2.2. 
 
 
Figure 1 Occurrence map for the case study nr.3, layer 1. 
 
Figure 2 Occurrence map for the case study nr.3, layer 2. 
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Table 1 Classification of occurrence map: cell count and percentage cover for the observed classes in 




Layer 1 Layer 2 
Cell count % cover Cell count % cover 
no data 0 0.0% 76 no data 
0 0 261 53.9% 213 52.2% 
1 1-2 140 28.9% 128 31.4% 
2 3-4 35 7.2% 33 8.1% 
3 5-6 23 4.8% 19 4.7% 
4 7-8 23 4.8% 9 2.2% 
5 9-10 2 0.4% 6 1.5% 
 
 
Figure 3 Occurrence map for the case study nr.3, layer 3. 
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Figure 4 Occurrence map for the case study nr.3, layer 4. 
Table 2 Classification of occurrence map: cell count and percentage cover for the observed classes in 




Layer 3 Layer 4 
Cell count % cover Cell count % cover 
no data 142 29.3% 301 62.2% 
0 0 108 31.6% 74 40.4% 
1 1-2 81 23.7% 59 32.2% 
2 3-4 43 12.6% 24 13.1% 
3 5-6 56 16.4% 14 7.7% 
4 7-8 39 11.4% 9 4.9% 




Figure 5 Occurrence map for the case study nr.3, layer 5. 
 
Figure 6 Occurrence map for the case study nr.3, layer 6. 
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Table 3 Classification of occurrence map: cell count and percentage cover for the observed classes in 
case study nr.3, layers 5 and 6. 
 
 




Layer 5 Layer 6 
Cell count % cover Cell count % cover 
no data 354 73.1% 398 82.2% 
0 0 44 33.8% 32 37.2% 
1 1-2 45 34.6% 20 23.3% 
2 3-4 18 13.8% 14 16.3% 
3 5-6 10 7.7% 18 20.9% 
4 7-8 9 6.9% 2 2.3% 
5 9-10 4 3.1% 0 0.0% 
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Figure 8 Occurrence map for the case study nr.3, layer 8. 
Table 4 Classification of occurrence map: cell count and percentage cover for the observed classes in 




Layer 7 Layer 8 
Cell count % cover Cell count % cover 
no data 431 89.1% 466 96.3% 
0 0 11 20.8% 2 11.1% 
1 1-2 7 13.2% 2 11.1% 
2 3-4 28 52.8% 12 66.7% 
3 5-6 7 13.2% 1 5.6% 
4 7-8 0 0.0% 1 5.6% 
5 9-10 0 0.0% 0 0.0% 
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Figure 9 Occurrence map for the case study nr.3, layer 9. 
 
 
Figure 10 Occurrence map for the case study nr.3, layer 10. 
  
170 Appendix 
Table 5 Classification of occurrence map: cell count and percentage cover for the observed classes in 




Layer 9 Layer 10 
Cell count % cover Cell count % cover 
no data 481 99.4% 482 99.6% 
0 0 1 33.3% 0 0.0% 
1 1-2 1 33.3% 0 0.0% 
2 3-4 1 33.3% 2 100.0% 
3 5-6 0 0.0% 0 0.0% 
4 7-8 0 0.0% 0 0.0% 
5 9-10 0 0.0% 0 0.0% 
 
 
Figure 11 Accuracy [m] map for the X component of case study nr.3, layer 1.  
Black dots represent GCPs, acquired by means of GPS in NRTK. 
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Figure 12 Accuracy [m] map for the Y component of case study nr.3, layer 1.  
Black dots represent GCPs, acquired by means of GPS in NRTK. 
 
Figure 13 Accuracy [m] map for the Z component of case study nr.3, layer 1.  
Black dots represent GCPs, acquired by means of GPS in NRTK. 
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Figure 14 Accuracy [m] map for the X component of case study nr.3, layer 2.  
Black dots represent GCPs, acquired by means of GPS in NRTK. 
 
Figure 15 Accuracy [m] map for the Y component of case study nr.3, layer 2.  
Black dots represent GCPs, acquired by means of GPS in NRTK. 
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Figure 16 Accuracy [m] map for the Z component of case study nr.3, layer 2.  
Black dots represent GCPs, acquired by means of GPS in NRTK. 
 
Figure 17 Accuracy [m] map for the X component of case study nr.3, layer 3.  
Black dots represent GCPs, acquired by means of GPS in NRTK. 
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Figure 18 Accuracy [m] map for the Y component of case study nr.3, layer 3.  
Black dots represent GCPs, acquired by means of GPS in NRTK. 
 
Figure 19 Accuracy [m] map for the Z component of case study nr.3, layer 3.  
Black dots represent GCPs, acquired by means of GPS in NRTK. 
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Figure 20 Accuracy [m] map for the X component of case study nr.3, layer 4.  
Black dots represent GCPs, acquired by means of GPS in NRTK. 
 
Figure 21 Accuracy [m] map for the Y component of case study nr.3, layer 4.  
Black dots represent GCPs, acquired by means of GPS in NRTK. 
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Figure 22 Accuracy [m] map for the Z component of case study nr.3, layer 4.  
Black dots represent GCPs, acquired by means of GPS in NRTK. 
 
Figure 23 Accuracy [m] map for the X component of case study nr.3, layer 5.  
Black dots represent GCPs, acquired by means of GPS in NRTK. 
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Figure 24 Accuracy [m] map for the Y component of case study nr.3, layer 5.  
Black dots represent GCPs, acquired by means of GPS in NRTK. 
 
Figure 25 Accuracy [m] map for the Z component of case study nr.3, layer 5.  
Black dots represent GCPs, acquired by means of GPS in NRTK. 
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Figure 26 Accuracy [m] map for the X component of case study nr.3, layer 6.  
Black dots represent GCPs, acquired by means of GPS in NRTK. 
 
Figure 27 Accuracy [m] map for the Y component of case study nr.3, layer 6.  
Black dots represent GCPs, acquired by means of GPS in NRTK. 
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Figure 28 Accuracy [m] map for the Z component of case study nr.3, layer 6.  
Black dots represent GCPs, acquired by means of GPS in NRTK. 
 
Figure 29 Accuracy [m] map for the X component of case study nr.3, layer 7.  
Black dots represent GCPs, acquired by means of GPS in NRTK. 
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Figure 30 Accuracy [m] map for the Y component of case study nr.3, layer 7.  
Black dots represent GCPs, acquired by means of GPS in NRTK. 
 
Figure 31 Accuracy [m] map for the Z component of case study nr.3, layer 7.  
Black dots represent GCPs, acquired by means of GPS in NRTK. 
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Figure 32 Accuracy [m] map for the X component of case study nr.3, layer 8.  
Black dots represent GCPs, acquired by means of GPS in NRTK. 
 
Figure 33 Accuracy [m] map for the Y component of case study nr.3, layer 8.  
Black dots represent GCPs, acquired by means of GPS in NRTK. 
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Figure 34 Accuracy [m] map for the Z component of case study nr.3, layer 8.  
Black dots represent GCPs, acquired by means of GPS in NRTK. 
 
Figure 35 Accuracy [m] map for the X component of case study nr.3, layer 9.  
Black dots represent GCPs, acquired by means of GPS in NRTK. 
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Figure 36 Accuracy [m] map for the Y component of case study nr.3, layer 9.  
Black dots represent GCPs, acquired by means of GPS in NRTK. 
 
Figure 37 Accuracy [m] map for the Z component of case study nr.3, layer 9.  
Black dots represent GCPs, acquired by means of GPS in NRTK. 
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Figure 38 Accuracy [m] map for the X component of case study nr.3, layer 10.  
Black dots represent GCPs, acquired by means of GPS in NRTK. 
 
Figure 39 Accuracy [m] map for the Y component of case study nr.3, layer 10.  
Black dots represent GCPs, acquired by means of GPS in NRTK. 
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Figure 40 Accuracy [m] map for the Z component of case study nr.3, layer 10.  
Black dots represent GCPs, acquired by means of GPS in NRTK. 
 
