We demonstrate a new approach to the development of many-body interatomic potentials for monoatomic metals with improved accuracy and reliability. The functional form of the potentials is that of the embedded atom method, but the new features are as follows: (1) The database used for the development of a potential includes both experimental data and a large set of energies of di erent alternative crystalline structures of the material generated by ab initio calculations. We introduce a re-scaling of interatomic distances in attempt to improve the compatibility between experimental and ab initio data. (2) The optimum parameterization of the potential for the given database is obtained by alternating the tting and testing steps. The testing step includes the comparison between the ab initio structural energies and those predicted by the potential. This strategy allows us to achieve the best accuracy of tting within the intrinsic limitations of the potential model. Using this approach we develop reliable interatomic potentials for Al and Ni. The potentials accurately reproduce basic equilibrium properties of these metals, the elastic constants, the phonon dispersion curves, the vacancy formation and migration energies, the stacking fault energies, and the surface energies. They also predict the right relative stability of di erent alternative structures with coordination number ranging from 12 to 4. The potentials are expected to be easily transferable to di erent local environments encountered in atomistic simulations of lattice defects.
Introduction
In spite of the greatly increased computer speeds the application of ab initio methods for atomistic simulation of materials is still limited to relatively small ensembles of atoms and, in molecular dynamics, relatively short simulation times. In contrast, the use of empirical or semi-empirical interatomic potentials makes it possible to simulate much larger systems (up to 10 7 -10 8 atoms) for much longer times and thus tackle such problems as plastic deformation, fracture or atomic di usion. For this reason there is and will probably always be a demand for realistic interatomic potentials, as there will always be a tendency to simulate as large systems as possible.
In this paper we propose a new approach to the development of reliable interatomic potentials for monoatomic metals based on a large set of experimental and ab initio data. As an application we develop accurate many-body potentials for Al and Ni, which are intended for atomistic simulations of internal defects in these metals, such as point defects, planar faults, grain boundaries and dislocations. The potentials can also be used for fracture simulations and, with some caution, simulations of surface phenomena. The choice of Al and Ni is dictated by the desire to test our approach for both simple (Al) and transition (Ni) metals. Furthermore, this work is a part of our current e ort to develop reliable interatomic potentials for ordered intermetallic compounds of the Ni-Al system. The present potentials for Al and Ni will be incorporated in the new potentials for the compounds.
In Section 2 of the paper we introduce our general approach to the development of interatomic potentials. We discuss the advantages and problems associated with using both experimental data and ab initio structural energies in one database. We also introduce a strategy of parameterization and optimization of interatomic potentials based on the separation of the tting and testing steps. Section 3 describes our database and further details of the parameterization, tting and testing procedures. In Section 4 we present the results of tting and testing the potentials for Al and Ni. In Section 5 we summarize our results and discuss possible applications of the potentials.
General approach
The potentials developed in this work are based on the formalism of the embedded atom method (EAM) 1, 2] . In this method the total energy of a monoatomic system is represented as E tot = 1 2 
Here V (r ij ) is a pair potential as a function of the distance r ij between atoms i and j, and F is the \embedding energy" as a function of the host \density" i induced at site i by all other atoms in the system. The latter is given by i = X j6 =i (r ij ); (2) (r ij ) being the \atomic density" function. The second term in Eq. (1) is volumedependent and represents, in an approximate manner, many-body interactions in the system. EAM potentials together with some other similar potentials 3, 4] are often referred to collectively as \glue model" potentials. All glue model potentials share the same general form given by Eqs. (1) and (2) and only di er in the functional forms of V (r), (r) and F( ). In this work we use very general forms of the potential functions with no reference to their original physical meaning. Thus, while we often use the terminology of the EAM, our potentials could as well be classi ed as glue model potentials.
Once the general form of the potential is chosen, the important issues become: how to choose the database for tting and how to parameterize and optimize the potential functions. We shall discuss these issues in order.
The importance of ab initio data in the development of interatomic potentials
Empirical potentials for monoatomic metals are typically tted to the experimental values of the equilibrium lattice parameter a 0 , the cohesive energy E 0 , three elastic constants, and the vacancy formation energy E f v . (For a non-cubic material this data set includes additional elastic constants and the equilibrium c=a ratio.) This basic set of properties is often complemented with planar fault energies, low-index surface energies, phonon frequencies and/or other data. Unfortunately, reliable experimental information on metal properties that can be directly linked to atomic interactions is very limited. Furthermore, most experimental properties represent the behaviour of the material in very small regions of con guration space. For example, the elastic constants and phonon frequencies are determined by small atomic displacements from the equilibrium lattice con guration. In contrast, in atomistic simulations the system is free to explore di erent atomic con gurations that can be quite far away from the regions represented by the experimental data. The question which then arises is: How accurately will the potential represent the energies of such \abnormal" con gurations? The accuracy of the potential over a range of con gurations, i.e. its transferability, obviously depends on whether the data points used for tting span a wide enough region of con guration space.
A possible way to expand the database is to include a set of atomic con gurations calculated by ab initio methods. For example, Ercolessi and Adams 5] have recently proposed developing glue model potentials by tting to both experimental data and ab initio atomic forces calculated for a large set of con gurations including crystals, liquids, surfaces and isolated clusters (force-matching method). Another possibility of incorporating ab initio data is to calculate a set of structural energies, i.e. energies of various crystalline structures of the same material with di erent lattice parameters. Such a set may include not only three-dimensional crystals but also slabs, layers or even atomic chains 6, 7] . In either case the incorporation of ab initio data can improve the accuracy and transferability of the potential dramatically by sampling regions of con guration space that are not accessible experimentally.
This recently emerged approach is very promising and may serve to bridge the existing gap between ab initio and empirical methods in materials simulations. It should be mentioned, however, that the simultaneous use of experimental and ab initio data in one database entails some problems. In particular, many ab initio methods tend to underestimate the equilibrium lattice parameters of crystals in comparison with experimental data. This tendency to underestimate interatomic distances introduces some degree of incompatibility between the ab initio structural energies and the experimental quantities, and makes one-to-one tting to the structural energies problematic. This applies equally to the force-matching method 5] where, again, the ab initio forces can be a ected by the previous tendency. In the present paper we shall address this problem by introducing a re-scaling of interatomic distances during the tting and testing of the potentials.
Optimization of the tting procedure
In some earlier studies the parameterization of the potential functions was based on simple functional forms re ecting, to some extent, their original physical meaning 2, 8, 9] . For example, V (r) was represented by a Morse function and (r) by a combination of power and exponential functions. An alternative approach, taken in the glue model 3, 4, 5] and followed in this work, is to use a basis set of cubic splines which, although having no physical foundation, o er plenty of parameters for tting.
For the development of an accurate potential it is important to have an optimum number of tting parameters for the chosen database. While the lack of tting parameters, and thus exibility, may a ect the accuracy of the potential, it is not good to have too many tting parameters either 6, 10] . As with any model potential, the general form of Eqs. (1) and (2) has certain physical limitations which cannot be overcome by including more parameters. Of course, having a su cient number of parameters one can t all points in the data set exactly, but the potential thus obtained will perform badly on con gurations other than those represented by the data set. Robertson et al. 6 ] have recently proposed a strategy which avoids the over tting of the database. They suggested splitting the database into two parts and using one part for tting and the other for testing the potential. If the root-mean-square (rms) deviation between the desired and predicted properties observed at the testing stage is considerably larger than the rms deviation achieved at the tting step, the database is probably over tted and the number of parameters should be reduced. Robertson et al. 6] and Payne et al. 10] have demonstrated that the rms deviation obtained while tting gives no indication of the accuracy of the potential; instead, it is the rms deviation obtained at the testing stage that gives the most meaningful measure of the quality of the potential.
The separation of the tting and testing steps suggests an algorithm for nding the optimum number of parameters. Thus, one can start with a small number of tting parameters and increase it gradually as long as both rms deviations decrease. Eventually, however, the rms deviation observed at the testing stage will stop decreasing and reach saturation, although the tting rms deviation may continue to decrease. At this point the process can be stopped because the introduction of new parameters will not lead to any further improvement of the potential. The occurrence of saturation indicates that we have approached the limit of accuracy dictated by the intrinsic shortcomings of the adopted potential model. Robertson et al. 6] have illustrated this strategy by tting di erent glue model potentials for Al to a large set of structural energies generated by ab initio pseudopotential calculations. In the present work we apply a similar strategy to establish the optimum number of tting parameters for our database.
3 Parameterization and tting procedures 3.1 Database for tting and testing
Experimental data
The experimental part of our database includes the following physical properties of Al and Ni: the equilibrium lattice parameter 11], the cohesive energy 12, 13], the elastic constants c 11 , c 12 and c 44 14] , and the vacancy formation energy 15, 16] (see Tables  1 and 2 ). These experimental values coincide with those employed by Voter and Chen 9] in the development of their EAM potentials for these elements. The potentials of Voter and Chen, which we refer to hereafter as VC potentials, have been widely used in atomistic simulations, although other EAM potentials for Al and Ni are also available (see e.g. Refs. 8, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27] ). We use the VC potentials as a reference for comparison with our potentials throughout the paper. It should be mentioned that the VC potentials were obtained as a part of the development of EAM potentials for L1 2 Ni 3 Al and were later incorporated in EAM potentials for B2 NiAl 28, 29, 30] . We can thus conveniently extend the comparison with VC potentials to our current work on Ni-Al intermetallics.
Additionally, our database includes the experimental values of the vacancy migration energy E m v 16, 31] , the intrinsic stacking fault energy SF 32] , and the experimentally measured phonon dispersion relations 33, 34, 35] . The saddle-point con guration arising during a vacancy jump represents an important region of con guration space which is not represented by any other properties. The local density at the jumping atom in the saddle-point con guration is usually lower than that at a regular lattice atom, while the distances to the nearest neighbours are considerably smaller 36]. Therefore the energy of this con guration, and thus E m v , measure the strength of pairwise repulsion between atoms at short distances. The atomic interaction in this regime is not tted properly in the traditional EAM scheme, with the consequence that EAM potentials typically underestimate E m v 30]. SF represents the relative stability of the hcp phase and determines the width of the dislocation dissociation on (111) plane. Realistic values of SF are thus critically important in simulations of plastic deformation and fracture. The agreement with experimental phonon frequencies is also essential, and moreover, is considered as a criterion of global reliability of an empirical potential 37].
Two more experimental properties included in the database were the surface energy s and the equation of state (EOS), i.e. the crystal energy as a function of the lattice parameter a. We did not t the potentials exactly to the energies of low-index planes (100), (110) Gillan 46] and smear out the electronic eigenvalues with a Fermi distribution at T = 2 mRy. We use a rather large basis set and k-point mesh, so that energies are converged to better than 0.5 mRy/atom. Aluminum-only calculations were carried out in spin-restricted mode, allowing no magnetic moment. Calculations involving Ni were carried out using the spin-polarized LSD by arti cially inducing a magnetic moment on the nickel ions in the starting charge density and iterating to self-consistency.
The comparison of the ab initio structural energies with those predicted by the EAM potential was performed as follows:
First, because the two types of calculation use di erent reference levels of energy, only energy di erences between di erent structures could be compared with one another. In order to make this comparison more illustrative, we simply shifted all ab initio energies by the amount of E 0 ?Ẽ 0 , where E 0 is the experimental cohesive energy of the fcc phase andẼ 0 is the ab initio energy per atom of an equilibrium fcc crystal. Due to this shift the ab initio calculations predict the right cohesive energy of the fcc phase by de nition. IfẼ(R) is the ab initio energy per atom of any other crystalline structure with a rst-neighbour distance R, then it is the quantity E 0 ?Ẽ 0 +Ẽ(R) that should be compared with the respective structural energy E(R) predicted by the EAM potential:
(3) Second, because of the LSD approximation our LAPW calculations tend to underestimate the interatomic distances in the crystal energy versus R dependence. This tendency manifests itself, in particular, in the underestimation of the equilibrium lattice parameter. Thus, for fcc Al and Ni our LAPW calculations predict a 0 = 3:988 A and 3.428 A, respectively (using the approximation by Birch's 47] EOS). Both values are on the lower side of the experimental lattice parameters a 0 = 4:050 A and 3.520 A, respectively. The ratio of the respective lattice parameters, or the equilibrium rst-neighbour distances R 0 = a 0 = p 2, equals = 0:985 for Al and 0.974 for Ni. This di erence in interatomic distances makes one-to-one comparison of ab initio and EAM-predicted structural energies, as suggested by Eq. (3), essentially inaccurate. In particular, for an equilibrium fcc crystal (R = R 0 ) we have the true cohesive energy E 0 in the left-hand side of Eq. (3) (because the EAM potential is t exactly to E 0 , see below) and the energy of a uniformly expanded crystal in the right-hand side. (For example, for Ni the excess energy associated with this expansion is about 0.04 eV/atom, which is larger than the energy di erence between the fcc and hcp phases.) In order to remove this inconsistency in a rst approximation, we modi ed Eq. (3) by re-scaling all distances in the right-hand side by a factor of : E(R) E 0 ?Ẽ 0 +Ẽ( R): (4) This relation becomes an identity when applied to the equilibrium fcc phase, and is expected to be more accurate than Eq. (3) when applied to other structures and R values. Although based on heuristic arguments rather than solid physical grounds, this re-scaling o ers a rst step in improving the one-to-one comparison scheme (Eq. (3)) used in previous studies 5, 6, 7] .
It should be mentioned that the re-scaling of interatomic distances can in uence some properties of the material predicted by ab initio calculations, in particular the elastic constants. It was therefore interesting to evaluate how the re-scaling changes such properties in comparison with experimental data. In cases where this comparison was possible, the e ect of the re-scaling was either insigni cant or favorable. For example, the elastic constants for Al predicted by our LAPW calculations are c 11 = 128 8, c 12 = 64 5 and c 44 = 39 5 GPa. These values are systematically higher than the experimental values listed in Table 1 . Because the elastic constants are proportional to the second spatial derivatives of energy, the re-scaling according to Eq. (4) results in multiplying them by factor 2 . This slightly reduces the elastic constants (c 11 = 124, c 12 = 62 and c 44 = 38 GPa) and makes them closer to the experimental values. Although the e ect is not very large, it can be taken as con rmation of the reasonable character of Eq. (4).
In accordance with Eq. (4) we used two type of structural energies for tting to or testing against each other:
1. Ab initio energies for a set of di erent structures with a xed rst-neighbour distance R, which constitutes a certain fraction f of the ab initio value of R 0 .
2. EAM-predicted energies for the same set of structures with a xed R equal to the same fraction f of the experimental value of R 0 .
Our ab initio data set included the fcc, hcp, bcc, simple hexagonal (sh), simple cubic (sc), L1 2 (fcc with one vacancy per simple cubic unit cell) and diamond structures. The hexagonal structural energies were taken with the ideal c=a ratio. For Al we also included the -W (A15) structure, for Ni this structure was not calculated because (6) Here r c is a common cut-o radius of both functions, and (x) = x=(1 + n x n ) is a cut-o function which serves to guarantee that both the rst and second derivatives of V (r) and (r) tend to zero as r ! r c . In this work we chose = 2 A ?1 and n = 4, while r c was treated as a tting parameter. Functions V s (r) and s (r) in Eqs. (5) and (6) = 9B 0 ; (10) 0 being the equilibrium atomic volume, V 0 m , V 00 m , 0 m , 00 m the respective derivatives of the functions at coordination shells. Eq. (9) expresses the condition of mechanical equilibrium of the crystal, while Eq. (10) relates the second derivative of E to the bulk modulus B. We can thus determine F 0 , F 0 0 and F 00 0 from Eqs. (9) and (10), respectively. Given these values, point ( 0 ; F 0 ) of the spline turns out to be xed, while F 0 0 and F 00 0 uniquely determine the boundary conditions of the spline. The number of tting parameters associated with the embedding function is therefore N 3 ? 2. Note that this scheme of parameterization provides an exact t of the potential to a 0 , E 0 and B. The basic equations (1) and (2) are known to be invariant under the transformations (r) ! s (r); F( ) ! F( =s) (11) and
(12) where s and g are arbitrary constants. Of special interest is the choice of g = F 0 0 , called the e ective pair scheme 48]; in this case F( ) has a minimum at 0 , which greatly simpli es all expressions for the elastic moduli and lattice force constants. In any case the invariance of the EAM model, expressed by Eqs. (11) and (12), reduces the number of free tting parameters by two. This reduction can be implemented by xing one node point in each of the spline functions V s (r) and s (r) at some arbitrary values. Thus, the total number of free tting parameters in our parameterization scheme equals N p = N 1 + N 2 + N 3 ? 5.
Fitting procedure
We used a computer code designed for tting the potential functions to a 0 , E 0 , B, c 11 , c 12 , phonon frequencies at the zone edge point X, unrelaxed values of E f v , E m v , SF , s (100), s (110) and s (111), an empirical EOS for any given set of lattice parameters, and the energies of several alternative structures with the same rst-neighbour distance as that in the equilibrium fcc phase (R 0 ). In this work the potentials were tted to the ab initio energies of the hcp, bcc and diamond structures using Eq. (4) for comparison; all other structural energies were left for the testing stage.
As mentioned above, our parameterization scheme guarantees an exact t to a 0 , E 0 and B. For all other properties we minimized the sum of relative squared deviations from the desired values with a certain weight assigned to each property. The minimization was performed using the simplex algorithm of Nelder and Mead 49] with many di erent starting conditions. The weights were used as a tool to control the priority of certain properties over others according to the reliability of the data points, the intended application of the potential, and the intrinsic shortcomings of the EAM model. Thus, the highest priority was given to the elastic constants, E f v , E m v , SF and the energies of the hcp and bcc structures. The phonon frequencies, the energy of the diamond structure and especially the surface energies were included with the lowest weights. The diamond structure has the lowest coordination number (z = 4) and shows the largest deviation from the ground state fcc structure in comparison with all other structures considered in this work. Although we did nd it necessary to sample this region of con guration space, the diamond structure was assigned a low weight for two reasons:
1. Eq. (4) is unlikely to be reliable at such extreme deviations from the fcc structure.
2. The occurrence of such low coordinations is less probable in simulations of internal defects in metals.
The empirical EOS of Rose et al. 39 ] was tted at 24 lattice parameters in the range from 0:8a 0 to 1:4a 0 , but again with a relatively small weight. We did not expect this universal EOS to be very accurate when applied to the speci c metals in study, particularly far from equilibrium. However, the exclusion of the empirical EOS from the data set resulted in drastic over tting of the database, and the EOS predicted by the potential attained additional in ection points or even local minima. It was therefore helpful to keep the empirical EOS in the database, even though with a small weight, so as to avoid the over tting and suppress the unphysical features in the predicted EOS. Because the program operated only with unrelaxed quantities, the tting to the relaxed values of E f v , E m v and SF was performed by trial and error. In this procedure one gains a good feeling for the relaxation energies after just a few trials and can achieve fairly good accuracy of tting in a reasonable number of iterations.
The optimum number of tting parameters for our database was established by alternating tting and testing as discussed in Section 2. To implement this strategy we had to generate a large set of potentials with di erent numbers (N p ) of tting parameters. Each potential was tested for the rms deviation between EAM-predicted and ab initio values of the structural energies other than those included in the tting database. While the rms deviation of tting decreased with N p , the rms deviation observed at the testing stage rst decreased, then reached a saturation, and nally increased. The potential corresponding approximately to the onset of the saturation was identi ed as the optimum potential.
Interatomic potentials for Al and Ni
The optimum potentials were found to be those with N 1 = 9, N 2 = 7, N 3 = 6 (thus N p = 17) for Al and N 1 = 9, N 2 = 7, N 3 = 5 (thus N p = 16) for Ni. They are shown in the e ective pair format in Fig. 1 . In this format both potentials have two local minima and are, in this respect, similar to the Al potential of Ercolessi and Adams 5]. The cuto radii are r c = 6:287 A for Al and 5.804 A for Ni. While the VC potentials limit the interactions to three coordination shells, our potentials include also the fourth, and the potential for Ni even includes the fth coordination shell. The e ective pair interaction with these new coordination shells is repulsive and, of course, very weak. The obtained potential functions are tabulated in Table 3 with 25 points per function. By applying some interpolation between the tabulated points the reader can reproduce the functions and use them for approximate calculations. For more accurate calculations, as those reported in this paper, the potentials were tabulated with 3000 points per function and the intermediate values were determined by means of cubic-spline interpolation. These potential les are available via the World Wide Web 50] or via e-mail at mishin@vt.edu.
In Tables 1 and 2 To provide an additional con rmation that the higher SF values represent the right trend, we have evaluated SF in Al by ab initio calculations. We used a 5-layer supercell which realized the stacking sequence : : : BCABCjBCABCjBCABC : : : with stacking faults separated by just 5 (111) layers. The unrelaxed stacking fault energy deduced from such calculations was 136 16 mJ/m 2 , which is comparable with the value of 157 mJ/m 2 obtained for the same supercell using our potential. In contrast, the VC potential predicts a relatively low SF value of 87 mJ/m 2 for this geometry.
An important success of our potentials is that they show good agreement with experimental phonon dispersion curves (Fig. 2) . Although only the phonon frequencies at point X were included in the tting database, all other frequencies are also reproduced with fairly good accuracy. The somewhat larger discrepancy observed for Al may have two sources:
1. Al is more di cult for the EAM model than many noble and transition metals.
This may be due to the unusually high electron density and thus extreme importance of many-body interactions, which are accounted for in the EAM model in an oversimpli ed manner.
2. Some mismatch between the slopes of the experimental and calculated dispersion curves in the long-wavelength regions (especially for the transverse branches in qq0] direction, see Fig. 2(a) ) indicates that there is some disagreement between the elastic constants that can be deduced from the experimental phonon dispersion curves, on one hand, and those obtained by ultrasonic measurements and used in our database, on the other hand.
The latter type of discrepancy has nothing in common with the intrinsic limitations of the EAM model. The Al potential of Ercolessi and Adams 5] also gives a good agreement with the experimental phonon frequencies. For all other Ni and Al potentials that could be tested in this work the agreement was considerably poorer. For self-interstitials, both our potentials and those of Voter and Chen predict the 100] dumbbell to be the lowest-energy con guration, in agreement with experimental data 53]. The non-split self-interstitial con guration in the octahedral position (O h ) turns out to be less favourable than the 100] dumbbell.
For large-angle grain boundaries our potentials predict higher energies in comparison with the VC potentials. This trend is illustrated in Tables 1 and 2 for the (111) twin and = 5 (210) and (310) 001] tilt boundaries. Another important quantity listed in the Tables is the unstable stacking fault energy us . The meaning of this quantity is illustrated in Fig. 3 , where we show 211]-sections of so-called -surfaces 54, 55] of Al and Ni on (111) plane. A -surface represents a plot of the planar fault energy as a function of the fault vector parallel to a certain crystalline plane. In our case, one half of the fcc crystal above a (111) plane was shifted rigidly with respect to the other half in 211] direction. The shift was implemented by small steps, and after each step the energy of the system was minimized with respect to atomic displacements normal to the (111) plane. Such displacements included both relative rigid-body translations of the two half-crystals and local atomic displacements in 111] direction. The excess energy associated with the planar fault shows two local minima (Fig. 3) : one at the perfect lattice position ( = 0) and the other at the shift vector 1 6 211] corresponding to the formation of an intrinsic stacking fault ( = SF ). The local maximum between the two minima represents an unstable con guration which is referred to as an \unsta-ble stacking fault". The unstable stacking fault energy, us , determines the activation barrier for dislocation nucleation and plays an important role in plastic deformation and fracture of metals 56] . The values of us predicted by our potentials are notably higher than those predicted by the VC potentials, and are expected to be more realistic. Qualitatively, however, the bahaviour of along the shift direction 211] is similar for all potentials considered here.
The surface energies predicted by our potentials came out to be higher than those predicted by the VC potentials. Both predictions, however, are generally on the lower side of the experimental values 38] and the results of ab initio calculations (see e.g.
Ref. 57]).
As an additional check of this trend, we have evaluated here an unrelaxed value of s (111) for Al using an 8-layer supercell consisting of 5 (111) atomic layers and 3 (111) layers of vacuum. While the result of LAPW calculations was s (111) = 974 mJ/m 2 , our potential and that of Voter and Chen gave 865 and 835 mJ/m 2 , respectively.
Historically, EAM potentials have been much more successful in accounting for the observed surface energies and surface relaxations/reconstructions than the previously used pair potentials. Nevertheless, EAM potentials are well known to underestimate surface energies consistently, the reasons probably being related to the large electron density gradients occurring at the surface. The recognition of this fact was the reason why we assigned surface energies a low weight, and focused the attention on the properties of internal defects.
In Fig. 4 we show the equations of state of Al and Ni, calculated with our potentials, in comparison with the results of ab initio calculations and the empirical EOS of Rose et al. 39] . The original ab initio energies were recalculated according to Eq. (4). For Al, the EAM-predicted EOS is very close to that of Rose et al. 39] ; it is also consistent with the ab initio data, with some small deviations in the region of large expansions. For Ni, however, the ab initio energy values show a signi cant deviation from the empirical EOS towards higher energies in the expansion region. A remarkable feature of our potential for Ni is that it does predict a very similar deviation in the same region, and is in much better agreement with the ab initio values than the empirical EOS. This discrepancy is not very surprising as the parameters for Rose's EOS were derived mainly from experimental data rather than ab initio calculations. Some results of ab initio calculations were used by Rose et al. for comparison. While these usually do follow a universal behavior, the ab initio values of E 0 , R 0 and B often di er from the respective experimental data. We, therefore, need not expect our ab initio data to follow Rose's universal EOS exactly.
In Table 4 we compare the ab initio structural energies of Al and Ni with those predicted by our potentials. This Table represents the ab initio data set used at the testing stage, except for the values marked by the asterisk. The rms deviation obtained at the testing stage was 0.06 eV for Al and 0.15 eV for Ni. These values correspond to the saturation limit discussed in the previous section; they measure the limits of accuracy achievable in predicting the structural energies of Al and Ni in the framework of the EAM model. It should be emphasized, however, that these rms deviations were obtained by averaging over not only di erent structures but also di erent rst-neighbour distances. More importantly, the accuracy in predicting the structural energies depends dramatically on the departure of the structures from equilibrium.
Indeed, Table 4 shows that for the rst-neighbour distance xed at R 0 the agreement between the ab initio and EAM-predicted energies is very good. In this case the potentials successfully represent the right dependence of the energy on the local coordination in a wide range of di erent environments. The agreement also remains reasonably good under strong compression (0:95R 0 ) and even stronger expansion (1:1R 0 ), but the discrepancies increase drastically. The variation of R 0 is a very important test of the potentials, because the local atomic con gurations arising in the core regions of crystalline defects may feature not only di erent \abnormal" coordinations but also distorted interatomic distances. It is noted that for Ni the strain gives rise to a larger discrepancy between ab initio and EAM-predicted energies than it does for Al. The latter feature is quite understandable: due to the higher bulk modulus of Ni, the same strain results in a larger increase in all structural energies of Ni in comparison with those of Al. Fig. 5 illustrates all these features; it also demonstrates that the scatter of the data points is basically random, i.e. there is no noticeable systematic deviation between the structural energies predicted by the potentials and those obtained by ab initio calculations. Table 5 summarizes the equilibrium rst-neighbour distances and cohesive energies calculated for di erent alternative crystalline structures of Al and Ni using our potentials. They were obtained by minimizing the crystal energies with respect to a hydrostatic strain. The energies of non-cubic structures were also minimized with respect to the c=a ratio. It should be emphasized that such constrained energy minimization does not guarantee that the structures obtained are truly stable or metastable. The calculation of the elastic constants of the structures reveals that some of them are elastically unstable. In Table 5 , the number of nearest neighbours in each structure, z, is also indicated. (Since the A15 structure includes two non-equivalent types of site, we give a value of z averaged over such sites.) As usual with the EAM model, the structures with lower coordination tend to be more compact (smaller R 0 ) and less stable (larger E 0 ). The A15 structure, however, demonstrates an exception to this rule, in that it turns out to be anomalously stable and has an unusually small R 0 . For Al, the A15 structure is predicted to have the next-lowest energy after the fcc phase, and to be almost as stable as the hcp phase. For Ni, the A15 structure is slightly less stable than the hcp and bcc structures, but again considerably more stable than all other structures listed in the Table 5 . For Al, we have additionally calculated the energies of the A15 structure at 10 di erent lattice parameters around the equilibrium by the LAPW method. The values R 0 = 2:540 A and E 0 = ?3:28 eV/atom evaluated from these data are in good agreement with our EAM predictions and con rm the remarkable stability of this structure.
It is interesting to compare our cohesive energies of di erent structures of Ni with the results of recent total-energy tight-binding calculations 58]. In Table 6 we make this comparison for those structures for which tight-binding cohesive energies are available. In addition to the structures considered previously, Table 6 includes A12 ( -Mn), A13 ( -Mn), and D0 3 (Fe 3 Al structure where Fe sites are occupied by Ni atoms while Al sites are vacant). For relatively simple structures, i.e. structures other than A12, A13 and A15, both types of calculation are consistent with the usual trend to greater stability (i.e. smaller E 0 ) of more compact structures (i.e. those with a larger coordination number z), as well as with the bond order concept (smaller energy per bond in more compact structures). There is good agreement between our energies and the tight-binding energies, although the latter show a tendency to some underbinding. In contrast, the cohesive energies obtained with the VC potential show considerable deviations from both previous data sets, with a noticeable tendency to overbinding. The \exotic" structures A12, A13 and A15 fall out of this trend, in that they show anomalously large stability. This behavior is consistent with the known fact that the number of rst-neighbour \bonds", z, is not always an adequate measure of compactness and stability of crystals, and that further neighbours should be also taken into account.
As a further test of transferability of our potentials to other, particularly non-cubic, environments it was interesting to study the energy behaviour along strong deformation paths. In Fig. 6 we show the energies of Al and Ni under a volume-conserving tetragonal strain along the so-called Bain path 59]. In the ab initio and EAM calculations the atomic volume was xed at the equilibrium value 0 predicted for the fcc phase by ab initio and EAM calculations, respectively. The minimum at c=a = 1 re ects the stability of the fcc phase, while the maximum observed at c=a = 1= p 2 corresponds to a non-equilibrium bcc phase. Although our potentials and those of Voter and Chen predict qualitatively the same behaviour of the energy, our potentials demonstrate much better agreement with ab initio results. Fig. 7 shows the calculated energy contour plot for Al along the Bain path including both hydrostatic and tetragonal distortions. The bcc structure, relaxed with respect to its atomic volume , corresponds to the saddle point in this plot. The elastic constants calculated for this structure satisfy the instability criterion c 11 < c 12 . These observations indicate that the bcc structure of Al is elastically unstable and, if allowed to evolve under the internal forces, either returns to the ground-state fcc structure or develops some further tetragonal distortion and turns to a metastable body-centered tetragonal (bct) structure. With reference to a bcc structure, the equilibrium c=a ratio of the bct structure equals 0.775, with the rst-neighbour distance R 0 = 2:774 A and the cohesive energy E 0 = ?3:30 eV/atom. Similar features are observed also for Ni, with the bcc structure being unstable and the bct structure with R 0 = 2:426 A, E 0 = ?4:34 eV/atom and c=a = 0:905 being metastable. In view of the good agreement observed in Fig. 6 , we can conclude that our predictions with regard to the instability of the bcc structures and metastability of the bct structures of Al and Ni are con rmed by the ab initio calculations. It is interesting to note that the equilibrium c=a ratios predicted for Al and Ni are close to and lie on the either side of the ideal ratio c=a = q 2=3 0:816 corresponding to an A a (or, which is equivalent, A6) crystalline structure with z = 10. The two known prototypes of this structure, -Pa (c=a 0:82) and -Hg (c=a 0:71), also show deviations from the ideal c=a ratio.
For Al, we also calculated the energy under a trigonal strain, again with the atomic volume xed at the respective equilibrium values for the fcc phase. In this case the primitive translation vectors of the structure are very good quantitative agreement with ab initio energies. In contrast, the VC potential shows strong deviations from the ab initio data, especially for the angles around the sc structure. The fact that the energy attains a local maximum at = 90 o re ect the elastic shear instability of the sc structure with c 44 < 0. In the contour plot of the energy versus and = 0 , which is not shown here, this structure corresponds to a saddle point. Returning to Fig. 1 , it is seen that the potentials show some wiggles, particularly in their tails. Moreover, the second derivatives of the potential functions, although continuous, show rapid changes around some points. These features typically accompany cubic-spline tting, and generally may lead to unphysical anomalies of some properties. Although no anomalous behaviour was ever found by the authors in any calculations reported here, the reader should be warned that further tests might, in principle, reveal some anomalies. The latter seems to be almost improbable while dealing with molecular static simulations, but the risk increases as one goes to quasi-harmonic calculations at high temperatures or any other methods that rely on smooth behaviour of higher derivatives.
Discussion and summary
As we mentioned in Introduction, interatomic potentials o er the only way to simulate large ensembles of atoms at present. While the rst atomistic simulations of this kind were based on pair potentials, by the late 1980s they were almost completely replaced by many-body potentials of the EAM type 2, 3]. The successes and limitations of such potentials have been recently discussed in Refs. 60, 61] . At present, there are a great number of EAM-type interatomic potentials available for di erent metals, alloys and intermetallic compounds. Although the quality of such potentials varies widely, a typical potential reproduces some basic physical properties of the material (such as the lattice parameter, cohesive energy, elastic constants, and the vacancy formation energy), but often fails to reproduce many other, also important properties, such as the vacancy migration energy, the stacking fault energy and so on. It should be clearly realized that the drawbacks of EAM potentials have two di erent sources:
1. The intrinsic shortcomings of the EAM model. Although very successful in accounting for the nature of metallic bonding, this simple model is based on certain approximations, which make it insu cient in many situations 60, 61].
2. The drawbacks of the traditional procedures for developing EAM potentials. Many such potentials are based on a small database of experimental properties and/or a small number of tting parameters, not to mention the failure to use modern algorithms for multi-dimensional parameterization.
For the second reason, many EAM potentials are less accurate than they could be within the intrinsic limitations of the EAM model. The abundance of such potentials and their use in many atomistic simulations has resulted in some under-appreciation of the EAM as such, and the appearance of the view that EAM potentials are only good for studying trends, but not for producing quantitative data. The chief objective of this paper was to demonstrate that one can increase the accuracy and reliability of EAM potentials dramatically by improving the procedures mentioned in point 2 above. In fact, due to such improvements one can eliminate almost all sources or error other than those dictated by the intrinsic limitations of the model. It then turns out that EAM potentials, at least for monoatomic metals, can reproduce many essential properties at a fairly good quantitative level. Moreover, within the region of con guration space sampled by the tting database, EAM potentials are capable of predicting the energies of di erent con gurations with an accuracy comparable with that of tight-binding or even ab initio calculations. The importance of such potentials cannot be overestimated. When an EAM potential is used in atomistic simulations, the computation time does not depend on the quality of the potential or the procedures by which it was generated. It therefore makes perfect sense to apply more elaborate tting schemes and develop potentials that represent physical properties of the material more accurately and over a larger range of con gurations.
The development of such potentials requires the use of a large data set including both experimental and ab initio data. Along with the traditional experimental quantities, the data set should include the vacancy migration energy, the stacking fault energy, a few short-wavelength phonon frequencies, and/or any other quantities for which reliable experimental information is available. It is suggested that the ab initio information be included in the form of the energies of di erent alternative crystalline structures, since such energies are very illustrative and can be conveniently generated using the supercell approach. The mismatch between the ab initio and experimental lattice periods can be taken care of by re-scaling interatomic distances according to Eq. (4), but better approximations can also be developed in the future. The structural energies improve the transferability of the potential by sampling a large region of con guration space that is of interest in atomistic simulations but is not accessible by experimental measurements.
Another important improvement is the strategy of parameterization based on the alternation of tting and testing steps 6, 10] . The potential can be parameterized by tting to the experimental data and part of the structural energies, while the other structural energies can be used for testing the potential. The rms deviation observed at the testing stage is the most meaningful criterion of quality of the potential. The optimum number of tting parameters (N p ) for the chosen database can be found by starting with a small N p and adding more parameters until the rms deviation of testing stops to decrease and reaches a saturation. The onset of the saturation indicates that the accuracy of the potential has approached the upper limit determined by the physical shortcomings of the EAM model. The potential corresponding to the onset of saturation is identi ed as the best potential for the given database. As a demonstration of this approach we have constructed EAM potentials for Al and Ni. The ab initio part of the database included the energies of 6 to 7 di erent crystalline structures, each with 3 di erent nearest-neighbour distances, generated by LAPW calculations. The hcp, bcc and diamond structural energies with the nearestneighbour distance of the equilibrium fcc phase were included in the tting database, while all other structural energies were used for testing the potentials. The potentials thus obtained represent the experimental values of the equilibrium and defect properties of Al and Ni with very good accuracy (Tables 1 and 2) , and even correctly reproduce the experimental phonon dispersion curves (Fig. 2) . Moreover, the potentials also reproduce the right energies of di erent crystalline structures in a wide range of coordination numbers (Table 3 , Fig. 5 ). For Ni, our potential predicts almost the same cohesive energies of di erent crystalline structures as the recent total-energy tight-binding calculations 58] ( Table 6 ). The energy behaviour under tetragonal and trigonal strains, obtained by ab initio calculations, is also nicely reproduced by our potentials (Figs. 6,  8 ). All these observations can be taken as a proof of good transferability of our potentials to various local environments encountered in atomistic simulations of lattice defects. Overall, it can be concluded that the potentials show excellent performance and predictive capacity at a quantitative level.
Di erent weights put on di erent properties take into account the strong and weak sides of the EAM 60, 61] and make our tting scheme more exible in constructing the best potential for a chosen spectrum of applications. The lowest weights are assigned to properties for which the experimental data are less reliable and/or which are represented by the EAM model less accurately due to its \intrinsic shortcomings". In developing our potentials we gave a priority to bulk properties in contrast to surface energies. Because the EAM model is less accurate for the calculation of surface energies than for bulk properties, it is not very clear whether one potential can perform equally well for both. While this question calls for further studies, we chose here to construct our potentials with emphasis on bulk properties and internal defects. In particular, since the potentials accurately reproduce the vacancy formation and migration energies, they can be good for simulations of di usion phenomena. They also reproduce the experimental values of intrinsic stacking fault energies and predict realistic unstable stacking fault energies, meaning that they are suitable for simulations of plastic deformation and fracture of Al and Ni. A prospective research topic is to study the behaviour of dislocations under applied shear stresses, particularly to calculate the Peierls stress, using these potentials. Other interesting applications of these potentials include simulations of grain boundary structure, intergranular fracture, grain boundary sliding, grain boundary di usion, and radiation damage of metals.
List of Tables   1 Properties of Al predicted Table 4 ). The lled circles indicate the energies tted as part of the development of the potentials, all other energies are predicted by the potentials. The line of perfect agreement (dotted line) is shown as a guide to the eye. 44 The energy contours along the Bain path, calculated using our EAM potential for Al. The contours are shown in every 0.012 eV/atom. The saddle point ( ) corresponds to the bcc structure, while the local minima ( ) correspond to the stable fcc and metastable bct structures. 
