We investigate random variables arising in occupancy problems, and show the variables to be negatively associated, that is, negatively dependent in a strong sense. Our proofs are based on the FKG correlation inequality, and they suggest a useful, general technique for proving negative dependence among random variables. We also show that in the special case of two binary random variables, the notions of negative correlation and negative association coincide.
Introduction
Informally speaking, random variables are said to be negatively dependent, if they have the following property: if any one subset of the variables is \high", then other (disjoint) subsets of the variables are \low". Such variables arise frequently in the analysis of algorithms, for which a stream of random bits in uences either the input or the execution of the algorithm. To give a more speci c example, we consider occupancy problems, where m balls are randomly allocated into n bins. Typical random variables of interest are the occupancy numbers B i , i 2 n], that is, the number of balls that are contained in bin i. The B i 's are dependent, since P i B i = m. The intuitive argument from above|if one of the B i 's is \large", the other variables are less likely to be \large" as well|suggests that they are negatively dependent. Occupancy problems arise in the analysis of algorithms from areas as diverse as dynamic load balancing 1], simulation of parallel computer models on realistic parallel machines 3], and distributed graph coloring 11].
Dependence among random variables makes the analysis of an algorithm more di cult, since independent random variables obey many simple laws that do not hold for dependent random variables. The well-known Cherno { Hoe ding bounds from the theory of large deviations are an excellent example in this respect. Much e ort has been made to salvage these sharp bounds in the more general situation under consideration; see, for example, 11, 13, 3, 8] . It turns out that one can apply the Cherno {Hoe ding bounds to sums of \strongly" negatively dependent random variables just as one would apply them to independent random variables; see Section 6. Hence, it is useful to establish negative dependence among random variables. However, this can be a hard task, and it is mostly accomplished by ad-hoc techniques. In this paper, we show that the FKG correlation inequality from the theory of partial orders can be a useful, general tool. We give simple proofs based on the FKG inequality, establishing negative dependence among random variables in three di erent settings. The results are not new, but we give new proofs that are more elegant than those appearing in the literature.
Our results involve a strong notion of negative dependence called negative association, which, in general, is much stronger than the better known negative correlation. In Section 5.1, we give a short proof that for the special case of two binary random variables, the two notions coincide. (This result can also be obtained by combining results in 5, 7] .)
We further deal with two di erent types of occupancy experiments. In the rst one, balls are thrown independently into bins|this gives rise to a (generalized) multinomial distribution for (B 1 ; : : : ; B n ). The B i 's are known to be negatively associated, 4]. In Section 5.3, we give a more direct proof of negative association for sums of the B i 's. In the second experiment, we assume that m < n, that bins contain at most one ball, and that each distribution of balls among the bins is equally likely to occur. This is the so-called Fermi{Dirac model, which can be viewed as a special case of the more general permutation distribution. We prove in Section 5.2 that random variables with a permutation distribution satisfy the negative association condition, a result already mentioned in 7] . In particular, it follows that the occupancy numbers in the Fermi{Dirac model are negatively associated.
The paper is organized as follows. A detailed description of the probabilistic experiments is given in Section 2. We review the notion of negative association and the FKG inequality in Sections 3 and 4, respectively. Our results are proved in Section 5, and we give an application of our results to a probabilistic analysis in Section 6. The joint distribution of (B 1 ; : : : ; B n ) in the Fermi{Dirac model is a special case of a permutation distribution for n random variables.
Experiments
De nition 1 Let n be a positive integer. We shall refer to either situation as a permutation distribution. However, this is not equivalent if the x i 's are not all distinct, which is the case needed in our application to the Fermi{ Dirac model.
Negative Dependence of Random Variables
We consider only discrete random variables. X = (X 1 ; : : : ; X n ) denotes a tuple of random variables X 1 ; : : :; X n ; we will assume that all expectations E h(X)] exist. 1 They use the term \expermutation" which we were not able to locate in the literature. Negative association of random variables is preserved under taking subsets, forming unions of independent sets, and forming sets of non-decreasing functions that are de ned on disjoint subsets of the random variables. The following proposition makes some of these very useful properties more precise, Remark 5 It is obvious from the de nition that two negatively associated random variables are negatively correlated. In general, the notion of negative association is much stronger than the notion of negative correlation; however, see Theorem 9.
4 The FKG Inequality
We recall some concepts from the theory of partial orders. If one of the functions is non-decreasing and the other is non-increasing, then the reverse inequality holds.
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It is helpful to view as a measure on L. Assuming that is not identically zero, we can de ne, for any f : L ! R, its expectation E f] := ( P x2L f(x) (x))=( P x2L (x)). In this notation, the FKG inequality asserts, for example, that for any log-supermodular and functions f; g : L ! R,
if one of the functions is non-decreasing and the other one is non-increasing. This should be taken not only as a formal similarity with De nition 3 but as an indication why the FKG inequality is at the core of many proofs of negative association among random variables.
Results on Negative Dependence

Negatively Correlated Coins Satisfy (?A)
As already mentioned in Remark 5, two random variables are negatively correlated if they are negatively associated. We now show that the converse is true if both variables are binary (that is, are \coins"); cf. Therefore, the desired result follows from the FKG inequality as soon as we have established log-supermodularity of . Again, there is only one nontrivial case to check, namely, x = (1; 1) and y = (0; 0) with x _ y = (1; 0) and x^y = (0; 1). However, for these elements, the log-supermodularity condition (4.1) is nothing else but (5.1), that is, log-supermodularity of is implied by the assumption that X; Y are negatively correlated. 2 
Permutation Distribution Satis es (?A)
In this paragraph, we prove that the indicator variables B 1 ; : : :; B n in the Fermi{Dirac model are negatively associated. We will prove the stronger result that random variables having the permutation distribution are negatively associated. Basically, this result already appears in 7, Theorem 2.11].
Here we give a new short proof of this result via the FKG inequality.
Theorem 10 Random variables having the permutation distribution are negatively associated.
Proof. We shall rst show that for any positive integer n, the permutation distribution on n] is negatively associated. Let J 1 ; : : :; J n have the permutation distribution on n]. Let Applying the FKG inequality, we conclude that J 1 ; : : :; J n are negatively associated. We deduce that for any reals x 1 ; : : :; x n , random variables X 1 ; : : :; X n having the permutation distribution on (x 1 ; : : :; x n ) are negatively associated. Indeed, X i = h i (J i ) := x J i are non-decreasing functions of distinct variables; hence, by Proposition 4(2), we conclude that any permutation distribution is negatively associated.
2
The desired result is now an immediate corollary.
Corollary 11 The indicator variables in the Fermi{Dirac model satisfy the negative association condition (?A).
Correlation Inequalitites for Sums of Occupancy Numbers
Correlations of the occupancy numbers B 1 ; : : : ; B n in our rst experiment are extensively studied in 4]; it turns out that (B 1 ; : : :; B n ) satisfy a number of negative dependence conditions, including negative association. By Proposition 4, this implies general correlation inequalities for non-decreasing functions of disjoint subsets of the occupancy numbers. We now show that correlation inequalities involving sums of these occupancy numbers can be obtained in a more direct way via the FKG inequality. j2 n] C j , and Theorem 14 allows to apply Cherno {Hoe ding bounds on f(A).
In 9], Mehlhorn and Priebe consider shortest path problems on complete digraphs (with loops) with respect to simple weight functions. On a graph with n vertices, for every vertex v and every integer j 2 n], there is exactly one edge of length j leaving v. Among other facts, Mehlhorn and Priebe use large deviation estimates for f(A) to deduce that on random simple weight functions, any algorithm for the single source shortest path problem has complexity (n log n) with high probability.
