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$\mathrm{V}\mathrm{C}$ Cram $\mathrm{m}\mathrm{e}\mathrm{r}$ Singer
Perceptron Prank
2
$X$ $Y=\{1,2., \cdots, k\}$ $f$ : $Xarrow Y$ $k$ $X=\Re^{n}$
$k$ $\mathrm{w}\in\Re^{n}$ $b_{1}\leq b_{2}\leq\cdots\leq b_{k-1}$ $\mathrm{b}=$ $(b_{1}, b_{2}, ...jb_{k-1})$
$f$




{-1, 1}- $B$ $k-1$ $g_{1},g_{2},$ $\ldots,$ $g_{k-1}$ $\text{ }$
$k$ $f$
$f=[(g_{1},1), (g_{2},2), \ldots, (g_{k-1}, k-1), (g_{k}, k)]$






$l$ $X$ $l$ $S=(\mathrm{x}_{1}, \mathrm{x}_{2}, \ldots,\mathrm{x}_{l})\in X^{l}$
$f\in F$ $fs=(f(\mathrm{x}_{1}), f(\mathrm{x}_{2}),$ $\ldots,$
$f(\mathrm{x}\iota))\in Y^{l}$






$|\cdot|$ $|\Pi_{F}(S)|=k^{m}$ $S$ $F$ shatter
$F$ shatter $F$ $\mathrm{V}\mathrm{C}$ $k$







1 (Rajaram et al. [7]) $d_{V}(\mathcal{R})=d_{V}(L)$
$d_{V}(\mathcal{R})=d\gamma(F_{\mathcal{L}})$ $\mathrm{V}\mathrm{C}$ 2
32
2 $\mathrm{V}\mathrm{C}$ $k$ Natarajan
$[5, 1]$ .
$Y\mathrm{x}Y$ {0, 1}-{ $\delta$ $i=j$ $\delta(i,j)=1$ $l$
$X$ $l$ $S=(\mathrm{x}_{1},\mathrm{x}_{2}, \ldots, \mathrm{x}\iota)\in X^{l}$ $I=(i_{1}, \mathrm{i}_{2}, \ldots, i_{l})\in Y^{l}$ $f\in F$




$\Pi_{I,F}(S)$ $=$ $\{fi,s : f\in F\}$
$\Pi_{f}(m)$ $=$
$S\in X^{m},I\in Y^{\mathrm{m}}\mathrm{m}\mathrm{a}\mathrm{x}|\Pi_{I,F}(S)|$





( ) $I=$ (il, $i2,$ $\ldots,$ il) $I_{i}=\{j : i_{j}=i\}$ $dv(B)$ $S=$
$(\mathrm{x}1,\mathrm{x}2, \ldots, \mathrm{x}l)$ $S_{i}=\{\mathrm{X}j : j\in I_{\dot{\theta}}\}$ Si $S$ $B$
$S$ $S_{\dot{\mathrm{t}}}-S$
$d_{G}(F_{B})\leq kd_{V}(\mathcal{B})$
3 $(k-1)n\leq d_{G}(Fc)\leq k(n+1)$
( ) 2 $\mathrm{V}\mathrm{C}$ $n+1$ $d_{G}(F_{\mathcal{L}})\leq k(n+1)$
$kn\geq d_{G}(F_{\mathcal{L}})$ $X=\{(x_{1},x_{2}, \ldots, x_{n}) : x_{i}\in\Re\}$ $x_{1}=0$
$.=*$ $\Re^{n-1}$
$\mathrm{V}\mathrm{C}$ $n$
shatter $n$ $S_{0}$ $S_{0}$ $x_{1}$ $\mathrm{i}$
$S_{i}$ So, $S_{1},$ $\ldots,$ $S_{k-2}$ $(k-1)n$ $S$
$I=(1,1, ..., 1, 2, 2, ..., 2, ..., k-1, k-1, ...,$ $\ -1)$$-\infty$ $\ovalbox{\tt\small REJECT}$
$n$ times $n$ times $n$ times
$\Pi_{I,F}(S)=\{0,1\}^{(k-1)n}$ $A\in\{0,1\}^{(k-1)n}$ Si
$x_{1}=i$ $g_{i}$ $S_{i}$ $n$
$A$
1 $g_{i}$ $x_{1}=i$
$(1, 0, 0, \ldots, 0)$ $S_{i+1}$




( ) 3 $X=\{(x_{1}, x_{2}, \ldots, x_{n}) : x_{i}\in\Re\}$ $x_{1}=0$
shatter $n$ $S_{0}$ $i=1,2,$ $\ldots,$ $k-1$ 1






$\Pi_{I,F}(S)=\{0,1\}^{n+k-1}$ $\mathrm{Q}$ $A=(a_{1}, a_{2}, \ldots, a_{n+k-1})\in\{0,1\}^{n+k-1}$ 8
3 $\mathrm{w}\in\Re^{n}$ $b_{1}\leq b_{2}\leq\ldots\leq b_{k-1}$
$f( \mathrm{x})=\min_{r\in Y}\{r:\mathrm{w}\cdot \mathrm{x}-b_{r}<0\}$ So $A$
1 $f’(\mathrm{x})=1$ $S_{i}=\{\mathrm{x}_{n+i}\}(i>0)$ $f(\mathrm{x}_{n+i})=i+1$
$(a_{n+1}, a_{n+2,)}\ldots a_{n+k-1})=(1_{1}1, \ldots, 1)$ , $fi,s=$ Alis 1) . $(a_{n+1},a_{n+2}, \ldots,a_{n+k-1})\neq(0,0,$ $\ldots$ ;
$f$ $b_{2},$ $b_{3},$
$\ldots,$
$b_{k-1}$. $b_{2}’,$ $b_{3}’,$ $\ldots,$ $b_{k-1}’$ $ff,s=A$
$b_{i}’=\{$
$b_{i}$ $(a_{n+i-1}=1)$
$b_{i-1}$ $(a_{n+i-1}=0,$ $i< \max\{j$ : $a_{n+j-1}=1\})$
$b_{i+1}$ $(a_{n+i-1}=0,$ $i> \max\{j$ : $a_{n+j-1}=1\})$














2(Ben-David et al. [1]) $F$ $X$ $k$ $D$ $X\mathrm{x}Y$
$(\mathrm{x}, i)\in X\mathrm{x}Y$ $D(\mathrm{i}|\mathrm{x})=1$ 0 $c>0$
$0<\epsilon,$ $\delta<1$
$m \geq\frac{\mathrm{c}}{\epsilon}(d_{G}(F)\log\frac{1}{\epsilon}+\log\frac{1}{\delta})$ (2)
$F$ $\epsilon$ $41^{\backslash }1$ $1-\delta$




$\phi \mathrm{I}\mathrm{J}(\mathrm{x}, y)\in X\mathrm{x}Y$ $f( \mathrm{x})=\min_{r\in Y}\{r:\mathrm{w}\cdot \mathrm{x}-b_{r}<0\}$ $\gamma((\mathrm{x},y),$ $f)$
$\gamma((\mathrm{x}, y),$ $f)= \min\{(\mathrm{w}\cdot \mathrm{x}-b_{r})y_{r}d\mathrm{e}f : r=1,2, \ldots, k-1\}$
$(y_{1}, y_{2}, \ldots,y_{k-1})=(\underline{1,1,\ldots,1}, -1, -1, \ldots, -1)$
$(y-1)tim\mathrm{e}s$
$S\subseteq X\rangle \mathrm{e}Y$ $f$ $m(S, f)$
$m(S, f)=de[$ $\min\gamma((\mathrm{x}, y),$ $f)$
$(\mathrm{x},y\rangle\in S$
Perceptron [4] Crammer
Singer[3] Perceptron Prank $(\mathrm{E}1)$
$\hat{\{}/$ $y$ $|?\hat{\prime}-y|$ Crammer Singer[3]
3(Crammer and Singer [3]) $(\mathrm{x}^{1}, y^{1}),$ $(\mathrm{x}^{2},y^{2}),$ $\ldots,$ $(\mathrm{x}^{T},y^{T})$
$||(\mathrm{w}^{*}, b_{1}^{*}\dot,b_{2}^{*}, \ldots, b_{k-1}^{*})||=1$ $f( \mathrm{x}\rangle=\min_{r\in Y}\{r:\mathrm{w}^{*}\cdot \mathrm{x}-b_{r}^{*}<$




: $\mathrm{w}=0,$ $\mathrm{b}=(b_{1}, b_{2}, \ldots, b_{k-1})=(0,0, \ldots, 0)$ 4. $\mathrm{w}$ $\mathrm{b}$
(a) $\tau=(\tau_{1}, \tau_{2}, \ldots, \tau_{k-1}.)$
1. $\mathrm{x}\in X$









3 Perceptron Novikoff [6]
$S$ $m(S, f)<0$ $f$
4 $(\mathrm{x}^{1}, y^{1}),$ $\ldots,$ $(\mathrm{x}^{T}, y^{T})$ $||(\mathrm{w}^{*}, b_{1\}}^{*}b_{2}^{*}, \ldots, b_{k-1}^{*})||=1$
$f( \mathrm{x})=\min_{r\in Y}\{r:\mathrm{w}^{*}\cdot \mathrm{x}-b_{r}^{*}<0\}$
$\urcorner \mathrm{x}\backslash$
$S$ $y^{t}$ $f(\mathrm{x}^{t})$ $S’=\{(\mathrm{x}^{1}, f(\mathrm{x}^{1}\rangle), \ldots, (\mathrm{x}^{T}, f(\mathrm{x}^{T}))\}$
$S$ $f$
$\sum_{t=1}^{T}|f(\mathrm{x}^{t})-y^{t}|$ $L$ S $f$ $\gamma>0$
$2_{\backslash }$ Prank $(k-1)(R^{2}+1)/\gamma^{2}+2L(1+\sqrt{R^{2}+1}/\gamma)$
$R^{2}= \max_{t}||\mathrm{x}^{t}||^{2}=\max_{\ell}\sum_{i=1}^{n}(x\mathrm{z})^{2}$
( ) $\mathrm{b}^{*}=(b_{1}^{*}, b_{2}^{*}, \ldots, b_{k-1}^{*})$ $\mathrm{v}^{*}=(\mathrm{w}^{*}, \mathrm{b}^{*})$ Prank
$(\mathrm{x}^{\mathrm{f}}, y^{t})$
$\mathrm{v}=(\mathrm{w},\mathrm{b})$ $\tau$
$\mathrm{v}^{t}=(\mathrm{w}^{t}, \mathrm{b}^{t})$ $\tau^{t}.\text{ }$
$\mathrm{v}^{*}\cdot \mathrm{v}^{t+1}=\mathrm{v}^{*}\cdot \mathrm{v}^{t}+\sum_{\tau=1}^{k-1}\tau_{r}^{t}(\mathrm{w}^{*}\cdot \mathrm{x}^{t}-b_{r}^{*})$ (3)
$\mathrm{y}^{t}=(y_{1}^{t}, \ldots, y_{k-1}^{t})=(\underline{1,\ldots,1} , -1, \ldots, -1)_{\backslash }$
$\mathrm{y}^{*}=(y_{1}^{*}, \ldots,y_{k-1}^{*})=$
$( \underline{1,\ldots,} 1 , -1, \ldots-j1)$
$(y^{\mathrm{t}}-1)\ell ime\mathit{8}$
$(f(\mathrm{x}^{t}\}-1)tim\mathrm{e}s$.
$(\mathrm{x}^{t},y^{t})\}_{\llcorner x\gamma\backslash }^{arrow}$ $f$
$h^{t}$ 2 $\text{ }$ }$\backslash$ $\mathrm{y}^{t}$ $\mathrm{y}^{*}$ $\text{ }..\text{ }$
$h^{i}$ (3) 2 $\tau_{r}^{t}\neq 0$ $y_{r}^{t}=\tau_{r}^{t}$ $y_{r}^{*}(\mathrm{w}^{*}\cdot \mathrm{x}^{t}-b_{r}^{*})\geq\gamma$
$\phi \mathrm{I}\mathrm{J}(\mathrm{x}^{t}, y^{t})$ Prank $n^{t}$ {f
$\sum_{r=1}^{--}\tau_{r}^{t}(\mathrm{w}^{*} . \mathrm{x}^{t}-b_{r}^{*})$
$=$




$2S’$ \Phi $\gamma\geq 0$ $\sim 2_{\alpha}$
$5\mathrm{G}$
$\geq$ $(n_{t}-h_{t})\gamma-$ $\sum$ $|\mathrm{w}^{*}.$ $\mathrm{x}^{t}-b_{r}^{*}|$
$\tau_{r}^{\mathrm{t}}\neq 0,y_{f}^{\mathrm{t}}\neq y_{f}$
.
$=$ $(n_{t}-h_{t})\gamma-$ $\sum$ $|\mathrm{v}^{*}\cdot(\mathrm{x}^{t}, -1_{r})|$
$\tau_{f}^{t}\neq 0,|J_{r}^{\mathrm{t}}\neq v_{r}^{*}$
$\geq$ $(n_{t}-h_{t})\gamma-$ $\sum$ $||\mathrm{v}^{*}||||(\mathrm{x}^{\ell}, -1_{r})||$
$.r_{r}^{\mathrm{t}}\neq 0,y_{r}^{t}\neq y_{\tau}^{*}$
$\geq$ $(n^{t}-h^{t})\gamma-h_{t}\sqrt{R^{2}+1}$ (4)
$1_{r}$ $r$ 1 0 $(k-1)$
(3) (4)
$\mathrm{v}^{*}.$ $\mathrm{v}^{T+1}\geq\gamma\sum_{t=1}^{T}(n^{\mathrm{f}}-h^{t})-\sqrt{R^{2}+1}\sum_{\mathrm{t}=1}^{T}h_{l}=\gamma.\sum_{t=1}^{T}n_{t}-L(\gamma+\sqrt{R^{2}+1})$
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