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Abstract
In this paper skew constacyclic codes over finite non-chain ring R = Fpm +
uFpm +vFpm , where p is an odd prime and u
2 = u, v2 = v, uv = vu = 0 are studied.
We show that Gray image of a skew α-constacyclic cyclic code of length n over R
is a skew α-quasi-cyclic code of length 3n over Fq of index 3. It is also shown that
skew α-constacyclic codes are either equivalent to α-constacyclic codes or α-quasi-
twisted codes over R. Further, the structural properties of skew constacyclic over
R are obtained by decomposition method.
Key Words : Skew polynomial ring; Skew constacyclic code; α-quasi-twisted code; Gray
map; Idempotent generator; Chain ring.
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1. Introduction
Codes over finite rings have been received remarkable attention for last six decades. One
of the most important class of linear code is cyclic code and in more general constacyclic
code. It plays crucial role in the theory of error-correcting codes and can be implemented
easily by using shift registers and consequently, it is the most used codes by engineers.
Earlier, linear codes were studied over finite commutative rings by researchers for a long
time. But later, in 2007, Boucher et al. [1] generalized the concept of cyclic code over a
non-commutative ring namely skew polynomial ring F [x; θ]; where F is a finite field and
θ is an automorphism on the field F . Boucher et al. [1] and Boucher & Ulmer [3] studied
skew cyclic codes by assuming that elements of the field are not commuting with the
indeterminate x and constructed some linear codes better than previously known best
codes. In fact, they have considered skew cyclic codes by taking an automorphism whose
order is a factor of the length of the code. By relaxing the above said restriction, Siap
et al. [7] studied the structural properties of skew cyclic codes of arbitrary length and
found that a skew cyclic code is equivalent to either a cyclic code or a quasi-cyclic code
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over Fq + vFq where v
2 = v. In 2008, Boucher et al. [2] extended the concept of skew
polynomial ring over Galois ring and studied the skew constacyclic code over Galois ring.
One of the challenging task to deal with Galois ring is that the polynomial ring may
not be left and right Euclidean and that insist to consider those kind of ideals which are
generated by monic polynomials. In 2012, Jitman et al. [6] introduced skew constacyclic
codes over the skew polynomial ring whose coefficients are taken from finite chain rings,
particularly over the ring Fpm +uFpm where u
2 = 0. Very recently, in 2017, Gao et al. [5]
studied skew constacyclic codes over Fq + vFq with v
2 = v. Motivated by these works, in
this article, we discuss skew constacyclic code over Fq + uFq + vFq where q = p
m, p an
odd prime and u2 = u, v2 = v, uv = vu = 0.
Throughout this work, R represents Fq+uFq+vFq where q = p
m, p an odd prime and
u2 = u, v2 = v, uv = vu = 0. The ring R is said to be a principal ideal ring if every ideal
of R is generated by one element. R is said to be a local ring if it has unique maximal
ideal and chain ring if its ideals forms a chain under set inclusion. Note that R is a
principal ideal ring with characteristic p and cardinality q3. Also R is a finite commuta-
tive semi-local and non-chain ring having three maximal ideals 〈1−u〉, 〈1−v〉 and 〈u+v〉.
We consider the automorphism θt : Fq → Fq defined by θt(a) = a
pt and this can be
extended to R as θt(a + ub + vc) = a
pt + ubp
t
+ vcp
t
for a, b, c ∈ Fq. In this case, the
order of the automorphism is | θt |=
m
t
= k (say). The invariant subring under the
automorphism θt is Fpt + uFpt + vFpt. For the automorphism θt on R the set R[x; θt] ={
a0 + a1x + · · · + an−1x
n−1 | ai ∈ R for i = 1, 2, 3, ..., n
}
forms a ring under the usual
addition of polynomials and the multiplication of polynomials, denoted by ∗, defined
with respect to axi ∗bxj = aθit(b)x
i+j . This is a non-commutative ring unless θt is identity
and known as skew polynomial ring. We recall that a linear code of length n is an
R-submodule of Rn and members of the code are called codewords.
Definition 1.1. Let α = α1+uα2+vα3 be a unit in R where αi ∈ Fpt \
{
0
}
for i = 1, 2, 3.
A linear code C of length n over R is said to be a skew α-constacyclic code with respect
to the automorphism θt if and only if C is invariant under the skew α-constacyclic shift
operator τα : R
n →Rn, defined by τα(c1, c2, ..., cn) = (αθt(cn), θt(c1), .., θt(cn−1)), i.e, C is
a skew α-constacyclic code if and only if τα(C) = C. This code becomes skew cyclic code
when α = 1 and skew negacyclic code when α = −1.
Definition 1.2. A code C of length mn over Fq is said to be a skew α-quasi-cyclic code
of index m if pim(C) = C, where pim is the skew α-quasi-cyclic shift on (F
n
q )
m define by
pim(a
1 | a2 | ... | am) = (τα(a
1) | τα(a
2) | ... | τα(a
m)).
The results of this paper have been organized as follows: In section 2, we define Gray
map and describe the Gray image of skew constacyclic code over R. Section 3 gives
some important results on linear codes while section 4 discusses skew constacyclic over
R. In section 5, we study some structural properties of skew constacyclic codes over R
and finally present two examples to support the derived results. Section 6 concludes the
paper.
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2. Gray map and Gray image of skew constacyclic code over R
Recall that for any a ∈ Rn the Hamming weight wH(a) defined by the number of
non-zero components in a. The Hamming distance between a and b in Rn defined
by dH(a, b) = wH(a − b) and Hamming distance for a code C is defined by dH(C) =
min
{
dH(a, b) | a 6= b, ∀a, b ∈ C
}
. The Lee weight of any element r = (r1, r2, . . . , rn) ∈ R
n
is define by wL(r) =
∑n
i=1wL(ri) where wL(ri) = wH(ai, ai + bi, ai + ci) for ri =
ai + ubi + vci ∈ R, i = 1, 2, . . . , n. The Lee distance for the code C is defined by
dL(C) = min
{
dL(a, b) | a 6= b, ∀a, b ∈ C
}
where dL(a, b) is Lee distance between a
and b with dL(a, b) = wL(a− b).
We define the Gray map Φ : R → F 3q by Φ(a + ub + vc) = (a, a + b, a + c) where
a, b, c ∈ Fq. It is checked that this map is a linear and can be extended in natural way to
Rn as Φ : Rn → F 3nq define by Φ(r1, r2, . . . , rn) = (a1, a2, . . . , an, a1+ b1, . . . , an+ bn, a1+
c1, . . . , an + cn) where ri = ai + ubi + vci ∈ R for i = 1, 2, . . . , n.
By definition of Gray map, the following theorem can be easily proved:
Theorem 2.1. The Gray map Φ is Fq-linear isometry (or distance preserving) map from
Rn(Lee distance) to F 3nq (Hamming distance).
Theorem 2.2. If C is [n, k, dL] linear code over R, then Φ(C) is [3n, k, dL] linear code
over Fq.
Proof. By Theorem 2.1, Φ is a linear map, so Φ(C) is a linear code over Fq. Since Φ is
distance preserving as well as bijection, therefore Φ(C) has same minimum distance and
dimension as C.
Lemma 2.1. Let Φ be the Gray map from Rn to F 3nq , τα be the skew α-constacyclic shift
and pi3 be the skew α-quasi-cyclic shift operator as defined above. Then Φτα = pi3Φ.
Proof. Let r = (r1, r2, . . . , rn) ∈ R
n where ri = ai + ubi + vci ∈ R for i = 1, 2, . . . , n.
Then
Φ(r1, r2, . . . , rn) = (a1, a2, . . . , an, a1 + b1, . . . , an + bn, a1 + c1, . . . , an + cn)
Applying pi3, we have
pi3(Φ(r)) = (αa
pt
n , a
pt
o , . . . , a
pt
n−1, αa
pt
n + αb
pt
n , . . . , a
pt
n−1 + b
pt
n−1, αa
pt
n + αc
pt
n , .
.., ap
t
n−1 + c
pt
n−1).
On the other hand,
τα(r) = (αθt(rn), θt(r0), . . . , θt(rn−1))
=⇒ Φ(τα(r)) = (αa
pt
n , a
pt
o , . . . , a
pt
n−1, αa
pt
n + αb
pt
n , . . . , a
pt
n−1 + b
pt
n−1, αa
pt
n + αc
pt
n , .
.., ap
t
n−1 + c
pt
n−1).
Therefore, Φτα = pi3Φ.
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Theorem 2.3. A linear code C of length n is a skew α-constacycilc over R if and only
if Φ(C) is a skew α-quasi-cyclic code of length 3n over Fq of index 3.
Proof. Let Φ(C) be a skew α-quasi-cyclic code of length 3n over Fq of index 3. Then
pi3(Φ(C)) = Φ(C). By Lemma 2.1, we have Φ(τα(C)) = Φ(C) ⇒ τα(C) = C as φ is
injective. Hence C is a skew α-contacyclic code over R.
Conversely, suppose C is a skew α-contacyclic code of length n over R, then τα(C) = C.
Applying Φ, we have Φ(τα(C)) = Φ(C) and by Lemma 2.1, pi3(Φ(C)) = Φ(C). Hence, Φ(C)
is a skew α-quasi-cyclic code of length 3n over Fq of index 3.
3. Linear code over R
Let B1, B2 and B3 be linear codes and following [4], we define
B1 ⊗B2 ⊗B3 =
{
(b1, b2, b3) | bi ∈ Bi ∀ i = 1, 2, 3
}
and
B1 ⊕ B2 ⊕B3 =
{
b1 + b2 + b3 | bi ∈ Bi ∀ i = 1, 2, 3
}
.
We observed that any element a + ub + vc ∈ R can be written as a + ub + vc =
(1− u− v)a+ u(a+ b) + v(a+ c). Let C be a linear code of length n over R and let
C1 =
{
a ∈ F nq | a+ ub+ vc ∈ C for some b, c ∈ F
n
q
}
;
C2 =
{
a+ b ∈ F nq | a+ ub+ vc ∈ C for some c ∈ F
n
q
}
;
C3 =
{
a+ c ∈ F nq | a+ ub+ vc ∈ C for some b ∈ F
n
q
}
.
Then C1, C2 and C3 are linear codes of length n over Fq and C can be uniquely expressed
as C = (1− u− v)C1 ⊕ uC2 ⊕ vC3.
Now, we present some generalize results over R based on the results from [4]. These
results can be proved easily by following the same procedure of proof as given in [4].
Theorem 3.1. If C be a linear code of length n over R, then Φ(C) = C1 ⊗ C2 ⊗ C3 and
| C |=| C1 || C2 || C3 |= q
3n−
∑
3
i=1
fi(x) where f1(x), f2(x), f3(x) are generators of C1, C2 and
C3 respectively.
Corollary 3.1. If G1, G2, G3 are generator matrices of C1, C2 and C3 respectively, then C
has generator matrix G as
G =

(1− u− v)G1uG2
vG3

 .
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Corollary 3.2. Let C = (1 − u − v)C1 ⊕ uC2 ⊕ vC3 be a linear code of length n over R
where Ci is [n, ki, d(Ci)] linear code over Fq for i = 1, 2, 3. Then Φ(C) is [3n, k1 + k2 +
k3, min
{
d(C1), d(C2), d(C2)
}
] linear code over Fq.
For a code C dual code is denoted by C⊥ and defined as C⊥ =
{
x ∈ Rn | x.y = 0 ∀ y ∈
C
}
where inner product for any two codewords x = (x1, x2, ..., xn), y = (y1, y2, ..., yn) in
Rn is define by x.y =
∑n
i=1 xiyi. The code C is said to be self-dual code if and only if
C⊥ = C.
Theorem 3.2. Let C be a linear code of length n over R. Then Φ(C⊥) = Φ(C)⊥. Further,
C is self-dual if and only if Φ(C) is so.
Proof. For any s1 = a1+ub1+vc1 ∈ C and s2 = a2+ub2+vc2 ∈ C
⊥ where a1, a2, b1, b2, c1, c2 ∈
F nq , then s1.s2 = 0, and this implies a1a2 = 0, b1b2+a1b2+a2b1 = 0, c1c2+a1c2+a2c1 = 0.
Now, Φ(s1).Φ(s2) = 3a1a2+b1b2+a1b2+a2b1+c1c2+a1c2+a2c1 = 0. Then Φ(C
⊥) ⊆ Φ(C)⊥.
Again, by Theorem 2.2, | Φ(C⊥) |=| Φ(C)⊥ |, and therefore, Φ(C⊥) = Φ(C)⊥.
Also, if C is self-dual ⇔ C⊥ = C ⇔ Φ(C⊥) = Φ(C) ⇔ Φ(C)⊥ = Φ(C) ⇔ Φ(C) is self-
dual.
Theorem 3.3. Let C = (1 − u − v)C1 ⊕ uC2 ⊕ vC3 be a linear code of length n over R.
Then C⊥ = (1− u− v)C⊥1 ⊕uC
⊥
2 ⊕ vC
⊥
3 . Further, C is self-dual if and only if C1, C2, C3 are
self-duals.
Proof. Let Ĉ1 =
{
a ∈ F nq | a + ub + vc ∈ C
⊥ for some b, c ∈ F nq
}
, Ĉ2 =
{
a + b ∈ F nq |
a+ub+vc ∈ C⊥ for some c ∈ F nq
}
, Ĉ3 =
{
a+c ∈ F nq | a+ub+vc ∈ C
⊥ for some b ∈ F nq
}
.
Then C⊥ can be uniquely expressed as C⊥ = (1−u−v)Ĉ1⊕uĈ2⊕vĈ3. Obviously, Ĉ1 ⊆ C
⊥
1 .
Also, for any s ∈ C⊥1 ⇒ s.a = 0 ∀a ∈ C1. Let r = (1 − u − v)a + ub + vc ∈ C where
b, c ∈ F nq . Then (1 − u − v)s.r = 0 ⇒ (1 − u − v)s ∈ C
⊥. By uniqueness of C⊥, s ∈ Ĉ1.
Therefore, C⊥1 ⊆ Ĉ1. Hence C
⊥
1 = Ĉ1. Similarly we can see that C
⊥
2 = Ĉ2, C
⊥
3 = Ĉ3. Thus
C⊥ = (1− u− v)C⊥1 ⊕ uC
⊥
2 ⊕ vC
⊥
3 .
Let C be self-dual. Then C⊥ = C ⇒ Φ(C⊥) = Φ(C) ⇒ C⊥1 ⊗ C
⊥
2 ⊗ C
⊥
3 = C1 ⊗ C2 ⊗ C3 by
Theorem 3.1. Therefore, Ci = C
⊥
i ∀ i = 1, 2, 3, i.e, C1, C2, C3 are self duals.
Conversely, if C1, C2, C3 are self-duals, then C
⊥ = C. Therefore, C is self-dual.
4. Skew constacyclic codes over R
Since R[x; θt] is non-commutative, 〈x
n−α〉 is not a two sided ideal of R[x; θt] and hence
Rn =
R[x;θt]
〈xn−α〉
is not a ring in general. It can be checked that the center of R[x; θt] is
Z(R[x; θt]) = (Fpt + uFpt + vFpt)[x
k] and xn − α ∈ Z(R[x; θt]) if and only if k divides
n. Therefore, Rn becomes a ring only when k divides n. However, Rn is a left R[x; θt]−
module even k does not divide n, where left module multiplication is define by r(x)(f(x)+
〈xn − α〉) = r(x)f(x) + 〈xn − α〉 for f(x), r(x) ∈ R[x; θt].
To identify each codeword of length n of Rn with a polynomial in Rn =
R[x;θt]
〈xn−α〉
, we define
an R-module isomorphism from Rn to Rn by
(r0, r1, ..., rn−1) 7−→ r0 + r1x+ · · ·+ rn−1x
n−1
With this identification we can easily prove the following result:
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Theorem 4.1. A code C of length n over R is a skew α-constacyclic code if and only if
the corresponding polynomial representation in Rn is a left R[x; θt]-submodule of Rn.
For this section, we consider α = α1 + uα2 + vα3 be a unit in R where αi ∈ Fpt \
{
0
}
such that α2 = 1 (i.e, α = 1,−1, 1−2u,−1+2u, 1−2v,−1+2v, 1−2u−2v,−1+2u+2v).
To discuss some results on skew α-constacyclic codes over R, we consider a map
ρ :
R[x; θt]
〈xn − 1〉
→
R[x; θt]
〈xn − α〉
defined by
ρ(f(x)) = f(αx)
Let n be an odd integer. If
f(x) = g(x) mod (xn − 1)
⇔ f(x)− g(x) = h(x) ∗ (xn − 1) for some h(x) ∈ R[x; θt]
⇔ f(αx)− g(αx) = h(αx) ∗ (αnxn − 1)
= h(αx) ∗ (αxn − α2)(as αn = α for odd n)
= αh(αx) ∗ (xn − α)
⇔ f(αx) = g(αx) mod (xn − α).
This shows that ρ is well defined as well as one-one. Moreover, ρ is onto and left R[x; θt]-
module homomorphism. Towards above remark, we have the following results:
Theorem 4.2. If n is an odd integer, then ρ is a left R[x; θt]-module isomorphism.
Corollary 4.1. Let C be a skew cyclic code of odd length n over R, then ρ(C) is skew
α-constacyclic code of length n over R.
Theorem 4.3. Let C be a skew α-constacyclic code of length n over R and gcd(n, k) = 1.
Then C is a α-constacyclic code of length n over R.
Proof. Since gcd(n, k) = 1, so there exits two integers L, T such that Ln + Tk = 1.
Therefore, we can choose an integer D > 0 such that Tk = 1 + Dn. Let c(x) = c0 +
c1x+ · · ·+ cn−1x
n−1 ∈ C. As C is a skew α-constacyclic code and x ∗ c(x) represents skew
α-constacyclic shift of the codeword c(x), so x ∗ c(x), x2 ∗ c(x), ..., xTk ∗ c(x) are belong
to C, where
xTk ∗ c(x) = xTk ∗ (c0 + c1x+ · · ·+ cn−1x
n−1)
= θTkt (c0)x
Tk + θTkt (c1)x
Tk+1 + · · ·+ θTkt (cn−1)x
Tk+n−1
= c0x
1+Dn + c1x
2+Dn + · · ·+ cn−1x
Dn+n
= αD(c0x+ c1x
2 + · · ·+ cn−2x
n−1 + αcn−1) (as in Rn, x
n = α)
=⇒ αDxTk ∗ c(x) = c0x+ c1x
2 + · · ·+ cn−2x
n−1 + αcn−1 ∈ C (as α
2 = 1)
This proves that C is a α-constacyclic code of length n over R.
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Corollary 4.2. Let gcd(n, k) = 1. If f(x) is a right divisor of xn − α in the skew
polynomial ring R[x; θt], then f(x) is a factor of x
n − α in the polynomial ring R[x].
Definition 4.1. Let C be a linear code of length n over R and n = ml. Then R is said
to be an α-quasi-twisted code if for any
(c0 0, c0 1, ..., c0 l−1, ..., cm−1 0, cm−1 1, ..., cm−1 l−1) ∈ C
implies
(αcm−1 0, αcm−1 1, ..., αcm−1 l−1, ..., cm−2 0, cm−2 1, ..., cm−2 l−1) ∈ C
If l be the least positive integer satisfying n = ml, then C is known as α-quasi-twisted
code of length n over R.
Theorem 4.4. Let C be a skew α-constacyclic code of length n and gcd(n, k) = l. Then
C is a α-quasi-twisted code of index l over R.
Proof. Since gcd(n, k) = l, there exits two integers T andD such that Tk = l+Dn;D > 0.
Let r = (c0 0, c0 1, ..., c0 l−1, ..., cm−1 0, cm−1 1, ..., cm−1 l−1) ∈ C. Since C is a skew α-
constacyclic code, τα(r), τ
2
α(r), ..., τ
l
α(r) are belong to C, where
τ lα(r) = (θ
l
t(αcm−1 0), ..., θ
l
t(αcm−1 l−1), θ
l
t(c0 0), ...θ
l
t(c0 l−1), ...,
θlt(cm−2 0), ..., θ
l
t(cm−2 l−1))
=⇒ τ l+Dnα (r) = (θ
l+Dn
t (cm−1 0), ..., θ
l+Dn
t (cm−1 l−1), ...,
θl+Dnt (αcm−2 0), ..., θ
l+Dn
t (αcm−2 l−1))
= (θTkt (cm−1 0), ..., θ
Tk
t (cm−1 l−1), .
.., θTkt (αcm−2 0), ..., θ
Tk
t (αcm−2 l−1))
= (cm−1 0, ..., cm−1 l−1, ..., αcm−2 0, ..., αcm−2 l−1)
=⇒ ατ l+Dnα (r) = (αcm−1 0, ..., αcm−1 l−1, ..., cm−2 0, ..., cm−2 l−1) ∈ C (as α
2 = 1)
This proves that C is an α-quasi-twisted code of index l.
5. Decomposition of skew constacyclic codes over R
In previous section, we discussed skew α-constacyclic code assuming α2 = 1. In present
section relaxing the above restriction we discuss some structural properties of skew (α1+
uα2 + vα3)-constacyclic codes over R by the decomposition method.
Lemma 5.1. An element α = α1 + uα2 + vα3 ∈ R where αi ∈ Fq for i = 1, 2, 3 is unit
in R if and only if α1, α1 + α2, α1 + α3 are units in Fq.
Proof. Let α = α1 + uα2 + vα3 ∈ R be a unit in R. Then there exits an element
β = β1 + uβ2 + vβ3 ∈ R such that α.β = 1. So α1β1 = 1, α1β2 + α2β2 + α2β1 =
0, α1β3 + α3β3 + α3β1 = 0 which implies that α1 6= 0, α1 + α2 6= 0, α1 + α3 6= 0.
Conversely, let α1 6= 0, α1 + α2 6= 0, α1 + α3 6= 0. Let α
−1 = (1 − u − v)α−11 + u(α1 +
α2)
−1 + v(α1 + α3)
−1. Then α.α−1 = 1. Hence α = α1 + uα2 + vα3 ∈ R is a unit.
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Theorem 5.1. A linear code C = (1− u− v)C1 ⊕ uC2 ⊕ vC3 is a skew (α1 + uα2 + vα3)-
constacyclic code of length n over R with respect to the automorphism θt if and only
if C1, C2, C3 are skew α1-constacyclic code, skew (α1 + α2)-constacyclic code and skew
(α1 + α3)-constacyclic code of length n over Fq respectively with respect to the same
automorphism.
Proof. Let s = (s1, s2, ..., sn) ∈ R where si = (1−u−v)ai+ubi+vci for i = 1, 2, ..., n. Con-
sider a = (a1, a2, ..., an), b = (b1, b2, ..., bn), c = (c1, c2, ..., cn). Then a ∈ C1, b ∈ C2, c ∈ C3.
Suppose C1, C2 and C3 are skew α1-constacyclic code, skew (α1 + α2)-constacyclic code
and skew (α1 + α3)-constacyclic code of length n over Fq respectively. Then τα1(a) ∈
C1, τα1+α2(b) ∈ C2 and τα1+α3(c) ∈ C3. Now, τα1+uα2+vα3(s) = (1 − u − v)τα1(a) +
uτα1+α2(b) + vτα1+α3(c) ∈ (1 − u − v)C1 ⊕ uC2 ⊕ vC3 = C. Therefore, C is a skew
(α1 + uα2 + vα3)-constacyclic code of length n over R.
Conversely, let C be a skew (α1 + uα2 + vα3)-constacyclic code of length n over R.
Let a = (a1, a2, ..., an) ∈ C1, b = (b1, b2, ..., bn) ∈ C2, c = (c1, c2, ..., cn) ∈ C3. Take
si = (1 − u − v)ai + ubi + vci for i = 1, 2, ..., n. Then s = (s1s2, ..., sn) ∈ C. Since
C is a skew (α1 + uα2 + vα3)-constacyclic code over R, so τα1+uα2+vα3(s) ∈ C where
τα1+uα2+vα3(s) = (1 − u − v)τα1(a) + uτα1+α2(b) + vτα1+α3(c). It follows that τα1(a) ∈
C1, τα1+α2(b) ∈ C2 and τα1+α3(c) ∈ C3. Consequently, C1, C2, C3 are skew α1-constacyclic
code, skew (α1 + α2)-constacyclic code and skew (α1 + α3)-constacyclic code of length n
over Fq respectively.
Corollary 5.1. Let C = (1−u−v)C1⊕uC2⊕vC3 be a skew (α1+uα2+vα3)-constacyclic
code of length n over R. Then dual C⊥ = (1 − u − v)C⊥1 ⊕ uC
⊥
2 ⊕ vC
⊥
3 is a skew (α1 +
uα2 + vα3)
−1-constacyclic code over R where C⊥1 , C
⊥
2 and C
⊥
3 are skew α
−1
1 -constacyclic,
skew (α1 + α2)
−1-constacyclic and skew (α1 + α3)
−1-constacyclic codes of length n over
Fq provided n is a multiple of the order k of the automorphism θt.
Proof. Since (α1 + uα2 + vα3) is fixed by the automorphism θt and n is a multiple of
k, so by Lemma 3.1 of [6], we have C⊥ is a skew (α1 + uα2 + vα3)
−1-constacyclic code
over R. Now, α1 + uα2 + vα3 = (1− u− v)α1 + u(α1 + α2) + v(α1 + α3), it follows that
(α1 + uα2 + vα3)
−1 = (1− u− v)α−11 + u(α1 + α2)
−1 + v(α1 + α3)
−1. Then by Theorem
5.1, we have C⊥1 , C
⊥
2 and C
⊥
3 are skew α
−1
1 -constacyclic, skew (α1+α2)
−1-constacyclic and
skew (α1 + α3)
−1-constacyclic codes of length n over Fq.
Corollary 5.2. Let C = (1−u−v)C1⊕uC2⊕vC3 be a skew (α1+uα2+vα3)-constacyclic
code of length n over R. Then C is a self-dual if and only if (α1+uα2+vα3) = 1,−1, 1−
2u,−1 + 2u, 1− 2v,−1 + 2v, 1− 2u− 2v,−1 + 2u+ 2v.
Proof. The result follows from the fact that C is self-dual if and only if α1 = ±1, α1+α2 =
±1, α1 + α3 = ±1.
Theorem 5.2. Let C = (1−u−v)C1⊕uC2⊕vC3 be a skew (α1+uα2+ vα3)-constacyclic
code of length n over R. Then C has a generating polynomial f(x) in R[x; θt] such that
f(x) is a right divisor of xn − (α1 + uα2 + vα3).
Proof. Let fi(x) be generator polynomial of Ci for i = 1, 2, 3 in Fq[x; θt]. Then (1 − u −
v)f1(x), uf2(x) and vf3(x) are generators of C. Let f(x) = (1−u−v)f1(x)+uf2(x)+vf3(x)
and G = 〈f(x)〉. Clearly, G ⊆ C. On the other hand, (1−u− v)f(x) = (1−u− v)f1(x) ∈
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G, uf(x) = uf2(x) ∈ G, vf(x) = vf3(x) ∈ G. Therefore, C ⊆ G and hence C = G = 〈f(x)〉.
Since f1(x), f2(x) and f3(x) are right divisors of x
n−α1, x
n− (α1+α2) and x
n− (α1+α3)
respectively, so there exist h1(x), h2(x) and h3(x) such that x
n−α1 = h1(x) ∗ f1(x); x
n−
(α1 + α2) = h2(x) ∗ f2(x); x
n − (α1 + α3) = h3(x) ∗ f3(x). Now, [(1 − u − v)h1(x) +
uh2(x) + vh3(x)] ∗ f(x) = (1 − u − v)h1(x) ∗ f1(x) + uh2(x) ∗ f2(x) + vh3(x) ∗ f3(x) =
xn − (α1 + uα2 + vα3). Therefore, f(x) is a right divisor of x
n − (α1 + uα2 + vα3).
Corollary 5.3. Each left submodule of R[x; θt]/〈x
n − (α1 + uα2 + vα3)〉 is generated by
one element where α1 + uα2 + vα3 is a unit in R.
Theorem 5.3. C = (1 − u − v)C1 ⊕ uC2 ⊕ vC3 be a skew (α1 + uα2 + vα3)-constacyclic
code of length n over R and gcd(n, k) = 1, gcd(n, q) = 1. Then there exist an idempotent
generator e(x) = (1− u− v)e1(x) + ue2(x) + ve3(x) in R[x; θt]/〈x
n − (α1 + uα2 + vα3)〉
where e1(x), e2(x), e3(x) are idempotent generators of C1, C2 and C3 respectively.
Proof. Let e1(x), e2(x), e3(x) are idempotent generators of C1, C2 and C3 respectively.
Then by Theorem 5.2, we conclude that e(x) = (1 − u − v)e1(x) + ue2(x) + ve3(x) is
an idempotent generator of C in R[x; θt]/〈x
n − (α1 + uα2 + vα3)〉.
Example 5.1. Consider the field F9 = F3[α] where α
2 + 1 = 0. Take the Frobineous
automorphism θt : F9 → F9 define by θt(α) = α
3 and R = F9 + uF9 + vF9 where
u2 = u, v2 = v, uv = vu = 0. The polynomial f(x) = x6 + (1 − 2u − 2v)x5 + x4 + (1 −
2u− 2v)x3 + x2 + (1 − 2u − 2v)x+ 1 is a right divisor of x7 − (1 − 2u− 2v) in R[x; θt]
and gcd(n, | 〈θt〉 |) = 1. Thus by Theorem 4.3, C = 〈f(x)〉 is a (1− 2u− 2v)-constacyclic
cyclic code of length 7 over R and also Φ(C) is a [21, 3, 7] linear code over F9.
Example 5.2. Consider the field F25 = F5[α] where α
2+α+1 = 0. Take the Frobineous
automorphism θt : F25 → F25 define by θt(α) = α
5. Now, x6 − 1 = (x2 − 1)(x2 + x +
1)(x2 − x + 1); x6 + 1 = (x2 − 4)(x4 + 4x2 + 1). Let f1(x) = (x
4 + 4x2 + 1), f2(x) =
(x2+x+1), f3(x) = (x
2−x+1) and f(x) = (1−u−v)f1(x)+uf2(x)+vf3(x) = (1−u−
v)x4+(4−3u−3v)x2+(u−v)x+1, then C = 〈f(x)〉 is a skew (−1+2u+2v)-constacyclic
cyclic code of length 6 over R = F25 + uF25 + vF25 where u
2 = u, v2 = v, uv = vu = 0.
Since gcd(n, | 〈θt〉 |) = 2, then by Theorem 4.4, C is a (−1 + 2u+ 2v)-quasi-twisted code
of index 2 over R. Also Φ(C) is a [18, 10, 3] linear code over F25.
6. Conclusion
The skew α-constacyclic codes of length n over R = Fpm + uFpm + vFpm is equivalent to
α-constacyclic codes over R (for gcd(n, k) = 1) or equivalent to α-quasi-twisted code of
index l (for gcd(n, k) = l). It is shown that skew constacyclic codes over R are principally
generated. Also, we have given the necessary and sufficient conditions for codes being
self-dual over R.
The works what we have done in this paper can be generalized over the finite ring Fpm +
u1Fpm + u2Fpm + · · ·+ usFpm, u
2
i = ui, uiuj = ujui = 0, 1 ≤ i, j ≤ s, p is prime and s ≥ 1.
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