In order to improve the performance of a linear auto-associator (which is a neural network model), we explore the use of several pre-processing techniques. The gist of our approach is to represent each pattern by one or several pre-processed (i.e. filtered) versions of the original pattern (plus the original pattern). First, we compare the performance of several pre-processing techniques (a plain vanilla version of the auto-associator as a control, a Sobel operator, a Canny-Deriche operator, and a multiscale Canny-Deriche operator) and a Wiener filter on a pattern completion task using a noise degraded version of faces stored. We found that the multiscale CannyDeriche operator gives the best performance of all models. Second, we compare the performance of the multiscale Canny-Deriche operator with the control condition on a pattern completion task of noise degraded versions (with several levels of noise) of learned faces and new faces of the same or another race than the learned faces. In all cases, the multiscale Canny-Deriche operator performs significantly better than the control.
Introduction
Linear auto-associative memories are one of the most simple and well studied neural-network model [1] [2] . They are widely used as models for cognitive tasks as well as pattern recognition, or digital signal processing, in part because they are formally equivalent to well-known techniques such as the Karhunen-Loève transform or principal component analysis [3] . Even though linear auto-associators are known to be quite robust when noise is added to the patterns to be recognized, their performance is rather bad when a lot of noise is added to the stimulus. One of the ways of improving performance could be to use some pre-and post-processing of the patterns to be recognized. In this paper, we evaluate the performance of a pre-processing techniques using wavelet transform applied to face images. This paper is organized as follows. First, we describe the linear auto-associator model applied to face images. In the second part, we compare the wavelet approach with other pre-processing or filtering techniques. In the third part, we look at the performance of the wavelet approach under various conditions of noise degradation.
Description of linear associators
The class of models presented in this section are known as linear associators [3] [4] [5] . They come in two forms: hetero-and auto-associators. The hetero-associator can be used to learn arbitrary associations between input and output patterns. The auto-associator is a special case of the heteroassociator in which the association between an input pattern and itself is learned. In this paper, we will consider only the linear auto-associator.
The advantage of linear associators in comparison with non-linear models is that they provide for the integration of a very large number of cells in the network. Their implementation is quite easy, because they can be analyzed in terms of the singular value decomposition of a matrix [3] [5] . Besides, linear models constitute a first processing stage for numerous applications using more sophisticated approaches (see [3] , [6] for reviews).
When these models are applied to images, the first step is to transform each digitized image into a (image) vector by concatening the columns of the matrix of the pixel values of the image. Images are "stored" into a connection weight matrix, which models neural synaptic connections between neural cells associated to the image pixels (see Fig. 1 ). In our description, we follow closely the formulation detailed in [5] . The patterns to be learned are represented by L×1 vectors a k where k is the stimulus number. The components of a k specify the values of the pattern to be applied to the L cells of the input layer for the k-th stimulus. The complete set of K stimuli is represented with a L × K matrix noted A (i.e., a k is the k-th column of A). The L × L synaptic weight connection matrix between the L input cells is denoted W. Learning occurs by modifying the values of the connection weight between cells as explained later in this section. The response (or estimation) of the model to a pattern x (which may or may not have been learned) is obtained as
Because auto-associators are generally interpreted as content addressable memories, their performance is evaluated by comparing the output of the system with a test pattern which can be a copy or a degraded version of one of the patterns previously learned by the system. This is achieved by computing similarity measures (most of a time a cosine) between input and output. The coefficient of correlation between x and x is an index of the quality of the estimation and so on the larger the similarity between input and output, the better the performance.
In order to achieve a high level of performance, several iterative learning rules have been proposed. The most popular one is clearly the Widrow-Hoff learning rule. This is an iterative procedure which corrects the connection matrix W using the difference between the target response and the actual response of the network. In matrix notation, the Widrow-Hoff rule is written as:
with W [t] being the weight matrix at step t, η being a small positive constant, and the index k being chosen randomly.
The linear associator has been often analyzed in terms of the eigenvalue decomposition or singular value decomposition of a matrix. In terms of the singular value decomposition, the rectangular stimulus matrix A is decomposed as:
with ∆, diagonal matrix of singular values (∆ = Λ 1/2 ); Λ, diagonal matrix of non zero eigenvalues of AA T and A T A; P, matrix of eigenvectors AA T ; and Q, matrix of eigenvectors A T A. The Widrow-Hoff learning rule can be analyzed in terms of the singular value decomposition of matrix A [3] . Specifically, W [t] is expressed as [5] :
When η is smaller than 2λ −1 max (λ max being the largest eigenvalue of Λ), the Widrow-Hoff learning rule will converge to:
which is the value we used in this paper. The matrix P is a L × N matrix with N being the number of non zero eigenvalues. Typically, L is significantly smaller than N (i.e., N ≪ L). As a consequence, using P directly instead of W will lead to an important gain in processing speed as well as storage. For example, when dealing with a face recognition application, the matrix W was a 33975 × 33975 matrix whereas the eigenvector matrix P was only a 33975 × 400 matrix. In terms of the eigenvector matrix P, the response of the model x to a pattern x (equation 1) is obtained as :
3 A pre-processing using multiscale edges
The goal of learning is to find values for the connections between cells such that the response of the model approximates the input as well as possible. To assess the performance of the model, degraded versions of the previously learned stimuli are presented to the model as a test. If learning has been successful, then the response pattern will be more similar to the original pattern than the degraded stimulus was (see [1] for an illustration). In other words, auto-associators can act as pattern completion devices. In this paper we explore different approaches for improving the performance of a linear autoassociator storing face images. The general strategy is to store, in addition to the original images, several filtered versions of the images (see figure 3) . We refer to this technique as pre-processing. Then, the model is evaluated by its reconstruction performance when presented with probes which are versions of the original faces degraded by the addition of Gaussian random noise.
As we are interested in image patterns, we choose filtering techniques meaningful in the this context. Because it is generally agreed that edges are essential for recognition [7] , we decided to increase their importance in the image. Quite a number of algorithms have been proposed in the literature to perform edge extraction. We decided to implement three algorithms, namely:
1. the Sobel operator (a differential operator) as it is considered as a standard procedure well suited for noiseless images.
2. the Optimized Canny-Deriche operator because it is known to be optimal for edge extraction in noisy images [8] [9].
3. the Multiscale optimized Canny-Deriche edge detector [9] which is equivalent to finding local maxima of a wavelet transform as suggested in [10] . The optimized Canny-Deriche filter is a separable filter when applied to 2D images. Its impulse response for a 1D signal (because of its separability, the filter can be seen as two 1D filters) is given by:
with k = 0.564, m = 0.215, and where s = 2 j is the scale factor (with, in our case, j ∈ {0, 1, 2, 3}), and x being the pixel position. The figure 2 displays the impulse response of optimized Canny-Deriche filter for different scales. This method is implemented as a wavelet transform using a convolution between the image and the edge detection filter for different scales (s = 2 j ). As a result, this filter detects edges occurring at different scale resolutions in the image [10] .
In order to compare these different techniques, we implemented these 3 models along with 2 control conditions corresponding to a standard associator, and to denoising using a Wiener filter (because it is a standard algorithm applied one image at a time). All the models were tested using the same procedure. The patterns stored were a set of 80 face images of size 225 × 151 (with 16 gray levels per pixel). The performance of each model was assessed as follows. Each face was then degraded by adding to each pixel a random number (chosen such that the noise values belong to the interval [0 45]). The degraded face was then recalled by the model (or filtered in the case of the Wiener filter model). The correlation between the original face and the model reconstructed face reflects the performance of the model for this face: The higher the correlation, the better the performance. Specifically, the models were a Wiener filter applied directly to the noise degraded stimulus and 4 auto-associators (see figure 3 ) :
1. a standard auto-associator storing the original 80 faces images;
2. an auto-associator storing the original 80 face images plus, for each face, a Sobel filtered image of the face (hence a total of 160 face images);
3. an auto-associator storing the original 80 face images plus, for each face, a Canny-Deriche filtered image of the face (hence a total of 160 face images);
4. an auto-associator storing the original 80 face images plus, for each face, four wavelet transformed (by a multiscale Canny-Deriche filter) face images (one face image per scale resolution, hence a total of 400 images).
For the last three models, the complete set of patterns to be learned (matrix A) is composed by original images and filtered images. The eigenvector matrix P and the synaptic connection matrix W have be obtained using equations (3) and (5). Fig. 4 displays an example of the responses of the models to the test face. The top panels present: A face previously learned by the system and a stimulus with additive random noise added used as a probe to evaluate the performance of the models. The bottom panels show the estimation of the original face by: a standard auto-associator, a Wiener filter, auto-associator plus Sobel preprocessing, auto-associator plus Canny-Deriche filter, and auto-associator plus wavelet transform. 
Mean correlation
Type of models used The quality of recognition (estimation) can be measured by computing the cosine between the vector x (i.e., the response of model) and x k (i.e., the original stimulus which is also the desired response or target). Fig. 5 gives the average correlation between response and target for the 5 models used. Clearly, the standard method is the worst of all. Pre-processing the images improves the performance of the auto-associator, and the wavelet transform gives the best result. In conclusion, the multiscale resolution (i.e., wavelet pre-processing) approach leads to the best performance for the auto-associator. Therefore, we decided, in what follows, to consider only this approach.
Pattern completion of noisy patterns
We have applied the multiscale edge pre-processing to store a set of 80 Caucasian faces (40 males and 40 females). In order to evaluate the effect due to pre-processing, we tested the model with different levels of Gaussian random noise added to the test stimulus. Learning was implemented as described in the previous section. For simplicity, we decided to keep only two models: the standard auto-associator and the wavelet enhanced auto-associator. Testing was implemented as described in the previous section except that faces were tested under 4 different levels of noise. The noise intensity was chosen such that its range was respectively: [0. We also decided to explore the performance of the model with 3 different types of face stimuli: 1) previously learned faces, 2) new faces similar to the learned faces, and 3) new faces coming from an other race than the learned faces. This was done in order to evaluate the robustness of the models in terms of response generalization to new stimuli. Fig. 7 displays, as an example, the responses of both models for 2 new faces (from top to bottom): 1) a new face similar to the set of learned faces (Caucasian face), and 2) a new face different from the set of learned faces (Japanese face). The auto-associator trained with the standard learning is not able to produce distinguishable responses. As can be seen in Fig. 7 , better results are obtained with wavelet preprocessing. 
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Conclusion
In this paper, we have explored the effects of storing, in a linear auto-associator, filtered versions of face images in addition to the original images. Compared to the Sobel operator and the simple Canny-Deriche operator the multiscale Canny-Deriche operator (i.e., a wavelet filter) gives the best performance for a pattern completion task involving degraded face images. The multiscale Canny-Deriche operator produces better generalization performance than the control with or without noise added to the image. The larger the amount of noise added, the larger the improvement in performance. We are now exploring the effects of using the multiscale Canny-Deriche operator for other traditional face processing tasks (see, e.g., [11] ).
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