Petrović in [M. Petrović, On graphs with exactly one eigenvalue less than −1, J. Combin. Theory Ser. B 52 (1991) 102-112] determined all connected graphs with exactly one eigenvalue less than −1 and all minimal graphs with exactly two eigenvalues less than −1. By using these minimal graphs, in this paper, we determine all connected graphs having −1 as an eigenvalue with multiplicity n − 4 or n − 5.
Introduction
Throughout this paper all graphs are finite, simple and undirected. Let G be a graph. For v ∈ V(G) and X ⊂ V(G), let N G (v) = {u ∈ V(G) | u is adjacent to v} be the neighborhood of v, N X (v) = N G (v) ∩ X be the set of neighbors of v in X and G[X] be the subgraph induced by X. Conventionally, we denote the complete graph, cycle, path and complete bipartite graph by K n , C n , P n and K n 1 ,n 2 , respectively.
Let G be a graph of order n with adjacency matrix A = (a i, j ) n×n , where a i,j = 1 if the vertex i is adjacent to j, written as i ∼ j, and a i, j = 0 otherwise. Clearly, A is real and symmetric, and so all its eigenvalues are real, which are labelled in non-increasing order as λ 1 ≥ λ 2 ≥ · · · ≥ λ n . These eigenvalues are also called the eigenvalues of G. The multiplicity of λ i is denoted by m G (λ i ) (or simply m(λ i )), and the nullity of G is defined to be the multiplicity of 0 as an eigenvalue of G, i.e., η(G) = m G (0). Denoted by p − −1 (G) and p + −1 (G) the number of eigenvalues of G which are smaller and greater than −1, respectively. Thus n = p − −1 (G) + m G (−1) + p + −1 (G). It means that G has at most six distinct eigenvalues if m G (−1) ≥ n − 5. The join of two graphs G and H , denoted by G∇H, is a graph obtained from G and H by joining each vertex of G to all vertices of H.
Connected graphs with few eigenvalues have aroused a lot of interests in the past several decades. One of the reason is that such graphs in general have pretty combinatorial properties and a rich structure [15] . This problem was perhaps first raised by Doob [18] in 1970. Over the past two decades, the investigations about this problem led to many results, we refer the reader to [2, 3, 7, 9, 10, 12-21, 24, 27] for details.
The graphs with n − 5 ≤ η(G) = m G (0) ≤ n − 2 are explicitly characterized in [1, 5, 6, 8, 25, 26] . The graphs with n − 3 ≤ m G (−1) ≤ n − 1 are also characterized in [4, 22] . In this paper, we also focus on the eigenvalue −1. Here, it is necessary to summarize the known results related to the eigenvalues −1.
Given an integer i ≥ 0, let G n ([−1] i ) denote the set of all connected graphs on n vertices having eigenvalue −1 of multiplicity i. For i = n−1, we claim that G ∈ G n ([−1] n−1 ) if and only if G K n . Clearly, K n ∈ G n ([−1] n−1 ).
If G ∈ G n ([−1] n−1 ) and G K n , then P 3 will be an induced subgraph of G, and so λ 3 (P 3 ) = − √ 2 > λ n (G) = −1 by Interlacing Theorem, a contradiction. For i = n − 2, according to the result of Cámara and Haemers [4] , there are no graphs in G n ([−1] n−2 ). For i = n − 3, by using a result of Oboudi [22] concerning the distribution of the third largest eigenvalue of graphs, we can easily deduce that G ∈ G n ([−1] n−3 ) if and only if G (K a ∪ K b )∇K n−a−b (see Lemma 2.2 below). In this paper, we continue to characterize the graphs in G n ([−1] i ) for large i.
Petrović in [23] characterized all connected graphs with exactly one eigenvalue less than −1, and also determined all minimal graphs with exactly two eigenvalues less than −1. By using these minimal graphs, in this paper, we explicitly characterize all graphs in G n ([−1] n−4 ) and G n ([−1] n−5 ). Concretely, for a connected graph G, we prove that G ∈ G n ([−1] n−4 ) if and only if its canonical graph (defined in next section) is isomorphic to one of K 1,3 , P 4 , C 4 , P 5 or C 6 ; G ∈ G n ([−1] n−5 ) if and only if its canonical graph is isomorphic to one of H 1 -H 23 which are shown in Figure 2 and Figure 3 .
Preliminaries
In this section, we will cite some lemmas and introduce some notions and symbols for latter use.
Lemma 2.1 (Interlacing Theorem).
Let G be a graph with n vertices and eigenvalues λ 1 ≥ λ 2 ≥ · · · ≥ λ n and H an induced subgraph of G with m vertices and eigenvalues µ 1 ≥ µ 2 ≥ · · · ≥ µ m . Then λ i ≥ µ i ≥ λ n−m+i where i = 1, 2, . . . , m.
Oboudi in [22] characterized the graphs with λ 3 < 0 where he gives a distribution of λ 3 in the following result.
Lemma 2.2 (Theorem 4.9, [22]
). Let G be a graph. Then
. Moreover, the following holds: Let G be a graph of order n. For any u, v ∈ V(G), we say that they have the relation ρ, denoted by uρv, if u = v, or u ∼ v and N G (u)\v = N G (v)\u. Clearly, ρ forms an equivalence relation on V(G). Suppose that V 1 , V 2 , . . . , V k are all distinct ρ-equivalence classes of V(G), and v 1 , v 2 , . . . , v k are the corresponding representatives, i.e. v i ∈ V i = {v ∈ V(G) | vρv i }. The canonical graph G c of G is defined as the graph with vertex set {V 1 , V 2 , . . . , V k }, and with an edge connecting
Obviously, the canonical graph G c itself is primitive. By simple observation, we have Lemma 2.3. Let H be an induced subgraph of G. Then H is isomorphic to some induced subgraph of G c if H is primitive. Particularly, H G c if they have the same number of vertices.
We claim that any two adjacent vertices of H cannot have the relation ρ in G. Otherwise, assume that u i and u j are two adjacent vertices which are contained in the same ρ-equivalence class. Then u i and u j have the same neighbors in V(G)\{u i , u j }, and so the same neighbors in V(H)\{u i , u j }. This implies that H is imprimitive, a contradiction. Thus there are at least h different ρ-equivalence classes, and H is isomorphic to some induced subgraph of G c . This proves the first part of the lemma, and the second part follows immediately.
For a graph H with vertex set V(H) = {v 1 , v 2 , . . . , v k } and complete graphs K n i (i = 1, 2, . . . , k), we can construct a graph Γ from H and K n i such that each v i is replaced with K n i , and the vertices of K n i join that of K n j if v i v j is an edge of H. As usual, we write Γ = H[K n 1 , K n 2 , . . . , K n k ]. Such a graph is called the generalized lexicographic product of H (by K n 1 , K n 2 , . . . , K n k ). Obviously, each graph can be viewed as a generalized lexicographic product of its canonical graph, i.e., G = G c [K n 1 , K n 2 , . . . , K n k ]. However the canonical graph of Γ = H[K n 1 , K n 2 , . . . , K n k ] is not necessary to be H. Clearly, the canonical graph of Γ is H if H is primitive. It implies that, to characterize a class of graphs, it suffices to characterize all canonical graphs in this class. The following result is useful. Lemma 2.4 (Theorem 5, [23] ). If G c is a canonical graph of a graph G, then
Corollary 2.5. Let G = G c [K n 1 , K n 2 , . . . , K n k ], n 1 + n 2 + · · · + n k = n and
Also, we claim that λ n (G) < −1, since otherwise G cannot contain P 3 as its induced subgraph by Interlacing Theorem, i.e., G must be isomorphic to K n , a contradiction. Then we must have Let G 1 -G 7 be the graphs shown in Figure 1 , in which ellipses denotes the independent sets; such two ellipses joining with exactly one full line denote a complete bipartite graph; such two ellipses joining with a sequence of k (k ≥ 1) dotted parallel lines denote a complete bipartite graph on k + k = 2k vertices with k edges of a perfect matching excluded; such two ellipses joining with a sequence of k (k ≥ 1) full parallel lines denote a bipartite graph on k + k = 2k vertices with k edges of a perfect matching.
Let G be a connected graph. By argument above, if p − −1 (G) = 0, then G does not contain P 3 as an induced graph and so G = K n , which means p − −1 (G) = 0 if and only if G = K n . The following elegant result characterizes the graph G with p − −1 (G) = 1.
Lemma 2.7 (Theorem 7, [23]).
A connected graph G K n has exactly one eigenvalue less than −1 if and only if its canonical graph G c is an induced subgraph of any of the graphs G 1 − G 7 in Figure 1 , so G c is an bipartite graph.
Proof. First we prove λ 3 (G) > −1. On the contrary, let λ 3 (G) ≤ −1. By Lemma 2.2, we get that
Next we show −1 > λ n (G). Obviously, G K n since λ 3 (G) > −1. Thus G has an induced path P 3 , which implies that − √ 2 = λ 3 (P 3 ) ≥ λ n (G) by Lemma 2.1. Our result follows.
The characterization of G n ([−1] n−4 )
In this section, we will explicitly characterize the graphs in G n ([−1] n−4 ). It suffices to give all canonical graphs of G n ([−1] n−4 ).
if and only if its canonical graph G c is isomorphic to one of K 1,3 , P 4 , C 4 , P 5 or C 6 .
Proof. By Lemma 2.8, λ 3 > −1 > λ n . Thus the spectrum of G can be written as
In accordance with ρ-partition, we have G = G c [K n 1 , K n 2 , . . . , K n k ]. From Lemma 2.4, G c also has exactly three eigenvalues more than −1 and one eigenvalue less than −1. From Lemma 2.7, G c is a bipartite graph and then the spectrum of G c is symmetric about 0. Thus we may assume that Spec( If k = 5, then µ 2 = −µ 4 = 1 and µ 3 = 0. We find that P 5 is the only bipartite graph of 5 vertices whose spectrum Spec(P 5 ) = [1.73, 1, 0, −1, −1.73] meets with the requirement. Thus G c P 5 .
If k = 6, then µ 2 = −µ 5 = 1 and µ 3 = −µ 4 = 1. Similarly, we find that C 6 , with Spec(C 6 ) = [2 1 , 1 2 , −1 2 , −2 1 ], is the only bipartite graph of 6 vertices as our required, and so G c C 6 .
If k = 7, then µ 4 = 0, which contradicts µ 4 = −1.
Conversely, each canonical graph G c , which is isomorphic to one of K 1,3 , P 4 , C 4 , P 5 , C 6 , has spectrum of the form Spec(
The proof is complete.
By Theorem 3.1 and Corollary 2.5, we have the following result immediately.
where H is isomorphic to one of K 1,3 , P 4 , C 4 , P 5 , C 6 and n 1 + n 2 + · · · + n k = n ≥ 4.
It is worth mentioning that Corollary 3.2 gives some classes of graphs with a few eigenvalues. In fact, for G ∈ G n ([−1] n−4 ), we see that G has at most five distinct eigenvalues and d(G) ≤ 4. Especially, K 1,3 [K n 1 , K n 2 , K n 3 , K n 4 ] and C 4 [K n 1 , K n 2 , K n 3 , K n 4 ] are two classes of graphs. Each of them has at most five distinct eigenvalues and d(G) = 2.
The characterization of G n ([−1] n−5 )
Recall that G n ([−1] n−5 ) is the set of all connected graphs on n vertices in which each graph has eigenvalue −1 of multiplicity n − 5, where n ≥ 5. Clearly, each G ∈ G n ([−1] n−5 ) has at most six distinct eigenvalues. Denote by G 1 n ([−1] n−5 ) the connected graphs with spectra
Firstly, we characterize the graphs in G 1 n ([−1] n−5 ). By using the software SageMath 8.0, we can find all bipartite graphs on 5-8 vertices such that they have four eigenvalues greater than −1 and one eigenvalue smaller than −1, then they are H 1 -H 11 (see Figure 2 ), whose spectra are listed in Table 1 . From which it is clear that H 1 -H 11 ∈ G 1 n ([−1] n−5 ) are all primitive. We will show that they are exactly all canonical graphs of Proof. Let G ∈ G 1 n ([−1] n−5 ). Then G = G c [K n 1 , K n 2 , . . . , K n k ] and G c ∈ G k ([−1] k−5 ) by Corollary 2.5 and so k ≥ 5. From Lemma 2.4, the canonical graph G c also has four eigenvalues greater than −1 and one eigenvalue less than −1. Hence the spectrum of G c can be written by Spec
, G c is a bipartite graph, and then the spectrum of G c is symmetric about 0. Thus, if k ≥ 10, then µ 5 = −µ k−4 = 1, a contradiction. Next we consider k = 5, 6, 7, 8, 9. If k = 5, then 1 > µ 2 = −µ 4 > −1 and µ 3 = 0. From Table 1 If k = 7, then µ 2 = −µ 6 = 1, µ 3 = −µ 5 = 1 and µ 4 = 0. Similarly, H 9 and H 10 in Table 1 are the only two bipartite graphs on 7 vertices we needed. Hence G c H 9 or H 10 .
If k = 8, then µ 2 = −µ 7 = 1, µ 3 = −µ 6 = 1 and µ 4 = −µ 5 = 1. We have G c H 11 in Table 1 . If k = 9, then µ 5 = 0, which is impossible. Conversely, it is clear from Table 1 
It remains to characterize those graphs in G 2 n ([−1] n−5 ). By the software SageMath 8.0, we can find all graphs on 5-7 vertices satisfying the following properties:
(1) they are connected non-bipartite.
(2) they are graphs belonging to G 2 n ([−1] n−5 ) (that is, p + G (−1) = 3 and p − G (−1) = 2). (3) they are primitive. All these graphs are H 12 -H 23 shown in Figure 3 , and their spectra are listed in Table 2 . In what follows, we will give a series of lemmas and theorems to show that G ∈ G 2 n ([−1] n−5 ) if and only if G c is isomorphic to one of the graphs H 12 -H 23 .
One can directly verify the following result by Interlacing Theorem.
Lemma 4.3 (Theorem 8, [23]
). If a graph G has exactly two eigenvalues less than −1, then G contains at least one induced graph which is isomorphic to one of M 1 -M 12 (see Figure 4 ) or H 12 -H 17 (see Figure 3 ). Proof. Let G ∈ G 2 n ([−1] n−5 ). Then G contains exactly two eigenvalues less than −1. By Lemma 4.3, G contains at least one induced graph which is isomorphic to one of M 1 -M 12 (see Figure 4 ) or H 12 -H 17 (see Figure 3 ). On the other aspect, let H be any induced subgraph of G, where n = |V(G)| ≥ m = |V(H)| ≥ 6. By Lemma 4.2 we have µ 4 (H) = −1. However, the fourth largest eigenvalues of the graphs M 1 -M 12 are all not equal to −1 (see Figure 4 ). Hence M 1 -M 12 should be eliminated. Indeed, H 12 -H 17 are the six minimal graphs belonging to G 2 n ([−1] n−5 ) (see Table 2 ).
In terms of Lemma 4.4, we will give a series of lemmas and theorems that exhaust all canonical graphs of G 2 n ([−1] n−5 ) that contain at least one induced subgraph which is isomorphic to one of H 12 -H 17 . This leads to the final characterization of the graphs in G 2 n ([−1] n−5 ) for any n ≥ 5. First, we give a lemma that is frequently used later on. Proof. From Figure 3 and Table 2 , it is clear that H 18 , H 20 , H 21 and H 22 are primitive and belong to G 2 n ([−1] n−5 ) for n = 6. The sufficiency follows.
Let G ∈ G 2 n ([−1] n−5 ) and its canonical graph G c has 6 vertices. By Lemma 2.4 and Lemma 4.2, we get µ 4 (G c ) = −1. By Lemma 4.4, G c contains at least one induced graph which is isomorphic to one of H 12 -H 17 . By using Table A3 in [11] (one can also use software SageMath 8.0 under the restriction of µ 4 (G c ) = −1), we find that there are only twenty connected graphs on 6 vertices belonging to G 2 n ([−1] n−5 ), in which Γ 1 -Γ 16 are shown in Figure 5 and others are H 18 , H 20 , H 21 and H 22 in Figure 3 . From which we choose, according to Lemma 4.4, the primitive graphs that contain one of H 12 -H 17 as their induced subgraphs. It is clear from Figure 5 that Γ 1 , Γ 2 , Γ 3 are generalized lexicographic products of H 12 (where the vertices satisfying vρv i are labelled as hollow dots, the edges connecting v and H 12 are labelled as dotted lines, and the following is similar), Γ i (i = 4, 5, 6) are the products of H 13 , Γ i (i = 7, 8, 9, 10) The proof is complete. Figure 3 ).
Proof. The graph H v has six vertices and µ 4 (H v ) = −1 by Lemma 4.2. Additionally, H v will be connected since otherwise H v S 1 (see Figure 6 ) but µ 4 (S 1 ) = 0. By using the Table A3 in [11] (also can using software SageMath 8.0 under the restriction of µ 4 (G c ) = −1), we find that there are only five connected graphs on 6 vertices whose fourth largest eigenvalues equal −1 and each of them contains an induced subgraph which is isomorphic to H 12 , in which Γ 1 , Γ 2 , Γ 3 are shown in Figure 5 and others H 18 , H 20 . Thus we have H v Γ 1 , Γ 2 , Γ 3 , H 18 or H 20 . It suffices to eliminate the graphs: Γ 1 -Γ 3 .
If H v Γ 1 , then v 4 ρv in Γ 1 (see Figure 5 ). Since G c is primitive, v 4 and v has no relation ρ in G c , and so N G c (v 4 )\v N V(G c ) (v)\v 4 . Since ρ is symmetric, we may assume that G c has another vertex u ∼ v 4 but If H v Γ 2 , then v 3 ρv in Γ 2 (see Figure 5 ). Similarly, there exists some u with u ∼ v 3 but u v, and then If H v Γ 3 , then v 5 ρv in Γ 3 (see Figure 5 ). Similarly, there exists some u with u ∼ v 5 but u v, and then 18 , H 20 } again by Lemma 4.6. We will distinguish the following cases. Figure 3 ). If v u then H = G c [V(H 12 ) ∪ {v, u}] F 1 (see Figure 7 ), but µ 4 (F 1 ) −1. Thus v ∼ u and so vρu in H. Since G c is primitive, we have N G c (v)\u N G c (u)\v. Thus we may assume that G c has a vertex w ∼ v but w u. Figure 7 ), however µ 4 (F 2 ) −1, a contradiction. Figure 3 ). We first assume that Figure 7 ), but µ 4 (F 3 ) −1. Similarly as in Case 1, G c has a vertex w ∼ v but w u. Obviously, Figure 7 ), but µ 4 (F 2 ) −1. If H w H 20 , then Figure 7) which are impossible since F 3 and F 4 are all forbidden subgraphs of G c . By symmetry (see H 20 in Figure 3 ), the case of Figure 7 )
which are impossible since F 4 and F 5 are forbidden subgraphs of G c . Figure 7 ), but µ 4 ( Figure 3 ), as required. The proof is complete. Proof. The graph H v has six vertices and µ 4 (H v ) = −1 by Lemma 4.2. Additionally, H v will be connected, since otherwise H v S 1 1 (see Figure 8 ) but µ 4 (S 1 1 ) ≈ −0.46. By using the Table A3 in [11] (also can using software SageMath 8.0 under the restriction of µ 4 (G c ) = −1), we find that there are five connected graphs on 6 vertices whose fourth largest eigenvalues equal −1 and each of them contains an induced subgraph which is isomorphic to H 13 , in which Γ 4 , Γ 5 and Γ 6 are shown in Figure 5 and others H 21 , H 22 . Thus we have H v Γ 4 , Γ 5 , Γ 6 , H 21 or H 22 . It suffices to eliminate the graphs: Γ 4 -Γ 6 .
If H v Γ 4 , then v 1 ρv in Γ 4 (see Figure 5 ). Since G c is primitive, we have N G c (v 1 )\v N G c (v)\v 1 . Thus we may assume that there exists u ∼ v 1 but u v. are all forbidden induced subgraphs of G c . If H v Γ 6 , then v 2 ρv in Γ 6 (see Figure 5 ). Similarly, there exists some u with u ∼ v 2 but u v, and then Conversely, assume that G contains an induced subgraph which is isomorphic to H 13 . Since H 13 is primitive, from Lemma 2.3 we know that G c also has an induced subgraph isomorphic to H 13 , and G c H 13 
We will distinguish the following cases. Figure 7 )
which are impossible since F 6 and F 7 are forbidden subgraphs.
F 8 (see Figure 7 ), but µ 4 (F 8 ) −1. Thus v ∼ u and so vρu in H v,u . Since G c is primitive, N G c (v)\u N G c (u)\v. Thus we may assume that there exists w ∼ v but w u. Figure 7 ), however µ 4 (F 7 ) −1, a contradiction.
We only need to consider the following two subcases.
If Figure 7 ), but µ 4 (F 9 ) −1. Similarly as in Case 2, there exists some w with w ∼ v and w u such that H w = G c [V(H 13 Figure 7 )
However, F 9 and F 10 are forbidden subgraphs of G c , a contradiction.
, u}] F 10 (see Figure  7 ), but µ 4 (F 10 ) −1, and so H v,u = G c [V(H 12 ) ∪ {v, u}] H 23 (see Figure 3 ). If The proof is complete. Figure 3 ).
Proof. The sufficiency is obvious. We show the necessity. Since H 14 is primitive and G contains an induced subgraph which is isomorphic to H 14 , by Lemma 2.3, G c also has an induced subgraph which is isomorphic to H 14 and G c H 14 
Additionally, H v will be connected, since otherwise H v S 2 1 (see Figure 9 ) but µ 4 (S 2 1 ) = 0. By using the Table A3 in [11] (also can using software SageMath 8.0 under the restriction of µ 4 (G c ) = −1), we find that Γ 7 -Γ 10 , shown in Figure 5 , are the only four connected graphs of 6 vertices whose fourth largest eigenvalue is equal to −1 and each of them contains an induced subgraph which is isomorphic to H 14 . Thus we have H v ∈ {Γ 7 , Γ 8 , Γ 9 , Γ 10 }. Clearly H v is imprimitive (in fact, v 3 ρv in Γ 7 , v 2 ρv in Γ 8 , v 1 ρv in Γ 9 , v 5 ρv in Γ 10 (see Figure 5) ). However, since G c is primitive, H v must be a proper induced subgraph of On the other hand, since v 2 ρv in Γ 8 , we may take u ∼ v 2 and u v. Thus H v,u can not contain two induced subgraphs isomorphic to Γ 8 or Γ 10 simultaneously because u v 2 in Γ 10 . Similarly, H v,u can not contain two induced subgraphs isomorphic to Γ 9 or Γ 10 simultaneously because v 1 ρv in Γ 9 but v 1 u in Γ 10 . Furthermore, from Figure 9 , H v,u will be S 2 2 
should be eliminated as in Case 1. It is a contradiction.
, u}] will be isomorphic in the Cases of 3 and 4. Thus the Case 3 is equivalent to the Case 4.
The proof is complete. Additionally, H v will be connected, since otherwise H v S 5 1 (see Figure 12 ) but µ 4 (S 5 1 ) = 0. By using the Table A3 in [11] (also can using software SageMath 8.0 under the restriction of µ 4 (G c ) = −1), we find that Γ 16 , shown in Figure 5 , is the only connected graph of 6 vertices whose fourth largest eigenvalue equals −1 and contains an induced subgraphs isomorphic to H 17 . Thus we have H v Γ 16 . Obviously, Γ 16 is imprimitive (in fact, v 1 ρv in Γ 16 (see Figure 5 By Lemma 4.4 we know that H 12 -H 17 are exactly six minimal graphs in G 2 n ([−1] n−5 ), i.e, G must contain at least one induced subgraph which is isomorphic to one of H 12 -H 17 if G ∈ G 2 n ([−1] n−5 ). Thus, by Theorems 4.7-4.15, we know that G contains an induced subgraph isomorphic to one of H 12 -H 17 if and only if its canonical graph is isomorphic to one of H 12 -H 23 .
