We propose a uni ed analysis for a class of infeasible-start predictor-corrector algorithms for semide nite programming problems, using the Monteiro-Zhang uni ed direction. The algorithms are direct generalizations of the Mizuno-Todd-Ye predictorcorrector algorithm for linear programming. We show that the algorithms belonging to this class are globally convergent, provided the problem has a solution, and have optimal computational complexity. We also give simple su cient conditions for superlinear convergence. Our results generalize the results obtained by the rst two authors for the infeasible-interior-point algorithm proposed by Kojima, Shida and Shindoh and Potra and Sheng.
Introduction
In this paper we consider the semide nite programming (SDP) problem:
(P ) minfC X : A i X = b i ; i = 1; : : : ; m; X 0g; (1.1) and its associated dual problem: where C 2 IR n n ; A i 2 IR n n ; i = 1; : : : ; m; b = (b 1 ; : : : ; b m ) T 2 IR m are given data, and X 2 S n + , (y; S) 2 IR m S n + are the primal and dual variables, respectively. Here S n + denotes the cone of all symmetric positive semide nite n n -matrices and X 0 indicates that X 2 S n + . By G H we denote the trace of G T H. Without loss of generality, we assume that the matrices C and A i ; i = 1; : : : ; m, are symmetric (otherwise, replace C by (C + C T )=2 and A i by (A i + A T i )=2. Also, for simplicity we assume that A i ; i = 1; : : : ; m, are linearly independent.
Throughout this paper we assume that both (1.1) and (1.2) have nite solutions and their optimal values are equal. Under this assumption, X and (y ; S ) are solutions of (1.1) and (1.2) if and only if they are solutions of the following nonlinear system: A i X = b i ; i = 1; : : : ; m; (1.3a) m X i=1 y i A i + S = C; (1.3b) XS = 0; X 0; S 0: (1.3c) Over the last couple of years many interior-point methods for solving (1.3) have been investigated (cf. 1, 2, 3, 4, 5, 6, 7, 8, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19] ). In the present paper we consider a class of primal-dual interior-point algorithms for SDP that generalize the Mizuno-Todd-Ye predictor-corrector method 9]. The latter method was originally introduced for linear programming and was later generalized by Nesterov and Todd 12] for a more general class of optimization problems with self scaled cones that contains SDP. Several generalizations of the Mizuno-Todd-Ye predictor-corrector method for SDP have been recently analyzed by Lin Zhang 19] . The algorithm proposed by Kojima, Shida and Shindoh 3] and Potra and Sheng 14] uses the Kojima-Shindoh-Hara search direction and has polynomial complexity. Also, Potra and Sheng 14] proposed a sufcient condition for the superlinear convergence of the algorithm while Kojima, Shida and Shindoh 3] established the superlinear convergence under the following three assumptions: 2 (A) SDP has a strictly complementary solution; (B) SDP is nondegenerate in the sense that the Jacobian matrix of its KKT system is nonsingular; (C) the iterates converge tangentially to the central path in the sense that the size of the neighborhood in which the iterates reside must approach zero, namely,
These were the rst two papers investigating the local convergence properties of interior-point algorithms for semide nite programming.
More recently, Kojima, Shida and Shindoh 5] proposed a predictor-corrector algorithm using the Alizadeh-Haeberly-Overton search direction, and proved the quadratic convergence of the algorithm under assumptions (A) and (B), but the algorithm does not seem to be polynomial. Using the Nesterov-Todd search direction, Luo, Sturm and Zhang 8] investigated a symmetric primal-dual path following algorithm, which was proposed originally by Nesterov and Todd 12] and derived di erently in 16]. They proved the superlinear convergence under assumptions (A) and (C), and then dropped (C) by enforcing it in later iterations. In a recent paper, Potra and Sheng 15] proved the superlinear convergence of the infeasibleinterior-point algorithm of Kojima, Shida and Shindoh 3] and Potra and Sheng 14], under assumption (A) and a weaker condition than (C), namely,
In a very recent paper, Monteiro and Zhang 11] proposed a uni ed analysis for a class of long-step interior-point algorithms for SDP. In what follows, we will call the uni ed direction the Monteiro-Zhang direction. Using this direction, we propose a uni ed analysis for a class of infeasible-start predictor-corrector algorithms which generalize the Mizuno-Todd-Ye predictor-corrector algorithm for linear programming. By extending the analysis of Potra and Sheng 14, 15], we show that this class of predictor-corrector algorithms shares similar global and local convergence properties with one of its members { the infeasible-interiorpoint algorithm proposed earlier by Kojima, Shida and Shindoh and Potra and Sheng, as long as the condition number of each matrix J k x , which commutes with (X k ) 1=2 S k (X k ) 1=2 and de nes the scaling matrix P k by (P k ) T P k = (X k ) ?1=2 J k x (X k ) ?1=2 , is bounded. In particular we prove polynomial complexity for general problems and superlinear convergence for problems satisfying assumptions (A) and (D). 
2 The uni ed direction
We denote the feasible set of the problem (1.3) by F = f(X; y; S) 2 S n + IR m S n + : (X; y; S) satis es (1:3a) and (1:3b)g and its solution set by F , i.e., F = f(X; y; S) 2 F : X S = 0g:
The residues of (1.3a) and (1. For any given > 0 we de ne the set of -approximate solutions of (1. H P (XS) = 0; X 0; S 0: (2.2c)
Following 11], for any (X; S) 2 S n ++ S n ++ we de ne the set of permissible matrices associated with (X; S) IP(X; S) = fP : P 2 IR n n is nonsingular and PXSP ?1 2 S n g: Let (X; y; S) 2 S n ++ IR m S n ++ . For every P 2 IP(X; S), a search direction (U; w; V ) 2 S n IR m S n is de ned by the following linear system H P (US + XV ) = I ? H P (XS); (2.3a)
A i U = (1 ? )R i ; i = 1; : : : ; m;
where > 0 is a parameter, and 2 0; 1]. The choice of = 0 de nes the predictor direction while = 1 corresponds to a corrector or centering direction. Using Proposition 3.1 and Theorem 3.1 of 17] it follows that for every P 2 IP(X; S) the system (2.3) has a unique symmetric solution (U; w; V ) 2 S n IR m S n .
The following characterization of IP(X; S) will be frequently used in our analysis. We mention that the above lemma can also be derived from Proposition 3.4 and Theorem 3.1 of Monteiro and Zhang 11] .
In the sequel, we assume that we are given a mapping P : S n ++ S n ++ ! IR n n such that P(X; S) 2 IP(X; S) , for any (X; S) 2 S n ++ S n ++ :
If P = P(X; S) then from Lemma 2.1 it follows that there are J x ; J s 2 S n ++ such that P T P = X ?1=2 J x X ?1=2 = S 1=2 J s S 1=2 . Moreover, J x commutes with X 1=2 SX 1=2 and J s commutes with S 1=2 XS 1=2 . The lemma is proved by taking Q T x = J 1=2 x X ?1=2 P ?1 and Q T s = J 1=2 s S 1=2 P ?1 . Note that J x = J s = I and P = X ?1=2 or S 1=2 de ne the directions formulated by Monteiro 10] which are particular cases of the direction originally proposed by Kojima, Shindoh and Hara 6]. The direction de ned by J x = J s = I and P = S 1=2 was derived independently by Helmberg The positive parameter is driven to zero and therefore the residues are also driven to zero at the same rate as . The iterates reside in the following neighborhood of the above central path: where is a constant such that 0 < < 1. It is interesting to note that the neighborhood N( ; ) is independent on the scaling matrix P. Throughout the paper we also use the notation: = (X S)=n: (3.1) In order to de ne the neighborhood size in our algorithm, we need to assume that the spectral condition numbers of J x or J s are bounded, that is, sup minf x ; s g < 1; . At a typical step of our algorithm we are given (X; y; S) 2 N( ; ) and obtain a predictor direction (U; w; V ) 2 S n IR m S n by solving the linear system H P (US + XV ) = ?H P (XS);
As we mentioned before the above linear system has a unique symmetric solution, which we call the a ne scaling direction. If we take a steplength along this direction we obtain the points X( ) = X + U; y( ) = y + w; S( ) = S + V: Theoretically we would like to compute the step length = max A3 Find the unique symmetric solution U; w; V of the linear system (3.4), de ne X; y; S as in (3.10), and set + = (1 ? ) , for a satisfying (3.9). If = 1, then report (X; y; S) 2 F and terminate. 9 A4 Find the unique symmetric solution U; w; V of the linear system (3.11) and de ne X + ; y + ; S + ; + as in (3.12) and (3.14). A5 Set X k+1 = X + ; S k+1 = s + ; k+1 = + ; k = ; k+1 = + ; R Before stating our main result let us note that the standard choice of starting points X 0 = p I; y 0 = 0; S 0 = d I is perfectly centered and satis es (X 0 ; y 0 ; S 0 ) 2 N( ; 0 ), as required in the algorithm.
We will see that if the problem has a solution, then for any > 0 Algorithm 3.1 terminates in a nite number (say K ) of iterations. If = 0 then the algorithm is likely to generate an in nite sequence. However it may happen that at a certain iteration (let us say at iteration K 0 ) we have = 1, which implies that an exact solution is obtained, and therefore the algorithm terminates at iteration K 0 . If this (unlikely) phenomenon does not happen we set K 0 = 1. Hence (X + ) 1=2 S + (X + ) 1=2 0, which gives S + 0. In view of (3.29), this shows that (3.22) holds for k + 1. Finally, (3.25) is an immediate consequence of (3.22).
4 Global convergence and iteration complexity
In this section we assume that F is nonempty. Under this assumption we will prove that (4.14) where ! is a constant such that ? != p .
Proof. According to Lemma 4.2, we have (Tr(X) + Tr(S)) (2 + + )n 0 = (2 + + )n 2 ; i.e., n X i=1 ( i (X) + i (S)) (2 + + ) n:
In the sequel we will frequently use the fact that < 0:5. Since X S = 0 we get the relation = (S X 0 + X S 0 )=(X 0 S 0 ) = (Tr(X ) + Tr(S ))=(n ) 
Further remarks
We have shown that the class of predictor-corrector algorithms de ned by Algorithm 3.1 shares the same global and local convergence properties with the infeasible-interior-point algorithm of Kojima, Shida and Shindoh and Potra and Sheng. This result suggests that the practical performance of these algorithms should be similar.
The It is interesting to consider J x = (X 1=2 SX 1=2 ) ; or J s = (S 1=2 XS 1=2 ) for 2 IR: Then, ((1 + )(1 ? )) j j 3 j j :
For instance, the choice of = 0:41 3 ?j j=2 ; = 0:25 3 ?j j=2 works. From a computational point of view, the choice of J s = I (where P T P = S) seems to be preferable (cf. Zhang 19] ). However more computational experiments are necessary before a de nitive conclusion is reached (see also 17] for a comparison between the performance of several Mehrotra predictor-corrector algorithms for SDP).
