The rates of mRNA synthesis and degradation determine cellular mRNA levels and can be monitored by comparative dynamic transcriptome analysis (cDTA) that uses nonperturbing metabolic RNA labeling. Here we present cDTA data for 46 yeast strains lacking genes involved in mRNA degradation and metabolism. In these strains, changes in mRNA degradation rates are generally compensated by changes in mRNA synthesis rates, resulting in a buffering of mRNA levels. We show that buffering of mRNA levels requires the RNA exonuclease Xrn1. The buffering is rapidly established when mRNA synthesis is impaired, but is delayed when mRNA degradation is impaired, apparently due to Xrn1-dependent transcription repressor induction. Cluster analysis of the data defines the general mRNA degradation machinery, reveals different substrate preferences for the two mRNA deadenylase complexes Ccr4-Not and Pan2-Pan3, and unveils an interwoven cellular mRNA surveillance network.
INTRODUCTION
Cellular mRNA levels govern genome expression. The level of an mRNA is determined by its synthesis rate (SR) and its degradation rate (DR). Recent work showed that mRNA levels in eukaryotic cells are maintained close to normal values, i.e., buffered, when SRs or DRs are perturbed by mutations that impair nuclear mRNA synthesis or cytoplasmic mRNA degradation, respectively (Shalem et al., 2008 (Shalem et al., , 2011 Bregman et al., 2011; Pé rezOrtín et al., 2012; Sun et al., 2012; Trcek et al., 2011; Pai et al., 2012) . In the yeast Saccharomyces cerevisiae, a mutation in the transcribing enzyme RNA polymerase II (Pol II) leads to a global decrease of SRs that is compensated by a decrease in DRs, resulting in a buffering of mRNA levels . Vice versa, a decrease in DRs caused by the deletion of the gene encoding the mRNA degradation enzyme Ccr4 is compensated by a decrease in SRs .
The mechanisms underlying the buffering of mRNA levels remain unknown. Kinetic modeling indicated that the buffering may depend on a putative factor that acts positively on mRNA degradation and negatively on mRNA synthesis . To search for such a factor, we analyzed 46 mutant yeast strains that lacked mRNA degradation factor genes with the use of comparative dynamic transcriptome analysis (cDTA) . cDTA is based on metabolic labeling of newly transcribed RNA by 4-thiouracil (4sU) in yeast and allows for normalization between wild-type and mutant strains, thus enabling a global monitoring of SR and DR changes upon perturbation . Our factor search was based on the rationale that deletion of a degradation factor would result in changes in both DRs and SRs and mRNA level buffering unless the factor is required for buffering of mRNA levels.
Degradation of eukaryotic mRNAs has been extensively studied (Garneau et al., 2007; Parker and Sheth, 2007) . mRNA degradation generally commences with a shortening of the 3 0 -poly(A) (pA) tail (deadenylation) (Collart, 2003; Yamashita et al., 2005) , followed by removal of the 5 0 -cap (decapping) (Coller and Parker, 2004; Franks and Lykke-Andersen, 2008) . mRNAs are then degraded in 5 0 -3 0 direction by the Xrn1 exonuclease (Houseley and Tollervey, 2009 ) and in 3 0 -5 0 direction by the exosome (Lebreton and Sé raphin, 2008) . When the pA tail reaches a critical length, mRNAs are subjected to decapping by Dcp2 (Muhlrad et al., 1994) , which is promoted by Dcp1 and Edc3 (Kshirsagar and Parker, 2004) , the yeast-specific factors Edc1 and Edc2 (Dunckley et al., 2001) , and the translation-repressing factors Dhh1 (Coller and Parker, 2005) , Pat1, and the Lsm complex (Chowdhury et al., 2007; Pilkington and Parker, 2008) . Cytoplasmic mRNA degradation is coupled to mRNA translation (Hu et al., 2009) . Dedicated transcription-and translationcoupled quality surveillance pathways also contribute to mRNA degradation (Schmid and Jensen, 2010; Shoemaker and Green, 2012; Shyu et al., 2008) .
In our analysis we included factors involved in deadenylation (Ccr4, Pop2/Caf1, Caf40, Not3, Pan2, and Pan3) and exonucleases required for bulk mRNA degradation (Xrn1 and the exosome subunits Rrp6 and Rrp47/Lrp1). We also included factors that target decapping substrates (Lsm1, Lsm6, and Lsm7), decapping enhancers (Edc1, Edc2, Edc3, Dhh1, Pat1, and Scd6), scavenger decapping factors (Dcs1 and Dcs2), and exosomeassociated factors (Ski2, Ski3, Ski8, and Ski7). We further included factors involved in transcription termination, nuclear RNA surveillance, and splicing (Rtt103, Rai1, Air1, Air2, Esc1, and Bud13), factors that bind RNA elements and regulate mRNA degradation (Puf1/Jsn1, Puf2, Puf3, Puf4, Puf5/Mpt5, Puf6, Pub1, Tpa1, and Cth1), factors involved in mRNA export (Thp2 and Tex1), factors implicated in translation surveillance (Dom34, Hbs1, Upf2/Nmd2, and Upf3), and an endonuclease (Swt1).
The resulting cDTA data sets for 46 yeast deletion strains each contain SRs and DRs for about 4,300 mRNAs. All mutant strains showed a buffering of mRNA levels, with one marked exception, the strain lacking the exonuclease Xrn1. We therefore analyzed mutants of Xrn1 to elucidate its role in the buffering of mRNA levels. Correlation analysis of DR changes in mutant strains recapitulated known interactions between degradation factors and unraveled new ones. Our results provide a rich resource for studying mRNA metabolism and identify Xrn1 as a key factor required for the buffering of mRNA levels in a eukaryotic cell. While this manuscript was in revision, a paper was published that also reported a buffering of transcript level upon perturbation of mRNA degradation (Haimovich et al., 2013) . We compare these new data to our results in the Discussion.
RESULTS

Global Analysis of mRNA Degradation
We gathered cDTA data from Saccharomyces cerevisiae BY4741 strains during logarithmic growth in YPD media (Table  S1 ). Strains were verified by PCR and growth on selective media (Experimental Procedures). cDTA was carried out as described . Briefly, RNA was metabolically labeled with 4sU for 6 min, and 2.25 3 10 8 cells were mixed with 0.75 3 10 8 cells from labeled Schizosaccharomyces pombe culture that provided an internal standard. Strain ploidy was analyzed by plotting the levels of total RNA per chromosome ( Figure S1 ). This uncovered nine aneuploid mutant strains, six of which we could regenerate with normal ploidy, whereas the others had to be excluded. For strains that showed more than a 2-fold difference in total RNA, chromosome copy number was analyzed by FACS and polyploid strains were excluded. From each strain, at least two biological replicates were measured. The Spearman correlation of replicate measurements was always close to 1. With the use of our previously described algorithm , we obtained a high-quality data set including for each strain the median SR and DR (Table S2) , the total mRNA levels (Table S3) , the SRs based on labeled mRNA (Table S4) , and the DRs (Table S5) .
Generality of mRNA Level Buffering
When we plotted the changes in median SRs against changes in median DRs for each mutant strain (Table S2) , the data points scattered along the main diagonal ( Figure 1A ). Thus, changes in DRs that were induced upon mutation were generally compensated by changes in SRs. To assign a significance level to these changes, we fitted a bivariate Gaussian distribution to the pooled median SR and DR estimates of a total of 228 S. cerevisiae samples after normalization to their S. pombe references, including 18 biological wild-type replicates. Data points outside the resulting 95% confidence region (gray ellipse in Figure 1A ) indicate significant changes in global SR and/or DR, since they do not result from random fluctuations. The high precision of our measurements revealed even mild effects of most mutations under optimum growth conditions (standard deviation for changes in SR is 0.22 and for changes in DR is 0.24). Of the 46 strains analyzed, 7 showed strong effects with median SR or DR changes above 2-fold, whereas 16 strains did not show significant rate changes. Most strains maintained similar mRNA levels ( Figure 1B) , demonstrating the generality of mRNA level buffering.
mRNA Level Buffering Requires Xrn1 Activity The analysis revealed a single strong outlier, the strain lacking the exonuclease Xrn1 (Figure 1 ). In this strain, the median DR was decreased by 2-fold relative to wild-type, but the median SR was increased by 1.6-fold. As a result, mRNA levels increased 3.2-fold ( Figure 1B) , showing that the buffering mechanism was defective. Thus, Xrn1 mediates global mRNA degradation as expected, but its absence showed an unexpected positive effect on mRNA synthesis rather than a negative effect that would be required for buffering. The apparent repression of mRNA synthesis cannot be explained by stabilization of labeled RNAs, since our SR estimator accounts for the degradation of labeled RNA.
To quantify the mRNA buffering capacity of mutant strains, we introduced the buffering index (BI), which is calculated as follows:
In this equation, T mutant and T wt are the measured median total mRNA levels of the mutant and the wild-type, respectively. T theoretical is the theoretically obtained total RNA level that would result from impaired degradation but unaffected synthesis, i.e., in the absence of buffering. The ratio (T mutant À T wt ) / (T theoretical À T wt ) measures the change in total mRNA relative to the expected change assuming no buffering. Thus, the BI measures the fraction of the expected total mRNA change that has been buffered. A BI of 1 indicates perfect buffering, i.e., changes in DR are entirely compensated by changes in SR. Out of the 46 mutant strains, 42 showed a BI above 0.8, 3 showed a BI between 0.6 and 0.8, and only the xrn1D mutant had a BI close to zero (Figure 1C) . Xrn1 thus exhibits the features predicted for a factor involved in mRNA buffering; it is an mRNA degradation factor with a negative effect on mRNA synthesis .
To investigate the role of Xrn1 in the buffering mechanism, we prepared a yeast strain (xrn1pm) with two point mutations in the Xrn1 active site (D206A, D208A) that abolish exonuclease activity (Solinger et al., 1999) . We collected a cDTA profile for the xrn1pm strain and compared it to an isogenic wild-type strain (Experimental Procedures). The median DR was decreased to 36%, similar as in the xrn1D strain, but the median SR remained unchanged, leading to a 2.6-fold increase in total mRNA levels ( Figures 2A and 2B ). These results demonstrate that the catalytic activity of Xrn1 is responsible for the decrease in DRs and is required for mRNA level buffering. 
Xrn1 Represses mRNA Synthesis
To investigate whether the increase in SRs upon deletion of Xrn1 may be due to SR repression by the presence of Xrn1 in the nucleus, we depleted Xrn1 from the nucleus using the anchoraway technique (Haruki et al., 2008) and monitored changes in SR and DR. We generated an Xrn1 anchor-away (XRN1-AA) strain in which Xrn1 was fused with a FKBP-rapamycin binding (FRB) domain in a strain containing the ribosomal protein RPL13A fused to the FKBP12 receptor of rapamycin (Haruki et al., 2008) . Upon rapamycin addition, the Xrn1-FRB fusion protein was pulled out of the nucleus (not shown). When the XRN1-AA strain was grown in media supplemented with rapamycin, the median SR was increased 1.5-fold during mid-log growth phase ( Figure 2C ), in agreement with a 1.6-fold increase in the xrn1D strain. The median DR was increased 1.9-fold, possibly due to increased cytoplasmic Xrn1 levels.
These results were consistent with a nuclear function of Xrn1 in repressing mRNA synthesis and with reports that Xrn1 interacts with nuclear proteins such as histones (Gilmore et al., 2012; Lambert et al., 2009 ) and the Nrd1 complex (Gavin et al., 2006) . However, we did not detect association of Xrn1 with the constitutively transcribed genes ADH1, ILV5, and RPS11A by means of chromatin immunoprecipitation (ChIP) in vivo (not shown). Also, Xrn1 was not required for activator-and promoter-dependent transcription in vitro, because nuclear extracts from xrn1D cells were active in transcription assays (Experimental Procedures, Figure S2 ). In these assays, addition of TAP-purified Xrn1 protein or the catalytically inactive Xrn1pm variant did not change the activity of transcription. These results indicated that Xrn1 has a nuclear function, but argue against a direct function in mRNA synthesis.
Induction of Transcription Repressor Nrg1
We next searched for nuclear factors that may inhibit mRNA synthesis in an Xrn1-dependent manner. We investigated DRdependent changes in SRs of transcription repressors. We observed that the SRs for the gene encoding the transcription repressor Nrg1 (Vyas et al., 2005) were increased in the xrn1D strain and in several other strains with decreased global DR (xrn1pm, ccr4D, pop2D, pat1D, dhh1D; Figure 3A ). Vice versa, the SR of NRG1 mRNA was repressed in mutants with increased median DR such as dcs1D and rtt103D. The general significance of these changes is revealed by an anticorrelation between changes in SR of NRG1 mRNA with the median DR of the mutant strain (Spearman's correlation À0.61, R 2 = 0.41) ( Figure 3A ). These results suggested that Nrg1 could be part of the buffering machinery.
To study whether Nrg1 acts globally as a transcription repressor, we collected cDTA data from the nrg1D deletion strain ( Figure 3B ). The median SR increased 1.6-fold, as expected for a global transcription repressor, and the DR increased to 1.4-fold. To investigate the relationship between Xrn1 and Nrg1 further, we induced overexpression of Nrg1 in wild-type and xrn1D mutant yeast cells ( Figure 3C ). Overexpression of Nrg1 in wildtype cells led to a slow-growth phenotype, as expected for a transcription repressor. However, there was no additive effect observed when Nrg1 was overexpressed in xrn1D cells, indicating that repression of transcription by Nrg1 requires Xrn1 and consistent with the model that Xrn1 is part of the buffering machinery. We also obtained cDTA data from a nrg1Dxrn1D double deletion strain ( Figure S3 ). The data showed that the DRs decreased to 0.5-fold and SRs decreased to 0.7-fold. Thus, the double mutant phenotype cannot simply be explained by addition of the phenotypes of the individual mutants nrg1D and xrn1D. It rather reflects the result of complex changes caused by deletion of two genes. The phenotype may be interpreted as a suppression of the SR phenotype in the nrg1D background by a reduction of DRs upon Xrn1 deletion and indicates that Nrg1 functions synergistically with Xrn1.
Delayed mRNA Buffering upon Degradation Inhibition
These results suggested that downregulation of mRNA degradation triggers the expression of transcription repressor Nrg1 that subsequently downregulates mRNA synthesis and establishes mRNA level buffering. If true, mRNA level buffering would occur in a time-delayed manner after conditionally impairing mRNA degradation. To test this, we downregulated mRNA degradation with the use of cycloheximide, a translation elongation inhibitor that impairs mRNA degradation (Hu et al., 2009 ). We added cycloheximide to cells during the mid-log growth phase at a low concentration of 0.1 mg/ml, which has almost no effect on cell growth ( Figure S4 ), suggesting that this concentration does not strongly perturb cellular metabolism. We used cDTA to quantify changes in SRs and DRs after 10 and 60 min of treatment.
The median DR was decreased to 65% after 10 min of cycloheximide treatment and to 12% after 60 min ( Figures 4A and 4B) . This confirmed the generality of translation-coupled mRNA degradation (Hu et al., 2009 ). The median SR remained essentially unchanged after 10 min of cycloheximide treatment, but was strongly decreased to about 37% after 60 min ( Figures 4A  and 4B ). This demonstrated that mRNA level buffering occurs in wild-type cells. Remarkably, the SR for Nrg1 mRNA showed a dramatic 7.1-fold increase after 60 min of cycloheximide treatment, in contrast to the general decrease in SRs observed for most mRNAs. These results demonstrate time-delayed mRNA level buffering and synthesis induction of transcription repressor Nrg1 upon inhibition of mRNA degradation and are consistent with an indirect role of Xrn1 in the buffering mechanism.
Rapid Buffering upon mRNA Synthesis Inhibition
The above results indicated that mRNA level buffering following impaired mRNA degradation is delayed, due to transcription repressor induction. To test whether mRNA buffering following impaired mRNA synthesis is also delayed, we treated wild-type cells with 1,10-phenanthroline, an inhibitor of mRNA synthesis, and monitored changes in SRs and DRs. We added 1,10-phenanthroline to cells at mid-log growth at a concentration of 25 mg/ml, which is typically used to arrest transcription (DoriBachash et al., 2012) , and carried out cDTA after 18 min of treatment. The median SR was decreased to 38% of the untreated level, as expected after transcription inhibitor treatment ( Figure 4C ). The median DR was also strongly decreased to 29% after 18 min. This demonstrated that conditional inhibition of mRNA synthesis leads to a rapid decrease in mRNA degradation rates and mRNA level buffering.
Cluster Analysis Reveals mRNA Degradation Complexes
Our data provide a wealth of information on interactions between mRNA degradation factors and on their general and gene-specific functions (Figures 5 and 6 ). Cluster analysis of the mutant strains based on their DR changes (Figures 5 and 6A ) was translated into a two dimensional network plot ( Figure 6B ), in which the distances between nodes are given by the Spearman correlation coefficient (R > 0.5). This revealed known functional relationships between factors. Mutants cluster together when they lack subunits of a known physical protein complex, such as the Ccr4-Not complex (Ccr4 and Pop2 Spearman correlation coefficient, R = 0.67), the Lsm complex (Lsm1, Lsm6, and Lsm7, R > 0.5), the Ski complex (Ski2, Ski3m and Ski8, R > 0.62), the exosome (Rrp6 and Rrp47, R = 0.75), components in the TRAMP complex, the zinc-knuckle orthologs Air1 and Air2 (R = 0.66), the No-Go mRNA decay complex (Hbs1 and Dom34, R = 0.67) (Becker et al., 2011) , and the UPF-EJC complex involved in nonsensemediated decay (NMD) (Upf2 and Upf3, R = 0.80). Factors with similar cellular functions build up subclusters, such as the deadenylase subunits Pan2 and Pan3 (R = 0.78) and the decapping enchancers Dhh1 and Pat1 (R = 0.70). Cluster analysis also recovers known genetic interactions between factors, for example between Swt1, Ecs1, and Tex1 (R > 0.60) (Skruzný et al., 2009) (Figures 5 and 6B) . Thus, the cluster analysis reliably reveals known interactions between degradation factors in functional complexes and can be used to detect novel interactions.
General mRNA Degradation Machinery
We observe correlations of DR changes in strains with deletions of the Ccr4-Not complex subunits, Xrn1, Pat1, Dhh1, and the Lsm complex ( Figure 6 and Figure S5 ). This indicates that the general mRNA degradation machinery that has been identified biochemically is responsible for global mRNA turnover and comprises the Ccr4-Not deadenylase complex, the Xrn1 5 0 -exonuclease, and the decapping activator Pat1 and thus, apparently, the decapping complex Dcp1-Dcp2, which we could not include in our analysis due to its essential nature. Our cluster analysis additionally indicates that the THO transcription elongation complex and the scavenger decapping factor Dcs2 are components of a general degradation machinery. The Ski complex subunits Ski2, Ski3, and Ski8 cluster, consistent with formation of a stable complex (Synowsky and Heck, 2008; Wang et al., 2005) that cooperates with the exosome (Araki et al., 2001) . In contrast, the Ski7 subunit deletion results in a different profile (Spearman's correlation < 0.15 to Ski2, Ski3, and Ski8), suggesting a peripheral location and functional differences for this subunit (Araki et al., 2001 ). The three Edc proteins apparently have gene-specific functions.
Deadenylase Complexes Differ in Substrate Preference
The cluster analysis also reveals differences between the two mRNA deadenylase complexes Ccr4-Not and Pan2-Pan3. Deletion of Ccr4-Not complex subunits leads to strong degradation defects, whereas deletion of Pan2 or Pan3 has mild effects ( Figures 1A) . In addition, the DR changes are not correlated (R < 0.05 between Ccr4 and Pan2/3), indicating different mRNA substrate preferences of the two complexes. The mRNAs that show a decreased DR in pan2D and pan3D strains are not strongly influenced by deletion of Ccr4-Not complex subunits, or their DR is even higher (Figure 5 and Figure S5 ). The deadenylation mechanism may be different in human, where Pan2-Pan3 initiates deadenylation (Boeck et al., 1996; Yamashita et al., 2005) , whereas the Ccr4-Not complex degrades most of the pA tail (Bai et al., 1999; Collart, 2003) . The analysis further showed that DR changes observed upon deletion of the Caf40 subunit of the Ccr4-Not complex do not correlate with other complex subunits (R < 0.07 between Caf40 and Ccr4/Not3), in agreement with a previous description of functional modules in the Ccr4-Not complex (Cui et al., 2008) . The analysis also reveals a functional interaction of the Pan2-Pan3 complex with the Tex1 subunit of the TREX complex (R > 0.55), which is involved in mRNA export (Strä sser et al., 2002) .
Scavenger Decapping Factors Dcs1 and Dcs2
Are Global Antagonists For mRNA molecules that were not decapped but degraded from the 3 0 end by the exosome complex, the scavenger decapping enzyme clears up the residual 5 0 portion of the RNA (Liu et al., 2002; Muhlrad et al., 1995) . Our data show that the S. cerevisiae scavenger decapping enzyme Dcs1 and its inhibitor Dcs2 function globally, since all DRs are changed, and that their function is globally antagonistic ( Figure S6 ). In the dcs1D strain, the median DR is decreased 1.7-fold, whereas it is increased 1.8-fold in the dcs2D strain ( Figure 1A ). This is consistent with a general role of Dcs1 in mRNA degradation (Liu and Kiledjian, 2005) and reveals a general role of Dcs2 in inhibiting Dcs1 that is not restricted to stress conditions (Malys and McCarthy, 2006) . The DR profiles of dcs1D and dcs2D mutant strains were slightly correlated (Figure 6) , consistent with the fact that Dcs2 does not contribute to the substrate specificity and only globally represses the enzymatic activity of Dcs1.
An Interwoven mRNA Surveillance Network
In the nucleus, aberrant RNAs are recognized by TRAMP complexes, which add a pA tail to enable exosome-dependent degradation (Vaná cová et al., 2005) . The subunits Air1 and Air2 are part of two distinct TRAMP complexes and determine the substrate specificity of the nuclear exosome (San Paolo et al., 2009; Schmidt et al., 2012) . In the cytoplasm, an mRNA that causes the ribosome to stall is subjected to No-Go decay (Shoemaker and Green, 2012), which involves the factors Dom34 and Hbs1, and mRNAs that contain a nonsense codon are subjected to NMD, which involves the factors Upf2 and Upf3. Aberrant nascent RNAs with an incomplete cap structure are degraded by the 5 0 -exonuclease Rat1 and its cofactor Rai1 (Schmid and Jensen, 2010) . Rai1 and its associated factor Rtt103 cluster with Air1, Air2, Esc1, Tex1, and Bud13 (R > 0.5). This cluster involves the TRAMP-dependent perinuclear mRNP surveillance system (Skruzný et al., 2009) , the mRNA export complex (Strä sser et al., 2002) , and factors involved in pre-mRNA splicing and retention.
Our cluster analysis suggests a functional interaction between Air1-Air2 and Dom34-Hbs1 (R > 0.65) and Upf2-Upf3 (R > 0.46), but factors involved in No-Go decay and NMD do not correlate. Air1-Air2 and Hbs1-Dom34 cluster with Tpa1, a putative translation termination factor (Keeling et al., 2006) , indicating Tpa1 as a translation termination factor for No-Go decay. The Tpa1 DR profile resembles those of the polyA-binding protein Pub1 (R = 0.49) and the inhibitor of translation initiation Scd6 (R = 0.51) (Rajyaguru et al., 2012; Ruiz-Echevarría and Peltz, 2000) . Surprisingly, the mRNA-binding factor Cth1, which belongs to the TIS11 family, plays a role in iron response (Sanvisens et al., 2011) , and targets AU-rich elements (Sanduja et al., 2011; Stevens et al., 1998) , also shows high correlation to Dom34, Hbs1, and Swt1 (R > 0.65), suggesting a role in mRNA surveillance. Upf2 and Upf3 show differences in mRNA substrate preference and cluster with Pub1, which is involved in NMD (Ruiz-Echevarría and Peltz, 2000) , and with Puf6, one of six Puf proteins in yeast that have distinct functions (Gerber et al., 2004; Goldstrohm et al., 2007; Miller and Olivas, 2011) . These findings suggest a redundant mRNA surveillance system with interconnected activities.
DISCUSSION
We present a global analysis of changes in cellular mRNA synthesis and degradation rates upon deletion of 46 factors involved in eukaryotic mRNA turnover. The significance of the obtained data set is two-fold. First, it demonstrates the generality of mRNA level buffering in a eukaryotic cell and implicates the exonuclease Xrn1 and the transcription repressor Nrg1 in the buffering mechanism. Second, it is a resource providing a wealth of information on the global and gene-specific function of factors involved in mRNA degradation and related processes and the functional interactions between these factors. Our study shows that Xrn1-dependent mRNA level buffering is contributing to the robustness of genome expression and elucidates the mechanisms underlying this phenomenon.
Our results suggest a simple model that may explain mRNA level buffering (Figure 7) . A simple feedback loop may link the level of Xrn1 mRNA with its product, the Xrn1 exonuclease protein. When Xrn1 mRNA levels rise, Xrn1 protein levels rise, leading to a subsequent decrease of its mRNA levels. When Xrn1 mRNA levels fall, Xrn1 protein levels fall, leading to mRNA stabilization and thus an increase of the mRNA level. Since Xrn1 acts globally on all mRNA, this simple feedback loop can control all mRNA levels. The model also explains mRNA level buffering upon perturbation. When mRNA synthesis is impaired, Xrn1 mRNA and protein levels decrease, leading to slower global mRNA degradation. When mRNA degradation is impaired, transcription repressors such as Nrg1 are induced, leading to a time-delayed downregulation of mRNA synthesis. Transcription repression involves a nuclear function of Xrn1, since Xrn1 deletion or nuclear depletion lead to induction of Nrg1, but not to complete mRNA level buffering. It is likely that the C-terminal region of Xrn1 outside the catalytic domain (Chang et al., 2011) is responsible for this function, because its overexpression inhibits cell growth (Page et al., 1998) .
The model apparently requires that Xrn1 levels control decapping, because otherwise nonfunctional decapped messages would accumulate during mRNA level buffering. Such Xrn1-dependent decapping is consistent with genetic and physical interactions of Xrn1 with the Dcp1/2 complex and the decapping activators Lsm1-7 and Pat1 (Bouveret et al., 2000; Braun et al., 2012; Hatfield et al., 1996; Nissan et al., 2010) , with colocalization of these proteins (Parker and Sheth, 2007) , and with the recent demonstration that Xrn1 interacts with decapping activators (Braun et al., 2012) . Xrn1 may thus act as a universal sensor of cellular mRNA levels that controls homeostatic mRNA level maintenance.
While our manuscript was in revision, an independent study was published that also observed that mutation of mRNA degradation factors is compensated by a decrease in transcription (Haimovich et al., 2013) , consistent with our findings here and with our earlier publication . The new paper also reaches the conclusion that Xrn1 is important for mRNA synthesis-degradation compensation. However, inconsistent with our cDTA results, the authors reported that SRs were decreased in a xrn1D strain and more severely in a catalytically inactive xrn1 D208A strain. This discrepancy may be due to the ChIP method used by the authors to approximate SR, which measures gene occupancy with polymerase, but not SR. In contrast, our cDTA protocol directly measures SRs by nonperturbing metabolic labeling of RNA. cDTA also allows for normalization between strains and thus the detection of global changes in SRs, which is very difficult in ChIP experiments. In addition to these insights, interactions between factors involved in mRNA metabolism were detected by cluster analysis of our data. This defined a general mRNA degradation machinery that acts globally and apparently includes the Ccr4-Not complex, the Dcp2 decapping machinery, Xrn1, and the exosome, consistent with a large body of published results (Harigaya and Parker, 2012) . Cluster analysis also confirmed many known interactions between degradation factors in functional complexes and revealed new functional interactions between factors. New findings include mRNA substrate preferences for the deadenylase complexes Ccr4-Not and Pan2-Pan3 and their putative interaction with the two decapping scavenger proteins that act antagonistically. The data also indicate an involvement of Esc1, Puf1, Cth1, and Swt1 in nuclear mRNA surveillance, of Cth1 and Swt1 in No-Go decay, and of Tpa1, Pub1, and Puf6 in NMD.
EXPERIMENTAL PROCEDURES Yeast Strains
Strains used in this study are listed in Table S1 . Yeast knockout strains were purchased from the YKO library (Thermo Scientific) or generated by substituting the target gene for a KanMX cassette using homologous recombination in the same genetic background (Longtine et al., 1998) . All knockout strains were validated by selective growth on G418 plates and PCR. The validated strains were stored in 50% glycerol at À80 C. Because some of the strains were genetically unstable, they were not maintained on solid culture. For microarray analysis, strains were always directly streaked out on YPD-rich media from glycerol stocks and incubated at 30 C. The strain XRN1-AA was generated by substituting the XRN1 ORF of a PCR product constructed on plasmid (Haruki et al., 2008) . The isogenic parental strain Y40343 for anchor-away experiment was from EUROSCARF. The xrn1pm strain is generated by transforming the construct containing point mutation into the xrn1D strain (Weiner and Costa, 1994, Longtine et al., 1998) . For overexpression, a plasmid encoding NRG1 under the control of the Gal1 promoter was purchased from Thermo Scientific and transformed into BY4741 after validation.
FACS Analysis
Twenty milliliters of YPD was inoculated with a saturated overnight culture and incubated at 30 C until OD 600 reached 0.8. Then a 1 ml sample was taken and 2.5 ml ethanol was added. Cells were then washed with 50 mM sodium citrate (pH 7.0), and RNA was digested at 37 C overnight with 0.1 mg/ml RNase A (Fermentas). Cells were washed with citrate buffer and subjected to protease K digestion at 50 C for 2 hr. After washing, cells were resuspended in 50 mM sodium citrate buffer containing 1 mM Sytox Green (Invitrogen). To avoid cell clustering, we sonified cells four times for 30 s in a Biorupter (DIAGENODE). The measurement was carried out on a BD FACSCalibur machine. The data were analyzed use the FCS Express software (De Novo Software).
cDTA and Perturbation Assays cDTA was carried out as described . S. cerevisiae cultures were grown at 30 C in 50 ml aliquots of YPD medium. S. pombe cultures were grown at 32 C in YES medium. For inhibitor perturbation, BY4741 cells (OD 600 = 0.1) were inoculated from a saturated overnight culture in two 100 ml aliquots of YPD liquid medium, incubated at 30 C and grown to early-log phase (OD 600 = 0.8). Cells were labeled for 6 min (sample 0 min). Then cycloheximide was added and cells were labeled for 10 min and 60 min. Cells were harvested and treated as described . 1,10-Phenanthroline was added to the culture to a final concentration of 25 mg/ml as described (Dori-Bachash et al., 2012) and labeled for 6 min after 18 min treatment. Cells were treated as above. For the anchor-away analysis, S. cerevisiae cells (OD 600 = 0.1) were cultured in two 200 ml aliquots of YPD containing 1 mg/ml rapamycin and incubated at 30 C until OD 600 reached 0.8. Due to the instability of rapamycin, we added 1 mg/ml rapamycin every 2 hr. Then a 20 ml sample was taken and labeled with 4sU (Haruki et al., 2008) . The cells were then treated as described .
cDTA Data Analysis Data was processed with R/Bioconductor as described . We used a custom probe annotation environment (cdf) to exclude cross-hybridizing probes from further analysis. Labeling bias estimation and correction was performed as described . Interarray normalization of arrays containing mixed S. cerevisiae and S. pombe total and labeled RNA was accomplished by proportional rescaling as described . Samples gained with different batches of prelabeled S. pombe RNA were adjusted according to their respective wild-type reference by proportional rescaling. S. cerevisiae RNA levels were consequently compared on an absolute level. DRs and SRs were obtained as described in the Supplemental Experimental Procedures of . The whole analysis workflow has been carried out using the open source R/Bioconductor package DTA .
In Vitro Transcription Assay Nuclear extracts of BY4741 and xrn1D were prepared from 3L yeast culture as described (Ranish et al., 1999; Seizl et al., 2011b) . Endogenous Xrn1 and xrn1pm were purified from 4L C-terminally TAP-tagged strains using protein A-coupled IgG-Dynabeads. Activator-dependent in vitro transcription assays were carried out using 200 ng recombinant full-length Gcn4 (Seizl et al., 2011a) . The transcript was detected by primer extension using the 5 0 -Cy5-labeled oligonucleotide 5 0 -TTCACCAGTGAGACGGGCAAC-3 0 (Seizl et al., 2011b) . The resulting gel was scanned on a typhoon scanner FLA9400, and the data were analyzed with ImageQuant Software (GE Healthcare).
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