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The classical Poincar&-Bendixson theory in the plane is generalized to 
multivalued vector fields. For control systems JE = f(x, u) where the state x is 
in R” and the control u is valued in a compact subset of R” we study the existence 
(and nonexistence) of rest states. Some special emphasis is focused on the case 
11 = 2. 
I. INTRODUCTION 
Consider the autonomous control system given by 
Lt = f(X, 24) (1.1) 
where x E R” and u E R” denote the state and control vectors, respectively. 
For a given set 52 C R” we will denote by U, the set of admissible controls, i.e., 
the space of Lebesgue measurable functions u: [0, co) --, Q. For an admissible 
control u E rr, , a solution of (1.1) (if it exists) will be denoted by vu(t), and if 
the solution satisfying the initial condition x(0) = x,, is known to exist and to be 
unique on [0, ~0) we shall denote it by x(t) = v(t, 0, x0 , u). In what follows it 
will be clear from the context whenever u represents a vector in SL, or a control 
in V, , 
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By an Q-rest state of system (1.1) is meant a vector s E R” such that 
0 Ef(X, Q) := [f(x, 24) / u E Q}, that is, a state at which system (1.1) can be held 
indefinitely by a constant control. For the case where system (1.1) is independent 
of U, i.e., when (1.1) describes a classical dynamical system, the concept of -Q-rest 
state reduces to that of a critical point. 
The existence of rest points in control systems received recently some attention 
by Feuer and Heymann [4] and Heymann and Stern [S, 61. Interest in this prob- 
lem derives from its relevance to questions of controllability and stabilizability 
of control systems. Feuer and Heymann [4] p roved that an Q-rest state exists in 
a compact convex weakly Q-invariant set; that is, a set S such that for each 
.Y,, E ,Y there exists an admissible control u E Cm whose corresponding solution 
satisfies ~(t, 0, x0 , U) E X for all t 3 0. This result generalizes to a control 
theoretic setting the classical theorem of dynamical systems which asserts that 
a compact homeomorphically convex positively invariant set contains a critical 
point (see, e.g., Bhatia and Szego [l]). In Heymann and Stern [5] various other 
results on the existence of Q-rest states were obtained and in particular, it was 
proved that an g-rest state exists in a complementary weakly R-invariant 
compact convex set, i.e., a set X such that F (the closure of its complement) is 
weakly Q-invariant. 
In the present paper the investigation of existence of Q-rest states and related 
problems is further expanded. In Section 2 the classical Poincare-Bendixson 
theorem (which states that the trajectory of a periodic solution of an autonomous 
differential equation in the plane encloses a critical point) is generalized to 
multivalued vector fields. Specifically, the differential equation is replaced by a 
contingent equation of the form Z? E l’(x) where 17(s) is a compact con\-cr set 
which depends continuously on .v. The main result of this section is Theorem 
2.16 which states that if a compact connected set contains a trajector! (absoluteI!- 
continuous solution) of the contingent equation for all time t (t E [0, ZC)) then 
its simply connected hull contains a critical point (i.e., a point .V such that 
0 E l,*(x)). In Section 3 the results of Section 2 are applied to planar control 
systems and it is shown that if a periodic solution does not pass through any 
“Q-rest states, then for each UE Q there exists an .F enclosed bv the trajector!-, 
such that f(.~, ZC) = 0. It is also shown that under rerl’ mild conditions (convexity 
of the velocity sets) the existence of bounded controlled trajectories implies the 
eristence of Q-rest states in the plane, a result which does not generalize to 
systems in higher dimensional spaces (escept in special cases). 
For s E R” we define the reachable set from s in time t 0 (for system (I. 1)) 
as the set F,(.v) : == {q(t, 0, JC, U) 1 u E CT,). We shall say that the set S C R” is 
R-constrained in time t > 0 provided that for all s E S we ha\-e 
(nonempty intersection) 
where H(.) denotes the convex hull. A set S with nonemptv interior \vill be 
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called strongly SZ-constrained if there exists t > 0 such that for all s E X (the 
closure of X) and all 7 3 t 
H(FT(x)) n int(X) f 0 
where int(.) denotes interior. A point x is called t-hull periodic (where t > 0) if 
x E H(F,(x)). 
In Section 4 we prove a general result (Theorem 4.6) which states that if the 
boundary of an Q-constrained compact convex set X with nonempty interior in 
R” contains no hull periodic points then X must contain an Q-rest state for each 
u E Q. As an interesting corollary to Theorem 4.6 we obtain a result of Jones [7] 
(see also Jones and Yorke [8] and Remark 4.21 below) which states that, in 
dynamical systems, homeomorphically convex compactly constrained open 
subsets of R” contain critical points. (An open set X C R” is called compactly 
constrained with respect to a dynamical system if there exists a time t* > 0 such 
that every point of X leads back into and remains in X for all T > t*.) Finally 
we show via an example in Section 5 that for n 3 3, strongly Q-constrained 
compact convex subsets with nonempty interior do not necessarily contain 
Q-rest states. Hence the control theoretic analog of the Jones-Yorke result fails 
to hold for 71 3 3, a fact which illustrates sharply the added complexity which 
the presence of control introduces. 
2. THE POINCAR~BENDIXSON THEOREM FOR MULTIVALUED I?ECTOR FIELDS 
Let rdenote the metric space of nonempty convex subsets of R2 with Hausdorff 
topology. For topological spaces X and E’ denote by C(X + E’) the space of 
continuous mappingsf: X -+ E’. For a subset S C R” let I’ be a (multivalued) 
vector Jield on S, i.e., I’ E C(S - r). A point x E S is called a critical point of I 
if 0 E I’(x). The vector field I’ is called regular on S if there are no critical points 
of V on S. 
Let K be a Jordan curve. For a real number T > 0, a mapping x E C([O, T] 4 
R”) is called a proper parametrization of K if the following conditions hold: 
(2.1) K = {x(t) 1 0 < t < T}, 
(2.2) x(t) # x(s) for all 0 < s < t < T, 
(2.3) x(0) = x(T). 
From the definition of a Jordan curve it follows that a proper parametrization 
always exists. If K is a Jordan curve and z, E C(K + R2) is a (single valued) 
vector field defined and regular on K, we denote by Pi the index (or degree) 
of rj on K. (For definition and properties of the index see, e.g., Dugundji [3] or 
Lefschetz [IO].) Finally, if K is a Jordan curve, we denote by enc(K) the bounded 
component of the complement of K and we define enc(K) = K u enc(K). 
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Let D C Ra be an open domain and let V E C(D + r) be a multivalued vector 
field. Consider the contingent equation 
k(t) E l+(t)). (2.4) 
For t > 0 a function g, E C([O, T] --+ D) is a solution of (2.4) if it is absolutel! 
continuous and q(t) E V(F)(~)) a.e. on [0, T]. 
For a compact connected subset M C R2 define the simply connected hull of !\I. 
denoted SCH(M), as the complement of the unbounded component of JII” 
(MC denoting the complement of M). It is then easily verified that SC’a(Jf) is 
compact, simply connected. (Note, however, that even if Al is compact and simpl! 
connected it is in general false that SCH(M) = i1f.) 
\Ye can now state the first principal results of this section. 
(7.5) THEOREM. Let 1’ be a multizlalued zector field defined on a domain 
D C R”. Let T :.* 0 and let g, be a solution of the contingent equation (2.4) on the 
interzal [0, T] such that ~(0) = y(T). Then SCII(L) contains a critical point. 
whereI, : [v(t) j 0 < t < T} is the trajectory of p 
The proof of Theorem 2.5 depends on the following central 
(2.6) THEOREM. Let r’ be a multiz*alued vector field dejined on a domain 
D C P, and for some T > 0 let q~ be a solution of the contingent equation (2.4) 
on the interz,al [0, T]. If p is a proper parametrization qf a Jordan curz?e K then 
enc(K) contains a critical point of I-. 
(2.7) Remark. In the classical setting of the Poincare-Bendixson theorem 
the solutions of the differential equation are continuously differentiable. If we 
would consider only continuously differentiable solutions of (2.4) the generaliza- 
tion would be immediate. However, the fact that our solutions are much weaker 
in that they are only absolutely continuous functions, complicates matters a 
great deal. 
For the proof of Theorems 2.5 and 2.6 we shall need several auxiliary results. 
(2.8) LEMMA. If D C R* is open and T’ E C(D --f r), then I- admits a 
continuous selection, i.e., there exists z E C(D + R*) such that z(x) E T-(x) for all 
s E D. 
Lemma 2.8 is well known (in fact it holds in much more general spaces) and 
one continuous selection can be made by choosing for z(x) the unique point of 
lr(s) with least Euclidean distance from x. 
(2.9) LEMMA. If zyl and zj, are an..v continuous selections of a vector jield 
VEC(D-t r) and K is a Jordan curve such that F’ is regular on K, then pK[vl) 
Pi&). 
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Proof. This is an immediate consequence of the homotopy of r,‘i and @a .
In particular, consider the homotopy F(t, x) = tzj,(x) + (1 - t) z)a(~), x E D, 
0 < t 6 1. By the convexity of I’(X) for all x ED it follows that F(t, .) is also 
a continuous selection of I’ for all 0 < t < 1. a 
Lemmas 2.8 and 2.9 justify the following definition of index in multivalued 
vector fields: Let I/ E C(D + r) be a multivalued vector field and let K be a 
Jordan curve in D such that V is regular on K. Then the index of V is defined as 
pK( V) : = pK(v) where v E C(D --f R2) is any continuous selection of V. 
The following lemma is then an immediate consequence of the existence of 
continuous selections of V on D and of a well-known fact for single valued 
vector fields (see, e.g., Coddington and Levinson [2], Theorem 4.1, page 398). 
(2.10) LEMMA. Let V E C(D -+ r) be a vector jield and let K be a Jordan 
curve that GE(K) C D. If V is regular on Z(K) then fK( V) = 0. 
Finally, we shall also need the following 
(2.1 I) LEMMA (Lifshitz [I I]). Let x E C([O, T] -+ R2) be a proper pura- 
metrization of a Jordan curve K andfor 0 < 6 < T define v*(t) : = x(t* + 6) - x(t), 
0 < t < T, where t* = t for 0 < t < T - 6 and t* = t - T for t > T - 8. 
Then P&Z!& = 1. 
(2.12) Proof of Theorem 2.6. First note that if K has a critical point of V 
there is nothin to prove and hence assume that V is regular on K. For E > 0 
and all x: E D define 
V,(x) : = {y + EZ / J’ E V(x); I/ z 11 < I}. 
Clearly Vc E C(D --f I’) and by the continuity of V and the compactness of K, 
there exists an E > 0 such that V, is also regular on K. Since V(x) C V,(x) for 
all x E D it is clear that pK(VE) = pK(V), and in view of Lemma 2.10 the proof 
will be complete upon showing that pK( V,) # 0. By Lemma 2.11 this will be 
accomplished if we can show that for sufficiently small 6 > 0, ws(t) := 
Wdt + 4 - VW1 E v&?-w f or all 0 < t < T (with v being extended 
periodically outside the interval [O, T]). I n view of the uniform continuity of I 
(and of v) on K there clearly exists a 6 > 0 such that V(v(7)) C VE(q(t)) for all 
t E [0, T] and all r such that 1 t - 7 / < 6. Suppose that wd(t,,) 4 .I’,(v(t,)) for 
some t, E [0, T]. Then there exists a vector c f 0 and a number OL such that 
(c, w,(Q) > 01 and (c, F) < (Y for all 3’ E Vc(p(t,)) (where ( , > denotes inner 
product). 
Since V(q~(t)) C 1/,(v(t,)) for all I, < t < t, + 6 and since +(t) E V(q(t)) a.e., 
it follows that 
(c, w&,,)> = S-l rfO+* (c, +(T)> dr < 01, 
_ to 
a contradiction. This completes the proof. m 
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(2.13) Outline of Proof of Theorem 2.5. First note that if L’ has no bounded 
component then L is a Jordan arc and it is easily seen that every point of L is 
a critical point of V. Hence, if L is free of critical points, Lc has at least one 
bounded component. It is also readily noted that the union of some (or all) 
bounded components of Lc is simply and uniformly locally connected and hence 
is bounded by a Jordan curve (see Whyburn [ 121 for definition of uniform local 
connectedness). The Jordan curve which bounds this set can itself be properly 
parametrized by a solution of (2.4) and upon application of Theorem 2.6 the 
result follows. 1 
(2.14) Remark. If the vector field L7 is regular on the Jordan curve K then 
upon application of Lemma 2.10 to Theorem 2.6 it follows that every continuous 
selection of T’ has a critical point in enc(K). This fact has interesting implications 
for control systems as discussed in the next section. 
With the aid of Theorem 2.5 we can obtain a much sharper result on existence 
of critical points in the plane which contains Theorems 2.5 and 2.6 as special 
cases. First we shall need the following: 
(2.15) LEMMA. Let L-E C(D 4 P) be a multivalued vector field and let 
S C D be compact. Then the set Q C S of critical points of I’ is compact. 
Proof. \Ve only need to show that Q is closed. If not, there exists a limit 
point N* of Q which is not in Q and hence 0 $ V(X*). By the compactness and 
continuity of b’(x) it follows that for each x in some neighborhood of x*, 0 $ I-(s) 
a contradiction. 1 
(2.16) THEOREM. Let I,- E C(D a P) be a multivalued elector field and let 
S C D be compact and connected. If there exists a solution F of the contingent 
equation (2.4) on the interval [0, KI) whose trajectory is contained in S. then 
SCH(S) contains a critical point of I’. 
Proof. Consider a sequence of positive numbers (tij~zl , ti -+ cc such that 
the associated sequence (~(ti)}~~l converges to a limit .x* E S. (Such a sequence 
esists by virtue of the compactness of S and the fact that p)(7) E S for all 
7 E [0, ,co).) Let TI and T, be any two elements of the sequence {ti> such that 
T, A.- T, --. 0, and construct the function 6 E C([O, T?] 4 R2) as follows: 
for TI < t --g Tz . 
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Clearly this function is absolutely continuous on .[O, Ta] and 
lj3 
&t) = 
-+  (x* - 9PlN for 0 5; t < T,, 
1 




’ “= ( T,+T?- TV., )IIs*-dTl)Il f T, 1 Tl 11 X* - dTz)ll 
and 
we note that 
6 := II x* - dT,)// + II X* - dTd/, 
and 
&t, 6 VMN a.e. on [0, TJ 
5(t) E S6 for all t E [0, TJ 
where VJ.) is defined as in the proof of Theorem 2.6, and S, = (y + &a 1 y E S, 
11 z )I < l}. Obviously, E(t) is then a solution on [0, T.J of the contingent equation 
$ E V&t) (where r(6) > 0 satisfies the condition that for all X, y E S,, 
V,(X) C VE&y) whenever (( x - y !( < 8). Since clearly &Tl) = [(T,) = x* it 
follows by Theorem 2.5 that Fe&t) must have a critical point in SCH(S,). In 
view of the convergence of the sequence {qo(J] to X* and the continuity of the 
vector field V, it is clear that by appropriate selection of Tl and Tz (to be suffi- 
ciently large), the numbers E, S, and r(6) can be made arbitrarily small. Hence, 
for some sequence {S,}, ai -+ 0, there exists a corresponding sequence (e@J}, 
Pi - 0, such that VEitsi) has a critical point zi in SCIY(S,z) for each i. If 
z E SCH(S) is the limit of a convergent subsequence of {xi}, then in view of 
Lemma 2.15 z is a critical point of V in SCH(S). 1 
(2.17) COROLLARY. -4ssume the conditions of Theorem 2.16 hold. If in 
addition S is simply connected and local& connected then S contains a critical point 
of v. 
Proof. If S is compact, simply connected and locally connected then 
SCH(S) = S. (This is an immediate consequence of [12, 2.41, p. 341). m 
3. REST POINTS OF PLANAR CONTROL SYSTEMS 
In this section we shall apply the results of Section 2 to the special case of a 
planar control system given by Eq. (1. I) with n = 2. We shall assume throughout 
this section that 
(3.1) f (x, U) is continuous in both arguments for all x E R2 and u E R”. 
(3.2) For all x E R2 the set f (s, Q) is compact and convex. 
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-\lthough assumption (3.1) is in itself not sufficient to insure that for a given 
admissible control there exists a global solution or even a unique one, the above 
assumptions are strong enough to carry over the results of Section 2 to the 
control case. Indeed, if u E Ua is any admissible control and ~,~(t) is some corrc- 
sponding solution to (l.l), then it is clearly also a solution of the contingent 
equation 
2 Ef(S. a) (3.3) 
in the sense of Section 2. 
Theorem 2.16 can then be restated as follows: 
(3.4) THEOREM. Consider the control system (I. I) with n =:~ 2 and assume 
that (3.1) and (3.2) hold. Let S C R” be a compact connected set. If for some 
admissible control u E U, there exists a solution VU(t) of (1. I ) which is contained in S 
for all t E [0, “3) then SCH(S) contains an Q-rest state. 
C’orollary 2.17 can be restated for control systems in similar fashion. 
(3.5) Remark. Theorem 3.4 has the following very interesting and im- 
portant implication: Under conditions (3.1) and (3.2), if a planar control system 
has any bounded trajectories, then R2 contains Q-rest states. This is a very 
special situation which may fail already for 11 := 3 as shown in the example of 
Section 5 below. \I’hile the analogous situation is well known for dynamical 
systems (see, e.g., Jones and Yorke [8]), ‘t 1 is more surprising in the control 
system setting in that a bounded “controlled” trajectory is a much weaker 
concept than that of a bounded “free” motion. In fact, the example of Section 5 
demonstrates very clearly a situation in which a control system has no rest states 
at all while likewise behaving dynamical systems necessarily have critical points. 
AAn interesting specialization to control systems is obtained by applying 
Lemma 2. IO to Theorem 2.6 as stated in Remark 2.14 
(3.6) THEOREM. Consider the control system (1.1) with n = 2 and asSume 
(3. I) and (3.2) hold. Let K be a Jordan curve and assume that for an admissible 
control u t r’Wo there exz’sts a solution yU(t) which for some T > 0 is a proper 
pnranzetri=ntion of K on [0, T]. Zf K h as no S2-rest states of (1. I) then fog each 
u E 52 there exists or E enc(K) such that f(%, ti) = 0. 
Proof. Every constant control provides a continuous selection off (., Q). 1 
In the case of linear dynamics, i.e., when f (x, u) == Fx $ Gu (with F and G 
constant real matrices), assumption (3.2) (which in particular is satisfied when- 
ever Q is convex) implies that the set of Q-rest states is connected. Thus, under 
the assumption that K has no Q-rest states, Theorem 3.6 implies that all Q-rest 
states are enclosed by K. In this case F is necessarily nonsingular since for 
singular F the set of Q-rest states is unbounded. 
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As a final observation in this section it should be noted that assumption (3.2) 
is not only of tcchnicul character but is crucial for the existence of Q-rest states. 
Specifically, in the absence of convexity of the velocity sets, the existence of 
bounded trajectories does not generally imply existence of Q-rest states as seen 
in the following example which clearly has bounded solutions but no Q-rest 
states at all: 
f, = sin u Q = LO, 4, 
Ji* = cos u. 
4. REST POINTS IN Q-CONSTRAINED SETS 
In this section we shall consider the control system (1.1) and it will be assumed 
that the solution x(t) = ~(t, 0, x0, u) of (1.1) arising from the control u and 
satisfying x(0) = x0 exists and is unique on [0, co) for each II E Uo and each 
x,, E R”. Specifically we make the following standing assumptions: 
(4.1) Q is a nonempty compact subset of R”. 
(4.2) f is continuous in both arguments and is continuously differentiable 
in x. 
(4.3) The responses of (1.1) are uniformly bounded, i.e., for each x,, E R” 
and T > 0 there exists b < co such that // ~(t, 0, x,, , u)li < b for all u E Uo and 
all 0 < t < T. 
(4.4) For all x E R” the set f (x, Q) is convex. 
(4.5) X is a compact convex subset of R” with nonempty interior. 
Recall (see, e.g., Lee and Markus [9]) that conditions (4.1)-(4.4) guarantee that 
the reachable set F:,(x) is compact and depends continuously on t and .r for all 
t E [0, 00) and all x E RI. Hence the mapping G: [0, co) x R” --j r (r being 
the space of nonempty compact convex subsets of R” with Hausdorff topology) 
defined by (t, X) r+ G(t, x) : = H(F,(x)) is continuous. 
(4.6) THEOREM. Assume (4.1)-(4.5) hold and that X is Q-constrained in time 
t* > 0. If no point x E 2X is t-h&periodic for any t E (0, t*], then for each iic Q 
there exists x E int(X) such that f (2, U) = 0. 
To prove Theorem 4.6 we will first make use of some basic facts about the 
degree of mappings in R” (see, e.g., Dugundji [3]). 
(4.7) LEMMA. Let h E c(zY --f R”) be a map whose degree pax(h) on i)X is 
nonsero. Then h is singular on X, i.e., h(s) == 0 for some x E X. 
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Outline of Proof. Suppose h is regular on S. Then, for x,, E int(X), the map 
F(t. x) :- h[tx + (I - t) x0], 0 < t < 1, x E S is a homotopy and it is readill 
verified that pax(h) = pax(F(l, .)) q = p&J(O, .)) z 0 since F(0, .) is a constant 
map on S. Hence a contradiction. 1 
(4.8) LEMMA. Let g E C(SS + ,Y) satisfy g(x) + s for al/ x E i’-Y, and de$ne 
the mapping A E C(CS - R”) by h(s) == g(x) - s. Then ~~,~(h) :mm (- l)lf. 
Outline of Proof. For x,, E int(X) let h, E C(iiX ---, R”) be defined by h,(s) -. 
x0 - s. Clearly h(x) and h,(x) are never in opposite direction and hence Gus =m- 
~,&h~). From the definition of degree it is an immediate consequence that 
ppn(h,,) I- (- 1)‘” and the result follows. 1 
\\‘e shall now, just as in Section 2, extend the definition of degree to multi- 
valued vector fields. Let WE C(S - r) where S C R”. A point .Y E S is called 
a critical point of W if 0 E W(x). The vector field W is called regular on S if there 
are no critical points of W in S. As in Lemma 2.9 it is easily seen that if 
R’ E C(i S --r r) is regular on ?S then pax(m) is the same for every continuous 
selection K of Ii;’ on F.Y. Hence, we define the degree of a regular vector field 
TI’E (‘(tale + T) asp&M’) :- p-, ( 7) .h zx ix. w ere 24’ is any continuous selection of W. 
\\‘e also have the following analog of Lemma 2.10: 
(4.9) LEar3,I.t. If TV E C(X - IJ is regular on S. then P~,~( II-) -1 0. 
Xext we shall need the following result: 
(4. IO) Lmmt. Let G E C(is + r) sati& thepope+), that G(x) n S .i~ 
for all s E i S, and define WE C(aX - T) by W(x) = G(s) - s. If TV is regular 
on i--Y, then pcx( IV) :: (- 1)“. 
(4.1 I) Remark. If we could make a continuous selection of G(.) f~ S, then 
Lemma 4.10 would be an immediate consequence of Lemma 4.8. However, 
this may not be possible since the map x w G(x) n S is in general only upper- 
semicontinuous and not continuous. 
(4. I2) Proof of Lemma 4.10. If E > 0 is sufficiently small, then U; E 
C(; S --p r) is also regular, where TV,(s) = {x + EZ 1 x E W(s); 1; z zz 11. 
Also, since W(x) C W6(x) for all x E &Y, it follows that ~a,~( W) = ~a,~( WJ. Now 
the map .Y --f G,(x) n X (where G,(x) is defined similarly to PP.‘,(x) is continuous 
since G,(s) n S has nonempty interior for each x E 2X. Applying Lemma 4.8 
to a continuous selection g of G,(.) n X completes the proof. 1 
Finally, we will also make use of the following: 
(4. I3) LEMMA. Assume (4.1)-(4.5) hold, let Q(t, x) : = H(F,(x)) - x and 
let T’ E C(S + IJ be de$ned by k’(x) : = f (x, 52). Then (i) I,’ is reguhzr on PX $ 
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and only if there exists tl > 0 such that Q(t, .) is regular on 2X for all 0 < t < t, . 
(ii) If V is regular, then p&V) = p&Q(t, .)) for all t > 0 su$icient& small. 
Proof. (i) If J’ has a critical point x0 E aX then x0 is clearly a critical point 
of Q(t, .) for all t > 0. Conversely, suppose that r is regular on %X. Let E > 0 
be such that JTc is also regular on 2X, and choose 6 > 0 such that J’(y) C J;(x) 
for all s, y E 3X with 11-v - x 11 < 6. Then, there exists t, > 0 such that 
y E Q(t, .Y) implies [( y jl < 6 for all x E 2X and all t E (0, tJ. We will prove the 
regularity of Q(t, .) for t E (0, tt) by h s owing that for each x E 3X there exists a 
hyperplane through the origin such that Q(t, x) is in one of its open half spaces 
and hence 0 $ Q(t, x). Choose t E (0, tt) and x E 2X. Since 0 $ V,(x) there exists a 
unit vector c E R” such that (c, y) > 0 for all y E Vc(.y). If a EF,(x) - s, there 
exists a control u E Uo such that z = a)(t, 0, x, U) - x. But then 1~ T(T, 0, 
x, u) - x 11 < 6 for all 0 < 7 ,< t and hence &(T) : = d/&[v(~, 0, .v, u)] E J,,(N) 
a.e. on [0, t]. Consequently 
cc, 2) = jy < c, +,(T)> dr > 0. 
Thus, the set F,(x) - x and also its convex hull Q(t, “v) is contained in the open 
half space cc, z> > 0. This completes the proof of(i). 
(ii) Since for small enough t and each x E aX both J’,(x) and Q(t, .Y) are in 
the same open half space which does not contain the origin (see the construction 
in the proof of (i)), it follows that the map P E C(2X + r) defined by P(x) : = 
H[V,(x) u Q(t, .Y)] is regular on %X. Hence p&J-) = p&T/;) = p~,~(p) = 
mx(Q(t, .I)- I 
(4.14) Proof of Theorem 4.6. By the Gconstrainedness at time t*, 
H(F,,(x)) n X # D for each x E EX. Hence, by Lemma 4.10, p&Q(t”, .)) = 
(- I)‘“. The nonexistence of t-hull periodic points is equivalent to the regularity 
ofQ(t, .) for all 0 < t < t*. Hencep&Q(t, .)) = p&Q(t*, .)) for all 0 < t :< t*. 
Then by Lemma 4.13, V is regular on 2X and p&J,‘) = p&Q(t, .)) = (-I)“. 
For every G E !2 the function P! defined by V(X) = f(x, U) is a continuous selection 
of I’ on X. Hence &v) = (-I)” and by Lemma 4.7 2’ has a critical point in 
x. I 
An interesting corollary to Theorem 4.6 is the following 
(4.15) COROLLARY. Let (4.1)-(4.5) hold an assume X z’s weakly JZinelariant. 
Then X contains an Q-rest state. Moreover, ;f FX contains no Q-rest states, then 
for each 21 E S;, there exists ?c E int(X) such that f (.?, ii) = 0. 
Proof. \\‘eak Q-invariance implies that X is Q-constrained in time t for each 
t > 0. If %X contains no Q-rest states, then the map T; defined in Lemma 4.13 
is regular on %X and hence, by the same lemma, Q(t, .) is also regular for all t 
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sufficiently small. Hence BX has no t-hull periodic points for small enough t. 
Theorem 4.6 then holds and the proof is complete. 1 
(4.16) Remark. In Feuer and Heymann [4] and Heymann and Stern [5] 
the existence of Q-rest states in compact convex weakly Q-invariant sets was 
proved using fixed point theorems. The present proof of this fact uses the 
concept of degree which is in fact much more powerful. In particular, by fixed 
point arguments one could never conclude that in the absence of boundary rest 
states there exists an Q-rest state for each u E Q. 
(4.17) Remark. Corollary 4.15 should not be misconstrued to imply, that 
when ?X has Q-rest states then there still necessarilv exists a solution E to 
,t’(~, U) == 0 for each UE Q (but that the solution may have only “moved out” 
of S). In fact, in this case, for some u E L? the equation j(.v, ZI) = 0 may be 
unsohable. This can be readily verified in the example .f(x, U) xi ~ II, 
a := [PI. I], s =: [-p, $1. 
(4.18) Remark. It is seen from the proof of Theorem 4.6 that the assumption 
that X is Q-constrained in time t* > 0 is essential onlv in that it allows us to 
conclude that ,oax(Q(t*, .)) $; 0. This, however, can be assured bv various 
alternative conditions. For example, we could replace Q-constrainedness bv the 
following more general property: 
where 
for all .I’ E i.Y 
C(x) = {s * #8(x - x) 1 /3 >, 0, % E A-;7 
(4.19) Remark. The condition of Q-constrainedness in itself is far too 
weak to insure the existence of Q-rest states. The following simple example 
illustrates a case wherein (4.1)-(4.5) hold, where for some t* 1, 0 we have 
F,,(s) n int(s) F: c for all s E -I*, where every point of S is t*-periodic, but 
where S contains no Q-rest states. Consider the controlled harmonic oscillator 
Here S is the disc of radius 1 centered at (2, 0), Q is the disc of radius 3 centered 
at the origin, and t * : 2~r. -4s is easilv verified, X is o-constrained but contains 
no Q-rest states since it contains no (nonemptv) subset which is weaklr O- 
invariant. 
A second interesting corollary to Theorem 4.6 is the following result of 
Jones [7] (see also Jones and Yorke [S]) for existence of critical points in dynam- 
ical systems and which we state here in the setting of the present paper. In 
particular, we shall consider the case where Q consists of a single point and hence 
v(t, 0, x, 24) = cp(t, 0, x), i.e., for each initial state there exists a unique solution 
of (1.1). 
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(4.20) COROLLARY. Let Q consist of a single point and let Y be a homeomor- 
phically convex open subset of R". Assume that Y is compactly constrained in time 
t* > 0 with respect to system (1 .I), i.e., v(t, 0, x) E Y for all t 3 t* and all 
x E P. Then Y contains an Q-rest state. 
Proof. Since in this case F,(x) consists of a single point, the corollary holds 
for homeomorphically convex sets just as it holds for convex sets. We shall 
therefore indicate the proof only for the convex case. Note that the compact 
constrainedness implies Q-constrainedness and also that no boundary point of I’ 
is t-periodic for any t > 0. Hence Theorem 4.6 implies that P contains an 
Q-rest state X. By the uniqueness of solutions, if x E FY then for all time t > 0, 
v(t,O,x) =f$Y.Hence%EY. 1 
(4.21) Remark. In Jones [7] the proof of Corollary 4.20 is false in that it 
relies on a false lemma (Jones [7], Lemma 2) to which counterexamples are 
easily constructed. While in Jones and Yorke [8] this lemma is not explicitly 
stated and only an outline of the proof is provided, there is an implicit reliance 
on the same incorrect assertion. 
In the general control case, where Q does not consist of a single vector, 
a (weak) analog of compact constrainedness is the property of strong Q-con- 
strainedness. One might then wish to speculate that an analog to Corollary 4.20 
holds for strongly Q-constrained sets in control systems, that is, under this 
strengthened condition the assumption on the absence of hull periodic solutions 
becomes superfluous. This is in general false as the example of Section 5 very 
clearly illustrates. However, in some special cases the control theoretic analog 
of Corollary 4.20 does hold as is discussed below. 
(4.22) THEOREM. Assume (4.1)-(4.5) hold and that f is linear, i.e., f (x, u) = 
Fx + Gu where F and G are constant real matrices. Assume that X is strongl?/ 
Q-constrained. Then X contains an Q-rest state. 
Proof. Since X is strongly Q-constrained, it follows that core(X) # @ 
(where core(X) is the largest weakly Q-invariant subset of X). By the linearity 
off (see e.g., Lee and Markus [9] core(X) is compact and convex and hence by 
Theorem 3.3 of Feuer and Heymann [4] ( see also Corollary 4.15 above), core(X) 
contains an Q-rest state. 1 
(4.23) THEOREM. Assume (4.1)-(4.5) hold and that n < 2 (where n is the 
dimension of the state space) and assume that X is strongly Q-constrained. Then X7 
contains an Q-rest state. 
Proof. Note as in the proof of Theorem 4.22 that core(X) # in, and hence 
in the case n = 2 since X is compact and simply connected the theorem follows 
from Theorem 3.4 and the fact that X is also locally connected (see also Corol- 
lary 2.17). Since the case n = 1 can be embedded in a two dimensional space 
the result clearly follows then too. 1 
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5. THE NONEXISTENCE OF Q-REST STATES-AN EXAMPLE 
In the present section we demonstrate via an example two important facts which 
are related to the results of the present paper: (1) that the existence of bounded 
controlled trajectories in control systems of dimension higher than two does 
not insure the existence of Q-rest states in the state space even whenf(x, Q) is 
convex for all x E R”; and (2) that strongly Q-constrained sets in R” do not 
necessarily possess Q-rest states when n 3 3. We shall build up our example as 
we go along so as to enhance the intuitive insight of the reader. 
\\‘e consider first the planar control system given by 
where II = 2 and m = 1. Upon substitution of s := r cos v and J =~ r sin q, 
we obtain the equations 
1: = ur, 
(5.2) 
+ = I, 
which are valid for all (x, F) so long as r2 = x2 + y2 + 0. Hence, the only Q-rest 
state for this system is the origin which satisfies 9 -= k = 0 for all u E Q. For 
each fixed II, the motion is orbital (around the origin) with constant angular 
velocity which is independent of the radius. Also, the control available permits 
transition between orbits (although the origin can be reached only asymptotically). 
Consider now the three dimensional system 
This system has clearly no Q-rest states at all. Indeed, 5 == 1 for any point 
(x, y, z) = (0, 0, z), and for any point away from the z-axis the polar equations 
f = ur, 
q5 = 1, 
f = 1 - r?, 
(5.4) 
are valid and $J # 0 for all choices of r and u. Consider now the cylinder 
c = {(x, ?‘, z) / x2 + ?‘2 c-; 2; / .a :< 1). 
First observe that any initial point in C for which x? -+ v” = rz ~~~ 1 is kept in C 
using the control u = 0. Indeed, the resulting motion is circular with radius 
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Y = 1. Since i; = 0 along such a motion, it follows that z(t) = z(0) for all t > 0. 
Hence (5.3) shows that the mere presence of bounded controlled trajectories 
does not insure the existence of Q-rest states in the space. 
Using elementary control theoretic considerations, it can be seen that for 
each point in C which is laot on the x-axis (i.e., r # 0), there exists a control which 
drives the trajectory into the surface {x2 + y2 = 1, 1 z 1 < l} in some finite 
time T > 0. Yet, if the initial point is on the z-axis, then r = 0 and ,% = 1 
along any controlled motion. Hence, such a motion will escape to infinity along 
the x-axis regardless of the control. To rectify this last prevailing difficulty we 
consider the modified system: 
k=ux-y+v, 
j=x+uy+w, Q = {(% 2’3 w) I I 24 I < 1; I v I < fb; I w I d wo), (5.5) 
2 = 1 - .x2 - Y’, 
where v. > 0 and w. > 0. In this case it can be seen that C is strongly a- 
constrained. Yet, it is easily verified that if v. < + and w. < 3, the system (5.5) 
still has no Q-rest states in R3 (and certainly none in C). 
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