Abstract
Introduction
Ad hoc networks are cooperative wireless networks established and maintained by the users themselves without relying on any fixed network infrastructure. The users (or nodes) are equipped with short-range radios, i.e. Wireless LAN cards, and communicate with each other in a peer-to-peer fashion. The nodes cooperate to relay packets for other nodes that wish to communicate but are not in the wireless range of each other. Thus, in ad hoc networks, the packets may traverse multiple hops before they are delivered to their destination. Since the nodes can be mobile, the routes established to deliver the packet may become broken, and new routes may need to be discovered frequently. The maintenance of end-to-end routes, in particular under high mobility, using traditional topology-based ad hoc routing protocols can incur heavy signaling traffic, which seriously impact the scalability of such routing solutions in a resource-limited environment of ad hoc networks.
Recently, position-based routing has been proposed, and is widely considered as a potentially scalable routing solution, since nodes do not build and maintain routes to their destinations, but utilize approximate locations of local neighbors and destination in making their forwarding decisions. The location of a specific node could be acquired via a location service, the scalability of which hinges on its location discovery (query/reply) and maintenance (update) overhead.
Several location services for ad hoc networks have been proposed in literature [1] [2] [3] [4] [5] [6] . A prominent class of location service is the home region location service, in which nodes within a geographical area maintain the location information of other nodes who have made that area as their home region. Nodes further inform their home region about their current location as they move, in order to always remain contactable by other nodes. The maintenance of a single home region for each node is suffice for a small area network, such as within a campus or a business park. However, for a wider area, e.g. metropolitan-scale, network, in which the source node and the destination node's home region could be separated geographically by a great distance, the creation and maintenance of multiple home regions for each node may be required in order to maintain satisfactory location query performance, e.g. in terms of query success rate, round-trip query latency, etc. But clearly, location update cost may increase dramatically as location updates have to be sent to multiple home regions.
This paper proposes ADLS, an Adaptive Demanddriven Location Service -a multi-home region scheme that creates and maintains beyond a single home region for each node on-demand, based on the actual location demand for each node and the locality of the querying sources. The proposed concept is simple, and should be applicable to most designs of location service, including schemes that are non-home region based. For this paper, we study the performance of ADLS and two other homeregion location services: SLURP [3] and SLALoM [4] , each being a representative of current single and multihome region location service, respectively.
The remainder of the paper is organized as follows: Section 2 presents an overview of both SLURP and SLALoM. Section 3 gives a description of the adaptive demand-driven approach of ADLS. In Section 4, the simulation environment and implementation decisions for the location services under study are given. Section 5 discusses the obtained results, and finally concluding remarks are made in Section 6.
Overview of SLURP and SLALoM

SLURP
SLURP is a more recent and also simplest location service based on home region concept. In SLURP, the network is divided into a grid of squares and each node selects exactly one square as its home region by using a static mapping function, e.g. a hash function, that maps the node ID to one of the square regions in the network. All nodes present in this region are then responsible for storing the location information of all nodes mapped to this region. To know a node u's location, a node v uses the same mapping function to first find out u's home region, after which it sends a query to that region to obtain u's current location. In updating location, u sends to its home region a location update packet whenever it crosses over from one region to another. Upon receiving, the location update packet is broadcast to all nodes inside the home region. A significant concern for SLURP is that as network size grows and spans over a wider geographic area, a query sent by a node may need to traverse long distance to retrieve the destination's location, therefore degrading the query performance.
SLALoM
SLALoM was recently proposed to address the above concern. Similar to SLURP, it divides the network into grid squares, which it calls order-1 squares. In addition, it combines K 2 order-1 squares to form order-2 squares. Each node then selects a home region in each order-2 square. Thus if the network is divided into 36 (e.g. 6 x 6) order-1 squares, and K is chosen to be 3, i.e. nine order-1 squares to form order-2 squares, every node shall have four home regions in the network. The distance a query has to travel is then bounded by the size of the order-2 square. Clearly, the replication of location information for each node in more regions of the network improves the query performance, but increases the location update (and also storage) overhead as not one, but many home regions needs to be updated.
In SLALoM, the home regions are further defined as near or far home regions. A near home region is one that lies in or adjacent to the node's present order-2 square. The rest are far home regions. When a node u crosses two order-1 squares that are in the same order-2 square, u updates its movement to all its near home regions. If however, the two order-1 squares lie in different order-2 squares, then u updates to all its home regions (both near and far) via a multicast tree.
Description of ADLS
Although the use of near and far home regions may reduce the level of update traffic incurred by SLALoM, each node will still maintain at least four home regions, even if there is no demand for their location information, i.e. no queries for their location, thereby wasting scarce resources such as wireless bandwidth and battery power of the mobile nodes. Motivated by this observation, we propose ADLS, which adopts an adaptive demand-driven approach in creating and maintenance of multiple home regions to improve resource-efficiency of SLALoM.
The basic idea is as follows: each node maintains at least one primary home region (like SLURP). Whenever there is demand for its location, i.e. when there are nodes querying for its location, and the querying nodes are not in the same order-2 square as the primary home region, secondary home regions (similar to SLALoM) could be created in the order-2 squares of the querying sources. Each secondary home region is then maintained only for a limited lifetime, i.e. the node sends its location update to this secondary home region for a certain time window, during which other nodes could query this region, if it is located closer to them than to the primary home region. ADLS also avoids the use of border grid squares in its assignment of home regions due to the often underaverage node density encountered at network boundaries (the so-called border effect) because of non-uniformity in node spatial distribution of certain mobility patterns such as random waypoint [13] .
Simulation environment
We implemented all the three location services under study in SimJava [7] , a discrete event simulation library for Java. Each node is assumed to be aware of its own location either with GPS, or through other localization techniques [8] [9] . Each node also beacons periodically at intervals of 1.5s to enable each node to learn its local connectivity and records it in a neighbor table to assist in geographic forwarding. MFR (Most Forward within Radius) [10] , where packets are dropped if no forward progress can be made is used as the geographic routing protocol. Table 1 and 2 show the specific parameters of our simulation environment.
The size of the simulation area is chosen to maintain an average node density of about 150 nodes per km 2 . Thus, as the simulation area grows from 1km x 1km to 3km x 3km, the number of nodes increases from 150 to 1350. Each order-1 square has a side length of 250m, which is also the radio transmission range. As suggested in [4] , parameter K (size of order-2 square) for SLALoM and ADLS is varied from 2 to 6 as network size grows so as to maintain the number of home regions per node constant for all scenarios.
The nodes move according to the random waypoint model [11] with no pause time, and the speed varies from 0 to 20 m/s. For this experiment, the delays that may be caused when multiple nodes try to transmit concurrently are not modeled. Transmission errors and congestion are also not considered. A network bandwidth of 2Mbit/s is assumed. Data traffic is generated by a number of CBR connections equal to half the number of nodes. In each connection, 4 data packets are sent per second for 20s, with each packet carrying a data payload of 128 bytes. Connections are initiated at random times between 30s -280s into the simulation. In the results to be presented, each data point is the mean over five simulation runs.
An implementation change
In the original design of SLURP and SLALoM, when a node v moves into a new region i, besides sending an update to its home region, it will also request from its neighbors in i about location information it has to keep for nodes that have made i as their home region. In our implementation, we replaced the explicit solicitation by passive learning, in which nodes carry such information in their beacons, and when v moves into i, v will learn this information from its received beacons, in addition to its local connectivity. Thus, v no longer has to broadcast an explicit request, which if not handled carefully could trigger a reply storm from its neighbors. Figure 2 shows the location discovery latency given in terms of hops as a function of number of nodes. This metric is quite analogous to route discovery latency of on-demand routing protocols, measuring the round-trip query latency, i.e. the total number of hops traversed to discover the destination's location: beginning from the querying source to destination's home region and back to the source. In general, it can be seen that the location discovery latency increases with the number of nodes for all the three schemes, since if you can recall that the network area (and thus query distance) in our scenario also increases with increasing network size.
Performance results
Among the three schemes, SLALoM incurs the least latency (fewest hops), as the query packet is not needed to traverse beyond the order-2 square of the querying source. On the other hand, SLURP is as expectedly, the worst performer. For ADLS, it lies between the two. This is because some queries may traverse long distance initially when no secondary home region is created. However, as the location service reacts to the location demand by creating secondary home regions close to the querying sources, subsequent queries are directed to these closer home regions than to the primary home region that could be farther away. Figure 3 shows the location discovery success ratio, or the fraction of location discovery attempts that was successful in finding the destination's location. First, it shows that the success rate of SLURP deteriorates quite rapidly with increasing network size (or area). Again, this is related to the longer distance traversed by the query packets in SLURP. More interesting is the higher success ratio of ADLS compared to SLALoM. This is despite the fact that ADLS's query packets traversed on average a longer distance than SLALoM, as shown in the previous results on location discovery latency. An analysis of the failure cause reveals that SLALoM has a higher number of query drops due to forwarding error, i.e. no next-hop, in and around the home region of the destination, particularly when the home region is close to the network border where node density is lower. Figure 4 shows the number of location updates sent to the home regions as the node count increases. SLALoM shows extremely high update cost, approximately four times higher than SLURP, since each node in SLALoM has four home regions (which is already the minimum number of home regions) to update for the scenarios considered. Between SLURP and ADLS, update traffic by the latter is surprisingly low, only marginally higher than SLURP (we had expected it to be higher). This could be due to our relatively short packet sending time for each connection (20s), a closely matching secondary home region lifetime of 25s, and a relatively infrequent location update interval of 10s (chosen based on speed and transmit range settings of our network). Figure 5 shows the total control overhead comprising of location maintenance (update) and location discovery (query/reply) packets, normalized to the number of data packets delivered, i.e. number of control packets sent per data packet received at the destination. It is observed that with the relatively short duration given for data connection, SLALoM expectedly incurs a higher overhead than the other two location services as majority of control traffic had been due to location updates, i.e. the savings from the reduced costs of location discovery in terms of query and reply packets, had been outweighed by higher costs of its location update. Figure 6 shows the data packet delivery ratio, or the fraction of data packets successfully delivered to their destination. This result closely matches that of location discovery success in Figure 3 . That is, ADLS, with its greater success in location discovery, forwards more data packets to their destination using the acquired location information. On the other hand, schemes that have less success, may have no choice but to drop the packets, as forwarding cannot commence without first knowing the location of the packet's destination.
In this paper, we have not yet considered packet drops (data packets as well as control packets, e.g. location discovery and maintenance packets) due to congestion. If we had, SLALoM may have suffered higher packet drops due to congestion by its relatively high update traffic. Moreover, the node density used is rather high: 150 nodes/km 2 . This is because we have not yet employ a recovery strategy such as Face routing [12] to recover from local maximum during geographic routing. If we had used a lower (and maybe more reasonable) density, the impact on SLURP would be greatest, since its query and update packets tend to traverse the longest distance. Thus, we believe the performance results shown here for ADLS may have not fully reflected its true potential.
Conclusions
In this paper, we propose an adaptive demand-driven approach for the design of a multi-home region location service. The proposed ADLS has been shown to be more resource-efficient and capable to achieve greater location discovery and data delivery performance. It is worthwhile to note that although our adaptive demand-driven concept has only been illustrated with SLALoM, which is a twolevel home region location service, we believe this same concept can also be extended to multi-level hierarchical home region location services such as HGRID [14] and HLS [15] , which is a potential direction for our future research. In addition, we plan to investigate various traffic patterns, in particular the many-to-one communications pattern with spatio-temporal locality, which appears well suited for our proposed demand-driven design. 
