Abstract-A rigorous formulation of the parametric yield for very large scale integration (VLSI) designs including the mismatch effect is proposed.
Parametric Yield Formulation of MOS IC's Affected by Mismatch Effect
Massimo Conti, Paolo Crippa, Simone Orcioni, and Claudio Turchetti, Member, IEEE Abstract-A rigorous formulation of the parametric yield for very large scale integration (VLSI) designs including the mismatch effect is proposed.
The theory has been carried out starting from a general statistical model relating random variations of device parameters to the stochastic behavior of process parameters. The model predicts a dependence of correlation, between devices fabricated in the same die, on their dimensions and mutual distances so that mismatch between equally designed devices can be considered as a particular case of such a model. As an application example, a new model for the autocorrelation function is proposed from which the covariance matrix of the parameters is derived. By assuming a linear approximation, a suitable formulation of the parametric yield for VLSI circuit design is obtained in terms of the covariance matrix of parameters.
Index Terms-Integrated circuits, mismatch, parametric yield.
I. INTRODUCTION
A DVANCES in CMOS fabrication technology to obtain faster and more complex integrated circuits have determined a continuous reduction in the feature size of devices.
As a consequence, at the submicrometer geometries used in current very large scale integration (VLSI) technologies, accurate modeling of statistical behavior of integrated devices becomes essential in the design of integrated circuits (IC's), for several reasons.
On the one hand, the scaling of feature size has progressed more rapidly than the scaling of process tolerances, so that the statistical variations of device characteristics can be very significant. Thus, if a circuit was designed to achieve specific nominal values of performances, a dispersion of actual performances can be expected in a population of manufactured chips [1] - [12] .
A manufactured circuit will be considered acceptable if it works properly, i.e., if it works and all of its actual performances fall within acceptable bounds, which define the so-called "region of acceptability." Defects that may cause yield loss are usually categorized as fatal random defects (or faults) and parametric irregularities. The former, such as short circuits between conductors or pinholes in the insulator, often cause circuit to malfunction. The latter, such as random variations of oxide thickness in an MOS transistor, do not generally cause catastrophic circuit failures but may degrade circuit performances. Therefore, chip yield can be seen as the product of the fraction of chips that is free of fatal random defects (referred to as defect or functional yield) [13] by the fraction of chips that is free of parametric irregularities which cause circuit performances to be unacceptable (referred to as parametric yield) [1] - [12] .
Parametric yield is more easily controlled by designers than defect yield by adjustments of the device dimensions and placements, provided that accurate parametric variation models are available. This paper only addresses the statistical formulation of parametric yield without any concern to defect yield.
Because of the close correlation between high yield and high profits, it is essential for IC manufacturers to maximize yield. For this reason, statistical design techniques and suitable CAD tools are necessary to design IC's with maximum yield [1] - [13] .
On the other hand, statistical modeling can identify the least critical parameters, i.e., those for which tolerances have minor effects on the dispersion of performances. This may allow less expensive processing steps or simpler circuit topologies to be used, thus, reducing manufacturing cost.
A particular effect that needs to be modeled accurately is the mismatch between identically designed devices, because it constitutes a serious limiting factor of the accuracy of general-purpose analog circuits, especially those operating in the subthreshold or weak inversion regime, and of some digital circuits such as the read and write of digital memories [14] - [18] .
Mismatch is the effect that causes a dependence of correlation between parameters of identical devices on their mutual distance, so that equally designed devices display different statistical behaviors. This dependence is due to the nonuniformity of process parameters, considered as the source of statistical variations in the die, so that they must be seen as random functions of the point in the die.
Moreover, in designing high-performance IC's it is very important not only to derive accurate mismatch models, but also to formulate the parametric yield in terms of such models.
The aim of this paper is to derive a rigorous formulation for the parametric yield of MOS VLSI designs taking into account the mismatch effect.
0278-0070/99$10.00 © 1999 IEEE More specifically the main objectives of the work are as follows:
1) to obtain a statistical model which maps the statistical behavior of technological parameters, considered as a source of errors, into the behavior of device parameters (the so-called critical parameters), which depends on device area and mutual distances between devices; 2) to derive a general formulation of the parametric yield including the mismatch effect. This paper is organized as follows. Section II provides a rigorous analysis of the statistical device modeling in the case of one process parameter varying randomly across the wafer. The covariance matrix of the critical parameters is derived for a generic design, provided the statistics of the process parameter are known. As a particular result, a novel formulation of parametric mismatch based on the autocorrelation function of the process parameter is obtained. In this context the well-known Pelgrom's mismatch model [14] can be considered as a particular case of this model when we consider a stochastic process parameter varying linearly across the wafer with a superimposed white noise. Section III generalizes the results of Section II to the case of an arbitrary number of process parameters. In Section IV a new formulation of the parametric yield, exploiting the previous statistical approach to take into account the mismatch effect, is derived. Finally in Section V the new parametric yield formulation has been applied to a simple circuit represented by a differential amplifier. Section VI concludes the work.
II. ONE-PROCESS PARAMETER

A. Covariance Matrix of Critical Parameters in a Design
Throughout the paper we will consider real-valued random variables defined on a fixed probability space is a set of points is a class of sets (Borel field in mathematical language) and is a probability measure defined over A stochastic process is a family of real-valued random variables depending on the parameter We assume that is an interval, thus becomes a continuous parameter family, and the process is called a continuous parameter process. A function of obtained by fixing in and letting vary is defined as a sample function of the process.
The notation will hereafter represent the expectation of the random variable Given the function denotes the autocorrelation function of the process.
Let be a process parameter (such as depending on the two coordinates , where the domain is the generic die achieved from the wafer under fabrication. Due to randomness in technological processes, the parameter is a stochastic process depending on the two coordinates and defined on a fixed probability space
We will assume that parameters of this kind determine the statistical behavior of IC MOSFET devices. Now let us define a "design " as a set of MOS transistors with dimensions and with their bottom left corners placed at points (see Fig. 1 
which will be useful in the following. Without any loss of generality, we refer to the bottom left corner (rather than to the center) of the device as its position on the wafer: this assumption will be used throughout the paper.
As the drain current of the th MOS transistor depends on the average value of the parameter over the area we define the random variables (4) resulting in a -dimensional vector . . .
Equation (4) defines a transformation which maps a random process into a multivariate random variable such that each component represents a source of randomness in the behavior of the generic th device.
We indicate with the mean of the stochastic process which is the expected value of the random variable In general it is a function of and Given two points and on the wafer, we also define the autocorrelation function of the stochastic process as the joint moment of the random variables and i.e., which is a function of and Thus, the covariance function of the stochastic process is defined as
Given as stated in (6), we want to derive the covariance matrix of the multivariate random variable , whose generic element is defined as (7) and in vector notation is expressed as (8) where . . . (9) is the vector of mean values and is the correlation matrix of
The generic element of this matrix is given by (10) being the autocorrelation function of the stochastic process so that (7) becomes (11) B. Stationarity Hypothesis Due to multiple integration, (10) and (11) are not easy to use. To gain in simplicity, let us assume the process to be a wide-sense stationary process, i.e., a process invariant under coordinate translation. As a consequence, the vector of mean values is a constant, while the autocorrelation function depends on the distances only constant (12)
As shown in Appendix A, by accepting this hypothesis, (10) and (11) simplify to (15) (16) where the function , defined in Appendix A, is a two-dimensional trapezoidal function whose subscripts and indicate that it depends on th and th MOS geometries. Hence, different device geometries (e.g., common centroid or interdigitated structures) result in different functions . Equation (16) relates the covariance matrix of the multivariate random variable to the autocorrelation function of the process therefore it represents the fundamental relationship for modeling the mismatch effect on a circuit provided that the characteristics of the process are known. It is worth noting that, in general, the autocorrelation depends on some parameters to be estimated. Thus, by defining the vector we have
For example, we can consider for an exponential function such as (17a) where are nonnegative real numbers. In this case, represents the value of autocorrelation function at the origin, i.e., and are the exponential decay terms for More in general, can be represented by a finite sum of exponential functions of the same kind seen above, i.e., (17b) where have similar properties (but in this case). Note that the forms proposed for in (17a) and (17b) meet the conditions sufficient for a given function to be the autocorrelation of a stationary process, i.e., for every and is positive-definite As a consequence, it follows from (16) that each term of the covariance matrix depends on and i.e., or, in matrix form (18) Equation (18) shows that the covariance matrix for the device parameter depends on device dimensions mutual distances and the parameters which characterize the statistics of With respect to other approaches to mismatch modeling reported in literature, this formulation is more general in that i) it is not limited to a pair of devices alone, ii) it can be applied to any stochastic model for the process provided that it can be considered as stationary, iii) it takes into account global and local variations.
Global and local variations can be separated by choosing one MOSFET (e.g., MOSFET of the circuit as the reference device. In such a way, a local variation is defined as the difference between the statistical parameter of the generic th MOSFET and the parameter of the reference device. This is equivalent to assume the generic element of the covariance matrix as the sum of two terms
The first term is due to global variations, while the term in brackets is related to local variations. If the correlation among parameters of different MOSFET's in the same circuit is very strong, the statistical behavior of the circuit is described entirely by the statistics of the reference MOSFET. On the contrary, if the circuit is symmetric and insensitive to global variations, as in differential circuits, the performances of the circuit strongly depend on local variations.
C. Some Application Examples
Here, we report some application examples of (9)-(16) by assuming specific forms for the autocorrelation function of the process . 1) White Noise: As a first simple example, let us assume that be a white noise with zero-mean i.e., const
In this case, is a typical wide-sense stationary process, and we can exploit the simplified formulation described in Section II-B.
The autocorrelation function for such a process is given by (19) where is the Dirac function and is a parameter which characterizes the process under consideration. After substitution of (19) into (16), it results (20) for the well-known properties of function.
It is straightforward to show that (see Appendix B for  details) is a diagonal matrix
The mismatch between two MOSFET's due to parameter can be evidenced by assuming and introducing a new variable defined as (22) and obtained from the transformation where Therefore, see e.g., [1] and and the variance of is given by
In the case of identical devices and we have (24) This is the well-known relationship obtained by [14] and reported in [19] through Fourier analysis.
2) Parameter with a Fixed Gradient:
The variations of both etching and lithographic processes give rise to the occurrence of a radial pattern of some parameters across the wafer, such as polysilicon line width or gate oxide thickness [19] . These variations appear in a specific direction for devices of the same die, if the die dimensions are small with respect to the distance of the die to the center of the wafer. Based on this assumption, we can consider a further example, i.e., a parameter varying linearly along the -axis on the wafer and not depending on the coordinate. This process is modeled by (25) where and are two random variables. Unlike the previous example,
in (25) is not a translation invariant process so that formulae of Section II-B do not apply. We should thus refer to (9)- (11) .
Let us assume that be uniformly distributed between and and be a Gaussian random variable with variance and mean From the results of Appendix C and by assuming that and are uncorrelated, we have (26) From (9) and (10) 
This result is the same as those achieved, in a different way, in [14] and [19] . It indicates that the mismatch standard deviation of a parameter with a linear gradient on the wafer, for two devices aligned along the same direction of the gradient, is proportional to their separation distance
The sum of the terms reported in (24) and (31) represents the complete Pelgrom's model of mismatch [14] (32)
where and , which represent the maximum value and the decay constant of the autocorrelation function respectively, are unknown parameters to be estimated from experimental data. It is worth noting that defined in (33b) can be considered as a particular case of the autocorrelation function in (17) .
This function has been chosen by assuming, as reasonable hypotheses, that: i) the autocorrelation function depends on the Euclidean distance between two points, ii) attains its maximum when the distance is zero, and iii) tends to vanish as the distance tends to infinity.
If we refer to identical transistors, for simplicity, that is and we obtain from (A.10) It is easy to see that the mismatch increases as a square law for distances close to zero, while it tends to become constant for distances exceeding a characteristic value.
This asymptotic behavior is an important characteristic of the model derived in this work, which is not in accordance with the so-called Pelgrom model [14] defined by (32) and predicting, unrealistically, a mismatch variance which tends to infinity as the distance increases.
To the best of the authors' knowledge, only a few works have addressed this distance-dependent aspect of the mismatch, so that a complete experimental characterization Fig. 3 . The experimental data are derived from the literature [16] and correspond to -channel MOS transistors with m m aspect ratio. The data fitting of the autocorrelation-based curve is obtained from (41) with V and m and by supposing the MOSFET's aligned along the -axis so that the device separation distance coincides with The model based on the Gaussian autocorrelation function clearly shows a better approximation to the experimental data. In general, the best fitting to the data can be achieved by using more sophisticated functions for with more parameters to be estimated (see, for instance, the exponential autocorrelation function in (17) ). Obviously in this case, with a greater number of parameters available, a more accurate fitting procedure can be performed.
The mismatch as a function of the normalized distance for devices aligned along the -axis is reported in Fig. 4 , where the curves correspond to different values of the factor Each curve tends to saturate to a value which decreases as increases. This behavior can be explained as follows. Given a particular value for (which establishes the autocorrelation function decay), the asymptotic value of the mismatch, as expected, decreases as the device dimensions increase because is obtained by averaging the stochastic process over the device area.
For a given area the asymptotic mismatch decreases as increases: in this case tends abruptly to zero, thus giving a reduced contribution to the integral. All these results are valid provided that the distance is greater than the minimum distance between two MOSFET's allowed by the technology.
The curves in Fig. 5 represent the mismatch as a function of device dimensions for different values of and with m so that the distance between the borders of devices is chosen to be constant. It is easy to see that there are critical values for the areas corresponding to the maxima of the curves.
From Fig. 5 we can see that, if the distance between the two MOSFET's is constant m in this case) and the dimensions of the MOSFET's are small with respect to the correlation decay parameter unlike the Pelgrom's model, the mismatch variance increases as increases. Conversely, if the autocorrelation function decreases abruptly (high values of the mismatch variance decreases as the MOSFET area increases.
The behavior of the mismatch for two MOSFET's with aspect ratio and reported as a function of and in Fig. 6 , shows a lower saturation value than that found in Fig. 2 .
Finally, Fig. 7 shows the mismatch as a function of normalized distance between two rectangular transistors placed one beside the other along the shorter dimension (case (a): continuous line) or the longer dimension (case (b): dashed line).
Note that and in this work do not properly indicate the channel width and length, but the extension of the MOSFET in the and directions, respectively.
For this reason, in Fig. 7 the normalized distance between the two rectangular transistors is and we have for the case (a) and for the case (b). It is worth noting that the two curves tend to saturate to the same value but with different behavior.
As expected, the variance is lower in case (b), the two areas being closer to each other.
III. MULTIVARIATE-PROCESS PARAMETER
The formulation of covariance matrix given in Section II for a parameter process can be extended to a vector of process parameters by defining for each transistor , the average values of parameters over the area By assuming that the processes are jointly stationary in the wide-sense, that is each process satisfies (12)- (14) and, additionally, their cross-correlation can be written as (44) by following the same procedure adopted for the case of one variable we, thus, have:
Also in this case, the cross-correlation function depends on a vector of unknown parameters
Hence it results (46)
The other off-diagonal matrices can be derived in the same way. Finally, we can write (47) where is the mean value of defined, using the stationarity hypothesis, as and is a vector of unknown parameters to be estimated, given by (48) Equation (47) represents the generalization of (18) in the case of a multivariate process parameter.
The number of parameters to be estimated and in (47)] increases as the square of the number of process parameters. For example, if (approximately the number of parameters of the BSIM3 model), using the autocorrelation model (17a) with five parameters we obtain dim dim with a total of 6425 parameters to be estimated.
The accuracy of the estimate increases as the number of experiments increases. As a reasonable rule, we choose to derive ten experimental data for every parameter to be estimated so that, for the example above, 65 000 measurements have to be performed. Since a set of experiments so large may induce numerical problems in the estimation process, the number of process parameters considered as random variables must be as small as possible. Principal components analysis (PCA) or principal factor analysis (PFA) are well suited procedures to select a minimum set of random process parameters.
IV. PARAMETRIC YIELD FORMULATION
Following the previous hypotheses, the parametric yield of a design can be formulated as [1] Yield (49) where represents the joint probability density function, or jpdf, of the vector and is the domain of integration which will be defined subsequently.
If we assume that they are jointly Gaussian, then their jpdf is in the form (50) Thus, by combining (49), (50) and taking into account (47) we have
Yield (51) Equation (51) clearly shows the dependence of the yield on statistical parameters and on design parameters This formulation is quite general in that it predicts a dependence on the distances and on the stochastic process parameters as determined by the mismatch effect.
In order to specify the domain of integration we can proceed as follows.
The electrical behavior of the design under consideration is characterized by a set of differential equations [1] (52) where is a vector of voltages and currents and is a vector of design parameters which affect the electrical performances.
A circuit to be designed is characterized in terms of a set of performances, which are components of the -dimensional vector (53) In general, the performances can be written as an integral function of and (54) This relationship can be considered as a nonlinear transformation , depending on the vector from the parameter space to the performance space A manufactured circuit will be considered acceptable if all of its performances fall within the so-called acceptable region (55) We can, thus, define the domain of integration in (51) as (56) i.e., is the set of all those points of which are mapped into by The set is called in mathematical language the inverse image (under of the set Thus the parametric yield becomes Yield (57)
One of the main difficulties in applying (57) is to derive the domain from because the nonlinearity of transformation . To overcome this problem, a more suitable formulation of the yield can be written in terms of performances
Yield (58)
Note that in this case the domain of integration is well defined as a hypercube by (55).
In addition, the number of performances is smaller than the dimension of the process parameter vector , hence, the computation of the integral (58) is easier than the computation of (57). Unfortunately the jpdf is not explicitly available. This obstacle can be overcome by assuming a linear approximation of by means of a truncated Taylor's series expansion (59) where is the mean value of the performances vector given by (60) and is the Jacobian matrix of the transformation whose generic element is defined as
Due to the linearity of (59), the jpdf is transformed by into a Gaussian jpdf given by (62) where is the covariance matrix of the performances defined as (63) Thus, the parametric yield can be rewritten as Yield (64) where (the mean value of and (the vector of the parameters of are related to and by (60) and (63). Equation (64) can be used in both the analysis and design of circuits affected by mismatch.
V. APPLICATION EXAMPLE
We now proceed to apply the results obtained in Section IV to a simple but significant circuit example. To this end, let us consider the differential amplifier shown in Fig. 8 . The minimum dc differential voltage that can be detected by a differential amplifier strongly affects the performance of circuits containing this fundamental block. The presence of device mismatch within the amplifier itself produces differential voltages at the output that are indistinguishable from the signal being amplified. In many analog systems, this kind of dc error constitutes a serious limitation of the system's resolution, hence the modeling of mismatch-induced offset is often central in the design of analog circuits.
By assuming that the MOS devices work in subthreshold regime, the drain current is given by [20] (65) where is the current factor, the threshold voltage, and the thermal voltage. Let us suppose and are two stochastic processes, which affect the behavior of the devices. With the notations adopted in Section III, the following correspondences and hold.
The random vector is, therefore, given by
We assume that and are wide-sense stationary processes with Gaussian autocorrelation functions so that const.
(66a) (66b) const.
(67a)
where and are unknown parameters to be estimated from experimental data. Since we expect and to be correlated (both depend on the gate oxide thickness a cross-correlation function has to be defined. For simplicity, we suppose a Gaussian function also for so that (68) where and are further unknown parameters to be estimated.
From (66a), (67a) we have For transistor differential amplifiers, the effect of device mismatch on dc performance is conveniently represented by the input offset voltage. This quantity represents the effect of all the component mismatches within the amplifier referred to the input. Therefore, the dc behavior of the amplifier containing the mismatch is identical to an ideal amplifier with no mismatch but with the input offset voltage added in series with the input. We thus assume the offset voltage as the performance subject to a constraint.
Considering that is equal to the voltage value which must be applied to the input to drive the differential output to zero, by inspection of the circuit under analysis one gets If the autocorrelation and cross-correlation functions of the parameters and are the sum of (19) and (26), as in the Pelgrom's model, the covariance matrix of the parameters is obtained by using (21) and (30). By following the same steps used to obtain (75), the following relationship results (76) where the constants and have the same meaning as those in (21) and (30). In this example, the acceptable region is simply defined as and the parametric yield can be easily calculated from the integral Yield (77) Equation (77) represents the required relationship for the parametric yield expressed as a function of SPICE parameters, reciprocal distances and unknown process parameters to be estimated. As this relationship explicitly depends on design parameters, it can be useful in the design phase. Fig. 9 reports the parametric yield obtained substituting of (75) and (76) , the parametric yield tends to a constant value as distance increases (solid lines). This is due to the fact that the parameter mismatch variance of (41) tends to a constant value. Conversely, if the distance between the MOSFET's is small compared to the decay constant, the correlation between the parameters of the two MOSFET's becomes stronger and, consequently, the yield tends to unity (i.e., 100%). On the contrary, Pelgrom's model of mismatch variance predicts that the yield tends to vanish as the distance increases (dashed lines).
VI. CONCLUSIONS
The model developed for the covariance matrix of device parameters is of general applicability since it is not limited to a couple of devices and it can be applied to any stochastic model for the process parameters.
As a main result, the model is able to predict a dependence on mutual distances between devices in a design, thus taking into account the mismatch effect.
The analysis has been developed by assuming general hypotheses so as the models previously reported can be considered as particular cases under specific assumptions.
A formulation of the parametric yield, which predicts a dependence on mutual distances between transistors as determined by mismatch effect, has been derived by assuming Gaussian stochastic processes.
A suitable formulation of the yield which can be used in both the analysis and design of circuits affected by mismatch has been written in terms of performances under linear approximation. For the proof, see for example [21] .
The graph of the function is reported in Fig. 10 in the two cases: (a) and
The application of this result to (A.2) gives From which (35) with (36) and (37) follow.
