ABSTRACT A large class of evolutionary processes can be modeled by a rule which involves self-replication of some physical quantity with a non local rescaling. I show that a class of such models are exactly solvable -in the discrete as well as continuum limit -and can represent several physical situations as varied from the formation of galaxies in some cosmological models to growth of bacterial cultures. This class of models, in general, has no steady state solution and evolve unstably as t → ∞ for generic initial conditions. They can however exhibit (unstable) power law correlation function in the continuum limit, for an intermediate range of times and length scales.
introduction
Observations show that the two point correlation function of the distribution of galaxies is an approximate power law over a range of scales. It is possible to model non linear gravitational clustering by a scaling ansatz (see eg. Padmanabhan (1996) ) and show that such a power law behaviour is expected in a spatial and temporal interval for scale invariant initial conditions. This result arises from the fact that Newtonian gravitational dynamics in a Ω = 1 universe does not have any preferred scale which is of interest to cosmology.
There are, however, alternate (and less popular) models for galaxy formation in which the process is addressed without invoking gravitational instability explicitly (Nayeri et. al. 1999) . It has been claimed, based on numerical simulations, that these models also lead to power law correlation functions for galaxy distribution. Since the "rule" used for creating galaxies in this model is simple and explicit, it is indeed possible to analyze this process completely analytically. I provide such an analysis in this paper and show that the model is intrinsically unstable. However, the galaxies produced by this rule will exhibit a power law correlation function for a range of intermediate time scales.
The fact that the above result can be obtained for a model which does not involve gravity explicitly (for example, neither Newtonian gravitational constant nor the fact that gravitational force varies as a power law is used in the "rule" mentioned above), suggests that results of the above kind could be quite general. In fact, there exists several physical phenomena in nature which are described by power law correlations (see eg. Mandelbrot (1983) ). More often than not, such a correlation function seem to arise in a manner which does not depend critically on the details of the underlying dynamical model. It would be interesting to see whether one can provide a mathematical model with a minimal set of assumptions which can reproduce the power law correlation. I identify one such minimal set of assumptions and show that models based on these assumptions will have a generic behaviour.
Consider a dynamical process in which some physical quantity Q(t, x) evolves in time in a manner which depends on its value non locally. Such an evolution can be treated in the discrete version in terms of a rule which allows one to compute Q(n + 1, x) in terms of Q(n, x) where n represents the discretised version of time with, say, t = nτ and τ representing a convenient time interval. For example, the amount of bacteria in a culture or the number of galaxies in some region of the universe could be studied by such prescription. To be more specific, I shall consider processes of the following kind: Consider a set of points in the D-dimensional space which represents the location of bacteria or galaxies or trees, say. We now generate a set of new points near each one of the points ("non-local self-replication"). [The bacteria creating new bacteria nearby or trees generating new trees nearby or even cities leading to the formation of new cities nearby seem reasonable. There are also nonstandard cosmological models (see Nayeri et. al. (1999) ) in which galaxies could generate new galaxies nearby.] Let the probability for any given new point to be located at a distance l from an old point is W (l)d D l. Next, we rescale each of the D dimensions by a factorμ > 1 thereby increasing the volume of available space. [This is useful in the case of growing bacterial culture or a jungle of trees or cities in order to avoid boundary effects which will limit the process. In the cosmological model mentioned above, this is a natural consequence of the expansion of the universe.]. Finally we select a subset of particles in the central region such that the total number of particles remains the same. This step renormalizes the process back to the original situation so that the process can now be repeated with the new subset of points. (If we create one new particle near an old particle with a probability W (l), then we will be doubling the number of particles during the self replication. The rescaling should be such that the volume doubles. The central region containing half the volume can be now selected for the next step.) This evolutionary rule can be stated mathematically in the form:
where λ,μ are constants with λ > 0 andμ > 1, (I shall comment on other ranges of values later on); D is the dimension of the space in which the vector x lives, and W (l) is a probability function normalized to unity for integration over all l. We shall also assume that Q is normalized in such a way that its integral over all x is unity. This gives us the conditions
It is obvious that equation (1) preserves these conditions under evolution because of the explicit normalization chosen on the right hand side. [In the context of the quasi steady state cosmological model, Q will be the ratio between the number density of galaxies and the mean density. The normalization in (2) preserves the quasi steady state condition between different cycles under the simultaneous action of matter creation and expansion. We shall comment on more general models without this normalization whenever relevant.] It must be stressed that we shall consider equation (1) as the basic postulate of this analysis rather than any physical model described in the last paragraph (involving bacteria, trees, cities, galaxies ....). In particular: (i) we shall not restrict to any specific form of W (l) or a choice for dimension D; (ii) it is also not necessary to identify the vector x with the position vector in real space. The equation (1) can also describe quite effectively the power transfer in Fourier space when the vector x is actually identified with a Fourier space vector. There are phenomena, like fluid turbulence, in which our analysis can be applied by using the power spectrum as the basic variable in k space. The essential postulate is that power at nearby wave numbers is generated with a given probability. This could provide a tool for attacking a wide class of nonlinear phenomena.
Let us now consider the solutions to equation (1). Linearity in Q suggests switching to the Fourier space variables f (n, k) with
Equation (1) now reduces to a simple form
where we have denoted by the same symbol W (k) the Fourier transform of the probability function. Given the form of this probability function, this equation iteratively determines the evolution of f . While the equation is fairly simple in structure, it is not easy to find its general solution. Note that the conservation condition (2) -which demands f (n, 0) = 1 for all n -is satisfied in this case because W (k = 0) = 1 for a normalized probability distribution. This also shows that solutions of the form f (n, k) = A(k) exp(αn), with some constant α, are unacceptable for α = 0 because they will violate the normalization condition. Further, since we have the freedom to choose the initial condition f (0, k) = f in (k), any general solution to equation (4) must contain one arbitrary function; it is difficult to obtain such a general solution.
A special class of solutions to equation (4) will correspond to a steady state such that f (n + 1, k) = f (n, k) = f s (k). This function satisfies the equation
Two trivial solutions to this equation correspond to f s (k) = (0, ∞) and, in fact, we shall see later that the most generic initial conditions will drive the system to either of these two limits by our process. The only nontrivial solution which exists can be found by the iteration in the form
Taking the logarithms, followed by the limit N → ∞, and using f s (0) = 1 we get the result
To study the properties of the solution we note that W (k/μ n ) ≈ 1 for all n > logμ(kL). This is true for a wide class of probability distributions with some characteristic scale L, and W (k) usually decreases for kL ≫ 1. We will also assume that W (k) depends only on the magnitude of k because of the statistical isotropy of the process (though our results are easily generalizable to other cases). It follows that each of the denominators in (7) is close to unity for all n > logμ(kL) making all the terms negligibly small for n > logμ(kL). So we need to sum the series in (7) only up to n = n c ≤ [logμ(kL)] with the integer value, lower than the bound, taken for n c . The result of the sum depends on the form of W at large k. The simplest case corresponds to assuming the W vanishes for kL ≫ 1 which is exact if we take
where θ(z) = 1 for z > 0 and zero otherwise. Then the asymptotic solution is given by
(The equivalence of the two forms follows from simple algebra and definition of n c .) This is a power law solution with the index determined essentially by the two parameters of the problem. Before proceeding further, let us consider the effect of relaxing the normalization condition (2). This can be done most conveniently by replacing the factor (1 + λ) in the denominator of the right hand side of (1) by (1+λ 1 ) where λ 1 is a constant different from λ. This will change equation (4) to the form:
Setting k = 0 and using W (0) = 1, we get
Since the integral over all space of Q(n, x) is just f (n, 0) we find that
This shows how the total number of points (galaxies, trees, bacteria ....) changes with time if λ = λ 1 . For example, a cosmological model in which the mean densities of galaxies decreases with time can be modeled with λ 1 > λ and interpreting Q as the number density of galaxies. In this case, equation (10) admits solutions of the form f (n, k) = A(k) exp(αn) with
This equation has the same form as (5) with the factor (1 + λ) replaced by (1 + λ 1 )e α so that the solution is
Taking the logarithms, followed by the limit N → ∞, we get the result
The convergence of the product in the right hand side (14) is now more tricky. If W (k/μ n ) becomes close to unity for sufficiently large n, then we will pick up a factor p = (1 + λ 1 )(1 + λ)
−1 e α in each of the terms. Unless this factor is unity, the product in (14) will either diverge or vanish. Thus we get the condition p = 1 for convergence thereby making equation (14) identical to (5). Thus, when the normalization condition in (2) is relaxed, we again get the same k−dependence as in (9) with an extra time (n) dependence of the form
which takes into account the condition (12). This clearly shows that nothing changes qualitatively as far as the spatial dependence is concerned by relaxing (2). We thus have three possible steady state solutions f s = [0, ∞, (kL) γ ] none of which incorporates arbitrary initial conditions. Obviously if the system is started at any of these solutions, it will stay in it without any evolution. The question arises as to whether any of them acts as a fixed point for the system evolving from a nontrivial initial condition or even random Poisson initial conditions for which |f in (k)| 2 = 1. While this question is difficult to analyze in the discrete model, it is possible to provide much more detailed description of the system in the continuum limit and answer the above equation.
We shall now discuss the continuum limit in which we need to study the system at two infinitesimally separated moments in time t and t+∆t and obtain a partial differential equation for the evolution of Q(t, x) or -equivalently -for f (t, k). We will also need to change the parameters λ andμ to λ∆t and (1 + µ∆t) respectively for consistency; this has the effect of making the rate of creation and rate of stretching finite, as it should. Equation (5) now becomes
We have assumed that W depends only on |k| making f also depend only on |k|. Expanding the equation retaining up to linear terms in ∆t, and using the result
we get the final partial differential equation satisfied by f to be ∂f ∂t
The general solution to this equation is straightforward to obtain; we find that
where G is an arbitrary function of its argument with the condition G(0) = 0. [This condition incorporates our normalization condition (2). This condition can be relaxed in exactly the same manner as in the discrete case; however, as we shall see later, our conclusions do not change.] This function -in turn -can be expressed in terms of the initial condition for the problem f (t = 0, k) ≡ f in (k), which is assumed to be known. Doing this we can write the solution in the form
We shall now study the properties of the solution. Let us first consider the simple case in which W is given by equation (8). In this case the solution is found to be
At any finite t, there is a range of k values for which the power spectrum (which is proportional to |f | 2 ) is a power law with the index (−2λ/µ)). But note that as t → ∞ the solution decays exponentially at all scales for a wide class of initial conditions (including Poisson distribution with f in = 1). More generally, if f in (k) ∝ k β , then the solution in the three ranges go as
For generic values of the parameters (β, λ, µ) all the solutions tend to either zero or infinity at late times. The only exception is if we choose the initial spectrum with β = (λ/µ). Then, for kL < 1, we get a pure power law k (λ/µ) . This is precisely the solution we found in the discrete case [see equation (9)], since in the continuum limit, we can set
Thus, only a very special choice can lead to a nontrivial steady state solution, which of course, has no time dependence at all. It is however clear that power law solution is indeed present for a large range of k at any finite t but with amplitude decreasing exponentially. Equation (21) can be explicitly integrated for several cases of W . A particularly simple case is the one with
In this case the solution is given by
As µt → ∞, the solution goes to
(27) which is again in conformity with the results obtained above, thereby showing that they were not an artifact of the sharp cutoff assumed in equation (8).
Finally, let me briefly mention the results in the continuum limit when the normalisation condition (2) is relaxed. In this case, the factor (1 + λ) in the denominator on the right hand side of equation (17) will be replaced by a new constant (1 + λ 1 ). This changes equation (19) and the solution (21) to ∂f ∂t
Writing the factor inside the integral as
It is trivial to see that the solution in this case is the same as the solution with λ 1 = λ multiplied by the factor
This is exactly what one would expect based on our results in the discrete limit in which we found that the solution gets multiplied by a factor in (16). In the continuum limit, λ 1 and λ gets replaced by λ 1 ∆t and λ∆t and n becomes t/∆t. In the limit of ∆t → 0 the extra factor in (16) 
which is precisely the extra factor in (31). Thus, even in the continuum limit, our qualitative conclusions do not change when the condition (2) is relaxed. The analysis given here covers a wide class of phenomena and the following points may noted regarding its application in the context of astrophysical systems:
(i) In the QSSC models for the universe structure formation is modeled by a process like the one we described with µ = 2. Our analysis shows that asymptotically the process is unstable (though gravity is not directly involved!) but at intermediate times it can lead to a power law correlation which seem to have been observed in the computer simulations (Nayeri et. al. 1999) .
(ii) In the study of nonlinear gravitational clustering in expanding universe, one obtains a class of Nonlinear Scaling Relations (NSR) which possibly can be modeled by such a process (Padmanabhan 1996) . In this case, power flows dominantly from large scales to small scales and the "time" coordinate is related in a nontrivial manner to the proper-time of the comoving observers.
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