ABSTRACT. The glider Brauer-Severy variety GBS(A) of a central simple algebra A over a field K is introduced as the set of all irreducible left glider ideals in A for some filtration FA. For fields we deduce that GBS(K) equals R(K) × Z, the product of the Riemann surface of K and Z. For a csa A over K it turns out that GBS(A) = BS(A) × GBS(K), where BS(A) denotes the classical Brauer-Severi variety of A.
INTRODUCTION
Central simpel algebras stem from classical representation theory of finite groups and they were studied in detail in the theory of the Brauer group of a field. Using descent theory for example, there can be found a strong relation to non-Abelian cohomology in some projective linear group. Brauer-Severi varieties are geometric objects associated to a central simple algebra (csa) and these also relate to the non-Abelian cohomology as before, see [1] , [16] , [2] . Brauer-Severi (BS-)varieties found interesting applications in the geometric theory, for example in the Artin-Mumford example of unirational non-rational varieties, and also in some approaches to the Mercurjev-Suslin theorem on the co-torsion of the second K-group. Now the Brauer-Severi variety of a csa A over a field K is defined as the variety of irreducible left ideals of A, its variety structure coming from an obvious embedding as a closed subset of some Grassmann variety.
The authors introduced the notion of a glider representation based on generalized modules with respect to chains of subrings; in the case of glider representations of a finite group this leads to chains of subgroups and then associated chains of group rings in the original total group ring. We studied the new representation theoretic results for glider representations of finite groups in [3] , [4] , [6] . We defined irreducible glider representations but the definition is slightly more elaborate than the one of irreducible modules. Nevertheless, they work well in the representation theory and so the question prompts itself whether the irreducible subgliders of A itself define something like a BS-variety? The gliders in A are defined with respect to a filtration FA having a ring of filtration-degree zero, B say, inducing a filtration on K with ring of filtration degree zero, R say. We work in the situation where KB = A and usually we assume R is a Noetherian ring, in fact in future work we would like to deal with Noetherian integrally closed domains, then B is an order over R in A. The definition of the GBS(A), the glider Brauer-Severi variety, in terms of irreducible subgliders of A with respect to some filtration FA (with some extra properties usually), does indeed lead to some geometric structure. A first observation is that GBS(K) is not trivial, unlike the BS(K), so we study the GBS of a field first and, perhaps a surprise, we find it is the product of the Riemann surface R(K) of K with the integers Z. The latter is the effect of some shift which is always possible on gliders, we can get rid of this factor Z by introducing glider classes under shifts, but we do not do that here. The Riemann surface of a field is the set of all discrete valuation rings of the field and it may be given a nice topology of Zariski-type and viewed as some geometric object but not a variety. One of the telling results of the theory about GBS(A) is that the relative GBS of A introduced in Section 4 turns out to be BS(A) × GBS(K), so the product of the BS(A) and the Riemann surface R(K) with a further factor Z. In a sense this thus yields some geometric structure in terms of the BS of A and the Riemann surface of K which is not a variety but still nicely described. The theory of orders and maximal orders enters the glider theory naturally here, for example, we also have a version of the Brandt groupoid appearing. We could go to rings K instead of fields and start from Azumaya algebras and BS-schemes, but this is left for work in progress.
The structure of the paper is as follows: In Section 2 we recall the necessary notions about glider representations and show some results about filtrations on fields and central simple algebras. For example, in Proposition 2.2 we make a connection between irreducible glider representations and the filtration being strong. Section 3 starts with the definition of GBS(A), the glider Brauer-Severi variety of a csa A. However, the rest of the section is entirely devoted to the calculation of the GBS of a field K. We conclude with Theorem 3.11, which shows how the Riemann surface R(K) enters the game. Subsequently, in Section 4 we deal with the GBS of central simple algebras A over a field K. In fact, we introduce the relative GBS K (A), in which we restrict to filtrations FA that induce separated, exhaustive and unbounded filtrations FK. The main result of this section is Corollary 4.6 which shows that GBS K (A) equals BS(A) × GBS(K). In Section 5 we define a tensor product with a field extension L/K, which in the case of a strong filtration on a csa A over K gives rise to a map GBS F (A) → GBS f (A ⊗ K L). These observations then allow to deduce that the relative glider Brauer-Severi variety GBS K (A) is a twist of the relative glider Brauer-Severi variety of a matrix algebra M n (L) for a suitable field extension L/K. Throughout these sections, we indicate links with the theory of (maximal) orders. This then inspires the construction of the Brandt groupoid of normal glider ideals in a csa A. This is carried out in Section 6. Finally, since glider representations can be defined for Γ-filtrations with Γ any totally ordered group, we include a final section in which we work with Γ = Z 2 with lexicographical order. We establish Theorem 7.4 which shows that all rank 2 valuation rings in a field K enter the scene.
SOME RESULTS ON SEPARATED, EXHAUSTIVE FILTRATIONS ON CENTRAL SIMPLE

ALGEBRAS
In this section K is a field and A a central simple K-algebra. We recall that a filtration FA on A is defined by an ascending chain . .
In particular, B = F 0 A is a subring of A. We call FA separated, resp. exhaustive if n F n A = 0, resp. n F n A = A. We always assume that the filtrations considered throughout the text are separated, exhaustive and not bounded. The latter means that all F n A = 0 and there exists no m ∈ Z such that F m A = A. We call the filtration FA strong if F n AF −n A = F 0 A = F −n AF n A for all n ≥ 0. In fact, FA is strong if and only if
When fixing such a filtration FA, one can consider left (or right) FA-glider representations, which are given by left F 0 A = B-modules M embedded in a left A-module Ω together with a chain of descending left B-modules
, where the action is the action induced by the A-action on Ω, see [3] for the exact definition. In [13] the notion of trivial subgliders was introduced and it was later refined in [3] . We recall that a subglider N of M is said to be trivial if either:
There is an n ∈ N such that N n = 0 but M n = 0. T 3 . There exists a monotone increasing map α :
The monotone increasing map α for type T 3 is in fact strict monotone. Indeed, 1 ≤ n + 1 implies that α(n + 1) − 1 ≥ α(n). We also recall the notion of essential length of a glider. If there exists d ≥ 0 such that M d M d+1 , but M d+1 = M d+n for all n > 0, we say that M is of finite essential length d. If such a d does not exist, we say that M is of infinite essential length.
As a particular example of a left (and right) FA-glider, we have the negative part of the filtration:
Let us investigate when this glider is in fact irreducible.
For ease of notation, we will write F n rather than F n A. First of all, if F 0 = F −1 , then for all n > 0 we would have F n = F n F 0 = F n F −1 ⊂ F n−1 . It follows that F + A is the trivial chain and in order to be exhaustive F 0 = A and then FA is the just the trivial chain, whence is not separated. Thus F −1 F 0 . Also, there are no idempotent elements in the negative part. Indeed, suppose on the contrary that F −n F −n = F −n , then for all k > 0 it holds F −n = F k −n ⊂ F −nk . This would entail that F −n is in the core of the filtration.
Remark 2.1. By convention, we know that the left glider ideal F − B is of infinite essential length. If we would drop the left boundedness condition then F − B being of finite essential length, say d, would entail that FA is a positive filtration. Indeed, it would follow that F −d F −d−1 = 0 because the filtration is separated. By irreducibility of F − B, the subglider
must be of type T 3 and hence
The filtration FA induces on K a filtration FK defined by F n K = F n ∩ K. The filtration is obviously also separated and exhaustive. The subring F 0 K must be proper, for otherwise all F n A are K-vector spaces and since A is finite dimensional, this would entail left and right boundedness of FA. We suppose moreover that the induced filtration FK on K has non-trivial negative part. Since K has no zero divisors, this is equivalent to saying that F −n K = 0 for all n ≥ 0.
Separatedness of FA entails the existence of a smallest integer e ≥ 1 such that F −e F −e−1 , i.e. G(A) −e = F −e /F −e−1 = 0. Proof. To begin with, consider the subglider
For obvious reasons it cannot be trivial of type T 1 or T 2 . Because F 0 F −e = F −e F −e−1 , triviality of type T 3 implies that F e F −e = F 0 . A similar argument shows that F −e F e = F 0 as well. Irreducibility of F − B implies furthermore that F −e F −e = F −2e−d for some d ≥ 0. But we also have F −e = F 0 F −e = F e F −e F −e = F e F −2e−d ⊂ F −e−d , and by definition of e it follows that d = 0, i.e. F −e F −e = F −2e . Suppose now that F −2e = F −3e , then we would have 
, contradiction. By induction one then shows that for all n ≥ 0, F −ne F −(n+1)e and F n −e = F −ne . Consider now the subglider
= F e F −e F −e = F −e and F −1 F −2e = F −e F −2e = F −3e F −2e and triviality of type T 3 implies that the associated monotone increasing map is the identity on {0, 1 . . ., e}. In particular, it follows that
= F e F −2e−1 ⊂ F −e−1 , contradiction. Using induction one then shows that
Using similar arguments, one shows by induction that F ne F −ne = F 0 for all n > 0. We also have
Both results then allow to show that
We can conclude if we show that F ne = F n e for all n ≥ 2. Since we have F ne = F ne F 0 = F ne F −e F e ⊂ F (n−1)e F e , this follows easily using induction.
In case A = K is a field, we know by [11, Theorem 2.6 ] that F 0 K = R is a discrete valuation ring and the associated valuation filtration is FK if and only if the associated graded Proof. Suppose that G(K) is not a domain, whence not semiprime. Since FK is strong, the associated graded ring G(K) is strongly graded. From [7] we know that G(K)-gr ∼ = F 0 K/F −1 K-mod is an equivalence of categories, whence there exists a ∈ F 0 K − F −1 K and n > 1 minimal such that a n ∈ F −1 K. The induced filtration on F 0 Ka defines a subglider, which must be trivial of type T 3 . Because a ∈ F 0 Aa − F −1 A, this entails that F 0 Aa = F 0 A. In particular, a is then invertible in F 0 A, say ba = 1 for b ∈ F 0 A. But then a n−1 = 1a n−1 = ba n ∈ F −1 A, contradicting the minimality of n. Hence G(K) is a domain. It follows that F 0 K = B is a DVR with unique maximal ideal M. We have that
and since both filtrations are determined by their degree -1 and degree 1 part, both filtrations agree.
In [11, Theorem 3.10] Proof. As in the beginning of the proof of Proposition 2.3 we can show that G(A) must be a prime ring by using [11, Theorem 3.10] . Indeed, suppose G(A) is not semiprime. Then there exists an ideal J ⊳ F 0 A such that J n ⊂ F −1 A for some n > 1 and assume n is minimal with this property. The triviality of the subglider
The center of a prime ring is an integral domain, whence so is G(K) ⊂ Z(G(A)). Hence FK is the filtration associated to a valuation ring O v on K when considered over f Z for some f > 0. In particular, f is minimal with the property that
If the strict monotone increasing map α is not the identity, then
By Proposition 2.2 we know that FA is a strong e-step filtration. Since GK is an f -step filtration, e divides f . Hence 
If it is trivial of type T 2 , then F m v = F m+1 v for some m ∈ Z. By Proposition 2.4 it follows that Av = F 0 v = F −n v for all n ∈ Z. In particular, v ∈ B(FA) = 0, contradiction. So the subglider must be trivial of type T 3 , but in this case, F −n v = F −m for some m ∈ N. Hence F m−n v = F 0 , which shows that Av = A, contradiction. Proposition 2.4 also reveals a link with the theory of orders in simple algebras. Denote R = F 0 K. We recall that a full R-lattice is a finitely generated R-torsion free module M in A such that KM = A. By definition, an R-order C in A is a subring of A which is also a full R-lattice. If C is not contained in any proper R-order D, we call C a maximal order. We refer the reader to [15] for a detailed treatment of the theory of maximal orders.
Corollary 2.6. In the situation of Proposition 2.4, B = F 0 A is an R-order in A.
Proof. B is prime since BK = A is a csa and Z(B) = F 0 K = R is a DVR hence a Noetherian ring. Moreover, B is a P.I. ring as a subring of a P.I. ring A, hence by a result of Formanek, see [9 
, Theorem 2]: B is a finitely generated Z(B)-module
Suppose that R = F 0 K is a Dedekind domain and B is a maximal R-order in A. A prime ideal of B is by definition a proper two-sided ideal P in B such that KP = A and such that for every pair of two-sided ideals S, T in B and containing P, we have
In fact, the prime ideals of B coincide with the maximal two-sided ideals of B and if P is such a prime ideal, then P ∩ R ∈ Spec(R). Vice-versa, for p ∈ Spec(R), P = B ∩ rad(B p ) is a prime ideal of B, and this yields a one-to-one correspondence. Also, the product of prime ideals in B is commutative and every two-sided ideal of B can be written uniquely as a product of prime ideals. Since R is Dedekind, there are only a finite number of prime (hence maximal) ideals p 1 , . . . , p n . If P i corresponds to p i , then
for some e i > 0, and we call e i the ramification index at P i .
Lemma 2.7. Let FK be an exhaustive, separated filtration, then F
Proof. Let N ∈ Max(F 0 K) and let x ∈ N. Since FK is exhaustive there exists n > 0 such that
Since N is prime, it follows that F −1 ⊂ N and the result follows. 
, by the correspondence of prime ideals and the fact that every two-sided ideal can be written uniquely as the product of prime ideals.
We denote the ceil function by ⌈⌉.
Lemma 2.9. Let e > 0 and k, l ∈ Z. We have the inequality
and we have strict inequality if and only if
Proof. By writing k = k e e + i, l = l e e + j with 0 ≤ i, j ≤ e − 1, we have
The statements now follow easily. 
Proof. By the theory of maximal orders, F −1 A = P k 1 1 . . . P k n n for some k i ≥ 0. Lemma 2.7 and Lemma 2.8 entail that
for all 1 ≤ i ≤ n and m ∈ Z. It follows that FK is strong. Conversely, suppose that FK is strong, but that
Since FK is strong, we have for every m
which is a contradiction.
THE GLIDER-BRAUER-SEVERI VARIETY OF A FIELD
Let A be a central simple algebra of degree n 2 over a field K. For every 1 ≤ r ≤ n one may define the (generalized) Brauer-Severi variety BS r (A) as the variety of left ideals of reduced dimension r in A, see [10] . Such an ideal is represented by a non-zero rn-vector
rn A is a left ideal of reduced dimension r if and only if it is preserved under left multiplication by e 1 , . . . , e n 2 . When r = 1, we obtain the classical Brauer-Severi variety BS(A) and we see that
If we consider the set of all left ideals of A then we obtain ⊔ n r=1 BS r (A). Definition 3.1. Let FR be a filtered ring with subring As mentioned in the introduction, the theory of irreducible gliders highly depends on the type of filtrations one is working with. For example, when working with right bounded filtrations, we recall For the non-bounded separated, exhaustive filtrations on central simple algebras, the question how irreducible gliders look like, has not been answered up to now. The following lemma will be useful for tackling this problem
Lemma 3.4. If M is irreducible of infinite essential length, then for all i
would be a non-trivial subglider of the irreducible glider
Throughout the rest of this section, we focus on A = K and determine its Glider-BrauerSeveri variety GBS(K). For non-bounded filtrations, it appears that irreducible gliders have infinite essential length. Indeed, K being a field implies that an irreducible left glider ideal M has zero body.
for some n > 0, then we can write
To continue, we again use B(M) = 0 for the existence of an i 1 ≥ i maximal such that M i 1 ⊃ F n−1 K. And by Lemma 3.4 we actually have equality. This leads to a sequence
In particular, we have that
In particular, if FK is a strong filtration, then i k+1 = i k + 1 for all k. It follows that there exists an n ∈ Z such that M equals
and L is just the glider
In particular, L is a fractional ideal and since O v is a local Dedekind domain, L = F n for some n ∈ Z. In fact, one shows that all L i are fractional ideals and so L 1 = F n+m for some m < 0. If m < −1, then
would be a non-trivial subglider. Hence m = 1 and actually one can show that L i = F −n−i for all i ≥ 0. Hence we have shown that
Let p, q be two distinct prime numbers. Consider the filtration on Q defined by F 0 = Z S where S is the multiplicatively closed set generated by all prime numbers except for p and q. The negative part is the (pq)-adic filtration and for i > 0 we set
This is a strong filtration. We have that Ω = Q whence the M-chain must be
starting at some n ∈ Z, i.e. the glider is (F n ) γ . This is however not irreducible since the consecutive quotients are not simple Z S -modules. Indeed, for any m ∈ N (pq)
These examples indicate that for strong filtrations on fields, non-emptiness of the GBS is equivalent to the F 0 K being a discrete valuation ring. Indeed, we have Proof. Suppose that GBS F (K) = / 0 and let M ∈ GBS F (K). Suppose first that F 0 = O v is a DVR. There exists a > 0 such that F −1 = (π a ) if π is a uniformising parameter of F 0 . By the structure of the elements in the GBS F (K) for strong filtrations, there exists an n ∈ Z such that M = F n . If n ≥ 0, then
is also irreducible and Proposition 2.3 entails that the filtration corresponds to the valuation
is simple, a = 1 and it follows that FK = F v K. Conversely, suppose that F 0 is not a DVR. In particular, when M = F n K as before, the n must be strictly smaller than 0 by Proposition 2.3. Let y ∈ F 0 \ F −1 . Then y −1 ∈Ḟ m for some m ≥ 0. We want to show that m = 0. The glider However, x must be y and it follows that y ∈ F m −1 . Finally, we started with y ∈Ḟ 0 , m must indeed be equal to 0. This shows that F 0 is local with maximal ideal F −1 . However, since F 0 is not a DVR, F −1 is not principal. Since FK is strong, there exists x ∈ F −1 − F −2 . The subglider
must be trivial of type T 3 , so xF −n+1 = F −n−r for some r ≥ 0, or (x) = F −r−1 . It follows that r = 0, which contradicts the principality of F −1 . Hence GBS F (K) = / 0.
Together with Example 3.5 we obtain that when running over all non-bounded, separated, exhaustive strong filtrations FK on K, we have
where R(K) denotes the Riemann surface of K. Filtrations that are not strong can also have non-zero glider Brauer-Severi variety. Indeed, one can for example consider a DVR R = O v with maximal ideal M = (x). The positive part on K is just defined by the standard filtration generated by
And for the negative part, one takes Proof. By the structure of elements of the glider Brauer-Severi variety, we know that M = F l F m for some l ≥ 0 and m ∈ Z. In particular, we know that an F −n for n ≥ 0 appears as an M i . Take a ∈ M i , then
is a subglider of type T 3 . In particular, there exists k a ≥ 0 and 0 ≤ l a ≤ i k a such that (a) = F l a F −n−k a . If (a) ⊂ F −n is proper, then there exists a 1 ∈ F −n − (a), and there exist k a 1 ≥ 0 and 0 ≤ l a 1 ≤ i k a 1 such that (a 1 ) = F l a 1 F −n−k a 1 . It must hold that k a 1 ≤ k a and if equality holds, then l a 1 > l a . In particular (a) (a 1 ) ⊂ F −n . If the last inclusion is proper, then we can continue this argument, which must stop by the restrictions on the k a j , l a j . This shows that F −n is indeed principal. The glider starting from F −n−m for any m ≥ 0 remains irreducible, and the reasoning above shows that F −n−m is again principal. Proof. Let i > 0 and consider the subglider
Since K is a field it cannot be of type T 2 . Suppose that M n M i = M n+m M i for some n and all m > 0. It would follow that
The subglider is thus of type T 3 . Because MM i = M i , α(0) ≥ i, which implies that for every j > 0, α( j) > i + j, which amounts to saying that Proof. Let M ∈ GBS F (K). Up to considering the irreducible glider M n ⊃ M n+1 ⊃ . . ., there exists an m ∈ Z such that M = F m K. Suppose that m < 0. Let x ∈ F −m K, then since FK is exhaustive, x −1 ∈ F n K for some n > 0. Since we are working in a field K, the glider
is also irreducible. And because 1 ∈ xM, we have R ⊂ xM and it follows that there appears an F r K as an xM j for some r ≥ 0, hence also F 0 K = R appears. In particular, whenever GBS F (K) = / 0, we can find an irreducible glider starting with M = F 0 K = R. By the structure of irreducible gliders, we know that there exists n > 0 such that M n = F −1 K, which leads to F 0 K = F n KF −1 K. So actually n > 1. The previous lemma entails that the M-chain defines a negative ring filtration on R. Define the filtration F s K on K by
Proposition 2.2 entails that F s K is a strong e-step filtration. Since n is the smallest number such that F n KF −1 K = R, it follows that e ≤ n < 2e. And since, F n−1 KF −1 K < R, n actually equals e.
The e in the above proposition is determined by the positive filtration F + K, i.e. it is the smallest number m ≥ 1 such that F m K F m−1 K. Theorem 3.11. Let K be a field, then
Proof. Let FK be a filtration. If GBS F (K) = / 0, then GBS F (K) = GBS F s (K), so the result follows by (1).
THE RELATIVE GLIDER-BRAUER-SEVERI VARIETY FOR A CENTRAL SIMPLE
ALGEBRA
In this section we determine the relative Brauer-Severi variety GBS(A) of a central simple algebra A over a field K, meaning that we run over all filtrations FA extending some fixed filtration FK, i.e. satisfying F n A ∩ K = F n K for all n ∈ Z. Before we put some additional conditions on FK, we prove the following.
Lemma 4.1. Let FA be a filtration extending FK. If M ∈ GBS F (A) and M is not a left A-module, then el(M) = +∞.
Proof. Suppose that el(M)
= d < +∞. It follows that F −d−1 M ⊂ B(M). However, since 0 = F −d−1 K ⊂ F −d 1 contains invertible elements, it follows that M ⊂ B(M) ⊂ M, contra- diction.
Corollary 4.2. In the situation of the previous lemma, if N = M i is a left A-module for
Proof. The previous lemma entails el(M) = +∞, whence we may assume that 
which shows that N ⊂ M k for all k ≥ n, and N ⊂ B(M) follows.
Proposition 4.4. Let A be a csa over K with exhaustive, separated filtration FA inducing FK with non-trivial negative part. If M ∈ GBS F (A) then B(M) = 0 and AM is an irreducible principal left A-module.
Proof. We first show that AM/B(M) is a principal left A-module. Suppose that AM/B(M) =
Av + Aw is generated by two elements. The proof for more generators is an easy modification. Let v, w be lifts for v, w respectively. If Without loss of generality, we may assume i ≤ j, i.e. F n v ⊂ F m w. However, since F n K ⊂ F n contains invertible elements, it follows that v ∈ Aw, which entails AM/B(M) is principal. Since A is semisimple, Ω = AM = B(M) ⊕ Av for some left A-module Av. However, the irreducible left glider M then becomes a strong glider direct sum -i.e. the sum is direct on every level -
where N = F n v for some n ∈ Z. Irreducibility then shows that B(M) must be zero and Av must be an irreducible left ideal.
The previous proposition shows that AM = Av for some Av ∈ BS(A), the classical BrauerSeveri variety. One can perform the similar reasoning we did for fields to show that there exists n ∈ Z, i ∈ N such that M i = F n Av. If we further assume that FA is strong, then M becomes the glider
On the field, we put a valuation filtration corresponding to a DVR
Since FA extends FK, we have for n ≥ 0, F −n KF n A ⊂ F 0 A and since FK is strong, it follows that F n A ⊂ F n KF 0 A. The other inclusion is obvious, so F n A = F n KF 0 A for all n ∈ Z. This shows that FA is strong as well, and the irreducible left glider ideals are of the form (2). We denote the relative Glider-Brauer-Severy variety with regard to FK by GBS FK (A).
Proposition 4.5. Let A be a csa with FA extending FK a valuation filtration with F 0 K a DVR and put F 0 A = B. Let M be non-empty in GBS F (A) = GBS FK (A), then AM = KM = Av with Av ∈ BS(A), v any generator of an A-module. Then there is an n ∈ N such that M i = F n−i Av and M i = F n−i Av ∩ Kv = F n−i Kv is an irreducible FK-glider in Kv. Thus the F n−i Kv define an element of GBS F (K). As a consequence we get GBS FK (A) = BS(A) × Z (as sets).
Proof. We have AM = KM = Av by Proposition 4.4, and also B(M) = 0 and Av ∈ BS(A).
Since v ∈ KM, λv ∈ M for some λ ∈ K * so we may assume v is chosen so that v ∈ M. We have a subglider
Since FK is strong, FA is strong too and it follows for n that F n KF 0 A = F n A. Since B(M) = 0, B(Bv) = 0 too and so no F −n Av ⊃ F −n Kv is zero, thus the glider BV above has to be trivial of type T 3 , say Bv = M n for some n ≥ 0. Then M = F n AM n = F n KM n yields M i = F n−i Av for i ≥ 0. Since FK is a valuation filtration, we know that
., is also an irreducible glider in Kv. Now consider the chain 
Since we may replace v by any λv with λ ∈ K * , it is clear that all shifts over Z appear and thus we finally arrive at
as sets.
By the previous section we know that we obtain the whole off GBS(K) by running over all valuation filtrations on K. Hence, we define the relative Glider-Brauer-Severi variety
Corollary 4.6. We have a bijection as sets:
Corollary 2.6 indicated a link between irreducible gliders and the theory of orders. This indication also manifests itself in the relative Glider-Brauer-Severi varieties of central simple algebras when FK is a valuation filtration. Before we exploit this, let us recall a few facts about maximal orders over a DVR R. For a detailed overview, the reader is referred to [15] . A maximal R-order in a central simple algebra M n (D) is conjugate to M n (Λ) where Λ is the unique maximal R-order in D, a central division algebra. In fact, Λ is the integral closure of R in D. The 1-and 2-sided ideals in Λ are of the form π i Λ. It follows that maximal R-orders in M n (D) are also principal ideal rings and there exists a uniformizer Π generating these ideals. 
From this it follows readily that
There is an obvious way to also reach the maximal orders with ramification index strictly bigger than 1. Indeed, we can vary allow the valuation filtration FK to have a higher step size f > 1. If FA is a filtration extending FK, then we only have that F n f A = F n f KF 0 A for all n ∈ Z. The filtration FA is therefore not strong in general. If we do impose the strongness condition, we get a generalization of Proposition 4.7. 
Proof. Essentially just modify the proof of Proposition 4.5.
We observe that unlike the case for f = 1, strong filtrations FA and
where A(R, f ) denotes the set of all maximal R-orders in A with ramification index f . When considering all discrete valuations on K, for every point of the Riemann surface R(K) we obtain differences corresponding to the maximal orders of ramification index f lying over it. It remains a question whether there exist filtrations FA extending an f -step valuation filtration with non-empty GBS F (A) and which are not strong.
TENSOR PRODUCT WITH A FIELD EXTENSION
Let A be a csa over K with separated, exhaustive filtration FA inducing a filtration FK on K. Let L/K be a field extension and choose a filtration FL on L inducing FK on K. We define a filtration on A ⊗ K L by putting
where the tensor product is taken over K. Note that F k A and F q−k L are not necessarily K-vector spaces, but we consider them inside K, resp. L.
with chain and partial actions defined by (3)
and (
In case we start from a strong filtration FK on K, the extended filtration on L satisfies F n L = F n KF 0 L and the filtration on A ⊗ K L becomes FA ⊗ F 0 L and for the glider filtration we obtain the chain
Proposition 5.2. When FK is strong, we obtain a map
By the previous section, we know that Ω = Av is a simple left ideal, whence so is Av ⊗ K L. If N = 0, then there is nothing to prove. If N = 0, then it follows
Because FA is not bounded below, we can find elements b ∈ A such that ba i ∈ F 0 A and bm ∈ M. It follows that
In particular, we know that N contains a monomial, say
would be a non-zero left A-module, which contradicts Proposition 4.4. Since every N i contains a monomial of the form m i ⊗ l, the subglider cannot be trivial of type T 2 , so it is of type T 3 with monotone increasing map α. Since we can chose any l ∈ F 0 L above, we can assume 
. By choosing a valuation extension for every element in R(K), we obtain a map
This shows that the relative Glider Brauer-Severi variety GBS K (A) is a twist of the relative Brauer-Severi variety of matrix algebra M n (L) for a suitable field extension L/K.
THE GLIDER BRANDT GROUPOID
Let K be a field with separated, exhaustive filtration FK such that R = F 0 K is a Dedekind domain. Consider a central simple K-algebra A. Classically, one defines the Brandt groupoid as the set of all normal ideals M in A with proper multiplication. Such a normal ideal M is a finitely generated R-torsion free R-module such that KM = A. We will consider finitely generated R-torsion free FK-gliders
inside A and such that KM = A. Define the following subrings of A
for all n ≥ 0. Moreover, Lemma 2.7 and a result from [13] 
Lemma 6.1. We have the equalities
The result now follows since we have the inclusions Proof. The previous lemma shows that all M i are left B-modules. For i ≤ j we have Suppose now that we have two finitely generated R-torsion free FK-gliders in A, say M and N. For i ≥ 0, define Suppose that M and N are generated by {(m i , d i ), 1 ≤ i ≤ t} and {(n j , e j ), 1 ≤ j ≤ s} respectively. The previously lemma then entails that M · N is finitely generated by
Our next goal is to define the inverse glider
To this extent, we put
as in the classical situation of normal ideals. For i > 0 we then define Proof.
is indeed an FK-glider. R-torsion freeness is obvious. Next, we show that M −1 is a finitely generated R-module. To this extent, let a ∈ A. The R-module MaM is finitely generated and since KM = A it follows that there exists r ∈ R such that MraM = rMaM ⊂ M. Hence ra ∈ M −1 and it follows that KM −1 = A. We have an embedding as R-modules
Indeed, suppose that w, w ′ ∈ MM −1 define the same morphism, then wM = w ′ M elementwise and since MK = A, also wA = w ′ A element-wise. In particular, w = w ′ . By choosing generators u 1 , . . . , u n for M as R-module, we obtain a surjective morphism M n (R) ։ Hom R (M, M). Since M n (R) is a finitely generated R-module, so is Hom R (M, M). Because R is Noetherian, it follows that MM −1 is also finitely generated. The morphism
and we arrive at M −1 being finitely generated as R-module.
Rx i , then we define j i ≥ 0 to be maximal such that
By enlarging one of the indices F j i −n+d the sum on the left sits inside (M −1 ) n−d which shows that the above inclusion is in fact an equality. This shows that M −1 as an FK-glider is generated by {(
By definition, we have 
Since B is a maximal order and M is a normal ideal in A, the classical theory yields that Let us recall the definition of a groupoid G from [15] as being a collection of elements, certain of whose products are defined and lie in G, such that
(1) For each a i j ∈ G there exist unique elements e i , e j ∈ G such that e i a i j = a i j = a i j e j , where all indicated products are defined. Further, e i e i = e i , e j e j = e j . We call e i the left unit of a i j and e j the right unit of a i j ; (2) Proof. (1) and (3) are straightforward. We prove (2) . Let d, n ≥ 0. Then Proof. The glider ideal M yields a subring B = B l (M) and filtration FA on A such that M is a left FA-glider. The theory of glider modulizers, see [14] , shows that there exists a subring B * ⊃ B with chain F −, * B * which yields a negative ring filtration and such that M with filtration F −n M = M n is a left filtered F −, * B * -module. We recall that the negative part of the chain is defined by
For two idempotents F
In fact, by definition of B, B * actually equals B. Now suppose that M is also a left f A-glider for some exhaustive, separated filtration f A on A.
The previous proposition leads to calling the multiplication
We will show that the collection of normal FK-glider ideals in A with proper multiplication is in fact a groupoid.
Proposition 6.10. We have the equalities
This shows that F −, * B ⊂ M · M −1 . Lemma 6.8 then entails that
It follows that M ·M −1 is an idempotent, hence equals E l (M) by Proposition 6.9. The proof for E r (M) is analogous. 
Properties (1) and (4) follow from Proposition 6.10, for property (5), the element F − B · F − C with F − B, F − C being two units, i.e. negative algebra filtrations on subrings B and C of A, does the trick.
Example 6.12. When FK is strong, it follows from M being finitely generated, that
Since the filtration FA is also strong, one subsequently shows that
Thus, when FK is strong and B is a maximal order, then M · M −1 is the left FA-glider 
HIGHER RANK VALUATIONS
Up to now, we have restricted to ring filtrations filtered over the integers Z. The theory for gliders can more generally be introduced for general totally ordered abelian groups Γ. One result we will need, is that if M is an irreducibe FR-glider where FR is Γ-filtered, then for any γ ∈ Π, where Π is a positive cone of Γ, the glider M γ given by (M γ ) δ = M γ+δ , δ ∈ Π, remains irreducible.
In this section we consider Γ-filtered rings where Γ = Z n equipped with the lexicographical order, that is
In fact, we will restrict to n = 2. Let us recall from [12] how one obtains higher rank (commutative) valuation rings. To this extent, let K be a field with valuation, and call R its valuation ring. If M denotes the unique maximal ideal of R, then we can equip the residue field K ′ = R/M again with a valuation. If we denote its valuation ring with
then the subset of R given by
is a valuation ring. The value groups of R, R ′ and R ′ are related by a short exact sequence
We call R ′ the composite of the valuation rings R and R ′ . From now on, all filtrations FK are assumed to be Z 2 -filtrations with lexicographical ordering. In order to generalize Theorem 3.11 for fields K equipped with Z 2 -filtrations, we first observe that the additive chain 
so it must be trivial. It is clear that triviality of type T 1 or T 2 easily yield that T ⊃ T 1 ⊃ . . . is trivial of the same type. So suppose that T ⊃ T 1 ⊃ . . . is not trivial of type T 1 or T 2 . It follows that there exists a monotone increasing map α : N 2 → N 2 . We define a map β : N → N by β(n) := π 1 (sup m α(n, m)), where π 1 : N 2 → N is the projection on the first component. Observe that our assumption that the subglider is not of type T 1 or T 2 ensures that the supremum is indeed finite. One checks that β is monotone increasing and satisfies T n = B(M (β(n), * ) ). This shows that T ⊃ T 1 ⊃ . . . is trivial of type T 3 .
Since we have that B v (M) 0 ⊂ f h 0 K, we can invoke Proposition 3.10 to refine the negative part of f h K to obtain a strong e-step filtration f s K such that B v (M) ∈ GBS f s (K). We know that the negative part of f h K is a trivial f s K-subfragment of type T 3 of the negative part of f s K. Suppose that α : N → N yields such a relation, i.e. f v −n K = f s −α(n) K. We refine the negative part of FK, i.e. when the first component is negative by putting K if α(n) < i < α(n + 1) for some n. Since we only altered the horizontal direction, M ∈ GBS F ′ K (K), so we may replace F ′ K by FK without harm. Suppose now that e > 1. In particular, we have that f s
whence f −1 K = F (−1,n) = f −2 K for all n ∈ Z. Next, since f s 0 K. f s −1 K = f s −1 K we obtain F (0,n) KF (−1,0) K = F (−1,0) K, for all n ∈ Z and since we are working in a field, it follows that f s 0 K = F (0,n) K for all n ∈ Z. After performing similar reasonings, one deduces that FK is trivially filtered in the vertical direction, and so FK is essentially a Z-filtration, which we can exclude. Hence e = 1 and we may assume that f h K = f s K. We denote by GBS Z 2 (K) the union of all GBS F (K) where FK is a Z 2 -filtration with lexicographical ordering. Let K/k be a field extension, then R(K/k, 2) denotes the Riemann surface of all rank 2 valuations containing k, i.e. which are trivial on k. We have the generalization of Theorem 3.11.
Theorem 7.4. Let K/k be a field of transcendence degree tdeg k (K) ≥ 2. We have an isomorphism as sets GBS Z 2 (K) = R(K/k, 2) × Z 2 .
Proof. We showed that if M ∈ GBS F (K), then M ∈ GBS F v (K) where F v K is the valuation filtration of a valuation of rank 2. From the structure of irreducible gliders for Z-filtrations on fields we know that there exists m ∈ Z such that 
