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Re´sume´ – On conside`re le proble`me d’audio ≪ inpainting≫ en utilisant des algorithmes de seuillage ite´ratif base´s sur le principe de ≪ parci-
monie sociale≫ (ou ≪ social sparsity≫). Ces seuils permettent de prendre en compte le voisinage de coefficients dans un dictionnaire temps-
fre´quence. On propose une formulation convexe non contrainte pour le proble`me d’audio inpainting. On utilise ensuite des ope´rateurs de seuillage
structure´s dans les algorithmes ite´ratifs, tels que le group-Lasso feneˆtre´, ou le seuillage de Wiener empirique persistant. Ces nouveaux ope´rateurs
permettent d’ame´liorer la qualite´ de reconstruction par rapport a` un simple ope´rateur de seuillage doux. L’algorithme obtenu est rapide, simple a`
mettre en oeuvre (car appartenant a` la famille des algorithmes de seuillage ite´ratifs) et permet d’ame´liorer la qualite´ de reconstruction.
Abstract – The audio inpating problem is under consideration, using iterative thresholding algorithms and the “social sparsity” principle.
Indeed, these recently introduced thresholding/shrinkage operators allows one to take into account the neighborhood of the synthesis coefficient
inside time-frequency dictionnary.
We first start from a new unconstrained convex formulation for the audio inpainting problem. The chosen structured thresholding operator
are the so called windowed group-Lasso and the persistent empirical Wiener. The use of such operator allows one to improve the quality of the
reconstruction, compared to a simple soft-thresholding operator.
The resulted algorithm is fast, simple to implement, and outperform the state of the art constrained matching pursuit algorithm in term of SNR
for the reoncstruction, and of speed of convergence.
1 Introduction
L’e´creˆtage d’un signal, ou phe´nome`ne de saturation, est un
proble`me de restauration des signaux audio lorsque que le gain
maximum d’un syste`me est sature´, et re´sulte en un seuillage
des e´chantillons de trop forte amplitude. Cela se traduit par
le phe´nome`ne connu de saturation qui, lorsqu’il n’est pas in-
tentionnellement recherche´, donne une distortion de signal peu
plaisante a` l’e´coute.
On s’inte´resse ici a` l’estimation des e´chantillons manquants
ou corrompus d’un signal audio, taˆche dans laquelle l’estima-
tion des e´chantillons e´creˆte´s entre parfaitement. Si les approches
classiques de ce proble`me utilisent des mode`les autore´gressif [10]
ou des estimations bayesiennes [8], les auteurs de [1] ont pro-
pose´ un cadre ge´ne´ral d’audio inpainting (en re´fe´rence au proble`me
classique d’inpainting rencontre´ en image [5]) reposant sur la
parcimonie. En pratique, la reconstruction des e´chantillons man-
quant ou corrompu se fait a` l’aide des e´chantillons reste´s in-




r −MrΦα‖22 ≤ ǫ , (1)
avec Φ l’ope´rateur de synthe`se correspondant au dictionnaire
choisi (en ge´ne´ral de type ≪ Gabor ≫), yr les e´chantillons du
signal observe´ y, qui correspondent a` la partie fiable du signal,
c’est-a`-dire les e´chantillons non clippe´s ou bien ceux dispo-
nibles dans le cas de paquets de donne´es perdus. De la meˆme
fac¸on,Mr est une matrice forme´e a` partir des lignes de la ma-
trice identite´ choisies telles que les entre´es correspondent aux
e´chantillons fiables. L’estimation du signal restaure´ se faisant
classiquement par la synthe`se sˆ = Φαˆ.
Pour le proble`me plus spe´cifique du dese´creˆtage, qu’on ap-
pellera aussi par l’anglicisme de´clippage ou de´clipping, les au-
teurs proposent d’ajouter une contrainte comple´mentaire au proble`me (1).
En effet, les e´chantillons reconstruits sont suppose´s prendre
une valeur plus grande que celle donne´e par le seuil d’e´creˆtage,
en valeur absolue. Par analogie avec la de´finition de Mr, on
note Mc la matrice correspondante aux e´chantillons clippe´s.
On note aussi θclip le vecteur des e´chantillons clippe´s, qui ne
prennent que la valeur ±θclip, de´pendant du signe de la vraie




s.t. ‖yr −MrΦα‖22 ≤ ǫ and |M
cΦα| ≥ |θclip|
Dans [1], le proble`me de minimization (1) est re´solu en uti-
lisant le matching pursuit orthogonal (OMP), ou, afin d’utiliser
de l’information supple´mentaire dans le cas du de´clippage, un
OMP contraint. Cependant, l’approche ne prend pas en compte
de corre´lation temporelle sur les coefficients.
On expose dans la section 2 une formulation convexe non
contrainte pour re´soudre le proble`me de de´clippage, ainsi que
de nouveaux ope´rateurs de seuillage prenant en compte une
certaine corre´lation temporelle des coefficients de synthe`se d’un
dictionnaire de Gabor. La section 3 illustre les performances
de l’algorithme propose´, compare´es a` l’e´tat de l’art donne´ dans
[1].
2 Cadre propose´
On commence par exposer la formulation convexe non contrainte
pour les proble`me de de´clippage, avant d’introduire les ope´rateurs
de seuillage utilise´s en pratique.
2.1 Une formulation convexe non contrainte
La relaxation convexe sous contrainte line´aire la plus natu-





‖yr −MrΦα‖22 + λ‖α‖1 (3)
s.t. |McΦα| ≥ |θclip|
Cependant, un tel proble`me est difficile a` re´soudre. En ef-
fet, l’ope´rateur de proximitie´ de la norme ℓ1 sous contrainte
line´aire ne peut pas se calculer sous forme analytique. On est
alors oblige´ de faire appelle a` des algorithmes ite´ratifs pour
le calculer, ce qui peut donner des algorithmes tre`s lourd en
temps de calcul. On pourra se re´fe´rer a` [4] ou` un algorithme de
type Douglas-Rachford est utilise´ a` l’inte´rieur de l’algorithme
explicite-implicite.
Graˆce a` la fonction ≪ charnie`re au carre´ ≫, on propose une
formulation convexe non contrainte, qui permet de forcer les
e´chantillons restaure´s a` prendre une valeur supe´rieure au seuil

























Ainsi, la pe´nalite´ α 7→ µ2 [θclip − M
cΦα]2+ a bien pour
but de respecter la contrainte introduite dans [1], qui force les
e´chantillons restaure´s a` prendre une valeur supe´rieure au seuil
de clippage.









est diffe´rentiable, de de´rive´e Lipschitz continue, n’importe quel
algorithme de la famille ISTA (Iterative Shrinkage/Thresholding
Algorithm ou algorithme explicite-implicite) peut eˆtre utilise´
afin de re´soudre le proble`me d’optimisation correspondant [3].
2.2 Ope´rateurs de seuillage structure´s
On explore de plus les be´ne´fices des operateurs de ≪ so-
cial sparsity ≫ pour ce proble`me. E´tant donne´e la structure du
proble`me de de´clippage, il semble assez naturel de prendre en
compte une corre´lation sur les coefficients de synthe`se : les
composantes du signal qui se de´roule au cours du temps in-
troduisent une persistance temporelle sur les coefficients. D’un
autre cote´, les coefficients de haute e´nergie ≪ isole´s ≫ peuvent
eˆtre attribue´s a` une corruption des donne´es, et ne devrait donc
ne pas eˆtre pris en compte dans le processus de restauration.
Par extension de l’ope´rateur de seuillage doux usuel corres-
pondant a` l’ope´rateur de proximite´ de la pe´nalite´ ℓ1, qui appa-
rait dans (4), il devient alors possible d’exploiter des proprie´te´s
de persistence du signal par un syste`me de voisinage temps-
fre´quence [11]. Par conse´quent, on pre´sente les re´sultats cor-
respondant au Lasso, mais aussi au group-Lasso feneˆtre´ ( win-
dowed group Lasso – WGL), Wiener Empirique (EW) et son
compagnon social, le persistent EW (PEW). Ces deux derniers
ope´rateurs permettent une exponentiation au carre´ de l’ampli-
tude des coefficients (voir [12]). Plus formellement, les ope´rateurs






















λ (αtf ) = αtf

1− λ√∑













t′∈N (t) |αt′f |
2
)+
ou` N (t) de´signe le voisinage de l’indice t.
L’ope´rateur EW [7] est aussi connu comme le non-ne´gative
garrote [2]. Cet ope´rateur a e´te´ introduit pour limiter l’effet de
≪ shrinkage≫ des coefficients induit par le lasso. Ainsi, les co-
efficients d’amplitude e´leve´e sont laisse´s quasiment inchange´s,
et les re´sultats obtenus avec cet ope´rateur sont a` rapprocher de
ceux obtenus apre`s une e´tape de de´biaisage [6].
L’ope´rateur WGL permet de prendre une de´cision ≪ coeffi-
cients par coefficients ≫ en prenant en compte son voisinage.
En effet, l’e´nergie est calcule´e sur tout un voisinage, puis com-
pare´e a` un seuil. Ainsi, un coefficient d’e´nergie relativement
e´leve´ mais isole´ pourra eˆtre mis a` ze´ro, tandis qu’un coefficient
de faible e´nergie au milieu de coefficients ≪ fort ≫ pourra eˆtre
conserve´. Le but sera par la suite de favoriser des structures
temporelles dans les dictionnaires temps-fre´quence.
Enfin, l’ope´rateur PEW a e´te´ construit sur l’ope´rateur WGL
pour les meˆmes raisons que le EW : limiter le seuillage des
forts coefficients.
E´quipe´ de ces ope´rateurs de seuillage ge´ne´ralise´, on utilise
une version sur-relaxe´ de l’algorithme de seuillage ite´ratif. Cette
version sur-relaxe´e, bien que moins connu que la version acce´le´re´e
FISTA, est en pratique aussi rapide, et apparait meˆme plus ro-
buste. Il est e´tudie´ plus particulie`rement dans [3].
Algorithm 1: ISTA relaxe´
Initialization : α(0) ∈ CN , z(0) = α(0)k = 1,








z(k−1) − 1γ (g1 + g2)
)
;
z(k) = α(k) + γ(α(k) −α(k−1));
k = k + 1;
until convergence;
ou` γ est le coefficient de relaxation. Pour le lasso, la conver-
gence des ite´re´s α(k) vers un minimiseur de (4) est montre´ pour
−1 < γ < 1/2, et la convergence de la fonction vers son mini-
mum pour 1/2 ≤ γ < 1.
3 Re´sultats nume´riques
Pour les expe´riences, on utilise les donne´es disponibles sur la
page http://small-project.eu/ et la toolbox corres-
pondante pour l’audio inpainting. Plus particulie`rement, les al-
gorithmes sont compare´s sur la base de donne´e des signaux de
musique e´chantillonne´s a` 16 kHz, apre`s une normalisation des
signaux afin que la valeur maximale des e´chantillons n’exce`de
pas 1. Les expe´riences ont e´te´ mene´es avec deux valeurs d’e´creˆtage :
0.2 et 0.6.
Pour l’algorithme de seuillage ite´ratif 1, on a choisi un dic-
tionnaire de Gabor avec une feneˆtre de longueur 512 e´chantillons
(soit une dure´e de 32 ms), et un recouvrement de 50% entre
deux feneˆtres. Les expe´riences ne font pas de de´bruitage en
plus de la restauration des e´chantillons e´creˆte´s, ainsi, la va-
leur du parame`tre λ est choisie proche de 0. On utilise ici la
strate´gie classique de rede´marrage a` chaud avec des valeurs de
λ de´croissantes [9]. Le voisinage des ope´rateurs WGL et PEW
est choisi de manie`re a` prendre en compte les quatre coeffi-
cients pre´ce´dents et les quatre coefficients suivant le coefficient
conside´re´ sur l’axe temporel. Le voisinage conside´re´ est donc
exclusivement temporel et comporte neuf coefficients au total.
Une premie`re se´rie d’expe´riences montre que la valeur µ =
1 suffit a` respecter la contrainte de reconstruction des e´chantillons
e´creˆte´s. Cette valeur vient confirmer une intuition naturelle : la
square hinge peut eˆtre vue comme une attache aux donne´es ℓ2,
mais ne prenant pas en compte les erreurs de≪ sur-estimation≫.
Si l’on remplace le terme de squared hinge par une simple
norme ℓ2 (avec µ = 1), cela revient a reconstruire le signal
observe´ sans faire d’inpainting.
On re´sume dans le tableau 3 les performances obtenues par
les quatre ope´rateurs de seuillage, ainsi que le re´sultat de re´fe´rence
donne´ dans [1] avec le matching pursuit orthogonal contraint
(et un dictionnaire de Gabor).
TABLE 1 – Re´sultats (en dB) des diffe´rents algorithmes de
de´clippage
Clipped C-OMP-Gabor L WG-L EW PEW
0.2 6.4 10.2 7.0 6.9 12.7 14.6
0.6 15 22.9 17.4 17.5 22.7 24.3
On remarque que le Lasso et le group-Lasso feneˆtre´ obtiennent
de pie`tre performance pour ce proble`me. Vu les tre`s bons re´sultats
obtenus par les ope´rateurs EW et PEW, construit pour pre´server
un maximum d’e´nergie, cela s’explique directement par le phe´nome`ne
de seuillage, et confirme les observations faites sur d’autres
proble`mes inverses [6]. L’apport de l’information de voisinage
avec l’ope´rateur PEW permet d’ame´liorer la qualite´ de 2dB.
On montre sur la figure 1 l’e´volution du SNR en fonction de



































FIGURE 1 – E´volution du SNR en fonction de λ
Enfin, on montre sur la figure 2 le re´sultat de la restauration
obtenue avec l’ope´rateur PEW sur un signal de musique parti-
culier.
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FIGURE 2 – Haut : signal original (bleu) et signal clippe´
(rouge). Bas : signal original (bleu) et signal restaure´ (rouge).
4 Conclusion
Les principales contributions pre´sente´es dans cet article sont
la formulation convexe non contrainte du proble`me de restau-
ration des e´chantillons e´creˆte´s, et les operateurs de seuillage
structure´s.
La formulation non contrainte permet d’utiliser les algorithmes
d’optimisation classiques de la litte´rature. Il reste a` re´gler de
manie`re optimale le nombre d’ite´ration et la de´croissance du
parame`tre λ afin d’obtenir un algorithme vraiment rapide en
pratique.
Les ope´rateurs de seuillage structure´s, qui font re´fe´rence a` la
¡¡social sparsity¿¿ ont d’abord e´te´ construit de manie`re heuris-
tique. Ils permettent tre`s simplement de prendre compte l’in-
formation de voisinage d’un coefficient afin de favoriser les
structures voulues, de manie`re plus souple que des groupes de
coefficients.
Par la suite, une e´tude expe´rimentale plus pousse´ du proble`me
d’inpainting sera inte´ressante a` mener, sans se limiter au cas
particulier des signaux e´creˆte´s.
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