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Standard eddy-viscosity models lack curvature and system rotation sensitized 
terms in their formulation. Hence they fail to capture the effects of curvature and system 
rotation on turbulence anisotropy. As part of this effort, an algebraic expression for a 
characteristic rotation term is developed and tuned with the help of rotating homogeneous 
shear flow. This formulation is primarily based upon the rotation and curvature sensitized 
eddy-viscosity coefficient developed by York et al. (2009). A new scalar transport 
equation loosely based on Durbin’s wall normal turbulent velocity scale (Durbin, 1991) is 
introduced to account for the modification in turbulence structure due to system rotation 
and curvature effects. The added transport equation also introduces history effects and 
stability in the solution with small increase in computational cost. The eddy-viscosity is 
redefined based on new turbulent velocity scale and hence the effects of rotation and 
streamline curvature are introduced into the mean momentum equation. A number of 
canonical test cases with significant curvature and rotation effects along with a cyclone 




Hybrid modeling framework combines the strength of RANS in boundary layers 
and LES in separated shear layers to alleviate the weaknesses of RANS and limitations of 
LES model in some complex flows. A recently proposed hybrid RANS-LES modeling 
framework uses a weighing parameter that dynamically determines the RANS and LES 
regions based on solution statistics. The hybrid modeling methodology is implemented on 
a normal jet in crossflow, and a film cooling case for the purpose of model validation and 
evaluation. 
The final goal of the proposed effort is to combine advanced RANS modeling 
capability with LES using the new hybrid modeling framework. Specifically, the 
curvature and rotation sensitive RANS model developed here is coupled with commonly 
used LES models to produce a novel model for complex turbulent flows with the 
potential to improve accuracy of CFD predictions (versus existing RANS models) as well 
as significantly reduce the computational expense (versus existing LES models). 
Performance of the model form hence developed is evaluated on a cyclone flow case.  
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Numerical simulation of turbulent flow has remained a challenging issue for 
researchers ever since the inception of computational techniques in fluid dynamics. 
Although recent developments in computational power and numerical algorithms are 
promising, the possibility of more accurate computational methods such as Large-eddy 
Simulation (LES) and Direct Numerical Simulation (DNS) replacing Reynolds-averaged 
Navier-Stokes (RANS) for general purpose CFD appears slim at least for the foreseeable 
future. RANS models are known to suffer in highly strained flows with rotation and 
curvature effects, transitional flows, and massively separated flows. Despite their 
weaknesses; the RANS class of models especially the eddy-viscosity models offer more 
robust, efficient, and cost effective alternatives for design and general purpose CFD. 
The Reynolds-averaged Navier-Stokes (RANS) equations are the ensemble 
averages of the governing equations for fluid flow. An additional term analogous to the 
viscous-stress tensor appears in the averaged momentum equation, called the Reynolds-
stress tensor. These Reynolds stresses unlike viscous stresses, which transfer momentum
due to fluid viscosity, transfer momentum due to fluctuating velocity. Transport 
equations for the Reynolds-stress tensor can be straightforwardly developed by taking 
moments of the Navier-Stokes equation about a fluctuating velocity component. For the 




either be modeled in terms of available flow variables, or the transport equations for the 
Reynolds-stress tensor components can be solved. The latter approach, although 
mathematically more elegant than the direct modeling approach, elevates computational 
cost and has stability issues in complex flows. The Reynolds Stress tensor can be 
modeled using “effective eddy viscosity hypothesis”, where the Reynolds stress tensor is 
expressed in terms of mean velocity gradients and a scalar, which is a function of local 
turbulent velocity and length scales. RANS turbulence models based on linear eddy-
viscosity hypothesis (where Reynolds stresses are linearly related to the mean strain rate 
tensor, also referred to as Boussinesq Hypothesis) are widely used in industrial CFD. 
These models are efficient, relatively easy to implement, and are computationally robust. 
For these reasons, the RANS based eddy-viscosity models (EVMs) have appealed 
industrial community for several decades.  Despite the popularities of EVMs, their 
predictive capabilities are mostly limited to the flows of universal nature, such as; 
boundary layer flows, thin shear layers, prediction of separation point etc. These models 
on the other hand profoundly fail in some simple flows such as; round jet, and 
rotation/curvature dominated flows. RANS models including EVMs and differential 
Reynolds-stress transport model (DRSM) have been blamed for causing incorrect 
dissipation or mixing and the adjustments made to address these issues generally lead to 
incorrect predictions in the separation region [1]. Traditionally RANS models are known 
to perform poorly in massively separated flows, flows with sudden changes in mean 
strain rate, flows with streamline curvature and system rotation, active flow control 
problems, and flows with unsteady transition. Most of the complex flows of engineering 
interest have one or a combination of these features. Some specific examples of such 
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flows are: film cooling problems in gas turbines, wing tip vortices, swirling flows, 
unsteady blade-vortex interaction in low pressure turbines (LPT), and flows in non-
circular ducts. 
A number of research efforts have been made to address the RANS modeling 
issues outlined here for complex flows. Several modifications and modeling concepts 
have been proposed with the objectives of meeting these deficiencies. These concepts 
range from problem specific ad-hoc modifications to more physics based modeling 
framework. Following the publication of Speziale, Sarkar, and Gatski (SSG) differential 
Reynolds Stress transport model [2], a number of curvature and rotation sensitive models 
have been proposed. Some of these modeling frameworks such as; non-linear eddy 
viscosity models, algebraic and explicit algebraic stress models (ASMs and EASMs) 
have been shown to perform well in complex flows of industrial interest [3-5]. The 
elliptical relaxation models are believed to perform better in wall bounded and stagnation 
flows [6-8]. Transition sensitive eddy-viscosity models by Walters and Cokljat [9], and 
Menter et al. [10] are shown to have performed well in canonical transitional flows. 
However, most of these models haven’t yet appealed to the industrial community, most 
likely due to the complexity and stability issues of the models [11]. It is somewhat 
difficult to measure the success of individual models as their use is mostly limited to 
some research groups or, a problem specific industrial CFD. Very few RANS models 
have made their way to commercial software in last two decades. 
The first part of this research work is focused on the development of a curvature 
and rotation sensitive modeling framework that can be easily applied to existing eddy-
viscosity models. The modeling concept will be implemented into Menter’s Shear-stress 
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transport (SST k-ω) model [12]. A number of canonical validation cases including 
rotating channel flow, turbulent flow in U-bend, rotating homogeneous shear flow etc. 
will be considered. A complex industrial gas cyclone flow case will also be considered to 
assess the rotation/curvature sensitized version of turbulence model. Performance of 
distinct class of turbulence models such as; RANS, LES, and hybrid RANS-LES will also 
be investigated. 
The second part of this research effort will focus on the implementation and 
validation of a recently proposed hybrid RANS-LES modeling framework. RANS 
models have the ability to correctly predict boundary layer flows with minimum 
resources. Many complex flow-fields, typically ones away from the wall, can be more 
effectively modeled with LES. A combination of these two models, RANS in boundary 
layer and LES in the region with complex flow separation, can provide an affordable 
modeling alternative for the purpose of design and analysis in CFD applications. The 
Hybrid RANS-LES modeling framework will be used to simulate complex flow 
situations with significant mixing and vortex interactions. Test cases include normal jet 
and crossflow interaction, and film cooling application for gas turbines. The hybrid 
model will be coupled with the curvature corrected version of RANS eddy-viscosity 
model to address the effects of streamline curvature in the industrial gas cyclone flow.  
Main body of this manuscript contains four separately prepared research papers, 
some already published and some on the way to publication. Some of the contents and 
references will be repeated in subsequent chapters. For the clarity of each research paper, 






The primary objective of this work is to improve the overall predictive capability 
of turbulence models in complex flow situations. A secondary objective is to assess the 
available popular turbulence models along with the newly developed models, and 
validate their prediction capabilities against available experimental data. This research 
effort is specifically focused on the following concerns in the area of turbulence 
modeling. 
Almost all eddy-viscosity models lack rotation and curvature sensitive terms in 
their standard formulation and hence fail to predict correct flow features in rotation 
and/or curvature dominated flows. Major part of this study is to develop physics based 
curvature and rotation sensitive methodology that can be easily implemented into existing 
eddy-viscosity model formulations. 
The other area of major concern is the inability of RANS models to properly 
resolve the wide range of scales of motion in flow separation. As a result, RANS models 
often fail to predict correct turbulence statistics in separated shear layers. A hybrid 
RANS-LES methodology that combines RANS solution in the near wall region and LES 
solution in the separated shear layer region will be tested and validated in complex flow 
situations, and coupled with advanced RANS models, including the curvature sensitive 









CONTRIBUTION AND EXPECTED IMPACT
Specific original contributions of this research project include: 
1. Development of a new RANS model sensitized to mean-flow rotational 
and curvature effects. 
2. Validation of advanced RANS modeling capability including curvature-
sensitive model developed as part of this effort. 
3. Implementation of curvature-corrected RANS model into a recently 
developed hybrid RANS-LES modeling framework. 
4. Validation of advanced hybrid RANS-LES model forms for complex 
flows. 
Very few RANS models currently exist in the literature with the capability of 
resolving rotation and curvature effects on turbulence structure and the resultant effect on 
the mean flow features. The model developed as part of this effort represents a novel 
method for incorporating these complex physical features into the simulation, and will 
significantly enhance the turbulence modeling toolkit available to CFD end users. 
Similarly, hybrid RANS-LES models are relatively new, and several deficiencies are still 
known to exist for this class of model.  The recently developed model to be investigated 
as part of this study has shown the potential to successfully address a number of these 
issues. The availability of advanced RANS modeling capability as well as advanced 
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hybrid modeling capability, including hybrid models that address curvature and 
transitional effects, can have a significant impact on the state of the art for CFD.  In fact, 
the curvature corrected model is already being investigated by a commercial CFD 
software vendor (CD-Adapco) for inclusion in its available modeling suite. It is 
anticipated that the final version of the hybrid model framework with advanced RANS 
capability will provide better analysis of many complex flows of industrial interest and 







A THREE EQUATION VARIANT OF THE SST k- MODEL SENSITIZED TO 
ROTATION AND CURVATURE EFFECTS.
Abstract 
A new variant of the SST k-ω model sensitized to system rotation and streamline 
curvature is presented. The new model is based on a direct simplification of the Reynolds 
Stress Model under weak equilibrium assumptions (York et al., 2009, “A Simple and 
Robust Linear Eddy-Viscosity Formulation for Curved and Rotating Flows”, 
International Journal for Numerical Methods in Heat and Fluid Flow, 19(6), pp. 745-
776). An additional transport equation for a transverse turbulent velocity scale is added to 
enhance stability and incorporate history effects. The added scalar transport equation 
introduces the physical effects of curvature and rotation on turbulence structure via a 
modified rotation rate vector. The modified rotation rate is based on the material rotation 
rate of the mean strain-rate based coordinate system proposed by Wallin and Johansson 
(2002, “Modelling Streamline Curvature Effects in Explicit Algebraic Reynolds Stress 
Turbulence Models”, International Journal of Heat and Fluid Flow, 23, pp. 721-730). 
The eddy-viscosity is redefined based on the new turbulent velocity scale, similar to 
previously documented k--υ2 model formulations (Durbin, 1991, “Near-Wall Turbulence 






Dynamics, 3, pp. 1-13). The new model is calibrated based on rotating homogeneous 
turbulent shear flow and is assessed on a number of generic test cases involving rotation 
and/or curvature effects. Results are compared to both the standard SST k model and a 
recently proposed curvature-corrected version (Smirnov and Menter, 2009, “Sensitization 
of the SST Turbulence Model to Rotation and Curvature by Applying the Spalart-Shur 
Correction Term”, Journal of Turbomachinery, 131, pp. 1-8). For the test cases presented 
here, the new model provides reasonable engineering accuracy without compromising 
stability and efficiency, and with only a small increase in computational cost.
Introduction
Most widely used conventional eddy-viscosity turbulence models (EVMs) lack 
rotation and/or curvature (RC) sensitive terms in their formulation and therefore fail to 
correctly predict these effects. Although Reynolds Stress Transport models are inherently 
capable of resolving RC effects, computational cost and numerical stiffness associated 
with these models often limit their use in complex flows. Algebraic stress models, 
derived from the Reynolds Stress Transport equations in the limit of homogeneous 
equilibrium turbulence, provide a viable alternative for near equilibrium shear flows. 
These models explicitly contain streamline curvature and system rotation dependent 
terms in the algebraic formulation of the Reynolds Stresses. In recent years, a number of 
Explicit Algebraic Stress Models (EASMs) and their variations have been proposed with 
varying degrees of success. Notable among these are the models proposed by Gatski and 
Speziale [13], and Wallin and Johansson [5]. Most of these models express the pressure 
strain correlation as a linear combination of the turbulence stress anisotropy tensor and 






weak equilibrium hypothesis and tensorially linear assumptions. Despite these 
limitations, EASMs provide a physically sound alternative to choose from a range of 
available turbulence models. On  the other hand, EASMs are more difficult to implement 
and often less robust than conventional eddy-viscosity models, and as such are far less 
common in both the scientific literature and in industrial computational fluid dynamics 
(CFD) applications.
In the case of the eddy-viscosity class of models, one common practice for 
sensitizing models to RC effects is to modify the turbulent length scale based on mean 
velocity gradients. This includes but is not limited to the modification of the production 
term, dissipation term, or the eddy-viscosity coefficient. The curvature correction 
proposed by Shur et al. [14] (SA-CC) involves multiplication of the production term with 
a rotation and/or curvature sensitive parameter. Alternatively, Pettersson-Reif et al. [15]
and York et al. [16] expressed the eddy viscosity coefficient Cμ as a function of 
dimensionless velocity gradient invariants.  
In this paper, we present a new variant of the SST kmodel capable of 
resolving rotation and streamline curvature effects based on the mean flow velocity 
gradients. A new scalar transport equation for a transverse turbulent velocity scale is 
solved along with the turbulent kinetic energy k and specific dissipation rate ω. The new 
turbulent velocity scale carries the turbulence structure information due to curvature and 
rotation. The added equation incorporates history effects and enhances stability of the 
model. The eddy-viscosity is redefined using new scaling arguments in such a way that it 
reproduces RC effects in turbulent flows and yields results identical to the SST k-ω




due to streamline curvature is included in the source term of the new scalar transport 
equation. 
In the following section of the paper, the formulation and calibration of the new 
variant of SST kmodel, hereafter denoted as SST k-ω-υ2, is outlined. In Section 3, 
validation results from a wide range of flows that involve rotation and curvature effects 
are presented. Section 4 provides a summary and conclusions. 
SST k-ω-v2 Model Formulation 
The most appropriate starting point for the development of a rotation and/or 
curvature sensitive RANS model is the transport equation for the Reynolds stress 
anisotropy tensor. The anisotropy tensor contains relevant information on turbulence 
structure and must be evaluated as a function of available variables in the simulation. 
Gatski and Speziale [13] proposed an explicit functional form for the anisotropy tensor 
based on the weak equilibrium hypothesis. In the weak equilibrium hypothesis, 
convective and transport terms of the Reynolds Stress Transport equation are neglected, 
which forms the basis for their explicit algebraic stress model.
York et al. [16] linearized the explicit algebraic anisotropy tensor proposed by 
Gatski and Speziale with respect to mean strain rate to develop a semi-implicit expression 
for eddy-viscosity coefficient, C  and used it to modify the eddy viscosity to develop a 













 Sk  2  Sk K  K C    K C    K C  1 2  3  4 
         
 (4.1)C  2 4 2
 Sk  2  Sk  Wk K  K C  K C  K5 6    7    8   
         
1  U U j  Sij   
i   (4.2)
2  x j xi   
S  2Sij Sij 
W  2WijWij 
(4.3) 
(4.4) 
where S is the strain rate magnitude, W is the effective rotation rate magnitude, K1 – K8 
are model constants derived from the coefficients that appeared in the original EASM 
[13], k is the turbulent kinetic energy, and ε is the turbulence dissipation rate. Readers are 
referred to [16] for further details. In adopting this expression for the SST kmodel, 
the dissipation rate can be expressed as   0.09k . The effect of curvature and rotation 
enters into the eddy viscosity expression via the effective rotation rate magnitude term W: 
W   '  e    2 e  (4.5)ij ij mji m mji mC4  2 
Where C  0.4  is a model constant from Gatski and Speziale [13], and  ij 
' represents 4 
the rotation rate tensor expressed in a reference frame rotating with angular velocity m . 
Equation (4.5) can be alternately expressed as; 
2 rWij   ij   ij (4.6)C4  2 
' 1  U U j   ij   









Where  ij   ij 
'  emjim  is the absolute vorticity tensor, expressed in an inertial frame 
of reference, and  ij
r  emjim  is the coordinate system rotation rate tensor, also referred 
to as the “vorticity modification tensor” [17]. Although mathematically similar, the effect 
of a rotating reference frame modifies the vorticity uniformly everywhere in the flow-
field, whereas the influence due to streamline curvature varies as a function of both time
and space throughout the domain [17].  
In order to maintain frame indifference and include the effects of 
rotation/curvature on the eddy viscosity, the term ωm that appears in Eq. (4.5) is taken to 
be the local Lagrangian rotation rate of the principal axes of the mean strain rate tensor, 
similar to previous approaches in the literature [4,18-21]. In order to close the model, ωm
must be computed from the mean velocity field. In the present model formulation, we 
make use of the derivation of Wallin and Johansson [18], which was also adopted by 
Spalart and Shur [21], and Gatski and Jongen [4] for curvature-corrected versions of the 
Spalart-Allmaras model and an algebraic Reynolds stress model, respectively:
i  Aij 
1S pl S lqepqj (4.8) 
Where Sij  is the material derivative of the mean strain rate tensor and
II 2 12III S  6II S S1 S ij S ij S ik kjA  (4.9)ij 2 22II S 12III S 
Here II S  and IIIS  are the second and third invariants of the mean strain rate tensor. For 
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The effect of system rotation and streamline curvature is incorporated into the 
SST kmodel of Menter [12] via a new scalar transport equation. The motivation to 
include a new scalar modeling variable arises from our previous work on RC sensitive 
EVMs [22], in which we found that the direct implementation of a rotation/curvature 
sensitized eddy viscosity coefficient introduced instability in some test cases, and spatial 
filtering introduced for stability purposes significantly increased the computational cost. 
As an alternative, the current model includes a structure variable related to a fluctuating 
transverse velocity component. The new approach therefore borrows from the k-ε-υ2
framework originally proposed by Durbin [6]. Herein, the transport equation for the new 
scalar variable υ2 is based on the conceptual description: 
2 2 2 2D D    Dk D  
  k    k   (4.11) Dt Dt k k Dt Dt k    
The first term on the right hand side of Eq. (4.11) represents proportional changes 
in the new scalar variable when the turbulent kinetic energy increases or decreases and 
the turbulent structure remains unchanged.  The second term on the right hand side is 
intended to include the changes in turbulence structure due to system rotation and 
curvature effects.  
The eddy viscosity in the new model is redefined in terms of the new scalar 
variable: 
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It is apparent that Eq. (4.12) returns a value identical to the unmodified SST kmodel 
when υ2 is equal to k. The RC effect enters the model via the structural variable υ2, 
resulting in a modified value for the eddy viscosity. To derive an appropriate model form
for Eq. (4.11) we first require that under the condition of weak equilibrium, the new 
scalar υ2 approaches a value such that 
rot C 
2 
2  2    k  k, (4.13) nonrot C  
where C  is a rotation-sensitive eddy-viscosity coefficient similar to that derived 
by York et al. [16], the superscript rot stands for rotating systems and non-rot stands for 
non-rotating systems. With Eq. (4.12), this requirement ensures that the value of the eddy 
viscosity recovers the appropriate curvature-corrected value. Considering the model form
used in [16], the transport equations for turbulent kinetic energy k and dissipation rate ε in 
homogeneous shear flow can be cast as: 
dk
 P   (4.14a)
dt 
d   2 
 C1 P  C 2 (4.14b)dt k k 
d      2 
   C1 1 2 P  C 2 1 2 (4.14c)dt  k  k k 
Where P is the turbulence production, C1  1.44 and C 2  1.92  are model constants. 
Under weak equilibrium conditions, the model returns the dimensionless parameters: 
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C 2 1P /    C     2.09 (4.15) C 1  1 
(4.16)
Equation (4.16) along with the York et al. eddy viscosity coefficient expression (Eq. 4.1) 
can be solved for the weak equilibrium values of C  for different values of the 
Wk
dimensionless rotational characterization parameter that appears in Eq. (4.1). A
 
functional relationship for the weak equilibrium ratio of rotating to non-rotating eddy-
viscosity can then be straightforwardly developed. Figure 4.1 shows the resulting 
 C 
rot  
variation of   
 

  for flow in a frame rotating at a uniform rotation rate * . 
nonrotC   






      
 
We here use the rotation rate  *  to characterize the model response in order to 
remain consistent with previous studies in the literature (e.g. [4]). The formulation in Eq. 
(4.1) captures the flow instability in the range of 0.0   * S  0.25  with the maximum 
growth rate occurring at  * S  0.23  Although most flows of engineering interest occur 
in this range, we extended our model’s range to 0.0   * S  0.50 . This extension is 
based on the symmetric bifurcation diagram for rotating homogeneous shear flow [15] 
using the weak equilibrium analysis of the Speziale, Sarkar, and Gatski differential 
Reynolds stress model [2]. 
Because Eq. (4.1) is an implicit expression and somewhat complex, a simpler 
explicit expression was developed for the functional relationship between η and ∗⁄  at 
weak equilibrium. A relatively simple functional form that shows close agreement is a 
fifth order polynomial: 
5 4 3 2(x)  a x  a x  a x  a x  a x  a (4.17)5 4 3 2 1 0 
with x   * S , and model coefficients as shown in table 4.1: 
Table 4.1 Polynomial coefficients 
a0 a1 a2 a3 a4 a5 
1.0 18.57 112.0 331.5 437.8 147.5 
The value of  is limited to remain non-negative, as is apparent in Fig. 4.1 for 








condition of stabilizing curvature, and as noted by Petterson-Reif et al. [15], represents 
the bifurcation of the model solution to the stable (decaying) branch.  For two- and three-
dimensional flow-fields, the term  * S  in Eq. (4.17) is replaced by the more general 
expression: 
x  2 1  
W 
 (4.18)
9  S  
which is based on the relation between reference frame rotation rate  *  and effective 
rotation rate magnitude (W) that was adopted in [16]. Use of Eq. (18) ensures that the 
computation of the eddy viscosity coefficient is frame invariant.  
For the structural source term of the new scalar transport equation (Eq. 4.11), an 
assumption analogous to linear return to isotropy of the Reynolds stress tensor is made in 
such a way that the model will return to the standard SST k-ω model in regions where the 
curvature and rotation effect in the flow is negligible. The following expression carries 
the structural information: 
2 2  2 D              




 k   
 * *where   CR , CR  1.8 , and   0.09 comes directly from the SST k-ω model. 
The first term on the right-hand side of Eq. (4.19) is simply a linear relaxation to 
equilibrium, where the equilibrium state is dependent on the local RC characteristics of
the mean flow, and the relaxation time scale is inversely proportional to specific 
dissipation rate  . The term is formally similar to the return-to-isotropy model of Rotta 











2 2 2D  * 2 2 2     P       k    (4.20) k Dt k x xj  j  
The scalar υ2 becomes identical to the turbulent kinetic energy k in flow regions where 
curvature and rotational effects are negligible, and the model returns SST k-ω results. 
In regions close to the wall, where viscous effects are significant, wall normal 
fluctuations are expected to be damped out faster than wall parallel fluctuations. Hence it 
is reasonable to assume the transverse turbulent velocity scale to be less than or equal to 
the turbulent kinetic energy in this region. Based on this assumption, the following near 
wall limitation on η is implemented; 
  FW min1, 1 FW  (4.21a) 
 4  200 
FW  tanh   (4.21b) y 
2 
   
The argument in Eq. (4.21b) is a wall proximity indicator similar to Menter’s SST k-ω
model, and FW is a blending function that becomes unity very close to the wall and zero 
everywhere else. The net effect of this term is to prevent values of υ2 that are greater than 
the value of the turbulent kinetic energy k, in viscous dominated near-wall regions.  
Wall boundary conditions for υ2 are identical to those for k, i.e. υ2 = k = 0. 
Furthermore, it is reasonable to use the same inlet boundary values for υ2 and turbulent 
kinetic energy, k, which assumes that the flow at these boundaries is not directly 








The SST-CC model is a curvature and rotation corrected version of Menter’s SST 
k-ω model proposed recently by Smirnov and Menter [24]. It utilizes an empirical 
function proposed by Spalart and Shur [21]. A rotation and curvature sensitive functional 
form for SA model proposed by Spalart and Shur reads: 
  1  
∗
∗ 1  tan ̃   (4.22) 
The production term of the modified eddy-viscosity transport equation in SA 
model is multiplied by above equation. Smirnov and Menter proposed a modified 
curvature and rotation sensitive functional form suitable for the SST k-ω framework. 
 , 1.25 , 0.0  (4.23) 
The production of turbulence term in the SST k-ω model is multiplied by the modified 
curvature and rotation sensitive functional form, fr1. Limiters used in above formulation 
restrict suppression and augmentation of turbulence in stabilizing and destabilizing flows. 
For instance; the upper limit 1.25 curbs the production of turbulence in destabilizing 
flows, whereas the lower limit 0.0 restricts production of turbulence in stabilizing flow. 
The proposed upper limit for the production of turbulence was based on the model 
behavior in canonical flows. 
The variables that go into the model form are expressed as; 
∗   (4.24)
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(4.27) 
 2  (4.28) 
Ω  2Ω Ω  (4.29) 
 , 0.09  (4.30) 
All the variables presented here are assumed to be computed with respect to the reference 
frame of calculation, which is rotating with rotation rate, Ω . The empirical constants 
, , and  presented in the curvature and rotation corrected functional form take 
1.0, 2.0, and 1.0 respectively. 
The model form was validated in canonical flows such as; rotating channel flow, 
two-dimensional flow in a U-bend. The model form was also applied to some complex 
flows such as hydro-cyclone, centrifugal compressor, and a wing-tip vortex case. Results 
obtained from the SST-CC model showed appropriate response to the rotation and 
curvature effects and appeared better than the standard SST k-ω model. 
Model Validation 
The curvature corrected SST k-ω-υ2 model was implemented into the commercial 
flow solver FLUENT® 6.2.16. A pressure based segregated solver with the SIMPLE 
pressure-velocity coupling scheme was used for all test cases. Second-order upwind 
discretization was used for all convected variables and the PRESTO! scheme was used to 
discretize the pressure. For convergence evaluation and comparison purposes, a fully 







the SST k-ω- υ2 model. The new model requires approximately 17% more computation 
time per iteration, which is expected given the fact that it requires solution of one 
additional transport equation. 
Grid sensitivity study was performed for all test cases presented here. All of the 
results presented are from meshes that were judged to yield grid independent results, 
which typically coincided with the “medium” grid used in the grid refinement study. An 
example of one such study is given in Fig. 4.2, which shows the turbulent kinetic energy 
distribution on the   90  line of the 2D U-bend case for both medium (96 x 450) and 
fine (192 x 900) structured grids. 
Figure 4.2 Grid sensitivity test on 2D U-bend flow for two different grids 
For all test cases, the convergence rate of the SST k-ω-υ2 model was similar to that of the 
SST k-ω model. As an example, Figure 3 shows the turbulent kinetic energy convergence 
rate for all three models including the curvature corrected SST k-ω version (SST-CC) of 
Smirnov et al. [24], at the pressure outlet for the 2D cylinder test case. No significant 










Figure 4.3 Convergence history of normalized turbulent kinetic energy. 
Homogeneous Shear Flow 
Homogeneous shear flow is widely used as a demonstration case to study the 
effects of rotating reference frame on modeled turbulence production. Since the flow is 
homogeneous, the term ωm appearing in the model equations is simply equal to the 
reference frame rotation rate and there is no convective or diffusive transport. For the
cases shown here, given an applied strain rate S, the initial value of specific dissipation 
rate was ω0 = 3.3S, and the initial value of turbulent kinetic energy, k0, was arbitrary. 
This matches the dimensionless conditions used by Bardina et al. [25] for large-eddy 
simulations (LES) of this flow, the results of which are used for comparison purposes. 




Three different frame rotation rates were considered, corresponding to no rotation 
(ωm/S = 0), stabilizing rotation (ωm/S = -0.5), and destabilizing rotation (ωm/S = 0.25). 
Figure 4 shows the temporal evolution of turbulent kinetic energy for all three cases with 
dimensionless time denoted as t* = St. For the non-rotating case, the SST k-ω-υ2 result is 
in good agreement with the LES results of Bardina et al. [25] and is identical to the SST 
k-ω model. For the stabilizing rotation in which turbulent kinetic energy exhibits temporal 
decay, the SST k-ω-υ2 successfully captures this behavior. In the case of destabilizing 
rotation that results in a significant increase in the production of turbulent kinetic energy 
in comparison to the non-rotating case, although an eddy-viscosity model is unable to 
reproduce the initial decay, the SST k-ω-υ2 does show a significant enhancement of 






Figure 4.4 Temporal behavior of turbulent kinetic energy for rotating homogeneous 
turbulence in plane shear under different frame rotation rates. 
Rotating Channel Flow 
Figure 4.5 shows a schematic of rotating two-dimensional channel flow, another 
canonical case for validation of curvature-sensitive turbulence models.  For the 
simulations here, Reynolds number based on friction velocity and channel half-height, 
Re τ = 194, was chosen to match the DNS data of Kristoffersen and Andersson [26]. 
 H
Simulations were carried out for rotation numbers Ro = 0.0 and 0.5, where Ro = m ,
U m 
and Um is the average velocity through the channel. A Cartesian grid of size 10x200 









channel flow with periodic boundary conditions applied in the streamwise direction. The 
maximum wall y+ value for the channel was 0.14.  For the non-rotating channel case, as
shown in Fig. 4.6, the SST k-ω-υ2 model yields results identical to the SST k-ω model, as 
expected. Results for the rotating case are presented in terms of the mean velocity (Fig. 
4.7), turbulent kinetic energy (Fig. 4.8), and turbulent shear stress (Fig. 4.9) profiles; with 
velocity magnitude normalized using the average channel velocity, and turbulent kinetic 
energy and turbulent shear stress normalized by the square of the average wall friction
velocity. Velocity profiles and turbulent shear stress profiles for the rotation number Ro = 
0.5, from both curvature corrected models, are in good agreement with the DNS results. 
The turbulent kinetic energy profiles produced by the two models are qualitatively 
similar; however the turbulent kinetic energy through most of the middle of the channel is 
somewhat better predicted by the SST k-ω-υ2 model.









Figure 4.6 Mean velocity profile in a non-rotating channel flow. 









Figure 4.8 Turbulent kinetic energy profile for channel flow rotating at Ro=0.5. 







U-bend flows are commonly used to test turbulence model performance for cases 
with strong streamline curvature effects. A computational domain based on the two-
dimensional U-Duct experiment performed by Monson et al. [27] as shown in Fig. 4.10 
was used for this test case. The Reynolds number based on average velocity and channel 
height was ReH = 106. A Cartesian grid consisting of 440x94 cells (streamwise  wall-
normal) with a maximum wall y+ value of 0.47 was used for the simulations. The inlet 
conditions, including velocity profile, turbulent kinetic energy profile and specific 
dissipation rate profile were specified at the inlet to match the experimental values 
reported in Ref. 27 (see [16] for further details). The inlet boundary condition for υ2 was 
set identical to the turbulent kinetic energy (k) profile in all test cases. At the pressure 
outlet boundary, zero static gage pressure was specified. Results were compared to 
measured data at locations 90 and 180 through the bend, as indicated in Fig. 4.10, in 
terms of velocity and turbulent kinetic energy profiles.  The mean velocity was 
normalized using average velocity in the channel, Um, and the turbulent kinetic energy 
was normalized by U m 
2 1000 . 







Figure 4.11 shows the mean velocity profile at the 90 location. The SST k-ω-υ2 
model successfully resolves the velocity profile at the concave outer surface of the duct 
where turbulence augmentation occurs. In contrast, the standard SST k-ω model 
underpredicts the velocity magnitude in this region, similar to other results in the 
literature using eddy viscosity models (cf. York et al. [16]). The SST-CC model also 
underpredicts the velocity magnitude at the outer wall, although to a lesser extent than the 
unmodified model. 
Figure 4.11 Velocity profile at θ =900 in U bend. 
 The reason for the model differences in Fig. 4.11 is apparent in Fig. 4.12, which 
shows the turbulent kinetic energy profile at the 90 location. The SST k-ω-υ2 model 
predicts significant turbulence augmentation near the concave wall and turbulence 







towards the streamline curvature effect. The SST-CC model shows suppressed turbulence 
near the convex wall and slightly enhanced turbulence near the concave wall. The 
augmented turbulence due to curvature near the concave wall acts to increase the mean 
momentum in the boundary layer at this location, resulting in the profile shown by the 
experimental data in Fig. 4.11. In terms of the RC effect, therefore, the SST k-ω-υ2 results 
appear to be in better agreement with the experimental data at this location.
Figure 4.12 Turbulent kinetic energy profile at θ =900 in U bend. 
Figures, 4.13 and 4.14 show the velocity and turbulent kinetic energy profiles at 
the   180  location. The SST k-ω-υ2 model successfully captures the characteristic 
profiles of mean velocity and turbulent kinetic energy on the outer wall of the duct. The 
experimental data show a separation bubble at the inner wall at   180 and a sudden 






capture the separation bubble and turbulence peak, but fail to correctly predict the 
magnitude of the turbulence spike and the separation bubble length. As pointed out in 
previous studies [24,1,28], the separation and reattachment regions are typically not well 
captured by RANS models. 
Figure 4.13 Velocity profile at θ = 180O in U-bend. 
In Fig. 4.14, the turbulent kinetic energy peak has shifted away from the wall in 
both curvature-sensitive models, indicating early separation. Modification in the 
separation and reattachment length is most likely due to the inability of all three of the 










Figure 4.14 Turbulent kinetic energy profile at θ =1800 in U bend 




It is likely that a hybrid RANS-LES approach would perform better in this region. 
Figure 4.15 shows the skin friction coefficient profile along the inner wall of the U-bend. 
The magnitude of skin friction coefficient prior to separation is well predicted by the SST 
k-ω-υ2 model, but the recovery of skin friction coefficient after separation is delayed for 
both curvature corrected models. As noted earlier, slow recovery of skin friction 
coefficient for both curvature-corrected models may be significantly improved through 
the use of a hybrid RANS-LES model in this separated flow region. It should also be 
noted here that all three tested models were also implemented for a 3D U-bend flow case. 
Although not presented here, the results were almost identical with the 2D case shown. 
Flow over Cylinder 
Flow over a circular cylinder exhibits complex and varying behavior depending 
on Reynolds number and is extensively used as a test case for turbulence model 
validation. Numerical solution of these flows using an unsteady Reynolds-averaged 
Navier-Stokes (URANS) methodology has been shown to be reliable for high Reynolds 
number flows with turbulent boundary layer separation [29]. For the purposes of model 
validation, two-dimensional flow over a cylinder was simulated using the SST k-ω, SST 
k-ω-υ2, and SST-CC model to evaluate the ability of the models to properly incorporate 
curvature effects into the boundary layer separation behavior. High Reynolds number 
(3.6×106 and 4.0×106) flows were chosen for the test case since curvature effects play a 
relatively important role in this range [29]. Simulations were run on a 2-D unstructured 
grid with 140000 total cells. The near-wall region of the cylinder was constructed with 
structured cells with a radial growth rate of 1.1 and maximum wall y+ of 0.12 to properly 




and turbulent kinetic energy was specified. The free-stream turbulence level was 
maintained at 0.45% to match the experiment of Achenbach [30]. At the outlet, zero gage 
static pressure was specified. The computational domain used in the simulation had a 
blockage ratio of H/D = 12.0. 
Convex curvature of the cylinder surface has the effect of suppressing turbulent 
shear stresses in the boundary layer and is expected to promote early separation. This 
effect shifts the pressure recovery in the separated flow region, increasing the total drag 
on the cylinder. The ability to model this effect was studied using a time-dependent 
(URANS) methodology with the three different turbulence models. For this unsteady 
flow, three different time-steps were tested to ensure time-step-size independence of the 
tUsimulations, and a dimensionless time step  of 0.036 with 15 internal iterations was 
D 
found to be sufficient and was used for all of the results shown here. All the simulations 
were run for a total of more than 1500 time units, or approximately 40,000 time steps. 
Here a time unit represents the time required for the free-stream flow to cover the 
distance equivalent to the diameter of the cylinder. Only the time averaged values of 
pressure coefficient, Cp, and skin friction coefficient, Cf, from URANS results are 
presented. Time averaging was started after the solution reached a limit cycle behavior of 
periodic vortex shedding. 
Figure 4.16 shows the distribution of mean (time-averaged) pressure coefficient 
on the cylinder wall. Note that the Cp data from the experiments [30] are from Re = 
4.0×106, while the simulations were performed with Re = 3.6×106 to match Ref. [29]. 






kinetic energy in the near-wall region resulting in earlier separation and a larger wake 
region. However, notable differences are apparent in terms of the pressure distribution on 
the downstream side of the cylinder between the two models.  In particular, the pressure 
in the region 150° <  < 180° shows significant variation, which leads to a non-trivial 
difference in predicted drag coefficient between the three models. For the SST k, SST-
CC, and SST k-ω-υ2 models, the predicted time-averaged drag coefficients were 0.76, 
0.84, and 0.63, respectively, compared to an experimentally determined value of 0.65 
[30]. 
Figure 4.16 Pressure coefficient plot for flow over cylinder. 
Symbols Experiment (Achenbach, 1968), Re = 4.0x106; Simulation, Re = 3.6x106; , 





Figure 4.17 shows the skin friction distribution on the cylinder wall at Re = 
3.6×106. The SST k-ω-υ2 results are close to the DES results of Travin et al. [29]. The 
trend of increase and decrease in Cf is identical in all results, but the peak values have 
significant discrepancy with the experimental values. Catalano et al. [31] also have 
reported similar observations in their wall modeled LES results. Travin et al. [29] 
reasoned that the experimental test case likely had an initially laminar boundary layer that 
transitioned to turbulence prior to separation, whereas the turbulence models predicted a 
fully turbulent boundary layer over the entire cylinder surface.  However, both the 
experimental and DES reference cases indicate a turbulent boundary layer separation, and 
the location of the separation point is well predicted by the SST k-ω-υ2 model. 
Figure 4.17 Skin friction coefficient plot for flow over cylinder. 
Re = 3.6x106; o, Experiment (Achenbach, 1968); , 2D DES (Travin et al. 1999); , 




Impinging Jet Flow 
As a final test case, the three turbulence models were compared for the case of a 
2-D impinging jet flow. The impinging jet has a characteristic irrotational stagnation 
region and a free jet shear layer which gradually merges into a wall jet flow. It has been 
pointed out in the literature that eddy-viscosity models with elliptic relaxation seem to 
have a better prediction of such flows compared to k-ε and SST k-ω models [7,32]. A 
schematic of the test case is shown in Fig. 4.18. The distance between the plate and the 
jet exit for the test case used here was H/D = 2. Results presented are from a structured 
grid of size 140x140 with Reynolds number 23,000 based on the pipe diameter. The 
maximum wall y+ value for the medium grid was 0.63. The jet inlet conditions were set to 
match the experiment of Baughn et al. [33]. Figure 4.19 shows the Nusselt number 
profile on the flat plate. In the near-field of the stagnation region (r/D < 3), both the SST 
k-ω-υ2 and the SST-CC models show increased levels of the Nusselt number versus the 
SST k- model and the experiments, while underpredicting the secondary peak at r/D 
2. In the farfield region (r/D > 3), all three models yield almost identical results, which is 
to be expected since any curvature effects are minimal in this region. It is likely that the 
curvature-corrected models (SST-CC and SST k-ω-v2) either do not adequately address 
the curvature effects for this flow-field, or that other complex physical flow features are 
not well represented by any of the models. Improvement in the predictions might be 
obtained by incorporating the physics-based curvature correction approach developed 














Figure 4.18 Computational geometry for impinging jet. 
Figure 4.19 Impinging jet Nusselt number profiles. 
Conclusion 
A modified version of the SST k-ω model capable of accounting for 




based on a relatively straightforward simplification of the solution for an explicit 
algebraic stress model in a rotating reference frame [16].  In the present work, a new 
transport equation has been introduced to capture the rotation/curvature effects, which is 
solved along with the turbulent kinetic energy and specific dissipation rate equations of 
the SST k- model. The reference frame rotation rate and streamline curvature effect 
enters through a new variable υ2, which is incorporated into a modified expression for 
eddy-viscosity. Compared to the standard SST k- model, the added scalar equation 
increased the computation time per iteration by approximately 17%, with no discernible 
increase in the number of iterations required for convergence. A number of test cases 
were run to evaluate the performance of the model focusing on rotating reference frames 
and streamline curvature, and the results showed improved agreement with the 
experimental, DNS and/or LES data, in comparison to the standard SST k-ω model. 
Additionally, the new model was compared to an alternative rotation/curvature corrected 
SST k- model that was recently presented in the literature [24]. In contrast to prior 
efforts to include RC effects into the SST k-ω model [22], stability was not an issue for 
the present model for any of the test cases discussed here. 
The new model showed the proper sensitivity to rotation rate for rotating 
homogenous shear flow, including relaminarization for the case of stabilizing rotation. It 
also successfully captured the effect of system rotation in a rotating fully-developed 
channel flow case. For a 2-D U-bend flow case, the model successfully captured the 
turbulent kinetic energy suppression near the convex wall and augmentation near the 
concave wall. In the flow over circular cylinder case, the separation point predicted by 
the SST k-ω-υ2 model was close to the experimental values as well as the values from a 
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previously documented simulation employing the Detached Eddy Simulation model [29]. 
Due to the suppression of the boundary layer eddy viscosity on the convex cylinder 
surface, the separation point for SST k-ω-υ2 model moved upstream significantly 
compared to the standard SST k- model. The pressure and skin friction distribution 
likewise showed improved agreement with the experimental and DES data, resulting in 
improved prediction of the cylinder drag coefficient. In the impinging jet, the overall 
Nusselt number profile predicted by the new model showed qualitative agreement with 
the SST k-ω model but overpredicted the experimental data in the near-field of the 
stagnation point. Overall, the results demonstrate the ability of the model to improve 
prediction of the effects of both streamline curvature and reference frame rotation rate, 
and the potential to provide improved accuracy in complex flows, while retaining the 






NUMERICAL STUDY OF GAS CYCLONE FLOW: AN INVESTIGATION OF 
VARIOUS MODELING APPROACHES
Abstract 
Highly unsteady single phase vortical flow inside a cyclone has been studied 
numerically. Two different geometrical configurations have been considered for the 
assessment of recently developed curvature and rotation sensitized eddy-viscosity model 
along with three distinct class of modeling approaches; eddy-viscosity, Reynolds-stress 
transport, and Large-eddy Simulation. A zonal hybrid RANS LES modeling approach has 
also been applied in the study. The computational results have been analyzed and 
compared with available experimental data. The rotation and curvature sensitized eddy-
viscosity model shows significant improvement over the standard eddy-viscosity model 
predictions. The curvature and rotation sensitized model, the RSTM, the LES, and the 
hybrid model predictions of mean flow-field are in good agreement with the experiment. 
Results suggest that the curvature and rotation sensitized eddy-viscosity models may be 








Cyclones are used to separate dispersed matters, for example solid particles and 
liquid droplets from a fluid stream. They are widely used by chemical and process 
industries due to the simplicity in design and construction, flexibility in operating 
conditions, and cost-effective operations and maintenance. The flow-field inside the 
cyclone is very complex, despite its simple geometric appearance (see figure 5.1). The 
cyclone consists of an inlet, sometimes equipped with guide vanes to induce swirling 
motion as the fluid enters the cyclone chamber. The swirling motion of the fluid, which 
can have very high circumferential velocity components relative to the inlet velocity, 
develops centrifugal effect that forces denser particles radially away from cyclone center 
against the drag force of the fluid. These particles gradually descend in the outer free-
vortex zone before proceeding into the collection pipe. 
Near the outer wall of the cyclone chamber, the axial velocity has opposite 
direction relative to the vortex core, which facilitates particle collection in the dust bin.
Fluid flow in the core of the cyclone exhibits pseudo solid body rotation and flows 
towards the vortex finder tube. The flow in the cyclone chamber can be approximated by 
following mathematical model, 
Vt r 
n  const (5.1) 
where Vt  is tangential velocity, r is the radius, and the exponent n takes value of 1 
for true free vortex and -1 for the forced vortex. Free vortex is formed in the near wall 
region of the cyclone, where tangential velocity is inversely proportional to the distance 




vortex finder tube. The tangential velocity in the forced vortex region varies linearly with 
the radius. Flow inside the cyclone is predominantly three dimensional. The effect of 
concave wall, the cover plate, and the precessing vortex core (PVC) phenomena lead to 
secondary flows in the cyclone. The PVC phenomenon causes lateral displacement of the 
vortex core; as a result, the zero average circumferential velocity doesn't lie at the 
geometric core of the cyclone. The presence of secondary flows in the cyclone adds 
complications in the design process. 
The conventional methods of predicting flow-field in a cyclone is empirical, 
which may not be able to provide sufficient information needed to improve cyclone 
design. Recent advances in numerical techniques and computational power have 
expanded the possibilities of computational fluid dynamics (CFD) in product-design 
cycles. An efficient numerical modeling approach, in principle, could dramatically reduce 
the cost and time that goes in the design optimization. In one of the earliest CFD 
investigations of industrial cyclone flow, Boysan [35] reported limitations of k  
turbulence model in simulating a strong swirl flow. Several computational studies 
reported in the literature highlight the limitations of the eddy-viscosity models in 
predicting flow-field in the cyclone [36-38]. The shortcomings of eddy-viscosity models 
are associated with their lack of response to rotation and streamline curvature effects, 
limitations introduced due to isotropic eddy-viscosity assumption, and incorrect response 
to non-equilibrium flows. Owing to the complexity of the flow, multiple numerical 
studies have shown that fully differential Reynolds-Stress Models are more capable of 





Despite the limitations of eddy-viscosity models, their accessibility and popularity 
to industrial community cannot be overlooked. Although these models fail to capture 
some of the salient features of cyclone, the overall mean flow is usually well predicted. 
With their limitations known, it is sometimes both cost effective and efficient to use these 
models to understand overall fluid dynamics in complex flow situations. Main focus of 
this paper is to evaluate the performance of recently developed rotation and streamline- 
curvature sensitized eddy-viscosity model [41] against other commercially available 
modeling options on two different cyclone geometries. The curvature corrected eddy-
viscosity model and its hybrid RANS-LES version results are compared with the 
experimental results by Wang et al. [42], and Hoekstra et al. [40]. Results from Menter's
Shear-stress transport, SST k   model [12], Large Eddy Simulation, and linear 
Reynolds-stress transport model are also presented.  
Modeling Approach 
Purpose of this study is to assess the capabilities of recently developed curvature 
and rotation sensitized eddy-viscosity model k-ω-υ2 [41] in simulating gas cyclone flow 
along with other commercially available turbulence modeling approaches. The turbulence 
models investigated along with the k-ω-υ2 are; SST k  , linear Reynolds-stress 
transport model, and Large-Eddy Simulation. The commercially available models 
selected for the study represent three principle modeling approaches viz. linear eddy-
viscosity model, Reynolds-stress transport model, and Large-Eddy Simulation. Each 











The k-ω-υ2 Model 
The cyclone flow has very pronounced streamline curvature effect, which requires 
a modeling approach capable of resolving these features in the mean flow. Almost all 
eddy-viscosity models in their standard formulation lack proper sensitization to system
rotation and streamline curvature, hence fail to produce the effect in the solution. 
Recently, Dhakal and Walters [41] developed a rotation and curvature sensitive three-
equation model based on Menter's two-equation shear-stress transport model, which was 
shown to have significantly improved results in canonical flows with significant 
curvature and rotation. The k-ω-υ2 model has an additional scalar transport equation for 
υ2; conceptually similar to Durbin's wall normal turbulent velocity scale in addition to the 
transport equations for turbulent kinetic energy k, and specific dissipation rate ω. The 
transport equation as shown below resembles with the turbulent kinetic energy transport 
equation with an additional source term sensitive to curvature and rotation effects. 
2 2  2 D

 




Dt k x xj  j  
The first two terms in the right hand side of equation (5.2) represent production and 
dissipation of υ2. P is the production of turbulent kinetic energy, k and the additional 
source term is a linear relaxation to equilibrium, which has a form similar to Rotta’s [23]
return to isotropy model. The inverse time scale ψ is directly proportional to specific 
dissipation rate, ω as defined below; 
  CR 
* (5.3) 
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where CR = 1.8 and β*= 0.09 are model constants. The rotation and curvature sensitive 
term η has a functional relationship with strain rate and rotation rate invariants and is 
responsible for the curvature and rotation effects in the solution. The new scalar term is 
incorporated into the definition of eddy viscosity as; 
(5.4) 
C 
SSTwhere  is Menter’s eddy-viscosity coefficient, k is turbulent kinetic energy, ω is the 
specific dissipation rate, and ρ is the density of the fluid. In regions where curvature and 
rotation effects are negligible, the scalar filed in solution becomes identical to the 
turbulent kinetic energy and the model form returns SST k-ω results.
SST k-ω Model 
Menter’s shear-stress transport model combines the strengths of standard k-ω
model in near wall regions and  model away from the wall via a blending function. 
As a result, compared to standard k-ω model, freestream sensitivity of specific dissipation 
rate ω is greatly reduced. Having just two transport equation for turbulence modeling, the 
SST k-ω model is computationally least expensive and probably most stable among all 
approaches being considered here. The standard model form does not have curvature and 
rotation sensitive terms and is unable to reproduce these effects in solution. It inherits the 
weaknesses and limitations of isotropic eddy-viscosity assumptions. 
Differential Reynolds-stress Transport Model 
The transport equation for all six Reynolds-stress tensors and an additional 
transport equation for turbulent kinetic energy make DRSM turbulence modeling an 
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expensive choice. Previous studies suggest that the Reynolds-stress transport models are 
necessary to capture the complex flow-field in the cyclone [39,40]. The Reynolds-stress 
transport models have curvature and rotation sensitive terms in their formulation and can 
reproduce these effects in the solution. The Reynolds stress tensor transport equation has 
a pressure-rate-of-strain tensor term, which serves to redistribute the energy among 
Reynolds stresses and plays an important role in flows with strong turbulence anisotropy. 
The pressure-rate-of-strain tensor can be decomposed into three components: a slow term 
that corresponds to the departure from isotropy, a rapid term corresponding to mean flow 
gradients, and the wall reflection term. For this study, the slow pressure rate of strain is 
modeled using linear return to isotropy model, and the wall reflection term is neglected 
based on previous studies which suggested ill effects of wall reflection term in the 
solution. An effort to simulate the flow using quadratic pressure-strain model was 
inconclusive due to the stability issues. 
Large-eddy Simulation 
With the progress in computational power and techniques, LES has become more 
affordable to industrial community than ever before. The cost associated with LES 
depends on Reynolds number, geometry, and complexity of the flow. The large energy 
containing eddies of size greater or equal to the grid can be resolved by directly solving 
full Navier-Stokes equations. The smaller eddies are modeled using suitable subgrid-
scale turbulence closures. The subgrid-scale or the residual anisotropic tensor can be 
modeled by using eddy-viscosity hypothesis. This study adopted the Smagorinsky 






 | ̅| (5.5) 
where  is the residual eddy-viscosity, l is the local filter width, and S is the resolved 
rate of strain rate magnitude. The filter width is related to the local grid size and wall 
distance by: 
, Δ , (5.6) 
where  is the von Kàrmàn constant, d is the distance to the nearest wall, Cs is the 
Samgorinsky constant, and Δ is the local grid scale computed using cube root of the cell 
volume. The present study used the value Cs = 0.1, as recommended by Lilly [44]. 
Dynamic Hybrid RANS-LES (DHRL) Model 
Hybrid class of models combines the strengths of RANS models and accuracy of 
LES to resolve a complex flow-field without requiring as much computational power and 
resources as LES would require. LES is activated away from the wall, often in regions 
with massive separation, while resolving the near wall flow using RANS models. Near 
wall grid resolution dominates the cost associated with any computation; and the cost 
rises exponentially when the model is LES. Hybrid modeling strategy uses RANS models 
in the boundary layer and LES in the massive separation regions. This allows relatively 
coarser boundary layer grid that is enough for RANS simulation and refined grid for the 
separation region without adding too much computational cost in comparison to LES. 
RANS model provides the momentum source due to turbulence for LES in the interface 
of RANS and LES solution region. The RANS-LES interface could be sharp line as in 
zonal hybrid models or flows where separation is dictated by the geometry, or a thin band 






massive separation zone and the boundary layer, often called gray region, plays an 
important role in the accuracy of the hybrid model computation. This region has to set up 
a stage appropriate for LES. Conventional hybrid models which use grid dependent 
length scales to limit RANS in the boundary layer sometimes activate LES too early or 
too late in the solution. Issues concerning the grid sensitivity and errors associated with 
grid structure and distribution has been discussed at lengths by Spalart [45]. A recently 
developed hybrid model is believed to be least affected by grid related issues [46]. The 
new hybrid model form has a solution dependent weighing parameter that dynamically 
evaluates the turbulence production by RANS and LES model and decides the solution 
region. As a result, LES activates in regions where production of turbulent kinetic energy 
from LES contribution exceeds that of RANS. In regions of low LES activity or coarser 
grid, RANS model takes over and its turbulent stress contribution is added to the 
momentum equation. The turbulent stress tensor that contributes to the momentum
equation can be written as: 
 
 1   (5.7) 
Details pertaining to the model development and validation can be found in refs. 46 and
47. Preliminary simulation of the cyclone with the hybrid model indicated very thin and 
patchy LES solution region in the core Due to the solid body like rotation at the cyclone 
center, the cyclone will have reduced turbulence activity at the core. This necessitates 
very refined grid at the core of the cyclone in order to activate LES part of the hybrid 
model. As a result, the cost of computation will be extremely high. In order to make the 





implemented. In zonal approach, LES model is forced in a region of interest, which is 
core zone of the cyclone, and rest of the cyclone is modeled using curvature sensitized k-
ω-υ2 model. 
Geometry and Boundary Conditions 
The cyclones considered for this study are typical Lapple cyclones with different 
geometric configurations and boundary conditions. The two geometric configurations 
considered for the investigation from here on are denoted as GC1 and GC2. Figure 5.1(a) 
shows the schematic of one of the cyclone configurations, GC1 identical to the one used 
by Wang et al. [42] in their experiment. Geometric details of both cyclone configurations 
are depicted in Table 1. Figure 5.1(b) shows the computational grid used to simulate the 
flow. Two different grid topologies were investigated; one with boundary layer and other, 
without the boundary layer. Both grid topologies have similar mesh structure except for 
the boundary layer. The grid with boundary layer contained total of 850,600 multi-block 
hexahedral structured computational elements. The first cell height in the boundary layer 
was chosen to maintain y-plus values less than 1 in the cyclone wall. A total of 24 grid 
points were used in the boundary layer with a stretching ratio of 1.2. A Total of 80 grid 
points were used in the radial direction, 80 grid points in circumferential direction and 
168 grid points were used in the cyclone main body in axial direction. Due to a 
complicated geometry, it was not possible to create boundary layers in inlet and vortex 
finder tube. Special attention was paid in the inlet to cyclone main body transition region 
to avoid skewed cells. The boundary layer cells on the cyclone wall near the inlet region 










without boundary layer consisted of 370000 control volumes. The boundary conditions 
specified for the simulation were matched with the experiment [42]. 
Table 5.1 Geometric parameters of cyclone being studied (GC1 diameter = 0.2) 
a /D b/D S/D h/D H/D B/D De/D Swirl 
GC1 0.25 0.5 0.625 2.0 4.0 0.25 0.5 3.14 
GC2 0.5 0.23 0.63 1.9 3.9 0.066 0.5 3.4 
Figure 5.1 Cyclone geometry GC1. 
a)Schematic geometry from Wang et al. [42], b) sliced plane showing data stations and 
cyclone inlet section, c) Baseline grid topology with boundary layers on the cyclone wall, 
d) Expanded view of grid near cyclone inlet, e) Grid topology on the top of cyclone. 
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 A more refined version of grid topology GC1 was created for Large-eddy 
simulation. The grid points in radial direction and circumferential direction were 
increased to 118 and 128 respectively. Ninety four more grid points were added in axial 
direction. The resulting grid had 4.3 million computational volumes. Since the LES part 
of hybrid model was meant to be active in the core of the cyclone, only the core of the 
cyclone from the baseline grid was refined. From the coarse grid, a cylinder of diameter 
equal to the radius of the cyclone was selected and was refined inside the flow solver 
FLUENT. The resulting grid had 2.9 million computational volumes. 
Figure 5.2 shows the second grid configuration GC2, which follows the Lapple-
cyclone geometry used by Strasser [48]. The collection tube of this cyclone configuration 
is connected to an ejector, which has an annular motive inlet in the periphery of the 
ejector. The momentum of the motive fluid facilitates efficient collection of the dispersed 
matter. The geometric configuration and the operating conditions have been replicated 
from an existing industrial polyethylene process and cannot be disclosed in this paper. 
The grid for second configuration contains a total of 582164 computational elements. The 
ejector region and the cyclone main body contain fully structured hexahedral cells. The 
inlet to cyclone main body region contains few unstructured hexahedra and 
tetrahedra/pyramid filling to facilitate efficient grid transition. Details of the grid can be 
found in Strasser [48]. The geometric configuration of GC2 is very similar to GC1 except 







Figure 5.2 Computational mesh for cyclone geometry GC2. 
Cyclone geometry –a, grid topology in the vicinity of cyclone inlet –b, computational 
mesh in the ejector region of the cyclone –c. 
Numerical Simulation 
The flow inside the cyclone being highly unsteady, it is appropriate to use a 
transient solver for numerical simulations. A finite volume double precision commercial 
flow solver FLUENT ®-14 was used for all simulations. For the first geometric 
configuration GC1, a uniform velocity boundary condition was specified at the cyclone 
inlet. An incompressible pressure based implicit solver was deemed appropriate for this 
case due to negligible compressibility and heat transfer effects. Pressure and velocity






convective terms in the momentum were discretized using QUICK scheme, whereas for 
standard SST k-ω and k-ω-υ2 model, second order upwind discretization scheme was 
used. For LES and DHRL models, bounded central difference scheme was selected. The 
scalar transport equations for turbulence model were discretized using second order 
upwind scheme. The Reynolds-stress transport equations were discretized using first 
order upwind scheme due to stability issues. PRESTO! was used to discretize the 
pressure for all RANS models as it is better suited for curved wall flows. Second order 
scheme was used to discretize pressure for LES and DHRL models. Second order central 
difference scheme was used to discretize the diffusion terms in both momentum and 
scalar transport equations. The gradients were computed using least square cell based 
methods.  
For the unsteady terms, a second order (three-point backward difference) 
discretization was used except for the Reynolds-stress model simulations, which used a 
first order (backward Euler) discretization due to stability issues. A physical time-step 
size of 10-4 sec. was found appropriate for Large-eddy Simulation on the refined grid. For 
the selected time step, the CFL number remained well below 5 in the cyclone main body 
except for a very narrow band of computational volumes in regions of maximum 
tangential velocity, where it reached up to 10. The same time-step size was used for all 
other simulations. 
The ejector in the configuration GC2 is a converging/diverging nozzle and could 
have noticeable compressibility effects in the mean flow. For that reason energy equation 
was also solved along with the momentum and continuity equations to include the 






Convergence and stability are important issues due to the complexity of the flow-
physics and quality of mesh in the computational geometry. As a precursor run, a steady-
state RANS simulation was carried out to develop a flow-field for all cases. Then the 
models were switched to their respective turbulence modeling approaches. All solutions 
were begun with very low under-relaxation numbers and were gradually brought up close 
to the suggested default values. Due to the presence of second order derivative fields in 
the transport equation of υ2, the k-ω-υ2 can be very unstable at regions of high velocity 
gradients, and poor quality elements. The convective terms in k-ω-υ2 transport equation 
were initially discretized with first-order upwind scheme, and later switched to second 
order upwind discretization. The under-relaxation numbers for the Reynolds-stresses 
were kept an order lower than other variables for stability.  
Turbulent kinetic energy and axial velocity were monitored at several locations 
to determine when the flow had become statistically stationary, after which time 
averaging was begun. Time averaging was carried out until averaged quantities ceased 
to record any noticeable difference with further iterations. Typically, time averaging 
was performed for approximately 20,000 time steps. 
A grid convergence study was carried out for the mesh used in the RANS
simulations. Two refined grids were generated in addition to the baseline grid described 
above. The ratio of cells in each refined grid relative to the baseline was 1.35 and 2.43, 
respectively. Figure 3 shows tangential velocity profiles for the three grids. A small 
difference in the tangential and axial velocity profiles was noticeable only near the 









small, however, and the baseline mesh was used for all RANS results presented in the 
following section.
Figure 5.3 Grid refinement study for configuration GC1. 
Time averaged tangential velocity profiles for three grid configurations at 3.5D station.
Results and Discussions 
The cyclone flow-field was found to be highly unsteady in all simulations. The 
dancing of the core vortex (precessing vortex core) elevated the unsteadiness of the flow. 
Very strong pressure gradients existed in the radial direction, with negative static 
pressure at the core of the cyclone. In the following subsections, mean and fluctuating 











Figure 5.4 shows the tangential velocity profiles predicted by all five models for 
grid topology GC1. The inlet depicted in the LES result is indicative of the inlet section 
to give general idea of flow direction. All the models were able to predict the forced/free 
vortex in the cyclone results except for the SST model. The SST model predicted the 
forced/free vortex combination in the upper part of the cyclone, but the tangential 
velocity appears to have almost forced vortex like behavior in the lower sections of 
cyclone. 
Figure 5.4 Contours of mean tangential velocity on the lateral plane of cyclone GC1. 
Positive values for counter clockwise flow and negative values for clockwise flow. Les – 





The LES, RSTM, k-ω-υ2, and DHRL models clearly show a steady increase in 
tangential velocity radially away from the cyclone center until it reached maximum 
value, which happens to be in the proximity of the vortex finder tube. The magnitude of 
maxima of tangential velocity predicted by DHRL model is slightly higher than the 
experiments. There is a sudden drop in tangential velocity magnitude in the vicinity of 
the cyclone inlet, as the flow from the inlet goes around the cyclone and comes back 
close to the incoming fluid stream from the inlet. This results a sharp pressure drop in 
cyclone and is a main contributor to short-circuited flow [42].  
Figure 5.5 shows radial velocity profiles predicted by all models. At the inlet 
region, the radial velocity sees a significant increase as the fluid enters the cyclone main 
body. The blue color in the contour maps indicates negative radial velocity towards the 
center of the cyclone. The deep blue color in the inlet section, which represents inlet 
velocity, has been clipped to facilitate better color resolution in the cyclone body. The 
incoming fluid to the cyclone is directed towards the center and has negative radial 
velocity. Due to the centrifugal effects, the radial velocity gradually becomes positive
around the cyclone. The negative radial velocity, as the fluid goes around the cyclone 
near the vortex finder tube, indicates short circuited flow. As noted in tangential flow 
profiles, this leads to loss in collection efficiency of the cyclones. In the lower sections of 
cyclone, there is a positive and negative radial velocity regions positioned across the 
geometric axis of the cyclone. These high and low velocity regions can be considered a 
source and a sink, which forms a flow dipole due to radial velocity distribution [42]. 
Observation of the dipole in the cyclone body gives a clear picture of a helical vortex that 







Figure 5.5 Time averaged profiles of radial velocity. 
Radial velocity profiles predicted by LES at several stations followed by radial velocity 
profiles at 3.25D station by all models. 
The radial velocity profiles depicting the flow-dipole is a plane located at 3.5 D 
data station. All the models clearly show the dipole structure, but the strength of dipole 
by the SST model is weaker than rest of the models. 
Figure 5.6 presents the comparison of the mean tangential and axial velocity plots 
from experiment and numerical simulations across three data stations. All models but 
SST k-ω over-predicted the magnitude of axial velocity at the cyclone core in all data
stations. At station 3.25D, the k-ω-υ2 model predictions are very close to the LES and 
DRSM results. At data stations 2.0D and 1.5D, which are located in the conical section of 
the cyclone, the k-ω-υ2 failed to reproduce an asymmetry and a drop in axial velocity at 
the core of the cyclone. The SST k-ω model predictions significantly deviated from the















The tangential velocity profiles predicted by SST k-ω model show solid body 
rotation like behavior. The DHRL model predictions are slightly higher than 
experiment and the asymmetry in the axial velocity is not well represented. DHRL 
results match more with the LES results near the cyclone core, while near cyclone wall 
results match with the k-ω-υ2 predictions.
 Figure 5.7 shows the time averaged axial velocity contours predicted by all 
models. A distinct asymmetric vortical structure is noticeable in the cyclone. The SST 
model failed to predict a strong upward axial flow in the core of the cyclone. All models 
predicted an increase in axial velocity in the vicinity of vortex-finder tube. SST k-ω
model failed to predict distinct upward flow in the core region and downward flow in the 
circumference of the cyclone.







Fluctuating Velocity Profile 
Velocity fluctuations in the cyclone play an important role in the separation of 
dispersed matters. Figure 5.8 shows the root-mean-square (RMS) values of tangential and 
axial velocity at data station 3.25D. Computational results are compared with the 
experiment by Hoekstra et al. [40] for the same swirl numbers and about geometrically 
similar data station. Cyclone geometry used in the experiment had larger vortex finder to 
cyclone diameter ratio compared to the geometry GC1. The measurement stations are
located at geometrically similar regions in the cyclone main body. It has been concluded 
by Hoekstra et al. [40] that the geometric swirl number has little impact in the RMS 
levels. 






The RMS values of fluctuating velocities do not necessarily have symmetric 
profile in the cyclone. The results presented in figure 5.8 show only half of the data along 
the radial line from cyclone core to the wall. The elevated levels of velocity fluctuations 
observed at the cyclone core is primarily due to the precessing-vortex core (PVC), which 
gives rise to higher velocity gradients [40]. The SST model failed to capture the PVC 
effect and has lower velocity fluctuations at the core of the cyclone. The remaining 
models, LES, RSTM, k-ω-υ2, and DHRL results are qualitatively close to the 
experimental results. The disagreement in predictions could be partly due to the
difference in the cyclone geometry and boundary conditions. 
Results from GC2
The second geometric configuration was simulated using k-ω-υ2 and Reynolds-
stress transport turbulence model. Figure 5.9 shows time averaged velocity profiles on the 
sliced plane of the cyclone. The contours with blue color indicate low or negative 
velocity magnitudes directed towards the ejector, and red color indicates the upward or 
positive velocity magnitude. The velocity profiles are qualitatively similar to the results 
obtained with GC1. The tangential and axial velocity profiles show a potential short-
circuit flow in the vicinity of the vortex-finder tube. The radial velocity profile shows the 
presence of flow-dipole at the core of the vortex. Figure 5.9(d) shows the time-averaged 
tangential velocity profiles in the ejector. The time-averaged tangential velocity in the 
ejector region shows almost linear variation and is nearly symmetric about the centerline; 
as noted by Strasser [48], and Obermair et al. [49], the flow has solid-body vortex 
characteristic similar to the one at the core of the cyclone body. Results predicted by both 









model is slightly higher than DRSM model prediction at the cyclone core. The radial 
velocity maxima predicted by DRSM is slighter higher than the k-ω-υ2 model results.
Figure 5.9 Time averaged velocity profiles in GC2 geometry normalized by inlet 
velocity. 
Images in upper panels are from k-ω-υ2 model, while contours in lower panel are from
DRSM model, a) tangential velocity, b) axial velocity, c) radial velocity, d) tangential 







Figure 5.10 Time averaged normalized tangential (a), and axial (b), velocity profiles 
predicted by k-ω-υ2 and DRSM model. 
Figure 5.10 shows time-averaged mean tangential and axial velocity profiles at 
location geometrically similar to the data station 3.25D in GC1. The tangential velocity 
profiles predicted by both models matched very well with the experiment by Wang et al. 
[42]. The maxima of the mean tangential velocity is well captured by the DRSM model, 
however, the mean axial velocity is better predicted by the k-ω-υ2 model. Slight 
disagreement in predicted mean axial velocity profiles near the cyclone wall could be due 
to a poor boundary layer resolution as observed in the grid dependent study. The cyclone 
geometry and boundary conditions in GC2 being different from GC1, it can have 
noticeable difference in velocity profiles in the flow-filed. Due to the lack of
experimental data of similar nature, it is not possible to provide further comparison with 





One of the notable differences in SST k-ω and k-ω-υ2 results is the eddy-viscosity 
in the core of the cyclone. The SST model predicted higher level of eddy-viscosity in the 
core region, which may have contributed to diffuse the characteristic velocity profiles in 
the cyclone. Figure 5.11 shows the instantaneous eddy-viscosity contours predicted by 
SST k-ω and k-ω-υ2 models. As noted by Strasser [48]; the vortex-finder tube inlet 
region, the cyclone-collection pipe transition region, and the ejector regions have 
significant departure from the turbulence isotropy. In the expansion/contraction regions 
of conical section and ejector, or the cylinder and conical section; the turbulence 
anisotropies decay slower than predicted by the eddy-viscosity hypothesis. This may be 
the primary reason for the inconsistencies observed in eddy-viscosity predictions. 
Figure 5.11 Instantaneous eddy-viscosity contours on cyclone geometry GC1 predicted 





Numerical simulation of cyclone flow with two different geometric configurations 
has been carried out using a recently developed curvature and rotation sensitized eddy-
viscosity model along with three modeling approaches that represent a distinct class of 
turbulence modeling; eddy-viscosity model, Reynolds-stress transport model, and Large-
Eddy Simulation. The predictions of k-ω-υ2 in most part are in good agreement with the 
experiment. A noticeable departure being the axial velocity profiles in the conic section 
of the cyclone and the under-prediction of forced vortex. Nonetheless, these results are 
qualitatively in good agreement with the computational results obtained with LES and 
DRSM. The SST k-ω model failed to predict free-vortex region near the cyclone wall. 
The tangential velocity profiles predicted by SST k-ω indicate solid-body rotation like 
behavior in the lower parts of the cyclone. The axial velocity profiles and the root-mean-
square velocity fluctuations also have significantly deviated from the experimental 
measurements.  
The k-ω-υ2 model was able to predict similar characteristic flow in the second 
cyclone geometric configuration GC2. The LES results appear to have a good qualitative 
agreement with the experiment with a consistent over-prediction trend in almost all 
reported data. It could be due to incorrect modeling of subgrid-stress tensor or an 
inadequate resolution of the computational domain. DHRL model predicted higher levels 
of mean tangential velocity. Despite the discrepancies in mean tangential velocity, DHRL 
predictions are qualitatively similar to the k-ω-υ2 and LES results in the respective 
regions of the cyclone, where the RANS and LES part of the hybrid model have been 
activated. Overprediciton of the tangential velocity could have been caused by the forcing 
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of LES in the boundary layer of conical section near the bottom of the cyclone. The grid 
used for DHRL simulation did not have boundary layer grid suitable for LES. The DRSM 
predictions for the axial velocity also deviated from the experiment; in fact these results 
appear similar to the k-ω-υ2 model for some unknown reason. Lack of information on 
turbulence quantities at the cyclone inlet and the pressure inlet boundary at the collection 
pipe could have played some role.  
Overall, the k-ω-υ2 model, despite having some stability issues, significantly 
improved the simulation results for the geometric configurations considered. The 
curvature corrected model form demonstrated the capability of capturing the 
characteristic vortical structures in cyclone, which has been in general accepted to be 
possible only with the differential Reynolds stress transport models. It is safe to suggest 
that the eddy-viscosity class of models with proper sensitization to rotation and curvature 
effects can significantly improve predictions of engineering flows that have significant 
rotation and curvature effects with in the limitations of Boussinesq hypothesis. 
 The curvature and rotation sensitized DHRL model, although not as accurate in 
predicting the tangential velocity, showed some improvement in mean axial velocity. It 
has been established that the k-ω-υ2 model can be introduced as the RANS part of the 
hybrid model to address the curvature effects in a complex flow situation. A more refined 
grid in the cyclone core region will be able to activate the LES part of hybrid model, 
which could eliminate the zonal forcing in the cyclone core. The next step of the research 
effort in the future would be to extend the model form to a curvature and rotation 






HYBRID RANS-LES MODELING OF A NORMAL JET IN CROSSFLOW FOR FILM 
COOLING APPLICATIONS
Abstract 
Numerical simulation of a normal jet in crossflow has been performed using a 
recently developed hybrid RANS-LES model. The model form utilizes a solution based 
parameter that dynamically determines the RANS and LES regions. Numerical 
simulations using commercially available DDES model and a RANS model have also 
been performed for comparison purposes. Three jet to crossflow velocity ratios (R = 2, 1, 
0.5) have been investigated. Computational results obtained are compared with the 
experiment of Andreopoulos and Rodi (1984). The results highlight the predictive 
capabilities of hybrid RANS-LES model to reproduce the important vortical structures of 
a jet in crossflow case, which play a crucial role in the film cooling. The hybrid RANS-
LES model results from the velocity ratio R = 2 fare well with the experiment in 
comparison to RANS and DDES predictions. For lower velocity ratios, however, 
discrepancies in mean flow statistics have been observed at some measurement stations. 
The near wall statistics from the hybrid model resembled RANS predictions for the case 
with jet to crossflow velocity ratio R = 0.5. This observation can be attributed to the 









Jets in a crossflow play an important role in several engineering applications. 
Some of the examples of this flow are; film cooling of gas turbine blades, Vortical and/or 
Short Take-Off and Landing (V/STOL) aircrafts, pollutant discharge control etc. Several 
experimental studies focusing on details of the flow structure of a single jet in crossflow 
have been reported in literature. Some of the early experimental studies were focused in 
the mean flow measurements, for instance; Bergeles et al. [50], Moussa et al. [51], Crabb 
et al. [52] Andreopoulos and Rodi [53], Andreopoulous [54] etc. For low jet to crossflow 
velocity ratios (R), Bergeles et al. reported non-uniform velocity across the exit plane of 
the jet. The flow visualization measurements of Foss [55], and Andreopoulos and Rodi 
[53] indicated deflection of both jet and crossflow boundary layer. The extent of jet 
penetration into the crossflow depended on the velocity ratio R, large velocity ratio led to 
increased penetration and jet deflection above the jet exit plane, while the lower velocity 
ratio resulted in bending of jet streamlines well below the jet exit plane. The leeward
region of the jet consisted of very complex three dimensional flow structures. The jet 
issuing from the jet tube obstructs the crossflow boundary layer, which leads to the 
formation of horse shoe vortex in the windward region of the jet. This phenomenon is 
structurally similar to the one observed in flow across a cylinder mounted on a flat plate. 
The most dominant vortical structure observed is a counter rotating vortex pair that 
develops downstream of the jet exit and persists for a significant distance. Several 
experimental studies concluded formation of counter-rotating vortex pair as a result of
interaction between the cross flow and the vortex sheet issuing from the jet tube (Moussa 
et al. [51], Andreopoulos & Rodi [53], Fric [56], Kelso et al. [57]). The near field of the 
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jet shear layer also consists of ring like vortices that get distorted with streamwise 
distance due the difference in translation rate [57]. The virtual wake region beneath the 
jet in the downstream consists of a complex vortical structure of wall vortices oriented in 
streamwise direction and upright vortices which bear resemblance with the shedding of 
vortices downstream of a circular cylinder [53,57]. 
The presence of these vortical structures plays very important role in the mixing 
efficiency of the transverse jets and is crucial for the design of an efficient film cooling 
system. Although a large number of experimental studies conducted on jets in crossflow 
have expanded our understanding of various flow structures, explanations regarding 
inception and development of several dynamic flow structures still remain ambiguous. 
Limitations on experimental approach are primarily due to the difficulty in taking 
measurements of several structural quantities of interest, and cost and time associated 
with the experiment during the design cycle. Computational approach on the other hand 
can shed more light on the structural information, and can reduce cost associated in the 
product design cycle. Despite the benefits of computational approach, numerical 
simulation of the jets in crossflow is very challenging particularly due to the presence of 
highly complex vortical structures in the unsteady three-dimensional flow field. 
Reynolds-Averaged Navier-Stokes (RANS) based computational approaches tend to lose 
important structural information during time averaging. Some of the RANS based studies 
primarily focused on the flow structure of jet in crossflow are those of Patankar et al. 
[58], Sykes et al. [59], Kim and Benson [60], Claus and Vanka [61], Demuren [62] etc. 
Results from all RANS solutions indicate towards the inadequacy of RANS based 




compared to RANS simulations the cost associated with Large Eddy Simulation (LES) is 
relatively high, given a physically justifiable grid and boundary conditions, it can resolve 
complicated flow field properly. Recent trend in the progress of computational power has 
made it possible for the researchers to implement LES in the study of several complicated 
flow-fields. Some of the LES studies on the structure of jets in crossflow documented in 
literature are by Yuan and Street [63], Yuan et al. [64], Muldoon and Acharya [65], 
Cortelezzi and Karagozian [66], Wegner et al. [67], Majander and Siikonen [68], Ziefle 
and Kleiser [69]. These studies were focused on the effect of different geometric 
parameters and flow variables on the generation and interaction of vortices for instance; 
impact of velocity ratio on flow structure (Yuan et al. [64]), turbulent mixing at different 
injection angles (Wegner et al. [67]), impact of a square jet on the large scale dynamic 
structures in the near field of jet exit (Muldoon and Acharya [65]), mixing and cooling 
efficiency with an oblique jet into the crossflow (Ziefle and Kleiser [69]) etc.
Limitations of RANS based solution strategies for film cooling application, 
especially their inability to resolve complex flow structures, are well known. The cost 
associated with the LES in film cooling application for higher Reynolds number flows 
becomes very high due to the complex geometry and flow structures. A hybrid RANS-
LES approach could dramatically reduce the computational cost by reducing the mesh 
size in near wall regions. The grid density requirement of LES content in regions away 
from wall is not as severe as it is near the wall, which makes the hybrid strategy a viable 
option for many complex flows of engineering interest.  Some of the hybrid RANS-LES 
based computational studies made on jets in crossflow case are those of Kapadia et al. 






for the study of jets in crossflow has been derived from the experimental study conducted 
by Andreopoulos and Rodi [53]. Despite the availability of detailed experimental data, 
there are limited number of computational works reported in the literature that are based 
on the experimental setup by Andreopoulos and Rodi. This chapter is focused on the 
evaluation of recently developed hybrid RANS-LES modeling in the context of normal 
jet in crossflow. Numerical setup for the normal jet in crossflow case and the results are 
presented in the following sections.
Numerical Simulation 
A RANS based two-equation turbulence model; Menter’s SST k-ω model has 
been selected to establish a baseline numerical simulation for the present work. The 
model form uses scalar transport equations for turbulent kinetic energy k and specific 
dissipation rate ω. The model is well known for its predictive capability in turbulent wall 
bounded flows with very low to moderate Mach numbers. Details about the model [73] 
and its application in industrial flows can be found in [74]. 
The Dynamic Hybrid RANS-LES (DHRL) model seamlessly transitions from
RANS to LES and vice-versa where appropriate. Some of the weaknesses of hybrid 
RANS-LES model, typically associated with the grid structure and distribution, as 
discussed by Spalart [45] appear to have minimal influence in the performance of DHRL 
model. Details on the DHRL model and its validation in canonical flows can be found in 
Refs. 46 and 47. Mathematically speaking, depending on solution dynamics, the model 
switches to LES mode in regions, where production of turbulent kinetic energy due to 
LES exceeds that of RANS. A solution dependent dynamic parameter weighs the RANS 












stress contributions to the momentum equation; hence the name Dynamic Hybrid RANS-
LES, DHRL model. As a result, in regions of low LES activity, or for coarser grids that 
cannot sustain LES activity, the turbulent stress is solely computed by the RANS model. 
The turbulent stress tensor that contributes to the momentum equation can be written as: 
 
 1   (6.1) 
where α is the dynamic weighing parameter that becomes 1 in fully LES region and 
reduces to zero in regions where resolved velocity fluctuations are insignificant. Solution 
parameter α can be expressed as: 
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where  is the turbulent stress tensor and  is the time averaged strain-rate tensor. PLES
is the turbulent production due to resolved scales of motion and must assume positive 
values when computing , PRANS is the RANS contribution to the production of turbulent 
kinetic energy, and PSGS is the turbulent kinetic energy production contribution from
mean subgrid-stress tensor. Figure 6.1 shows the contours of solution dependent dynamic 









Figure 6.1 LES and RANS solution region for jet in crossflow Domain 1 and 2. 
Domain 1 on the left and Domain 2 on the right, region colored in red indicates ( 1  
LES solution; region in blue ( 0 is the RANS solution region. 
The model form allows any combination of sub-grid scale model and RANS 
model. The DHRL model used for this study used SST k-ω model as the RANS 
component and MILES as the LES component. 
The Delayed-DES hybrid model employed in present study is believed to have 
resolved some of the grid related issues of DES model [75]. The Spalart-Allmaras model 
[76] was used as the RANS part of the DDES model. For the LES part, a standard 
Smagorinsky-Lilly subgrid-scale modeling option was adopted. For the details pertaining 
to the DDES model and its implementation, readers are referred to the aforementioned 
references and the ANSYS FLUENT user’s manual [77]. 
Experiment 
Andreopoulos and Rodi carried out the normal jet in crossflow experiment in a 6 
m long and 1.5 m in diameter octagonal closed-circuit wind tunnel. The normal jet 
exiting into the crossflow was placed 10 jet diameters downstream from the leading edge 
of the test plate. The 50 mm jet discharged into the crossflow from a 12 jet diameter long 




hot-wire probe. The incoming crossflow boundary layer flow was tripped 10 jet 
diameters upstream near the leading edge of the flat plate. The jet flow was also tripped 
by a small circumferential notch at the beginning of the jet tube. Both incoming flows 
were developing turbulent flows for all the cases investigated. The jet exit velocity was
varied to obtain the jet to crossflow velocity ratio of 0.5, 1, and 2, while keeping constant 
crossflow velocity. The mean velocity and turbulence quantities were reported for three 
Reynolds numbers; 20500, 41000, and 82000 which were based on the jet bulk velocity 
and jet pipe diameter corresponding to three jet to crossflow velocity ratios. 
Computational Geometry 
Two computational domains have been considered for the study. Table 6.1 
provides information on the domain extent and the grid size. The baseline grid for 
domain 1 had the boundary layers from the jet exit bent to merge with the boundary 
layers in the crossflow. This allowed refined boundary layer without adding too much 
computational elements in the upper part of the domain. The y+ value in the boundary 
layers of the jet and the crossflow was kept below 1. The boundary layer was stretched 
towards the free-stream with the stretching rate of 1.15 in both jet and crossflow region. 
Figure 6.2(a) and (b) show the jet symmetry plane of the baseline grid, its refined version 
along with the expanded views near the jet exit. Grid 2 and Grid 3 are the refined 
versions of the baseline grid processed inside the solver FLUENT. For Grid 2, a 
parallelepiped region with dimensions 15Dx6Dx6D was created at the downstream of the 











Table 6.1 Computational grid statistics
Domain 1  Designation Grid Size 
(x1,x2) -10Dx30D Grid 1 948732 
(y1,y2) -6Dx12D Grid 2 ~2.4 million
(z1,z2) -6Dx6D Grid 3 ~5.0 million
Domain 2 Grid 4 ~ 7.0 million 
Figure 6.2 Grid topology for Domain 1 and 2 at the jet exit symmetry plane. 
Baseline grid and its expanded view near jet hole –a; refined grid, grid-2 and its expanded 
view near jet hole –b; grid topology for Domain 2 on the symmetry plane and its 
expanded view near jet exit 
For Grid 3, a non-dimensional parameter was defined for grid adaption based on 
vorticity magnitude, cell wall distance, and the freestream crossflow velocity as ⁄ . 
The motivation here was to refine mesh in regions of high vorticity magnitude away from







current study. The resulting grid-sizes for all jet to crossflow velocity ratio cases were
approximately 5 million. For the Domain 2 configuration, the exact dimension of the test 
section was used. Figure 6.2 (c) shows the test section centerline plane and the expanded 
view near the jet exit. Differences in the solution field resolution by the hybrid model are 
apparent in the instantaneous velocity fields presented in figure 6.3. 
Figure 6.3 Instantaneous velocity magnitude contours at the symmetry plane by 




A set of precursor simulations were run to match the boundary conditions of the 
experiment. A two dimensional channel flow simulation was run for the crossflow inlet 
boundary condition. Inlet conditions were varied in the precursor simulation to match the 
skin friction coefficient and the boundary layer thickness of δ = 0.278D with the 
experiment at x/d = - 4 upstream of the jet exit. For the normal jet, fully turbulent three 
dimensional RANS simulation was run. Profiles of velocity and turbulent kinetic energy 
were extracted and applied to the inlet planes of the domain. For Domain 1, the lateral 
planes were specified as periodic planes. The top boundary surface was specified as the 
symmetry plane. A preliminary test was conducted to assess the effect of slip wall and the 
symmetry plane boundary condition on the top surface. We did not find any noticeable 
differences in the simulation results. For Domain 2, the test section wall and the jet tube 
wall were specified as the no slip wall. A slip wall boundary condition was applied to the 
top and the side surfaces of the domain. A flat velocity profile was specified at both the 
inlet planes. The intention here was to simulate the working condition of the experiment. 
Computational Setup 
A pressure based finite volume double-precision 3-D commercial flow solver 
(ANSYS FLUENT® v14.0) was used for all the simulations reported in this paper. 
Baseline simulations were run with the steady-state RANS SST k-ω model for all 
velocity ratios; R = 0.5, 1, and 2. All the convective terms in the scalar transport 
equations were discretized using second order upwind schemes. SIMPLE algorithm was 
used to couple pressure and velocity. The convective terms in the momentum equations 




models, bounded central difference scheme was used. For the temporal discretization, a 
second order implicit scheme was used for the hybrid models. The spatial gradients at the 
cell face were computed using Gauss’ cell based method. A non-dimensional time-step 
size of 0.139 ⁄ and 0.0139 ⁄  were used in the simulation. The larger time-step 
size was used for the baseline grid simulation and the small time-step was used for the 
refined grids 2, 3, and 4. The non-dimensional time-steps mentioned translates to 
physical time-steps of 0.0005 sec and 0.00005 sec. The instantaneous CFL number for 
the simulation in the refined grids were well below 2 in the entire domain except for a 
very narrow band of cells that emanated from the jet core and continued into the 
crossflow domain. For the grid topology used in domain 2, the CFL number never 
exceeded 3 in any part of the geometry. It stayed below 1 in most of the jet-crossflow 
interaction region. The unsteady simulations were run in excess of 250 time units after 
the simulation reached a quasi-steady-state; statistical averaging was begun at that point. 
A time unit here refers to the time required by the free-stream fluid to traverse a distance 
equivalent to the jet diameter. For the smaller time-step size, this translates to a minimum
of 18000 time-steps after the flow fully developed in the domain. 
Results and Discussions 
Results from the RANS, DDES, and hybrid RANS-LES model are presented 
below. The DDES model was used to simulate the jet to crossflow velocity ratio R=1 
case only. The dynamic hybrid RANS-LES model was used to simulate all velocity ratios 
cases with different grid topologies. The larger computational domain D2 was used to 
simulate the R=1 case using DHRL model alone. The results presented in this paper are 








Figure 6.4 Vorticity magnitude on symmetry plane. 
Horse-shoe vortex marked by red line (upper plane), and its expanded view in the 
upstream of jet exit.
Vortical Structures
Four major vortical structures that have been consistently mentioned in almost all 
normal jet in crossflow literatures are; horseshoe vortex, counter-rotating vortex pair 
(CVP), loop vortex, and the leeward vortices (streamwise vortices and upright vortices). 
The horseshoe vortex forms in the stagnation region, where the jet obstructs the flow of 
crossflow boundary layer and deflects the streamlines above or around the exiting jet. 
This vertex is structurally similar to the one observed around an obstacle mounted on a 







The expanded view in the lower panel is from the windward side of the jet and clearly 
shows the horseshoe vortex (indicated by the red lines) upstream of the jet exit.
Figure 6.5 Isosurfaces of instantaneous Q-criteria.
First panel showing top view of the vortical structure, its expanded view in the second






Figure 6.6 Evolution of counter-rotating vortex pair (CVP). 
Top panel- pathlines colored by instantaneous static pressure exiting from the jet to the 
crossflow on the left and y- and z- direction velocity vector at x/d = 1 on transverse plane 
for R =1 case on the right (rotated 90 degree clockwise), bottom panel- isosurfaces of 
time-averaged Q-criteria for R = 2 case. 
The jet and the crossflow interaction being highly unsteady in nature, it can be 
⁄better viewed in the instantaneous isosurfaces of Q-criteria =1 4 Ω  . Figure 6.5 





clearly shows the evolution of ring like vortical structures and their convection in the 
streamwise direction. The appearance of ring vortices similar to those seen in case of free 
jet and their subsequent conversion into the loop vortices is a subject of debate [64,78]. 
Nonetheless, there is a general agreement that these vortical structures elongate due to 
difference in translation rates and align with the CVP in the downstream. The vortices in 
the proximity of the jet exit appear structurally similar to the ring vortices which are 
marked by the red lines in the second panel. The loop vortices, marked by the blue line in 
the first panel, are more apparent in the top and the isometric view. It is very difficult to 
locate the counter-rotating vortex pair and the upright wall vortices in the leeward region
of the jet due to the presence of highly unsteady structures surrounding the region. The 
streamwise vortices indicated by the black lines on the third panel can be easily located 
on the top view and the isometric view of the isosurface. Figure 6.6 shows the time-
averaged flow-field for the pressure colored pathlines and the Q-criteria for R=2 case.
The evolving counter-rotating vortex pair (CVP) is clearly visible in both top panels. The 
lower panel in figure 6.6 shows the counter-rotating vortex pair. The streamwise wall 
vortices can be noticed in the lower panel right next to the CVP. The upright vortices are 
highly unsteady and tend to disappear in time-averaged flow-field. Due to the presence of 
a wide range of vortical structures, it is very difficult to isolate the upright vortices in the 
flow. Figure 6.7 shows the isosurface of vorticity magnitude along with the contours of y- 
and z-direction velocity vector magnitudes at x/d = 0, 0.5, 1, 2, 4, and 6 locations on the 










All the velocity profiles presented in this section have been normalized using free-
stream velocity. Figure 6.8 shows the velocity profile for R = 1.0 case at the symmetry 
plane at x/d = 0, right at the center of the jet exit. All the velocity profiles predicted by
the DHRL model are almost identical. The velocity profiles predicted by SST k-ω and the 
DES model have prominent kinks at half the jet diameter above the test wall.
Figure 6.7 Isosurface of vorticity magnitude and contours of spanwise velocity 
vectors. 
Transverse velocity vector contours on transverse planes located at x/d = 0, 0.5, 1,2,4,6; 









Figure 6.8 Mean x-velocity profile on the center-plane at x/d = 0 for R = 1 case. 
Figure 6.9 shows the mean x-velocity profile at x/d = -0.5 location in the vicinity 
of the stagnation region for R = 0.5 case. The mean-x velocity profiles predicted by both 
SST k-ω and the DHRL model are identical. The boundary layer appears significantly 
thicker than before at location x/d = -0.50. 







Figure 6.10 shows the mean-x velocity profiles for R=1 case at four streamwise 
locations, x/d = 0.25, 2, 4, 6. The results predicted by all the models appear close to the 
experiment at station x/d = 0.25. At station x/d = 2, computational results significantly 
deviated from the experiment in near wall region. It is somehow intriguing that the 
experiment did not report any flow-reversal in the mean x-velocity profiles for all 
velocity ratio cases in the jet-exit downstream stations. It has to be noted that the 
possibility of flow reversal has been reported by the author in the near wall region [53]. 
The pronounced flow reversal observed at x/d = 2 is potentially due to RANS 
contribution; which, in many cases, tends to overpredict sizes of separation bubbles 
[1,28]. At station x/d = 4, the DHRL model prediction are in better agreement with the 
experiment than the DDES and the SST k-ω model. 






Despite the under-developed crossflow boundary layer for the Domain 2, the 
results for mean-x velocity appear in good agreement with the experiment. Similarly, 
figure 6.11 shows the mean y- and the z- direction velocity at x/d = 0, 2 stations for R=1 
case. The difference in results at station x/d = 2 is more apparent. In comparison to the 
other models, the DHRL model’s predictions appear closer to experiment. 
Results up until the jet exit are in good agreement with the experiment. Most 
notable difference in results between computation and experiment can be seen at x/d = 2 
measurement station. In comparison to the other models, the DHRL model’s predictions 
appear closer to experiment. 
Figure 6.11 Y-and Z-direction velocity profiles for the velocity ratio R = 1, symbols 
same as in figure 6.8. 
Y-component of mean velocity plot on symmetry plane in the upper panel, and z-







Figure 6.12 Turbulent kinetic energy profiles at the centerplane depicting RANS and 
LES contributions for R = 1 case. 
Figure 6.12 shows the DHRL contours of RANS contribution of turbulent kinetic 
energy and the resolved turbulent kinetic energy from LES for R = 1 case. The turbulent 
kinetic energy production from the RANS contribution appears significant despite the 
grid refinement. The grid near the jet exit needs more refinement in order to get full LES 
solution in the jet crossflow interaction region. Figure 6.13 shows the mean x-velocity 
profiles for R = 0.5 case. Similar x-velocity pattern can be observed in this case too. The 
computational results indicate significant flow reversal at x/d = 1 and 2 stations. The near 
wall solution field being mostly RANS, Both hybrid model and the SST model results 
appear similar for R = 0.5 case. The mean y- and z- direction velocities bear qualitative 






Figure 6.13 Mean x, y, z, velocity component plots for R = 0.5 case. 
Legend same as in figure 6.8. 
Figure 6.14 shows the velocity profiles for R = 2 case. The velocity profiles 
predicted by DHRL models are better than RANS and qualitatively similar to the 
experiment. The DHRL results for R = 2 case agree better than the R = 0.5 and 1 cases. 
The improvement in DHRL prediction is associated with the jet and crossflow interaction 
that is taking place away from the wall. Almost all the interaction region lies in the LES 






mean x- velocity component is limited to the station x/d = 1. Results for this station were 
not reported in the experiment. 
Figure 6.14 Mean velocity profiles for R = 2 case. 
Legend same as in figure 6.8. 
Figure 6.15 shows the turbulent kinetic energy profiles at specified locations for 
cases R = 0.5, 1 and 2. For R = 1 case, the SST profiles show very slow change in 
turbulent kinetic energy profile unlike in experiment. Although the DHRL model predicts 
higher TKE levels in the beginning, it gradually comes closer to the experiment in the 
downstream locations. The TKE profiles for Domain 1 predicted by DHRL model are 






Figure 6.15 Turbulent kinetic energy profiles at select stations for all cases. 
Legend same as in figure 6.8. 
In the case of Domain 2, TKE predicted by the DHRL model is significantly 
higher than in experiment. Although the velocity profiles for this domain were least 
affected by the inlet boundary condition, the TKE profiles appear to have significantly 
deviated from the experiment. For R = 0.5 case, the TKE level upstream of the jet exit 
predicted by the SST k-ω model is very low compared to the experiment, but in the 
downstream locations, the results have improved gradually. The DHRL model appears to 
have captured the TKE profile trend for R = 0.5 and 2 cases. At x/d = -0.5 station for R = 
0.5 case. DHRL results appear close to the experiment. Due to the absence of measured 
data near wall, it is not very clear whether the turbulent kinetic energy level in the 





downstream at x/d = 4 for R = 2 case, the DHRL prediction is qualitatively similar to the 
experiment. The over prediction of TKE could be due to the incorrect boundary condition 
applied to the jet inlet boundary. 
Conclusion 
Numerical simulation of a normal jet in crossflow has been performed with the 
recently developed DHRL model. A Delayed-DES and a RANS SST k-ω model have 
been used for comparison purposes. The results obtained from the DHRL model in 
general are in good agreement with the experiment compared to the SST k-ω and the 
DDES model. Both hybrid modeling approaches were able to capture the important 
vortical structures.
Compared to low velocity ratio cases, DHRL model results significantly
improved for high jet to crossflow velocity ratio R = 2 case. The improvement observed 
in DHRL prediction is primarily due to the increased jet-lift into the crossflow. This 
resulted in reduced jet and crossflow interaction in the near wall region. Parts of the 
solution domain, where the LES was expected to take over the RANS for accurate 
prediction, indicated significant presence of RANS region. A further grid refinement in 
the jet-crossflow interaction region could improve these results. The discrepancies 
between the experiment and the simulation were more pronounced for lower velocity 
ratios, i.e. R = 0.5 and 1 cases. The near wall resolution provided by the current grid may 
have failed to provide the necessary flow resolution needed for the Large-eddy 
simulation. Despite the refined grid used for Domain-2, poor turbulent kinetic energy 
predictions at some measurement stations can be attributed to the incorrect boundary 




approaching the jet exit of Domain-2 did not exhibit correct skin friction coefficient and 
boundary layer thickness. Due to the error associated with the measurement of turbulent 
quantities near the wall in experiment, the overprediction of turbulent kinetic energy by 
DHRL model could actually be accurate for grid topology 3. Despite some discrepancies, 
the DHRL model prediction was closer to the experimental results. With a reasonable 
grid, it has been established that the model form has the potential to produce significant 






INVESTIGATION OF FILM COOLING EFFECTIVENESS USING DYNAMIC 
HYBRID RANS-LES MODEL
Abstract 
Film cooling in gas turbines is dominated by the interaction of the exiting jet and 
the crossflow. The dynamics of that interaction is highly complex and often includes 
strong vortex development, high turbulence levels, large-scale coherent turbulence 
structures and low frequency unsteady behavior. Simulating film-cooling processes 
accurately and efficiently using computational fluid dynamics (CFD) therefore remains a 
challenge for heat transfer designers. Commonly used Reynolds-averaged Navier Stokes 
(RANS) approaches have been shown to yield qualitatively correct results, but often 
suffer from a lack of accuracy, especially at high blowing rates or in complex film-hole 
configurations. This is not surprising since the turbulence dynamics of the jet-crossflow 
interaction is non-universal and the turbulence structure is highly anisotropic. Recent 
efforts to simulate film cooling using large-eddy simulations (LES) have shown promise, 
however these methods are computationally expensive, requiring near-wall grid 
resolution levels much greater than those typically used in RANS. A potential 
compromise solution is the hybrid RANS-LES approach, the most common example of 
which is Detached Eddy Simulation (DES). Hybrid methods, however, are known to 






dimensional boundary layers, for example, remains problematic. Methods to address the 
weaknesses in hybrid models have to date primarily been based on ad hoc adjustments. 
This paper presents CFD simulations using RANS and hybrid models including a 
recently developed dynamic hybrid RANS-LES (DHRL) model, which has been shown 
to effectively address some of the deficiencies of hybrid models and to yield accurate 
results in canonical flows at a fraction of the cost of LES. The test case considered is a 
film cooling from a row of streamwise oriented cylindrical film holes on a flat plate with 
blowing ratios ranging from 0.25 to 1.5. Results from the DHRL model are compared to 
the experimental data, as well as to comparable RANS simulations using the SST k-ω
model, and to DES. Results from hybrid models demonstrate significant improvement
over the RANS predictions for high blowing ratio. However, for the low blowing ratio, 
improvement in film cooling effectiveness is not as profound. The limitations of hybrid 
model for low blowing ratio case can be attributed to the mixing of jet and crossflow that 
is taking place inside the boundary layer of the film cooling wall. 
Introduction
Modern gas turbines are designed to operate at elevated temperatures to meet the 
increasing performance and efficiency demand of modern aircrafts and power systems. 
The limitations imposed by the turbine materials on the operating temperature of gas 
turbine can be overcome by designing an efficient cooling strategy. Turbine blades are 
thermally protected by employing film cooling technique, in which, coolant jets are 
injected through a row of holes into the hot crossflow stream. The injected coolant jet 
forms a film between the airfoil surface and the free-stream hot gas and contributes to 




wall. A number of factors influence the film cooling performance including free-stream 
turbulence intensity, mainstream gas to coolant density ratio, blowing ratio, momentum 
flux ratio, jet-hole geometry and compound angle, airfoil curvature and roughness etc. 
Although the film cooling technique makes it possible for modern gas turbines to operate 
at higher temperatures, the coolant jet injection causes increased aerodynamic losses and 
reduction in energy density of the crossflow. One of the major limitations to the 
development of efficient film cooling is the lack of complete understanding of flow 
physics that affects the heat transfer in the turbine passages [79]. 
The literature available for film cooling investigation by both experiment and 
computation is very rich. Numerical investigations reported in the past have primarily 
used eddy-viscosity models. Most of these RANS based results documented have one 
thing in common, qualitative accuracy. In some instances, RANS based models provide 
little to no help in the subtle variations introduced during design cycle, which may play 
cost-effective role in film cooling design. RANS models fail to capture the details of film
cooling flow structures primarily due to the dynamic nature of the vortex interaction in 
regions, where crossflow and coolant jet interaction takes place. Several turbulence scale 
and structure information is lost due to the time averaging associated with RANS models. 
As a result, RANS models underpredict lateral mixing and overpredict the jet-lift into the 
crossflow. In order to accurately predict the film cooling dynamics, it is necessary to 
implement models capable of resolving temporal and spatial scales of motion. Progress in 
computational power in last decade has allowed researchers to investigate film cooling 
dynamics using Large Eddy Simulation, LES. Some of the LES works documented in the 




[81], Ziefle and Kleiser, 2008 [82]. Despite recent progresses in computational power, the 
grid resolution required by the LES to simulate wall bounded flows limits its applicability 
in high Reynolds number cases. The hybrid RANS-LES framework offers an attractive 
alternative to LES. It utilizes unsteady-RANS in the boundary layer, which drastically 
reduces grid requirements in the near wall region, and transitions to LES in regions where 
grid can resolve turbulent scales of motion. There are very few studies reported so far that 
utilize hybrid RANS-LES methodology to investigate film cooling flows. Kapadia et al. 
2004 [83] utilized Spalart-Alamaras [76] eddy-viscosity based Detached-Eddy 
Simulation, DES to investigate film cooling effectiveness in a geometry based on the 
experiment of Sinha et al. 1990 [84]. Although their results show improved results in the 
mixing region, in the downstream locations the centerline effectiveness is over predicted 
and the span-averaged effectiveness is underpredicted. 
Current study focuses on the film cooling prediction using hybrid RANS-LES 
frameworks. A set of RANS study has also been carried out to establish a baseline for 
hybrid models. In addition to Menter's shear-stress transport (SST) k-ω RANS model 
[73], two different hybrid model formulations have been used for the blowing ratio of 1 
and 0.5. A commercially available Delayed-DES, and recently developed dynamic hybrid 
RANS-LES modeling framework [46] have been investigated. The results obtained from 
the numerical simulation are compared with the experiment by Coulthard et al. [85]. The 
following sections discuss the numerical setup and the results obtained from the 




The computational domain considered for numerical investigation is based on the 
experimental study of Coulthard et al. [85]. The computational domain consists of the 
entire cross-flow inlet section, the coolant plenum, and the mixing region according to 
the experiment. Periodic boundary condition was used to mimic the rows of coolant jets 
into the main stream. It significantly reduced the mesh requirement for the computation. 
Menter's two equation shear-stress transport SST k-ω [73] model was used to establish a 
baseline solution for RANS model. It was further simulated using two separate hybrid 
RANS-LES models. The Delayed-DES model [75] employs Spalart-Alamaras eddy-
viscosity model [76] in the RANS region and gradually transitions to LES in mixing 
region, where Spalart-Allmaras model acts as the subgrid-scale model. The DHRL model 
implemented in this study uses Menter's SST k-ω model in the RANS region and 
dynamically switches to MILES in the mixing region based on the production of 
turbulent kinetic energy. A brief description of these models is presented in the following 
section. 
Delayed-DES Model 
The Detached-eddy simulation model utilizes the SA model in the boundary layer 
and switches to LES based on the length scale that depends on distance to the nearest 
wall and the grid size. The distance to the nearest wall plays a vital role in predicting 
production and dissipation of turbulent viscosity for the SA model. This distance is 
redefined such that the model retains RANS behavior in the boundary layer and switches 
to LES far from the wall. The model being grid metric dependent, the length scale 







address this and other pertinent issues, the DES model has undergone several 
modifications and improvements over the last decade. A recent version proposed by 
Spalart et al. [75] preserves the RANS mode throughout the boundary layer, which is 
known as the Delayed-DES. The Delayed-DES length scale is defined as: 
  max	 0,   ∆  (7.1) 
Here  is computed using: 
 1   tanh 8 , (7.2) 
where d is the distance to the nearest wall, Cdes  is a constant and takes a value of 0.65, Δ
is the largest grid spacing in x, y, or z direction of the computational cell, fd is a damping 
function and rd is a dimensionless parameter from SA model. The modified length scale 
is meant to delay the activation of LES mode in the boundary layer. It is possible to 
implement other RANS models into the DES formulation. Current work employed the 
default SA model for the study of film-cooling effectiveness. 
DHRL Model 
The DHRL model seamlessly transitions from RANS to LES and vice-versa 
where appropriate. Some of the weaknesses of hybrid RANS-LES models, typically 
associated with the grid structure and distribution, as discussed by Spalart [45], appear to 
have minimal influence in the performance of DHRL model. The model form, depending 
on solution dynamics, switches to LES mode in regions where production of turbulent 
kinetic energy due to resolved scales of motion exceeds that of RANS. A solution 
dependent dynamic parameter weighs the RANS and LES contribution in the turbulence 









equation. As a result, in regions of low LES activity, or for coarser grids that could not 
resolve large energy containing eddies, the turbulent stress is solely computed by the 
RANS model. The turbulent stress tensor that contributes to the momentum equation can 
be written as: 
 
 1   (7.3) 
where α is the dynamic weighing parameter that becomes 1 in fully LES region and 
reduces to zero in regions where resolved velocity fluctuations are insignificant. Solution 
parameter α can be expressed as: 
 
1 max 1    " "       , 0.0  (7.4)  
  	    	   
where  is the turbulent stress tensor and  is the time averaged strain-rate tensor. First 
term in the parenthesis on the right side of the equation is the turbulent production due to 
resolved scales of motion, first term in the denominator enclosed in the parenthesis is the 
RANS contribution to the production of turbulent kinetic energy, and the second term in 
the denominator is the turbulent kinetic energy production contribution from mean 
subgrid-stress tensor. The model form allows any combination of subgrid-scale (SGS) 
model and RANS model. The DHRL model used for the study of film-cooling 







Film Cooling Experiment 
The experiment was conducted in an open-loop subsonic wind tunnel with a test 
plate attached to the exit of a nozzle, and a plenum to supply coolant to a row of film-
cooling jets. Figure 7.1 shows the schematic diagram of the experimental setup. The air 
leaving the nozzle was kept at uniform temperature of 20  and velocity of 8 m/s. The 
film-cooling jets were placed 13.3D downstream from the nozzle exit. The coolant supply 
plenum had an internal dimension of 0.38m0.18m0.36m, which supplied cooled air at 
27  to the test section through a row of five film-cooling round holes at 35° inclined to 
test plate and oriented parallel to the streamwise direction. The coolant injection holes 
had a diameter 'D' of 19.05mm and were spaced 3D apart center to center with a length to 
diameter ratio L/D = 4. Having a temperature difference of 7  between the coolant and 
the mainstream flow, the blowing ratio and the velocity ratio remained almost identical in 
the experiment. Fast response solenoid valves were used to pulse the film cooling jet at 
several blowing ratios. Current work does not include the effect of pulsing in the film-
cooling. 








The computational domain for present simulation is based on the experimental 
study of Coulthard et al. [85]. The crossflow test plate is 31.3D long and has spanwise 
periodic planes placed 3D apart. The entire domain consisted of 107 blocks and was 
meshed with hexahedral structured cells. Figure 7.2 shows the grid used in computation.  
Figure 7.2 Computational domain and mesh used for the film cooling case. 
From top; a- schematic of the computational geometry, b- baseline grid topology at the 
jet exit symmetry plane, c- adapted grid G2 on the symmetry plane, d- top view of the 
baseline grid topology on the jet exit plane, e- grid topology G3 on the jet exit plane, f-







The baseline grid specifically designed for RANS computation contained 1.62 
million cells. The first cell wall distance was carefully chosen to maintain wall y+ values 
below 1 for all grid topologies. The baseline grid was further adapted in the solver based 
on a non-dimensional parameter Ωy/U∞, which represents the regions of high vorticity 
away from the wall. The total number of cells after adaption was approximately 3.81 
million. When using grid adaption option in the solver, FLUENT divides each hexahedral 
cell to eight equi-size volumes. A refined grid was built by adding more computational 
elements in the jet pipe, the jet exit region, and the jet-crossflow interaction area. The 
refined grid contained 4 million computational volumes. Another more refined version of
the grid was built after evaluating the results from the refined grid. More computational 
elements were added to the jet pipe and the exit area. Further refinement to the previous 
grid resulted in 6.58 million computational volumes. For convenience, the baseline grid 
has been designated as G1, the adapted version of the baseline grid as G2, the refined grid 
as G3, and the final grid as G4. Table 7.1 provides the summary of grid statistics. 
Table 7.1 Grid statistics 
Grid 
Topology 
Plenum Jet hole Crossflow Adapted Total 
G1/G2 574,000 282,000 763,300 ~3.81million 1.62Million
G3 1155000 1134000 1769480 - 4.05 Million 
G4 985840 2160560 3434920 - 6.58 Million 
Numerical Setup 
A pressure based finite volume double-precision 3-D commercial flow solver 




being very small, the pressure based solver is the suitable choice here. Velocity 
magnitude and turbulence quantities were specified at the plenum and crossflow inlet 
boundaries to match with the conditions in experiment. The skin-friction measured at 
0.8D upstream location was matched with the experiment. Atmospheric pressure was 
specified at the outlet boundary. Adiabatic and no slip boundary conditions were 
specified for all walls. The jet to crossflow density ratio of 1.0 in simulations is slightly 
higher than 0.98 maintained in the experiment. Convective terms in the momentum
equation were discretized with the second order upwind scheme for RANS cases, and 
bounded central difference scheme was used for both hybrid models. Pressure and 
velocity were coupled with the SIMPLE algorithm. Second order scheme was used to 
discretize the pressure. All the convective terms in the turbulence transport equations 
were discretized using a second-order upwind scheme. All RANS cases were solved in 
steady-state solver, where as a second-order implicit scheme was used for the temporal 
discretization of hybrid models. All spatial gradients at the cell face were computed using 
Gauss’ cell-based method. RANS cases were run until all the residuals ceased to report 
significant variation. For the hybrid models, a physical time-step size of 1.0x10-4 sec was 
used for all simulations. A smaller time step of 1.0x10-5 sec was tested on grid topology 
G4 with DHRL model and the differences found in results were of very little importance 
compared to the computational cost added to the simulation. Since LES activates in 
regions away from the wall, the hybrid models can maintain reasonable accuracy even 
with coarser grid and large time-step sizes. All the hybrid simulations were run in excess 
of 400 temporal units for time averaging after the solution attained quasi-steady state in a 






   
distance equal to jet diameter. Except for the narrow band of spaghetti like computational 
volumes in the jet exit region due to the boundary layer of the jet tube, the CFL number
in the mixing region was less than 2 for the grid topologies G3 and G4. 
Results from Numerical Simulation 
Numerical simulation results from SST k-ω RANS model and hybrid models are 
presented below. All the RANS cases were run in the baseline grid, while the hybrid 
models were run in both baseline and refined grids. Hybrid model results presented here 
are from the grid topology G4 unless stated otherwise. Care should be taken while 
making a comparison of results, since the contour maps generated for the simulation 
results do not match with the contour maps presented in Ref 85. Figure 7.3 shows 
contours of dynamic weighing parameter, α in the jet exit symmetry plane and a 
transverse plane for grid topologies G3 and G4. 
Figure 7.3 Instantaneous α contour on the jet exit symmetry plane obtained from
DHRL model. 
Contours of α on the jet exit symmetry plane and transverse plane for blowing ratio Br = 





The blue color in the contour indicates the RANS solution region, while the red 
color marks the LES region with α value equal to 1. The LES solution region is limited to 
the jet-crossflow interaction zone, which is relatively small compared to the RANS 
region. As seen in transverse planes, the near-wall LES zone is limited to the centerline 
of the mixing region. Even the most refined grid G4 did not have enough computational 
volumes to resolve the entire mixing region, especially near the film cooling wall. The 
vortical structures that evolve due to the interaction between the oblique jet and the 
crossflow are well captured in the instantaneous isosurface of Q-criteria, which is defined 
as; 
Ω  (7.5) 
where Ω is the rotation-rate magnitude and S is the strain-rate magnitude. Figure 4 shows 
the Q-criteria isosurface predicted by the DHRL model. The counter rotating vortex pair 
is embedded in the evolving vortical structures and is difficult to identify in the figure. A 
number of ring-like vortical structures enveloping the issuing jet in the vicinity of exit 








Figure 7.4 Isosurface of Q-criteria = 50 predicted by the DHRL model for the blowing 
ratio of 1.0. 
Instantaneous Velocity and Temperature Profiles
RANS models typically are not capable of resolving all the unsteady scales of 
motion. Considering their limitations, the RANS results presented here are from the 
steady-state solver. Figure 7.5 shows contours of time-averaged velocity magnitude and 
instantaneous velocity magnitude predicted by RANS model and the hybrid models 
respectively in the symmetry plane for blowing ratios of 0.5 and 1. Results presented for 
the hybrid models are from the grid topology G4. Both DDES and the DHRL hybrid 
models predicted enhanced mixing in the vicinity of jet and the mixing region. Jet 
penetration into the crossflow is significant for blowing ratio of 1.0, while for the 
blowing ratio of 0.5, the jet mostly remains close to the crossflow boundary layer. The 








fact that the effect of the jet-crossflow interaction can be detected in the plenum
highlights the necessity of including the cooling fluid supply plenum geometry in the film
cooling simulation. 
Figure 7.5 Instantaneous velocity contours predicted by RANS, DES and DHRL 
models for blowing ratios 1 and 0.5. 
Figure 7.6 shows temperature profiles for the RANS and the hybrid models on the 
jet exit symmetry plane for blowing ratios 0.5 and 1. Conclusions made based on the 
velocity profiles can be supported by the temperature contours. It is to be noted that the 
RANS results are from steady state solution and do not represent the unsteady flow field 
in the mixing region. The jet penetrated deep into the crossflow for blowing ratio of 1 
that reduced the cooling effect compared to the blowing ratio of 0.5. The RANS models 
predicted higher cooling effect in the symmetry plane for blowing ratio of 0.5 compared 







Figure 7.6 Instantaneous temperature profiles predicted by SST k-ω, DES, and DHRL 
model. 
One notable weakness of the RANS models is the underprediction of mixing in 
the wake region. Although the jet and crossflow interaction region in film cooling case is 
not a wake in a true sense, it is being used extensively throughout the literature. Figure 
7.7 shows the comparison of RANS predictions of normalized temperature profiles with 
the experiment at three downstream locations for blowing ratios 0.25, 0.5, 1.0, and 1.5. 
For all blowing ratios as depicted in figure 7.7 at streamwise location 3.5D, the 
non-dimensional temperature profiles show deeper crossflow penetration by RANS 
model. At the same time, compared to experiment, the lateral spreading of the film
cooling fluid is underestimated. Further downstream for blowing ratios 0.25 and 0.5, the 
temperature profiles predicted by the RANS model appear slightly higher than 
experiment. The cooling effectiveness predicted by RANS model for low blowing ratios 






Figure 7.7 Normalized time averaged temperature profiles on transverse planes in the 
mixing region. 
Experimental results (above), and RANS results (below) at three streamwise locations







For higher blowing ratios however, RANS model predicted higher jet-lift, which 
led to minimum jet and near-wall crossflow interaction resulting reduced cooling effect 
near the wall. It contributed to minimizing the effectiveness on the symmetry plane.
Figure 7.8 Normalized time-averaged temperature profiles by hybrid models at three 
streamwise locations for blowing ratios 1 and 0.5. 
Figure 7.8 shows time-averaged normalized temperature profiles predicted by 
hybrid models at three transverse planes downstream of the jet exit for blowing ratios 1 
and 0.5. For both blowing ratios, DES model indicates relatively high crossflow 
penetration and low lateral mixing compared to the DHRL model. However, both hybrid 
models show enhanced mixing in the jet-crossflow interaction region in comparison to 







Film Cooling Effectiveness Profiles 
The film cooling effectiveness is defined as: 
  (7.6)
where  is the adiabatic wall temperature,  is the temperature of the cooling fluid 
issuing from the jet, and  is temperature of the free-stream fluid. Figure 7.9 shows the 
film-cooling effectiveness predicted by RANS model at all blowing ratios. RANS model 
underpredicted the lateral spreading of the cooling fluid in all cases. For blowing ratios 
0.25 and 0.5, the model predicted very high cooling effectiveness in the entire mixing 
region, while underestimating lateral mixing of the cooling fluid. For higher blowing 
ratios, however, the model underpredicted both film cooling effectiveness and mixing in 
the film cooling region. 
Figure 7.9 Film cooling effectiveness predicted by SST k-ω model on the test wall. 
Figure 7.10 shows the effectiveness contours on the test wall predicted by DES 








model. For blowing ratio 0.5, both models predict higher cooling effectiveness compared 
to the experiment. Both models show significant improvement in prediction for blowing 
ratio of 1. 
Figure 7.10 Film-cooling effectiveness predicted by the hybrid models DES and DHRL 
for blowing ratios 0.5 and 1. 
The cooling effectiveness predictions are better viewed in the centerline 
effectiveness plots as shown in figure 7.11. At lower blowing ratios 0.25 and 0.5, the 
RANS model overpredicted the centerline effectiveness. Two grid topology results have 
been presented for blowing ratio 1. Both grid topologies G1 and G3 produced very 
similar film cooling effectiveness results for RANS model. Due to high jet lift in the
crossflow, the centerline effectiveness is underpredicted in the vicinity of the jet exit. 
However at downstream location, RANS overpredicted the effectiveness. The jet lift 
increased more for blowing ratio of 1.5 that resulted in underprediction of film cooling 
effectiveness in the entire mixing region. 
The hybrid model results for blowing ratio 1 are shown in figure 7.12. The DHRL 






RANS predictions. The reason for this was the coarse baseline grid, which failed to 
provide the grid resolution demanded by the LES part of the model. The switch to LES 
occurred in a very limited region near the jet exit above the test wall. Compared to DHRL 
model, DES results from the baseline grid fared well with the experiment. After the grid 
adaption (G2), the DHRL model prediction improved significantly. In the vicinity of the 
jet exit, the DHRL model showed improvement over the DES model results. Both models 
overpredicted centerline effectiveness in the downstream locations.
Figure 7.11 Centerline effectiveness predicted by RANS model for blowing ratios 0.25-
1.5. 




As shown in figure 7.11, the centerline effectiveness predicted by RANS model 
for low blowing ratios is very high compared to the experiment. In the vicinity of jet exit, 
the centerline effectiveness predicted by RANS model for blowing ratios 0.5 and above is 
less than the experiment. This indicates overprediction of jet penetration into the 
crossflow. At low blowing ratios, due to the higher values of centerline effectiveness 
predicted by RANS model, even with underpredicted lateral mixing, the spanwise 
averaged film cooling effectiveness became somewhat comparable to the experiment. At 
higher blowing ratios, RANS overpredicted jet penetration into the crossflow, which 
significantly reduces the effectiveness in the vicinity of jet exit. Although quantitatively 
different, the qualitative aspect of RANS film-cooling effectiveness prediction is 
consistent with previous findings. Similar to the experimental results, RANS predicted 
highest effectiveness at the blowing ratio of 0.5. Figure 7.12 shows the film-cooling 
effectiveness at the centerline predicted by hybrid models. With grid topology G3, both 
model showed almost identical results in the downstream locations. In the vicinity of jet 
exit, both model underpredicted the peak of the centerline effectiveness. The DES model 
overpredicted the dip in the centerline effectiveness immediately after the jet exit. DES 
prediction drastically changed with the grid topology G4 in the jet exit region. The dip in 
the centerline effectiveness is almost identical to the RANS prediction. However, the 
model prediction in downstream locations including the peak of centerline effectiveness 
is well predicted. Both DHRL and DES model results resembled in the downstream of 
the x/d = 6 station. In the proximity of jet exit, the DHRL model predictions remained 






 Figure 7.12 Film cooling effectiveness along the centerline using hybrid models. 






The second plot in figure 7.12 compares the results predicted by the DHRL model 
with grid topologies G2-G4 along with the DHRL with Smagorinsky subgrid-scale tensor 
model. The inclusion of subgrid-scale tensor model in the DHRL formulation does not 
appear to have noticeable impact in the film cooling effectiveness. For blowing ratio 0.5, 
the centerline effectiveness predicted by both hybrid models show some improvement
over the RANS results, however, differ significantly from the experiment. As shown in 
figure 7.13, the DHRL model results are relatively closer to the experiment. 





Figure 7.14 shows the spanwise averaged film cooling effectiveness. When
evaluating a model performance, the centerline effectiveness or the spanwise average of 
the film cooling effectiveness alone could be misleading. These profiles should be 
examined in conjunction with the spanwise effectiveness. All models underpredicted 
spanwise average of film cooling effectiveness on the entire test wall for blowing ratio of 
1. The extent of film cooling effectiveness in the spanwise direction on the test wall can 
be seen in figure 7.15. The DHRL model predicts more lateral spreading than DES and 
RANS model. For blowing ratio 1 from stations x/d = 3 to 6, DES model predicts higher 
effectiveness than DHRL model. Improvement in RANS prediction after station x/d = 6 
is largely due to high centerline effectiveness, which is evident in figure 7.9 and 7.11. 
DHRL model performed well in the vicinity of jet exit and in the downstream of x/d = 6 
station. For blowing ratio 0.5, the overprediction of centerline effectiveness resulted in 
high spanwise average of film cooling effectiveness. DHRL model predictions appear 
close to the experiment in the jet exit region. But in the downstream locations, the 
spanwise average of film cooling effectiveness is high compared to DES and RANS 
results. It has to be noted that all models overpredicted the centerline effectiveness for 
blowing ratio 0.5. The improvement seen in the spanwise average of film cooling 
effectiveness by both RANS and DES model in downstream stations can be attributed to 
the averaging itself. Compared to the DHRL, both models underpredicted the lateral 





 Figure 7.14 Spanwise averaged film cooling effectiveness plotted along the centerline 







Figure 7.15 Spanwise averaged film-cooling effectiveness for blowing ratio 1. 
Legend same as in figure 12. 
Conclusions 
Film-cooling effectiveness has been investigated using two hybrid models and a 
RANS model. RANS model was found to over predict the jet penetration into the 
crossflow, which resulted in lowered film cooling effectiveness on the test wall. For 
higher blowing ratios, the film-cooling effectiveness in the centerline remained very low 
in the vicinity of jet exit and gradually increased downstream. Due to reduced lateral 
mixing, despite being physically incorrect, RANS predictions of spanwise averaged film-






locations. Although hybrid models depend on the RANS models for the near wall 
resolution, enhanced mixing due to LES appeared to have profound impact in predicting 
film-cooling effectiveness. Both hybrid models improved centerline film-cooling 
effectiveness in the vicinity of jet exit where RANS results deviated significantly. For 
refined grid topologies G3 and G4, DHRL model showed improvement in downstream
locations. Although the location of maximum film-cooling effectiveness improved, the 
magnitude remained underpredicted for both grid topologies. The DES model showed 
sensitivity to the grid topology. For grid G4, the model showed RANS like behavior in 
the vicinity of jet exit. However, it improved the centerline film-cooling effectiveness in 
the downstream locations. Inclusion of subgrid-scale Smagorinsky model in DHRL 
formulation did not have noticeable impact in the film-cooling effectiveness. The 
discrepancies between the hybrid model results and the experiment might have been due 
to the lack of boundary layer resolution necessary for the LES. The hybrid results 
deviated significantly from the experiment at low blowing ratios. This indicates the 
limitations of hybrid models on wall bounded flows, where RANS model alone could not 
provide proper boundary condition for LES activity. The mean turbulent stress 
contribution from RANS component of hybrid model may have delayed turbulent mixing 
in the vicinity of jet exit.
Overall, hybrid models are found to be able to capture the characteristic vortical 
structures and important temporal and spatial scales of motion for film cooling 
applications. In comparison to RANS results, hybrid models provided significant 
improvement in film cooling predictions. Most notable departures in hybrid model 
predictions from the experimental measurements were for low blowing ratio cases. The 
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computational grid built for this study was not capable of supporting LES in the boundary 
layer. As a consequence; the near wall resolution provided by the RANS model, or the 
LES part of the hybrid model was not adequate to capture the accurate fluid dynamics 
near the wall in the jet-crossflow interaction region. It is anticipated that a more refined 
grid, especially in the upper part of the plenum, the film cooling wall boundary layer, and 








The primary objective of current work was to improve the predictive capabilities 
of turbulence models for complex industrial flows, specifically the flows with significant 
curvature and rotation effects. Secondary objective was to assess a distinct class of 
turbulence models; both commercially available and newly developed ones, and validate 
their prediction capabilities against available experimental data in the context of complex 
industrial flows. Physics based framework to address the limitations of eddy-viscosity 
class of models in simulating curved and rotating flows has been developed. The model 
form can be easily integrated into any existing eddy-viscosity models with a little added 
computational cost. The curvature and rotation sensitized framework was implemented 
into an existing two equation eddy-viscosity model and validated against available 
experimental and numerical results from canonical flows. Predictions from the model 
form were compared with an existing curvature corrected variant of SST model. New 
model form performed better than the commercially available modeling option in most of 
the canonical test cases.
The modeling framework was applied to a complex industrial gas cyclone flow 
with strong curvature effects along with other commercially available models. Each of 
these models represents a distinct class of modeling frameworks such as: eddy-viscosity, 





sensitized version of the eddy-viscosity model significantly improved results compared to 
its standard eddy-viscosity model. Results predicted by the curvature and rotation 
sensitized model are almost in par with the Reynolds-stress transport and LES model. A 
hybrid RANS-LES modeling framework was developed by combining the curvature and 
rotation sensitive eddy-viscosity model with LES to account for the curvature effect in 
the RANS solution region. The model form shows potential for complex curved wall 
flows such as film cooling on a gas turbine blade, where the activation of curvature and 
rotation sensitized RANS model prior to mixing provides more cost effective alternative 
to full LES simulation. 
Performance of a recently proposed hybrid modeling framework, DHRL was also 
investigated on normal jet in crossflow, and film cooling case along with RANS and a
commercially available hybrid class of model, DDES. The test cases represent industrial 
flows of engineering interest with dominant vortical structures; streamline curvature 
effects, and a complex three-dimensional turbulent boundary layer. Results obtained by 
the hybrid models for higher blowing ratio matched well with the experimental 
measurements. Computational results showed the possibilities of hybrid modeling 
framework in predicting wall bounded flows. For lower blowing ratios, however, the 
departure in computational results was due to the inability of RANS model in providing 
accurate turbulent stress to the momentum equation, and the computational grid which 
was not fine enough to resolve the important scales of motion in the mixing region. 
Overall, the curvature and rotation sensitized eddy-viscosity framework 
developed as a part of this effort was able to improve the predictive capability of the 





used to simulate a complex industrial single phase gas cyclone flow, for which, 
differential Reynolds stress transport models have been established to be the appropriate 
modeling option. The results obtained with the curvature corrected eddy-viscosity model 
were significantly better than the standard SST model and qualitatively similar to the 
DRSM and LES results. Recently developed hybrid modeling framework was used to 
investigate complex industrial flows such as normal jet in crossflow and film cooling 
effectiveness. Results obtained from these simulations fared very well with the 
experimental measurements and validated the strengths of the hybrid model in complex 
wall bounded flows. The curvature corrected eddy-viscosity model form was integrated 
into the hybrid modeling framework and was applied to simulate the cyclone flow. The 
results obtained from the hybrid model, although slightly different from the experiment, 
indicated that the model form can be applied to complex industrial flows with significant 
curvature effects such as film cooling of gas turbine blades. The modeling framework 
developed in this effort can be easily added to any existing CFD toolkit library. 
It is anticipated that the future research work will improve some of the stability 
issues associated with the curvature and rotation sensitized modeling framework. Further 
research work is recommended to resolve the issues associated with the zonal hybrid 
model, and accuracy of hybrid modeling framework in film cooling cases with low 
blowing ratios. A hybrid RANS-LES framework with full differential Reynolds-stress 
transport model could provide better RANS contributions for complex three dimensional 
flows. Development of a hybrid transitional RANS-LES framework could address some
of the transition and separating shear layer issues as observed in low pressure turbines.
The integration of the curvature sensitized eddy-viscosity formulation into the transition 
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sensitive models is already under progress. In the future, current modeling framework is 
expected to develop into a hybrid curvature and rotation sensitized transition RANS-LES 
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