The distribution of burden layers is a vital factor that affects the production of a blast furnace. Radars are advanced instruments that can provide the detection results of the burden surface shape inside a blast furnace in real time. To better estimate the burden layer thicknesses through improving the prediction accuracy of the burden descent during charging periods, an innovative data-driven model for predicting the distribution of the burden surface descent speed is proposed. The data adopted were from the detection results of an operating blast furnace, collected using a mechanical swing radar system. Under a kinematic continuum modeling mechanism, the proposed model adopts a linear combination of Gaussian radial basis functions to approximate the equivalent field of burden descent speed along the burden surface radius. A proof of the existence and uniqueness of the prediction solution is given to guarantee that the predicted radial profile of the burden surface can always be calculated numerically. Compared with the plain data-driven descriptive model, the proposed model has the ability to better characterize the variability in the radial distribution of burden descent speed. In addition, the proposed model provides prediction results of higher accuracy for both the future surface shape and descent speed distribution.
Introduction
Burden layer distribution plays an important role in the internal state of a blast furnace (BF) because different layer distributions lead to different permeabilities, which in turn affect the temperature distribution and the height and shape of the cohesive zone [1, 2] . For the charging mechanism of a rotating chute in bell-less charging, the shape of the burden surface can be regarded as symmetric; therefore, the radial profile of the burden surface (BSRP) can be studied. Two main factors that affect the BSRP directly are burden charging and burden descending. Modeling of the charging process and burden stacking behavior has been addressed in our previous research [3] . As a continuation of the previously established model, a model of the descent speed distribution along the burden surface radius (BSRD) is proposed in this research.
Burden descent models can be divided into three main categories: geometric profile models [4, 5] , continuum models [6, 7] and discrete element method (DEM) models [8] . Geometric profile models have simple mathematical descriptions. This computational simplicity makes geometric profile models appropriate for online calculation scenarios. A recent review article [5] noted that the model that adopts a data-driven technique to approximate the nonuniform descent speed of the burden surface exhibits a better performance than that of other geometric profile models. However, the drawback of this type of model is also obvious: geometric profile models rely on empirical parameters that may be time-variant during BF production. The DEM models have the most complex form among these three types of models. In small-scale simulations, the DEM can provide highly-accurate results with abundant details. However, in BF burden simulations, the millions of simulated particles increase the computational complexity, making it impossible to perform real-time predictions. Compared to the above-mentioned two types of models, continuum models have moderate complexity and accuracy. With the development of computer hardware, optimized continuum models can eventually be adopted in real-time computation [9] .
The differences among continuum models are mainly found in their different corresponding governing equations. Such models fall into three main categories: potential flow models (PFMs) [9, 10] , kinematic models (KMs) [11, 12] and viscous flow models (VFMs) [13] . PFMs have simple governing equations. Their computational complexity is relatively low; only the effects of the geometrical boundaries on the descending dynamic can be reflected. VFMs characterize solid flow behaviors considering the effects of the gas phase and friction at the geometrical boundaries, hence providing highly accurate results of the burden descent behavior. However, the geometrical boundaries in the BF bottom are affected by the shape of the deadman zone, which needs to be given a priori [7] . In practice, this shape is challenging to detect. Compared with PFMs and VFMs, KMs are promising in terms of exhibiting high performance in modeling the movement of the solid burden in the bulk area of a BF (i.e., the throat and upper stack region of the BF) not only because they can reproduce experimental data quite accurately [14] but also because they are structured to include only one model parameter. This type of model may be less affected by the possible inaccuracy of this parameter and hence more robust.
Due to the harsh environment inside operating BFs, it is difficult for conventional sensors to detect the burden surface directly. Therefore, researchers have adopted scaled experiments [4, 6] , computational fluid dynamics (CFD) simulations [7] and DEM simulations [8] for analysis. Industrial radar systems can detect the burden surface shape of an operating BF in real time [15, 16] . Hence, the corresponding BSRD can be obtained. Although the inner state of the burden descent field beneath the burden surface cannot be detected by radar, deviations introduced by simulation methods can be largely reduced.
In our former work, a prediction model of burden charging was constructed [3] . In this research, a kinematic modeling-based prediction model of BSRD was proposed. This model can serve as a submodel for predicting the burden descent and be embedded in the former prediction model of burden surface shape to further improve the overall prediction accuracy. The data used in the parameter identification and model verification stages were from the detection results of a real operating BF detected using a mechanical swing radar (MSR) system and are not from the results of other simulations or experiments [3, 17] .
Measurement Results

Instrument Settings
To obtain the real-time BSRP, an MSR was installed on top of a BF [17] . There are two obvious advantages of this system adopted in BF gauging scenarios. First, the operation mode of this radar system is similar to that of laser scanning devices. Therefore, the system can detect the height of the burden surface along a radius at a high accuracy. Moreover, the measurement system uses a wavelength longer than that of a laser, enabling this system to detect features within the heavy dust environment inside the BF. Second, compared with the radar array system [15] installed on top of the furnace, the MSR scans and detects the surface height more densely along the radial direction of the burden and thus provides detection results with higher azimuthal resolution.
In the measurement process, the radar antenna is driven by a mechanical servo system to swing periodically along the radial direction of the burden surface, while the radar measures the burden height of the corresponding scanning positions. The time-variant BSRP can thus be obtained. The radar mounted on top of the BF is illustrated in Figure 1 . As shown in Figure 1 , the setting of an absolute coordinate C A and a relative coordinate C R are inherited from our former model [3] for consistency. Both C A and C R have vertical axes along the BF center from bottom to top and horizontal axes along the BF radius from center to wall. C A is set at a fixed height, where the vertical distance between C A and the MSR is denoted as H 1 . C R varies with the burden surface radius, where the lowest points of the BSRP remain on the horizontal axis.
The radar adopts the frequency-modulated continuous wave principle and operates at frequencies of 24-26 GHz. The range resolution is approximately 0.09 m. The mechanism of the radar servo system is demonstrated in Figure 2 .
Before being mounted on the BF top, the MSR was calibrated in a pilot plant and initialized on the top of the BF in open state [17] . The measured BF has a diameter of 8.5 m in the throat region. Ten to twelve detection positions were evenly distributed along the BF radius. In practical measurement, the MSR scanned the burden radius successively at a scan rate of 1/60 Hz. The BF database system were used to record both the burden charging settings and the measurement results of the MSR synchronously. A sample of the record was presented in Table 1 of [3] . In this research, the charging information in the record were used to label and screen out the noncharging periods. Measurement results of the MSR in the extracted noncharging periods were used. 
Detection Results
The detection results in Figure 3 represent the variation in the BSRDs within half an hour. The detection time of the sample in Figure 3a is set as a time reference. ∆t in each subfigure denotes the timespan between the detection time of a sample and the time reference. In addition, the results in Figure 3a Figure 3e , the distribution of the descent speed for r ∈ [2, 3] has a variation of 0.2 m/min. The primary cause of this phenomenon is that the radial distribution of the volumetric consumption in the bottom section of the BF is uneven. Additionally, the geometric shape of the furnace body (e.g., the inclination of the furnace wall) may have effects on the BSRD.
For the second feature, the similarities are manifested on two levels. For distributions within a pair (e.g., Figure 3a ,b), there is a strong similarity both in local shape and global trend. Therefore, the variation rate of the descent distribution is slower than the scanning rate of the radar detection. For BSRDs of neighboring pairs (e.g., Figure 3b ,c), the similarities were found in the global trend and at local intervals. More specifically, for r ∈ [1, 3] in Figure 3b ,c and r ∈ [0, 1.5] ∪ [3, 4.5] in Figure 3d ,e, the descent distributions are similar. However, for r ∈ [1. 5, 3] in Figure 3d ,e and r ∈ [0, 1] ∪ [3, 4.5] in Figure 3b ,c, the variations are obvious.
In addition, there are negative values in the BSRDs, as shown at r = 3.75 in Figure 3a and r = 0.2 in Figure 3e . This outcome implies that burden ascend in the corresponding locations. We think that the transient ascent of the burden in local radial positions is acceptable. First, the descent speed at r = 3.75 in Figure 3b and r = 0.2 in Figure 3f are both positive, which means burden ascents in Figure 3a ,e are transient. Further, comparing the distribution of the BSRD at r ∈ [0, 1] in Figure 3e ,f, with the variation of detected descent speed from negative to positive at r = 0.2 from Figure 3e to Figure 3f , the detected descent speed at r = 0.7 decreases from 0.14 m/min to 0.09 m/min. Since the movement of the burden particles is affected by the geometrical shape of the burden surface, the tumbling of burden particles from peaks to valleys on the burden surface is one possible cause of the transient negative values in the BSRDs. Additionally, although rotational symmetry of the burden distribution is assumed in a practical sense, local abnormalities (i.e., negative descent speed in local burden radius) in the results of the detected BSRDs may suggest that there is a rotational asymmetry in the local burden distribution to some extent.
Notably, the variation rate of the BSRD is slower than the MSR scan rate. If the mechanism of descent variation is modeled, a prediction model for BSRD can be further designed based on the burden descent mechanism and the radar-detection-driven technique. 
Model Description
Kinematic Modeling Mechanism
The movement of burden particles in the throat and upper stack region was considered, as shown in Figure 4 . Since the decrease in volume originates from the chemical reaction of the burden materials in the lower part of the stack region where the burden temperature reaches 1100 • C [1] , the height of C A is used as the separatrix, and it is assumed that there is no decrease in volume in the region h > 0. Then, the phenomenon of burden surface descent results from the driving of burden volumetric consumption in the h < 0 region and the transmitting of burden descent by solid burden particles in the h > 0 region. The physical assumptions are stated below: Assumption 1. The movement of burden particles in the h > 0 region of C A is solely driven by gravity.
Assumption 2.
A decrease in the burden volume occurs in the h < 0 region of C A , and there is no decrease in the volume in the h > 0 region.
Denote the velocity field of the burden in the h > 0 region of C A as V(r, h) = (v(r, h), u(r, h)). As demonstrated in Figure 4 , for an arbitrary burden particle I, based on Assumption 1, its movement depends on the movements of neighboring particles II and III below. Without loss of generality, assuming that the vertical component of the descent speed of particle III is greater than that of particle II, particle I will move towards particle III's location. This behavior can be described by a simplified linear relation as Equation (1) [12] :
where B is the kinematic constant. Under Assumption 2, since the burden in the h > 0 region undergoes no decrease in volume, the incompressible condition holds for solid burden particles, stated as Equation (2):
Substitute Equation (1) into Equation (2) to obtain the governing equation of the KM [18] for the burden descent behavior, stated as Equation (3):
Consider a case of solid flow in the two-dimensional rectangular region
where R is the burden radius. There is a consumption source formulated in the form of a unit-impulse function C(·) with diameter d (d R) on the lower boundary at (R/2, 0), as defined in Equation (4) .
Then, the descent dynamics of the burden particles can be described by a boundary value problem of a partial differential equation (PDE), as in Equation (5).
where Q is the volumetric flow rate. The results of Tuzun's work [19] show that the distribution of burden descent speed, i.e., the solution of Equation (5), can be described as Equation (6):
Denote by Φ(·) a Gaussian function, as follows:
Because Φ(r) is continuous and bounded, Equation (6) is identical to the solution of the Cauchy problem in Equation (8) when σ → 0 [20] .
It follows that the approximate solution of the boundary value PDE problem in Equation (5) can be obtained by solving the corresponding Cauchy problem in Equation (8) , and C(r) can be approximately replaced by Φ(r) on the precondition of d R. Additionally, for any fixed h, Equation (6) is also a Gaussian function.
Prediction Model
The burden surface descent results from the descent of the burden beneath the surface. However, calculating the real field of burden radial descent speed from the detection results of BSRD is an ill-posed inverse problem because different distributions of the field may correspond to the same BSRD. We introduce the notion of an equivalent radial burden descent speed field (EBDF). The EBDF is an approximated solution of the governing equation of the problem, in which the equivalence between the values on the upper boundary of the EBDF and the measurement output of the BSRD is guaranteed. In the proposed prediction model, EBDF is identified in an approximation approach based on the detection results of the BSRD. Then, a future BSRD can be calculated with the obtained EBDF and other input parameters, including the prediction time and initial state of the BSRP. The flow of the model is demonstrated in Figure 5 . Assumption 4. The effects of the inclination of the furnace wall on the burden descent in the stack region can be regarded as those of the equivalent consumption sources located at h = 0 of C A .
Assumption 5. The BSRD equals the descent speed distribution at h = 0 of C R .
In C A , let u s (r i , h i ) (i = 1, . . . , n) be the obtained discrete BSRD. h A is the vertical distance between two horizontal axes, C A and C R , and varies with the location of C R ; h A is calculated as h A = min{h i } (i = 1, . . . , n). Then, under Assumptions 4 and 5, u(r i , h A ) = u s (r i , h i ) holds. The solution domain of the radial burden descent speed can be expressed as Equation (9), referring to C A , as shown in Figure 6 .
Cohesive zone 
Approximation of Burden Vertical Descent Speed Field
The problem of calculating the EBDF can be formulated into solving a PDE problem stated as Equation (10) with discrete measurement output stated as Equation (11):
Furthermore, because the consumption source in the Cauchy problem in Equation (8) and the radial distribution of descent speed at a given height Equation (6) are both Gaussian functions, equivalent consumption sources Φ j (r) located at h = 0 of C A can be formulated in the form of a Gaussian function as Equation (12) . For each source, r j specifies its position along the burden radius from the BF center to the wall, σ j is the shape parameter of the Gaussian function and characterizes its own nature of consumption.
Corresponding to the first feature of the BSRD concluded from Figure 3 , the nonuniformity of the distribution can be characterized by arranging equivalent consumption sources at different radial positions. The synthesizing impact of multiple equivalent sources at h = 0 can be expressed in an integrated form, the linear combination of Gaussian functions along h = 0, to approximate the descent speed distribution at h = 0, as Equation (13):
where Q j is the parameter characterizing the strength of each consumption sources. Based on the setting of boundaries in the Cauchy problem in Equation (8), a boundary value PDE problem can be formulated as Equation (14):
The EBDF can be calculated in two steps:
1. Solve the boundary value problem defined by Equation (14). 2. Use the discrete measurement output of the BSRD in Equation (11) First, for the boundary value problem defined by Equation (14), its solution has the form as follows [20] :
where
Substitute Equation (13) into Equation (15) to determine the following:
Further, calculate the convolution on the right-hand side of Equation (17) by the Fourier transform:
Here, we obtain the parameterized boundary value solution, u(r, h), which is referred to as the above-mentioned EBDF.
With the discrete measurement output of the BSRD in Equation (11), the following optimization problem in Equation (19) can be formulated. Then, the unknown parameters {σ 1 , . . . , σ m ; r 1 , . . . , r m ; Q 1 , . . . , Q m ; B} can be identified by solving Equation (19) .
We named this prediction model the kinematic Gaussian model (KGM) based on the form of Equation (18), which is a linear combination of Gaussian functions. It should be noted that the setting of the geometrical shape of the solution domain has impacts on the identified values of the EBDF parameters. Due to the inclination of the furnace wall in the stack region, the width of the solution domain is less than the length of the BF radius at the height of h = 0 referring to C A . As shown in Figure 6 , the length difference is labeled as ∆R. As indicated in Equation (12), the positions of the equivalent consumption sources cannot be identified to the values in r ∈ [R, R + ∆R]. Therefore, the actual descent effects of the burden in r ∈ [R, R + ∆R] will be compensated by the effects of the equivalent consumption sources located in r ∈ [0, R]. Hence, the identified values of the EBDF parameters are biased. This is one notable limitation of the purposed model.
Prediction of BSRD
Denote by f the function of BSRP with radial position variable r and time variable t. Let f S0 and f S1 be BSRP distributions referring to C A at time t 0 before and t 1 after the burden descent, respectively. Then, (r i , f S0 (r i )) (i = 1, . . . , n) are the discrete points on the BSRP referring to C A detected at time t 0 . Given the calculated EBDF, u(r, h), the future discrete BSRD at time t 1 (t 0 < t 1 ), denoted as (r i , u S1 (r i )) (i = 1, . . . , n), can be calculated in two steps:
1. Use u(r, h) and (r i , f S0 (r i )) (i = 1, . . . , n) to predict the future discrete BSRP, denoted as (r i , f S1 (r i )) (i = 1, . . . , n). 2. Use u(r, h) and (r i , f S1 (r i )) (i = 1, . . . , n) to calculate the future discrete BSRD, (r i , u S1 (r i )) (i = 1, . . . , n).
In the first step, in C A , let h A0 = min{ f S0 (r i )} (i = 1, . . . , n). In addition, f R0 (r i ) referring to C R corresponds to f S0 (r i ) in C A , as Equation (20):
The physical relation between the burden stocklevel and burden descent speed can be formulated into an ordinary differential equation (ODE). Then, the first step can be formulated as solving the ODE initial value problem in Equation (21), and f S1 (r i ) can be calculated using Equation (22).
The explicit solution of Equation (21) is difficult to obtain due to the complexity of u(r i , f (r i , t)). Here, instead, we prove that the numeric solution can be calculated. The existence and uniqueness of the solution can be guaranteed by Proposition 1 below (its proof is provided in the Appendix). Then, the future discrete BSRP, (r i , f S1 (r i )) (i = 1, . . . , n), can be calculated by classical numeric methods, such as the Runge-Kutta method. Proposition 1. Given a prediction time t 1 , for arbitrarily fixed r ∈ [0, R], there exists a unique solution of the initial value problem in Equation (21) on the interval t 0 < t < min(t 1 
In the second step, let h A1 = min{ f S1 (r i )} (i = 1, . . . , n).
Furthermore,
Hence, (r i , h A1 ) must be in the solution domain
Then, under Assumptions 3 and 5, the future discrete BSRD at t 1 , (r i , u S1 (r i )) (i = 1, . . . , n), can be calculated as stated in Equation (25):
Notably, as shown in Figure 3 , there are cases of detected BSRD in which negative values of the local descent speed exist, whereas by Equation (18) and Equation (25), the predicted BSRD is globally nonnegative. Therefore, the proposed model cannot reproduce such BSRDs. Further, by Equation (19), when a BSRD that contains negative local values is adopted in identifying the model parameters, the approximation error of the EBDF will increase. This is another limitation of the proposed model.
Solution of Model Parameters
Identification of EBDF Parameters
Because 10-12 detection points of each scan on the BSRP are inadequate for identifying the parameters of the equivalent sources, {σ 1 , . . . , σ m ; r 1 , . . . , r m ; Q 1 , . . . , Q m ; B}, two BSRD samples obtained in one noncharging period were used in each calculation.
Let t 1 -t 2 , t 2 -t 3 , t 4 -t 5 and t 5 -t 6 (t 1 < t 2 < t 3 < t 4 < t 5 < t 6 ) be four periods of radar scanning detections. As the first two and the last two periods are continuous in time, the MSR scans twice successively during t 1 -t 3 and another two times during t 4 -t 6 . Then, u
i ) (i = 1, . . . , n) denote the calculated discrete BSRDs from the first and the last two successive scanning results, respectively. We refer to the above-described four periods of radar scanning data in one noncharging period as a data segment. Let
Then, the optimization objective, Equation (19) , can be extended accordingly by introducing two weight coefficients,
Here, based on Assumption 3, we set the weight coefficients to λ 1 = λ 2 = 1. We coded in MATLAB to solve the optimization problem in Equation (27). The corresponding parameters of the descent speed distributions in the above two cases are listed in Table 1 . In Table 1 , the values of the kinematic constant B are identified as approximately 0.04. Previous research [19] noted that it is appropriate for the kinematic constant to be 2.2 times the diameter of the particles. Here, since the solid burden particles generally have diameters of 0.006-0.025 m for ore and less than 0.1 m for coke [1] , the order of magnitude of the identified values of B is reasonable. Additionally, the setting of the vertical location of C A affects the identified value of B, since Equation (18) suggests that a larger H 1 (shown in Figure 1 ) with an appropriate lower B will also work without making any changes to the EBDF. In these two cases, H 1 = 10 m.
In Case 1, the identified r j and σ j of the two equivalent consumption sources No. 3 and No. 4 are practically identical. This outcome indicates that these two equivalent consumption sources can be replaced by one equivalent consumption source whose parameters are set as r j = (r 3 + r 4 )/2, σ j = (σ 3 + σ 4 )/2, Q j = Q 3 + Q 4 and B = 0.0403, while the corresponding EBDF practically remains the same. Additionally, the identified σ parameters in Cases 1 and 2 are identical; hence, the σ parameters of different equivalent consumption sources in one EBDF can be simplified to a single σ parameter. Therefore, the structure of the proposed model can be simplified to reduce the number of model parameters for particular cases.
Notably, the EBDFs shown in Figure 7 are not the actual descent speed field beneath the burden surface. The "equivalent" in the term EBDF means that both the actual and the equivalent descent speed field result in an identical BSRD. Since the notion of the EBDF was introduced for the first time, the rationality of the obtained model parameters was discussed briefly instead of an in-depth analysis of the physical meanings of the obtained EBDFs. Exploring the physical meanings of the EBDF will be performed based on a larger dataset in our future works.
Selection of Complexity Parameter
The number of equivalent consumption sources, m, in Equation (13) is the principle parameter that affects the complexity of the proposed model. A greater m means that more equivalent consumption sources are assumed to approximate the burden descent speed field at h = 0. Hence, a higher accuracy of the approximation result can be obtained. However, a greater m also requires more parameters to be included in the model, increasing the complexity of the model at the same time. To choose a proper value for m in this trade-off relation, we analyzed the relationship between the approximation root-mean-square error (RMSE) of EBDF and the values of m using the data from five data segments. The results are shown in Figure 8 . Noted that the choice of m = 4 is based on the characteristics of the data. The selection method stated above is a simple method compatible with the adopted small dataset that is presented for the readers' reference. Both the choice of m = 4 and the selection method are not optimal. As discussed above, the structure of the model can be simplified in specific cases. The problem of the optimal selection of the m parameter will be addressed in our future works under the consideration of model simplifications.
Model Performance
We compared the proposed KGM model with the plain data-driven description model (PM), which was adopted in our previous work [3] , to examine the difference in their prediction performance.
Prediction Accuracy
Both the prediction results of the BSRP in Figure 9 and BSRD in Figure 10 correspond to the cases whose EBDFs have been previously presented in Figure 7 . The subfigures labeled with the same letter (e.g., (a)) correspond to the same case. Regarding profile prediction, Figure 9 indicates that both the PM model and the KGM model can provide general predictions for the future BSRP. Maximum absolute error (MAE) and RMSE were adopted to quantify the different accuracies in detail. The results are listed in Table 2 . For the case shown in Figure 9a , the shape variation in BSRP from the past to the future is not obvious, and the prediction accuracy of the KGM is slightly higher than that of the PM. However, for the case in Figure 9b , the KGM surpasses PM in terms of providing a higher prediction accuracy. Additionally, this superiority mainly resides in the region 0.5 < r < 2.5, where the shape of the BSRP varies significantly.
Regarding BSRD prediction, first, the general prediction results are presented in Figure 10c , in which the axes have equal scaling. Both models can predict the general BSRD shape well. In Figure 10a ,b, with a smaller range of the vertical axes, the performance gap between the two models was singularized. As indicated by the quantified comparison results presented in Table 2 , the KGM is slightly better than the PM in predicting the BSRD. A synthetic analysis of the BSRP and BSRD prediction results revealed two characteristics of the KGM model. First, the KGM model stands out in terms of its method for addressing the prediction problems of nonuniform radial distributions of descent speed. Considering its modeling mechanism, the linear combination of Gaussian functions at different radial positions to approximate the EBDF allows the ability to better represent the variability. Second, the prediction accuracy of the BSRD in the KGM model is related to that of the corresponding BSRP. As can be observed, the quantitative results presented in Table 2 , compared to the prediction results of Case 1, with the lower prediction accuracy of the BSRP, the prediction accuracy of the BSRD is also lower for Case 2. This outcome originates from the relationship stated in Equation (25): the prediction accuracy of the BSRD can be regarded as a function of the prediction accuracy of the BSRP. Therefore, the former will deteriorate with the latter.
Prediction Performance Decay
To explore the variation in prediction performance with time, an EBDF was identified from one data segment. Then, it was used with the detection results of the BSRP to predict the BSRD in the subsequent 47 min. The PM model result was also adopted as a reference. Figure 11 demonstrates the variation in the prediction RMSE with time.
Since the PM model adopts a direct data-driven mechanism to calculate the BSRD, its performance in this test can be regarded as a base level. As shown in Figure 11 , during 0-47 min, its prediction accuracy continues to oscillate in a range of 0.15-0.28 m/min. Compared to the PM model, the performance variation in the KGM model can be divided into two stages. During 0-20 min, the prediction RMSE remains steady at approximately 0.1 m/min. Its prediction accuracy is higher and more stable than that of the PM. Thereafter, during 20-47 min, although there are oscillations in the prediction accuracy, its prediction RMSE remains smaller than that of the PM at every corresponding time. Here, we have two remarks regarding the above results. First, it is reasonable that the KGM is superior to the PM in the comparison of performance decay. Compared to the PM, the KGM is based on the kinematic flow mechanism and hence has the ability to imitate the behavior of burden solid flow in a subsequent period of time. Second, the phenomenon that the KGM provides a stable prediction performance in the first 20 min manifests the rationality and validity of Assumption 3: the burden descent speed field remains unchanged during the time of the model prediction.
Finally, limited by the size of the adopted dataset, the results presented above are solely used for previewing the difference in prediction performance resulting from the differences in the modeling mechanism between the PM and the KGM. An in-depth analysis of the prediction performance of the KGM will be performed with a larger dataset in future work.
Conclusions
Based on the modeling mechanism of kinematic flow, a model integrated with a data-driven technique for the prediction of the BSRD in the BF was proposed. The data used in this research were from the detection results of a real operating BF, collected using a MSR system. Solving the boundary PDE equation associated with the governing equations of the mechanism of kinematic flow can be formulated as solving an optimization problem in which the measurement output of the BSRD are used as the training data. A proof of the existence and uniqueness of the predicted BSRP is given. Compared with the plain data-driven description model proposed in our previous work, the current model provides higher prediction accuracy, especially when there is obvious variability in the BSRD. Imbedding the purposed model into the prediction model of burden shape after charging, the accuracy of the prediction of the burden layer thicknesses can be further improved. Predicted BSRD, m/min , based on Lemma A1; we then have u(t, f (r, t 3 )) − u(t, f (r, t 2 )) ≤ L 0 | f (r, t 3 ) − f (r, t 2 )|
which holds for (t 3 , f (r, t 3 )), (t 2 , f (r, t 2 )) ∈ R. Then, by Theorem A1, the Lipschitz condition is guaranteed with Equation (A10). Thus the problem in Equation (21) 
Finally, since u(r, h) is strictly positive and t 0 < t, the interval can be further simplified as t 0 < t < min(t 1 − t 0 , h A0 |u(r,h)| max ) + t 0 .
