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THE ONE-FREQUENCY COHOMOLOGICAL EQUATION, BRJUNO-LIKE FUNCTIONS
AND KHINTCHINE-LE´VY NUMBERS
PIOTR KAMIEN´SKI
Abstract. In the paper we consider the one-frequency cohomological equation
(∂x + ω∂y)g(x, y) = a(x, y)
on the 2-torus with unknown g and analytic initial data a. We identify all the frequencies ω for which the equation
has an analytic solution and express the analytic solvability condition in terms of two Brjuno-like functions, providing
explicit estimates on the sup-norm of g. As an example we estimate the Brjuno-like functions for Diophantine and
Khintchine-Le´vy numbers. We also construct an example of an arbitrarily small function a for which an analytic g
does not exist when one of the Brjuno-like functions has infinite value.
1. Introduction
In KAM theory the cohomological equation arises as a linearization of the conjugacy equation between the flow
of a Hamiltonian system on an invariant torus and the constant velocity flow on a model torus. Solving it is the
first step in the Kolmogorov-Newton iterative scheme [8] for finding the true solution of the conjugacy equation.
It is equally essential to provide good bounds on the solution g in terms of the initial data a and, as analyticity is
lost along the way, in terms of δ, the decrement of thickness of the complex domain of a. Good quality of these
estimates allows for the infinite number of steps in the iterative scheme to later be succesfully glued together.
The upper bound usually obtained in KAM theory is of the form ||g||̺−δ 6 Γ(δ)||a||̺, where || · ||̺ denotes
the sup-norm on a complex strip of radius ̺ > 0.(i) The value of Γ(δ) explodes to infinity as δ ց 0 and the
type of singularity Γ exhibits at δ = 0 depends on the arithmetic properties of the number(ii) ω appearing in the
cohomological equation. For instance the classical results of Ru¨ssmann [12] give Γ(δ) = O(δ−τ ) in the case of ω
being (C, τ)−Diophantine with C > 0 and τ > 1.
The main aim of the present paper is is to study both the analytic solvability of the cohomological equation and
the size of Γ(δ) for any irrational ω in the simplest, one-frequency case of the cohomological equation being the
linear PDE
(1) (∂x + ω∂y)g(x, y) = a(x, y)
on the 2-torus. It is known that convergence of the Brjuno function is an optimal or close-to-optimal condition
in certain conjugacy problems involving small divisors [2, 14, 13, 3]. We introduce what we call the semi-Brjuno
condition which, in a sense, provides an “if and only if” statement about the analytic solvability of the cohomological
equation. This condition is given as a convergence requirement for certain series stemming from the continued
fraction expansion of ω, which we label Brjuno-like functions. The estimates on ||g||̺−δ in terms of these Brjuno-
like functions are also given.
It turns out that semi-Brjuno numbers are a non-trivial extension of the classical Brjuno numbers. This, along
with the known optimal conjugacy results, provides certain insight into these conjugacy problems which involve
small divisors and utilize the Kolmogorov-Newton iterative scheme. Namely it serves as evidence that the “gluing
of the infinite number of steps” part in the scheme requires a more strict arithmetic condition on ω than the
“linearized” part of passing one step further.
To demonstrate that our estimates on ||g||̺−δ are close to optimal we compute upper bounds on the Brjuno-like
functions for Diophantine frequencies ω. The estimates differ from Ru¨ssmann’s bounds by an O(log2(δ−1)) factor,
however we conjecture that going down to at least O(δ−τ log(δ−1)) seems possible. To provide evidence that the
(i)See the beginning of section 2 for a more precise definition.
(ii)sometimes referred to as frequency in the paper
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convergence of the Brjuno-like functions is necessary for the existence of an analytic solution g we construct, for a
fixed non-semi-Brjuno ω, arbitrarily small initial data aˆ for the cohomological equation, for which its solution gˆ is
not analytic in some complex domain that is strictly smaller than that of aˆ.
Additionally we study what we call the Khintchine-Le´vy numbers, introduced in a parallel paper [6]. These
numbers are somewhat similar in nature to the measure-theoretically negligible constant type numbers(iii), but
form a set of almost full measure. Inspired by the classical Khintchine and Le´vy constants theorems [7, 9] the
Khintchine-Le´vy numbers are defined as those for which the sequence of products of partial quotients Mn =
a1 . . . an meets estimates that closely resemble the asymptotic growth rate predicted by Khintchine’s theorem:
e(κ−T )n 6 Mn 6 e(κ+T )n for all n > N , where eκ ≈ 2.685 . . . is the Khintchine constant, while T > 0 and N ∈ N
are fixed parameters. In [6] estimates on the measure of the set of these numbers are given and in the present paper
we prove that Γ(δ) = O(δ−γ log(δ−1)) with γ ≈ 1.428 . . . in their case(iv).
An important feature of Khintchine-Le´vy numbers is the insensitivity of the involved parameters to changes
of ω on the initial partial quotients and thus only a mild sensitivity of Γ(δ) to such changes. This stems from the
requirement that the growth rate of Mn is controlled starting only at some n = N . In the Diophantine case such
modifications of ω retain the exponent τ , but might change C by a multiplicative factor.(v) Plugging that into
Ru¨ssmann’s estimates gives a multiplicative correction in Γ(δ) since Γ(δ) = O(C−1) in terms of C, which in turn
affects the applicability thresholds of KAM theorems, since these thresholds are usually polynomial in C (e.g. [5]).
For Khintchine-Le´vy numbers, however, a change on the initial partial quotients has no effect on the arithmetic
properties of the frequency and, as we prove in theorem 2.8, Γ(δ) suffers only a minor additive O(1) correction in
this case. We conjecture that this milder sensitivity of Γ(δ) should also entail a milder sensitivity of the applicability
thresholds of KAM theorems.
The remaining part of this paper is structured as follows. In section 2 we first set the stage by defining all
the necessary tools of the trade. We then formally recall/introduce Diophantine numbers, Brjuno numbers, semi-
Brjuno functions and numbers as well as Khintchine-Le´vy numbers. We conclude section 2 by stating the existence
and upper bound results in the most general semi-Brjuno case and the specific Diophantine and Khintchine-Le´vy
cases. Section 3 contains a heuristic overview of the ideas used in the proofs of the theorems (stripped of technical
details as much as possible), while in section 4 we fill in all the necessary technicalites and present the proofs of the
theorems in full. In section 5 we prove that Brjuno numbers are also semi-Brjuno and construct an example that
demonstrates the lack of reverse inclusion for these two sets. We conclude the paper with the construction of aˆ, the
initial data that gives rise to a non-analytic solution gˆ given a non-semi-Brjuno frequency, in section 6.
2. Statement of results
2.1. Notations and basic notions. Before we proceed with the formulation of our main results we introduce a
few terms that will be essential for us. We first specify what we mean precisely by “analyticity”. In our setting
functions are analytic if they can be extended from R to its complex neighborhood to form holomorphic functions.
For ̺ > 0 we set Π(̺) = {z ∈ C : | Im z| < ̺} and define P0(̺) to be the set of all continuous functions
b : Π(̺)2 7→ C which are holomorphic on Π(̺)2, 2π-periodic in both variables and for which b(R2) ⊂ R. We
additionally require their averages to vanish:
(2) avg b :=
1
(2π)2
∫∫
[0,2π)2
b(x, y) dxdy = 0.
The space P0(̺) is equipped with the standard supremum norm, denoted || · ||̺.
(iii)i.e. Diophantine with the lowest reasonable exponent τ = 1 (see definition 2.1) or equivalently ones with a bounded sequence of
partial quotients
(iv)Actually it seems plausible that one could use 1 instead of γ in the expression for Γ(δ) if the definition of Khintchine-Le´vy
numbers were to be slightly altered, however for reasons laid out in [6] the measure they occupied would be more difficult to control.
(v)Consider for instance the case of ϕ whose partial quotients are all equal to 1 and a noble number ϕA constructed by replacing the
first 1 in ϕ with a fixed, moderately large A ∈ N. In this case Cτ=1(ϕA) ≈ O(A−1)Cτ=1(ϕ), where Cτ=1(·) denotes the best possible
Diophantine C with fixed τ = 1: Cτ=1(ω) := inf |q||qω− p| with the infimum taken over all nonzero integer pairs (p, q).
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We will be working with irrational frequencies ω, for convenience from the (0, 1) interval(vi): ω ∈ X := (0, 1) \Q.
All numbers in X have a unique continued fraction expansion of the form
(3) ω = [a1, a2, a3, . . .] =
1
a1 +
1
a2 +
1
a3 +
1
.. .
given by a sequence of positive integers (or partial quotients to ω) aj , j > 1. By convergents to ω we mean the
reduced fractions pn/qn obtained by truncating the continued fraction expansion of ω at an.
Whenever an asterisk in the subscript is used with regard to a set of summation indices we understand it as
the exclusion of the index 0: S∗ := S \ {0}. By ΓEul and Γ′Eul we will denote the Euler Gamma function and its
derivative. The Greek letter ϕ is reserved for the golden ratio: ϕ = (1 +
√
5)/2. For α ∈ R we denote the nearest
integer to α by nint(α).
We now define the four classes of numbers that will be important for us: the Diophantine, Brjuno, semi-Brjuno
and Khintchine-Le´vy numbers.
Definition 2.1 (Diophantine numbers). Let τ > 1 and C > 0. We say that a real number ω is (C, τ)-diophantine
if the inequality
(4) |qω − p| > C|q|τ
holds for all integers p and q with q 6= 0. A number is called Diophantine if it is (C, τ)-Diophantine for some C > 0
and τ > 1.
Definition 2.2 (Brjuno numbers). A number ω ∈ X is a Brjuno number whenever
(5)
∞∑
n=1
log qn+1
qn
<∞.
We denote the set of Brjuno numbers as Brjuno.
Definition 2.3 (Brjuno-like functions and semi-Brjuno numbers). Let ∆ > 0. We define the Brjuno-like functions
Brj1(∆),Brj2(∆) and Brj(∆) through
Brj1(∆) =
∞∑
n=1
e−qn∆qn+1, Brj2(∆) =
∞∑
n=1
e−qn∆qn+1 log an+1, Brj(∆) = 2Brj1(∆) +Brj2(2∆).(6)
A number ω ∈ X is called ∆-semi-Brjuno when both Brj1(∆) and Brj2(2∆) are convergent series. If they converge
for all(vii) ∆ > 0, then ω is a semi-Brjuno number. We denote the sets of ∆-semi-Brjuno numbers and semi-Brjuno
numbers by SemiBrjuno(∆) and SemiBrjuno, respectively.
For a fixed ω ∈ X we set a′j(ω) = 1 + aj(ω) (here j = 1, 2, . . .). We also define two sequences (Mn)∞n=1 and
(M ′n)
∞
n=1 throughM
†
n = a
†
1 . . . a
†
n, where the symbol † indicates that equality holds both when an empty superscript
and a prime ′ is used. We will adopt this notation from now on. This way we also define two universal constants κ
and κ′ through κ† =
∫
X
log a†1(x) dγ(x), where γ is the Gauss measure on X: dγ(x) = ((1+x) log 2)
−1dx. Note that
eκ is actually the classical Khintchine constant - the Gauss map G(ω) = ω−1 − ⌊ω−1⌋ is ergodic ([11]) and thus
by Birkhoff’s pointwise ergodic theorem the temporal 1n logMn averages of log a1 tend to its spatial average almost
everywhere. Similarly κ′ can be thought of as the counterpart of the Khintchine constant for the sequence (M ′n).
(vi)The unit interval restriction is not necessary, we consider it only to avoid dealing with the zeroth partial quotient a0.
(vii)contrary to “for some” in the Diophantine case
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Definition 2.4 (Khintchine-Le´vy numbers (KL-numbers)). We say that an irrational number ω is upper-KL† with
constants T+ > 0 and N ∈ N if the following inequality holds for all n > N :
(7) M †n(ω) 6 e
(κ†+T+)n.
Similarily, a number is lower-KL† with constants T− > 0 and N ∈ N if for all n > N we have
(8) e(κ
†−T−)n 6M †n(ω).
We denote the sets formed by the numbers ω with the above properties by, respectively, KL†+(T+, N) and KL†−(T−, N).
By KL†(T−, T+, N) we understand the intersection of KL†+(T+, N) and KL†−(T−, N) and we will write KL†(T,N)
short for KL†(T, T,N) where T > 0.
Brjuno and semi-Brjuno numbers form a full measure set, while Diophantine numbers with fixed parameters
form a set, whose measure is close to full. In [6] we prove this is also the case for KL-numbers:
Theorem 2.5 ([6]). Suppose that T > 0 and N ∈ N. Then the Gauss measure of KL(T,N) satisfies
(9) γ(KL(T,N)) > 1−O
(√
N · Ξ(T )
√
N
)
with explicitly computed 0 < Ξ(T ) < 1 and constants in O(. . .). In particular for any fixed T there is a large enough
N that brings γ(KL(T,N)) arbitrarily close to 1.
2.2. Results in the semi-Brjuno case.
Theorem 2.6. Suppose ω ∈ X, ̺ > 0 and a ∈ P0(̺). Let δ ∈ (0, ̺) and put ∆ := (1 + ω)δ. The solution g of the
cohomological equation
(10) (∂x + ω∂y)g(x, y) = a(x, y)
exists and satisfies g ∈ P0(̺− δ) provided that ω ∈ SemiBrjuno(∆). Moreover, the estimate on ||g||̺−δ is given by
(11) ||g||̺−δ 6 Γ(δ) · ||a||̺,
where Γ(δ) is given by
(12) Γ(δ) = (2 +O(δ)) ·Brj(∆) +GConstType · δ−2 +GAway · δ−1 log(δ−1)
and GAway and GConstType are absolute constants with O(δ) increments given by (41) and (55), respectively.
2.3. Results in the Diophantine case. Since theorem 2.6 provides an upper bound on the norm of the solution
of the cohomological equation mainly in terms of Brj1(∆) and Brj2(2∆) we focus on estimating the Brjuno-like
functions.
Theorem 2.7. Suppose ω ∈ X is (C, τ)−Diophantine with C > 0 and τ > 1. Let δ > 0 and put ∆ = (1 + ω)δ.
Suppose ∆ is small enough, that is ∆ 6 min{τ−1, τe−1}. Then the Brjuno-like functions Brj1(∆) and Brj2(∆) can
be estimated by
(13) Brj1(∆) 6
C−1(τe−1)τ
logϕ
·∆−τ · P1(log(∆−1))
and
(14) Brj2(∆) 6
C−1(τ − 1)(τe−1)τ
logϕ
·∆−τ · P2(log(∆−1)),
where P1 and P2 are polynomials of degree 1 and 2, respectively, with leading coefficients equal to 1:
(15) P1(X) = X +G
(0)
1 , P2(X) = X
2 +G
(1)
2 X +G
(0)
2 .
The lower order coefficients are given by
G
(0)
1 = log(3τϕ) +
ΓEul(τ)
2(τe−1)τ
, G
(1)
2 =
C log(C−1)
τ − 1 +
1
2
ΓEul(τ)
(τe−1)τ
+ log(3ϕ(τ + 1)2),
G
(0)
2 =
C log(C−1)
τ − 1 ·
(
log(3ϕτ) +
ΓEul(τ)
2(τe−1)τ
)
+ log(3ϕ(τ + 1)) log(τ + 1) +
Γ′Eul(τ)
(τe−1)τ
.
(16)
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Note that in the special case of τ = 1 the estimates for Brj2(∆) are not properly expressed when written
in the form (14) as τ − 1 is somewhat artificially taken out to stand in front of P2(log(∆−1)) and there appear
divisions by τ − 1 in G(1)2 and G(0)2 . In this case one should include the τ − 1 factor in P2 so that it cancels
out with the denominators in the coefficients. As a result P2 will become a polynomial of degree 1: P2(X) =
C log(C−1) ·X+log(3ϕ)+e/2. This, after cancellations, makes the leading constant (i.e. the one at ∆−τ log(∆−1))
equal to e−1 log(C−1)/ logϕ.
2.4. Results in the Khintchine-Le´vy case. We provide estimates for Brj1(∆) and Brj2(∆) whenever
(17) ω ∈ KLBrj(T−, T+, N) := KL′+(T+, N) ∩ KL−(T−, N).
We choose this set because of the form of the addends in Brj1 and Brj2 and the fact that Mn < qn < M
′
n for all n.
Indeed, we will require estimates on qn from below because of the e
−qn∆ term and from above because of the qn+1
term, which are provided by KL− and KL′+, respectively. Similarly the term log an+1 = log(Mn+1/Mn) will use the
estimate on Mn+1 from above and on Mn from below.
(viii)
To make the notations more compact we denote
(18) β = κ− T−, β′ = κ′ + T+, γ = β′/β.
Theorem 2.8 (Estimates of the Brjuno-like functions in the particular case of KL frequencies). Suppose that
ω ∈ KLBrj(T−, T+, N) with some T−, T+ > 0 and N ∈ N and let ∆ > 0. The sizes of Brj1(∆) and Brj2(∆) satisfy
Brj1(∆) 6 GKLBrj1 ·∆−γ +O(1)
Brj2(∆) 6 GKLBrj21 ·∆−γ +GKLBrj22 ·∆−γ log
(
∆−1
)
+O(1)
(19)
where the constants in the inequalities are given by GKLBrj1 = e
β′(β−1ΓEul(γ) + (γe−1)γ), GKLBrj22 = (T+ + T−) ·
eβ
′
((γe−1)γ + β−2ΓEul(γ)) and GKLBrj21 = eβ
′
((T+ + T−) · (β−1ΓEul(γ) + (γe−1)γ) + (γe−1)γ log(2γ) + β−1Γ′Eul(γ)).
The O(1) terms depend only on the N − 1 initial partial quotients of ω and are given by formulae (88) with
m = N .
Remark 2.9 (Numerical values of constants of theorem 2.8 for certain parameter values). Since we require a lower
bound on qn and this sequence is always bounded from below by the Fibonacci sequence Fn it makes little sense to
consider a lower bound on Mn by a sequence smaller than Fn. Since Fn ≈ 1√5ϕn we will consider T− for which
Fn 6 e
(κ−T−)n, that is T− < T max− = κ− logϕ ≈ 0.507.
The particular approximate numerical values of the constants involved in the estimates of theorem 2.8 are given
in table 1.
T− = 0 0.1 0.2 0.5
T+ = 0 0.1 0.5 1.0 2.0 0.5 1.0 2.0 0.5 1.0 2.0
GKLBrj1 ≈ 5.3e00 6.7e00 1.2e01 3.0e01 2.8e02 1.6e01 4.6e01 5.8e02 1.0e02 7.1e02 6.6e04
GKLBrj21 ≈ 1.6e00 4.8e00 1.8e01 6.8e01 1.0e03 2.6e01 1.1e02 2.2e03 2.5e02 2.3e03 3.1e05
GKLBrj22 ≈ 0.0 6.2e-1 5.2e00 3.2e01 7.2e02 1.0e01 6.2e01 1.8e03 2.2e02 2.6e03 4.8e05
Table 1. Approximate numerical values of GKLBrj1, GKLBrj21 and GKLBrj22 for particular T− and T+
(written in scientific notation)
3. Ideas and heuristics
The general estimate on ||g||̺−δ is given in the following
Lemma 3.1 (Convergence of the formal solution). Suppose that ̺ > 0, δ ∈ (0, ̺) and that a ∈ P0(̺). The
cohomological equation with initial data a, i.e.
(20) (∂x + ω∂y)g(x, y) = a(x, y)
(viii)Since Mn+1 < M ′n+1 we do not additionaly assume that ω ∈ KL+(T ) for some T and use ω ∈ KL′+(T+) instead.
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has a unique solution within the class of zero-mean formal Fourier series(ix).
If additionally the infinite series ser(δ) given by
(21) ser(δ) =
∑
(p,q)∈Z2∗
L(q, p)
where each summand L(q, p) is defined as
(22) L(q, p) =
e−(|p|+|q|)δ
|qω − p|
converges, then this formal solution satisfies g ∈ P0(̺− δ) and the following estimate on the norm of g is valid:
(23) ||g||̺−δ 6 ||a||̺ · ser(δ).
The exact recipe for arriving at inequality (23) is given in subsections 4.1 and 4.2.
Note that each L(q, p) depends only on the summation index (q, p) and two parameters: ω and δ. This makes
the estimation of ||g||̺−δ a purely number-theoretic problem.
To analyze the size of ser(δ) we will partition the set Z2∗ into a family of subsets of indices and consider the
series over each of these subsets. In each case we will have different lower bounds on the denominators |qω − p|
which will allow us to provide estimates for each of the “subseries”.
We will essentially distinguish between three types of sets:
• indices that are far away from the critical line p = ωq,
• “constant type” indices within the critical strip |qω − p| < 1,
• indices related to the continued fraction expansion of ω.
The first kind of indices will give us the best denominators - ones that are bounded away from zero. This will
translate to |qω − p|−1 being of constant order of magnitude - this way the summands L(q, p) will essentially be
exponential in |q|+ |p| and therefore their sum will closely resemble a convergent geometric series. More specifically
we divide this category of indices into a countable number of strips Strip(n) indexed by n ∈ Z \ {−1, 0}. In each of
the strips we will have n < qω − p < n + 1 and this way |qω − p|−1 ≈ |n|−1 and p ≈ n − qω. The sum over each
(half-)strip(x) will approximately read
(24)
∑
(q,p)∈Strip(n),q<0
L(q, p) ≈
∑
q<0
1
n
e−δ(|q|+|qω−n|) =
∑
q<0
1
n
e−δ(−q−qω+n) =
e−nδ
n
∑
q<0
eq(1+ω)δ.
The final sum with fixed strip index n is a geometric series of size O(δ−1). Summing over all n > 0 will yield an
additional O(log(δ−1)) factor since
∑
n e
−nδ/n = − log(1− e−δ) = O(log(δ−1)).
By “constant type” indices we mean the ones contained within the critical strip CritStrip = {|qω− p| < 1} which
the following theorem of Legendre does not concern:
Theorem 3.2 (Legendre, [10, Chapter II, §5, Theorem 1]). Suppose that ω is irrational and q > 0 and p are
integers. If the inequality
(25) |qω − p| < 1
2q
holds, then p = nint(qω) and q = aqk for some k and a bounded by 1 6 a <
√
(ak+1 + 2)/2.
We will use the upper bound on a of this theorem frequently, therefore we denote
(26) a∗k+1 =
{⌊√
(ak+1 + 2)/2
⌋
whenever
√
(ak+1 + 2)/2 6∈ N,√
(ak+1 + 2)/2− 1 whenever
√
(ak+1 + 2)/2 ∈ N
for k = 0, 1, 2, . . ..
(ix)i.e. not necessarily convergent Fourier series with g0,0 = 0
(x)For the purpose of this heuristic demonstration we fix the signs of q and n, considering the sums over q < 0 and n > 0 to avoid
dealing with the absolute values in the exponent.
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An immediate consequence of theorem 3.2 is the validity of the reverse inequality to (25) for all nonzero pairs
(q, p) within the critical strip, which are not of the form (aqk, nint(aqkω)). This way for constant type indices we
will have a linear estimate for the small denominators: |qω−p|−1 6 2|q|. This will again result in the sum of L(q, p)
being convergent, although slightly more slowly than in the previous case. The estimation will be similar to the
one in (24), the only essential difference will be a |q| term instead of the e−nδ/n term. This will result in the sum
being O(δ−2) with no log(δ−1) term this time since the critical strip is “of thickness 2” in the p direction, contrary
to the previous case of “infinite thickness”. This way O(δ−2) is counted only twice, contrary to countably many
O(δ−1) summands with weights decaying as e−nδ/n.
The last group of indices is related to the continued fraction expansion of ω. These will be precisely the indices
mentioned in theorem 3.2. We will label them Brjuno indices since the sum of L(q, p) over these indices will be a
Brjuno-like function. For general irrational ω this is the only place where the sum of L(q, p) can become infinite
and in order to control its size we will need additional arithimetic assumptions on the frequency ω.
Within the critical strip we have p ≈ qω, therefore the exponential term in L(q, p) will be approximately equal to
e−q(1+ω)δ.(xi) The q we are concerned with in this case are of the form aqk with k = 0, 1, . . . and 1 6 a 6 a∗k+1.
(xii)
The small denominators |qω − p| turn into |aqkω − qpk|−1 = a−1|qkω − pk|−1 ≈ a−1qk+1. This way the sum we are
concerned with roughly becomes
(27)
∑
(q,p) of Thm. 3.2
L(q, p) =
∞∑
k=0
a∗k+1∑
a=1
1
a
qk+1e
−aqk(1+ω)δ
Splitting the sum into two, over terms which correspond to a = 1 and a > 2 and setting ∆ := (1+ω)δ gives two sep-
arate ingredients: the first one being
∑∞
k=0 e
−qk∆qk+1 and the second one roughly 12
∑∞
k=0 e
−2qk∆qk+1 log ak+1.(xiii)
The two series constitute the two Brjuno-like functions defined in (6) whose convergence guarantees the solvability
of the cohomological equation, with the solution a member of P0(̺− δ). From the formulas in (6) one can readily
infer that the deciding factor in the size of ser(δ) is the growth rate of the sequence (qn). For Diophantine numbers
with exponent τ this growth rate is recursively given by qn+1 6 O(q
τ
n) (see lemma 4.6) and in their case the essential
steps in the estimation of the first Brjuno-like function can be summarized in the following chain of inequalities:
(28)
∞∑
k=0
e−qk∆qk+1 6 C1
∞∑
k=0
qτke
−qk∆ 6 C1
∞∑
n=1
nτe−n∆ ≈ C1
∫ ∞
0
xτe−∆xdx = C1ΓEul(τ+1)∆−(τ+1) = O(δ−τ+1),
where C1 is some constant. This is consistent with the “naive” approach to estimating ||g||̺−δ, but not so much with
Ru¨ssmann’s results [12], where O(δ−τ ) is obtained. In the present paper we actually go down to O(∆−τ log(∆−1))
for Brj1(∆) and O(∆
−τ log2(∆−1)) for Brj2(∆).
In the second inequality in (28) the gaps between qk are filled with n’s and we arrive at an extra ∆
−1 factor.
Instead we can use the lower bound(xiv) ϕk/3 < qk and estimate D1(qk) := q
τ
ke
−qk∆ from above by D1(ϕk/3) as D1
is decreasing on [τ∆−1,∞). This strategy works for k for which τ∆−1 < ϕk/3 < qk, i.e. k > log(3τ∆−1). The sum
over these tail k gives O(∆−τ ). The initial terms for k < log(3τ∆−1) give the additional log(∆−1) factor.
For Khintchine-Le´vy numbers with parameters T and N the growth rate of (qn) is given by explicit lower and
upper bounds: e(κ−T )n 6 qn 6 e(κ
′+T )n valid for n > N , where κ ≈ 0.988 and κ′ ≈ 1.410 are universal constants. In
their case the essence of the estimation of the first Brjuno-like function is summarized by the following computations:
∞∑
k=N
e−qk∆qk+1 6
∞∑
k=N
e(κ
′+T )(n+1)e−∆e
(κ−T )n ≈ C2
∫ ∞
N
e(κ+T )xe−∆e
(κ−T )x
dx 6
6 C3
∫ ∞
0
y(κ
′+T )/(κ−T )e−y∆y−1dy = O
(
δ−(κ
′+T )/(κ−T )
)
.
(29)
(xi)Again, for the purpose of the heuristic argument we fix the sign of q, this time considering q > 0.
(xii)Note that the restriction on the size of a gives aqk < qk+1 - this way the sum can be split into finite sums over indices q contained
within intervals [qk, qk+1).
(xiii)To arrive at the second one we first estimate e−aqk∆ 6 e−2qk∆ and later the sum of a−1 starting at a = 2 by log a∗
k+1
≈
(log ak+1)/2.
(xiv)The estimate stems from the general lower bound on qk by the Fibonacci sequence Fk, which can be further estimated from
below by ϕk/3.
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Again, C2 and C3 are some constants and we used the substitution y = e
(κ−T )x in between integrals.
4. Solution of the cohomological equation
In this section we formalize the ideas laid out in section 3. We consider a fixed number ̺ > 0, function a ∈ P0(̺)
and δ ∈ (0, ̺).
4.1. Formal solution. The space P0(̺) is naturally embedded in L2(Π(̺)2,C), therefore we can use Fourier
expansions. We will write the Fourier basis as ep,q(x, y) = exp(i(px − qy)) for (p, q) ∈ Z2∗ and x, y ∈ Π(̺)2.(xv) In
this language the vanishing of averages condition for b ∈ P0(̺) translates to the vanishing of the zeroth coefficient
b0,0 = 0, while the reality condition entails Hermitian symmetry of the coefficients: bp,q = b−p,−q.
The differential operator (∂x + ω∂y) is diagonal in this basis as (∂x + ω∂y)ep,q = i(p − qω)ep,q. Representing
g and a as g(x, y) =
∑
gp,qep,q(x, y) and a(x, y) =
∑
ap,qep,q(x, y) with the sums running over (p, q) ∈ Z2∗ the
cohomological equation can be written as an infinite system of equations on the coefficients:
(30) i(p− qω)gp,q = ap,q
over (p, q) ∈ Z2∗. Since ω is irrational we can always retrieve gp,q as
(31) gp,q =
ap,q
i(p− qω)
since qω−p never vanishes. This is also why we are working with average-free g and a - this guarantees the existence
and uniqueness of the formal solution, there is no “0/0” in the equation for the (0, 0)-th mode because of that.
4.2. Preliminary estimates. The regularity requirement on a imposes exponential decay on its Fourier coeffi-
cients. This will turn out to be crucial for the estimation of ||g||̺−δ.
Lemma 4.1 (Exponential decay of Fourier terms in P0(̺), see e.g. [1]). Let b ∈ P0(̺) be a function with Fourier
coefficients bp,q, (p, q) ∈ Z2∗. Then
(32) |bp,q| 6 ||b||̺ · e−(|p|+|q|)̺.
We are now ready to present the
Proof of the second part of lemma 3.1. First observe that for ̺ > 0 and p, q ∈ Z the norm of the Fourier basis
element is given by ||ep,q|| = e(|p|+|q|)̺. To see this observe that the function (x, y) 7→
∣∣ei(px−qy)∣∣ is really just a
function of Imx and Im y and is monotone in both of these variables if we leave the other one fixed, with the
monotonicity being dependent solely on the signs of p and q. Therefore it attains its maximum either on the top or
bottom segments of Π(̺), that is for x = Rex± i̺ and y = Re y ± i̺. Plugging these values into the function and
choosing the sign correctly yields the maximal value of ep,q stated above.
Considering this and formula (31) for gp,q the estimation of ||g||̺−δ reads
sup
x,y∈Π(̺−δ)
|g(x, y)| 6
∑
(p,q)∈Z2∗
|ap,q|
|qω − p| ||ep,q||̺−δ =
∑
(p,q)∈Z2∗
|ap,q|
|qω − p|e
(̺−δ)(|p|+|q|) (⋆)6
(⋆)
6 ||a||̺ ·
∑
(p,q)∈Z2∗
e−(|p|+|q|)̺ · e(̺−δ)(|p|+|q|)
|qω − p| = ||a||̺ · ser(δ).
(33)
Inequality (⋆) is a direct consequence of lemma 4.1. 
(xv)The seemingly unnatural minus sign in the definition of ep,q will allow us to arrive at a small denominator of the form |qω − p|
instead of |qω + p|.
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4.3. Estimates in the general case. We now focus on proving theorem 2.6. As we will often use the “subseries”
of ser(δ) over smaller sets of indices, we will therefore denote them as
(34) Σ(A) :=
∑
(q,p)∈A
L(q, p)
for any A ⊂ Z2∗.
The subsets of Z2∗ that will be the most essential for us are the following:
• the strips parallel to the p = ωq line:
(35) Strip(n) := {(q, p) ∈ Z2∗ : n < qω − p < n+ 1}
with n ∈ Z,
• the critical strip around the p = ωq line:
(36) CritStrip := {(q, p) ∈ Z2∗ : |qω − p| < 1} = Strip(−1) ∪ Strip(0),
• its complement in Z2∗:
(37) Away := {(q, p) ∈ Z2∗ : |qω − p| > 1} =
⋃
n∈Z\{−1,0}
Strip(n),
• the Brjuno indices(xvi) Brjuno = Brjuno+ ∪ −Brjuno+ contained within CritStrip for which we will have no
control without an additional arithmetic assumption on ω, where Brjuno+ is given by
(38) Brjuno+ :=
{
(q, p) ∈ Z2∗ : q = aqk, p = nint(qω) for some k ∈ N and 1 6 a 6 a∗k+1
}
,
• the remaining “constant type” indices ConstType for which |qω − p| > (2|q|)−1 by Legendre’s theorem 3.2:
(39) ConstType := CritStrip \ Brjuno.
The estimates will be performed separately on Away,ConstType and Brjuno in the following three subsections
of this section. These sets form a partition of Z2∗, therefore ser(δ) will be equal to the sum of the three series
combined, each of which will be further estimated by the three summands in the definition of Γ(δ) in (12).
In each case the upper bound on Σ(. . .) will be of the form G·f(δ) with a constant G and f(δ) = δ−u ·P (log(δ−1))
for some exponent u > 0 and some monic polynomial P of degree at most 2. We emphasize, however, that arriving
at a specific G is both very tedious and more impotantly requires a choice of an upper cut-off threshold on δ for the
inequality to be valid. In practice we are only interested in δ > 0 small, therefore we will write G as an absolute
constant plus an increment that tends to 0 as δ → 0.
4.3.1. Indices away from the critical line.
Lemma 4.2. The series Σ(Away) satisfies the estimate
(40) Σ(Away) < GAway · δ−1 log
(
δ−1
)
with
(41) GAway =
4
1 + ω
+
2
1− ω +O(δ)
for small enough δ > 0.
Proof. We begin by observing that if n and q are fixed there is exactly one p such that (q, p) ∈ Strip(n). This p is
given by p = ⌊qω⌋ − n since the inequalities in the defition of Strip(n), namely n < qω − p < n+ 1, are equivalent
to qω − n > p > qω − (n+ 1) and this is a constraint on p to an interval of length 1.
This way Σ(Strip(n)) becomes
Σ(Strip(n)) =
∑
(q,p)∈Strip(n)
L(q, p) =
∑
q∈Z
L(q, ⌊qω⌋ − n) =
∑
q∈Z
e−(|q|+|⌊qω⌋−n|)δ
|qω − p| =
∑
q∈Z
e−(|q|+|⌊qω⌋−n|)δ
|qω − (⌊qω⌋ − n)| .(42)
We should separately consider cases of n 6 −2 and n > 1, we will, however, do so only for the second one since
the sum over all sets Strip(n) with n 6 −2 is exactly the same as the sum over all sets Strip(n) with n > 1 - it is
(xvi)note that we use Brjuno written in sans-serif font for Brjuno indices and Brjuno written in typewriter font for Brjuno numbers.
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only a matter of changing the summation indices. Indeed, consider n > 1 and q ∈ Z and define an index change
by (n, q) = (−n′ − 1,−q′). The image of this transformation is the set {n′ 6 −2, q′ ∈ Z} and the summand is left
intact:
e−(|q|+|⌊qω⌋−n|)δ
|qω − (⌊qω⌋ − n)| =
e−(|−q
′|+|⌊−q′ω⌋−(−n′−1)|)δ
| − qω − (⌊−qω⌋ − (−n′ − 1))| =
e−(|q
′|+|−⌈q′ω⌉+n′+1)|)δ
| − q′ω + ⌈q′ω⌉ − n′ − 1|
=
e−(|q
′|+|⌈q′ω⌉−n′−1)|)δ
|q′ω − ⌈q′ω⌉+ n′ + 1| =
e−(|q
′|+|⌊q′ω⌋+1−n′−1)|)δ
|q′ω − ⌊q′ω⌋ − 1 + n′ + 1| =
e−(|q
′|+|⌊q′ω⌋−n′)|)δ
|q′ω − (⌊q′ω⌋ − n′)| .
(43)
This shows that the sum over all Away is actually the doubled sum over all strips Strip(n) with n > 1. We will
thus only focus on the n > 1 case.
Now, to rid ourselves of the absolute values in the exponent of the last expression in (42) we have to split
Σ(Strip(n)) into sums over smaller sets. Denote, for a fixed n ∈ Z \ {−1, 0}, the sets
Q++(n) = {q : q > 0 ∧ ⌊qω⌋ − n > 0}, Q+−(n) = {q : q > 0 ∧ ⌊qω⌋ − n < 0},
Q−+(n) = {q : q < 0 ∧ ⌊qω⌋ − n > 0}, Q−−(n) = {q : q < 0 ∧ ⌊qω⌋ − n < 0}.(44)
First observe that if n > 1 the set Q−+(n) is empty and the remaining ones are traces of intervals on Z given by
Q++(n) = [⌊n/ω⌋,∞) ∩ Z,Q+−(n) = [0, ⌊n/ω⌋ − 1] ∩ Z and Q−−(n) = (−∞,−1] ∩ Z.
We will consider the last series in (42) separately on each of these three sets. Recall that by definition of Strip(n)
we have |qω − p| > n for each (q, p) ∈ Strip(n). The sum over Q++(n) becomes∑
q∈Q++(n)
e−(|q|+|⌊qω⌋−n|)δ
|qω − p| =
∞∑
q=⌊n/w⌋
e−(q+⌊qω⌋−n)δ
|qω − p| <
enδ
n
∞∑
q=⌊n/ω⌋
e−(q+⌊qω⌋)δ <
enδ
n
∞∑
q=⌊n/w⌋
e−(q+qω−1)δ =
=
e(n+1)δ
n
∞∑
q=⌊n/ω⌋
e−q(1+ω)δ =
e(n+1)δ
n
· e
−(1+ω)⌊nω ⌋δ
1− e−(1+ω)δ 6
e(n+1)δ
n
· e
−(1+ω)(nω−1)δ
1− e−(1+ω)δ =
=
e(2+ω)δ · e−(n/ω)δ
n · (1 − e−(1+ω)δ) .
(45)
Now observe that for small enough δ > 0 we have e(2+ω)δ ≈ 1 + (2 + ω)δ and 1− e−(1+ω)δ ≈ (1 + ω)δ. This way
with a simple argument one can - again, for small enough δ - show that
(46)
∑
q∈Q++(n)
e−(|q|+|⌊qω⌋−n|)δ
|qω − p| <
1 +O(δ)
1 + ω
· δ−1 ·
(
e−δ/ω
)n
n
.
Recall also that the Maclaurin expansion for − log(1− x) is − log(1− x) = x+ x2/2 + x3/3 + x4/4 + . . ., which
combined with (46) gives the following estimate:
(47)
∞∑
n=1
∑
q∈Q++(n)
e−(|q|+|p|)δ
|qω − p| 6
(
1
1 + ω
+O(δ)
)
· δ−1 ·
(
− log
(
1− e−δ/ω
))
(in the above p = ⌊qω⌋ − n as introduced earlier).
For δ > 0 small enough we have 1 − δ > e−δ/ω if 0 < ω < 1 and this gives − log (1− e−δ/ω) 6 log (δ−1).
Eventually because of that the estimates read
(48)
∞∑
n=1
∑
q∈Q++(n)
e−(|q|+|⌊qω⌋−n|)δ
|qω − p| 6
(
1
1 + ω
+O(δ)
)
· δ−1 log (δ−1) .
We can similarly deal with the sum over Q−−(n):∑
q∈Q−−(n)
e−(|q|+|⌊qω⌋−n|)δ
|qω − p| 6
−1∑
q=−∞
e−((−q)+(−⌊qω⌋+n))δ
|qω − p| <
1
n
−1∑
q=−∞
e−((−q)+(−⌊qω⌋+n))δ
(q→−q)
=
=
1
n
∞∑
q=1
e−(q+⌈qω⌉+n)δ <
e−nδ
n
∞∑
q=1
e−q(1+ω)δ =
e−nδ
n
· e
−(1+ω)δ
1− e−(1+ω)δ .
(49)
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Using an analogous reasoning we can infer that for small enough δ we have
(50)
∑
q∈Q−−(n)
e−(|q|+|⌊qω⌋−n|)δ
|qω − p| 6
(
1
1 + ω
+O(δ)
)
· δ−1 ·
(
e−δ
)n
n
and eventually
∞∑
n=1
∑
q∈Q−−(n)
e−(|q|+|⌊qω⌋−n|)δ
|qω − p| 6
(
1
1 + ω
+O(δ)
)
· δ−1 · (− log (1− e−δ)) =
=
(
1
1 + ω
+O(δ)
)
· δ−1 log (δ−1) ,
(51)
where the last equality is valid for small enough δ.(xvii)
We now consider the sum over Q+−(n).
∑
q∈Q+−(n)
e−(|q|+|⌊qω⌋−n|)δ
|qω − p| <
1
n
⌊n/ω⌋−1∑
q=0
e−(q−⌊qω⌋+n)δ <
e−nδ
n
⌊n/ω⌋−1∑
q=0
e−q(1−ω)δ =
=
e−nδ
n
· 1− e
−(1−ω)⌊n/ω⌋δ
1− e−(1−ω)δ <
e−nδ
n
· 1
1− e−(1−ω)δ .
(52)
We can now - analogously to the Q++(n) and Q−−(n) cases - infer that
(53)
∞∑
n=1
∑
q∈Q+−(n)
e−(|q|+|⌊qω⌋−n|)δ
|qω − p| <
(
1
1− ω +O(δ)
)
δ−1 log
(
δ−1
)
.
Adding the three sums together gives the estimate Σ
(⋃
n>1 Strip(n)
)
< G+ · δ−1 log
(
δ−1
)
with G+ =
2
1+ω +
1
1−ω +O(δ). The desired inequality now follows from the fact we stated earlier in the proof, namely that Σ(Away) =
2 · Σ
(⋃
n>1 Strip(n)
)
. 
4.3.2. Indices of “constant type”.
Lemma 4.3. The series Σ(ConstType) satisfies the estimate
(54) Σ(ConstType) 6 GConstType · δ−2
for small enough δ > 0. Here GConstType is given by
(55) GConstType =
8
(1 + ω)2
+O(δ).
Proof. First observe that
(56) Σ(ConstType) =
∑
(q,p)∈ConstType
e−(|q|+|p|)δ
|qω − p| 6
∑
(q,p)∈ConstType
2|q|e−(|q|+|p|)δ.
because of Legendre’s theorem 3.2. Since ConstType ⊂ CritStrip we can estimate further by
(57) Σ(ConstType) 6
∑
(q,p)∈CritStrip
2|q|e−(|q|+|p|)δ.
(xvii)note that the O(δ) terms on the two sides of this equality are not the same
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The set CritStrip is symmetric with respect to (0, 0) and the summand in the last sum does not change under
(q, p) 7→ (−q,−p), therefore we can write
Σ(ConstType) 6 2 ·
∑
(q,p)∈CritStrip,q>1
2|q|e−(|q|+|p|)δ = 4 ·
∑
(q,p)∈CritStrip,q>1
qe−(q+p)δ =
= 4 ·
∞∑
q=1
q
(
e−(q+⌊qω⌋)δ + e−(q+⌈qω⌉)δ
)
< 4 ·
∞∑
q=1
q
(
e−(q+qω−1)δ + e−(q+qω)δ
)
=
= 4(1 + eδ)
∞∑
q=1
qe−q(1+ω)δ = 4(1 + eδ)
e−(1+ω)δ
(1 − e−(1+ω)δ)2 =
(
8
(1 + ω)2
+O(δ)
)
δ−2.
(58)

4.3.3. Brjuno indices. Since Brjuno indices are of the form (aqk, nint(aqkω)) for k ∈ N and 1 6 a 6 a∗k+1 we will
first write nint(aqkω) in terms of pk, the numerator of the k-th convergent to ω.
Lemma 4.4. If k ∈ N and 1 6 a 6 a∗k+1 then nint(aqkω) = apk.
Proof. To prove the lemma we have to verify whether |aqkω − apk| < 1/2 for the required k and a. To do this we
will use two well known facts from the theory of continued fractions: the estimate |qkω − pk| < q−1k+1, valid for all
k > 0 and the recursive formulas for qk, namely qk = akqk−1 + qk−2, k > 0 with q−2 = 1 and q−1 = 0. We have
(59) |aqkω − apk|
(⋆)
<
a
qk+1
=
a
ak+1qk + qk−1
<
a
ak+1
· 1
qk
<
√
(ak+1 + 2)/2
ak+1
· 1
qk
6
√
3/2
qk
.
From the recursive formulas we see that q1 = a1, q2 = a2a1 + 1 and that (qj)
∞
j=0 is an increasing sequence. This
way whenever k > 3 we can further estimate by 1/2 in (59) as q3 > 3. For k ∈ {0, 1, 2} we need to consider separate
cases and investigate the initial estimate in (59), marked with (⋆).
Observe that whenever ak+1 = 1 then a
∗
k+1 = 1 and therefore a = 1. This way inequality (⋆) is valid whenever
k ∈ {1, 2} since q2+1 > q1+1 > 2. For k = 0 we have ak+1 = a1 = 1 and this way this case concerns only ω < 1/2.
The estimates in (59) therefore read |aqkω − apk| = |q0ω − p0| = ω < 1/2.
If ak+1 > 2 we only need to consider the cases of k = 0 and k = 1 separately, since for k > 2 we have qk > 2 >
√
2
and this way, similarly to (59) we can estimate |aqkω − apk| <
√
(ak+1 + 2)/2/(ak+1qk) < 1/2 since the minimal
value of
√
(ak+1 + 2)/2/ak+1 is
√
2/2.
If k = 1 and ak+1 = a2 > 2 we have
(60) |aq1ω − ap1| < a
q2
=
a
a2a1 + 1
6
a
a2 + 1
<
√
a2 + 2
2(a2 + 1)2
6
√
2
3
<
1
2
.
If k = 0 and ak+1 = a1 > 2 then similarly
(61) |aq0ω − ap0| < a
q1
=
a
a1
.
If a1 = 2 then a
∗
1 = ⌊
√
(2 + 2)/2⌋ = 1 and therefore a = 1 and a/a1 = 1/2, similarly for a1 = 3 we have a/a1 = 1/3.
For a1 > 4 we can further estimate by
(62)
a
a1
6
√
a1 + 2
2a21
6
√
6
32
<
1
2
.

Knowing the form of nint(aqkω) we can now proceed to estimating Σ(Brjuno). We will do this in terms of the
Brjuno-like functions given in (6).
The two Brjuno-like functions correspond to two separate types of Brjuno indices introduced in (38) - the first
one to a = 1 and the second one to 2 6 a 6 a∗k+1. We elaborate on this vague statement in the remaining part of
this subsection.
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Define
(63) Brjuno+1 :=
{
(q, p) ∈ Z2∗ : q = qk, p = pk for some k ∈ N
}
and
(64) Brjuno+2+ :=
{
(q, p) ∈ Z2∗ : q = aqk, p = apk for some k ∈ N and 2 6 a 6 a∗k+1
}
.
Lemma 4.5. The following estimate is valid for Σ(Brjuno):
(65) Σ(Brjuno) 6 2 · [(2 +O(δ))Brj1(∆) + (1 +O(δ))Brj2(2∆)],
where ∆ = (1 + ω)δ.
Proof. First observe that the set Brjuno is symmetric with respect to (0, 0) as Brjuno = Brjuno+ ∪ −Brjuno+ and
that L(q, p) = L(−q,−p) for all nonzero pairs (p, q). This way Σ(Brjuno) = 2Σ(Brjuno+) which gives the constant
2 in (65) before the square brackets. What remains to be proven is the estimate of Σ(Brjuno+) by the contents in
the square brackets. To do this we will - as indicated before the formulation of the lemma - use the two ingredients
separately and prove that Σ(Brjuno+1 ) 6 (2 +O(δ))Brj1(∆) and Σ(Brjuno
+
2+) 6 (1 +O(δ))Brj2(2∆).
The sum over Brjuno+1 . All pairs (p, q) ∈ Brjuno+ satisfy |qω − p| < 1 and in particular p > qω − 1. This way
for (p, q) = (pk, qk) ∈ Brjuno+1 we can estimate
L(q, p) =
e−(q+p)δ
|qω − p| <
e−(q+qω−1)δ
|qω − p| = e
δ e
−qk∆
|qkω − pk| < e
δ · 2qk+1e−qk∆ = (2 +O(δ))e−qk∆qk+1.(66)
Summing over k > 1 concludes this case.
The sum over Brjuno+2+. For (p, q) = (apk, aqk) ∈ Brjuno+2+ with 2 6 a 6 a∗k+1 we can also write p > qω − 1.
The estimates of L(q, p) for such (p, q) read
L(q, p) =
e−(q+p)δ
|qω − p| <
e−(q+qω−1)δ
|qω − p| = e
δ e
−aqk∆
a|qkω − pk| 6 e
δ e
−2qk∆
a|qkω − pk| < 2e
δ 1
a
e−2qk∆qk+1.(67)
Summing over all (p, q) is now equivalent to summing over all 2 6 a 6 a∗k+1 first and then over all k > 1. In the
above estimate there is only one term that depends explicitly on a, namely a−1. The sum of a−1 is the a∗k+1-st
harmonic number decremented by 1, which can be further estimated from above by log a∗k+1. A straightforward
verification gives the estimate a∗k+1 6
√
ak+1 which, after summing over all k > 1, gives the upper bound of the
whole Σ(Brjuno+2+) by the desired (1 +O(δ))Brj2(2∆). 
4.4. Estimates for Diophantine numbers. To estimate Brj1(∆) and Brj2(∆) we use the following recursive
upper bound on qn (for a proof of a slight variant of this result see [6]):
Lemma 4.6 (Diophanticity in terms of the continued fraction expansion). If an irrational number ω is (C, τ)-
Diophantine with C > 0 and τ > 1 then the denominators of its convergents and its partial quotients can be
estimated by
(68) qn+1 6 C
−1qτn and an+1 6 C
−1qτ−1n .
Conversely, estimates as in (68) for all n > 0 result in ω being (C/(2 + C), τ)-Diophantine.
Using this result we can readily infer thatBrj1(∆) 6 C
−1Dph1(∆) and Brj2(∆) 6 log(C
−1) ·Dph1(∆)+C−1(τ−
1)Dph2(∆), where Dph1 and Dph2 ar given by
(69) Dph1(∆) :=
∞∑
n=1
e−qn∆qτn and Dph2(∆) :=
∞∑
n=1
e−qn∆qτn log qn.
The proof of theorem 2.7 reduces therefore to suitably estimating both Dph1(∆) and Dph2(∆). We will do this
in the lemmas that follow.
In the proofs in the remaining part of this subsection we will often estimate series by appropriate improper
integrals. This is possible whenever a function f : [R− 1,∞) 7→ [0,∞) with R ∈ N is nonincreasing - then we have∑∞
n=R f(n) 6
∫∞
R−1 f(x) dx.
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Lemma 4.7. The series Dph1(∆) satisfies
(70) Dph1(∆) 6
(τe−1)τ
logϕ
·∆−τ
(
log(∆−1) +G(0)Dph1
)
,
where G
(0)
Dph1 = log(3τϕ) + ΓEul(τ)/(2(τe
−1)τ ).
Proof. Denote F˜k := ϕ
k/3. We have F˜k < qk as both F˜k < Fk and Fk < qk hold for all k, where (Fk) is the Fibonacci
sequence. The function D1(t) := t
τe−t∆ has a single maximum at t1 := τ∆−1 with D1(t1) = (τe−1)τ∆−τ . This
way for k for which t1 6 F˜k < qk, that is k > k∗ := ⌈logϕ(3τ∆−1)⌉, we can estimate D1(qk) < D1(F˜k) and thus
(71)
∞∑
k=k∗
D1(qk) <
∞∑
k=k∗
D1(F˜k) = 3
−τ
∞∑
k=k∗
ϕτke−ϕ
k∆/3
as D1 is decreasing for these k. This is also the case with the function f1(x) := 3
−τϕτxe−ϕ
x∆/3, therefore the last
sum can be further estimated by an improper integral of f1 over [k∗ − 1,∞). To estimate the integral it is best to
first split it into a sum of two - one over [k∗ − 1, logϕ(3τ∆−1)) and another over [logϕ(3τ∆−1),∞).
The first of these integrals can be estimated by the maximal value of f1, which is f1(logϕ(3τ∆
−1)) = (τe−1)τ∆−τ .
This is because the first domain of integration is of length at most 1.
The second, improper integral can be transformed by means of a substitution y = ϕx∆/3 into
(72) 3−τ
∫ ∞
logϕ(3τ∆
−1)
ϕτxe−ϕ
x∆/3 dx =
∫ ∞
τ
∆−τ
logϕ
yτ−1e−y dy 6
1
2
ΓEul(τ)
logϕ
∆−τ .
The 1/2 factor in the last inequality stems from the fact that the median mdn(τ) of the Gamma distribution with
shape parameter α = τ and rate parameter β = 1 (given by density dns(x;α, β) = βαxα−1e−βx/ΓEul(α)) satisfies
τ − 1/3 < mdn(τ) < τ (see [4]).
The initial part of the sum, i.e.
∑k∗−1
k=1 D1(qk), can be naively estimated by the upper bound over the values of
the summands multiplied by the upper bound on their number:
(73)
k∗−1∑
k=1
D1(qk) 6 (τe
−1)τ∆−τ · logϕ(3τ∆−1).
Adding the three ingredients (short integral, improper integral and initial part of the sum) together gives the desired
estimate (70). 
Lemma 4.8. If ∆ 6 min{τ−1, τe−1} then the series Dph2(∆) satisfies
(74) Dph2(∆) 6
(τe−1)τ
logϕ
·∆−τ
(
log2(∆−1) +G(1)Dph2 log(∆
−1) +G(0)Dph2
)
,
where G
(1)
Dph2 = log(3ϕ(τ + 1)
2) + ΓEul(τ)/(2(τe
−1)τ ) and G(0)Dph2 = log(3ϕ(τ + 1)) log(τ + 1) + Γ
′
Eul(τ)/(τe
−1)τ .
Proof. The strategy will be similar to the one undertaken in the proof of lemma 4.7, only slightly more intricate
due to the fact that instead of the function D1(t) there appears D2(t) := e
−t∆tτ log t.
Again, denote F˜k = ϕ
k/3 and observe that D2 has a single maximum t2. This time, however, we cannot express
it through an explicit formula like in the proof of lemma 4.7 due to the log t term in D2, but we can still determine
an approximate location of t2. We have t2 ∈ (tlo, thi), where tlo = t1 = τ∆−1 and thi = tlo + ∆−1/ log(τ∆−1).
Indeed, observe that D′2(tlo) > 0 and D
′
2(thi) < 0 with the sign changing exactly once in the interval.
Define t¯hi := (τ + 1)∆
−1 and observe that when ∆ satisfies the smallness assumption from the formulation of
the lemma we have thi 6 t¯hi. As a consequence on [t¯hi,∞) the function D2 is decreasing, in particular whenever
t¯hi 6 F˜k < qk we have D2(qk) < D2(F˜k). We therefore split the series into two sums: an infinite one over
k > k∗∗ := ⌈logϕ(3t¯hi)⌉ = ⌈logϕ(3(τ + 1)∆−1)⌉ and a finite one over k ∈ [1, k∗∗].
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The infinite sum can now be estimated by means of an integral over [logϕ(3(τ +1)∆
−1),∞) (which is a superset
of [(k∗∗ + 1)− 1,∞)):
∞∑
k=k∗∗+1
D2(qk) <
∞∑
k=k∗∗+1
D2(F˜k) 6
∫ ∞
k∗∗
D2
(
ϕx
3
)
dx 6
∫ ∞
logϕ(3(τ+1)∆
−1)
e−ϕ
x∆/3
(
ϕx
3
)τ
log
(
ϕx
3
)
dx =
y=ϕx∆/3
=
∫ ∞
τ+1
e−yyτ−1∆−(τ−1)(log y + log(∆−1))∆−1
dy
logϕ
6
6
1
2
ΓEul(τ)
logϕ
·∆−τ log(∆−1) + Γ
′
Eul(τ)
logϕ
·∆−τ .
(75)
As for the finite sum we estimate it from above just as in the proof of lemma 4.7: by the upper bound on its
length multiplied by the upper bound on the value of the maximal summand:
k∗∗∑
k=1
D2(qk) 6 ⌈logϕ(3(τ + 1)∆−1)⌉ ·
(
max
t∈[tlo,t¯hi]
D2(t)
)
6
6
(
logϕ(3(τ + 1)∆
−1) + 1
) ·( max
t∈[tlo,t¯hi]
D1(t)
)
·
(
max
t∈[tlo,t¯hi]
log t
)
=
= logϕ(3ϕ(τ + 1)∆
−1) · (τe−1)τ∆−τ · log((τ + 1)∆−1) =
=
(τe−1)τ
logϕ
∆−τ
(
log2(∆−1) + log(3ϕ(τ + 1)2) · log(∆−1) + log(3ϕ(τ + 1)) log(τ + 1)) .
(76)
Adding the two estimates together yields the desired upper bound on Dph2(∆). 
Remark 4.9. We stress that in the case of Dph1(∆) = O(∆
−τ log(∆−1)) the extra log(∆−1) factor above Ru¨ssmann’s
O(∆−τ ) ([12]) stems from the very crude upper bound of the finite part of the sum by the O(log(∆−1)) length of
the sum multiplied by the O(∆−τ ) maximal summand. The sum in question, however, forms a rapidly incresing
sequence and therefore perhaps the extra length factor can be dropped through a more clever estimate, as is the case
with the simple
(77)
N∑
k=0
2k = 2N+1 − 1 < 2N+1 = 2 · 2N = O(1) · max
k∈{0,...,N}
2k.
In the case of Dph2(∆) = O(∆
−τ log2(∆−1)) there are two extra log(∆−1) factors - one of them seems to stem
from the finite sum part as in the previous case, but the other one from the log t factor in D2(t). Again, it seems
plausible to go down to O(∆−τ log(∆−1)), but dropping the second extra factor appears to be more delicate.
4.5. Estimates for Khintchine-Le´vy numbers. In this section we provide estimates for Brj1(∆) and Brj2(∆)
whenever ω ∈ KLBrj(T−, T+, N).
Again, as in subsection 4.4, it will be convenient to estimate the series by means of an integral, so we first
introduce a general technical
Lemma 4.10 (Series estimation by means of an improper integral for unimodal functions). Let N ∈ N and let
f : [N,∞) 7→ [0,∞) be a continuous L1 function. Assume that f has a single local maximum at x0 ∈ [N,∞). Then
(78)
∞∑
n=N
f(n) 6 f(x0) +
∫ ∞
N
f(x) dx.
Proof. Since f has a single local maximum x0 we see that it increases on [N, x0] and decreases on [x0,∞). In
particular it increases on [N, ⌊x0⌋] and decreases on [⌈x0⌉,∞). If a function g : R 7→ [0,∞) is increasing on
[M,M +1] with M ∈ R then g(M) 6 ∫M+1M g(x) dx and if it is decreasing we have g(M +1) 6 ∫M+1M g(x) dx. This
way
(79)
⌊x0⌋∑
n=N
f(n) 6
∫ ⌊x0⌋+1
N
f(x) dx 6
∫ x0
N
f(x) dx+ (⌊x0⌋+ 1− x0)f(x0)
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and
(80)
∞∑
n=⌈x0⌉
f(n) 6
∫ ∞
⌈x0⌉−1
f(x) dx 6
∫ ∞
x0
f(x) dx+ (x0 − (⌈x0⌉ − 1))f(x0),
where we majorized the “excess” part of the integral (i.e. the one on [x0, ⌊x0⌋+ 1] or [⌈x0⌉ − 1, x0]) by the length
of the interval multiplied by the supremum of f . If x0 6∈ Z then adding these two inequalities up gives
(81)
∞∑
n=N
f(n) 6 (2 − (⌈x0⌉ − ⌊x0⌋))f(x0) +
∫ ∞
N
f(x) dx = f(x0) +
∫ ∞
N
f(x) dx
and if x0 ∈ Z it gives
(82) f(x0) +
∞∑
n=N
f(n) 6 (2 − (⌈x0⌉ − ⌊x0⌋))f(x0) +
∫ ∞
N
f(x) dx = 2f(x0) +
∫ ∞
N
f(x) dx,
which concludes the proof. 
Before we proceed with the estimates of Brjuno-like functions we consider an “idealized” motivating example to
provide some insight into the behavior ofBrj1,2 for Khintchine-Le´vy ω. According to the theorem on the Khintchine-
Le´vy constant ([9]) for a “randomly chosen” ω the asymptotic behavior of the sequence qn is exponential
(xviii):
qn ≈ eℓn with ℓ = π212 log 2 being a constant independent of this randomly chosen ω. We will thus first try to estimate
Brj1(∆) assuming that qn = e
ℓn.
Example 4.11 (Estimating the Brjuno-like functions in the ideal situation). Let qn = e
ℓn and ∆ > 0. We will
estimate the size of Brj1(∆) in terms of ∆.
e−ℓBrj1(∆) = e−ℓ
∞∑
n=1
e−qn∆qn+1 = e−ℓ
∞∑
n=1
e−e
ℓn∆eℓ(n+1) =
∞∑
n=1
eℓn−e
ℓn∆.(83)
The function f(x) = eℓx−e
ℓx∆ has a single local maximum at x0 = ℓ
−1 log∆−1 with f(x0) = e−1∆−1. Lemma 4.10
tells us now that
∞∑
n=1
eℓn−e
ℓn∆ 6 e−1∆−1 +
∫ ∞
1
eℓx−e
ℓx∆ dx.(84)
The integral can be computed by means of the substitution y = eℓx∆:
(85)
∫ ∞
1
eℓx−e
ℓx∆ dx =
∫ ∞
eℓ∆
(ℓ∆)−1e−ydy 6 ℓ−1∆−1
∫ ∞
0
e−ydy = ℓ−1∆−1.
All in all
(86) Brj1(∆) 6 GExample ·∆−1
with GExample = e
ℓ(e−1 + ℓ−1) ≈ 3.9658.
We see that for a geometric sequence qn one should expect Brj1(∆) to be O(∆
−1) - this is somewhat the best
case scenario in an attempt to estimate Brj1(∆) for a truly “randomly chosen” ω.
We will now consider the KL-set case, more precisely the case of ω ∈ KLBrj(T−, T+, N) for fixed parameters
T−, T+ > 0 and N ∈ N. For brevity we will write β = κ− T−, β′ = κ′ + T+ and γ = β′/β.
Remark 4.12. The exponent in the O
(
∆−1
)
obtained in example 4.11 can be viewed as the negative relative growth
rate of the upper bound of qn to its lower bound. In the ideal case of this example the relative growth rate is 1, in
the KL case it changes to γ. The results of the next lemma are consistent with this interpretation - the estimates we
obtain are O (∆−γ) in the Brj1(∆) case and O
(
∆−γ log
(
∆−1
))
in the Brj2(∆) case. One should therefore expect
that a better sandwiching of qn will produce better estimates for the Brjuno-like functions. In our case the κ and κ
′
growth rates are somewhat the best possible, as they produce the measure estimates of the set KLBrj(T−, T+, N) in
[6]. The numerical value of the best possible γ is κ′/κ ≈ 1.4278, which is still close to 1.
(xviii)More precisely the theorem tells us that for Lebesgue almost all ω we have n
√
qn → eℓ as n→∞.
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We now have all the necessary ingredients to proceed with the
Proof of theorem 2.8. First observe that we can make initial estimates of the summands in the Brjuno-like functions
by
e−qn∆qn+1 6 e−Mn∆M ′n+1 and e
−qn∆qn+1 log an+1 6 e−Mn∆M ′n+1 log
Mn+1
Mn
(87)
for any n ∈ N. Define, for a fixed m ∈ N, the finite parts of Brj1(∆) and Brj2(∆) reduced by their “expected
upper estimates” as
BrjFinDiff1(m,∆) =
m−1∑
n=1
e−qn∆qn+1 −
m−1∑
n=1
e−e
βn∆ · eβ′(n+1)
BrjFinDiff2(m,∆) =
m−1∑
n=1
e−qn∆qn+1 log an+1 −
m−1∑
n=1
e−e
βn∆ · eβ′(n+1) · log
(
eβ
′(n+1)
eβn
)
.
(88)
We have - under assumption that ω ∈ KLBrj(T−, T+, N) - that
Brj1(∆) 6 BrjFinDiff1(N,∆) +
∞∑
n=1
e−e
βn∆ · eβ′(n+1) = BrjFinDiff1(N,∆) + eβ
′
∞∑
n=1
eβ
′n−eβn∆(89)
and similarly
Brj2(∆) 6 BrjFinDiff2(N,∆) +
∞∑
n=1
e−e
βn∆ · eβ′(n+1) · log
(
eβ
′(n+1)
eβn
)
=
= BrjFinDiff2(N,∆) +
∞∑
n=1
e−e
βn∆ · eβ′(n+1) · ((T+ + T−)n+ β′) =
= BrjFinDiff2(N,∆) + (T+ + T−)e
β′
∞∑
n=1
eβ
′n−eβn∆n+ eβ
′
β′
∞∑
n=1
eβ
′n−eβn∆.
(90)
We will denote the series appearing in the above estimates at the very end as Σ1(∆) and Σ2(∆):
Σ1(∆) =
∞∑
n=1
eβ
′n−eβn∆, Σ2(∆) =
∞∑
n=1
eβ
′n−eβn∆n.(91)
The O(1) parts in inequalities (19) are precisely BrjFinDiff1(N,∆) and BrjFinDiff2(N,∆). Note that they are
not necessarily positive - whether they are or not depends on how much the first N−1 partial quotients of ω deviate
from their average behavior.
We will now estimate the series Σ1(∆) and Σ2(∆) by means of appropriate integrals. Define B1(x) = e
β′x−eβx∆
and B2(x) = xB1(x). We will utilize lemma 4.10 for these two functions. The estimations follow similar paths to
the ones performed for Dph1(∆) and Dph2(∆), outlined in the proofs of lemmas 4.7 and 4.8, respectively.
Estimating Σ1(∆). The function B1 has a single maximum at x1 = β
−1 log
(
γ∆−1
)
and the maximal value of
B1 is B1(x1) =
(
γe−1
)γ ·∆−γ . We now compute the integral of B1 over [1,∞) - this will, together with the value
of B1(x1), give us an estimate of Σ1(∆) according to lemma 4.10. We have
(92)
∫ ∞
1
eβ
′x−eβx∆ dx =
∫ ∞
eβ∆
β−1y−1 · yγ∆−γe−y dy 6 β−1∆−γ
∫ ∞
0
yγ−1e−y dy = β−1ΓEul(γ) ·∆−γ
after changing the variable to y = eβx∆. All in all, according to lemma 4.10 we have
(93) Σ1(∆) 6
(
β−1ΓEul(γ) +
(
γe−1
)γ) ·∆−γ
which gives the first inequality in (19).
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Estimating Σ2(∆). First observe that for small enough ∆ the function B2 also has a unique local maximum
x2. It is, however, not possible to give it by means of an explicit formula as was the case with B1, but we can infer
that the maximum is located in the vicinity of x1, namely somewhere in the interval
(94) (xlo, xhi) =
(
x1, x1 +
1
β
log
(
1 +
1
γ log (γ∆−1)
))
.
To see this observe that B′2(xlo) > 0 while B
′
2(xhi) < 0 and the sign of B
′
2(x) changes exactly once from posi-
tive to negative as x grows. This is a narrow constraint, since the length of the interval is small: xhi − xlo =
O
(
1/ log
(
∆−1
))
. We now estimate the value of B2(x2) - to do this we will provide an upper bound for B2(x) over
all x ∈ (xlo, xhi). We have B2(x) = xB1(x), therefore - for sufficiently small ∆ (in this case ∆ 6 γe−1/γ) - we have
sup
x∈(xlo,xhi)
B2(x) = sup
x∈(xlo,xhi)
xB1(x) 6
(
sup
x∈(xlo,xhi)
x
)
·
(
sup
x∈(xlo,xhi)
B1(x)
)
= xhi ·B1(x1) =
=
(
1
β
log
(
γ∆−1
)
+
1
β
log
(
1 +
1
γ log (γ∆−1)
))(
γe−1
)γ ·∆−γ 6
6
1
β
(
γe−1
)γ ·∆−γ · log (2γ∆−1) = 1
β
(
γe−1
)γ
log(2γ) ·∆−γ + (γe−1)γ ·∆−γ log (∆−1) .
(95)
We now turn to the integral of B2 over [1,∞). We will once more utilize the substitution y = eβx∆.
∫ ∞
1
B2(x) dx =
∫ ∞
1
xeβ
′x−eβx∆ dx =
∫ ∞
eβ∆
1
β
(
log y + log
(
∆−1
)) · yγ∆−γ · e−y · dy
βy
6
6
1
β2
·∆−γ ·
(∫ ∞
0
e−yyγ−1 log y dy + log
(
∆−1
) · ∫ ∞
0
e−yyγ−1 dy
)
=
=
1
β2
Γ′Eul(γ) ·∆−γ +
1
β2
ΓEul(γ) ·∆−γ log
(
∆−1
)
.
(96)
We now have both ingredients necessary to use lemma 4.10, which yields
Σ2(∆) 6
(
1
β
(
γe−1
)γ
log(2γ) +
1
β2
Γ′Eul(γ)
)
·∆−γ +
((
γe−1
)γ
+
1
β2
ΓEul(γ)
)
·∆−γ log (∆−1) .(97)
Combining this together with (90) gives the second inequality in (19).

5. Brjuno numbers vs. semi-Brjuno numbers
In this section we briefly discuss the concept of semi-Brjuno numbers. In brief: Brjuno numbers are semi-Brjuno,
but not the other way round.
Lemma 5.1 (Brjuno numbers are semi-Brjuno). Suppose ω ∈ Brjuno. Then ω ∈ SemiBrjuno.
Proof. Denote bn := q
−1
n log qn+1, B
(1)
n (∆) := e−qn∆qn+1 and B
(2)
n (2∆) := e−2qn∆qn+1 log an+1 and fix ∆ > 0.
We will prove that
∑∞
n=1B
(j)
n (j∆) converges for j ∈ {1, 2}. For Brjuno numbers
∑∞
n=1 bn converges, therefore in
particular bn → 0. Expressing qn+1 explicitly in terms of bn and qn gives qn+1 = ebnqn . Using this and the (crude
over-)estimate log an+1 < qn+1 we can write
(98) B(1)n (∆) 6 e
−qn∆qn+1 6 e−qn(∆−bn) and B(2)n (2∆) 6 e
−2qn∆q2n+1 6 e
−2qn(∆−bn).
For n larger than some N(∆) we have bn < ∆/2 and this way B
(j)
n (j∆) 6 e−jqn∆/2 < e−jn∆/2 for such n and
j ∈ {1, 2}, which confirms the convergence of ∑∞n=N(∆)B(j)n (j∆). 
Note how in the proof of lemma 5.1 we only use the fact that bn → 0 and not the full assumption of
∑∞
n=1 bn
being convergent. This observation will allow us to construct a semi-Brjuno number which is not Brjuno.
Lemma 5.2. There exists ω∗ ∈ SemiBrjuno \ Brjuno.
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Proof. We will define ω∗ through its partial quotients (an), setting them recursively in terms of the previous
denominators of convergents:
(99) an+1 :=
⌊
1
qn
exp(qn · αn)
⌋
− 1
where (αn) is any sequence for which αn > 0 and αn → 0, but
∑∞
n=1 αn diverges. The first partial quotient a1 can
be chosen arbitrarily. This gives recursive upper and lower bounds on the growth of the sequence (qn), valid for n
large enough:
(100) qn+1 < (1 + an+1)qn < qn
⌊
1
qn
exp(qn · αn)
⌋
< exp(qn · αn)
and
(101) qn+1 > an+1qn =
(⌊
1
qn
exp(qn · αn)
⌋
− 1
)
qn >
1
2
exp(qn · αn)
(we used the inequality ⌊y⌋ − 1 > y/2, valid for large enough y).
We first show that ω∗ ∈ SemiBrjuno. Fix ∆ > 0 and observe that for n large enough we have αn < ∆/2 (since
αn → 0) and thus
(102) e−qn∆qn+1 6 e−qn(∆−αn) 6 e−qn(∆−
∆
2 ) = e−qn∆/2 < e−n∆/2.
The final upper bound gives rise to a convergent series. Similarily
(103) e−2qn∆qn+1 log an+1 6 e−2qn∆q2n+1 6 e
−2qn(∆−αn) 6 e−2qn(∆−
∆
2 ) = e−qn∆ < e−n∆.
To see that ω∗ 6∈ Brjuno observe that
(104)
log qn+1
qn
> αn − log 2
qn
.
This lower bound gives rise to a divergent series, since the term log 2/qn gives rise to a convergent one as the growth
of (qn) is at least exponential. 
6. A counterexample
In the previous sections we learnt that the convergence of Brj1(∆) and Brj2(2∆) with ∆ = (1+ ω)δ is sufficient
for the existence of an analytic solution g ∈ P0(̺ − δ) to the cohomological equation with initial data a ∈ P0(̺).
We now show that when Brj1(∆) or Brj2(2∆) do not converge, then one can construct a function aˆ ∈ P0(̺) with
||aˆ||̺ arbitrarily small, for which gˆ, the formal solution of the cohomological equation with initial data aˆ, is not
analytic in Π(̺ − δ′)2 for any 0 < δ′ < δ. In particular if ω 6∈ SemiBrjuno then the cohomological equation may
not be solvable in P0(̺− δ) even for arbitrarily small δ ∈ (0, ̺).
We define aˆ through its Fourier coefficients aˆp,q, (p, q) ∈ Z2∗. The idea is to maximize the crucial ones, while
keeping their growth tame, so that aˆ falls within the desired analyticity class. Before we proceed we introduce
several necessary quantities.
Let ε > 0 and let (αn)
∞
n=1 ⊂ R be a sequence given by αn := 1/(2α¯qn), where α¯ :=
∑∞
n=1 1/qn (this way
2
∑∞
n=1 αn = 1). We now put
(105) aˆp,q =
{
εe−̺(|p|+|q|) · αn whenever (p, q) = ±(pn, qn) for some n > 1
0 for all remaining (p, q) ∈ Z2∗
.
Lemma 6.1. The function aˆ defined through (105) satisfies aˆ ∈ P0(̺) and ||aˆ||̺ 6 ε.
Proof. We first show that aˆ is analytic in Π(̺)2. Indeed, it is defined as a limit of analytic functions (partial sums
of the Fourier expansion), we therefore only need to verify that the defining Fourier series converges uniformly on
compact subsets of Π(̺)2. To see this first observe that each compact K ⊂ Π(̺)2 is actually a subset of Π(̺− θ)2
for some θ > 0. This way the norm of ep,q on K is at most e
(̺−θ)(|p|+|q|) and thus for all (x˜, y˜) ∈ K we have
(106) |aˆp,qep,q(x˜, y˜)| 6 εe−̺(|p|+|q|) · A · e(̺−θ)(|p|+|q|) = Aεe−θ(|p|+|q|),
20 PIOTR KAMIEN´SKI
where A := maxn∈N αn. The last estimate gives a convergent series when summed over all (p, q) ∈ Z2∗, therefore by
the Weierstrass M-test the series is uniformly convergent on K.
To see that to analyticity we can add continuity up to the boundary of the domain note that each summand
aˆp,qep,q in the Fourier series of aˆ is a continuous function on Π(̺)2. The sup-norm on Π(̺)2 of each summand is
either 0 or bounded by εαn, therefore the Fourier series converges uniformly also on Π(̺)2 again by the Weierstrass
M-test as 2
∑∞
n=1 εαn <∞. The function aˆ is now continuous on Π(̺)2 as a uniform limit of continuous functions.
The coefficients aˆp,q satisfy the Hermitian symmetry condition aˆp,q = aˆ−p,−q, therefore aˆ returns real values for
real pairs of arguments.
The absolute value of aˆp,q is either 0 or satisfies |aˆ±pn,±qn | = εe−̺(pn+qn)αn, therefore we can estimate ||aˆ||̺
from above by
(107) ||aˆ||̺ 6
∑
(p,q)∈Z2∗
|aˆp,q| · ||ep,q||̺ 6 2
∞∑
n=1
εe−̺(pn+qn)αn · e̺(pn+qn) = ε.

Lemma 6.2. Let ̺ > 0, ε > 0, ω ∈ X, 0 < δ′ < δ < ̺. Denote ∆ = (1 + ω)δ and suppose Brj1(∆) = ∞ or
Brj2(2∆) = ∞. Then gˆ, the formal solution of the cohomological equation with initial data aˆ, does not belong to
P0(̺− δ′).
Before we proceed with the proof we present two simple lemmas.
Lemma 6.3 (A divergent series majorizes a convergent one on a subsequence). Suppose (cn)
∞
n=1 and (dn)
∞
n=1
are sequences of positive numbers such that
∑∞
n=1 cn is convergent and
∑∞
n=1 dn is divergent. Then dn > cn for
infinitely many n.
Proof. Suppose the contrary - that there are at most finitely many indices n for which dn > cn. Denote by N the
maximal one and note that for n > N we have dn 6 cn which is a contradiction, since all tails of a divergent series
are also divergent series. 
Lemma 6.4 (An analyticity criterion). Let R > 0. If there exists an infinite sequence of indices (νk, µk)
∞
k=1 ⊂ Z2∗
such that the Fourier coefficients of a function b : Π(R)2 7→ C satisfy eR(|νk|+|µk|)|bνk,µk | → ∞ as k → ∞ then
b 6∈ P0(R).
Proof. The statement of the lemma is a direct contraposition of lemma 4.1. 
Proof of lemma 6.2. Denote ∆′ = (1 + ω)δ′.
Case 1: Brj1(∆) =∞.
A direct computation shows that
(108) e(̺−δ
′)(pn+qn)|gˆpn,qn | = ε
e−δ
′(pn+qn)
|qnω − pn| αn > εe
−δ′e−∆
′qnqn+1αn = εe
−δ′ · 1
α¯qn
· e−∆qnqn+1 · e(∆−∆
′)qn .
Since we assumed that Brj1(∆) diverges we have, by virtue of lemma 6.3, that for infinitely many n’s the quantity
e−qn∆qn+1 majorizes one that gives a convergent series, say 1/qn. For such n we can thus further estimate
(109) e(̺−δ
′)(pn+qn)|gˆpn,qn | > . . . >
εe−δ
′
α¯
· 1
q2n
· e(∆−∆′)qn .
The last expression can be made arbitrarily large since ∆ − ∆′ > 0 and the exponential terms overcomes the
const./q2n term, thus, by lemma 6.4 the function gˆ cannot be analytic in Π(̺− δ′)2.
Case 2: Brj2(2∆) =∞.
Similarly to (108) we have
e(̺−δ
′)(pn+qn)|gˆpn,qn | > εe−δ
′ · 1
α¯qn
· e−∆qnqn+1 · e(∆−∆
′)qn = εe−δ
′ · 1
α¯qn
· [e−2∆qnq2n+1]1/2 · e(∆−∆′)qn >
> εe−δ
′ · 1
α¯qn
· [e−2∆qnqn+1 log an+1]1/2 · e(∆−∆′)qn .(110)
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By lemma 6.3 the contents of the square brackets can be estimated from below for infinitely many n’s by a sequence
whose series is convergent, say 1/qn. The remaining part of the proof is analogous to case 1. 
Remark 6.5. Note that in lemma 6.2 the condition Brj2(2∆) = ∞ can be substituted by Brj2(∆∗) =∞ for some
∆∗ > ∆ and the proof will also follow. Also the two sequences whose series are convergent that we chose in the
construction of aˆ and in the proof, (αn) and (1/qn), can be made much more slowly convergent to 0, e.g. both
equal to n−(1+β) with β > 0 small. The striking difference between the inverse polynomial speed of their product
n−2(1+β) and the (at least) doubly exponential e(∆−∆
′)qn shows how little analyticity is actually lost while solving
the cohomological equation.
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