Abstract-We consider the optimization of nonquadratic measures of the transient response. We present a computational implementation of dynamic programming recursions to solve finite-horizon problems. In the limit, the finite-horizon performance converges to the infinite-horizon performance. We provide conditions based on finite-horizon computations which only assure that a receding horizon implementation of the finitehorizon optimal control is stabilizing and within a specified tolerance of the infinite-horizon performance.
The uncertainty layer is in white. The complexity of the problem increases exponentially with the dimension of the accumulation set of the paving [7] , which is one in this example instead of zero in Example 2. This explains why the computing time is larger than in Example 2, although " r is larger. Any v 2 0 is guaranteed to send the state into t.
Note that if t = [00:05; 0:05] 2 , for the same required accuracy " r and prior domain of interest for the control, SIVIA numerically proves the nonconnexity of .
V. CONCLUSION
By taking advantage of the guaranteed nature of the numerical results provided by interval analysis, it is possible to solve the problem of computing all sequences of controls driving a deterministic nonlinear discrete-time state-space system from a given initial state to a given desired set of terminal states. To the best of our knowledge, no other guaranteed method is available for that purpose. Taking additional inequality constraints on the state or input into account would be particularly simple.
I. INTRODUCTION
A popular design paradigm for linear time-invariant systems is linear-quadratic (LQ) optimal control [6] . Given a discrete-time linear system of the form
the LQ cost function is
where Q and R are design parameters.
In this paper, we consider cost functions of the form
where the nonquadratic penalty function, h(1; 1), defines a norm on the state and control vector. For example, given vectors x 2 R n and u 2 R m , we may define h(x; u) = maxfjx1j; 111; jxnj; ju1j; 1 11;jumjg In words, the above performance index essentially reflects the`1-norm of the transient response. Since h(1; 1) defines a norm and has linear growth, it does not correspond to any quadratic function. First, we present a computational implementation of dynamic programming recursions to solve the associated finite-horizon problem
This procedure leads to a set of matrices, M N , so that the optimal finite-horizon cost is given by max i (MN xo)i:
We then consider a receding horizon implementation of the finitehorizon optimal control. Receding horizon control, also known as model predictive control, has been considered by several authors for linear and nonlinear systems (cf., [5] , [7] , [8] , [9] , [10] , [11] , [14] and references therein). Many of these references exploit the receding horizon formulation in order to address state and control constraints. In this paper, we consider only the unconstrained case.
Reference [5] has shown in a fairly general setting that for a sufficiently long horizon length, the receding horizon control law is stabilizing. Furthermore, the receding horizon control performance approaches the infinite-horizon performance as the horizon length increases. In this paper, we provide computational criteria which assure that a receding horizon implementation of the finite-horizon optimal control is both stabilizing and within a specified tolerance of the infinite-horizon performance. While these criteria do not provide an a priori bound on the required horizon length, they are based on finite-horizon computations only.
A common practice in receding horizon control is to impose a terminal condition on the finite-horizon problems (such as x(N+1) = 0) in order to assure that the receding horizon control is stabilizing.
In this paper, we do not impose such a terminal constraint. The resulting near-optimal controllers are piecewise linear functions of the state. Although nonlinear and not necessary unique, the receding horizon control law can be made to be globally Lipshitz continuous. The utility of nonlinear controllers for linear unconstrained systems has been considered for certain disturbance rejection problems [1] , [3] , [12] , [13] . 
III. MAIN RESULTS
We will consider the discrete-time linear system (1) with x(k) 2 R n and u(k) 2 R (extensions to the multi-input case require only notational changes).
For 0 X 2 R z2n and 0 U 2 R z , we define the following objective function:
As mentioned in Section I, such a form can represent a variety of piecewise-linear penalty functions. We make the following assumptions throughout. Assumption 3.1:
where N 2 Z + . In the discussion that follows, we will show that the infinite-horizon optimal performance can be approached by a receding horizon implementation of the finite-horizon optimal policy (cf., [4] ). Furthermore, we will derive criteria based on only finite-horizon computations which guarantee that the infinite-horizon optimal performance is achieved within a specified level of accuracy.
We begin by characterizing finite-horizon optimal performance. For 
i.e., KN not only describes a single level set of JN (1), but completely characterizes J N (1). Note that
It is important to note that the N are a result of finite-horizon computations.
We now define a receding horizon implementation of a finitehorizon policy. Given N 2 Z + , define (1; N) : R n ! R as (x; N) = arg min v2R fh(x; v) + JN01(Ax + Bv)g:
From Theorem 3.1 and (2), we see that (x; N) can be computed by an appropriate linear program. The receding horizon policy repeatedly implements the first step of a finite-horizon policy. Key issues are then whether the receding horizon policy is stabilizing, and if so, what is the resulting infinitehorizon performance.
Since the K N and K 1 are Minkowski sets, they define norms on R n which are equivalent to max j 1 j1. We then can define the constants N ; N ; 1 ; and 1 so that for all x 2 R n N jxj 1 J N (x) N jxj 1 1 jxj 1 p(x; K 1 ) 1 jxj 1 : Because of the set containments K 0 K 1 111 K 1 , we may select these constants so that 0 N N 1:
for all x 2 R n and u 2 R. 
which completes the proof.
It is important to note that the condition in Theorem 3.2 is based on finite-horizon computations only.
We now bound the performance achieved by a stabilizing receding horizon policy. Proof: We can bound h(x(k); u(k)) term-by-term as follows. 
Proof: Clearly J(xo) 1 implies xo 2 K1. We see that stability is achieved for N 4, for which the receding horizon policy is at most 30% larger than the optimal infinite-horizon policy. For N = 5, we have 4 = 1, which implies that K4 K5.
Since K 5 K 4 in general, it follows that K 4 = K 5 = K 1 , and This optimization (which does not uniquely define v) does not need to be solved on-line. Let
