codes exist for all integers k and n with 1 k n and all fields (in particular, for the binary field). In this correspondence, we answer this question affirmatively by giving two recursive constructions and a direct one.
I. INTRODUCTION
In [1] , Martinian and Trott present codes for correcting a burst of erasures with a minimum decoding delay. Their construction employs [n; k] codes that can correct any burst of erasures (including wraparound bursts) of length n 0k. Examples of such codes are multiple description source (MDS) codes and cyclic codes. The question is posed in [1] if such [n; k] codes exist for all integers k and n with 1 k n and all fields (in particular, over the binary field). In this correspondence, we answer this question affirmatively by giving two recursive constructions and a direct one. Throughout this correspondence, all matrices and codes are over the (fixed but arbitrary) finite field , and we restrict ourselves to linear codes.
Obviously, a code of length n can correct a pattern E of erasures if and only if any codeword can be uniquely recovered from its values in the (n 0 jEj) positions outside E . As a consequence, if an [n; k] code can correct a pattern E of erasures, then n 0jEj k, i.e., jEj n 0k.
We call an [n; k] code optimal if it can correct any burst of erasures (including wrap-around bursts) of length n 0k. 1 Equivalently, an [n; k] code is optimal if knowledge of any k (cyclically) consecutive symbols from a codeword allows one to uniquely recover that codeword, or, in coding parlance, if each of the n sets of k (cyclically) consecutive codeword positions forms an information set. We call a k 2 n matrix good if any k cyclically consecutive columns of G are independent. It is easy to see that a code is optimal if and only if it has a good generator matrix.
Note that it is trivial to construct [n; k] codes correcting bursts of erasures excluding wrap-around bursts. Indeed, it can be seen that such a code is generated by the k 2n matrix X for which X i;j = 1 if i = j or i = j 0 n + k, and zeroes otherwise.
In [2] , Fossorier shows that under very mild conditions, practically any binary [n; k] code is able to decode any burst of erasures of length n 0 k with probability one. In this correspondence, we obtain explicit 1 A more precise terminology would be "optimal for the correction of a single (wrap-around) burst of erasures," but we opted for just "optimal" for notational convenience.
codes with guaranteed correction capabilities, even for wrap-around bursts.
Throughout this correspondence, we denote the k 2k identity matrix by I k , and the transpose of the matrix X by X T .
II. A RECURSIVE CONSTRUCTION OF OPTIMAL CODES
In this section, we give a recursive construction of good matrices, and hence of optimal codes. We start with a simple duality result.
Lemma 2.1: Let C be an [n; k] code, and let C ? be its dual. If I f1; . . . ; ng has size k and is an information set for C , then I 3 = f1; . . . ; ng n I is an information set for C ? .
Proof: By contradiction. Suppose that I 3 is not an information set for C ? . Then there is a nonzero word x in C ? that is zero in the positions indexed by I 3 . As x is in C ? , for any word c 2 C we have
As a consequence, there are k-tuples that do not occur in I in any word of C , a contradiction. We conclude that I 3 is an information set for C ? .
As a consequence, we have the following.
Corollary 2.2:
A linear code is optimal if and only if its dual is optimal.
Our first theorem shows how to construct a good k 2(k + n) matrix from a good k 2 n matrix. Theorem 2.3: Let G = (I k P ) be a good k 2 n matrix. Then G 0 = (I k I k P ) is a good k 2 (k + n) matrix.
Proof: Any k cyclically consecutive columns in G 0 either are k different unit vectors, or k cyclically consecutive columns of G.
Our next theorem shows how a good n 2 (2n 0 k) matrix can be constructed from a good k 2 n matrix.
Theorem 2.4: Let G = (I k P ) be a good k 2 n matrix. The following n 2 (2n 0 k) matrix G 0 is good: Proof: As G is good, Corollary 2.2 implies that the generator matrix (0P T I n0k ) of the dual of the code generated by G is good.
By cyclically shifting the columns of this matrix over (n 0k) positions to the right, we obtain the good matrix (I n0k 0 P T ).
Theorem 2.3 implies that (I n0k I n0k 0 P T ) is good, and so the matrix H = (I n0k 0 P T I n0k ) obtained by cyclically shifting the columns of the former matrix over n positions, is good. Clearly, after multiplying the columns of a good matrix with nonzero field elements, we obtain a good matrix; as a consequence, H 0 = (0I n0k 0P T I n0k ) is good. As H 0 is a good full-rank parity-check matrix of the code generated by G 0 , this latter matrix is good.
Remark:
The construction from Theorem 2.4 also occurs in the proof of [1, Theorem 1]. The construction from Theorem 2.3 increases the code length and fixes its dimension; the construction from Theorem 2.4 also increases the code length, but fixes its redundancy. These constructions can be combined to give a recursive construction of optimal 0018-9448/$25.00 © 2008 IEEE [n; k] code for all k and n. The following definition is instrumental in making this explicit.
Definition 2.5:
For positive integers r and k, we recursively define the k 2 r matrix P k;r as follows:
Theorem 2.6: For each k, the matrix I k is good. For all integers k and n with 1 k < n, the k 2 n matrix (I k P k;n0k ) is good.
Proof: The first statement is obvious. The second statement will be proved by induction on k + n. It is easily verified that it is true for k + n = 3. Now assume that the statement is true for all integers a; b with 1 a b and a + b < k + n. We consider three cases. If 2k < n, then by induction hypothesis, (I k P k;n02k ) is good. By Theorem 2.3, (I k I k P k;n02k ) = (I k P k;n0k ) is also good. If 2k = n, then (I k P n0k ) = (I k P k;k ) = (I k I k ), which obviously is a good matrix. If k < n and 2k > n, the induction hypothesis implies that is also good. . Again, according to the definition, P 11;17 = (I 11 P 11;6 ). Continuing in this fashion, P 11;6 = I P . Finally, P 5;6 = (I 5 P 5;1 ), and, as can be readily seen by induction on k; P k;1 is the all-one vector of height k.
Putting this together, we find that the following 28 To close this section, we remark that with an induction argument it can be shown that for all positive integers k and r, we have P k;r = P T r;k .
III. ADDING ONE COLUMN TO A GOOD MATRIX
In Theorem 2.3, we added k columns to a good k2n matrix to obtain a good k2(k+n) matrix. In this section, we will show that it is always possible to add a single column to a good k 2 n matrix in such a way that the resulting k 2 (n + 1) matrix is good; we also show that in the binary case, there is a unique column that can be added. The desired result is a direct consequence of the following observation, which may be of independent interest. As an immediate consequence, we have the following. are independent. So for each choice of = (0; . . . ; k01 ) with i 6 = 0 for each i, there is a unique vector x for which (x; b i ) = i , and these vectors x are precisely the ones for which the matrix Mx is good.
IV. EXPLICIT CONSTRUCTION OF GOOD MATRICES
By starting with the k 2 k identity matrix, and repeatedly applying Theorem 3.2, we find that for each field and all positive integers k and n with n k, there exists a k 2 n matrix G such that 1) the k leftmost columns of G form the k 2 k identity matrix, and 2) for each j; k j n, the j leftmost columns of G form a good k 2 j matrix.
Note that Theorem 3.2 implies that for the binary field, these matrices are unique. It turned out that they have a simple recursive structure, which inspired our general construction.
In this section, we give, for all positive integers k and n with k n, an explicit construction of k 2n matrices over p , the field of integers modulo p, that satisfy the above properties 1) and 2). Note that such matrices also satisfy 1) and 2) for extension fields of p .
We start with describing the result for p = 2. Let M 1 be the matrix for which k j k + r, the j leftmost columns of the matrix (I k Q) form a good binary k 2 j matrix.
Theorem 4.1 is a consequence from our results for the general case in the remainder of this section. We now define the matrices that are relevant for constructing good matrices over p . In Theorem 4.8 we will show that the matrix (I k Q k;r ) is good over p . But first, we derive a recursive property of the Q-matrices. To this aim, we need some well-known results on binomial coefficients modulo p. Proof: This is a direct consequence of Lucas' theorem (see, for example, [3, Theorem 13.3.3] ). We give a short direct proof. Clearly, The above observations imply that whenever k 0 k and r 0 r, then over p , the matrix Q k;r is the k 2 r submatrix in the lower left-hand corner of Q k ;r . In particular, Q k;r+1 can be obtained by adding a column to Q k;r .
We now state and prove results on the invertibility in p of certain submatrices of Q k;r , that will be used to prove our main result in Theorem 4.8. otherwise.
The matrix S has an integer inverse: it is easy to check that S 01 (i; j ) = 1 if i j , and 0 otherwise. We have that We are now in a position to prove the main result of this section. 
