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APSTRAKT
Vo ovaa doktorska disertacija predmet na istrauvaǌe se
onie parovi na distribucii za koi ne moe da se presmeta
kompozicija i konvoluciski proizvod vo obiqna smisla. Os-
novnata cel na doktorskata disertacija e so primena na
osnovnite definicii vo neutriks smetaǌeto, da se zbogati
mnoestvoto na parovi distribucii za koi moat da se pres-
metaat ovie vidovi na proizvodi.
Najprvo se dadeni osnovnite definicii, svojstva i op-
eracii so distribucii od teorijata na distribucii, a po-
toa e napravena detalna razrabotka na osnovnite poimi,
definicii i teoremi vo neutriks smetaǌeto, koi se kori-
stat pri presmetuvaǌeto na kompoziciite i konvoluciskite
proizvodi vo neutriks smisla.
Napraveno e obopxtuvaǌe na rezultatite na Fisher i Kilic-
man vo [2, 3], so toa xto se presmetani konvoluciski proizvo-
di vo obiqna i neutriks smisla na obopxteniot Frenelov
sinusen integral i obopxteniot Frenelov kosinusen inte-
gral so distribucijata xr, r = 0, 1, 2, . . . .
Presmetana e kompozicijata na distribuciite x−m i xµ+
za m = 1, 2, . . . , µ > 0 i mµ ∈ Z+, so cel da se napravi podobru-
vaǌe na rezultatite dobieni vo [15, 30, 40].
Presmetana e kompozicijata na distribuciite xµ+, |x|µ, x−s i
x−s ln |x|, za µ > 0, s = 1, 2, . . . i µs ∈ Z+, so cel da se proxirat
4
dobienite rezultati vo [14, 20]. Isto taka, kompozicijata
na x−s ln |x| i xr+ e definirana za r, s ∈ Z+. Definirana e
kompozicijata (xµ+)
−s
− za µ > 0, s = 1, 2, . . . i µs ∈ Z+, kako i
kompozicijata (|x|µ)−s− za µ > 0, s = 1, 2, . . . koga µs neparen i
koga µs e paren broj.
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ABSTRACT
In this doctoral dissertation a research subject are those pairs of distribu-
tions for which the composition and the convolution product can not be
calculated in normal sense. The main objective of the doctoral dissertation
is the application of the basic definitions in the neutrix calculus, in order to
calculate composition and convolution product of distributions which not
exist in usual sense. On this way the set of pairs of distributions for which
these types of products can be calculated, is extended.
Firstly, the basic definitions, properties and operations of distributions
are given. Then, the basic notations and concepts, definitions and theorems
in the neutrix calculus are analyzed in details, because of their application
for calculation of neutrix composition and neutrix convolution product.
Is obtained a generalization of the results of Fisher and Kilicman in
[2, 3]. The convolution products in usual and neutrix sense of generalized
Fresnel sine and generalized Fresnel cosine integral with the distribution
xr, r = 0, 1, 2, . . . are calculated.
The composition of distributions x−m and xµ+ for m = 1, 2, . . . , µ > 0
and mµ ∈ Z+ is calculated, in order to make improvement of the obtained
results in [15, 30, 40].
The composition of the distributions xµ+, |x|µ, x−s and x−s ln |x|, for µ > 0,
s = 1, 2, . . . and µs ∈ Z+ is defined, in order to extend the obtained
results in [14, 20]. Also, the composition of distributions x−s ln |x| and xr+
is defined for r, s ∈ Z+. The composition (xµ+)−s− for µ > 0, s = 1, 2, . . .
and µs ∈ Z+, and the composition (|x|µ)−s− for µ > 0, s = 1, 2, . . . when
µs is odd and when µs is even number are calculated.
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Glava 1
DISTRIBUCII: DEFINICIJA I OSNOVNI
SVOJSTVA
Fiziqarite dolgo vreme koristele t.n. singularni funkcii
i pokraj toa xto tie ne moele da bidat pravilno i celosno
definirani vo ramkite na klasiqnata teorija na funkcii.
Najednostavnata od tie singularni funkcii bila delta funk-
cijata δ(x−x0). Spored definicijata koja bila dadena i ko-
ristena od strana na fiziqarite, ”delta funkcija e ednakva
na nula sekade, osven vo x0, kade xto e ednakva na beskoneq-
nost i nejziniot integral e ednakov na 1”, t.e.
+∞∫
−∞
δ(x− x0)dx = 1.
No spored definiciite za funkcija i nesvojstven integral
koi se koristat vo klasiqnata teorija na funkcii, ovie
uslovi se protivreqni. Vo rexavaǌeto na odredeni prob-
lemi vo matematiqkata fizika, delta funkcijata (i drugite
singularni funkcii) se pojavuvaat vo meg´ufazite. Ako sin-
gularnata funkcija se javuva vo krajniot rezultat, taa e
7
samo integrand i pritoa e pomnoena so druga dovolno ”do-
bra” funkcija. Na ovoj naqin, neophodnosta od objasnuvaǌe
na singularnite funkcii bila izbegnata i bilo dovolno da
se dade znaqeǌe na integralot od proizvodot na singular-
nata funkcija i ”dobrata” funkcija. Na primer, namesto
da se kae xto vsuxnost pretstavuva delta funkcijata, bilo
dovolno da se zakluqi deka za dovolno ”dobra” funkcija ϕ(x)
vai:
+∞∫
−∞
δ (x− x0)ϕ (x) dx = ϕ (x0) .
So drugi zborovi, za sekoja singularna funkcija pos-
toi funkcional, kojxto na sekoja ”dovolno dobra” funkcija
pridruuva broj. Taka za delta funkcijata, za sekoja ”do-
volno dobra” funkcija ϕ(x), brojot e ϕ(x0). Na ovoj naqin
konceptot na singularni funkcii moe da bide zamenet so
nova proxirena definicija, koja xto k´e gi opfak´a ”dovolno
dobrite” funkcii. Poradi toa neophodno e da se dade defini-
cija na t.n. ”dobra funkcija”, za koja xto moe da se defini-
ra funkcional, vidi [39].
Neophodnosta za proxiruvaǌe na klasiqnata teorija na
funkcii se pojavila uxte vo sredinata na dvaesettiot vek,
koga baraǌata i oqekuvaǌata na mnogumina matematiqari i
fiziqari ne moele da bidat ispolneti vo ramkite na kla-
siqnata teorija na funkcii, koja xto bila premnogu tesna.
Prv matematiqar koj se sooqil so vakov problem bil S.L.
Sobolev vo 1936 godina, koga ja prouquval edinstvenosta na
rexenijata na Koxieviot problem za linearni hiperboliqni
ravenki. Inspirirani od najrazliqni problemi vo kla-
siqnata analiza i vo oblasta na diferencijalnite ravenki,
matematiqarite sakale da ja proxirat monosta za difer-
enciraǌe na funkcii, no i da dadat smisla na odredeni di-
vergentni integrali.
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Vo 1950-1951 godina, francuskiot matematiqar Laurent
Schwartz ja objavuva svojata monografija ”Theories des Distri-
butions”, vidi [44], vo koja xto bile sistematizirani obop-
xtenite funkcii, se opravdale formalnite presmetki xto
se javuvale vo inenerskata literatura i bilo dadeno xi-
roko pole za ponatamoxno istrauvaǌe vo mnogu oblasti od
matematikata, posebno vo delot na parcijalnite diferen-
cijalni ravenki. Sliqna vakva razrabotka na obopxtenite
funkcii bila napravena od Gelfand i negoviot sorabotnik
Shilov vo [39]. Obopxtenite funkcii se osnova na parcijal-
nite diferencijalni ravenki koi posebno bile prouquvani i
imale dominantno mesto vo teorijata na kvantnite poliǌa,
aerodinamikata i aeroakustikata, [33]. Pojavata na ovaa
nova teorija na distribucii vo matematikata, ponatamu bila
koristena vo mnogu poliǌa od naukata i inenerstvoto.
Ovoj koncept na obopxteni funkcii (ili distribucii
kako xto k´e gi narekuvame) kojxto bil razvien od Schwartz
obezbeduva podobar mehanizam za analiziraǌe na fiziqkite
fenomeni otkolku funkciite vo klasiqna smisla, bidejk´i
razliqni entiteti kako δ (Dirac-delta) funkcijata koi prirod-
no se javuvaat vo povek´e matematiqki nauki moat da bidat
opixani so distribucii, no ne i so funkcii. Isto taka
sekoja fiziqka veliqina koja xto moe da bide pretstavena
so funkcija, istovremeno moe da bide opixana i so dis-
tribucija.
1.1 Prostorot D od test funkcii
Prvo k´e go definirame mnoestvoto od onie funkcii koi
prethodno bea spomenati kako ”dovolno dobri” funkcii i
za koi xto k´e bidat definirani funkcionalite.
Vo [4] i [39] se dadeni slednite definicii:
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Definicija 1.1.1. Neka f e neprekinata funkcija, f : Ω →
R. Zatvaraqot na mnoestvoto {x ∈ Ω|f(x) 6= 0} se oznaquva so
suppf i se narekuva nosaq na funkcijata f .
Definicija 1.1.2. Neka ϕ : Ω → R e beskoneqno difrencija-
bilna funkcija so kompakten nosaq. Togax za funkcijata ϕ
velime deka e test funkcija.
Mnoestvoto od site test funkcii, so voobiqaeno defini-
ranite operacii na sobiraǌe i mnoeǌe so skalar e vek-
torski prostor i se oznaquva so D.
Primer 1.1.1. [4], Test funkcija vo D e
ξ(t) =
{
0 , |t| ≥ 1
exp 1
1−t2 , |t| < 1
(1.1)
Ovaa funkcija e beskoneqno diferencijabilna i vrednosta
na sekoj od izvodite vo toqkata t = ±1 e 0. Uxte povek´e ovaa
funkcija ima neprekinati izvodi od proizvolen red po t i
site tie se ednakvi na 0 za |t| ≥ 1.
Sekoja realna funkcija f(t) koja e neprekinata za site
vrednosti na t i ima vrednost 0 nadvor od koneqen inter-
val, moe da bide aproksimirana so test funkcii, t.e. za
sekoe  > 0, k´e postoi test funkcija ϕ(t) vo prostorot od test
funkcii D, taka xto |f(t)− ϕ(t)| < , za site vrednosti na t.
Za da se pokae ova, k´e konstruirame niza od test funkcii
{ϕα(t)} koja xto ramnomerno konvergira kon f(t) koga α → 0.
Neka
γα(t) =
ξ (t/α)
+∞∫
−∞
ξ (t/α) dt
, (1.2)
kade α > 0 i ξ(t) e dadena so (1.1). Ovaa test funkcija e 0
za |t| ≥ α i e pozitivna za ostanatite vrednosti na t i go
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zadovoluva uslovot
+∞∫
−∞
γα(t)dt = 1. (1.3)
Baranata test funkcija e dadena so:
ϕα(t) =
+∞∫
−∞
f(τ)γα(t− τ)dτ. (1.4)
ϕα(t) ∈ D, bidejk´i imajk´i vo predvid deka f(t) e 0, nadvor od
intervalot (a, b) i bidejk´i γα(t) e 0 za |t| ≥ α, sleduva deka
ϕα(t) e 0 nadvor od intervalot (a − α, b + α). Uxte povek´e,
desnata strana na (1.4) e integral so koneqni granici, qi-
jxto integrand e neprekinata funkcija vo odnos na (t, τ) i
za nea postoi parcijalniot izvod vo odnos na t, kojxto isto
taka e neprekinat vo odnos na (t, τ). Znaqi moe da se difer-
encira pod znakot na integralot vo odnos na t. Bidejk´i γα(t)
e test funkcija, integralot gi zadovoluva istite uslovi.
Ottuka ϕα(t) e beskoneqno glatka funkcija i sleduva deka
ϕα(t) ∈ D. Ako razgledame,
|f(t)− ϕα(t)| =
∣∣∣∣∣∣
+∞∫
−∞
[f(t)− f(τ)] γα(t− τ)dτ
∣∣∣∣∣∣ ≤
≤
+∞∫
−∞
|f(t)− f(τ)| γα(t− τ)dτ
f(t) e neprekinata na zatvoreniot interval [a− α, b+ α], sle-
duva deka e ramnomerno neprekinata. Od ramnomernata nepre-
kinatost i od svojstvoto (1.3) sleduva deka za (∀ > 0)(∃η > 0),
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taka xto za (∀t, τ ∈ [a − α, b + α]) za koi vai |t − τ | < η, sle-
duva deka |f(t)− ϕα(t)| ≤ 
+∞∫
−∞
γα(t− τ)dτ = , so xto e pokaano
prethodnoto tvrdeǌe.
Definicija 1.1.3. Za nizata od test funkcii {ϕn(t)}∞n=1 ve-
lime deka konvergira vo D kon 0 ako za site test funkcii
ϕn(t) koi se od D vai deka se ednakvi na 0 nadvor od fik-
sen koneqen integral I, i ako za fiksen nenegativen broj k,
nizata
{
ϕ
(k)
n (t)
}∞
n=1
konvergira ramnomerno kon 0 za t ∈ R.
Mnoestvoto od test funkcii D e zatvoreno vo odnos na
konvergencijata.
1.2 Distribucii
Funkcional e preslikuvaǌe so koe na sekoj qlen od dadeno
mnoestvo so funkcii mu se pridruuva broj. K´e go razgle-
duvame mnoestvoto od test funkciite D i funkcionalite
koi pridruuvaat broj na sekoja test funkcija od D. Neka
f e linearen funkcional od mnoestvoto test funkcii D vo
R(C). Vrednosta od test funkcijata ϕ ∈ D ja oznaquvame so
〈f, ϕ〉.
Definicija 1.2.1. Neka f e linearen funkcional na pros-
torot od test funkcii D. Za f velime deka e neprekinat
linearen funkcional na D, ako lim
n→∞ 〈f, ϕn〉 = 0, kade xto {ϕn}
e niza od test funkcii vo D koja konvergira kon 0.
Neprekinat linearen funkcional na prostorot od test
funkcii D, se narekuva distribucija ili obopxtena funkcija.
Eden od naqinite za generiraǌe na distribucija e sled-
niot:
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Ako f(x) e lokalno integrabilna funkcija, togax nejzi-
nata soodvetna distribucija se definira so konvergentniot
integral:
〈f, ϕ〉 = 〈f (x) , ϕ (x)〉 =
+∞∫
−∞
f (x)ϕ (x) dx (1.5)
kade ϕ e test funkcija.
Distribuciite koi moat da bidat generirani so pomox na
(1.5) se regularni distribucii, dodeka site drugi (vkluqu-
vajk´i ja i delta funkcijata) se singularni distribucii.
Dve distribucii F i G se ednakvi ako i samo ako 〈F,ϕ〉 =
〈G,ϕ〉 za sekoja test funkcija ϕ ∈ D.
Vanosta na distribuciite proizleguva od faktot deka
ne samo xto vo ovaa teorija se ovozmouva reprezentacija na
lokalno integrabilnite funkcii (regularnite distribucii),
no isto taka vo ovaa teorija se sodrani i drugi entiteti
koi ne se regularni distribucii. Uxte povek´e mnogu ope-
racii, kako xto se integriraǌe, diferenciraǌe koi se pri-
menuvaat za funkciite, isto taka moat da bidat proxireni
i za distribuciite. Od druga strana, nekoi operacii kako
xto se proizvod na funkcii f(t)g(t), kompozicija na funkcii
f(g(t)), konvolucija na funkcii i smena na promenlivi ne
moat da bidat proxireni za site distribucii. Eden takov
primer za distribucija, koja xto ne e regularna distribu-
cija e t.n. delta funkcija, δ, koja bila vovedena od strana
na Dirac, [6]. Ovaa distribucija ne moe da bide defini-
rana so lokalno integrabilna funkcija, so primena na (1.5).
Ako pretpostavime deka postoi takva funkcija δ(t), togax bi
imale:
ϕ(0) =
+∞∫
−∞
δ(t)ϕ(t)dt (1.6)
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za site ϕ(t) vo D. Ako ϕ(t) e ednakov na ξ(t/a), kade a > 0 i ξ(t)
e dadena so (1.1), togax (1.6) go dobiva oblikot
1
e
=
a∫
−a
δ(t) exp
1
a2 − t2dt. (1.7)
Ako δ(t) e lokalno integrabilna funkcija, so koristeǌe na
lemata na Lebeg za dominantna konvergencija k´e sleduva
deka desnata strana na (1.7) konvergira kon 0, koga a → 0,
so xto se dobiva kontradikcija.
Ottuka sleduva deka δ ne e regularna distribucija. Po-
toqno, terminot ”delta funkcija” e pogrexen i nesoodveten,
pa poradi toa k´e go koristime nazivot delta funkcional.
Teorijata na distribucii na Schwartz ne moela da gi zado-
voli site baraǌa na fiziqarite. Taka na primer ne moelo
da se presmeta δ2 ili
√
δ, xto znaqi deka vo ovaa teorija ne
moelo da se presmeta kompozicija za bilo koi dve proizvol-
ni distribucii. Nevozmonosta za definiraǌe na operaci-
ite: proizvod, kompozicija, konvoluciski proizvod i smena
na promenlivi se slabostite na teorijata na distribucii.
Na primer, ako go razgledame stacionarniot operator na
Schrodinger, δu + a · δ · u, kade δ e Dirac-delta funkcijata i
a e konstanta, go dava modelot za rasejuvaǌe na qestiqka
od izvorot, [1]. Vo ovoj model, proizvodot δu ne moe da
se presmeta vo teorijata na distribucii. Vakvi sliqni
primeri moat da se najdat vo [26], kade xto se razgle-
duva interakcija na dva delta branovi vo model opredelen
so ravenkata na Burgers za perturbacija, ili pak ravenkata
koja ja vkluquva δ distribucijata kako koeficient, [29].
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1.3 Psevdofunkcii, koneqen del na Hadamard
Samo singularnite distribucii go koristat delta funkcio-
nalot i negoviot prv i vtor izvod. Singularnite distribu-
cii se generirani od koneqniot del na Hadamard od diver-
genten integral.
Na primer, da ja razgledame funkcijata (t−
3
2 )+. Ovaa
funkcija ne definira regularna distribucija, bidejk´i in-
tegralot ∫ ∞
0
t−
3
2φ(t)dt, φ ∈ D (1.8)
e divergenten integral. Hadamard predloil tehnika za
oddeluvaǌe na koneqniot del od takvi divergentni inte-
grali, [42], str.133-141. Ovoj koneqen del na Hadamard defi-
nira singularna distribucija.
Postapkata za oddeluvaǌe na koneqniot del na Hadamarad e
slednata:
φ(t) = φ(0) + tψ(t). (1.9)
Bidejk´i φ(t) e beskoneqno diferencijabilna funkcija, ψ(t)
e neprekinata funkcija za t 6= 0 moe da bide proxirena taka
xto k´e bide neprekinata duri i vo t = 0. Ova moe da se vidi
od Tejlorovata formula. Ako b e realen broj, tolku golem
taka xto φ(t) = 0 za t > b, togax (1.8) stanuva:
〈
(t−
3
2 )+, φ(t)
〉
= lim
→0+
∫ b

t−
3
2φ(t)dt = lim
→0+
[
2φ(0)√

− 2φ(0)√
b
+
∫ b

2ψ(t)√
t
dt
]
.
(1.10)
Ako φ(0) 6= 0 togax prvata dropka vo zagradata divergira
koga → 0+, no posledniot izraz ostanuva kako koneqen bidej-
k´i ψ(t) e neprekinata vo t = 0. Divergentniot izraz go ot-
stranuvame. Rezultatot kojxto se dobiva e koneqniot del na
Hadamard od divergentniot integral (1.8) i go oznaquvame
so:
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k.d.
∫ ∞
0
t−
3
2φ(t)dt =
∫ b
0
2ψ(t)√
t
dt− 2φ(0)√
b
. (1.11)
Osobeno znaqajno e toa xto (1.11) oznaquva neprekinat line-
aren funkcional vo D.
Ovaa distribucija moe da ja oznaqime so
(t−
3
2 )+ (1.12)
i i´ se dodeluva vrednosta (1.11) za sekoe φ vo D. Spored
Schwartz (1.12) se narekuva psevdo-funkcija.
1.4 Operacii so distribucii
Definicija 1.4.1. Sobiraǌe na distribucii. Neka f i g se
dve distribucii. Nivniot zbir f + g e definiran kako dis-
tribucija koja na sekoja test funkcija ϕ ∈ D pridruuva
vrednost
〈f + g, ϕ〉 = 〈f, ϕ〉+ 〈g, ϕ〉 . (1.13)
Definicija 1.4.2. Mnoeǌe na distribucija so skalar. Neka
α ∈ R(C). Mnoeǌe na distribucijata f so α e definirano
so:
〈αf, ϕ〉 = α 〈f, ϕ〉 , ϕ ∈ D (1.14)
Mnoestvoto od site distribucii e vektorski prostor
vo odnos na operaciite sobiraǌe i mnoeǌe so skalar i
se oznaquva so D′. Prostorot od distribucii D′ e dualen
prostor na prostorot od test funkcii D.
Definicija 1.4.3. Translacija na distribucija. Neka f(t)
e distribucija i neka τ e toqka od prostorot na kojxto e
definirana distribucijata f . Distribucijata dobiena so
translacija na distribucijata f(t) e definirana so
〈f(t− τ), ϕ(t)〉 = 〈f(t), ϕ(t+ τ)〉 , ϕ ∈ D. (1.15)
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Ova sleduva direktno od monosta za smena na promen-
livite vo integralot so kojxto e definirana distribuci-
jata, t.e.
+∞∫
−∞
f(t− τ)ϕ(t)dt =
+∞∫
−∞
f(t)ϕ(t+ τ)dt.
Definicija 1.4.4. Transpozicija f(−t) na distribucijata f(t)
e definirana so:
〈f(−t), ϕ(t)〉 = 〈f(t), ϕ(−t)〉 , ϕ ∈ D. (1.16)
Spored ova svojstvo, moe da se kae deka parna dis-
tribucija e distribucijata za koja vai f(t) = f(−t), a nepar-
na distribucija e distribucijata za koja vai f(t) = −f(−t).
1.5 Konvergencija na nizi od distribucii (Konver-
gencija vo prostorot D′)
Mok´ta na analizata na distribuciite proizleguva od fak-
tot deka za sekoja distribucija postojat izvodite od sekoj
red i deka vo ovaa teorija diferenciraǌeto e neprekinata
operacija. Kako posledica na ova, operacijata diferenci-
raǌe na distribucii komutira so razliqni graniqni pro-
cesi, kako beskoneqniot zbir i integriraǌeto, xto ne e
sluqaj vo klasiqnata teorija na funkcii.
Definicija 1.5.1. Nizata od distribucii {fn}∞n=1 velime
deka konvergira vo prostorot od distribucii D′, ako za sekoja
test funkcija ϕ ∈ D, nizata od broevi {〈fn, ϕ〉}∞n=1 konvergira
kako niza od realni broevi. Granicata na nizata {〈fn, ϕ〉}∞n=1
definira funkcional f na prostorot od test funkcii D i k´e
ja oznaquvame so 〈f, ϕ〉 .
Vo ovoj sluqaj moeme da kaeme deka f e granica na
{fn}∞n=1 vo D′ i pixuvame limn→∞ fn = f.
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Vo Gelfand i Shilov na str.416, [39], e dokaana slednata
teorema:
Teorema 1.5.1. Ako nizata od distribucii {fn}∞n=1 konver-
gira vo prostorot od distribucii D′ kon funkcionalot f ,
togax f e isto taka distribucija. So drugi zborovi, pros-
torot D′ e zatvoren vo odnos na konvergencijata.
Pod odredeni uslovi, konvergencijata po toqki skoro seka-
de na niza od lokalno integrabilni funkcii, se reflek-
tira i vo teorijata na distribucii so konvergencija vo
D′ na soodvetnata niza od regularni distribucii. Del od
uslovite pri koi se pojavuva ova se dadeni vo slednata teo-
rema koja e dokaana vo [4], str.41.
Teorema 1.5.2. Neka {fn}∞n=1 e niza od lokalno integrabilni
funkcii koja xto konvergira po toqki skoro sekade kon funkci-
jata f(t) i neka funkciite fn(t) se ograniqeni so nekoja lokalno
integrabilna funkcija. Togax f(t) e lokalno integrabilna
funkcija i soodvetnata niza od regularni distribucii {fn}∞n=1
konvergira vo D′ kon regularna distribucija f(t).
Spored ovaa teorema sleduva deka ako niza od test funk-
cii konvergira vo D, togax taa konvergira i vo D′. Ova
se odnesuva na test funkciite i na soodvetnite regularni
distribucii. Na ovoj naqin sleduva deka konvergencijata
po toqki skoro sekade ima analogna konvergencija vo D′. No
od druga strana, mono e dadena niza od regularni dis-
tribucii da konvergira kon regularna distribucija vo D′,
no soodvetnata niza od funkcii da ne konvergira po toqki
nikade.
Deka vrskata pomeg´u toqkastata konvergencija i konver-
gencijata vo D′ e posloena, potvrduvaat i primerite, koi
se razraboteni vo [4], str.42.
18
Primer 1.5.1. Neka
fn(t) =

0, |t| ≥ 1n
n
2 , |t| < 1n
.
Za sekoja test funkcija ϕ ∈ D, vai:
〈fn, ϕ〉 = n2
1
n∫
− 1
n
ϕ(t)dt→ ϕ(0), koga n→∞.
Spored ova, regularnite distribucii fn konvergiraat vo
D′ kon delta funkcionalot, no soodvetnite funkcii konver-
giraat kon 0 skoro sekade (osven vo t = 0, kade xto granicata
ne postoi). Znaqi granicata na toqkastata konvergencija
soodvetstvuva na nula distribucija. Ovde i pokraj toa xto
postojat dvete konvergencii: konvergencija po toqki i kon-
vergnecijata vo D′, sepak dvete granici ne se soodvetni edna
na druga.
Primer 1.5.2. Neka
fn(t) =

0, |t| ≥ 1n
n2, |t| < 1n
.
Za sekoja test funkcija ϕ ∈ D, vai deka lim
n→∞ 〈fn, ϕ〉 nema
da postoi i ϕ(0) 6= 0. No funkciite k´e konvergiraat kon
0, sekade, osven vo t = 0, kade xto graniqnata funkcija
ne postoi. Ovoj primer pokauva deka nizata od integra-
bilni funkcii konvergira skoro sekade kon integrabilna
funkcija, no soodvetnata niza od regularni distribucii
nema granica vo D′.
Ovie primeri pokauvaat deka postoeǌeto na konvergen-
cijata po toqki ne mora da znaqi deka postoi i konvergen-
cijata vo D′. Isto taka mono e da postojat dvete konver-
gencii, no dvete granici da ne se soodvetni.
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Konceptot na konvergencija na distribucii vo D′, ovoz-
mouva razgleduvaǌe na nesvojstveni integrali koi diver-
giraat vo klasiqnata teorija na funkcii. Neka f(ω, t) e
lokalno integrabilna funkcija vo odnos na ednodimenzion-
alnite promenlivi ω i t. Da go razgledame konvergentniot
integral: gb(t) =
b∫
a
f(ω, t)dω, kade xto a e koneqna granica,
a b e promenliva. Koga b → ∞, se dobiva nesvojstven inte-
gral. Pritoa vozmoono e nesvojstveniot integral kojxto
se definira preku graniqna vrednost da ne postoi vo kla-
siqnata teorija na funkcii, no soodvetnite regularni dis-
tribucii da konvergiraat vo D′ kon singularna distribu-
cija.
Primer 1.5.3. [4]. Neka
gb(t) =
1
pi
b∫
0
cosωtdω =
sin bt
pit
kade ω i t se ednodimenzionalni. Za sekoe t ovoj integral
divergira koga b → ∞. Dodeka soodvetnata regularna dis-
tribucija konvergira kon δ(t), bidejk´i za ϕ ∈ D,
lim
b→∞
〈gb(t), ϕ(t)〉 = lim
b→∞
1
pi
+∞∫
−∞
sin bt
t
ϕ(t)dt = ϕ(0).
Ottuka moe da se zapixe 1pi
+∞∫
0
cosωtdω = δ(t).
Slednata teorema se odnesuva na specijalen sluqaj na
konvergencija vo D′ i pokauva deka niza od regularni dis-
tribucii k´e konvergira vo D′ kon delta funkcionalot, pod
odredeni uslovi, [4].
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Teorema 1.5.3. Neka {fn}∞n=1 e niza od lokalno integrabilni
funkcii, za koi xto vai:
i) Site integrali
∫
|t|<T
|fn(t)|dt se neprekinato ograniqeni so
nekoja konstanta K za site vrednost na n i T e fiksen
pozitiven broj.
ii) {fn}∞n=1 konvergira ramnomerno kon nula na sekoe ograniqe-
no mnoestvo od oblik 0 < τ ≤ |t| ≤ 1τ <∞.
iii) Za sekoja pozitivna vrednost na τ nizata od broevi{ ∫
|t|≤τ
fn(t)dt
}∞
n=1
kovergira kon 1. Togax nizata {fn}∞n=1
konvergira kon δ(t) vo D′.
Od prethodnata teorema e izvedena slednata posledica:
Posledica 1.5.1. Ako f(t) e apsolutno integrabilna funkcija
na Rn i ako vai
∫
Rn
f(t)dt = 1 i ako |f(t)| opag´a kon 0, pobrzo
od 1|t|n koga |t| → ∞ (t.e. |f(t)| = o(1/|t|n) koga |t| → ∞), togax
mnoestvoto od regularni distribucii {nnf(nt)}∞n=1 konver-
gira vo D′ kon δ(t) koga n→∞.
So koristeǌe na ovie nizi koi se spomenati vo prethod-
nata posledica 1.5.1, delta funkcionalot za prvpat bil spom-
nat i iskoristen vo fizikata, [6].
1.6 Konvoluciski proizvod na distribucii
Konvoluciskiot proizvod na dve funkcii e daden vo sled-
nava definicija, [53].
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Definicija 1.6.1. Neka f i g se dve funkcii. Konvolu-
ciskiot proizvod f ∗ g e definiran so
(f ∗ g)(x) =
+∞∫
−∞
f(t)g(x− t)dt (1.17)
za site toqki x za koi integralot postoi.
Direktno od definicijata sleduva deka ako (f ∗ g)(x) pos-
toi, togax i (g ∗ f)(x) postoi i pritoa vai deka:
(f ∗ g)(x) = (g ∗ f)(x). (1.18)
Uxte povek´e ako postojat (f ∗ g)′(x) i (f ∗ g′)(x) ili ((f ′ ∗ g)(x)),
togax
(f ∗ g)′(x) = (f ∗ g′)(x) ((f ′ ∗ g)(x)). (1.19)
Da pretpostavime deka konvoluciskiot proizvod (f ∗ g)(x)
postoi za site vrednosti na x i neka φ e proizvolna test
funkcija od prostorot D. Togax
〈(f ∗ g)(x), φ(x)〉 =
+∞∫
−∞
φ(x)
+∞∫
−∞
f(t)g(x− t)dtdx =
=
+∞∫
−∞
g(y)
+∞∫
−∞
f(t)φ(y + t)dtdy,
poradi toa moeme da zapixeme
〈(f ∗ g)(x), φ(x)〉 = 〈g(y), 〈f(x), φ(x+ y)〉 (1.20)
iako za beskoneqno diferencijabilnata funkcija 〈f(x), φ(x+
y)〉 ne e neophodno da ima ograniqen nosaq.
Ova vodi do slednava definicija, dadena vo [39].
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Definicija 1.6.2. Neka f i g se distribucii koi gi zado-
voluvaat uslovite:
(i) i f i g imaat ograniqen nosaq;
(ii) nosaqite na f i g se ograniqeni od ista strana.
Togax f ∗ g e definiran so
〈(f ∗ g)(x), φ(x)〉 = 〈g(y), 〈f(x), φ(x+ y)〉
za proizvolna test funkcija φ ∈ D.
Ako konvoluciskiot proizvod f ∗ g postoi togax ravenst-
vata (1.18) i (1.19) sekogax vaat.
Definiciite 1.6.1 i 1.6.2 se premnogu restriktivni i
moat da bidat iskoristeni samo za mala klasa na dis-
tribucii. Vo slednata glava k´e bide daden eden od naqi-
nite za proxiruvaǌe na ovaa definicija za presmetuvaǌe
konvoluciski proizvod na distribucii na poxiroka klasa
distribucii.
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Glava 2
NEUTRIKS SMETAǋE
Vo 1932 godina, francuskiot matematiqar Jacques Hadamard
go razgleduval divergentniot integral∫ 1
0
A(x)
xp+1/2
dx, (2.1)
kade p e pozitiven cel broj, a A(x) e beskoneqno diferen-
cijabilna funkcija. Toj go podelil integralot
∫ 1

A(x)
xp+1/2
dx,
 > 0 na dva dela: ∫ 1

A(x)
xp+1/2
dx = F () + I(),
kade xto:
F () =
∫ 1

A(x)−B(x)
xp+1/2
dx,
I() =
∫ 1

B(x)
xp+1/2
dx,
i
B(x) =
p−1∑
i=0
A(i)(0)
i!
xi.
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Integralot F () tei kon koneqna granica F (0) koga  tei
kon 0, so ogled na faktot deka I() divergira koga  tei kon
0. Kako rezultat na toa Hadamard go definiral F (0) kako
koneqen del na integralot (2.1) i se pixuva:
Koneqen del
F (0) = k.d.
∫ 1
0
A(x)
xp+1/2
dx.
Pokraj toa imajk´i vo predvid deka I() moe da se zapixe
kako:
I() = −
p−1∑
i=0
A(i)(0)
i!
(
p− i− 12
) + p−1∑
i=0
A(i)(0)−p+i+
1
2
i!
(
p− i− 12
) = K + I1(),
k´e sleduva deka i divergentniot integral∫ 1
0
B(x)
xp+1/2
dx
ima svoj koneqen del K i divergenten del I1(). Pa za ne-
goviot koneqen del moe da se zapixe
K = k.d.
∫ 1
0
B(x)
xp+1/2
.
Dali Hadamard trebalo da napixe
k.d.
∫ 1
0
A(x)
xp+1/2
dx = F (0) +K?
Vo svoite asimptotski prouquvaǌa, holandskiot matem-
atiqar Johannes Gualtherus Van der Corput(1890-1975) se sooqil
so sliqni vakvi problemi. Toj zabeleal deka odredeni
izrazi koi xto gi imal pri presmetkite se ponixtile i bile
nepotrebni. Ovie izrazi gi narekol zanemarlivi funkcii.
Van der Corput go iskoristil Hadamard-oviot koneqen del za
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da go definira i razvie neutriks smetaǌeto. Osnovite na
neutriks smetaǌeto bile postaveni vo 1959 godina od strana
na Van der Corput vo negovoto delo Introduction to the neutrix cal-
culus, J.Analyse Math.,7, [41].
Vo osnovata na ovaa nova teorija osven Dirac delta funkci-
jata, e i konceptot na oddeluvaǌe na koneqnite delovi od di-
vergentnite integrali, [28], koristejk´i ja tehnikata za zane-
maruvaǌe na beskoneqnite vrednosti, [42]. Opxtiot prin-
cip za oddeluvaǌe na koneqnite delovi od divergentnite in-
tegrali, bil mnogu prouquvan od angliskiot matematiqar
Fisher i negovite sorabotnici vo [10, 18, 19].
Odredeni operacii, kako sobiraǌeto i mnoeǌeto so ska-
lar lesno moele da se proxirat od klasata glatki funkcii
na klasata od proizvolni distribucii, no proizvodot i kon-
voluciskiot proizvod ne moele da se definiraat za odrede-
ni distribucii. Vo 80-tite godini na minatiot vek, Fisher
go koristel neutriks smetaǌeto za proxiruvaǌe na definici-
ite za proizvodi na distribucii, [13], konvoluciski proizvo-
di na distribucii, [8, 9, 12] i kompozicii na distribucii,
[22]. Isto taka neutriks smetaǌeto bilo iskoristeno pri
smenata na promenlivi koga distribuciite bile singularni,
[4, 11, 27].
Neutriks smetaǌeto bilo primeneto od Jack Ng i van Dam
vo teorijata na kvantnite poliǌa so cel da dobijat koneqni
rezultati za koeficientite vo redovite na perturbacija.
Tie isto taka, koristejk´i go neutriks smetaǌeto vo teori-
jata na kvantnite poliǌa dobile koneqni renormiraǌa vo
analizata na strujnite kola, [55, 56].
2.1 Definicija na neutriks
Vo [41], str. 282-284, se dadeni definiciite na neutriks.
Neka domenot N ′ e neprazno mnoestvo. Rangot N ′′ e ne-
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prazna komutativna aditivna grupa, t.e. za bilo koi dva
proizvolni elementi α i β vo N ′′, zbirot α + β i razlikata
α − β se ednoznaqno definirani elementi vo N ′′, kade sobi-
raǌeto i odzemaǌeto gi imaat voobiqaenite svojstva.
Da ja razgledame komutativnata aditivna grupa N qii
elementi se funkcii ν(ξ), definirani za sekoj element ξ ∈
N ′, taka xto za sekoj element ξ vo domenot N ′, ν(ξ) oznaquva
element od rangot N ′′.
Ako ν(ξ) oznaquva funkcija koja pripag´a na N , togax ovaa
grupa isto taka ja sodri i funkcijata koja e nula funkcija
t.e. ν(ξ)− ν(ξ).
Definicija 2.1.1. Neka N ′ e neprazno mnoestvo, N ′′ e ko-
mutativna aditivna grupa i neka N e komutativna aditivna
grupa od funkcii od N ′ vo N ′′. Ako N go ima svojstvoto deka
edinstvena konstantna funkcija vo N e nula funkcijata, to-
gax za N velime deka e neutriks i funkciite vo N velime
deka se zanemarlivi funkcii. Uslovot deka edinstvena kon-
stantna funkcija vo N e nula funkcijata se narekuva neu-
triks uslov.
Neutriks uslovot moe da bide formuliran i na sled-
niot naqin:
Ako odredena funkcija vo N za site vrednosti na ξ ∈ N ′ ima
ista vrednost γ, togax γ e nula element vo N ′′, t.e.
Ako f ∈ N i ako f(ξ) = γ, za site vrednost na ξ ∈ N ′ togax,
γ = 0 vo N ′′.
Od ovaa definicija sleduva deka zbir i razlika na dve zane-
marlivi funkcii e isto taka zanemarliva funkcija.
Primer 2.1.1. Neka N ′ e zatvoren interval [0, 1] = {ξ : 0 ≤
ξ ≤ 1} i neka N e mnoestvo od funkcii definirani na N ′
so forma a sin ξ+ bξ2, kade a i b se proizvolni realni broevi.
Togax N e neutriks, bidejk´i ako
a sin ξ + bξ2 = c
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za site ξ vo N ′, togax a = b = c = 0.
Definicija 2.1.2. Za dva neutriksi velime deka se ednakvi
ako i samo ako imaat ist domen i isti zanemarlivi funkcii.
Ako dva neutriksi N i P se ednakvi, togax sekoja zane-
marliva funkcija go ima svojstvoto deka za sekoj element ξ
od domenot N ′ = P ′, ν(ξ) pripag´a i vo rangot na neutriksot
N i vo rangot na neutriksot P , t.e. vo presekot N ′′ ∩ P ′′.
Neutriksot ne se menuva ako rangot go zamenime so pogolem
rang.
Neutriks so nosaq ∞ e neutriks za kojxto e mono da
se najde realen broj b, taka xto domenot na neutriksot e
formiran za site toqki ξ > b. Neutriks so nosaq −∞ e neu-
triks za kojxto e mono da se najde realen broj b, taka xto
domenot na neutriksot e formiran za site toqki ξ < b.
Neutriks so nosaq a+ kade a e realen broj, e neutriks za
kojxto e vozmono da se najde realen broj b > a, taka xto
domenot na neutriksot e intervalot a < ξ < b. Neutriks so
nosaq a− kade a e realen broj, e neutriks za kojxto e voz-
mono da se najde realen broj b < a, taka xto domenot na
neutriksot e intervalot b < ξ < a.
2.2 Neutriks granici
Neka N ′ e potprostor od topoloxkiot postor X. Neka b e
graniqna toqka na N ′, koja xto ne e sodrana vo N ′. Neka
N ′′ se realnite broevi i neka N e komutativna, aditivna
grupa koja se sostoi od funkcii od N ′ vo N ′′ so svojstvo ako
N ja sodri funkcijata f(ξ) koja konvergira kon koneqnata
granica l koga ξ tei kon b, togax l = 0.
N e neutriks bidejk´i ako f e vo N i f(ξ) = l za site vrednosti
na ξ vo N ′, togax f(ξ) konvergira kon koneqnata granica l koga
ξ tei kon b i l = 0.
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Definicija 2.2.1. Neka f(ξ) e realna funkcija definirana
na N ′ i neka e mono da se najde konstanta l, takva xto f(ξ)−
l e zanemarliva vo N . Togax za l velime deka e neutriks
granica ili N-granica na f(ξ) koga ξ tei kon b i pixuvame
N − lim
ξ→b
f(ξ) = l.
Zabelexka: Ako neutriks granicata l postoi, togax taa
edinstvena, bidejk´i ako f(ξ)− l i f(ξ)− l′ se vo N , togax kon-
stantnata funkcija l − l′ e isto taka vo N , t.e. l − l′ = 0, t.e.
l = l′.
Ako neutriksot N gi sodri site funkcii koi konvergiraat
kon nula vo obiqna smisla, koga ξ tei kon b, togax vai
deka:
lim
ξ→b
f(ξ) = l⇒ N − lim
ξ→b
f(ξ) = l.
Zabelexka: Neka N ′ e mnoestvo i neka N e mnoestvo
funkcii definirani na N ′ koi konvergiraat kon 0 vo voobi-
qaena smisla koga ξ tei kon b. Togax N e neutriks i neu-
triks granicata e ista so graniqnata vrednost vo obiqna
smisla koga ξ tei kon b.
Primer 2.2.1. Neka N ′ e intervalot (0, 1) = {ξ : 0 < ξ < 1},
y = 0 i N e mnoestvo funkcii definirani na N ′ od oblik
a ln ξ + bξ−1 + o(ξ),
kade a i b se proizvolni realni broevi i o(ξ) e proizvolna
funkcija koja konvergira kon 0 koga ξ tei kon 0. K´e ja
presmetame neutriks granicata za funkcijata f(ξ). Imame:
f(ξ) = ln ξ + 2ξ−1 − cos ξ − 1 = ln ξ + 2ξ−1 − (cos ξ − 1)− 2,
kade
ln ξ + 2ξ−1 − (cos ξ − 1)
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e zanemarliva funkcija. Ottuka sleduva deka neutriks grani-
cata na f(ξ), koga ξ tei kon 0 postoi i deka
N − lim
ξ→0
f(ξ) = −2.
Vo [41], Van der Corput go razgleduva potprostorot N ′ od
topoloxkiot postor X so graniqna toqka b koja xto ne e so-
drana vo N ′, kako i N ′′ so svojstvo deka za sekoj element
α ∈ N ′′ i za sekoj pozitiven cel broj n, postoi edinstven el-
ement β ∈ N ′′, taka xto α moe da se zapixe kako zbir od n
elementi od koi sekoj e ednakov na β. Potoa zapixal deka
β = αn i za sekoj element α ∈ N ′′ i za sekoe k ∈ Q, so kα oz-
naquval edinstveno definiran element vo N ′′. Izborot na
topologijata vo N ′′ bil napraven taka xto sekoja funkcija
g(ξ) so domen N ′ i rang N ′′ koja ima koneqna graniqna vred-
nost l′, koga ξ → b, go ima svojstvoto za sekoe k ∈ Q, kg(ξ) da
tei kon kl′ koga ξ → b.
Od strana na Van der Corput, vo [41], str.286 e dokaano deka:
Teorema 2.2.1. Za sekoja funkcija f(ξ) so domen N ′ i rang N ′′
e vozmono da se konstruira neutriks N so domen N ′ i rang
N ′′ taka xto funkcijata f(ξ) k´e ima koneqna N-granica, koga
ξ → b.
Ova e vozmono imajk´i vo predvid deka sekoja funkcija
koja ima koneqna granica l′ koga ξ → b vo soglasnost so
topologijata, go ima svojstvoto da nejzinata N-granica pos-
toi i e ednakva na l′.
Ponatamu vo [41], avtorot go iskluquva sluqajot koga
f(ξ) tei kon koneqna granica, koga ξ → b, vo soglasnost so
topologijata.
Toj so l oznaqil proizvolen broj i so N oznaqil neutriks,
qijxto domen e N ′ i qii zanemarlivi funkcii se funkci-
ite od oblik k(f(ξ)− l) + o(1), kade k e proizvolen racionalen
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broj i o(1) e funkcija od ξ za koja vai deka tei kon 0,
koga ξ tei kon b. Dokaal deka N e neutriks, t.e. deka e
zadovolen neutriks uslovot za edinstvenost na konstantnata
nula funkcija koristejk´i:
k(f(ξ)− l) + o(l) = γ,
kade γ e nezavisna od ξ. Vo ovoj sluqaj k = 0, bidejk´i vo
sprotivno lim
ξ→b
f(ξ) = l + γk . Ottuka sleduvalo deka γ = 0.
Bidejk´i sekoja funkcija f(ξ) moe da se pretstavi kako
f(ξ) = l + (f(ξ)− l),
kade f(ξ)− l e zanemarliva funkcija vo neutriksot N , za neu-
triks granicata sleduva deka N − lim
ξ→b
f(ξ) = l.
Poradi toa proizvolna funkcija g(ξ) koja vo soglasnost
so dadena topologija imala koneqna granica l′ koga ξ tei
kon b, Van der Corput ja pretstavuval kako
g(ξ) = l′ + o(1),
kade xto o(1) e zanemarliv izraz vo neutriksot N i neutriks
granicata za g(ξ) postoi vo toqkata b i e ednakva na l′.
Vo [37], str.11 avtorite ja narekle neutriks granicata l′
na funkcijata g(ξ) koga ξ tei kon b, neutralizirana vrednost
na funkcijata g(ξ) od neutriksot N .
Neutriksot N konstruiran od strana na Van der Corput,
pogore, go zadovoluval uslovot deka ako nekoja funkcija ν(ξ)
e zanemarliva funkcija vo N , togax za sekoj racionalen broj
k i funkcijata kν(ξ) e zanemarliva funkcija vo N .
Uxte povek´e vo [41], str.287 e dokaano slednoto obopx-
tuvaǌe:
Teorema 2.2.2. Ako se dadeni mnoestvo toqki N ′ so graniqna
toqka b koja ne pripag´a na N ′, rang N ′′ i beskoneqno mnogu
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funkcii fh(ξ), h = 1, 2, 3 . . . , so domen N ′ i kodomen N ′′, togax
vozmono e da se konstruira neutriks N so domen N ′, taka
xto sekoja od ovie funkcii fh(ξ) koja ima koneqna granica
lh koga ξ → b vo soglasnost so definiranata topologija, go
ima svojstvoto deka nejzinata neutriks granica postoi i e
ednakva na l′.
2.3 Distribucii vo neutriks smetaǌeto
Vo [41], Van der Corput vo vtoroto poglavje gi razrabotil
distribuciite vo neutriks smetaǌeto.
So cel da definira distribucija vo neutriks smetaǌeto,
zema pozitiven cel broj, s ∈ Z+.
Se razgleduvaat s neutriksi N1, N2, . . . , Ns so ist kodomen N ′′
i so razliqni promenlivi ξ1, . . . , ξs. Se voveduva funkcija
f(ξ1, . . . , ξs) definirana za proizvolen izbor na ξσ ∈ N ′σ, (σ =
1, . . . , s), taka xto za sekoj izbor od ξ1, . . . , ξs, f(ξ1, . . . , ξs) e ele-
ment od rangot N ′′.
Definicija 2.3.1. Mnoestvoto d formirano od funkciite
od oblik:
f(ξ1, . . . , ξs) + ν1(ξ1) + · · ·+ νs(ξs),
kade νσ(ξσ), (σ = 1, . . . , s) oznaquva proizvolna funkcija koja e
zanemarliva vo Nσ, se narekuva distribucija so neutriksi
N1, . . . , Ns, generirana od funkcijata f(ξ1, . . . , ξs) i ja oznaqu-
vame so 〈f ;N1, . . . , Ns〉. Sekoja funkcija koja se pojavuva vo
distribucijata d se narekuva generatorna funkcija.
Bilo koi dve generatorni funkcii koi se javuvaat vo
distribucijata d se ednakvi bez razlika na zanemarlivite
funkcii vo neutriksite N1, . . . , Ns.
Neka so r e oznaqen najmaliot pozitiven cel broj, taka
xto 0 ≤ r ≤ s i generatornata funkcija na distribucijata d
zavisi samo od r od promenlivite ξ1, . . . , ξs. Pritoa:
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r = 0, vo sluqajot koga distribucijata d e generirana od
konstanta.
r = 1, vo sluqajot koga distribucijata ne moe da bide
generirana od konstanta, no postoi pozitiven cel broj α ≤ s,
taka xto distribucijata moe da bide generirana od funkcija
koja zavisi od promenlivata ξα.
Ako r e pozitiven broj, togax moe da se najdat r ra-
zliqni pozitivni broevi α1, . . . , αr, site pomali ili ednakvi
od s, taka xto distribucijata d moe da bide generirana od
funkcija ϕ(ξα1 , . . . , ξαr) od r promenlivi ξα1 , . . . , ξαr .
Ako distribucijata d e dadena, togax ovie r broevi α1, . . . , αr
se ednoznaqno opredeleni. Ako ima dve generatorni funkcii
ϕ(ξα1 , . . . , ξαr) i ψ(ξβ1 , . . . , ξβr), togax
ϕ(ξα1 , . . . , ξαr)− ψ(ξβ1 , . . . , ξβr) =
s∑
σ=1
νσ(ξσ), (2.2)
kade νσ(ξσ) e zanemarliva vo Nσ.
Definicija 2.3.2. Redot r na distribucijata e pozitiven
cel broj kojxto e najmnogu ednakov na brojot na neutriksi
koi se pojavuvaat vo distribucijata. Nα1 , . . . , Nαr se baziqni
neutriksi na distribucijata, a ϕ(ξα1 , . . . , ξαr) e baziqna funkcija
na distribucijata.
Ako distribucijata e dadena, togax redot i baziqnite
neutriksi se ednoznaqno opredeleni, no ne i nejzinite baziqni
funkcii. Dve baziqni funkcii se ednakvi i pokraj izrazite
koi se smetaat za zanemarlivi vo baziqnite neutriksi i
obratno: ako ϕ(ξα1 , . . . , ξαr) e baziqna funkcija, togax sekoja
funkcija koja e ednakva na ϕ, i pokraj zanemarlivite izrazi
vo baziqnite neutriksi, e isto taka baziqna. Ako ϕ i χ se
baziqni funkcii, togax
ϕ(ξα1 , . . . , ξαr)− χ(ξα1 , . . . , ξαr) =
s∑
σ=1
νσ(ξσ),
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kade νσ(ξσ) e zanemarliva vo Nσ.
Definicija 2.3.3. Dve distribucii 〈f ;N1, . . . , Ns〉 i 〈g;P1, . . . , Pt〉
se ednakvi ako i samo ako imaat ist red, isti baziqni neu-
triksi i isti baziqni funkcii.
Sekoja distribucija 〈f ;N1, . . . , Ns〉 moe da bide zapixana
vo neuprostena forma 〈ϕ;Nα1 , . . . , Nαr〉, kade r e redot na dis-
tribucijata, Nα1 , . . . , Nαr se baziqni neutriksi na distribu-
cijata i ϕ = ϕ(ξα1 . . . ξαr) e baziqna funkcija na distribuci-
jata.
Primer 2.3.1. Ako N1, . . . , Ns+1 se s + 1 neutriks so s + 1 ra-
zliqni promenlivi ξ1, . . . , ξs+1 i ako f(ξ1, . . . , ξs) e nezavisno od
ξs+1 togax
〈f ;N1, . . . , Ns〉 = 〈f ;N1, . . . , Ns+1〉.
Na str.295 vo [41], Van der Corput go razgleduva sledniot
primer:
Primer 2.3.2. Ako distribucijata moe da bide generirana
od konstanta γ i ako b e graniqna toqka na domenot N ′ na
neutriksot N , koja ne pripag´a na N ′, togax za sekoja gener-
atorna funkcija f(ξ) na distribucijata, k´e vai:
N − lim
ξ→b
f(ξ) = γ,
bidejk´i f(ξ) = γ + ν(ξ), kade ν(ξ) e zanemarliva funkcija vo
neutriksot N .
2.3.1 Sobiraǌe i odzemaǌe na distribucii
Osven xto gi definiral distribuciite vo neutriks smetan-
jeto Van der Corput definiral i nekoi osnovni operacii so
niv. Na str.295 vo [41] ja dal definicijata za zbir i raz-
lika na dve distribucii.
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Definicija 2.3.4. Neka 〈f ;N1, . . . , Ns〉 i 〈g;P1, . . . , Pt〉 se dve
dadeni distribucii. Neka so Q1, . . . , Qν se oznaqeni razliqni
neutriksi koi se pojavuvaat vo sistemot (N1, . . . , Ns, P1, . . . , Pt),
taka xto vai deka
max(s, t) ≤ ν ≤ s+ t.
Togax zbirot na distribuciite 〈f ;N1, . . . , Ns〉 i 〈g;P1, . . . , Pt〉
se definira so:
〈f ;N1, . . . , Ns〉+ 〈g;P1, . . . , Pt〉 = 〈f + g;Q1, . . . , Qν〉, (2.3)
dodeka razlikata na distribucijata 〈f ;N1, . . . , Ns〉 so distribu-
cijata 〈g;P1, . . . , Pt〉 se definira so
〈f ;N1, . . . , Ns〉 − 〈g;P1, . . . , Pt〉 = 〈f − g;Q1, . . . , Qν〉. (2.4)
Van der Corput pokaal deka zbirot i razlikata na dve
distribucii definirani so ovaa definicija se nezavisni od
izborot na pretstavnicite na distribuciite. Imeno pokaal
deka ako dvete distribucii se napixani vo nivnite neuprost-
eni formi 〈ϕ;M1, . . . ,Mu〉 i 〈χ;R1, . . . , Rw〉, togax f = ϕ + µ i
g = χ+ ρ, kade xto µ e zanemarliva funkcija vo neutriksite
N1, . . . , Ns i ρ e zanemarliva funkcija vo P1, . . . , Pt, pa µ + ρ
e zanemarliva funkcija vo neutriksite Q1, . . . , Qν. Posle-
dovatelno sleduva deka f + g e ednakvo na ϕ+χ, nezavisno od
zanemarlivite funkcii vo Q1, . . . , Qν.
Za zbirot na distribuciite vo neutriks smetaǌeto vai
komutativniot i asocijativniot zakon. So vaka dadenata
definicija za zbir i razlika na distribucii, moe da se
kae deka mnoestvoto od site distribucii formira komu-
tativna aditivna grupa.
Vo neutriks smetaǌeto bilo prifateno deka za oznaqu-
vaǌe na distribucija moe da se koristi i oznakata
f(N1, . . . , Ns), potoqno bilo napraveno izednaquvaǌe na
〈f ;N1, . . . , Ns〉 = f(N1, . . . , Ns).
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Ova oznaquvaǌe na distribucijata 〈f ;N1, . . . , Ns〉 e dobieno
so koristeǌe na oznakata za funkcija f(ξ1, . . . , ξs) koja zavisi
od promenlivite ξ1, . . . , ξs, so zamena na promenlivite ξ1, . . . , ξs
so N1, . . . , Ns.
Soglasno ovoj dogovor za oznaquvaǌe na distribucii sle-
duva deka distribucijata koja xto e generirana od kon-
stanta γ moe da bide oznaquvana samo so γ. Vo ovoj sluqaj
f(ξ1, . . . , ξs) = γ za sekoja generatorna funkcija f i se veli
deka f ja prima neutraliziranata vrednost γ vo (N1, . . . , Ns).
Na str.297 vo [41] e daden sledniot primer:
Primer 2.3.3. Neka N e neutriks so domen N ′ = Z+ i zane-
marlivi funkcii od oblik c log ξ + o(1), kade c ∈ R i o(1) se
site funkcii koi teat kon 0, koga ξ →∞.
Togax
N∑
k=1
1
k
e distribucija so neutriks N i e generirana od
ξ∑
k=1
1
k
= log ξ + e + o(1),
kade e e konstantata na Euler. Bidejk´i log ξ i o(1) se zanemar-
livi funkcii vo neutriksot N , moe da se kae deka ovaa
distribucija e generirana od konstantata e, t.e.
N∑
k=1
1
k
= e.
Ako M e neutriks so domen N ′ = Z+ i zanemarlivi funkcii
od oblik c log 5ξ + o(1), kade c ∈ R,togax
M∑
k=1
1
k
= e− log 5.
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2.4 Neutriks kompozicii na distribucii
Za razlika od odredeni operacii kako xto se sobiraǌe,
odzemaǌe koi moat da bidat definirani za proizvolni
distribucii, postojat i takvi operacii koi po definicija
moat da bidat izvrxeni samo kaj odredena klasa na re-
gularni distribucii. Taka vo teorijata na distribucii,
mnogu qesto ne moe da se dade nikakvo znaqeǌe na izrazi
od oblik F (f(x)) kade xto F i f se proizvolni distribucii.
Taka, teorijata na Schwartz za distribucii, [44], ne moela
da ovozmoi presmetuvaǌe na odredeni izrazi koi bile va-
ni za fiziqarite, kako na primer δ2 ili
√
δ, kade δ e Dirac-
ovata delta funkcija. Vo [51, 52], avtorot pokaal deka kom-
pozicijata na dve funkcii, potoqno kompozicijata na dis-
tribucija i beskoneqno diferencijabilna funkcija moe da
bide proxirena po neprekinatost, na kompozicija na dis-
tribucii dokolku izvodot na beskoneqno diferencijabil-
nata funkcija e razliqen od 0. Vo [38] bila definirana kom-
pozicija na distribucija F i lokalno integrabilna funkcija
f koja ima edinstven koren na intervalot (a, b) i duri bilo
napraveno obopxtuvaǌe koga f e distribucija. Kompozici-
ite na distribuciite i funkciite bile razgleduvani vo [49].
Za da definira kompozicija na dve distribucii, Antosik
koristi regularna niza od funkcii koja konvergira kon δ
funkcijata.
Koristejk´i beskoneqno diferencijabilna funkcija ρ, koja
gi zadovoluva svojstvata:
(i) ρ(x) = 0 za |x| ≥ 1;
(ii) ρ(x) ≥ 0;
(iii) ρ(x) = ρ(−x);
(iv)
1∫
−1
ρ(x)dx = 1;
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Se definira regularna niza od beskoneqno diferenci-
jabilni funkcii {δn(x)} so δn(x) = nρ(nx) za n = 1, 2, . . . , za
koja vai deka konvergira kon Dirac-ovata delta funkcija.
Uxte povek´e ako F e distribucija vo D′ i ako Fn = F ∗ δn =
〈F (x− t), δn(x)〉, togax {Fn(x)} e regularna niza od beskoneqno
diferencijabilni funkcii koja konvergira kon F (x).
Vo [25], Li i Li ja koristat δ - nizata δn =
(
n
pi
)
e−nx2 , x ∈ R za
da gi definiraat stepenite na distribuciite δk(x) i (δ′)k za
k ∈ R.
Vo [50], Antosik so slednata definicija definiral kom-
pozicija na dve distribucii:
Definicija 2.4.1. Neka f, g ∈ D′. Se veli deka distribu-
cijata g(f(x)) postoi i ednakva na h(x) na R, ako nizata od
kompozicii {gn(fn)} konvergira kon distribucijata h(x), kade
xto fn = f ∗ δn i gn = g ∗ δn se nizi od beskoneqno diferenci-
jabilni funkcii koi konvergiraat kon distribuciite f i g,
sodvetno.
Koristejk´i ja ovaa definicija se definirani slednite
kompozicii:
(i)
√
δ = 0
(ii)
√
δ2 + 1 = 1 + δ
(iii) log (1 + δ) = 0
(iv) sin δ = 0
(v) cos δ = 1
(vi) 11+δ = 1.
No za mnogu parovi distribucii ovaa definicija ne moe
da se iskoristi za da bide definirana nivnata kompozicija.
Koristejk´i go neutriks smetaǌeto, Fisher vo [11] ja dal sled-
nata definicija so koja se definira neutriks kompozicija
na distribucii.
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Definicija 2.4.2. Neka F e distribucija vo D′ i neka f
e lokalno integrabilna funkcija. Se veli deka neutriks
kompozicijata F (f(x)) postoi i ednakva na h na otvoreniot
interval (a, b) ako
N − lim
n→∞
+∞∫
−∞
Fn(f(x))ϕ(x)dx = 〈h(x), ϕ(x)〉
za site test funkcii ϕ vo D[a, b], kade N e neutriks so domen
N ′ = Z+, rang N ′′ = R zanemarlivi funkcii od oblik
nλ lnr−1 n, lnr n : λ > 0, r = 1, 2, . . .
i site funkcii koi konvergiraat kon 0 vo voobiqaena smisla
koga n tei kon beskoneqnost.
Specijalno, se veli deka kompozicijata F (f(x)) postoi i
e ednakva na h na otvoreniot interval (a, b) ako
lim
n→∞
+∞∫
−∞
Fn(f(x))ϕ(x)dx = 〈h(x), ϕ(x)〉
za site test funkcii ϕ vo D[a, b].
2.5 Neutriks konvoluciski proizvod na distribucii
So cel da se proxiri konvoluciskiot proizvod na pogolema
klasa distribucii, vo [27] e dadena slednava definicija:
Definicija 2.5.1. Neka f i g se distribucii i neka τ e
beskoneqno diferencijabilna funkcija koja gi zadovoluva
uslovite:
(i) τ(x) = τ(−x);
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(ii) 0 ≤ τ(x) ≤ 1;
(iii) τ(x) = 1 za |x| ≤ 12 ;
(iv) τ(x) = 0 za |x| ≥ 1.
Neka fn(x) = f(x)τ
(
x
n
)
, gn(x) = g(x)τ
(
x
n
)
za n = 1, 2, . . . . Togax
konvoluciskiot proizvod f ∗g e definiran kako granica h na
nizata {fn ∗ gn}, kako
lim
n→∞〈fn ∗ gn, φ〉 = 〈h, φ〉 (2.5)
za site test funkcii φ ∈ D.
Ako granicata na nizata {fn ∗gn} postoi, t.e. ako konvolu-
ciskiot proizvod f ∗ g postoi, togax sigurno vai raven-
stvoto (1.18). Ravenstvoto (1.19) ne mora sekogax da vai.
Taka Jones vo [27] dokaal deka:
1 ∗ sgnx = x = sgnx ∗ 1
i
(1 ∗ sgnx)′ = 1, 1′ ∗ sgnx = 0, 1 ∗ (sgnx)′ = 2.
So slednata definicija se definira nekomutativen kon-
voluciski proizvod na distribuciite f i g i e dadena vo
[21].
Definicija 2.5.2. Neka f i g se dve distribucii i neka fn
e definirana kako vo definicijata 2.5.1. Togax konvolu-
ciskiot proizvod f ∗ g e definiran kako granica na nizata
{fn ∗ g} so
lim
n→∞〈fn ∗ g, φ〉 = 〈h, φ〉 (2.6)
za site test funkcii φ ∈ D.
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Vo ovaa definicija konvoluciskiot proizvod fn ∗ g e so
isto znaqeǌe kako vo definicijata 1.6.2 vo glava 1 t.e. dis-
tribucijata fn mora da ima ograniqen nosaq. Konvoluciskiot
proizvod definiran so ovaa definicija ne e komutativen
poradi nedostatok na simetrija. Fisher pokaal vo [7] deka
sekogax vai:
(f ∗ g)′ = f ′ ∗ g (f ∗ g′),
no deka f ′ ∗ g ne mora da bide ednakvo na f ∗ g′.
Ako daden konvoluciski proizvod postoi spored defini-
cijata 1.6.2 vo prethodnata glava, togax sigurno postoi i
spored definicijata 2.5.1 i definicijata 2.5.2.
No i so poslednite dve definicii golem broj na konvolu-
ciski proizvodi na distribucii ne moat da bidat pres-
metani. Poradi toa vo [7] bilo dadeno proxiruvaǌe na
definicijata 2.5.2.
Definicija 2.5.3. Neka f i g se distribucii i neka τn e
beskoneqno diferencijabilna funkcija definirana so:
τn =

1, |x| ≤ n,
τ
(
nnx− nn+1) , x > n,
τ
(
nnx+ nn+1
)
, x < −n.
(2.7)
za n = 1, 2, . . . , kade τ e definirana kako vo definicija 2.5.1.
Neka
fn(x) = f(x)τn(x) (2.8)
za n = 1, 2, . . . . Togax neutriks konvoluciskiot proizvod f ~ g
e definiran kako neutriks granica na nizata {fn ∗ g}, t.e.
f ~ g = N − lim
n→∞
〈fn ∗ g, φ〉 = 〈h, φ〉 (2.9)
za site test funkcii φ ∈ D, kade N e neutriksot so domen N ′ =
{1, 2, . . . , n . . . }, rangot se site realni broevi, a zanemarlivi
funkcii se koneqnite linearni sumi na funkciite:
nλ lnr−1 n, lnr n
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za λ > 0 i r = 0, 1, 2, . . . , i site funkcii f(n) za koi vai deka
lim
n→∞ f(n) = 0.
Konvoluciskiot proizvod fn∗g vo ovaa definicija e defini-
ran so isto znaqeǌe kako vo definicijata 1.6.2 vo glava 1,
distribucijata fn ima ograniqen nosaq, dodeka nosaqot na
τn se sodri vo intervalot (−n− n−n, n+ n−n).
Vo opxt sluqaj neutriks konvoluciskiot proizvod defini-
ran so prethodnata definicija e nekomutativen.
Vo [7], so slednata teorema Fisher pokaal deka defini-
cijata 2.5.3 e proxiruvaǌe na definicijata 1.6.1 vo glava
1.
Teorema 2.5.1. Neka f i g se funkcii vo Lp(−∞,∞) i Lq(−∞,∞)
soodvetno, kade 1/p+1/q = 1. Togax konvoluciskiot proizvod
f ~ g postoi i pritoa vai
f ∗ g = f ~ g.
Dokaz. Za  > 0 e proizvolno, sleduva:
| f ∗ g − fn ∗ g |=|
∞∫
−∞
f(t)g(x− t)[1− τn(t)]dt |≤
≤
∫
|t|≥n
|f(t)g(x− t)|dt <  (2.10)
za site vrednosti n > n0. Ako φ ∈ D, togax:
|〈f ∗ g, φ〉 − 〈fn ∗ g, φ〉| ≤ sup{|φ(x)|},
za n > n0 sleduva deka
lim
n→∞〈fn ∗ g, φ〉 = 〈f ∗ g, φ〉 = N − limn→∞ 〈fn ∗ g, φ〉
t.e. deka
f ∗ g = f ~ g.
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So teoremata koja xto sleduva, vo [7] bilo pokaano deka
definicijata 2.5.2 e proxiruvaǌe na definicijata 1.6.2 od
grlava 1.
Teorema 2.5.2. Neka f i g se distribucii koi gi zadovolu-
vaat dvata uslovi od definicijata 1.6.2 vo glava 1. Togax
konvoluciskiot proizvod f ~ g postoi i
f ∗ g = f ~ g.
Dokaz. Se pretpostavuva prvo deka nosaqot na f e ograniqen.
Togax f = fn za dovolno golemo n i
lim
n→∞ 〈fn ∗ g, φ〉 = 〈f ∗ g, φ〉 = N − limn→∞ 〈fn ∗ g, φ〉
za site test funkcii φ ∈ D.
So pretpostavka deka nosaqot na g se sodri vo inter-
valot (a, b) i za φ proizvolna test funkcija vo D so nosaq
kojxto se sodri vo intervalot (c, d) sleduva deka:
〈f ∗ g − fn ∗ g, φ〉 = 〈g(y), 〈f(x)− fn(x), φ(x+ y)〉〉 =
=
b∫
a
g(y)
d−y∫
c−y
f(x)[1− τn(x)]φ(x+ y)dxdy = 0, (2.11)
za dovolno golemo n.
Koneqno ako se pretpostavi deka f i g se ograniqeni od
ista strana, primer od levo, k´e sleduva deka nosaqite na
f i g se sodrani vo intervalite (a,∞) i (b,∞), soodvetno.
Togax za proizvolna test funkcija φ vo D so nosaq kojxto
se sodri vo intervalot (c, d) se dobiva deka
〈f ∗ g − fn ∗ g, φ〉 =
∞∫
b
g(y)
d−y∫
c−y
f(x)[1− τn(x)]φ(x+ y)dxdy.
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f(x) = 0 ako x < a, pa sleduva deka
d−y∫
c−y
f(x)[1− τn(x)]φ(x+ y)dxdy = 0
ako y > d− a. Ottuka
〈f ∗ g − fn ∗ g, φ〉 =
d−a∫
b
g(y)
d−y∫
c−y
f(x)[1− τn(x)]φ(x+ y)dxdy = 0.
za dovolno golemo n.
Od strana na Fisher vo [7] na str.127-128 so konkretni
distribucii e pokaano deka dokolku daden konvoluciski
proizvod postoi vo neutriks smisla, spored 2.5.3, ne mora
da postoi spored prethodno dadenite definicii za konvolu-
ciski proizvod, 1.6.1, 1.6.2 od glava 1 i definciite 2.5.1 i
2.5.2.
Isto taka od negova strana e dadeno obopxtuvaǌeto vo
slednata teorema vo [7], koe vai za konvoluciskite proizvo-
di presmetani spored definicijata 2.5.2, vo teorema 3 vo
[23]. Ova obopxtuvaǌe ne vai za konvoluciskite proizvodi
koi se presmetani spored definicijata 2.5.1, vo [27].
Teorema 2.5.3. Neka f i g se distribucii i neka postoi neu-
triks konvoluciskiot proizvod f ~ g.Togax postoi i neu-
triks konvoluciskiot proizvod f ~ g′ i vai deka
(f ~ g)′ = f ~ g′.
Dokaz. Bidejk´i konvoluciskiot proizvod fn∗g postoi spored
definicija 1.6.2 vo glava 1, sleduva deka k´e vai
(fn ∗ g)′ = fn ∗ g′.
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Pa za proizvolna test funkcija φ ∈ D k´e vai:
〈〈f ~ g〉, φ〉 = −〈f ~ g, φ′〉 = −N − lim
n→∞
〈fn ∗ g, φ′〉 =
= N − lim
n→∞
〈(fn ∗ g)′, φ〉 = N − lim
n→∞
〈(fn ∗ g′, φ〉. (2.12)
Ottuka sleduva deka f ~ g′ postoi i pritoa vai deka
(f ~ g)′ = f ~ g′.
45
Glava 3
NEUTRIKS KOMPOZICII NA ODREDENI
DISTRIBUCII
Ovaa glava opfak´a novi rezultati koi vek´e se objaveni. Gla-
vata sodri presmetani neutriks kompozicii na distribucii
koi se dobieni so moja i zaedniqka rabota so sorabotnicite,
t.e. vo ovaa glava se prezentirani rezultatite od slednive
trudovi:
1. L.Lazarova, B.Jolevska-Tuneska, I.Akturk, E.Ozcag, Note on the
distribution composition (xµ+)
λ, Bulletin of the Malaysian Mathemat-
ical Sciences Society, Springer, (2016), pp.1-13, IF=0,586.
2. E.Ozcag, L.Lazarova, B. Jolevska-Tuneska, Defining compositions
of xµ+, |x|µ, x−s and x−s ln |x| as a neutrix limit of regular sequences,
Communications in Mathematics and Statistics, Volume 4, Issue 1,
Springer Berlin Heidelberg, (2016): pp. 63-80.
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3.1 Neutriks kompozicija na distribuciite xλ i xµ+
za λ = −1,−2, . . . , µ > 0 i λµ ∈ Z−
Neka D e prostorot od site test funkcii, neka D[a, b] e pros-
torot od site test funkcii so kompakten nosaq kojxto se
sodri vo intervalot [a, b] i neka D′ e prostorot od dis-
tribucii kojxto e definiran nad D.
Lokalno integrabilnite funkcii xλ+, xλ− i |x|λ se defini-
rani za λ > −1 so:
xλ+ =
{
xλ, x > 0
0, x < 0
, xλ− =
{
xλ, x > 0
0, x < 0
, |x|λ = xλ+ + xλ−. (3.1)
Distribuciite xλ+, xλ− i |x|λ se definirani induktivno za
λ < −1 i λ 6= −2,−3, . . . so
(xλ+)
′ = λxλ−1+ , (x
λ
−)
′ = −λxλ−1− , |x|λ = xλ+ + xλ− (3.2)
soodvetno.
Togax za proizvolna test funkcija ϕ ∈ D i za pozitiven
broj s za koj vai −s− 1 < λ < −s,
〈xλ+, ϕ(x)〉 =
∞∫
0
xλ
[
ϕ(x)−
s−1∑
k=0
ϕ(k)(0)
k!
xk
]
dx.
Dokolku test funkcijata ϕ ima nosaq kojxto e sodran vo
intervalot [−1, 1], togax
〈xλ+, ϕ(x)〉 =
1∫
0
xλ
[
ϕ(x)−
s−1∑
k=0
ϕ(k)(0)
k!
xk
]
dx+
s−1∑
k=0
ϕ(k)(0)
k!(λ+ k + 1)
.
Za razlika od definicijata koja xto ja davaat Gelfand i
Shilov vo [39] distribucijata x−s+ ja definirame so:
x−s+ =
(−1)s−1(lnx+)(s)
(s− 1)!
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za s = 1, 2, . . . .
Na toj naqin za proizvolna test funkcija ϕ koja ima nosaq
kojxto e sodran vo intervalot [−1, 1], dobivame
〈x−s+ , ϕ(x)〉 =
1∫
0
x−s
[
ϕ(x)−
s−1∑
k=0
ϕ(k)(0)
k!
xk
]
dx−
−
s−2∑
k=0
ϕ(k)(0)
(s− k − 1)k! −
φ(s− 1)
(s− 1)! ϕ
(s−1)(0) (3.3)
za s = 1, 2, . . . , kade xto
φ(s) =

s∑
k=1
1
k s ≥ 1
0 s = 0
.
Nicholas i Fisher vo [40] ja definirale kompozicijata (xr+)−s
kako neutriks granica na regularnata niza [(xr+)−s]n za r, s =
1, 2, . . . . Ponatamu, vo [31], Ozcag i ostanatite avtori go raz-
gledale sluqajot koga r = 0, t.e. s-tiot stepen na funkcijata
na Heaviside, H(x) definirana so [H(x)]−s = H(x). Kompozici-
ite (|x|r−1/2)−4s i (|x|µ)−s se definirani vo [15, 30], soodvetno.
Za da ja definirame kompozicijata, (xµ+)λ za λ = −1,−2, . . . , µ >
0 i λµ ∈ Z−, k´e ja iskoristime slednata lema, [24].
Lema 3.1.1. Neka ρ(x) e beskoneqno diferencijabilnata funkci-
ja koja bexe definirana vo glava 2, so cel da se definira
regularna niza od beskoneqno diferencijabilni funkcii vo
definicijata 2.4.1 za kompozicija na distribucii. Za s ∈ Z+
imame:
1∫
−1
viρ(s)(v)dv =
{
0, 0 ≤ i < s
(−1)ss!, i = s , (3.4)
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bidejk´i vsρ(s) e parna funkcija, sleduva deka e
0∫
−1
vsρ(s)(v)dv =
1∫
0
vsρ(s)(v)dv =
1
2
(−1)ss! (3.5)
0∫
−1
vs ln |v|ρ(s)(v)dv =
1∫
0
vs ln |v|ρ(s)(v)dv = 1
2
(−1)ss!φ(s) + (−1)ss!c(ρ)
(3.6)
1∫
0
vs ln(1− v)dv = −φ(s)
s
. (3.7)
za s = 0, 1, 2, . . . , kade c(ρ) =
1∫
0
ln tρ(t)dt.
K´e ja dokaeme slednata teorema, [47]:
Teorema 3.1.1. Distribucijata (xµ+)−m postoi i
(xµ+)
−m = x−s+ − (−1)s
(−1)mm![2c(ρ) + φ(m− 1)] + sφ(s− 1)
s!
δ(s−1)(x)
(3.8)
za µ > 0, m = 1, 2, . . . i µm = s(s ∈ Z+).
Dokaz. Najprvo:
(−1)m−1(m− 1)![(xµ+)−m]n =

1/n∫
−1/n
ln |xµ − t|δ(m)n (t)dt, x ≥ 0,
1/n∫
−1/n
ln |t|δ(m)n (t)dt, x < 0
. (3.9)
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Togax sleduva deka
(−1)m−1(m− 1)!
1∫
−1
[(xµ+)
−m]ndx =
1∫
−1
xk
1/n∫
−1/n
ln |xµ+ − t|δ(m)n (t)dtdx =
=
1/n∫
−1/n
δ(m)n (t)
n−1/µ∫
0
xk ln |xµ − t|dxdt+
+
1/n∫
−1/n
δ(m)n (t)
1∫
n−1/µ
xk ln |xµ − t|dxdt+
0∫
−1
xk
1/n∫
−1/n
ln |t|δ(m)n (t)dxdt =
=
nm−(k+1)/µ
µ
1∫
−1
ρ(m)(v)
1∫
0
y−1+(k+1)/µ ln |y − v|dydv+
+
nm−(k+1)/µ
µ
1∫
−1
ρ(m)(v)
n∫
1
y−1+(k+1)/µ ln |y − v|dydv+
+
nm−(k+1)/µ
µ
lnn
1∫
−1
ρ(m)(v)
n∫
0
y−1+(k+1)/µ ln |y − v|dy+
+
(−1)k+1nm
k + 1
1∫
−1
ln |v/n|ρ(m)(v)dv = I1 + I2 + I3 + I4, (3.10)
koristejk´i gi smenite y = nxµ i v = nt.
Imajk´i gi vo predvid zanemarlivite funkcii vo neutriksot
dadeni vo definicijata za neutriks kompozicija, 2.4.2 od
glava 2, sleduva deka:
N − lim
n→∞
I3 = 0, N − lim
n→∞
I4 = 0 (3.11)
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za k = 0, 1, . . . i
N − lim
n→∞
I1 = 0 (3.12)
za k = 0, 1, . . . , s− 2. Ponatamu,
n∫
1
y−1+(k+1)/µ ln |y − v|dy =
n∫
1
y−1+(k+1)/µ ln |y|dy+
+
n∫
1
y−1+(k+1)/µ ln |1− v/y|dy = I ′2 + I ′′2 (3.13)
kade xto:
I ′2 =
µn(k+1)/µ lnn
(k + 1)
+
µ2[1− n(k+1)/µ]
(k + 1)2
(3.14)
i
I ′′2 = −
∞∑
i=1
vi
i
n∫
1
y−1−i+(k+1)/µdy = −
∞∑
i=1
viµ[n−i+(k+1)/µ − 1]
i(k + 1− µi) (3.15)
za k = 0, 1, . . . , s−2. Od lema 3.1.1 i od ravenstvata (3.13),(3.14)
i (3.15), sleduva deka
N − lim
n→∞
I2 =
(−1)m(m− 1)!
s− k − 1 (3.16)
za k = 0, 1, . . . , s−2., a potoa od ravenstvata (3.10),(3.11), (3.12)
i (3.16) sleduva deka
N − lim
n→∞
1∫
1
xk
[
(xµ+)
−m]
n
dx = − 1
s− k − 1 (3.17)
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za k = 0, 1, . . . , s− 2. Koga k = s− 1, togax:
I1 =
1
µ
1∫
−1
ρ(m)(v)
1∫
0
ym−1 ln |y − v|dydv =
=
1
µ
1∫
0
ρ(m)(v)
 v∫
0
ym−1 ln |y − v|dy +
1∫
v
ym−1 ln |y − v|dy
 dv+
+
1
µ
0∫
−1
ρ(m)(v)
 −v∫
0
ym−1 ln |y − v|dy +
1∫
−v
ym−1 ln |y − v|dy
 dv =
= J1 + J2 + J3 + J4. (3.18)
Koristejk´i ja zamenata y = uv imame:
J1 =
1
µ
1∫
0
vmρ(m)(v)
1∫
0
um−1[ln v + ln(1− u)]dudv (3.19)
i koristejk´i ja lema 3.1.1 imame:
1∫
0
vmρ(m)(v) ln v
1∫
0
um−1dudv = (−1)m(m− 1)![c(ρ) + 1
2
φ(m)] (3.20)
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i1∫
0
vmρ(m)(v)
1∫
0
um−1 ln(1− u)dudv =
=
1
2
(−1)m(m− 1)!
1∫
0
ln(1− u)d(um − 1) =
=
1
2
(−1)m(m− 1)!
1∫
0
um − 1
1− u du =
=
1
2
(−1)m−1(m− 1)!φ(m). (3.21)
pa koristejk´i gi ravenstvata (3.20), (3.21) i (3.22) se dobiva
deka neutriks granicata:
N − lim
n→∞
J1 =
(−1)m(m− 1)!c(ρ)
µ
. (3.22)
Sosema sliqno, koristejk´i ja zamenata y = uv imame:
J3 = − 1
µ
0∫
−1
vmρ(m)(v)
0∫
−1
um−1[ln |v|+ ln(1− u)]dudv, (3.23)
Ottuka:
0∫
−1
vmρ(m)(v) ln |v|
0∫
−1
um−1dudv =
(−1)m−1
m
0∫
−1
vmρ(m)(v) ln |v| =
= −(m− 1)![c(ρ) + 1
2
φ(m)] (3.24)
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i0∫
−1
vmρ(m)(v)
0∫
−1
um−1 ln(1− u)dudv =
=
1
2
(−1)m(m− 1)!
0∫
−1
ln(1− u)d(um − 1) =
=
1
2
[(−1)m − 1](m− 1)! ln 2− 1
2
(−1)m(m− 1)!
0∫
−1
um − 1
u− 1 du =
=
1
2
[(−1)m − 1](m− 1)! ln 2 + 1
2
(−1)m(m− 1)!
m∑
i=1
(−1)i
i
. (3.25)
Od ravenstvata(3.24), (3.25) i (3.26) sleduva deka:
N − lim
n→∞
J3 =
[(−1)m − 1](m− 1)!
2µ
ln 2 +
(m− 1)!
2µ
φ(m)+
+
(m− 1)!
2µ
m∑
i=1
(−1)i
i
+
(m− 1)!
µ
c(ρ). (3.26)
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Uxte povek´e
J2 =
1
µ
1∫
0
ρ(m)(v)
1∫
v
ym−1[ln y + ln(1− v/y)]dydv =
=
1
µ
1∫
0
ρ(m)(v)
1∫
v
ym−1 ln ydydv − 1
µ
∞∑
i=1
1
i
1∫
0
viρ(m)(v)
1∫
v
ym−i−1dydv =
=
(−1)m(m− 1)!
2µm
− 1
µm2
1∫
0
ρ(m)(v)dv+
− 1
µ
∞∑
i=1,i 6=m
1
i(m− i)
1∫
0
(vi − vm)ρ(m)(v)dv =
=
(−1)m(m− 1)!
2µm
+
ρ(m−1)(0)
µm2
+
(−1)m(m− 1)!
2µ
[2φ(m− 1)− φ(m)]−
− 1
µ
∞∑
i=1,i 6=m
1
i(m− i)
1∫
0
viρ(m)(v)dv =
=
ρ(m−1)(0)
µm2
+
(−1)m(m− 1)!
2µ
φ(m− 1)+
− 1
µ
∞∑
i=1,i 6=m
1
i(m− i)
1∫
0
viρ(m)(v)dv (3.27)
bidejk´i
∞∑
i=1,i 6=m
1
i(m− i) =
2φ(m− 1)− φ(m)
m
=
φ(m− 1)
m
− 1
m2
.
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Koneqno imame:
J4 =
1
µ
0∫
−1
ρ(m)(v)
1∫
−v
ym−1[ln y + ln(1− v/y)]dydv =
=
1
µ
0∫
−1
ρ(m)(v)
1∫
−v
ym−1 ln ydydv − 1
µ
∞∑
i=1
1
i
0∫
−1
viρ(m)(v)
1∫
−v
ym−i−1dydv =
=
1
µ
0∫
−1
[
(−v)m − 1
m2
− (−v)
m ln |v|
m
]
ρ(m)(v) +
1
µm
0∫
−1
vm ln |v|ρ(m)(v)dv−
− 1
µ
∞∑
i=1,i 6=m
1
i(m− i)
1∫
0
[
vi − (−1)m−ivm] ρ(m)(v)dv =
=
(m− 1)!
2µm
− ρ
(m−1)(0)
µm2
− [1− (−1)
m]m!
2µ
[φ(m) + 2c(ρ)]+
− 1
µ
∞∑
i=1,i 6=m
1
i(m− i)
1∫
0
viρ(m)(v)dv − (−1)
m(m− 1)!
2µm
+
+
(m− 1)!
2µ
m−1∑
i=1
(−1)m+i
i
− [1− (−1)
m](m− 1)! ln 2
2µ
(3.28)
bidejk´i
∞∑
i=1,i 6=m
1
i(m− i) = −
(−1)m
m
+
1
m
m−1∑
i=1
(−1)m+i
i
− [1− (−1)
m]
m
ln 2.
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Sliqno dobivame:
I2 =
1
µ
1∫
−1
ρ(m)(v)
n∫
1
ym−1[ln y + ln(1− v/y)]dydv =
=
1
µ
1∫
−1
ρ(m)(v)
n∫
1
ym−1 ln(1− v/y)dydv −
− 1
µ
∞∑
i=1
1
i
1∫
−1
viρ(m)(v)
n∫
1
ym−i−1dydv =
= −(−1)
m(m− 1)! lnn
µ
− 1
µ
∞∑
i=m+1
1
i(i−m)
1∫
−1
(nm−i − 1)viρ(m)(v)dv,
pa za neutriks granicata k´e imame:
N − lim
n→∞
I2 = − 1
µ
∞∑
i=m+1
1
i(i−m)
1∫
−1
viρ(m)(v)dv. (3.29)
Od ravenstvata (3.10), (3.11), (3.18), (3.22) i (3.26)-(3.29),
sleduva deka:
N − lim
n→∞
1∫
−1
xs−1[(xµ+)
−m]ndx =
(−1)m(m− 1)!
µ
[c(ρ) + φ(m− 1)] =
=
(−1)mm!
s
[c(ρ) + φ(m− 1)] (3.30)
Sega, go razgleduvame sluqajot koga k = s. Ako x < 0 i ako ψ
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e proizvolna neprekinata funkcija, togax:
(−1)m−1(m− 1)!
0∫
−1
xs[(xµ+)
−m]nψ(x)dx =
=
0∫
−1
xsψ(x)
1/n∫
−1/n
ln |t|δ(m)n (t)dtdx =
= nm
0∫
−1
xsψ(x)dx
1∫
−1
ln |v/n|ρ(m)(v)dv,
kade xto v = nt. Ottuka,
N − lim
n→∞
0∫
−1
xs[(xµ+)
−m]nψ(x)dx = 0. (3.31)
Ako vo I1, k = s, togax:
n−1/µ∫
0
xs[(xµ+)
−m]ndx =
n−1/µ
µ
0∫
−1
ρ(m)
1∫
0
ym−1+1/mu ln |(y − v)/n|dydv
i ako ψ e proizvolna neprekinata funkcija, togax:
lim
n→∞
n−1/µ∫
0
xs[(xµ+)
−m]nψ(x)dx = 0. (3.32)
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Ako xµ ≥ 1n , togax k´e imame:
(−1)m−1(m− 1)!xs[(xµ+)−m]n =
1/n∫
−1/n
ln |xµ − t|δ(m)n (t)dt =
= nm
1∫
−1
ln |xµ − v|ρ(m)(v)dv =
= nm
1∫
−1
[
ln |xµ| −
∞∑
i=1
vi
inixµi
]
ρ(m)(v)dv =
= −
∞∑
i=m
1∫
−1
vi
ini−mxµi
ρ(m)(v)dv
i sleduva deka:
∣∣(m− 1)![(xµ+)−m]n∣∣ ≤ ∞∑
i=m
1∫
−1
|v|i
ini−mxµi
∣∣∣ρ(m)(v)∣∣∣ dv
≤
∞∑
i=m
κm
ini−mxµi
kade xto κm =
1∫
−1
∣∣ρ(m)(v)∣∣ dv za m = 1, 2, . . . .
Ako sega n−1/µ < η < 1 togax:
(m− 1)!
η∫
n−1/µ
∣∣[(xµ+)−m]n∣∣ dx ≤ κm ∞∑
i=m
nm−i
i
η∫
n−1/µ
xs−µidx =
= κm
∞∑
i=m
n−1/µ
µi
nηµ∫
1
ym−i+1/µ−1dy =
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=
κm
∞∑
i=m
n−1/µ
µi(m−i+1/µ [(nη
µ)m−i+1/µ − 1], µ 6= 1
κm
∞∑
i=m,i 6=m+1
n−1
µi(m−i+1 [(nη
µ)m−i+1 − 1] + κmn−1 ln(nη)m+1 , µ = 1
.
Sleduva deka
lim
n→∞
∣∣[(xµ+)−m]n∣∣ = O(η),
za m = 1, 2, . . . i ako ψ e proizvolna neprekinata funkcija,
togax
lim
n→∞
∣∣∣∣∣∣∣
η∫
n−1/µ
xs[(xµ+)
−m]nψ(x)dx
∣∣∣∣∣∣∣ = O(η) (3.33)
za m = 1, 2, . . . . Ako ϕ(x) e proizvolna test funkcija od D[−1, 1],
togax od teoremata na Taylor imame:
ϕ(x) =
s−1∑
k=0
ϕ(k)(0)
k!
xk +
ϕ(s)(ξx)
s!
xs, 0 < ξ < 1.
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Togax:
〈[(xµ+)−m]n, ϕ(x)〉 =
s−1∑
k=0
ϕ(k)(0)
k!
1∫
−1
xk
[
(xµ+)
−m]
n
dx+
+
1
s!
0∫
−1
xs
[
(xµ+)
−m]
n
ϕ(s)(ξx)dx+
+
1
s!
n−1/µ∫
0
xs
[
(xµ+)
−m]
n
ϕ(s)(ξx)dx+
+
1
s!
η∫
n−1/µ
xs
[
(xµ+)
−m]
n
ϕ(s)(ξx)dx+
+
1
s!
1∫
η
xs
[
(xµ+)
−m]
n
ϕ(s)(ξx)dx.
Koristejk´i gi ravenstvata (3.17), (3.30)-(3.33) i koristejk´i
deka nizata
{
[(xµ+)
−m]n
}
konvergira ramnomerno kon x−s na
intervalot [η, 1], pa sleduva deka:
N − lim
n→∞
〈[(xµ+)−m]n, ϕ(x)〉 =
(−1)mm!
s!
[2c(ρ) + φ(m− 1)]ϕ(s−1)(0)−
−
s−2∑
k=0
ϕ(k)(0)
k!(s− k − 1) +
1∫
η
ϕ(s)(ξx)dx+O(η).
Bidejk´i η moe da bide izbrano dovolno malo, koristejk´i
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go ravenstvoto (3.3), sleduva deka:
N − lim
n→∞
〈[(xµ+)−m]n, ϕ(x)〉 =
(−1)mm!
s!
[2c(ρ) + φ(m− 1)]ϕ(s−1)(0)−
−
s−2∑
k=0
ϕ(k)(0)
k!(s− k − 1) +
1∫
η
ϕ(s)(ξx)dx+O(η) =
=
1∫
0
x−s
[
ϕ(x)−
s−1∑
k=0
ϕ(k)(0)
k!
xk
]
dx−
s−2∑
k=0
ϕ(k)(0)
k!(s− k − 1) +
+
(−1)mm!
s!
[2c(ρ) + φ(m− 1)]ϕ(s−1)(0) = 〈x−s+ , ϕ(x)〉+
+(−1)s (−1)
mm![2c(ρ) + φ(m− 1)] + sφ(s− 1)
s!
〈δ(s−1)(x), ϕ(x)〉,
Na ovoj naqin e dokaano tvrdeǌeto na teoremata, t.e. doka-
ano e ravenstvoto (3.8) na intervalot [−1, 1]. No toa e do-
volno za da se zakluqi deka teoremata vai na proizvolen
interval.
Posledica 3.1.1. Distribucijata (xµ−)−m postoi i
(xµ−)
−m = x−s− +
(−1)mm![2c(ρ) + φ(m− 1)] + sφ(s− 1)
s!
δ(s−1)(x), (3.34)
za µ > 0,m = 1, 2, . . . i µm = s ∈ Z+.
Dokaz. Ravenstvoto (4.8) sleduva so zamena na x so −x vo
ravenstvoto (3.8).
Slednata posledica e specijalen sluqaj na teoremata 3.2.3.
Posledica 3.1.2. Neka so Fr(x) ja oznaqime distribucijata
x−r− , togax distribucijata Fr(x
1/r
+ ) postoi i(
x
1
r
+
)−r
= x−1+ − (−1)rr![2c(ρ) + φ(r − 1)]δ(x) (3.35)
za r = 1, 2, . . . , kade xto φ(r) i c(ρ) se definirani vo lema 3.1.1.
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3.2 Neutriks kompozicii na distribuciite xµ+, |x|µ,
x−s i x−s ln |x|
Lokalno integrabilnite funkcii xλ+, xλ−, |x|λ za λ > −1 se defi-
nirani so (3.1), dodeka distribuciite xλ+ i xλ− i |x|λ se defini-
rani za λ < −1, λ 6= −2,−3, . . . so (3.2) od prethodnoto poglavje.
Distribuciite xr+ i xr− se definirani soodvetno so:
xr+ =
(−1)r−1(lnx+)(r)
(r − 1)! , x
−r
− = −
(lnx−)(r)
(r − 1)!
za r = 1, 2, . . . , i vakvata definiranost se razlikuva od Gelfand
i Shilov, [34, 39].
Vo [40] od strana na Nicholas i Fisher e definirana kom-
pozicijata (xr+)−s kako neutriks granica na
[
(xr+)
−s]
n
. Uxte
povek´e  Ozcag vo [31] go ima razgledano sluqajot koga r = 0, so
drugi zborovi s-tiot stepen na funkcijata na Heaviside H(x)
e definiran so [H(x)]−s = H(x), vo [31].
Vo [20] se presmetani kompoziciite (xµ+)
−s
+ , (|x|µ)−s+ za µ > 0 i
µs 6= 1, 2, . . . . Ovie rezultati se dadeni vo slednata teorema:
Teorema 3.2.1. Kompoziciite na distribuciite (xµ+)−s+ i (|x|µ)−s+
postojat i
(xµ+)
−s
+ = x
µs
+ , (|x|µ)−s+ = (|x|µ)−µs+ (3.36)
za µ > 0, s = 1, 2, . . . i µs 6= 1, 2, . . . .
Neutriks kompozicijata (|x|µ)−s za µ > 0, s = 1, 2, . . . i µs 6=
1, 2, . . . e definirana vo [14] od strana na Fisher i Jolevska
so (|x|µ)−s = |x|µs. Sluqajot koga µs = 1, 2, . . . e razgledan od
strana na  Ozcag vo [30] i e daden so slednata teorema:
Teorema 3.2.2. Kompozicijata na distribuciite (|x|µ)−s pos-
toi i
(|x|µ)−s = |x|−m + Lm,sδ(m−1)(x) (3.37)
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za µ > 0, s = 1, 2, . . . , i µs = m(m ∈ Z+), kade
Lm,s = [1 + (−1)m−1] (−1)
ss![2c(ρ) + φ(s− 1)] +mφ(m− 1)
m!
.
i c(ρ) =
1∫
0
ln tρ(t)dt, φ(s) =

s∑
k=1
1
k s ≥ 1
0 s = 0
.
Koristejk´i ja lemata (3.1.1) vo slednata teorema gi defini-
rame kompoziciite (xµ+)
−s
− i (|x|µ)−s− koga µs = 1, 2, . . . ,[32].
Vo dokauvaǌeto na slednite teoremi ja koristime defini-
cijata za regularni distribucii i Temple - ovata δ-niza od
regularni distribucii, dadena od Temple vo [36].
Teorema 3.2.3. Kompozicijata na distribucii (xµ+)−s− postoi
i
(xµ+)
−s
− =
(−1)m+sc(ρ)
µ(m− 1)! δ
(m−1)(x) (3.38)
za µ > 0, s = 1, 2, . . . , kade µs = m ∈ Z+.
Specijalen sluqaj(
x
1
s
+
)−s
−
= (−1)s+1sc(ρ)δ(x).
Dokaz. Neka
(x−s− )n = x
−s
− ∗ δn(x) = −
1
(s− 1)! lnx− ∗ δ
(s)
n (x)
za s = 1, 2, . . . . Togax
−(s− 1)!(x−s− )n =

1/n∫
−1/n
ln(t− x)δ(s)n (t)dt, x < −1/n,
1/n∫
x
ln(t− x)δ(s)n (t)dt, |x| ≤ 1/n,
0, x > 1/n
,
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pa se dobiva deka
−(s− 1)![(xµ+)−s− ]n =

1/n∫
xµ
ln(t− xµ)δ(s)n (t)dt, 0 ≤ x ≤ n−1/µ,
1/n∫
0
ln tδ
(s)
n (t)dt, x < 0,
0, x > n−1/µ.
,
za µ > 0, s = 0, 1, 2, . . . . Sleduva deka nizata od regularni dis-
tribucii [(xµ+)
−s
− ]n ima nosaq kojxto e sodran vo (−∞, n−1/µ).
Ottuka imame:
−(s− 1)!
n−1/µ∫
0
[(xµ+)
−s
− ]nx
idx =
n−1/µ∫
0
xi
1/n∫
xµ
ln(t− xµ)δ(s)n (t)dtdx =
=
1∫
0
δ(s)n (t)
t1/µ∫
0
ln(t− xµ)dxdt =
=
ns−(i+1)/µ
µ
1∫
0
v(i+1)/µρ(s)(v)
1∫
0
[ln(v − uv)− lnn]u(i+1)/µ−1dudv,
pri xto bexe iskoristena smenata xµ = tu i nt = v. Sleduva
deka
n−1/µ∫
0
[(xµ+)
−s
− ]nx
idx
e zanemarliv za i 6= m− 1. Isto taka sleduva deka za i = m,
n−1/µ∫
0
| [(xµ+)−s− ]nxm | dx = O(n−1).
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Koga i = m− 1 imame deka
−µ(s− 1)!
n−1/µ∫
0
[(xµ+)
−s
− ]nx
m−1dx =
=
1∫
0
vsρ(s)(v)
1∫
0
[ln(v − uv)− lnn]us−1dudv.
Delot od integralot kojxto sodri lnn e zanemarliv. Imajk´i
ja vo predvid lema 3.1.1 imame
1∫
0
vsρ(s)(v)
1∫
0
[ln(v − uv)− lnn]us−1dudv =
= s−1
1∫
0
vs ln vρ(s)(v)dv + s−1
1∫
0
vsρ(s)(v)dv
1∫
0
ln(1− u)d(us − 1) =
= s−1(−1)ss![c(ρ) + 1
2
φ(s)] +
1
2
(−1)ss![−φ(s)
s
] =
= (−1)s(s− 1)!c(ρ).
Ottuka
n−1/µ∫
0
[(xµ+)
−s
− ]nx
m−1dx = −(−1)sµ−1c(ρ).
Neka ϕ e proizvolna funkcija so kompakten nosaq kojxto
se sodri vo (a, b), pri xto moeme da pretpostavime deka
a < 0 i b > 1. Koristejk´i go Tejloroviot razvoj:
ϕ(x) =
m−1∑
i=0
ϕ(i)(0)
i!
xi +
ϕ(m)(ξx)
m!
xm, 0 ≤ ξ ≤ 1.
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Od toa xto vek´e go pokaavme sleduva deka
|
1∫
0
[(xµ+)
−s
− ]nx
mϕ(m)(ξx)dx |≤
≤ sup
a<x<b
{| ϕ(k)(x) |}
n−1/µ∫
0
| [(xµ+)−s− ]nxm−1 | dx→ 0
koga n→∞ i za neutriks granicata dobivame
N − lim
n→∞
b∫
0
[(xµ+)
−s
− ]nϕ(x)dx =
= N − lim
n→∞
m−1∑
i=0
ϕ(i)(0)
i!
xi
n−1/µ∫
0
[(xµ+)
−s
− ]nx
idx+
+
1
m!
b∫
0
[(xµ+)
−s
− ]nx
mϕ(m)(ξx)dx =
= −(−1)
sc(ρ)ϕ(m−1)(0)
µ(m− 1)! .
Ponatamu,
a∫
0
[(xµ+)
−s
− ]nϕ(x)dx =
1/n∫
0
ln tδ(s)n (t)dt
0∫
a
ϕ(x)dx =
= ns
1∫
0
ln(v/n)ρ(s)(v)dv
0∫
a
ϕ(x)dx,
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i za neutriks granicata se dobiva deka
N − lim
n→∞
0∫
a
[(xµ+)
−s
− ]n, ϕ(x)dx = 0.
Ottuka,
N − lim
n→∞
〈[(xµ+)−s− ]n, ϕ(x)〉 = N − lim
n→∞
b∫
a
[(xµ+)
−s
− ]nϕ(x)dx =
= −(−1)
sc(ρ)ϕ(m−1)(0)
µ(m− 1)! =
=
(−1)m+sc(ρ)
µ(m− 1)! 〈δ
(m−1)(x), ϕ(x)〉
so xto e dokaana teoremata. 2
Teorema 3.2.4. [32], Kompozicijata na distribucii (|x|µ)−s−
postoi i
(|x|µ)−s− =
2(−1)m+sc(ρ)
µ(m− 1)! δ
(m−1)(x) (3.39)
za µ > 0, s = 1, 2, . . . , kade µs = m = 1, 3, 5, . . . , i
(|x|µ)−s− = 0 (3.40)
za µ > 0, s = 1, 2, . . . , kade µs = m 6= 1, 3, 5, . . . . Specijalen sluqaj,
(|x| 1s )−s− = 2sc(ρ)δ(x).
Dokaz. Imame,
−(s− 1)![(|x|µ+)−s− ]n =

1/n∫
|x|µ
ln(t− |x|µ)δ(s)n (t)dt, 0 ≤ |x|µ ≤ 1/n,
0, |x|µ > 1/n.
.
(3.41)
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za µs = 1, 3, 5, . . . .
Funkcijata (|x|µ)−s− e parna i nejziniot nosaq e sodran vo
(−n−1/µ, n−1/µ). Sleduva deka
n−1/µ∫
−n−1/µ
[(|x|µ+)−s− ]nxidx = 0, (3.42)
za neparni vrednosti na i.
Za parni vrednosti na i
n−1/µ∫
−n−1/µ
[(|x|µ)−s− ]nxidx = 2
n−1/µ∫
0
[(|x|µ)−s− ]nxidx (3.43)
i e zanemarliv, osven koga i = m−1. Ottuka ako ϕ e proizvolna
test funkcija so kompakten nosaq, za neutriks granicata
vai:
N − lim
n→∞
〈[(|x|µ)−s− ]n, ϕ(x)〉 = 2N − lim
n→∞
〈[(|x|µ)−s− ]n, ϕ(x)〉.
Ottuka sleduva ravenstvoto (3.40).
Koga µs = m 6= 1, 3, 5, . . . , i = µs− 1 = m− 1 e neparen,
n−1/µ∫
−n−1/µ
[(|x|µ)−s− ]nxidx
e ili ednakov na 0 ili e zanemarliv za i = 0, 1, 2, . . . i µs 6=
1, 3, 5, . . . .
Za neutriks granicata sleduva deka,
N − lim
n→∞
〈[(|x|µ)−s− ]n, ϕ(x)〉 = 0 = 〈0, ϕ(x)〉
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za ϕ ∈ D i µs 6= 1, 3, 5, . . . . Ottuka i sleduva ravenstvoto (3.41).2
Za da dobieme nekoi rezultati k´e ja koristime teoremata
koja xto e dokaana vo [47].
Teorema 3.2.5. Kompozicijata (xµ+)−s postoi i
(xµ+)
−s = x−m+ − (−1)mL∗m,sδ(m−1)(x) (3.44)
za µ > 0, s = 1, 2, . . . i µs = m ∈ Z, kade
L∗m,s =
(−1)ss![2c(ρ) + φ(s− 1)] +mφ(m− 1)
m!
.
Vo specijalen sluqaj imame:
(x
1
s
+)
−s = x−1+ − (−1)ss![2c(ρ) + φ(s− 1)]δ(x).
Posledica 3.2.1. Kompozicijata na distribuciite (xµ+)−s+ pos-
toi i
(xµ+)
−s
+ = x
−m
+ − (−1)m[L∗m,s +
c(ρ)
µ(m− 1)! ]δ
(m−1)(x) (3.45)
za µ > 0, s = 1, 2, . . . i µs = m ∈ Z+.
Dokaz. Ravenstvoto (3.45) sleduva od prethodnata teorema
i teorema 3.2.3 i imajk´i vo predvid deka x−s = x−s+ + (−1)sx−s− .
2
Posledica 3.2.2. Kompozicijata na distribuciite (|x|µ)−s+
postoi i
(|x|µ)−s+ = |x|−m + [Lm,s −
2(−1)mc(ρ)
µ(m− 1)! ]δ
(m−1)(x), (3.46)
za µ > 0, s = 1, 2, . . . i µs = m = 1, 3, 5, . . . , i
(|x|µ)−s+ = |x|−m + Lm,sδ(m−1)(x) (3.47)
za µ > 0, s = 1, 2, . . . i µs = m 6= 1, 3, 5, . . . .
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Dokaz. Ravenstvata (3.46) i (3.47) sleduvaat od teorema
3.2.2 i teorema 3.2.4, ako se zeme vo predvid deka x−s = x−s+ +
(−1)sx−s− . 2
Vo teoremata koja k´e bide dokaana ja razgleduvame kom-
pozicijata na distribuciite x−s ln |x| i xr+. Fisher i Tas ja
definirale kompozicijata na x−1 ln |x| i xr+ vo [21]. Isto taka
Fisher ja definiral kompozicijata na x−s lnm |x| i xr vo [23].
Kompozicii na sliqni distribucii bile presmetani vo [16]
i [17]. Za da go dokaeme naxiot posleden rezultat, objaven
vo[32], k´e ja koristime slednata teorema dokaana od Fisher
i Nicholas vo [40].
Teorema 3.2.6. Kompozicijata na distribuciite (xr+)−s pos-
toi i
(xr+)
−s = x−rs+ +Kr,sδ
(rs−1)(x) (3.48)
za r, s = 1, 2, . . . , kade
Kr,s = (−1)rs−1 (−1)
ss![2c(ρ) + φ(s− 1)] + rsφ(rs− 1)
(rs)!
.
Distribuciite x−1+ lnx+ i x−1 ln |x| se definirani so:
x−1+ lnx+ =
1
2
(ln2 x+)
′, x−1 ln |x| = 1
2
(ln2 |x|)′.
Induktivno sleduva deka:
x−s−1+ lnx+ = φ(s)x
−s−1
+ +
(−1)s
s!
(x−1+ lnx+)
(s) =
= φ(s)x−s−1+ +
(−1)s
2s!
(ln2 x+)
(s+1)
x−s−1+ ln |x| = φ(s)x−s−1 +
(−1)s
s!
(x−1 ln |x|)(s) =
= φ(s)x−s−1 +
(−1)s
2s!
(ln2 |x|)(s+1)
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za s = 1, 2, . . . .
Vo dokazot, k´e ja koristime slednava lema, [35].
Lema 3.2.1. Ako ϕ e proizvolna funkcija vo D so nosaq kojxto
se sodri vo [−1, 1], togax:
〈x−s+ , ϕ(x)〉 =
1∫
0
x−s
[
ϕ(x)−
s−1∑
i=0
ϕ(i)(0)
i!
xi
]
dx−
−
s−2∑
i=0
ϕ(i)(0)
i!(s− i− 1) −
φ(s− 1)ϕ(s−1)(0)
(s− 1)!
za s = 1, 2, . . . , i
〈x−s+ lnx+, ϕ(x)〉 =
1∫
0
x−s lnx
[
ϕ(x)−
s−1∑
i=0
ϕ(i)(0)
i!
xi
]
dx−
−
s−2∑
i=0
ϕ(i)(0)
i!(s− i− 1)2 −
φ1(s− 2)ϕ(s−1)(0)
(s− 1)!
za s ≥ 2, kade φ1(s) =
s+1∑
i=1
φ(i)
i .
Teorema 3.2.7. Kompozicijata na distribuciite x−s ln |x| i
xr+ postoi i
(xr+)
−s ln |xr+| = rx−rs+ lnx+ +K∗r,sδ(rs−1)(x), (3.49)
za s = 1, 2, . . . kade xto c1(ρ) =
1∫
0
ln2 tρ(s−1)(t)dt i
K∗r,s =
(−1)rs−1
(rs− 1)! {
[1 + (−1)s+1]c1(ρ)
2(s− 1)! + φ(s− 1)[Kr,s + φ(rs− 1)]}.
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Dokaz. Stavame:
(x−s ln |x|)n = φ(s− 1)(x−s)n + (−1)
s−1
2(s− 1)!(ln
2 |x|) ∗ δ(s)n (x)
[((xr+)
−s ln |xr+|)(s)]n = φ(s−1)[(xr+)−s)]n+
(−1)s−1
2(s− 1)! [(ln
2 |xr+|)(s)]n. (3.50)
Vai deka:
[(ln2 |xr+|)(s)]n =

1/n∫
−1/n
ln2 |xr − t|δ(s)n (t)dt x ≥ 0,
1/n∫
−1/n
ln2 |t|δ(s)n (t)dt x < 0
. (3.51)
Togax
1∫
−1
xk[(ln2 |xr+|)(s)]ndx =
1∫
−1
xk
1/n∫
−1/n
ln2 |xr+ − t|δ(s)n (t)dtdx =
=
1/n∫
−1/n
δ(s)n (t)
n−1/r∫
0
xk ln2 |xr − t|dxdt+
+
1/n∫
−1/n
δ(s)n (t)
1∫
n−1/r
xk ln2 |xr − t|dxdt+
+
1/n∫
−1/n
δ(s)n (t) ln
2 |t|
0∫
−1
xkdxdt =
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=
n(rs−k−1)/r
r
1∫
−1
ρ(s)(v)
1∫
0
y−1+(k+1)/r ln2 | y − v
n
| dydv+
+
n(rs−k−1)/r
r
1∫
−1
ρ(s)(v)
n∫
1
y−1+(k+1)/r ln2 | y − v
n
| dydv+
+
(−1)k+1
k + 1
ns
1∫
−1
ln2 |v/n|ρ(s)(v)dv =
= I1 + I2 + I3, (3.52)
koristejk´i ja zamenata y = nxr i v = nt. Sleduva deka
N − lim
n→∞
I3 = 0, k = 0, 1, 2, . . . (3.53)
N − lim
n→∞
I1 = 0 k = 0, 1, 2, . . . . (3.54)
Imame,
I2 =
n(rs−k−1)/r
r
1∫
−1
ρ(s)(v)
n∫
1
y−1+(k+1)/r ln[|1− v/y|+ ln y − lnn]2dydv =
=
n(rs−k−1)/r
r
1∫
−1
ρ(s)(v)
n∫
1
y−1+(k+1)/r ln2 |1− v/y|dydv+
+
2n(rs−k−1)/r
r
1∫
−1
ρ(s)(v)
n∫
1
y−1+(k+1)/r ln y ln |1− v/y|dydv+
− 2n
(rs−k−1)/r
r
lnn
1∫
−1
ρ(s)(v)
n∫
1
y−1+(k+1)/r ln |1− v/y|dydv =
= I21 + I22 + I23. (3.55)
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Bidejk´i
1∫
−1
ρ(s)(v)dv = 0 za s = 1, 2, . . . , od lema 3.1.1, za neutriks
granicata sleduva deka
N − lim
n→∞
I23 = 0. (3.56)
Imame,
I21 =
n(rs−k−1)/r
r
1∫
−1
ρ(s)(v)
n∫
1
y−1+(k+1)/r
( ∞∑
i=1
vi
iyi
)2
dydv =
=
2n(rs−k−1)/r
r
∞∑
i=1
φ(i)
i+ 1
1∫
−1
vi+1ρ(s)(v)
n∫
1
y(k+1)/r−i−2dydv =
=
2n(rs−k−1)/r
r
∞∑
i=1
φ(i)
i+ 1
r[n(k+1)/r−i−1 − 1]
k − r(i+ 1) + 1
1∫
−1
vi+1ρ(s)(v)dv
kade ln2(1− y/v) = 2
∞∑
i=1
φ(i)vi+1
(i+1)yi+1
i sleduva deka
N − lim
n→∞
I21 =
2φ(s− 1)
s(rs− k − 1)
1∫
−1
vsρ(s)(v)dv =
=
2(−1)s(s− 1)!φ(s− 1)
rs− k − 1 (3.57)
so koristeǌe na lema 3.1.1 za k = 0, 1, 2, . . . , rs− 2.
Koneqno
I22 = −2n
(rs−k−1)/r
r
∞∑
i=1
1
i
1∫
−1
viρ(s)(v)
n∫
1
y(k+1)/r−i−1 ln ydydv =
= −2
∞∑
i=1
1
i
[
ns−i lnn
k − ri+ 1 −
r[ns−i − n(rs−k−1)/r]
(k − ri+ 1)2
] 1∫
−1
viρ(s)(v)dv
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i sleduva deka
N − lim
n→∞
I22 =
2r
s(rs− k − 1)2
1∫
−1
viρ(s)(v)dv =
2r(−1)s(s− 1)!
(rs− k − 1)2 (3.58)
za k = 0, 1, 2, . . . , rs− 2.
Ottuka
N − lim
n→∞
1∫
−1
xk
1/n∫
−1/n
ln2 |xr+ − t|δ(s)n (t)dtdx =
= 2(−1)ss(s− 1)!
[
φ(s− 1)
rs− k − 1 +
r
(rs− k − 1)2
]
(3.59)
za k = 0, 1, 2, . . . , rs−2, koristejk´i gi ravenstvata (3.52) - (3.58).
Da go razgledame sluqajot koga k = rs− 1.
r
1∫
−1
xrs−1
[
(ln2 |xr+|)(s)
]
n
dx =
1∫
−1
ρ(s)(v)
1∫
0
ys−1 ln2 |y − v
n
|dydv +
+
1∫
−1
ρ(s)(v)
n∫
1
ys−1 ln2 |y − v
n
|dydv +
+
(−1)rsns
s
1∫
−1
ln2 |v/n|ρ(s)(v)dv =
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=1∫
0
ρ(s)(v)
n∫
v
ln2(y − v)dydv+
+
1∫
0
ρ(s)(v)
v∫
0
ln2(v − y)dydv+
+
0∫
−1
ρ(s)(v)
n∫
0
ln2(y − v)dydv−
− 2 lnn
1∫
−1
ρ(s)(v)
n∫
0
ln2 |y − v|dydv+
+
(−1)rsns
rs
1∫
−1
ln2 |v/n|ρ(s)(v)dv =
= J1 + J2 + J3 + J4 + J5. (3.60)
Oqigledno e deka
N − lim
n→∞
J4 = N − lim
n→∞
J5 = 0. (3.61)
Ponatamu,
n∫
v
ln2(y − v)dy = (n− v)[ln(1− v/n) + lnn]2 −
− 2(n− v)[ln(1− v/n) + lnn] + 2(n− v).
Sleduva deka
N − lim
n→∞
n∫
v
ln2(y − v)dy = 2v − 2v = 0,
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i
N − lim
n→∞
J1 = 0. (3.62)
Ponatamu imame,
v∫
0
ln2(y − v)dy = v ln2 v − 2v ln v + 2v
i
N − lim
n→∞
J2 =
1∫
0
[v ln2 v − 2v ln v + 2v]ρ(s)(v)dv =
= −
1∫
0
ln2 vρ(s−1)(v)dv = −c1(ρ). (3.63)
Koneqno za v < 0 imame:
n∫
0
ln2(y − v)dy = (n− v)[ln(1− v/n) + lnn]2 + v ln2 |v| −
−2(n− v)[ln(1− v/n) + lnn]− 2v ln |v|+ 2n.
Sleduva deka
N − lim
n→∞
n∫
v
ln2(y − v)dy = v ln2 |v| − 2v ln |v|+ 2v
i ottuka
N − lim
n→∞
J3 =
0∫
−1
[v ln2 |v| − 2 ln |v|+ 2v]ρ(s)(v)dv =
= (−1)(s+1)c1(ρ). (3.64)
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Koristejk´i gi ravenstata (3.60)-(3.64) se zakluquva deka
N − lim
n→∞
1∫
−1
xrs−1
[
(ln2 |xr+|)(s)
]
n
dx =
(−1)s+1c1(ρ)− c1(ρ)
r
. (3.65)
Koneqno go razgleduvame sluqajot koga k = rs i ψ e proizvolna
neprekinata funkcija. Od ravenstvoto (3.52) imame deka:
N − lim
n→∞
0∫
−1
xrs
[
(ln2 |xr+|)(s)
]
n
dx = 0. (3.66)
Ponatamu,
n−1/r∫
0
xrsψ(x)
[
(ln2 |xr+|)(s)
]
n
dx =
=
n−1/r
r
1∫
−1
ρ(s−1)(v)
1∫
0
ys−1+1/rψ[(y/n)1/r] ln2 |y − v
n
|dydv (3.67)
i
lim
n→∞
n−1/r∫
0
xrsψ(x)
[
(ln2 |xr+|)(s)
]
n
dx = 0. (3.68)
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Koga xr ≥ 1/n, imame
|
[
(ln2 |xr+|)(s)
]
n
|=|
1/n∫
−1/n
ln2 |xr+ − t|)δ(s)n (t)dt |=
= ns |
1∫
−1
ln2 |xr − v/n|ρ(s)(v)dv |=
= ns |
1∫
−1
[
lnxr −
∞∑
i=1
vi
inixri
]2
ρ(s)(v)dv |≤
≤ 2rnsκs| lnx|
∞∑
i=1
1
inixri
+ 2nsκs
∞∑
i=2
φ(i− 1)
inixri
,
kade κs =
1∫
−1
|ρ(s)(v)|dv. Ako sega n−1/r < η < 1, togax
η∫
n−1/r
|
[
(ln2 |xr+|)(s)
]
n
| dx ≤
−rκs
∞∑
i=1
ns−i
i
η∫
n−1/r
x−ri lnxdx+ κs
∞∑
i=2
ns−iφ(i− 1)
i
η∫
n−1/r
x−ridx =
= −rκs
∞∑
i=1
ns−1−1/r
i(−ri+ 1)
[
(nηr)−i+1/r ln η +
lnn
r
]
+
+rκs
ns−1−1/r
i(−ri+ 1)2
[
(nηr)−i+1/r − 1
]
+
+κs
∞∑
i=2
φ(i− 1)ns−1−1/r
i(−ri+ 1)2 [(nη
r)−i+1/r − 1].
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Sleduva deka
lim
n→∞
η∫
n−1/r
|
[
(ln2 |xr+|)(s)
]
n
| dx = O(η| ln η|)
za r, s = 1, 2, . . . . Ottuka ako ψ e neprekinata funkcija, togax
lim
n→∞ |
η∫
n−1/r
xrsψ(x)
1/n∫
−1/n
(ln2(xr+ − t)δ(s)n (t)dtdx |= O(η| ln η|).
Neka ϕ e proizvolna funkcija vo D so nosaq kojxto se sodri
vo [−1, 1]. Koristejk´i go Tejloroviot razvoj:
ϕ(x) =
rs−1∑
i=0
ϕ(i)(0)
i!
xi +
ϕ(rs)(ξx)
(rs)!
xrs, 0 ≤ ξ ≤ 1.
imame
〈[(ln2 |xr+|)(s)]n, ϕ(x)〉 =
1∫
−1
[
(ln2 |xr+|)(s)
]
n
ϕ(x)dx =
=
rs−1∑
k=0
ϕ(k)(0)
k!
·
1∫
−1
xk[(ln2 |xr+|)(s)]ndx+
+
n−1/r∫
0
xrs
(rs)!
[
(ln2 |xr+|)(s)
]
n
ϕ(rs)(ξx)dx+
+
η∫
n−1/r
xrs
(rs)!
[
(ln2 |xr+|)(s)
]
n
ϕ(rs)(ξx)dx+
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+1∫
η
xrs
(rs)!
[
(ln2 |xr+|)(s)
]
n
ϕ(rs)(ξx)dx+
+
0∫
−1
xrs
(rs)!
[
(ln2 |xr+|)(s)
]
n
ϕ(rs)(ξx)dx.
Nizata
(−1)s−1
2(s− 1)!
[
(ln2 |xr+|)(s)
]
n
konvergira ramnomerno kon [rx−rs−φ(s−1)x−rs] na intervalot
[η, 1], pa za neutriks granicata sleduva deka:
N − lim
n→∞
− (−1)
s
2(s− 1)!〈
[
(ln2 |xr+|)(s)
]
n
, ϕ(x)〉 =
=
rs−2∑
k=0
[
− φ(s− 1)
rs− k − 1 −
r
(rs− k − 1)2
]
ϕ(k)(0)
k!
+
+O(η| ln η|) +
1∫
0
[r ln |x| − φ(s− 1)]
(rs)!
ϕ(rs)(ξx)dx+
+
c1(ρ) + (−1)s+1c1(ρ)
2(s− 1)!(rs− 1)! ϕ
(rs−1)(0).
Bidejk´i η moe da bide izbrano dovolno malo, sleduva
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deka
N − lim
n→∞
− (−1)
s
2(s− 1)!〈
[
(ln2 |xr+|)(s)
]
n
, ϕ(x)〉 =
=
rs−2∑
k=0
[
− φ(s− 1)
rs− k − 1 −
r
(rs− k − 1)2
]
ϕ(k)(0)
k!
+
+
1∫
0
[r ln |x| − φ(s− 1)]
(rs)!
ϕ(rs)(ξx)dx+
+
[1 + (−1)s+1]c1(ρ)
2(s− 1)!(rs− 1)! ϕ
(rs−1)(0)
Koristejk´i ja lema 3.2.1 i teorema 3.2.6 i ravenkata (3.50)
imame:
N − lim
n→∞
〈
[
(xr+)
−s(ln2 |xr+|)(s)
]
n
, ϕ(x)〉 =
= r〈xrs+ lnx+, ϕ(x)〉+K∗r,s〈δ(rs−1)(x), ϕ(x)〉. (3.69)
So ova e pokaano ravenstvoto (3.49) na intervalot [−1, 1].
No ravenstvoto (3.49) vai za proizvolen integral, pa teo-
remata e dokaana. 2
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Glava 4
OBOPXTENI FRENELOVI INTEGRALI I
NIVNI KONVOLUCISKI PROIZVODI
Ovaa glava opfak´a rezultati za konvoluciski proizvodi i
neutriks konvoluciski proizvodi na obopxtenite Frenelovi
integrali. Potoqno vo nea k´e bidat prikaani rezultati
koi se vek´e objaveni:
1. L.Lazarova, B.Jolevska-Tuneska, On the generalized Fresnel sine in-
tegrals and convolution, Advances in Mathematics: Scientific Journal
1, (2012), no.1, pp.65-71.
2. L.Lazarova, B.Jolevska-Tuneska, T. Atanasova-Pachemska On the
generalized Fresnel cosine integrals and convolution, International Jour-
nal of Functional Analysis, Operator Theory and Applications, Vol.6,
No.3, (2014), pp.141-152.
Frenelovite integrali se transcedentni funkcii, koi go
dobile imeto po Augustin-Jean Fresnel, koj gi koristel vo op-
tikata.
Freneloviot sinusen integral e definiran so S(x) =
x∫
0
sin(t2)dt,
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dodeka Freneloviot kosinusen integral e definiran so C(x) =
x∫
0
cos(t2)dt, [48]. Frenelovite integrali, najprvo bile koris-
teni za presmetuvaǌe na intenzitetot na elektromagnetnoto
pole koga neproviden objekt bil obvitkan so svetlina, [5],
no podocna poqnale da se koristat vo gradenoto inener-
stvo, pri konstrukcijata na patixta i eleznici, [54].
Vo [48], obopxteniot Frenelov sinusen integral e defini-
ran so:
Sk(x) =
∫ x
0
sin(uk)du, k = 1, 2, . . . , (4.1)
dodeka obopxteniot Frenelov kosinusen integral e defini-
ran so:
Ck(x) =
∫ x
0
cos(uk)du, k = 1, 2, . . . . (4.2)
Obopxtenite Frenelovi integrali se koristat vo difrakci-
jata na Fraunhfer i vo presmetuvaǌeto na asimptotskite sumi
na Weyl, vo gradenoto inenerstvo, no i vo simulaciite za
narasnuvaǌe na elektromagnetni branovi, [43].
4.1 Obopxten Frenelov sinusen integral i negovi kon-
voluciski proizvodi
Vo [48] obopxteniot Frenelov sinusen integral e definiran
so (4.1), dodeka funkciite povrzani so nego Sk+(x) i Sk−(x)
se definirani so
Sk+(x) = H(x)Sk(x), Sk−(x) = H(−x)Sk(x) , (4.3)
za k = 1, 2, . . . kade xto so H e oznaqena funkcijata na Heavi-
side.
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Definirame funkcija Lr,k so
Lr,k(x) =
x∫
0
ur sin(uk)du (4.4)
za r = 0, 1, 2, ... i k = 1, 2, ....
Vo specijalen sluqaj za r = 0, k = 2 imame
L0,2(x) =
x∫
0
sin(u2)du =
pi
2
S(x),
kade xto S(x) e Freneloviot sinusen integral.
Lokalno integrabilnata funkcija xr+ e definirana so
xr+ =
{
xr, x > 0
0, x < 0
, (4.5)
za r = 0, 1, 2, . . . .
Gi definirame funkciite sin+xk i sin−xk so
sin+x
k = H(x) sinxk sin−xk = H(−x) sinxk. (4.6)
Vo [4] i [39] e pokaano deka dokolku postoi konvoluciskiot
proizvod na dve distribucii, soglasno definiciite 1.6.1 i
1.6.2 vo glava 1, togax toj konvoluciski proizvod e komuta-
tiven.
Od Kilicman vo [2] se presmetani slednite konvoluciski
proizvodi:
(
sin+x
2
) ∗ xr+ = r∑
i=0
(
r
)
(−1)r−iLr−i (x)xi+,
(
sin−x2
) ∗ xr− = r∑
i=0
(
r
)
Lr−i (x)xi−,
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S+ (x) ∗ xr+ =
√
2√
pi (r + 1)
r+1∑
i=0
(
r + 1
i
)
(−1)r−i+1Lr−i+1 (x)xi+,
S− (x) ∗ xr− =
√
2√
pi (r + 1)
r+1∑
i=0
(
r + 1
i
)
Lr−i+1 (x)xi−
za r = 0, 1, 2, . . . .
Slednite dve teoremi i nivnite posledici se odnesuvaat
na konvoluciski proizvodi na distribucii sinxk so xr, i na
Sk so xr, kade k = 1, 2, . . . , r = 0, 1, 2, . . . . Ovie rezultati se
obopxtuvaǌa na pogore navedenite rezultati na Kilicman.
Teorema 4.1.1. Konvoluciskiot proizvod (sin+ xk) ∗ xr+ postoi
i
(sin+ x
k) ∗ xr+ =
r∑
i=0
(
r
i
)
(−1)r−iLr−i,k(x)xi+ (4.7)
za r = 0, 1, 2, . . . i k = 1, 2, . . .
Dokaz. Imajk´i vo predvid (4.5), sleduva deka:
Ako x < 0 togax
(
sin+x
k
) ∗ xr+ = 0.
Ako x > 0, togax
(
sin+x
k
) ∗ xr+ = x∫
0
sin tk(x− t)rdt =
=
x∫
0
sin tk
r∑
i=0
(
r
i
)
xi(−t)r−idt =
=
r∑
i=0
(
r
i
)
(−1)r−i
x∫
0
tr−i sin tkxidt =
=
r∑
i=0
(
r
i
)
(−1)r−iLr−i,k (x)xi+.
2
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Posledica 4.1.1. Konvoluciskiot proizvod (sin− xk) ∗ xr− pos-
toi i (
sin−xk
)
∗ xr− =
r∑
i=0
(
r
i
)
Lr−i,k (x)xi−. (4.8)
za r = 0, 1, 2, . . . i k = 1, 2, . . .
Dokaz. Ravenstvoto (4.8) se dobiva so zamena na x so −x vo
ravenstvoto od prethodnata teorema (4.7). 2
Teorema 4.1.2. Konvoluciskiot proizvod Sk+(x)∗xr+ postoi i
Sk+(x) ∗ xr+ =
1
r + 1
r+1∑
i=0
(
r + 1
i
)
(−1)r−i+1Lr−i+1,k(x)xi+ (4.9)
za r = 0, 1, 2, . . . i k = 1, 2, . . .
Dokaz. Od (4.5), ako x < 0, togax Sk+(x) ∗ xr+ = 0.
Ako x > 0, togax imame,
Sk+ (x) ∗ xr+ =
x∫
0
(x− t)rSk (t) dt =
=
x∫
0
(x− t)r
t∫
0
sin
(
uk
)
dudt =
=
x∫
0
sin
(
uk
) x∫
u
(x− t)rdtdu =
= − 1r+1
x∫
0
sin
(
uk
)
(x− u)r+1 (−1) =
= 1r+1
r+i∑
i=0
(
r+1
i
)
(−1)r+1−i
x∫
0
ur+1−ixi sin
(
uk
)
xi =
= 1r+1
r+i∑
i=0
(
r+1
i
)
(−1)r+1−iLr−i+1,k (x)xi+
2
Posledica 4.1.2. Konvoluciskiot proizvod Sk− (x)∗xr− postoi
i
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Sk− (x) ∗ xr− =
1
r + 1
r+i∑
i=0
(
r + 1
i
)
Lr−i+1,k (x)xi− (4.10)
za r = 0, 1, 2, ... i k = 1, 2, ....
Dokaz. Ravenstvoto (4.10) sleduva od ravenstvoto (4.9), so
zamena na x so −x. 2
Vo glava 2, so definicijata 2.5.3 za nekomutativen neu-
triks konvoluciski proizvod dadena od strana na Fisher vo
[7], e napraveno proxiruvaǌe na monosta za presmetuvaǌe
na konvoluciski proizvod na poxiroka klasa na distribucii.
Mnoestvoto od zanemarlivi funkcii vo neutriksot vo
definicija 2.5.3 vo glava 2 go proxiruvame so dodavaǌe na
koneqnite linearni sumi od funkciite nr sinnk, nr cosnk, r =
1, 2, . . . , k = 1, 2, . . . .
Vek´e bexe spomenato deka dokolku postoi konvoluciski
proizvod na dve distribucii spored definicijata 1.6.1 vo
glava 1, togax postoi i neutriks konvoluciskiot proizvod
spored definicijata 2.5.3 vo glava 2 i tie meg´usebe se ed-
nakvi.
Neka so Lr,k ja oznaquvame neutriks granicata N − lim
n→∞
Lr,k (n),
t.e. Lr,k = N − lim
n→∞
Lr,k (n) .
Slednata teorema i nejzinite posledici, objaveni vo [45],
se odnesuvaat na neutriks konvoluciski proizvodi na dis-
tibuciite sinxk i xr, r = 0, 1, 2, . . . , k = 1, 2, . . . i se obopxtuvaǌa
na rezultatite objaveni vo [2].
Teorema 4.1.3. Neutriks konvoluciskiot proizvod
(
sin+x
k
)
~
xr postoi i
(
sin+x
k
)
~ xr =
r∑
i=0
(
r
i
)
(−1)r−iLr−i,kxi (4.11)
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za r = 0, 1, 2, . . . i k = 1, 2, . . . .
Dokaz. Koristejk´i ja beskoneqno diferencijabilnata funk-
cija τn od definicijata 2.5.3 od glava 2, definirame regu-
larna niza od distribucii:(
sin+x
k
)
n
=
(
sin+x
k
)
n
τn (x) .
Togax konvoluciskiot proizvod
(
sin+x
k
)
n
∗xr postoi i spored
definicijata 1.6.2 od glava 1 i imame
(
sin+x
k
)
n
∗ xr =
n∫
0
sin tk(x− t)rdt+
n+n−n∫
n
τn (t) sin t
k(x− t)rdt. (4.12)
Za prviot integral, od (4.7) imame:
n∫
0
sin tk(x− t)rdt =
r∑
i=0
(
r
i
)
(−1)r−iLr−i,k (n)xi
i za neutriks granicata sleduva deka:
N − lim
n→∞
n∫
0
sin tk(x− t)rdt =
r∑
i=0
(
r
i
)
(−1)r−iLr−i,kxi (4.13)
Ponatamu, imajk´i gi vo predvid zanemarlivite funkcii
so koi bexe dopolnet neutriksot N , za fiksno x imame:
lim
n→∞
n+n−n∫
n
τn (t) sin t
k(x− t)rdt = 0 , (4.14)
pa ravenstvoto (4.11) sleduva od (4.12), (4.13) i (4.14), so
xto e dokaana teoremata. 2
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Posledica 4.1.3. Neutriks konvoluciskiot proizvod
(
sin−xk
)
~
xr postoi i (
sin−xk
)
~ xr =
r∑
i=0
(
r
i
)
(−1)r−i+1Lr−i,kxi (4.15)
za r = 0, 1, 2, . . . i k = 1, 2, . . . .
Dokaz. Ravenstvoto (4.15) sleduva od ravenstvoto (4.11) so
zamena na x so −x. 2
Posledica 4.1.4. Neutriks konvoluciskiot proizvod sin(xk)~
xr postoi i
sin(xk)~ xr = 0 , (4.16)
za r = 0, 1, 2, . . . i k = 1, 2, . . . .
Dokaz. Ravenstvoto (4.16) sleduva od ravenstvata (4.15) i
(4.11), kako i zemajk´i vo predvid deka sinxk = sin− xk + sin+ xk.
2
Slednata teorema i nejzinite posledici, objaveni vo [45], se
odnesuvaat na neutriks konvoluciski proizvodi na obopxt-
eniot Frenelov sinusen integral Sk, k = 1, 2, . . . i distribu-
cijata xr, r = 0, 1, 2, . . . .
Teorema 4.1.4. Neutriks konvoluciskiot proizvod Sk+ (x)~xr
postoi i
Sk+ (x)~ xr =
1
r + 1
r+1∑
i=0
(
r + 1
i
)
(−1)r−i+1Lr−i+1,kxi (4.17)
za r = 0, 1, 2, . . . i k = 1, 2, . . . .
Dokaz. Definirame regularna niza od distribucii (Sk+)n,
koristejk´i ja beskoneqno diferencijabilnata funkcija τn od
definicijata 2.5.3 od glava 2, t.e.
(Sk+ (x))n = Sk+ (x) τn (x) .
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Togax konvoluciskiot proizvod (Sk+ (x))n ∗ xr postoi spored
definicijata 1.6.2 od glava 1 i imame:
(Sk+ (x))n ∗ xr =
n∫
0
Sk (t) (x− t)rdt+
n+n−n∫
n
τn (t)Sk (t) (x− t)rdt (4.18)
Sleduva:
n∫
0
Sk (t) (x− t)rdt =
n∫
0
(x− t)r
t∫
0
sinukdudt =
=
n∫
0
sinuk
n∫
u
(x− t)rdtdu =
=
ν∫
0
sinukdu
(
− 1r+1
)(
(x− n)r+1 − (x− u)r+1
)
=
= − 1r+1
n∫
0
sinukdu
(
r+1∑
i=0
(
r + 1
i
)
xi
(
(−n)r+1−i − (−u)r+1−i
))
=
= − 1r+1
n∫
0
r+1∑
i=0
xi
(
(−n)r+1−i − (−u)r+1−i
)
sinukdu
i za neutriks granicata k´e imame:
N − lim
n→∞
∫ n
0
Sk (t) (x− t)rdt = − 1
r + 1
r+1∑
i=0
(−1)r+1−iLr+1−i,kxi . (4.19)
Za sekoe fiksno x se dobiva deka
lim
n→∞
n+n−n∫
n
τn (t)Sk (t) (x− t)rdt = 0. (4.20)
Ravenstvoto (4.17) sleduva od ravenstvata (4.18), (4.19)
i (4.20). 2
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Posledica 4.1.5. Neutriks konvoluciskiot proizvod Sk− (x)~
xr postoi i
Sk− (x)~ xr =
1
r + 1
r+1∑
i=0
(
r + 1
i
)
(−1)r−iLr−i+1,kxi (4.21)
za r = 0, 1, 2, . . . i k = 1, 2, . . . .
Dokaz. Ravenstvoto (4.21) sleduva od ravenstvoto (4.17) so
zamena na x so −x. 2
Posledica 4.1.6. Neutriks konvoluciskiot proizvod Sk(x)~
xr postoi i
Sk(x)~ xr = 0 (4.22)
za r = 0, 1, 2, . . . . i k = 1, 2, . . . .
Dokaz. Ravenstvoto (4.22) sleduva od ravenstvata (4.17) i
(4.21) i koristejk´i deka Sk(x) = Sk+(x) + Sk−(x), k = 1, 2, . . . .2
4.2 Obopxten Frenelov kosinusen integral i negovi
konvoluciski proizvodi
Vo [48], obopxteniot Frenelov kosinusen integral e defini-
ran so (4.2), dodeka funkciite povrzani so nego Ck+ (x) i
Ck− (x) se definirani so:
Ck+ (x) = H (x)Ck (x) , Ck− (x) = H (−x)Ck (x) , (4.23)
za k = 1, 2, . . . kade H ja oznaquva funkcijata na Heaviside.
Definirame funkcija Ir,k so
Ir,k (x) =
x∫
0
ur cos
(
uk
)
du (4.24)
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za r = 0, 1, 2, ... i k = 1, 2, ....
Vo specijalen sluqaj imame:
I0,2 (x) =
x∫
0
cos
(
u2
)
du =
√
pi
2
C (x) .
Gi definirame funkciite cos+xk i cos−xk so
cos+x
k = H (x) cosxk cos−xk = H (−x) cosxk, (4.25)
kade xto H e funkcijata na Heaviside.
Slednite dve teoremi i nivnite posledici se odnesuvaat
na konvoluciski proizvodi na cosxk i xr, kade k = 1, 2, . . . , r =
0, 1, 2, . . . . So niv e napraveno obopxtuvaǌe na rezultatite
na Kilicman i Fisher vo [3]. Ovie rezultati se objaveni vo
[46].
Teorema 4.2.1. Konvoluciskiot proizvod (cos+ xk) ∗xr+ postoi
i
(cos+ x
k) ∗ xr+ =
r∑
i=0
(
r
i
)
(−1)r−iIr−i,k(x)xi+ (4.26)
za r = 0, 1, 2, . . . i k = 1, 2, . . .
Dokaz. Imajk´i ja vo predvid (4.5), imame:
Ako x < 0 togax
(
cos+x
k
) ∗ xr+ = 0.
Ako x > 0, togax
(
cos+x
k
) ∗ xr+ = x∫
0
cos tk(x− t)rdt =
=
x∫
0
cos tk
r∑
i=0
(
r
i
)
xi(−t)r−idt =
=
∑r
i=0
(
r
i
)
(−1)r−i
x∫
0
tr−i cos tkxidt =
=
∑r
i=0
(
r
i
)
(−1)r−iIr−i,k (x)xi+.
2
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Posledica 4.2.1. Konvoluciskiot proizvod (cos− xk) ∗xr− pos-
toi i (
cos−xk
)
∗ xr− = −
r∑
i=0
(
r
i
)
Ir−i,k (x)xi−. (4.27)
za r = 0, 1, 2, . . . i k = 1, 2, . . .
Dokaz. Ravenstvoto (4.27) se dobiva so zamena na x so −x vo
(4.26) i imajk´i vo predvid deka Ir−i,k (−x) = (−1)r+1Ir−i,k (−x) 2
Teorema 4.2.2. Konvoluciskiot proizvod Ck+(x)∗xr+ postoi i
Ck+(x) ∗ xr+ =
1
r + 1
r+1∑
i=0
(
r + 1
i
)
(−1)r−i+1Ir−i+1,k(x)xi+ (4.28)
za r = 0, 1, 2, . . . i k = 1, 2, . . .
Dokaz. Od (4.5) imame:
Ako x < 0, togax Ck+(x) ∗ xr+ = 0.
Ako x > 0, togax,
Ck+ (x) ∗ xr+ =
x∫
0
(x− t)rCk (t) dt =
=
x∫
0
(x− t)r
t∫
0
cos
(
uk
)
dudt =
=
x∫
0
cos
(
uk
) x∫
u
(x− t)rdtdu =
= − 1r+1
x∫
0
cos
(
uk
)
(x− u)r+1 (−1) du =
= 1r+1
r+i∑
i=0
(
r+1
i
)
(−1)r+1−i
x∫
0
ur+1−i cos
(
uk
)
xidu =
= 1r+1
r+i∑
i=0
(
r+1
i
)
(−1)r+1−iIr−i+1,k (x)xi+.
2
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Posledica 4.2.2. Konvoluciskiot proizvod Ck− (x)∗xr− postoi
i
Ck− (x) ∗ xr− =
1
r + 1
r+i∑
i=0
(
r + 1
i
)
Ir−i+1,k (x)xi− (4.29)
za r = 0, 1, 2, ... i k = 1, 2, ....
Dokaz. Ravenstvoto (4.29) sleduva od ravenstvoto (4.28), so
zamena na x so −x i koristejk´i deka
Ir−i,k (−x) = (−1)r+1Ir−i,k (−x). 2
Neka so Ir,k ja oznaqime neutriks granicata N − lim
n→∞
Ir,k (n).
Slednata teorema i nejzinite posledici, [46], se obopx-
tuvaǌa na rezultatite od [3] i vo niv se presmetani neu-
triks konvoluciski proizvodi na distribuciite cosxk i xr,
kade r = 0, 1, 2, ... i k = 1, 2, ....
Teorema 4.2.3. Neutriks konvoluciskiot proizvod
(
cos+x
k
)
~
xr postoi i
(
cos+x
k
)
~ xr =
r∑
i=0
(
r
i
)
(−1)r−iIr−i,kxi (4.30)
za r = 0, 1, 2, . . . i k = 1, 2, . . . .
Dokaz. Koristejk´i ja beskoneqno diferencijabilnata funk-
cija τn od definicijata 2.5.3 od glava 2, definirame regu-
larna niza od distribucii:(
cos+x
k
)
n
=
(
cos+x
k
)
n
τn (x) .
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Togax konvoluciskiot proizvod
(
cos+x
k
)
n
∗ xr postoi spored
definicijata 1.6.2 od glava 1 i imame
(
cos+x
k
)
n
∗ xr =
n∫
0
cos tk(x− t)rdt+
n+n−n∫
n
τn (t) cos t
k(x− t)rdt. (4.31)
Za prviot integral, od (4.26) imame:
n∫
0
cos tk(x− t)rdt =
r∑
i=0
(
r
i
)
(−1)r−iIr−i,k (n)xi
i za neutriks granicata sleduva deka:
N − lim
n→∞
n∫
0
cos tk(x− t)rdt =
r∑
i=0
(
r
i
)
(−1)r−iIr−i,kxi (4.32)
Ponatamu, za fiksno x imame:
lim
n→∞
n+n−n∫
n
τn (t) cos t
k(x− t)rdt = 0 , (4.33)
pa (4.30) sleduva od (4.31), (4.32) i (4.33), so xto teoremata
e dokaana. 2
Posledica 4.2.3. Neutriks konvoluciskiot proizvod
(
cos−xk
)
~
xr postoi i (
cos−xk
)
~ xr =
r∑
i=0
(
r
i
)
(−1)r−i+1Ir−i,kxi (4.34)
za r = 0, 1, 2, . . . i k = 1, 2, . . . .
Dokaz. Ravenstvoto (4.34) sleduva od ravenstvoto (4.30) so
zamena na x so −x. 2
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Posledica 4.2.4. Neutriks konvoluciskiot proizvod cos(xk)~
xr postoi i
cos(xk)~ xr = 0 , (4.35)
za r = 0, 1, 2, . . . i k = 1, 2, . . . .
Dokaz. Ravenstvoto (4.35) sleduva od ravenstvata (4.34) i
(4.30) i imajk´i vo predvid deka cosxk = cos+ xk + cos− xk. 2
Vo slednata teorema e presmetan neutriks konvoluciskiot
proizvod na obopxteniot Frenelov kosinusen integral Ck, k =
1, 2, . . . i distribucijata xr, r = 0, 1, 2, . . . , [46]. Na ovoj naqin
napraveno e proxiruvaǌe na rezultatite od teorema 12 od
[3].
Teorema 4.2.4. Neutriks konvoluciskiot proizvod Ck+ (x)~xr
postoi i
Ck+ (x)~ xr =
1
r + 1
r+1∑
i=0
(
r + 1
i
)
(−1)r−i+1Ir−i+1,kxi (4.36)
za r = 0, 1, 2, . . . i k = 1, 2, . . . .
Dokaz. Koristejk´i ja beskoneqno diferencijabilnata funk-
cija τn od definicijata 2.5.3 od glava 2, definirame regu-
larna niza od distribucii: (Ck+ (x))n = Ck+ (x) τn (x) . Togax
konvoluciskiot proizvod (Ck+ (x))n∗xr postoi spored defini-
cijata 1.6.2 od glava 1 i imame:
(Ck+ (x))n ∗xr =
n∫
0
Ck (t) (x− t)rdt+
n+n−n∫
n
τn (t)Ck (t) (x− t)rdt (4.37)
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Ponatamu,
n∫
0
Ck (t) (x− t)rdt =
n∫
0
(x− t)r
t∫
0
cosukdudt =
=
n∫
0
cosuk
n∫
u
(x− t)rdtdu =
=
n∫
0
cosukdu
(
− 1r+1
)(
(x− n)r+1 − (x− u)r+1
)
=
= − 1r+1
n∫
0
cosukdu
(
r+1∑
i=0
(
r + 1
i
)
xi
(
(n)r+1−i − (−u)r+1−i
))
=
= − 1r+1
n∫
0
r+1∑
i=0
xi
(
r + 1
i
)(
(−ν)r+1−i − (−u)r+1−i
)
cosukdu
i za neutriks granicata dobivame:
N − lim
n→∞
∫ n
0
Ck (t) (x− t)rdt = 1
r + 1
r+1∑
i=0
(
r + 1
i
)
(−1)
r+1−i
Ir+1−i,kxi .
(4.38)
Za fiksno x imame deka
N − lim
n→∞
n+n−n∫
n
τn (t)Ck (t) (x− t)rdt = 0. (4.39)
Ottuka ravenstvoto (4.36) sleduva od ravenstvata (4.37),
(4.38) i (4.39). 2
Posledica 4.2.5. Neutriks konvoluciskiot proizvod Ck− (x)~
xr postoi i
Ck− (x)~ xr =
1
r + 1
r+1∑
i=0
(
r + 1
i
)
(−1)r−iIr−i+1,kxi (4.40)
za r = 0, 1, 2, . . . i k = 1, 2, . . . .
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Dokaz. Ravenstvoto (4.40) sleduva od ravenstvoto (4.36) so
zamena na x so −x. 2
Posledica 4.2.6. Neutriks konvoluciskiot proizvod Ck(x)~
xr postoi i
Ck(x)~ xr = 0 (4.41)
za r = 0, 1, 2, . . . i k = 1, 2, . . . .
Dokaz. Ravenstvoto(4.41) sleduva od ravenstvata (4.36) i
(4.40) i od Ck(x) = Ck+(x) + Ck−(x). 2
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