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We consider the Cauchy problem for a semilinear heat equation
with power nonlinearity. It is known that the equation has a
singular steady state in some parameter range. Our concern is
a solution with a moving singularity that is obtained by perturbing
the singular steady state. By formal expansion, it turns out that
the remainder term must satisfy a certain parabolic equation with
inverse-square potential. From the well-posedness of this equation,
we see that there appears a critical exponent. Paying attention
to this exponent, for a prescribed motion of the singular point
and suitable initial data, we establish the time-local existence,
uniqueness and comparison principle for such singular solutions.
We also consider solutions with multiple singularities.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
We consider the semilinear parabolic equation
ut = u + up in RN × (0,∞) (1.1)
subject to the initial condition
u(x,0) = u0(x) in RN , (1.2)
where p > 1 is a parameter and u0 ∈ L1loc(RN ) is a nonnegative function. This problem has been
studied as a typical superlinear problem and as an important canonical problem of more general
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ingly rich mathematical structure of (1.1) with (1.2), it has been extensively studied in many papers.
We refer the reader to the recent monograph [8] and the references therein.
It is known that for N  3 and
p > psing := NN − 2 ,
(1.1) has a singular steady state ϕ(x) ∈ C∞(RN \ {ξ0}) with a singular point ξ0 ∈ RN that is explicitly
expressed as
ϕ(x) = L|x− ξ0|−m, m = 2
p − 1 , L
p−1 =m(N −m − 2).
Since this singular steady state is radially symmetric with respect to ξ0, we may write ϕ as a function
of r = |x− ξ0|. Then ϕ = ϕ(r) satisﬁes (1.1) in the distribution sense, and
ϕrr + N − 1
r
ϕr + ϕp = 0, r = |x− ξ0| > 0. (1.3)
Clearly, the spatial singularity of u = ϕ persists for all t > 0, but the singular point does not move in
time.
Our aim of this paper is to discuss the existence of a solution of (1.1) whose spatial singularity
moves in time. More precisely, we deﬁne a solution with a moving singularity as follows.
Deﬁnition 1. The function u(x, t) is said to be a solution of (1.1) with a moving singularity ξ(t) ∈ RN
for t ∈ (0, T ), where 0 < T ∞, if the following conditions hold:
(i) u,up ∈ C([0, T ); L1loc(RN )) satisfy (1.1) in the distribution sense.
(ii) u(x, t) is deﬁned on {(x, t) ∈ RN+1: x ∈ RN \ {ξ(t)}, t ∈ (0, T )}, and is twice continuously differ-
entiable with respect to x and continuously differentiable with respect to t .
(iii) u(x, t) → ∞ as x → ξ(t) for every t ∈ [0, T ).
In this paper, we consider the time-local existence, uniqueness and comparison principle for a
solution with a moving singularity of the Cauchy problem (1.1) with (1.2). In order to state our results,
we ﬁrst introduce a critical exponent given by
p∗ := N + 2
√
N − 1
N − 4+ 2√N − 1 ,
which appeared in the papers of Véron [10] and Chen and Lin [3]. It was shown in [10] that p∗ is
related to the linearized stability of the singular steady state, while it was shown in [3] that p∗ plays
a crucial role for the existence of solutions with a prescribed singular set of the Dirichlet problem
{
u + up = 0 in Ω,
u = 0 on ∂Ω,
where Ω is a bounded smooth domain in RN . In fact, in [3], they proved that if N  3, psing < p < p∗ ,
then for any closed set K ⊂ Ω , there exists a singular solution having K as a singular set. We note
that p∗ is larger than psing and is smaller than the Sobolev critical exponent pS := (N + 2)/(N − 2).
We also introduce the important numbers
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√
(N − 2)2 − 4pLp−1
2
,
λ2 := N − 2+
√
(N − 2)2 − 4pLp−1
2
.
We note that for N  3, psing < p < p∗ , the constants λ1 < λ2 are positive roots of
λ2 − (N − 2)λ + pLp−1 = 0.
Finally, for a ∈R, [a] denotes the largest integer not greater than a.
Our ﬁrst result is concerning the time-local existence of a solution of (1.1) and (1.2) with a moving
singularity under the following assumptions:
(A1) ξ(t) ∈ Ci+α([0,∞);RN ) (α > 0) with i = [ [m−λ2]+12 ] + 1.
(A2) u0 is nonnegative and continuous in x ∈RN \ ξ(0), and is uniformly bounded for |x− ξ(0)| 1.
(A3) If m − λ2 is not an integer, then
u0(x) = L
∣∣x− ξ(0)∣∣−m
{
1+
[m−λ2]∑
i=1
bi
(
x− ξ(0)
|x− ξ(0)| ,0
)∣∣x− ξ(0)∣∣i + O (∣∣x− ξ(0)∣∣m−λ2+ε)
}
as x → ξ(0) for some ε > 0, where bi(ω, t) are functions on SN−1 deﬁned later by (2.3)–(2.5). If
m − λ2 is an integer, then
u0(x) = L
∣∣x− ξ(0)∣∣−m
{
1+
m−λ2∑
i=1
bi
(
x− ξ(0)
|x− ξ(0)| ,0
)∣∣x− ξ(0)∣∣i
+ c(0)∣∣x− ξ(0)∣∣m−λ2 log ∣∣x− ξ(0)∣∣+ O (∣∣x− ξ(0)∣∣m−λ2+ε)
}
as x → ξ(0) for some ε > 0, where bi(ω, t) are functions on SN−1 deﬁned later by (2.3)–(2.5)
and bm−λ2 (ω, t) and c(t) satisfy (3.1).
Theorem 1. Let N  3 and psing < p < p∗ . Suppose that (A1)–(A3) hold. Then for some T > 0, there exists a
solution of (1.1) and (1.2) with a moving singularity ξ(t).
Remark 1.
(i) If psing < p < p∗ for N = 3,4 and
psing < p <
3N + 3
3N − 5 for N  5,
then 0  m − λ2 < 1 so that [m − λ2] = 0. In this case, (A1) implies ξ(t) ∈ C1+α([0,∞);RN )
(α > 0), and (A3) is simpliﬁed as
u0(x) = L
∣∣x− ξ(0)∣∣−m + O (∣∣x− ξ(0)∣∣−λ2+ε) as x → ξ(0). (1.4)
(ii) If ξt ≡ 0 (i.e., the singular point does not move), then bi(ω, t) ≡ 0 and c(t) ≡ 0 so that the condi-
tion (A3) is simpliﬁed as (1.4).
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u2(x, t) of (1.1) with a moving singularity ξ(t) for t ∈ (0, T ], we impose the following conditions:
(B1) ξ(t) ∈ C1+α([0,∞);RN ) (α > 0).
(B2) u1 and u2 are nonnegative and continuous in {(x, t): x ∈ RN \ {ξ(t)}, 0  t  T } and are uni-
formly bounded for {(x, t): |x− ξ(t)| 1, 0 t  T }.
(B3) ui(x, t) = L|x − ξ(t)|−m + o(|x − ξ(t)|−m) and u1(x, t) − u2(x, t) = O (|x − ξ(t)|−λ2+ε) as x → ξ(t)
uniformly in t ∈ [0, T ].
We note that if (N +2)/N < p < pS , the uniqueness for the Cauchy problem for (1.1) does not hold
in the space L1(RN ) (see [4]). However, when the motion of the singular point is prescribed, we can
show the uniqueness of the solution of (1.1) in the sense of Deﬁnition 1.
Theorem 2. Let N  3 and psing < p < p∗ . Let u1(x, t) and u2(x, t) be solutions of (1.1) and (1.2) with a
moving singularity ξ(t) for t ∈ (0, T ]. Suppose that (B1)–(B3) hold. Then u1(x, t) ≡ u2(x, t) for {(x, t): x ∈
R
N \ {ξ(t)}, 0 t  T }.
This theorem implies that the solution of (1.1) and (1.2) given in Theorem 1 is unique under the
conditions (B1)–(B3). We note that (B1), (B2) and the former part of (B3) are natural conditions in our
context. In view of the formal expansion of solutions given in Section 2, it seems that any solution
of (1.1) and (1.2) must have the same expansion at least up to the order of O (|x − ξ(t)|−λ2+ε) as
x → ξ(t) (see Section 3). If this is true, then the latter part of (B3) is automatically satisﬁed by any
solution with a moving singularity ξ(t).
Finally, we consider the comparison of solutions of (1.1) and (1.2). The comparison principle is
often useful to study the behavior of solutions. Since the uniqueness for the Cauchy problem for (1.1)
with (N + 2)/N < p < pS does not hold in the space L1(RN ), the comparison principle does not hold
in the space L1(RN ). However, under same conditions as Theorem 2, we can show the comparison of
the solution of (1.1) in the sense of Deﬁnition 1.
Theorem 3. Let N  3 and psing < p < p∗ . Let u1(x, t) and u2(x, t) be solutions of (1.1) with a moving sin-
gularity ξ(t) for t ∈ (0, T ] such that u1(x,0) u2(x,0) and u1(x,0) 	≡ u2(x,0) on RN \ {ξ(0)}. If (B1)–(B3)
hold, then u1(x, t) > u2(x, t) for {(x, t): x ∈RN \ {ξ(t)}, 0 < t  T }.
In this paper, we study only the time-local well-posedness of the Cauchy problem with a moving
singularity. Needless to say, the existence of time-global solutions and the well-posedness of initial–
boundary value problems are important questions. Also, when the solution with a moving singularity
is not time-global, it is interesting to ask what happens at the maximal existence time. These ques-
tions will be future works.
This paper is organized as follows. In Section 2 we carry out formal analysis for a solution of (1.1)
as a perturbation of the singular steady state. In Section 3 we prove the local existence. In Section 4
we prove the uniqueness and comparison principle. Section 5 is devoted to an extension to solutions
with multiple moving singularities.
2. Formal expansion at a singular point
In this section, we consider the formal expansion of a solution u(x, t) of (1.1) with a moving
singularity ξ(t). Assuming that the solution resembles the singular steady state around ξ(t), we may
naturally expand u(x, t) as
u(x, t) = Lr−m
{
1+
k∑
i=1
bi(ω, t)r
i + v(y, t)rm
}
, (2.1)
where
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r
(x− ξ) ∈ SN−1, k = [m],
and the remainder term v satisﬁes
v(y, t) = o(|y|−m) as |y| → 0. (2.2)
Substituting (2.1) into ut and u, and using
rt = − (x− ξ) · ξt
r
, ωt = −1
r
ξt + ω · ξt
r
ω,
we have
ut(x, t) = (−m)Lr−m−1ω ·
(−ξt(t))+ k∑
i=1
L
{(−ξt(t) + (ω · ξt(t))ω) · ∇SN−1bi(ω, t)r−m+i−1
+ bi,t(ω, t)r−m+i + (−m + i)bi(ω, t)r−m+i−1ω ·
(−ξt(t))}+ Lvt(y, t) − Lξt(t) · ∇y v(y, t)
and
u(x, t) = urr + N − 1
r
ur + 1
r2
SN−1u =
(
Lr−m
)
rr +
N − 1
r
(
Lr−m
)
r
+ L
k∑
i=1
{
SN−1bi(ω, t) + (−m + i)(−m + i − 1)bi(ω, t)
+ (N − 1)(−m + i)bi(ω, t)
}
r−m+i−2 + Ly v(y, t),
respectively. By the Taylor expansion, we have
u(x, t)p = Lpr−m−2
{
1+
k∑
i=1
bi(ω, t)r
i + v(y, t)rm
}p
= (Lr−m)p + Lp k∑
j=1
{
r j−m−2
j∑
l=1
∑
i1+···+il= j, i1,...,il1
A(p, j)bi1 (ω, t) · · ·bil (ω, t)
}
+ R(v, y, t),
where
A(p, j) := p(p − 1) · · · (p − j + 1)
j! .
Hence, comparing the coeﬃcients of r−m+i−2 for i = 0,1, . . . ,k, we obtain
r−m−2; (Lr−m)rr + N − 1r
(
Lr−m
)
r +
(
Lr−m
)p = 0,
r−m−1; L(−m)ω · (−ξt) = LSN−1b1 + L(−m + 1)(N −m − 1)b1 + pLpb1,
r−m; L(−m + 1)b1ω · (−ξt) + L
(−ξt + (ω · ξt)ω) · ∇SN−1b1
= LSN−1b2 + L(−m + 2)(N −m)b2 + pLpb2 +
p(p − 1)
Lpb21,2
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(−ξt(t) + (ω · ξt(t))ω) · ∇SN−1bi−1
(i = 3, . . . ,k) = LSN−1bi + L(−m + i)(N −m + i − 2)bi + pLpbi
+ Lp
i∑
j=2
∑
i1+···+i j=i, i1,...,i j1
A(p, j)bi1 · · ·bi j ,
where SN−1 is the Laplace–Beltrami operator on S
N−1. The equality for r−m−2 always holds by (1.3).
From other equations, we have the following system of inhomogeneous elliptic equations for bi on
SN−1:
SN−1b1 +
{
(−m + 1)(N −m − 1) + pm(N −m − 2)}b1 =mω · ξt , (2.3)
SN−1b2 +
{
(−m + 2)(N −m) + pm(N −m − 2)}b2
= (m − 1)b1ω · ξt −
(
ξt − (ω · ξt)ω
) · ∇SN−1b1 + p(p − 1)2 m(N −m − 2)b21, (2.4)
SN−1bi +
{
(−m + i)(N −m + i − 2) + pm(N −m − 2)}bi
= bi−2,t + (m − i + 1)bi−1ω · ξt −
(
ξt − (ω, ξt)ω
) · ∇SN−1bi−1
−m(N −m − 2)
i∑
j=2
∑
i1+···+i j=i, i1,...,i j1
A(p, j)bi1 · · ·bi j (i = 3,4, . . . ,k). (2.5)
By these equations, b1,b2, . . . are determined sequentially.
Let us consider the solvability of (2.3), (2.4) and (2.5). It is well known (see, e.g. [2]) that for every
j = 0,1,2, . . . , the eigenvalues of −SN−1 are given by
μ j = j(N + j − 2), j = 0,1,2, . . . ,
and the eigenspace E j associated with μ j is given by
E j = { f |SN−1 : f is a harmonic homogeneous polynomial of degree j}.
Therefore, unless
(−m + i)(N −m + i − 2) + pm(N −m − 2) = j(N + j − 2), (2.6)
the operators in the left-hand side of (2.3), (2.4) and (2.5) are invertible. We deﬁne a set Λ by
Λ :=
{
p > 1: (2.6) holds for some i ∈
{
1,2, . . . ,
[
2
p − 1
]}
, j ∈ {0,1,2, . . . , i}
}
.
Lemma 1. Suppose that ξ(t) ∈ C [ k+12 ]+1([0,∞);RN ). If p /∈ Λ, then there exist b1(ω, t),b2(ω, t), . . . ,
bk(ω, t) ∈ C∞,1(SN−1 × [0,∞)) such that (2.3)–(2.5) hold.
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we obtain
b1(ω, t) = m−μ1 + (−m + 1)(N −m − 1) + pm(N −m − 2) ξt · ω
if
−μ1 + (−m + 1)(N −m − 1) + pm(N −m − 2) 	= 0.
Then it follows from (A1) that b1(ω, t) ∈ C∞,[ k+12 ](SN−1 × [0,∞)).
Next, we consider (2.4) by assuming that b1 is obtained. Since
(m − 1)b1ω · ξt −
(
ξt − (ω · ξt)ω
) · ∇SN−1b1 + p(p − 1)2 m(N −m − 2)b21 ∈ E0 + E1 + E2,
we obtain b2(ω, t) from (2.4) if
(−m + 2)(N −m) + pm(N −m − 2) 	= μ j, j = 0,1,2.
Then by (A1) and b1(ω, t) ∈ C∞,[ k+12 ](SN−1 × [0,∞)), we have b2(ω, t) ∈ C∞,[ k+12 ](SN−1 × [0,∞)).
Finally, we consider (2.5). Assume that b1(ω, t),b2(ω, t), . . . ,bl(ω, t) are obtained and satisfy
bi(ω, t) ∈ E0 + E1 + · · · + Ei (i = 1,2, . . . , l)
and
bi(ω, t) ∈ C∞,[ k+12 ]+1−[ i+12 ]
(
SN−1 × [0,∞)).
Then the right-hand side of (2.5) with i = l + 1 belongs to E0 + E1 + · · · + El + El+1 and
C∞,[ k+12 ]+1−[ l+22 ](SN−1 × [0,∞)). Hence we obtain the solution bl+1(ω, t) ∈ C∞,[ k+12 ]+1−[ l+22 ](SN−1 ×
[0,∞)) of (2.4) if
(−m + l + 1)(N −m + l − 1) + pm(N −m − 2) 	= μ j (2.7)
for j = 1,2, . . . , i.
Thus, if p /∈ Λ, then b1(ω, t),b2(ω, t), . . . ,bk(ω, t) ∈ C∞,1(SN−1 × [0,∞)) are uniquely determined
by (2.3)–(2.5). 
By this lemma, in order to consider the existence of the solution of (1.1) with a moving singularity,
it suﬃces to consider v(y, t). By taking bi(ω, t) as Lemma 1, (1.1) is satisﬁed if
Lbk−1,tr−m+k−1 + (−m + k)Lbkr−m+k−1ω · (−ξt) + Lbk,tr−m+k
+ L(ξt − (ω, ξt)ω) · ∇SN−1bkr−m+k−1 + Lvt − Lξt · ∇v
= Lv + Lpr−m−2
[{
1+
k∑
i=1
bi(ω, t)r
i + v(y, t)rm
}p
− 1−
k∑
j=1
{
r j
j∑
l=1
∑
i +···+i = j, i ,...,i 1
A(p, j)bi1 (ω, t) · · ·bil (ω, t)
}]
.1 l 1 l
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F (v, y, t) := Lp−1r−m−2
[{
1+
k∑
i=1
bi(ω, t)r
i + v(y, t)rm
}p
− 1−
k∑
j=1
{
r j
j∑
l=1
∑
i1+···+il= j, i1,...,il1
A(p, j)bi1 (ω, t) · · ·bil (ω, t)
}]
− bk−1,tr−m+k−1 + (m − k)bkr−m+k−1ω · ξt + bk,tr−m+k
+ (ξt − (ω, ξt)ω) · ∇SN−1bkr−m+k−1,
we see that v(y, t) must satisfy
vt = v + ξt · ∇v + F (v, y, t) in RN × (0,∞). (2.8)
After tedious computations (see Section 3.1), we notice that
F (v, y, t) = pL
p−1
r2
v + o(r−2) as r → 0.
In order to consider the existence of solutions of (2.8), we ﬁrst consider
vt = v + pL
p−1
r2
v in RN × (0,∞). (2.9)
This equation has been investigated in [1,7,9], and it was shown that (2.9) is well-posed when
0 < pLp−1 < (N − 2)
2
4
, (2.10)
and
∣∣v(y,0)∣∣ Cr−λ for some λ1 < λ < λ2, C > 0.
The inequalities (2.10) hold if and only if p satisﬁes
psing < p < p∗ for N  3, or p > pJL := N − 2
√
N − 1
N − 4− 2√N − 1 for N > 10.
Here the exponent pJL was ﬁrst introduced by Joseph and Lundgren [5] and is known to play an
important role for the dynamics of solutions of (1.1).
Since the gradient term in (2.8) and the higher order term of F do not affect the well-posedness,
we must assume (2.10) for the solvability of (2.8). If p > pJL , then λ1 <m does not hold so that (2.2)
may not be true. Hence we exclude the case pJL < p. Based on the above formal analysis, we will
focus on the case psing < p < p∗ .
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Taking into account of the formal analysis in the previous section, we will show the existence of a
time-local solution with a moving singularity. To this end, we develop the idea of Marchi [7] for the
well-posedness of the linear equation (2.9).
The proof is divided into three steps. Roughly speaking, we construct a suitable supersolution
and subsolution with a moving singularity in Section 3.1. In Section 3.2, we construct a sequence of
approximate solutions and ﬁnd a convergent subsequence. In Section 3.3, we show that the limiting
function is indeed a solution of (1.1) and (1.2) with a moving singularity.
3.1. Construction of a supersolution and a subsolution
In this subsection, we construct a supersolution and a subsolution of (1.1) that are suitable for our
purpose.
First we note that if m − λ2 is not an integer, then (2.7) holds for all i = 1,2, . . . , [m − λ2],
j = 0,1, . . . , i. Indeed, if (2.6) holds for some 1  i m − λ2, j = 0,1, . . . , i, then i = m − λ2, j = 0,
contradicting that m − λ2 is not an integer. Therefore, if m − λ2 is not an integer, then by Lemma 1
and (A1), we can determine b1(ω, t),b2(ω, t), . . . ,b[m−λ2](ω, t) ∈ C2,1(SN−1 × [0,∞)) by (2.3)–(2.5).
On the other hand, if m − λ2 is an integer, (2.7) does not hold for i =m − λ2, j = 0. However, we
carry out similar argument by replacing b[m−λ2](ω, t)r[m−λ2] with (bm−λ2 (ω, t) + c(t) log r)rm−λ2 that
satisﬁes
SN−1bm−λ2 = (I − P0)G(ω, t), c(t) = (N − 2λ2 − 2)−1P0G(ω, t), (3.1)
where P0 is deﬁne the projection on E0 and G(ω, t) is the right-hand side of (2.5) with i =m − λ2.
Now we ﬁx λ = λ2 −  satisfying
min
{
λ1,m − [m − λ2] − 1
}
< λ < λ2
and replace k deﬁned in Section 2 with k := [m − λ2]. From (A2) and (A3), it follows that u0 ∈
C(RN \ ξ(0)) ∩ L∞(RN \ B(ξ(0),1)), u0  0, and
u0(x) = L
∣∣x− ξ(0)∣∣−m
{
1+
k∑
i=1
bi
(
x− ξ(0)
|x− ξ(0)| ,0
)∣∣x− ξ(0)∣∣i + O (∣∣x− ξ(0)∣∣m−λ)
}
as x → ξ(0).
Then there exist constants C > 0 and R > 0 such that
∣∣∣∣∣u0(x) − L
∣∣x− ξ(0)∣∣−m
{
1+
k∑
i=1
bi(ω,0)
(
x− ξ(0)
|x− ξ(0)|
)∣∣x− ξ(0)∣∣i
}∣∣∣∣∣< CL
∣∣x− ξ(0)∣∣−λ in B(ξ(0), R).
Fix any T1 > 0 and set
M := sup
ω∈SN−1,0<t<T1
{
max
i
(∣∣ξt(t)∣∣, ∣∣bi(ω, t)∣∣, ∣∣bi,t(ω, t)∣∣, ∣∣∇SN−1bi(ω, t)∣∣)}< ∞.
We take 0 > 0 so small that λ(λ − N + 2) + (pLp−1 + 0) < 0.
First we construct a supersolution and a subsolution of (1.1) in a neighborhood of ξ(t) by us-
ing (2.8). By (2.1), we have
ut − u − up = L
{
vt − v − ξt · ∇v − F (v, y, t)
}
.
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u(x, t) = Lr−m
{
1+
k∑
i=1
bi(ω, t)r
i + v+(y, t)rm
}
is a supersolution of (1.1) if and only if v+ is a supersolution of (2.8). Similarly,
u(x, t) = Lr−m
{
1+
k∑
i=1
bi(ω, t)r
i + v−(y, t)rm
}
is a subsolution of (1.1) if and only if v− is a subsolution of (2.8).
We will show that v := Cr−λ is a supersolution of (2.8) on BR × (0, T1) if R > 0 is suﬃciently
small. Since 0 <m − λ < k + 1, we have
Lp−1r−m−2
[{
1+
k∑
i=1
bi(ω, t)r
i + Crm−λ
}p
− 1−
k∑
j=1
{
r j
j∑
l=1
∑
i1+···+il= j, i1,...,il1
A(p, j)bi1 (ω, t) · · ·bil (ω, t)
}]
= C(pLp−1 + o(1))r−λ−2 (y → 0)
 C
(
pLp−1 + 1
2
0
)
r−λ−2 in BR × (0, T1),
where R > 0 is taken to be suﬃciently small. Thus we obtain
F
(
Cr−λ, y, t
)
 C
(
pLp−1 + 1
2
0
)
r−λ−2 + (L + (m − k + 2)M)Mr−m+k−1 + Mr−m+k in BR × (0, T1).
Here if we take R suﬃciently small, then
F
(
Cr−λ, y, t
)
 C
(
pLp−1 + 0
)
r−λ−2 in BR × (0, T1).
By this inequality, we have

(
Cr−λ
)+ ξt · ∇(Cr−λ)+ F (Cr−λ, y, t)
 C
{−λ(−λ − 1)r−λ−2 − (N − 1)λr−λ−2 − λξt · ωr−λ−1 + (pLp−1 + 0)r−λ−2}
 C
{
λ(λ − N + 2) + (pLp−1 + 0)}r−λ−2 + λCMr−λ−1 in BR × (0, T1).
Since λ(λ − N + 2) + (pLp−1 + ) < 0, we obtain

(
Cr−λ
)+ ξt · ∇(Cr−λ)+ F (Cr−λ, y, t) 0 in BR × (0, T1)
for suﬃciently small R . Hence v = Cr−λ is a supersolution of (2.8) on BR × (0, T1).
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u := L∣∣x− ξ(t)∣∣−m
{
1+
k∑
i=1
bi(ω, t)
∣∣x− ξ(t)∣∣i + C∣∣x− ξ(t)∣∣m−λ
}
is a supersolution of (1.1) on
⋃
0tT1 BR(ξ(t))×{t} for small R > 0. We can show in a similar manner
that
u := L∣∣x− ξ(t)∣∣−m
{
1+
k∑
i=1
bi(ω, t)
∣∣x− ξ(t)∣∣i − C∣∣x− ξ(t)∣∣m−λ
}
is a subsolution of (1.1) on
⋃
0tT1 BR(ξ(t)) × {t} for small R > 0.
Next, we construct a supersolution and a subsolution near inﬁnity. By direct calculation, it is shown
that
u := C1
(
1− t
2T2
)− 1p−1
is a supersolution of (1.1) on RN \⋃0tT2 B(ξ(t),1) × {t}, provided that
C1 > ‖u0‖L∞(RN\B(ξ(0),1)), T−12 > 2(p − 1)C p−11 .
Clearly u ≡ 0 is a subsolution (1.1) on RN × (0,∞).
Finally, we connect these supersolutions and subsolutions in the intermediate region. We take
R1, R2 ∈ (0,1) such that R2 − R1 > 0 is suﬃciently small and
B
(
ξ(0), R2
)⊂ suppu0.
We may also assume that R0 < R1. Using the super- and subsolutions given as above, we take func-
tions ψ(x, t) and ψ(x, t) in C2,1(RN × [0, T2] \⋃0tT2 (ξ(t), t)) such that
ψ(x, t) =
⎧⎪⎪⎨
⎪⎪⎩
L|x− ξ(t)|−m{1+∑ki=1 bi(ω, t)|x− ξ(t)|i + C |x− ξ(t)|m−λ}
for |x− ξ(t)| R0,
C1(1− t2T2 )
− 1p−1 for |x− ξ(t)| 1,
ψ(x, t) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
L|x− ξ(t)|−m{1+∑ki=1 bi(ω, t)|x− ξ(t)|i − C |x− ξ(t)|m−λ}
for |x− ξ(t)| R0,
(R2 − |x− ξ(t)|)3 for R1  |x− ξ(t)| R2,
0 for R2  |x− ξ(t)|,
and
ψ(x, t) > ψ(x, t) 0 in RN × [0, T2] \
⋃
0tT2
(
ξ(t), t
)
,
ψ(x,0) > u0(x) > ψ(x,0) in R
N \ {ξ(0)}.
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2,1 such that
η1 (x, t) =
{
0 for |x− ξ(t)| R0, |x− ξ(t)| R1,
1 for R0 + 1  |x− ξ(t)| R1 − 1, 0 η1  1.
Now we deﬁne functions u(x, t) and u(x, t) by
u(x, t) :=
{
1+ C2
(
1− t
2T
)−1
η1 (x, t)
}
ψ(x, t),
u(x, t) :=
{
1− C2
(
1− t
2T
)−1
η1 (x, t)
}
ψ(x, t)
for small C2, T > 0. We see easily that u,up,u,up ∈ L1loc(RN × [0, T ]) and the following properties
hold:
(i) u(x, t) and u(x, t) are deﬁned on {(x, t) ∈RN+1: x ∈RN \ {ξ(t)}, t ∈ [0, T ]} and are twice contin-
uously differentiable with respect to x and continuously differentiable with respect to t .
(ii) For every t ∈ [0, T ], u(x, t),u(x, t) → ∞ as x → ξ(t). In particular,
u(x, t) = L∣∣x− ξ(t)∣∣−m
{
1+
k∑
i=1
bi(ω, t)
∣∣x− ξ(t)∣∣i + C∣∣x− ξ(t)∣∣m−λ
}
,
u(x, t) = L∣∣x− ξ(t)∣∣−m
{
1+
k∑
i=1
bi(ω, t)
∣∣x− ξ(t)∣∣i − C∣∣x− ξ(t)∣∣m−λ
}
for |x− ξ(t)| R0 and 0 t  T .
(iii) The inequalities
u(x,0) > u0(x) > u(x,0) in R
N \ {ξ(0)},
u(x, t) > u(x, t) in RN × [0, T ] \
⋃
0tT
(
ξ(t), t
)
hold.
By simple calculation, we see that the functions ψ(x, t) and ψ(x, t) satisfy
ψ t ψ + ψ p, ψ t ψ + ψ p
for |x− ξ(t)| R0, R1  |x− ξ(t)| and 0 t  T . Especially, we have
ψ t > ψ + ψ p, ψ t < ψ + ψ p
for |x− ξ(t)| R0, R1  |x− ξ(t)| R2 and 0 t  T . By continuity, there is a small 1 > 0 such that
ψ t > ψ + ψ p, ψ t < ψ + ψ p
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suﬃciently small C2 > 0, we have
ut > u + up, ut < u + up
for |x− ξ(t)| R0 + 1, R1 − 1  |x− ξ(t)| R2 and 0 t  T . We ﬁx such C2.
Setting
γ1 := min
R0+1|x−ξ(t)|R1−1,0tT2
ψ(x, t) > 0,
γ2 := max
R0+1|x−ξ(t)|R1−1,0tT2
{
ψ(x, t),
∣∣ψ t(x, t)∣∣, ∣∣∇ψ(x, t)∣∣, ∣∣ψ(x, t)∣∣}< ∞,
γ3 := max
R0+1|x−ξ(t)|R1−1,0tT2
{
η1 (x, t),
∣∣η1,t(x, t)∣∣, ∣∣∇η1 (x, t)∣∣, ∣∣η1 (x, t)∣∣}< ∞,
we have
ut − u − up
= 1
2T
C2
(
1− t
2T
)−2
η1ψ + C2
(
1− t
2T
)−1
η1,tψ +
(
1+ C2
(
1− t
2T
)−1
η1
)
ψ t
− C2
(
1− t
2T
)−1
η1 · ψ − 2C2
(
1− t
2T
)−1
∇η1 · ∇ψ
−
(
1+ C2
(
1− t
2T
)−1
η1
)
· ψ −
(
1+ C2
(
1− t
2T
)−1
η1
)p
ψ p
 C2γ1
2T
− 2{1+ 2C2(1+ 2γ3)}γ2 − (1+ 2C2)pγ p2
for R0 + 1  |x− ξ(t)| R1 − 1 and 0 t  T . Hence for suﬃciently small T > 0, we have
ut > u + up for R0 + 1 
∣∣x− ξ(t)∣∣ R1 − 1, 0 t  T ,
so that
ut u + up in RN × [0, T ] \
⋃
0tT
(
ξ(t), t
)
.
Similarly we obtain
ut u + up in RN × [0, T ] \
⋃
0tT
(
ξ(t), t
)
.
Thus we have shown that u and u given as above are a supersolution and a subsolution of (1.1),
respectively, in RN × [0, T ] \⋃0tT (ξ(t), t).
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In this subsection, by using the supersolution and subsolution given in the previous subsection,
we construct a series of approximate solutions that is convergent in an appropriate function space.
Deﬁne a sequence of bounded domains
An(t) :=
{
x ∈RN : ∣∣x− ξ(t)∣∣ n, ∣∣x− ξ(t)∣∣ 1
n
}
(n = 1,2, . . .).
For each n, let un(x, t) be a classical solution of
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
un,t = un + upn in
⋃
0tT
An(t) × {t},
un = u on
⋃
0tT
∂ An(t) × {t},
un(x,0) = u0,n(x) in An(0),
where the initial value is assumed to satisfy
u(x,0) u0,n(x) u0,n+1(x) u(x,0) in An(0),
u0,n(x) = u(x,0) on ∂ An(0),
u0,n ↗ u0 as n → ∞.
We also deﬁne
Bn :=
⋃
T /ntT
An(t) × {t} (n = 1,2, . . .).
It is easily seen that for n l, un satisﬁes un ∈ C2,1(Bl) and u  un  u in ⋃0tT An(t) × {t} by the
comparison principle. Furthermore, by the standard parabolic theory [6], we obtain
∥∥∇un(x, t)∥∥L∞(Bl/2)  C1 for n l,
where C1 is a constant independent of n. Therefore, by [6], we obtain
∥∥un(x, t)∥∥Cβ,β/2(Bl/3)  C2 for n l,
where C2 and β are constants depending on l but not on n.
First we consider the case of l = 4. By the Ascoli–Arzelà theorem, from {un}, we can extract a
subsequence {u(4)n } that is uniformly convergent in B4/3. Similarly, from {u(4)n }n , we can extract a
subsequence {u(5)n }n that is uniformly convergent in B5/3. Repeating this procedure, we obtain a family
of subsequences {{u( j)n }} j=4,5,... such that
u( j)n → u uniformly in B j/3 as n → ∞.
By a diagonal procedure, we obtain a sequence {u(n)n } such that
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for each j. Hence the limiting function u(x, t) satisﬁes
u ∈ C
(
RN × (0, T ) \
⋃
0<t<T
(
ξ(t), t
))
,
u  u  u in RN × (0, T ) \
⋃
0<t<T
(
ξ(t), t
)
.
3.3. Completion of the proof
In this subsection, we show that the limiting function u(x, t) obtained in Section 3.2 is indeed a
solution of (1.1) and (1.2) with a moving singularity ξ(t) for t ∈ (0, T ). Let us ﬁrst show that u,up ∈
C([0, T ); L1loc(RN )). Fix a compact set G ⊂ RN and take any t1 ∈ [0, T ) and t2 ∈ (t1, T ). If ξ(t1) /∈ G ,
then by u  u  u, we have
‖u‖L∞(G×(t1,t2)) < ∞
if t2 − t1 is small. Hence it follows from the Lebesgue theorem that u(·, t) → u(·, t1) and u(·, t)p →
u(·, t1)p as t → t1 in L1(G). Conversely, assume ξ(t1) ∈ G . By u  u  u, we have u(x, t) 
C |x − ξ(t)|−m in G × [t1, t2] for some C > 0 independent of t1, t2 if t2 − t1 is small. Fix  > 0 ar-
bitrarily and take R > 0 so small that
∫
BR
C |x|−m dx,
∫
BR
C |x|−m−2 dx 
2
.
Then it follows that
∥∥u(·, t1) − u(·, t2)∥∥L1(B(ξ(t1),R/2))  ,∥∥u(·, t1)p − u(·, t2)p∥∥L1(B(ξ(t1),R/2))  
for small t2 − t1. Moreover, by ξ(t1) /∈ G \ B(ξ(t1), R/2), the same argument shows that u(·, t) →
u(·, t1) and u(·, t)p → u(·, t1)p as t → t1 in L1(G \ B(ξ(t1), R/2)). Then it follows that
∥∥u(·, t1) − u(·, t2)∥∥L1(G\B(ξ(t1),R/2))  ,∥∥u(·, t1)p − u(·, t2)p∥∥L1(G\B(ξ(t1),R/2))  
for small t2 − t1. Hence, we obtain u(·, t) → u(·, t1) as t → t1 in L1(G). Since the compact set G is
arbitrary, we deduce that u, up ∈ C([0, T ); L1loc(RN )).
Let us show that the function u satisﬁes (1.1) in the distribution sense. Fix any 0 < τ < T . Take
φ ∈ C∞0 (RN × [0, T ]) and ηR0(x, t) ∈ C2,1(RN × [0,∞)) such that
ηR0 (x, t) =
{
0, |x− ξ(t)| R0,
1, 2R0  |x− ξ(t)|,
0 ηR0  1, |∇ηR0 | C R−10 ,
∣∣D2ηR0 ∣∣ C R−20 , |ηR0,t | C∣∣ξt(t)∣∣R−10
for some C > 0. Since suppψ(x, t)η(x, t) ⊂ An(t) for large n, we have
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0
∫
RN
un
{
(φη)t + (φη)
}+ upnφηdxdt =
∫
RN
un(x, τ )φ(x, τ )η(x, τ ) − un(x,0)φ(x,0)η(x,0)dx.
Hence by u  u  u and the Lebesgue theorem, we obtain
τ∫
0
∫
RN
u
{
(φηR0)t + (φηR0)
}+ upφηR0 dxdt
=
∫
RN
u(x, τ )φ(x, τ )ηR0 (x, τ ) − u(x,0)φ(x,0)ηR0 (x,0)dx.
By u  u  u and simple calculation, there exists C > 0 such that
∣∣∣∣∣
τ∫
0
∫
RN
u
(
φ(1− ηR0 )
)
t dxdt
∣∣∣∣∣ C RN−λ−10 → 0 as R0 → 0,
∣∣∣∣∣
τ∫
0
∫
RN
u
(
φ(1− ηR0)
)
dxdt
∣∣∣∣∣ C RN−λ−20 → 0 as R0 → 0,
∣∣∣∣∣
τ∫
0
∫
RN
upφ(1− ηR0)dxdt
∣∣∣∣∣ C RN−λ−20 → 0 as R0 → 0,
and
∣∣∣∣
∫
RN
u(x,0)φ(x,0)
(
1− ηR0(x,0)
)
dx
∣∣∣∣ C RN−λ0 → 0 as R0 → 0,
∣∣∣∣
∫
RN
u(x, τ )φ(x, τ )
(
1− ηR0(x, τ )
)
dx
∣∣∣∣ C RN−λ0 → 0 as R0 → 0
for 0 τ < T . Hence
τ∫
0
∫
RN
u(φt + φ) + upφ dxdt =
∫
RN
u(x, τ )φ(x, τ ) − u(x,0)φ(x,0)dx.
Thus we have shown that the function u satisﬁes (1.1) in the distribution sense.
By u  u  u and the standard parabolic theory [6], the function u satisﬁes the initial condi-
tion (1.2) and has the desired properties as stated in the introduction. Consequently, it is shown that
the function u is a solution of (1.1) and (1.2) with a moving singularity ξ(t) for t ∈ (0, T ).
4. Uniqueness and the comparison principle
In this section, we prove the uniqueness and comparison principle.
Let u1(x, t) and u2(x, t) be two solutions of (1.1) with a moving singularity ξ(t) for t ∈ (0, T )
satisfying (B1)–(B3). Setting
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(
y + ξ(t), t)− u2(y + ξ(t), t),
w satisﬁes
τ∫
0
∫
RN
w
(
φt + φ + ξt · ∇φ + c(y, t)φ
)
dy dt =
∫
RN
w(y, τ )φ(y, τ ) − w(y,0)φ(y,0)dy (4.1)
for any 0< τ < T and φ ∈ C∞0 (RN × [0, T ]), and
w(y, t) = O (|y|−λ2+ε) as y → 0
uniformly in t ∈ [0, T ]. Here
c(y, t) := u1(y + ξ(t), t)
p − u2(y + ξ(t), t)p
u1(y + ξ(t), t) − u2(y + ξ(t), t) (4.2)
satisﬁes
c(y, t) = pL
p−1
|y|2 + o
(|y|−2) as y → 0
uniformly in t ∈ [0, T ]. By the denseness, (4.1) can be extended to any φ ∈ C2,10 (RN × [0, T ]).
For the uniqueness, it suﬃces to show that if w(y,0) ≡ 0, then
∫
RN
w(y, τ )θ(y)dy = 0 (0 < τ < T1) (4.3)
for some T1 ∈ (0, T ) and for every θ(y) ∈ C2(RN ) such that
{
0 θ min
{
1, |y|−N−1},
supp θ ⊂ Ad,2d :=
{
y ∈RN : d |y| 2d} for some d > 0. (4.4)
Indeed, we deduce from (4.3) that w(y, t) ≡ 0 in RN \ {0} × [0, T1]. Repeating this argument, we
obtain the uniqueness of the solution in RN \ {0} × [0, T ]. Similarly, for the comparison, it suﬃces to
show that if w(y,0) 0 and w(y,0) 	≡ 0, then
∫
RN
w(y, τ )θ(y)dy > 0 (0 < τ < T1). (4.5)
Fix 0< τ < T1 and a test function θ(y) as in (4.4), and consider the problem
⎧⎨
⎩
(φn)t + φn + ξt · ∇φn + cn(y, t)φn = 0 in BR × (0, τ ),
φn = 0 on ∂BR × (0, τ ),
φn(y, τ ) = θ(y) in BR ,
(4.6)
with R > 2(d + 1), where
cn(y, t) := min
{
c(y, t),n
}
.
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φn  0.
For 0<  < 12 , let us introduce a cut-off function ψ ∈ C∞0 (RN ) such that
ψ(y) =
{
1 if y ∈ BR−2,
0 if y /∈ BR−,
and
0ψ  1, |∇ψ | c0

, |ψ | c0
2
(4.7)
for some positive constant c0 independent of R and  . Choosing φnψ as a test function in (4.1), we
obtain
τ∫
0
∫
RN
w
{
ψφn + ∇ψ(∇φn + ξtφn)
}
dy dt +
τ∫
0
∫
RN
w(c − cn)ψφn dy dt
=
∫
RN
w(y, τ )θ(y) − w(y,0)ψ(y,0)φn(y,0)dy. (4.8)
Put
Hn := lim
→+0
∣∣∣∣∣
τ∫
0
∫
RN
w
{
ψφn + ∇ψ(∇φn + ξtφn)
}
dy dt
∣∣∣∣∣.
By (4.7), we have
Hn  c0 lim
→+0
τ∫
0
∫
AR−2,R−
|w|(|φn|2 + (2|∇φn| + |ξt ||φn|))dy dt.
Since φn = 0 on ∂BR × (0, τ ), it yields
max
AR−2,R−×(0,τ )
|φn| 2 max
AR−2,R×(0,τ )
|∇φn|,
and also
max
y∈∂BR ,0tτ
∣∣∇φn(y, t)∣∣= max
y∈∂BR ,0tτ
∣∣∣∣∂φn∂r (y, t)
∣∣∣∣.
Therefore, by these three inequalities and (B2), we obtain
Hn 
(
4+ max
0tT
|ξt |
)
c0
[
lim
→+0 maxAR−2,R×(0,τ )
|∇φn|
][
lim
+0
τ∫
0
∫
AR−2,R−
|w|

dy dt
]

(
4+ max
0tT
|ξt |
)
c0R
N−1 max
y∈∂BR ,0tτ
∣∣∇φn(y, t)∣∣‖w‖L∞(AR−1,R×(0,τ ))
 C RN−1 max
y∈∂BR ,0tτ
∣∣∣∣∂φn∂r (y, t)
∣∣∣∣,
where C is a constant independent of R .
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Lemma 2. For every small T1 > 0, there exists a supersolution φ(y, t) ∈ C2,1(R \ {0} × [0, T1]) of (4.6) with
the following properties:
(i) φ satisﬁes
φ(y, t) =
{
|y|−λ1−/2 in BR1 \ {0},
(T1 + t)−1|y|−N−1 in RN \ BR2 ,
for some small R1 > 0 and large R2 > 0.
(ii) φ  φn in BR \ {0} × (0, τ ) for all n.
(iii) There exists a constant C > 0 independent of R such that
C max
0tτ
∣∣φ(R − 1, t)∣∣ ∣∣∣∣∂φn∂r
∣∣∣∣ on ∂BR × (0, τ ).
Proof. By the same argument as in Section 3.1, we can construct a supersolution φ(y, t) of (4.6)
satisfying (i). Then, by the comparison principle, we obtain (ii).
Let
M := sup
|y|1,0tT
{
c(y, t), ξ(t)
}
< ∞,
where c(y, t) is as in (4.2), and let h be a function deﬁned by
h(y, t) := e(M+1)(T1−t){c1e(M+1)|y| + c2},
where the constants c1 and c2 are determined by
c1e
(M+1)R + c2 = 0, c1e(M+1)(R−1) + c2 = max
0tτ
φ(R − 1, t),
that is,
c1 = −e−(M+1)R
{
1− e−(M+1)}−1 max
0tτ
φ(R − 1, t),
c2 =
{
1− e−(M+1)}−1 max
0tτ
φ(R − 1, t).
Observe that for suﬃciently large R > 0, the function h is a supersolution to the following initial–
boundary value problem:
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ht + h + ξt · ∇h + cn(y, t)h = 0 in AR−1,R × (0, τ ),
h = φn on ∂BR−1 × (0, τ ),
h = 0 on ∂BR × (0, τ ),
h(y, τ ) = 0 in AR−1,R .
Since h = 0 on ∂BR × (0, τ ), it follows from the comparison principle that h  φn in AR−1,R × (0, τ ).
Thus for large R > 0, we obtain
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∣∣∣∣
∣∣∣∣∂h∂r
∣∣∣∣ C max0tτ φ(R − 1, t),
where C is a constant depending on N and T1 but not on R . 
Now let us complete the proofs of Theorems 2 and 3.
Proof of Theorem 2. By Lemma 2(iii), there exists C > 0 independent of R and n such that Hn  C R−2
for every suﬃciently large R . Hence, we obtain
lim
R→∞ Hn = 0. (4.9)
On the other hand, taking the deﬁnitions of cn and ψ and Lemma 2(ii) into account, we obtain
τ∫
0
∫
RN
|w|(c − cn)ψφn dy dt  2
τ∫
0
∫
AR−1,R
|w|cφ dy dt.
Here
|w|cφ ∈ L1loc
(
R
N × (0, τ )).
Hence
τ∫
0
∫
RN
|w|(c − cn)ψφn dy dt → 0 as n → ∞.
Thus, by (4.8) and (4.9), the equality (4.3) holds for any θ(y). This implies u1 ≡ u2 on RN \ {ξ(t)} for
every t ∈ (0, T ). 
Proof of Theorem 3. By the same argument as the uniqueness, we can show that (4.5) holds for any θ
satisfying (4.4). Hence u1  u2 on RN \ {ξ(t)} for every t ∈ (0, T1]. By repeating this argument, it is
shown that u1(x, t) u2(x, t) for {(x, t): x ∈RN \ {ξ(t)},0 < t  T }.
Now we take ε > 0 so small that
w(y,0) = u1
(
y + ξ(0),0)− u2(y + ξ(0),0) 0 for |y| ε.
Since w(y, t)  0 for |y| = ε, the maximum principle implies w(y, t) > 0 if |y| > ε. Since ε > 0 is
arbitrary, we obtain
w(y, t) = u1(x, t) − u2(x, t) > 0 for
{
(x, t): x ∈RN \ {ξ(t)}}.
This completes the proof. 
5. Solutions with multiple singularities
In this section, we consider solutions with multiple moving singularities. In the following, Ξ(t) :=
{ξi(t): i = 1,2, . . . ,n} denotes a set of singular points in RN such that ξi(t) 	= ξ j(t) for all i 	= j and
t  0.
Deﬁnition 2. The function u(x, t) is said to be a solution of (1.1) and (1.2) with multiple moving
singularities Ξ(t) ⊂RN (t  0) for t ∈ (0, T ), where 0 < T ∞, if the following conditions hold:
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(ii) The function u(x, t) is deﬁned on {(x, t) ∈ RN+1: x ∈ RN \ Ξ(t), t ∈ (0, T )}, and is continuously
twice differentiable with respect to x and continuously differentiable with respect to t .
(iii) u(x, t) → ∞ as x → ξi(t) for every t ∈ [0, T ) and i = 1,2, . . . ,n.
By the same argument as for a solution with a single moving singularity, we can show the time-
local existence, uniqueness and comparison principle for a solution (1.1) and (1.2) with multiple
moving singularities.
We ﬁrst state a result on the time-local existence. We introduce the following assumptions:
(C1) For each i = 1,2, . . . ,n, ξi(t) ∈ Ck+α([0,∞);RN ) (α > 0) with k = [ [m−λ2]+12 ] + 1.
(C2) u0 is nonnegative and continuous in x ∈ RN \ Ξ(0), and is uniformly bounded for ⋃ni=1{x ∈
R
N : |x− ξi(0)| 1, i = 1,2, . . . ,n}.
(C3) If m − λ2 is not an integer, then
u0(x) = L
∣∣x− ξi(0)∣∣−m
{
1+
[m−λ2]∑
j=1
bi, j
(
x− ξi(0)
|x− ξi(0)| ,0
)∣∣x− ξi(0)∣∣i + O (∣∣x− ξi(0)∣∣m−λ2+ε)
}
as x → ξi(0) for some ε > 0 and all i = 1,2, . . . ,n, where bi, j(ω, t) are functions on SN−1 deﬁned
by (2.3)–(2.5) with ξ(t) = ξi(t). If m − λ2 is an integer, then
u0(x) = L
∣∣x− ξi(0)∣∣−m
{
1+
[m−λ2]∑
j=1
bi, j
(
x− ξi(0)
|x− ξi(0)| ,0
)∣∣x− ξi(0)∣∣i
+ ci(0)
∣∣x− ξi(0)∣∣m−λ2 log ∣∣x− ξi(0)∣∣+ O (∣∣x− ξi(0)∣∣m−λ2+ε)
}
as x → ξi(0) for some ε > 0 and all i = 1,2, . . . ,n, where bi, j(ω, t) are functions on SN−1 deﬁned
by (2.3)–(2.5) with ξ(t) = ξi(t) and bm−λ2, j(ω, t) and ci(t) satisfy (3.1) with ξ(t) = ξi(t).
Theorem 4. Let N  3 and psing < p < p∗ . Suppose that (C1)–(C3) hold. Then for some T > 0, there exists a
solution of (1.1) and (1.2) with multiple moving singularities Ξ(t).
Remark 2.
(i) If psing < p < p∗ for N = 3,4 and
psing < p <
3N + 5
3N − 3 for N  5,
then 0  m − λ2 < 1 so that [m − λ2] = 0. In this case, (C1) implies ξi(t) ∈ C1+α([0,∞);RN )
(α > 0) for i = 1,2, . . . ,n, and (C3) is simpliﬁed as
u0(x) = L
∣∣x− ξi(0)∣∣−m + O (∣∣x− ξi(0)∣∣−λ2+ε) as x → ξi(0) (5.1)
for all i = 1,2, . . . ,n.
(ii) If the singular points do not move, then bi, j(t) ≡ 0 and ci(t) ≡ 0 so that the condition (D3) is
simpliﬁed as (5.1).
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First we determine bi,1(ω, t),bi,2(ω, t), . . . ,bi,[m−λ2](ω, t) ∈ C2,1(SN−1 × [0,∞)) from (2.3)–(2.5) with
ξ(t) = ξi(t) by using Lemma 1, and take λ = λ2 −  satisfying min{λ1,m − [m − λ2] − 1} < λ < λ2.
In the same manner as in Section 3.1, for some T > 0, we can construct a supersolution u and a
subsolution u with the following properties:
(i) u(x, t) and u(x, t) are deﬁned on {(x, t) ∈ RN+1: x ∈ RN \ Ξi(t), t ∈ [0, T ]} and are continuously
twice differentiable with respect to x and continuously differentiable with respect to t .
(ii) For every t ∈ [0, T ], u(x, t),u(x, t) → ∞ as x → ξi(t) for all i = 1,2, . . . ,n. In particular,
u(x, t) = L∣∣x− ξi(t)∣∣−m
{
1+
[m−λ2]∑
j=1
bi, j(ω, t)
∣∣x− ξi(t)∣∣ j + C∣∣x− ξi(t)∣∣m−λ
}
,
u(x, t) = L∣∣x− ξi(t)∣∣−m
{
1+
[m−λ2]∑
j=1
bi, j(ω, t)
∣∣x− ξi(t)∣∣ j − C∣∣x− ξi(t)∣∣m−λ
}
for |x− ξi(t)| R0, 0 t  T and all i = 1,2, . . . ,n with some positive constants C and R0.
(iii) The inequalities
u(x, t) > u(x, t) in RN × [0, T ] \
⋃
0tT
⋃
i=1,...,n
(
ξi(t), t
)
,
u(x,0) > u0(x) > u(x,0) in R
N \ Ξi(0)
hold.
Next, we deﬁne a sequence of bounded domains with holes
Al(t) :=
⋂
i=1,...,n
{
x ∈RN : |x| l, ∣∣x− ξi(t)∣∣ 1
l
}
.
Let ul(x, t) be a classical solution of
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
ul,t = ul + upl in
⋃
0tT
Al(t) × {t},
ul = u on
⋃
0tT
∂ Al(t) × {t},
ul(x,0) = u0,l(x) in Al(0),
where
u(x,0) u0,l(x) u0,l+1(x) u(x,0) in Al(0),
u0,l(x) = u(x,0) on ∂ Al(0),
u0,l ↗ u0 as l → ∞.
By the same argument as in Section 3.2, we can ﬁnd a subsequence {ul( j)} and a function u(x, t) such
that ul( j) → u as j → ∞ locally uniformly in
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N × (0, T ) \
⋃
0<t<T
⋃
i=1,...,n
{(
ξi(t), t
)}
and
u ∈ C
(
RN × (0, T ) \
⋃
0<t<T
⋃
i=1,...,n
{(
ξi(t), t
)})
,
u  u  u in RN × (0, T ) \
⋃
0<t<T
⋃
i=1,...,n
{(
ξi(t), t
)}
.
Then by the same argument as in Section 3.3, we can show that the limiting function u(x, t) is indeed
a solution of (1.1) and (1.2) with multiple moving singularities Ξ(t) for t ∈ (0, T ).
Next, we state results on the uniqueness and comparison principle for solutions of (1.1) with
multiple moving singularities. For two solutions u1(x, t) and u2(x, t) of (1.1) with multiple moving
singularities Ξ(t) for t ∈ (0, T ], we impose the following conditions:
(D1) ξi(t) ∈ C1+α([0,∞);RN ) (α > 0) for all i = 1,2, . . . ,n.
(D2) u1 and u2 are nonnegative and continuous in {(x, t): x ∈ RN \ Ξ(t)}, 0  t  T } and are uni-
formly bounded for
⋂
i=1,2,...,n{(x, t): |x− ξi(t)| 1, 0 t  T }.
(D3) u j(x, t) = L|x− ξi(t)|−m +o(|x− ξi(t)|−m) and u1(x, t)−u2(x, t) = O (|x− ξi(t)|−λ2+ε) as x → ξ(t)
uniformly in t ∈ [0, T ] for all i = 1,2, . . . ,n.
Theorem 5. Let N  3 and psing < p < p∗ . Let u1(x, t) and u2(x, t) be solutions of (1.1) and (1.2) with
multiple moving singularities Ξ(t) for t ∈ (0, T ] with the same initial value. Suppose that (D1)–(D3) hold.
Then u1(x, t) ≡ u2(x, t) for {(x, t): x ∈RN \ Ξ(t), 0 t  T }.
Theorem 6. Let N  3 and psing < p < p∗ . Let u1(x, t) and u2(x, t) be solutions of (1.1) with multiple mov-
ing singularities Ξ(t) for t ∈ (0, T ] such that u1(x,0)  u2(x,0) and u1(x,0) 	≡ u2(x,0) on RN \ Ξ(0). If
(D1)–(D3) hold, then u1(x, t) > u2(x, t) for {(x, t): x ∈RN \ Ξ(t), 0 < t  T }.
We describe the outline of the proofs of the above theorems. Let u1(x, t) and u2(x, t) be two
solutions of (1.1) with multiple moving singularities Ξ(t) for t ∈ (0, T ) satisfying (D1)–(D3). Set-
ting
w(x, t) := u1(x, t) − u2(x, t),
w satisﬁes
τ∫
0
∫
RN
w
(
φt + φ + c(x, t)φ
)
dxdt =
∫
RN
w(x, τ )φ(x, τ ) − w(x,0)φ(x,0)dx (5.2)
for any 0< τ < T and φ ∈ C∞0 (RN × [0, T ]), and
w(x, t) = O (∣∣x− ξi(t)∣∣−λ2+ε) as x → ξi(t)
uniformly for 0 t  T for all i = 1,2, . . . ,n. Here,
c(x, t) := u1(x, t)
p − u2(x, t)pu1(x, t) − u2(x, t)
S. Sato, E. Yanagida / J. Differential Equations 246 (2009) 724–748 747satisﬁes
c(x, t) = pL
p−1
|x− ξi(t)|2 + o
(∣∣x− ξi(t)∣∣−2) as x → ξi(t)
uniformly for 0  t  T for all i = 1,2, . . . ,n. By the denseness, (5.2) can be extended to any
φ ∈ C∞0 (RN × [0, T ]).
For the uniqueness, it suﬃces to show that if w(x,0) ≡ 0, then
∫
RN
w(x, τ )θ(x)dx = 0 (0 < τ < T1) (5.3)
for some T1 ∈ (0, T ) and for every θ(x) ∈ C2(RN ) such that{
0 θ min
{
1, |x|−N−1},
supp θ ⊂ Ad,2d for some d > 0.
(5.4)
Indeed, we deduce from (5.3) that w(y, t) = 0 in
R
N × [0, T1] \
⋃
0<t<T1
⋃
i=1,...,n
{(
ξi(t), t
)}
.
Repeating the same argument, we obtain the uniqueness of the solution in
R
N × [0, T ] \
⋃
0<t<T
⋃
i=1,...,n
{(
ξi(t), t
)}
.
Then by the same argument as in Section 4, we can show that (5.3) holds for any θ(x) satisfying (5.4).
This implies u1 ≡ u2 on RN \ Ξ(t) for t ∈ (0, T ).
Similarly, for the comparison principle, it suﬃces to show that
∫
RN
w(x, τ )θ(x)dx 0 (0 < τ < T1). (5.5)
By the same argument as in Section 4, we can show that (5.5) holds for any θ(x) satisfying (5.4).
Hence we obtain u1  u2 on
R
N × [0, T1] \
⋃
0<t<T1
⋃
i=1,...,n
{(
ξi(t), t
)}
.
Repeating this argument, we obtain u1(x, t) u2(x, t) for {(x, t): x ∈ RN \ Ξ(t), 0 < t  T }. The rest
of the prof is the same as that of Theorem 6.
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