We discuss the problem of simultaneously scheduling, binding and routing a given data flow graph to a coarse-grain architecture consisting of identical processing elements (PEs) that are connected by a nearest-neighbour mesh-like interconnection network.
INTRODUCTION
In the past decade, many coarse-grain reconfigurable architectures have been proposed both by industry as well as by academia [1] . In this paper we focus on a subclass: architectures that decompose into a set of identical processing elements (PEs), connected by a mesh-like communication infrastructure called coarse-grain reconfigurable arrays (CGRA) (see for example [2, 3, 4, 5] ).
In this paper we tackle the following fundamental problem: Given an application in form of a data-flow graph, schedule all operations as to minimize the total execution time while simultaneously determining an assignment of the operations to the PEs (binding) and shortest conflict free routes (routing) for the data. Remarkable is that this optimization process requires a combination of steps (scheduling, binding, routing) that also show up in other areas of VLSI. Traditionally, these aspects were dealt with sequentially; our approach is to deal with all of them at once, leading to better results.
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There are a number of previous approaches that tackle the problem heuristically. Bansal et al. [6] , present a priority-based list scheduling heuristic; they also hint at an integer linear programming (ILP) formulation, without getting publishable results. Dimitroulakos et al. [7] consider a variation, with the main focus being memory bandwidth.
The main contribution of this paper is an ILP formulation for the problem of simultaneous scheduling, binding and routing (SSBR) . As we will demonstrate, this allows using state-of-the-art ILP solvers to solve small-to mediumsized instances to optimality in less than an hour. Our exact procedure is augmented by a heuristic that is capable of solving large instances in very short time.
The rest of the paper is organized as follows. In the next section we give a short description of the configurable reconfigurable core (CRC) architecture. In Section 3 we describe our integer linear programming formulation. A new heuristic is described in Section 4. Both ILP and heuristic have been benchmarked on a set of instances. The computational results are given in Section 5. Concluding remarks are given in Section 6.
CRC ARCHITECTURE
The CRC is a parameterizable model for a processor-like reconfigurable architecture. The term processor-like reconfigurability [8] alludes to the ability of the architecture to perform reconfiguration as part of the regular execution pace. As opposed to FPGAs, whose reconfiguration phase takes several clock-cycles, processor-like reconfiguration allows instantiation and execution of exactly that part of a circuit that is needed in the current clock-cycle. The CRC architecture has been shown to increase performance when targeted to an application domain such as computer vision [9] , and to introduce new power optimization possibilities [10] .
One possible instance of the CRC model, developed at the University of Tübingen, is depicted in Figure 1 consists of a two-dimensional array of processing elements (PEs), surrounded by an interconnection network. The array geometry, i.e., its length and width, and the type of interconnection network are parameters of the model. In the following, we consider a nearest-neighbor network variant. It means each PE may only transfer and receive data to/from horizontally or vertically adjacent PEs. A PE may also be used as a routing element. In that case, it preserves its ability to execute one operation. The PEs on the border of the array provide access to ports and memory modules. Each PE is composed of a finite-state machine module and a data path. Extremely fast reconfiguration (within one clock-cycle) is obtained by providing each PE with a context memory. In the beginning of a cycle, the finite-state machine reconfigures the PE by selecting one entry of the context memory. Each entry provides information that will determine which operation is to be executed in the functional unit, where the operands come from, and where the result of the operation is to be stored. This CRC instance admits as operations all C operators, excluding / and %. Operands may come from any neighbor or from the internal PE register set. Similarly, the result of an operation may be stored in the internal register set or routed to another PE.
During the execution phase, each PE will use input data produced in previous cycles, possibly by other PEs. It will also produce new data that should be routed to the points where it is needed. In order to take advantage of fast reconfigurability, a proper temporal and spatial partitioning of the application must be found. Operations should be bound to PEs that are close to the origin of their input data, as transferring data is quite power-consuming. Consequently, a lowcost routing is extremely important.
ILP FORMULATION
The SSBR problem is NP-complete even for very simple types of data-flow graphs [11] ; as a consequence, only heuristic solution methods have been published. In this section, we describe our ILP-based exact algorithm; to the best of our knowledge, it is the first algorithm for the SSBR problem that yields provably optimal results in reasonable time, for instances up to about 100 tasks. These optimal solutions serve as benchmarks for the development of superior heuristics (see Section 4).
Our formulation considers two different objective functions: the first aims at minimizing the number of clockcycles needed to process a given data-flow graph; the other tries to minimize the storage times of intermediate values, given an upper bound on the total number of clock-cycles. Thus, solutions to this second ILP are more energy-efficient, because less data has to be transferred between PEs.
As we have stated above, we expect that the application to be executed is given as a directed acyclic data-flow graph G = (V, A), unrolling loops if necessary.
There are three more parameters that strongly influence size and complexity of the ILPs. The most important one is an upper bound on the number of clock-cycles, C. One way of computing this bound is the heuristic presented in Section 4; the closer this value is to the optimum, the smaller the resulting ILP; in general, the size of the ILP is positively correlated to the time needed for solving it. The other two parameters are the architecture dimensions N × M . These parameters also influence the ILP size; note that they can have an effect on the solution value. When decreasing N and M , the optimal number of clock-cycles will increase, until there is no more feasible solution to SSBR.
Finally, each PE can communicate to its four axisparallel neighbors. We allow each PE to either store or compute one new intermediate result per clock-cycle.
In the following we provide details of our formulation. This is done in three steps: first we introduce the variables used in the model (Section 3.1); then we list all of the constraints (Section 3.2); finally, we describe the two objective functions (Section 3.3).
Variables
We employ four different kinds of binary variables: operation, storage, auxiliary storage, and usage variables. Operation variables x isnm specify when and where an operation is executed. Setting x isnm to one indicates that operation i is executed on the PE with indices n and m in clock-cycle s. Storage variables y isnm indicate that the result of an operation is stored for later use. A value of one for y isnm means that in clock-cycle s the result of operation i is stored on PE (n, m); auxiliary storage variables z asnm allow for conjoint routing of results to more than one target. If z asnm is equal to one, at clock-cycle s the result of operation i is stored for operation j on PE (n, m). Here i and j are the source and target of edge a = a ij ∈ A. We introduce usage variables u s for technical reasons only. A variable u s is set to one if at least one PE is used in step s.
The scheduling part of our ILP formulation is based on [12] , which proposes a preprocessing algorithm for reducing the number of variables. This is based on as-soon-aspossible (ASAP) and as-late-as-possible (ALAP) scheduling algorithms. As a consequence, operation variables x isnm have indices s ∈ S i := {1 + ASAP(i), . . . , C − ALAP(i)}, storage variables y isnm have indices s ∈ S i := {2 + ASAP(i), . . . , C − 1} and auxiliary storage variables z aij snm have indices s ∈ S aij := {2 + ASAP(i), . . . , C − 1 − ALAP(j)}, instead of s ∈ {1, . . . , C}.
Constraints
Each operation has to be executed exactly once. This is expressed by the following assignment constraints:
The edges of the graph describe predecessor-successor relationships. They are reflected in timing constraints,
If for an edge a ij , operation j is to be executed before or in clock-cycle s, operation i is a predecessor of j and must not be scheduled in cycle s or later.
Constraints (1) and (2) are taken from [12] ; the polyhedron described by these two constraints is integral. This is no longer the case after more constraints have been added.
The resource constraints enforce that each PE can only execute or store one operation at a time:
Here, "1 cond " equals 1 iff the condition cond is true. There are three types of storing constraints. If for an arc a ij , j is not scheduled directly after i, the result of operation i has to be stored. This is indicated by a value of one for the corresponding variable z aij snm . Let
denote the clock-cycle in which operation k is executed. Then for an edge a ij exactly s j − s i − 1 of the z-variables need to be set to one. This is expressed by
An auxiliary storage variable z aij snm may only be set to one if operation i has been processed before clock-cycle s,
The right side of (5) is at most one, so the same intermediate result of operation i for the same operation j at any given clock-cycle s can exist only once. In order to allow the same result as an input to different operations, the auxiliary storing variables are linked to the storing variables as follows:
This allows both conjoint routing for multiple purposes and "split" storing while routing the same result to different PEs.
The
Otherwise, the result of i needs to be stored and routed to j in the next clock-cycles. If a result is stored and then used by another operation, there are three additional combinations for the relative location of two successive assignments:
(i) between x isnm and the corresponding z a(s+1)nm ;
(ii) between consecutive storings z asnm and z a(s+1)nm ;
(iii) and between the last storage z asnm and y j(s+1)nm .
These combinations are dealt with by the following location constraints, ∀ a ij ∈ A(G) ∀ s = 1, . . . , C − 1:
Note that the variables need only be included for those time steps in which they are defined; we omitted the "1 cond "-expressions for better readability. Step 1
Step 3
Step 2
Step 4 If some PE is used in clock-cycle s, we need to set the corresponding usage variable; this yields the usage con-
The polyhedron described by constraints (1) through (10) contains all feasible solutions to the simultaneous scheduling, binding and routing problem. In the next section we add two objective functions to either minimize the number of clock-cycles or the number of stored intermediate results to completely process a given data-flow graph.
Objective Functions
We now give two alternative objective functions for the polyhedron of all feasible solutions to the SSBR problem.
The first aims at minimizing execution time; this can be done by minimizing the sum of the usage variables u s :
There are many scenarios where execution time is secondary to energy consumption, as the latter corresponds to the routing effort. Given a maximal number of clock-cycles in our model, this objective can be expressed by Algorithm 1: Our heuristic algorithm. Bind labeled operation 20
Mark PE in next step 21
Before evaluating the ILP approach in Section 5, the following section is dedicated to a heuristic algorithm.
HEURISTIC
Now we describe our heuristic for the SSRB problem; it was primarily designed for providing an upper bound on the number of clock-cycles to be used as an input parameter for the ILP formulation. Even by itself, it computes near-optimal solutions in very short time. Our heuristic is similar to the algorithm proposed by Bansal et al. [6] in that we assign priorities to PEs and operations and do clock-cycle binding. The approach in [6] seems to require an exponential-time subroutine called IsRoutable to integrate routing in the scheduling and binding part of their heuristic. In our approach, the routing of intermediate results is included in the step-wise procedure. Thus, no routings over more than one step need to be computed. The pseudo-code of our heuristic is given below.
The algorithm handles one clock-cycle in each iteration of a while loop. This loop terminates when all operations have been mapped or a deadlock condition is discovered. First, OpAvail is filled with all operations that are available in the current step s, i.e., all operations whose predecessors have already been scheduled. To increase the performance, operations with in-degree 0 whose successors will not be available in the next step are removed from OpAvail. As operation priorities, we first consider the in-degree of a vertex, giving higher priority to vertices with many predecessors. In case of equality, the number of nodes on the longest path from Op is taken into account. Next, PEAvail is filled with all N × M PEs. We have compared three basic PE orderings: the "line-up" order sorts the PEs according to rows and columns, so that prio(n, m) = n + m · N . The "snake" order proposed in [6] starts with a central PE and then rotates around it. However, the priority that turns out to be best measures the distance to the closest architecture corner, preferring PEs in central positions: prio(n, m) = min{n, N − n} + min{m, M − m}, where N and M denote the smallest even integers greater or equal to N and M , respectively. Figure 4 illustrates the priorities for two example grids; PEs with the same priorities are colored in the same shade of gray. In order to avoid blocking, we have developed a special labeling system. Whenever the algorithm decides that an operation is executed or stored on a certain PE, we check if the operation has any successors that have yet to be scheduled; in that case we label the respective PE in the following time step, forcing the heuristic to reserve a reachable PE. However, we do not want labels to block a certain PE for more than one time step, so we allow moving them within the region reachable from their initial position. Marks are removed as soon as all successors of the respective operation have been bound, or at the end of the following iteration when the result is fixed to a PE.
The rest of the while loop can be divided into three parts: the first two deal with the available operations in the order of their priorities, the third buffers results needed for operations that are not yet available.
In the first part we iterate through all relevant PEs to find a feasible embedding for the current operation i (ll. [6] [7] [8] [9] [10] [11] [12] . In doing so, preference is given to PEs with high affinities, which are computed for each individual operation i as follows. For each previously mapped predecessor j of a successor of i, we add an affinity point to every PE that lies at a distance of less than or equal to two from the location of j. Only in case of equal affinity, general PE priority is used.
If no feasible PE can be found, we enter the second part, in which the predecessors of operation i are moved to PEs that are as close to each other as possible (ll. 13-18). This is done to work towards a possibility of binding the operation in a subsequent clock-cycle.
The last part of the algorithm (ll. 19-21) handles leftover labels. These labels are placeholders for results required for the processing of operations that become available at a later time. The results are promptly fixed to PEs in the current clock-cycle. Instead of storing a result on the labeled PE, we compute its affinities to the reachable PEs as above and prefer PEs with higher affinity.
COMPUTATIONAL RESULTS
Now we demonstrate the usefulness of our approaches for solving the simultaneous scheduling, binding and routing problem. All computational experiments were carried out on an AMD Athlon64 X2 3800+, equipped with 2GB RAM, running under Linux. We used ILOG CPLEX 10.0 as the ILP solver, selecting eleven different benchmark instances from our code library. We tried hard but could not obtain the instances used in [6] .
As the number of steps computed by the heuristic is used as an input parameter C of the ILP, we first discuss the results of our heuristic, as listed in Table 1 for the different instances. The first three columns give instance names, number of operations, and number of arcs of the data flow graph. The next columns give architecture dimensions, running time, and resulting number of clock-cycles. All in all, running times are negligible. For the ellip and xor4 instances, the heuristic cannot come up with a solution for too small dimensions.
In Table 2 we give the results for our ILPs. The first column shows instance names, with dimensions of the data flow graphs being the same as in Table 1 . The second column lists the architecture dimensions. The third column shows the upper bound on the number of clock cycles. The column labeled "time[sec]" gives the time for solving the ILP for the objective function shown in the previous column; for smallto medium-sized instances, running times are tolerable. In the last column the optimal solution value as determined by the ILP is given for the objective functions (11) and (12) . All other instances listed in Table 1 are not solvable in a time limit of 30 minutes.
CONCLUSION
In this paper we have presented the first exact method for the problem of simultaneously scheduling, binding, and routing a given data-flow graph for a coarse-grain reconfigurable array, such as the CRC architecture developed at the University of Tübingen. We demonstrate that state-of-the-art ILP solvers are able to solve this problem in reasonable time for small-and medium-sized instances. For larger instances we have developed a new heuristic that is able to compute nearoptimal solutions in negligible time. The CRC is a parameterizable architecture model and also supports operator-chaining, multi-cycle operators and pipelining. We are optimistic to extend the ILP and the heuristic to adapt to architecture changes and yet unsupported functionality. 
