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Abstract. Agents’ heterogeneity is recognized as a driver mechanism for the
persistence of financial volatility. We focus on the multiplicity of investment
strategies’ horizons, we embed this concept in a continuous time stochastic
volatility framework and prove that a parsimonious, two-scale version effectively
captures the long memory as measured from the real data. Since estimating
parameters in a stochastic volatility model is challenging, we introduce a robust
methodology based on the Generalized Method of Moments supported by a
heuristic selection of the orthogonal conditions. In addition to the volatility
clustering, the estimated model also captures other relevant stylized facts,
emerging as a minimal but realistic and complete framework for modelling
financial time series.
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1. Introduction
In 1963 [1, 2] Benoˆıt Mandelbrot refers to the volatility clustering as “large changes
tend to be followed by large changes, of either sign, and small changes tend to be
followed by small changes”. Since then this effect has remained one of the most
intriguing properties exhibited by financial time series. In the early Nineties the long
memory property of absolute stock market returns was independently investigated
by [3] and [4]. In the former work, after amending absolute price changes from
the heteroscedasticity due to seasonal effects, the authors find a persistent positive
autocorrelation declining hyperbolically with the time lag. In the latter, analysing
the daily closing prices of Standard&Poor 500 index for the time span January 3 1928
- August 30 1991, Ding and collaborators study the power correlation of absolute
returns |rt|d for positive d, finding a strong persistence especially for d close to one.
The slow decay of the volatility can be ascribed to two rather different
mechanisms. Agent Based Models provide a first explanatory framework, where
macroscopic evidences are explained in terms of microscopic interactions among
market participants. As clarified in the seminal papers [5, 6] the alternation of
the economic agents between chartist and fundamentalist regime can be identified as
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the source of the observed volatility clustering, an empirical signature of persistence.
The same mechanism leading to the previous regime switching is further investigated
in [7, 8], where the minimal assumptions required for an agent based model to capture
the empirical stylized facts are identified. In a different approach [9] persistence is
induced by the coexistence of agents differing in their perceptions of the market,
risk profiles, institutional constraints, degree of information, prior beliefs, and other
characteristics such as geographical locations. In [10] the role of heterogeneous time
horizons for the investment strategies is specifically addressed. In [11] the daily, weekly
and monthly time scales are isolated as the relevant ones, while the first direct evidence
of these three scales as well as an attempt to capture them with an ARCH model is
provided in [12]. As a major achievement of the latter work we see that a small subset
of time scales succeeds in capturing the long run behaviour of the squared return
correlation. Interestingly, those horizons reflect typical time scales of the human
activity, which noticeably follow a pseudo-geometric progression [13]. Generalizing
the concept of a finite mixture of time scales to a continuum of agents, an attractive
intuition is that the integrated effect of exponential heterogeneous strategies may lead
to persistence. On a formal basis, this amounts to expressing the correlation function
as
C(τ) =
∫ 1/τmin
0
exp (−τ/τagent) p(1/τagent)d(1/τagent) ,
which at the leading order for τ → +∞ is determined by the behaviour of the density
p(1/τagent) around the origin. Indeed, by virtue of Watson’s Lemma, we obtain
C(τ) ∼ 1/τ1+α provided that p(1/τagent) ∼ τ−αagent with α > −1.
As far as the distributional properties of the volatility proxies are concerned,
in [14] the inverse gamma distribution is identified as an effective approximation
for both the low and high volatility regimes. The simplest model reproducing this
distribution as a result of a volatility feedback effect corresponds to an ARCH-like
equation which, in the continuous time limit, reads as a Langevin equation
dσ
dt
= −κ(σ − σ∞) + η σ ζ(t) ,
with κ, σ∞, η positive constants. For this specific case, the stationary distribution of
the volatility has the form of an inverse gamma
λν
Γ(ν)
e−λ/σ
σ1+ν
with ν = 1 + 2κ/η2 and λ = 2κσ∞/η2. In the following Section we propose an
approach inspired by this evidence about the volatility, as well as by the idea of a
mixture of heterogeneous investment horizons, in a spirit similar to the Heston multi-
factor model [15].
The remainder of the paper is organized as follows: in Section 3 we derive
analytical expressions for the leverage and volatility autocorrelation, while in Section 4
we detail a calibration procedure which is inspired by the Generalized Method of
Moments. We conclude in Section 5. The analytical derivations are postponed in the
three Appendices at the end of the paper.
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2. The model
A quite general expression for the asset price at time t, reminiscent of the Geometric
Brownian motion paradigm, is given by
St = S0 exp (µ t+Xt)
where Xt is the stochastic centred log-return and µ a constant drift coefficient. In [16]
we assume that the time evolution of Xt can be modelled in terms of the stochastic
differential equation (SDE)
dXt = σt dW
X
t , (1)
where σt is the instantaneous volatility of the price and dW
X
t the increment of a
standard Wiener process. Since X0 is equal to zero, we also have E [Xt] = 0 and
E [lnSt − lnS0] = µt for any t. A common choice accounting for the stochastic
behaviour of the volatility, as measured by suitable proxies, is σt = σ(Yt) as a function
of an unobserved driving process Yt. General financial considerations regarding the
mean-reverting behaviour of the volatility process lead to a second SDE of the form
dYt = −κY (Yt − y∞) dt+
√
Σ(Yt) dW
Y
t , (2)
with κY = 1/τY > 0, and y∞ > 0. In [16] Σ(Yt) is equal to σ2Y Y
2
t with σY > 0,
from which it follows that σt is proportional to Yt. This choice leads to an inverse
gamma stationary distribution with shape and scale parameters ν = 1 + 2κY /σ
2
Y
and λ = 2κY y∞/σ2Y , respectively; in light of the considerations presented in the
Introduction, this is dictated by the will of recovering the most effective statistical
description of the volatility distribution. Different choices for Σ have been suggested in
the literature and among the most popular ones it is worth mentioning the Heston [17]
and Stein-Stein [18] models. For a complete overview of continuous time models
as well as widely employed discrete time approaches like ARCH, GARCH and their
generalizations, we suggest the handbook about financial time series [19].
Following the spirit of the Introduction, in this paper we extend the model given
by (1) and (2) allowing the instantaneous volatility σt to depend on multiple stochastic
unobserved factors. Before stating explicitly our model’s equations, it is worth noting
that such a generalization is inspired by the multi-factor stochastic volatility model
introduced by Bates in [15] as a possible description of the S&P 500 futures price,
and later revisited in [20] as a model for the dynamics of the volatility smirk in the
option pricing context. In the generalized form used in [21], the multi-factor model
with jumps reads
dXt =
N∑
i=1
√
Y it dW
i
t + dJ
X
t
dY it = − κi
(
Y it − yi∞
)
dt+ ηi
√
Y it dW
i+N
t + dJ
i
t , i = 1, . . . , N
(3)
where W 1t , . . . ,W
2N
t is a multivariate possibly correlated Brownian motion and
{JX , J1, . . . , JN} is a multivariate possibly correlated Poisson process with constant
intensities. In principle, each factor may be linked to the sensitivity of the economic
agents to different investment horizons, and in light of this heterogeneity the modelling
could reflect N volatility components. Our starting point is a special case of the
dynamics (3): we take N = 2, discard the jump contribution and assume perfect
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correlation between the Wiener processes of the two factors, corr(W2t ,W
2
t ) = 1.
However, at variance with equation (3) and as a major contribution of our paper,
we consider inverse gamma driving factors, each one being described by the same
mean-reverting dynamics provided in (2) with Σ proportional to the squared process.
Ultimately the model we are going to analyse reduces to
dXt = Yt dW
X
t + Zt dW
X
t
dYt = − κY (Yt − y∞) dt+ σY Yt dWYt
dZt = − κZ (Zt − z∞) dt+ σZ Zt dWZt , (4)
where we impose the initial time conditions Xt=0 = X0 = 0, Yt=t0 = y0 > 0 and
Zt=t0 = z0 > 0, with κY = 1/τY > 0, and κZ = 1/τZ > 0. We also indicate
νY = 1 + 2κY /σ
2
Y and νZ = 1 + 2κZ/σ
2
Z the tail exponents of the inverse gamma
stationary distributions of Yt and Zt. The correlation structure among the three
Brownian motions is described by the following matrix 1 ρXY ρXZρXY 1 ρY Z
ρXZ ρY Z 1
 .
It has to be noted that we assume different starting times for the volatility factors
and the return process, according to what is done in [16]. Indeed, as the processes Yt
and Zt are unobserved factors and we are mainly concerned with their dynamics at
the stationary state, we assume they start at t0 < 0 in the past and we recover the
stationary limit by letting t0 → −∞. On the other hand, Xt represents the observed
(detrended) logarithmic increment of the price for a fixed time lag and, therefore, it
seems natural to take the spot time t = 0 as a starting time for this lag.
Some considerations are due regarding our choice of the factors specification.
In [16] the single factor Yt corresponds (up to a constant) to the instantaneous volatility
itself. As such, Yt has a clear interpretation and its dynamics is chosen specifically
with the intent to accommodate the distributional properties of the volatility observed
in the reality. Here, in the spirit of the factor model (3), the evolution of log-returns is
given in terms of two additive factors; it follows that Yt and Zt can not be interpreted,
separately, as the return volatility (or possibly the variance as in ARCH/GARCH
models), but as the underlying unobserved factors. The choice of full correlation
between W 1t and W
2
t allows us to introduce formally σt = Yt+Zt and to motivate the
inverse gamma dynamics which drives the factors. Implicitly, this means that we give
up recovering exactly an asymptotic inverse gamma law for σt and we give priority
to capturing the observed, long range memory of the squared return correlation.
Nevertheless, we expect the tail asymptotic to be preserved under suitable assumptions
(see discussion at the end of this Section). Finally, we observe that generalization with
more that two factors is straightforward, but cumbersome, and would greatly simplify
if we assume corr(W 1t ,W
2
t ) = 0 in (3). However, the specific purpose of this work is
to show how our minimal choice is indeed able to capture the very consequences of
heterogeneity.
From [16] we know that a negative ρXY suffices to accommodate the observed
short range scaling of the return-volatility correlation; in Appendix B and in the
numerical section we set ρXZ equal to zero to prevent Zt from impacting the leverage.
Nonetheless, in what follows we derive the relation between the factors behaviour
and the moments of Xt under the general case of non trivial correlations between
the Brownian motions. As we show in Appendix A, the structure of the model (4)
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allows to compute the moments of the probability density function (PDF) of Xt at
all times t recursively. After cumbersome calculations, and by exploiting Itoˆ’s Lemma
to compute the cross correlations between the two volatility factors, it can be verified
that the moments of X can be expressed always as a superposition of exponential
functions of (t− t0)
E [Xnt ] =
n∑
i,j=0; i+j≤n
H
(n)
i,j (t; y0, z0) exp (Fi,j(t− t0)) , (5)
where the constants read Fm,n = F
Y
m + F
Z
n + mnρY Z
√
σ2Y σ
2
Z , with F
Y
m = −κYm +
m(m−1)σ2Y /2, and FZn = −κZn+n(n−1)σ2Z/2. The coefficients H(n)i,j depend on the
time lag t; more precisely, due to the linearity of the ODEs (A.2), they correspond to
a combination of exponential terms weighted by polynomials in t.
In the following, we report the explicit expressions of the coefficientsH
(n)
i,j (t; y0, z0)
for the case n = 2 (the constants k
(m,n)
i,j , which depend on the initial conditions y0, z0,
are defined recursively in Appendix A)
H
(2)
0,0 =
[
k
(2,0)
0,0 + 2k
(1,1)
0,0 + k
(0,2)
0,0
]
t ,
H
(2)
1,0 =
[
k
(2,0)
1,0 + 2k
(1,1)
1,0
] 1− exp (−F1,0t)
F1,0
,
H
(2)
0,1 =
[
k
(2,0)
0,1 + 2k
(1,1)
0,1
] 1− exp (−F0,1t)
F0,1
,
H
(2)
2,0 = k
(2,0)
2,0
1− exp (−F2,0t)
F2,0
,
H
(2)
1,1 = 2k
(1,1)
1,1
1− exp (−F1,1t)
F1,1
,
H
(2)
0,2 = k
(0,2)
0,2
1− exp (−F0,2t)
F0,2
.
Since t is finite, the coefficients H
(n)
i,j are finite quantities themselves, and all the
relevant information about the behaviour of E [Xnt ] in the stationary limit of Y and Z
is retained by the t0-exponentials in Equation (5). Given that F0,0 = 0, if all the Fi,j
for i, j = 0, . . . , n with i + j ≤ n are negative, E [Xnt ] is finite in the stationary limit
t0 → −∞, otherwise it diverges indicating the emergence of fat tails in the PDF pt(x)
of Xt. In the latter case the tail behaviour would be compatible with an hyperbolic
scaling with a tail exponent smaller than the order of the lowest diverging moment.
In [16] the hyperbolic scaling of pt(x) is induced by the power-law tail of the
asymptotic (inverse gamma) distribution of the volatility, and a simple relation exists
between the tail exponent of the latter and the order of the first diverging moment
of pt(x). In the present case, the asymptotic distribution of σt is that of the sum of
the two factors Y and Z, both inverse gamma distributed with tail indices νY and νZ
respectively. In the limit of Y independent of Z‡, the distribution of the sum behaves
as a power-law with tail index νσ = min{νY , νZ} = ν, see e.g. [22, 23]. Therefore,
the same mechanism discussed in [16], which triggers the divergence of the return
moments, applies here asymptotically in the absolute value |X|, and the PDF pt(x)
manifests a decay compatible with a power-law scaling with tail index determined by
the value of νσ.
‡ In fact, we make this assumption when estimating the model from the empirical data in Section 4.
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The theoretical PDF is also compliant with the more basic properties of the
returns. In particular, the stationary limit of (5), and the expression of H
(2)
0,0 , show that
the variance is linear in the return time lag t. Furthermore, the explicit expressions of
the functions H
(3)
0,0 and H
(4)
0,0 , not reported here for the sake of parsimony, would also
reveal that the skewness and kurtosis vanish in the limit of large t, according to the
observed Gaussian-like shape of the distribution for large time horizons.
3. Non linear dependence
In this Section we discuss the main properties of the return correlation structure
predicted by model (4), focusing on the return-volatility and the squared-return
correlation functions.
Model (4) inherits from the class of stochastic volatility models the important
property of absence of serial correlation, which is verified empirically with good
approximation. Despite this, financial returns can not just follow a random
walk process, since this would imply independent and identically distributed price
increments. Any non linear function of the returns would then exhibit zero
autocorrelation, a property that simply does not hold in practice. Empirical evidences
of this violation are the leverage effect and the volatility clustering. The former
refers to the negative correlation between past returns and the future instantaneous
volatility, measuring the tendency of the market volatility to increase after a price
downfall [24, 22, 25]; volatility clustering is usually expressed in terms of the persistent
correlation between squared returns or logarithm of absolute returns, implying that
large variations are more likely to be followed by large than small ones [3, 26, 27, 28, 29].
For a survey of contributions on the same topics from the econometric community, we
refer the interested readers to the reference list in [13, 30]. Our model deals explicitly
with these non linear correlation functions; their expressions, whose derivation we
postpone to Appendix A - Appendix C, provide a valuable analytical characterization
of model (4). This information can be exploited for the calibration of the model
from empirical data, but it is also crucial to grasp the relevant information about the
process time scaling, as we discuss in the rest of this Section.
3.1. Leverage effect
The leverage, a measure of the correlation between returns and volatility, is usually
defined as L(τ ; t) = E [dXt dX2t+τ ] /E [dX2t ]2. Empirically and for arbitrary t,
L(τ ; t) has been found to be negative and exponentially decaying for positive τ
and approximately zero otherwise: a correlation exists between past returns and the
volatility in the future and not vice versa.
For our case, a finite time, exact expression is derived in Appendix B; Equation
(B.2) reveals that the leverage function is characterized by the superposition of three
exponential functions, with different characteristic times τL, τ∼L, τ<, which are
ordered according to the following hierarchy:
τL =
2
2− τY σ2Y
τY =
νY − 1
νY − 2τY ;
τ∼L =
(
1
τY
− σ
2
Y
2
+
1
τZ
)−1
=
τZ
τZ + τL
τL < τL ;
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τ< =
[
2
(
1
τY
− σ
2
Y
2
)
− σ
2
Y
2
]−1
=
2
4− τLσ2Y
τL =
νY − 1
2νY − 3τL .
If νY → 3+, τL converges to 2τY , while for νY → +∞ we have that τL goes to τY . The
time scale τ∼L is strictly smaller than τL; however, we are implicitly assuming that
the characteristic time of the Z process accounts for the volatility persistence, that is
τZ  τL, implying that τ∼L is expected to be only slightly smaller than the leverage
scale. Ultimately, if νY → 3+, τ< converges to 2τL/3, while under the Gaussian limit
we have that τ< converges to τL/2. In fact, the three leverage scales are constrained in
a narrow range, which empirically has been found to be of order ten days for indexes,
or even larger for single stocks [22].
3.2. Autocorrelation function of squared increments
The volatility clustering is commonly measured by the quantity E
[
dX2t dX
2
t+τ
]
and
the volatility autocorrelation can be estimated in terms of the following normalized
quantity
A(τ ; t) = E
[
dX2t dX
2
t+τ
]− E [dX2t ]E [dX2t+τ ]√
Var[dX2t ] Var[dX
2
t+τ ]
. (6)
To complete our analytical characterization of the two-factor model (4), in Appendix
C we derive the explicit expression of (6). At variance with the one previously
found in [16] and which is unable to capture the persistence of the volatility, the
expression (C.7) features five different exponential scales τ
(i=1,...,5)
A . Similarly to the
leverage, the characteristic times are organized in a hierarchy as follows
τ
(1)
A = −
1
FZ2
=
τL
τY
τZ = τ>Z > τZ ,
τ
(2)
A = −
1
FZ1
= τZ ,
τ
(3)
A = −
1
FY1
= τY < τL ,
τ
(4)
A = −
1
(FY1 + F
Z
1 )
=
τZ
τZ + τY
τY < τY ,
τ
(5)
A = −
1
FY2
=
τL
2
.
For νY varying in (4,+∞), τY is inferiorly bounded by 2τL/3, while the upper bound
is given by τL. Therefore τ>Z ranges between τZ and 3τZ/2, and we can conclude that
the previous five scales indeed cluster into two groups, a long-range and a short-range
one: the first set is {τZ , τ>Z}, whose typical scale is given by τZ , while the second
one contains the three remaining scales, superiorly bounded by τL and of order τY .
Ultimately, we can appreciate the very reason why model (4) has been enriched by
a second factor process Zt w.r.t. the one proposed and discussed in [16]. Through
the coupling provided by ρXY 6= 0, Yt is entirely responsible for the emergence of the
leverage; conversely, the Brownian motion driving Zt is decoupled from W
X
t , can not
interfere with the leverage, and can not constrain its hierarchy of time scales, as it
happens in [16]. In model (4) Zt provides the degree of freedom required to capture the
persistence of volatility. It is not difficult to imagine that extra volatility factors would
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induce a new plethora of time scales. However, even though the analytical tractability
would be preserved, this would come at the cost of an overwhelming burden of messy
calculations.
4. Calibration via Generalized Method of Moments
In this Section, we propose and discuss an application of the Generalized Method of
Moments to the estimation of the model’s parameters from en empirical time series of
price increments.
The stochastic model (4) is characterized by twelve free parameters, τY , y∞, y0,
σ2Y , τZ , z∞, z0, σ
2
Z , ρXY , ρXZ , ρY Z , and µ. Estimating parameters in a stochastic
volatility model is a challenging task. This is primarily due to the latency of the
volatility state variable. Indeed, in different approaches to volatility modelling, like
ARCH and GARCH models, the likelihood function is readily available. This problem
has inspired many scholars, and there is a specialized literature on computationally
intensive methods mimicking likelihood-based inference. In general, these belong to
the class of non linear filtering methods, and among possible approaches we mention
Kalman filters, Particle filters, and Monte Carlo Markov Chain approaches. For
more techniques and further discussion we refer the reader to the handbook [19].
Here we take the opportunity to quote the interesting proposal discussed in [31] and
rooted on the spectral approach to nonlinear filtering. A relatively simpler approach
to estimation, which does not rely on any ad hoc approximation of the density of
returns, is based on the computable moments of the model. For continuous-time
stochastic volatility models, it is generally very hard to derive closed form solutions
for the return moments, but this is not the case for the model under consideration.
For this reason, we follow a methodology inspired by the Generalized Method of
Moments (GMM). An introduction to the GMM, based on Hansen’s formulation of
the estimation problem [32], is provided by [33] in Chapter 14. Given T observations
{Wt} for t = 1, . . . , T , each one being an h dimensional vector, and a vector
θ ∈ Rk of unknown parameters, in order to apply GMM there should be a function
h(θ,Wt) : Rk × Rh → Rr characterized by the property that
E [h(θ,Wt)] = 0 . (7)
These r equalities are usually described as orthogonality conditions. The basic idea of
GMM is to replace these conditions with sample averages and to solve the following
optimization problem
θˆ = argmin
θ∈Θ
(
1
T
T∑
t=1
h(θ,Wt)
)t
Ωˆ
−1
T
(
1
T
T∑
t=1
h(θ,Wt)
)
, (8)
where ΩˆT is a positive-definite weighting matrix depending on the available data set
and on the value of θ itself. The practical procedure is the one which follows. An
initial estimate θˆ
(0)
is obtained by minimizing the previous quantity with an arbitrary
choice of ΩˆT , e.g. ΩˆT = Ir×r. Supposing that h(θ,Wt) is serially uncorrelated, the
estimate θˆ
(0)
is then used in
ΩˆT =
1
T
T∑
t=1
h(θˆ
(0)
,Wt)h
t(θˆ
(0)
,Wt)
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to arrive to a new GMM estimate θˆ
(1)
. This process can be iterated until an arbitrary
stopping criterion is invoked §. If θ¯ denotes the true value of θ, the theory behind the
GMM states that θˆ
(1)
is approximately distributed as Normal(θ¯, Vˆ T /T ) with
Vˆ T =

∂
∂θ
(
1
T
T∑
t=1
ht(θ,Wt)
)∣∣∣∣∣
θ=θˆ
(1)
(k×r)
Ωˆ
−1
T
∂
∂θt
(
1
T
T∑
t=1
h(θ,Wt)
)∣∣∣∣∣
θ=θˆ
(1)
(r×k)

−1
.
For the case under consideration we have θt =
(
µ, τY , y∞, y0, σ2Y , τZ , z∞, z0, σ
2
Z , ρXY , ρXZ , ρY Z
)
,
while the orthogonality conditions can be obtained computing the lowest order mo-
ments of returns, the leverage correlation, and the squared return autocorrelation
E [h(θ,W t)] = E

∆Xt
|∆Xt| −
√
2∆t
pi
∑1
l=0
(
1
l
)∑1−l
i=0
∑l
j=0 k
(1−l,l)
i,j e
Fi,j(t−t0)
(∆Xt)
2 −∆t∑2l=0( 2l
)∑2−l
i=0
∑l
j=0 k
(2−l,l)
i,j e
Fi,j(t−t0)
|∆Xt|3 −
√
8∆t3
pi
∑3
l=0
(
3
l
)∑3−l
i=0
∑l
j=0 k
(3−l,l)
i,j e
Fi,j(t−t0)
∆Xt∆X
2
t+∆t −∆t2 (C2,0 + 2C1,1 + C0,2)2 L(L′∆t; t)
...
∆Xt∆X
2
t+L∆t −∆t2 (C2,0 + 2C1,1 + C0,2)2 L(L′′∆t; t)
∆X2t ∆X
2
t+K′∆t −∆t2 × r.h.s. of Equation (C.7) for τ = K ′∆t
...
∆X2t ∆X
2
t+K′′∆t −∆t2 × r.h.s. of Equation (C.7) for τ = K ′′∆t

= 0 ,
where ∆Xt = lnSt+∆t − lnSt − µ∆t, ∆t = 1/250 yr. In the previous equation, the
conditions referring to the return-volatility and the squared return correlations depend
on the four positive integers L′ < L′′, K ′ < K ′′. The choice of these values can be
made based on a prior analysis of the time scales of the correlation functions, and
will be detailed later on. Thus, the dimension r of the vector h(θ,W t) reduces to
4 + L′′ − L′ + 1 + K ′′ −K ′ + 1. From an econometric point of view the problem of
the estimation of parameters is cast into a sound statistical framework. By means of
GMM we can obtain an estimate of central values and associated statistical uncertainty
for all the unknowns of the problem. However, the quantity to be optimized is
highly non linear, the optimization procedure of the twelve dimensional problem
is per se problematic, and finding a solution under blind search can be extremely
demanding. For this reason, we prefer to proceed by invoking some reasonable
arguments concerning the nature of the problem under study. The starting point of our
§ When the process h(θ,Wt) for t = 1, . . . , T is serially correlated, the Newey-West estimate for ΩˆT
can be used, please refer to equation 14.1.19 in [33] for further details.
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heuristic is the observation that, until now, we have devoted little attention to the role
played by the parameter t0. In principle it could be treated as an unknown parameter,
however its role is quite different from that played by the others. Since it mainly
determines the regime of the factors processes, we assume t0 → −∞ as done in the
previous work [16]. Said differently, we assume that the data we are observing reflect
stationary realizations of Yt and Zt. Under this regime, mean-reverting processes do
not depend on the initial time values y0 and z0 any more, and we identify y∞ with
y0, and z∞ with z0. Moreover, both Yt and Zt are unobserved processes reflecting
the presence in the market of investment strategies with heterogeneous time horizons.
Even though this assumption could be relaxed, it is plausible to assume that the
Brownian motions driving those processes are uncorrelated. If we fix ρY Z = 0 the
problem greatly simplifies since all Fm,n reduce to F
Y
m + F
Z
n , and all terms Cm,n
split into Cm,0 × C0,n. In [16] we prove that ρXY < 0 suffices in order to reproduce
the leverage effect. Since we do not want that the incorporation of the extra factor
Zt has a relevant impact on the leverage, we fix ρXZ equal to zero. Finally, the
considerations that follow Equation (5) in Section 2 have clarified the way the tail
exponent of the distribution of the volatility factors is responsible for the divergence
of the moments of Xt. If Yt and Zt were characterized by two different tail exponents,
the order of the first divergent moment of Xt should be determined by the lowest of
them. In this respect the role played by the highest exponent would be spoiled by
the other one. We therefore assume that the stationary distributions of Yt and Zt
have the same shape parameter ν = νY = νZ . Now the reduced vector of parameters
reads θt = (µ, y∞, z∞, τY , τZ , ρXY , ν), while the orthogonality relations simplify. For
instance, the first four relations reduce to
E [∆Xt] = 0 ,
E
[
|∆Xt| −
√
2∆t
pi
(y∞ + z∞)
]
= 0 ,
E
[
(∆Xt)
2 − (y∞ + z∞)2∆t+ y
2
∞ + z
2
∞
ν − 2 ∆t
]
= 0 ,
E
[
|∆X|3 −
√
8∆t3
pi
(ν − 1)2
(ν − 3)(ν − 2)(y
3
∞ + z
3
∞)
]
− E
[
3
√
8∆t3
pi
ν − 1
ν − 2(y∞ + z∞)y∞z∞
]
= 0 , (9)
and the numerator of the leverage for positive τ becomes
ρXY
√
8
τY (ν − 1)
{[
Cst2,0C
st
0,1 −
ν − 1
ν − 3y∞C
st
1,0C
st
0,1
]
exp
[
−
(
1 +
ν − 2
ν − 1
)
τ
τL
]
+
[
Cst2,0C
st
0,1 + C
st
1,0C
st
0,2 − z∞
(
Cst2,0 + C
st
1,0C
st
0,1
)]
exp
[
−
(
1 +
τL
τZ
)
τ
τL
]
+
[(
ν − 1
ν − 3y∞ + z∞
)(
Cst2,0 + C
st
1,0C
st
0,1
)]
exp
(
− τ
τL
)}
,
where the superscript st stands for the stationary regime corresponding to t0 → −∞,
and we recall that τL = (ν − 1)τY /(ν − 2). Even though the leverage correlation
introduces a superposition of three exponential functions, we have seen at the end
of the Section 3.1 that the characteristic exponents are of the same magnitude and
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are all dominated by τL. For this reason, and recalling that the typical decay time
for the leverage is smaller than one hundred days, to perform the optimization we fix
L′ = 1, L′′ = 250, and solve the problem for the first 254 orthogonal relations. This
greatly enhances the convergence of the numerical algorithms. Once an estimate of
τL is found, we fix K ′ equal to two times the integer part of τL, K ′ = b2τLc ‖ and
K ′′ = 250, and we perform the final optimization on the entire set of 254+K ′′−K ′+1
orthogonal relations. The latter relations, which correspond to the volatility structure,
should be fixed using the whole range for the lagged correlation, and not just the lags
above the leverage. However, we preliminarily perform the numerical optimization
with K ′ running from one to the mentioned level and we see that the fit worsens. The
reason comes from the very structure of the expression which appears in the r.h.s. of
Equation (C.7). As commented in Section 3.2, the lagged correlation is dominated
by two time scales, the first one is of order of τL, while the second one is the long
run component. When K ′ = 1, we are fitting the behaviour of the whole curve, but
for low lags it is largely determined by the scaling of the leverage. The results of
our numerical explorations show that the low lags part of the curve is hard to be
reproduced while the long run component is always well described. When we reduce
K ′ to one the optimizer tries to catch up at short lags but at the cost of an even worst
distortion of the autocorrelation for intermediate lag values, please refer to Figure 2
for a visual comparison of the cases K ′ = 1 and K ′ = b2τLc. In light of these results
we decide to perform the GMM favouring the long run behaviour. An alternative
and less abrupt approach could be a weighted optimization on the entire curve with
weights in the matrix ΩˆT that change smoothly from zero to one from low to high lag
values. Finally we perform the GMM just one time and we obtain θˆ
(1)
and Vˆ T /T .
In order to compute a consistent estimate of σ2Y and the associated confidence level,
we can extract a random sample from Normal(θˆ
(1)
, Vˆ T /T ) and obtain a statistics of
σ2Y through the relation 2/(τY (ν − 1)). We proceed in an analogous way for σ2Z , and
for τL = τY (ν − 1)/(ν − 2). The time series on which we perform the analysis is the
same used in [16], and it consists of a data set from the Standard & Poors 500 index
daily returns from 1970 to 2010. This allows to evaluate the ability of the extended
model to capture the persistence of the volatility, not only in absolute terms but also
in comparison with the previous estimate from a simpler model. In Table 1 we report
the central values θˆ
(1)
, the standard errors σˆT =
√
diag(VˆT /T ), and the correlation
structure ρˆT = VˆT /(T σˆT σˆ
t
T ) for all the parameters. As far as the other relevant
parameters of the model are concerned, we have σ2Y = 9.9±1.9, σ2Z = 1.58±0.07, and
τL = 0.10 ± 0.02 yr. The new values confirm the goodness of the estimate provided
in [16], in particular the value of ρXY is strictly negative and the level of the tail
exponent ν predicts the divergence of moments higher than the fourth one. More
interesting to comment is the relationship between the different time scales involved
in our process. Indeed, the shortest time scale corresponds to the typical relaxation
time of Yt, which is found to be equal to 0.07 ± 0.01 yr and is therefore dominated
by the leverage time scale 0.10 ± 0.02 yr (to be compared with the old estimate for
τL in [16] which is 0.09 yr). The new time scale τZ for the process Zt is found to be a
factor of six larger than that of Yt. In Figures 1 and 2 we plot the leverage function
‖ In the following we adopt standard mathematical notation b·c for the integer part function.
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Figure 1. Analytical description of the empirical leverage correlation with values
of parameters estimated by GMM with K′ = b2τLc.
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Figure 2. Empirical volatility autocorrelation function of the daily returns of
the S&P500 index 1970-2010 (data points), and analytical descriptions: bold and
dotted lines, new expressions with GMM estimates for different values of K′;
dashed line, formula and values of parameters as in [16].
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Fit K′ = 1
and the normalized autocorrelation of squared returns. The exponential decay of the
leverage is described correctly by the analytical formula, and no relevant differences are
noticeable with respect to the description obtained via the model introduced in [16].
Different considerations apply to the persistence of the volatility as predicted by the
extended model. The presence of the slow volatility factor Zt introduces a longer
time scale allowing to capture the long range memory of the autocorrelation function.
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Table 1. Estimated values of the parameters (K′ = b2τLc) from daily returns of
the S&P500 index 1970-2010 .
θˆ
(1)
σˆT ρˆT
µ
y∞
z∞
τY
τZ
ρXY
ν
2.1× 10−4
0.095
0.052
0.07 yr
0.40 yr
−0.77
4.15
6× 10−5
0.004
0.004
0.01 yr
0.02 yr
0.09
0.01

1.00 −0.01 0.02 −0.28 −0.01 −0.01 −0.01
−0.01 1.00 −0.97 −0.04 −0.14 0.00 0.99
0.02 −0.97 1.00 0.03 0.25 0.00 −0.94
−0.28 −0.04 0.03 1.00 0.05 0.01 −0.05
−0.01 −0.14 0.25 0.05 1.00 0.00 −0.12
−0.01 0.00 0.00 0.01 0.00 1.00 0.00
−0.01 0.99 −0.94 −0.05 −0.12 0.00 1.00

This is evident from the comparison between the dashed line, corresponding to the old
model, and the bold one, corresponding to model (4). Our results demonstrate the
ability of a multi-factor approach to stochastic volatility to effectively describe several
phenomena. In particular, even in the simplest version of a two factor model, it is
able to capture the emergence of multiple time scales for the volatility autocorrelation
as well as the exponential decay of the return-volatility correlation. The measured
value for the tail parameter ν is coherent with the internal consistency of the model
requiring ν to be greater than four (in order for Equation (C.7) to converge in the
stationary limit). In particular, ν = 4.15 predicts an hyperbolic decay of the daily
return distribution which captures correctly the non Gaussian probability of extreme
events in the real data.
5. Conclusions
In this work the model for the description of financial stylized facts proposed in [16]
is amended from the unrealistic fast decay of the volatility autocorrelation. This is
achieved introducing an extra stochastic factor driving the volatility. In principle the
number of factors could be increased at will, but the analytical tractability of the
resulting model would be hardly exploitable. The intuition behind this generalization
traces back to the early empirical analysis of the FX market in [9] and the model in [10],
where the role played by heterogeneous investors is strongly emphasized. Evidences
from these papers are rooted in the econometric analysis of publicly available financial
time series, but a convincing micro-founded model is still lacking. Access to electronic
order book data and to agents’ identifiers would allow to estimate the individual
components of this heterogeneity. An even approximate estimation of the distribution
of typical investment horizons from this information would provide a valuable trader-
based foundation.
With respect to previous approaches and analyses of continuous-time stochastic
volatility models, we believe that the calibration procedure proposed here represents a
further improvement and fulfils the desirable requirements of statistical soundness. At
the same time, it also allows to focus on those facts which are established as relevant
for the description of financial data. In particular, we pursue an heuristic approach to
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optimization that, reducing the dimensionality of the parameters space, retains only
those ingredients which are actually needed to capture the aforementioned empirical
evidences.
The stochastic volatility models discussed in this paper and in [16] are inspired
exclusively by the quest for a realistic description of financial data. In this quest, we
focus on continuous time modelling and do not consider aspects relating to possible
applications in the financial sector. In this respect, we should mention that important
progresses have been obtained by discrete time models. In particular, models with
multiscale ARCH volatility can also accommodate many stylized facts, like the fat
tails of returns, and reproduce consistently the dynamics of realized volatility, also
delivering accurate forecasts of the latter [34]. They also prove to be very flexible
tools for efficient option pricing and hedging purposes [35].
In our case, the emergence of power-law tails in the return distribution complies
with past empirical analysis [36], but also poses serious limitations to the usage
of the model in the context of option pricing. This is certainly true for vanilla
instruments, whose payoff grows exponentially with the log-price. On the other hand,
our framework could deliver, in principle, better estimates of the role played by rare
events for market risk evaluation.
On the whole, we believe our model achieves a remarkable degree of realism, higher
than previous attempts in continuous-time stochastic volatility modelling, yet allowing
for important analytical derivations, e.g. that of the moments of the return probability
distribution. Fairly enough, this comes at the price of elaborate manipulations and
Monte Carlo simulation would still be due for most financially relevant applications.
Nonetheless recent advances in fast computing, e.g. GPU based numerical techniques,
could offer a promising scenario in this regard.
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Appendix A. Probability density function of price returns: moments
computation
Application of Itoˆ’s Lemma to the function X lt readily provides
E
[
X lt
]
=
1
2
l(l − 1)
∫ t
0
E
[
X l−2s (Ys + Zs)
2
]
ds , (A.1)
and the same Lemma proves that the correlation functions between integer powers of
Xt, Yt, and Zt satisfy the following differential equation
d
dt
E
[
X ltY
m
t Z
n
t
]
= Fm,n E
[
X ltY
m
t Z
n
t
]
+AYm E
[
X ltY
m−1
t Z
n
t
]
+AZn E
[
X ltY
m
t Z
n−1
t
]
+
1
2
l(l − 1)E
[
X l−2t Y
m
t Z
n
t (Yt + Zt)
2
]
+ l (mρXY σY + nρXZσZ) E
[
X l−1t Y
m
t Z
n
t (Yt + Zt)
]
,
(A.2)
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where the constants Fm,n are defined right after Equation (5) and A
Y
m = mκY y∞
and AZn = nκZz∞. Previous equations correspond to a system of nested linear
ordinary differential equation (ODE), which can be solved recursively starting from
the lowest order of l, m, and n, and whose solution involves integration of the two
point correlations Cm,n(t; t0) = E [Y mt Znt ] ¶. From application of Itoˆ’s Lemma we
obtain
d (Y m Zn) =
[
FYmY
mZn + FZn Y
mZn
]
dt
+
[
AYmY
m−1Zn +AZnY
mZn−1
]
dt+ ρY Zmn
√
σ2Y σ
2
ZY
mZn dt
+m
√
σ2Y Y
mZn dWYt + n
√
σ2ZY
mZndWZt ;
taking expectation, and differentiating w.r.t time we derive the following ODE
d
dt
E [Y mt Znt ] =
(
FYm + F
Z
n + ρY Zmn
√
σ2Y σ
2
Z
)
E [Y mt Znt ]
+AYmE
[
Y m−1t Z
n
t
]
+AZnE
[
Y mt Z
n−1
t
]
.
For instance, for the case m = n = 1 we have
d
dt
E [YtZt] =
(
FY1 + F
Z
1 + ρY Z
√
σ2Y σ
2
Z
)
E [YtZt]
+AY1 E [Zt] +AZ1 E [Yt] ,
where the mean values read
E [Yt] = −A
Y
1
FY1
+ eF
Y
1 (t−t0)
[
y0 +
AY1
FY1
]
E [Zt] = −A
Z
1
FZ1
+ eF
Z
1 (t−t0)
[
z0 +
AZ1
FZ1
]
,
with t0 ≤ 0 the starting time of the factors processes. More generally, by iterative
solution it can be verified that Cm,n admits the expansion
Cm,n = E [Y mt Znt ] =
m∑
i=0
n∑
j=0
k
(m,n)
i,j e
Fi,j(t−t0) , (A.3)
where the coefficients depend on the initial conditions y0, z0 and satisfy the recursive
relations which follow
k
(m,n)
i<m,j<n = −
AYmk
(m−1,n)
i,j +A
Z
nk
(m,n−1)
i,j
Fm,n − Fi,j
k
(m,n)
i<m,n = −
AYmk
(m−1,n)
i,n
Fm,n − Fi,n
k
(m,n)
m,j<n = −
AZnk
(m,n−1)
m,j
Fm,n − Fm,j
k(m,n)m,n = E
[
Y mt0 Z
n
t0
]
+AYm
m−1∑
i=0
n∑
j=0
k
(m−1,n)
i,j
Fm,n − Fi,j
+AZn
m∑
i=0
n−1∑
j=0
k
(m,n−1)
i,j
Fm,n − Fi,j . (A.4)
¶ In the following we drop the dependence on t and t0.
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We notice that the moments µYm(t) = E [Y mt ] and µZn (t) = E [Znt ] are specific cases
of the expansion (A.3), whose coefficients are given by the column vector (k
(m,0)
i,0 )i≤m
and the row vector (k
(0,n)
0,j )j≤n, while in general the set of coefficients k
(m,n)
i,j can be
cast in a (m+ 1)× (n+ 1) real matrix. For instance, for the case C2,1 = E
[
Y 2t Zt
]
we
obtain
k
(2,1)
0,0 = −
1
F2,1
[
AY2 k
(1,1)
0,0 +A
Z
1 k
(2,0)
0,0
]
,
k
(2,1)
0,1 = −
AY2 k
(1,1)
0,1
F2,1 − FZ1
,
k
(2,1)
1,0 = −
1
F2,1 − FY1
[
AY2 k
(1,1)
1,0 +A
Z
1 k
(2,0)
1,0
]
,
k
(2,1)
1,1 = −
AY2 k
(1,1)
1,1
F2,1 − F1,1 ,
k
(2,1)
2,0 = −
AZ1 k
(2,0)
2,0
F2,1 − F2 ,
k
(2,1)
2,1 = E
[
Y 2t0Zt0
]− [k(2,1)0,0 + k(2,1)0,1 + k(2,1)1,0 + k(2,1)1,1 + k(2,1)2,0 ] .
Ultimately, given the expansion (A.3) and by inspection of (A.1), we recognize that
the moments of X can be cast in the form of Equation (5).
Appendix B. Computation of the return-volatility correlation
The results which follow are derived under the assumption that ρXZ is equal to zero.
The numerator of the return-volatility correlation L(τ ; t) = E [dXt dX2t+τ ] /E [dX2t ]2
can be cast in the form
E
[
dXt dX
2
t+τ
]
= E
[
(Yt + Zt) (Yt+τ + Zt+τ )
2
ζXt
]
dt2 .
Here, adopting the same convention of [25], we formally + express the Wiener
increment as dWXt = ζ
X
t dt, where ζ
X
t is a Gaussian noise with zero mean and variance
E
[
(ζXt )
2
]
= 1/dt. Novikov’s theorem [37, 38] allows to compute the expectation
involving ζXt , giving us
E
[
dXt dX
2
t+τ
]
dt2
= 2ρXY
√
σ2YH(τ) exp (−κY τ)×
E
[
[Yt(Yt + Zt)(Yt+τ + Zt+τ )] exp
[√
σ2Y ∆tW
Y (τ)
]]
, (B.1)
where we define ∆tW (τ)
.
=
∫ t+τ
t
dWs. We refer the interested reader to Section IV
in [16] for further details regarding the derivation of the previous equation. The right
hand side of (B.1) can be split into four pieces proportional to the expectations
fY Y Y (τ, t)
.
= E
[
Y 2t Yt+τ exp
[√
σ2Y ∆tW
Y (τ)
]]
,
+ This convention is somewhat unusual, but admissible as the distributional assumption on ζXt
guarantees that dWt is still Gaussian with zero mean and variance equal to dt. This choice proves to
be convenient to develop the following calculations.
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fY Y Z(τ, t)
.
= E
[
Y 2t Zt+τ exp
[√
σ2Y ∆tW
Y (τ)
]]
,
fY ZY (τ, t)
.
= E
[
Yt Zt Yt+τ exp
[√
σ2Y ∆tW
Y (τ)
]]
,
fY ZZ(τ, t)
.
= E
[
Yt Zt Zt+τ exp
[√
σ2Y ∆tW
Y (τ)
]]
.
Following the approach discussed in Appendix B of [16], it is possible to show that
they satisfy the relations
fY Y Y (τ, t)− (σ2Y − κY )
∫ τ
0
fY Y Y (τ
′, t) exp
[
σ2Y
2
(τ − τ ′)
]
dτ ′ =
exp
(
σ2Y
2
τ
)
[C3,0 + κY y∞τC2,0] ,
fY Y Z(τ, t) + κZ
∫ τ
0
fY Y Z(τ
′, t) exp
[
σ2Y
2
(τ − τ ′)
]
dτ ′ =
exp
(
σ2Y
2
τ
)
[C2,0C0,1 + κZz∞τC2,0] ,
fY ZY (τ, t)− (σ2Y − κY )
∫ τ
0
fY ZY (τ
′, t) exp
[
σ2Y
2
(τ − τ ′)
]
dτ ′ =
exp
(
σ2Y
2
τ
)
[C2,0C0,1 + κY y∞τC1,0C0,1] ,
fY ZZ(τ, t) + κZ
∫ τ
0
fY ZZ(τ
′, t) exp
[
σ2Y
2
(τ − τ ′)
]
dτ ′ =
exp
(
σ2Y
2
τ
)
[C1,0C0,2 + κZz∞τC1,0C0,1] ,
corresponding to a set of Volterra integro-differential equations of the second kind.
Their solutions are known in closed-form, and after plugging them in Equation (B.1),
the final expression of the leverage correlation reads
L(τ ; t) = 2ρXY
√
σ2YH(τ)
(C2,0 + 2C1,0C0,1 + C0,2)
2 ×{[
C3,0 + C2,0C0,1 +
κY y∞
σ2Y − κY
(C2,0 + C1,0C0,1)
]
exp
[
2
(
3σ2Y
4
− κY
)
τ
]
+ [C2,0C0,1 + C1,2 − z∞ (C2,0 + C1,0C0,1)] exp
[(
σ2Y
2
− κY − κZ
)
τ
]
−
[(
κY y∞
σ2Y − κY
− z∞
)
(C2,0 + C1,0C0,1)
]
exp
[(
σ2Y
2
− κY
)
τ
]}
. (B.2)
A meaningful comparison of the previous expression with real data requires to take
its stationary limit for t0 → −∞, which amounts to replacing Cm,0C0,n with the
asymptotic values Cstm,0C
st
0,n.
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Appendix C. Computation of the squared return correlation
Resorting to the same parametrization of the Wiener variation adopted in Appendix
B we have
E
[
dX2t dX
2
t+τ
]
= dt2E
[
(Yt + Zt)
2
(Yt+τ + Zt+τ )
2
dWXt ζ
X
t
]
= dt2E
[
(Yt + Zt)
2
(Yt+τ + Zt+τ )
2
]
+O(dt3) . (C.1)
In order to compute the autocorrelation function of squared returns, the quantities
f
(m,n,p,q)
t (τ) = E
[
Y mt Z
n
t Y
p
t+τZ
q
t+τ
]
indicating the τ -lagged correlation have to be
evaluated. The relevant cases correspond to p, q ≤ 2, and below we detail the
corresponding exact results, all of which are obtained replacing the process Y pt+τZ
q
t+τ
with its integral representation from time t to time t+ τ .
Computation of f
(m,n,1,0)
t (τ) = E [Y mt Znt Yt+τ ]. It is readily verified that f
(m,n,1,0)
t (τ)
is solution of a linear ODE, giving
f
(m,n,1,0)
t (τ) = −
AY1
FY1
Cm,n + e
FY1 τ
[
Cm+1,n +
AY1
FY1
Cm,n
]
. (C.2)
Computation of f
(m,n,0,1)
t (τ) = E [Y mt Znt Zt+τ ]. In much the same way we have
f
(m,n,0,1)
t (τ) = −
AZ1
FZ1
Cm,n + e
FZ1 τ
[
Cm,n+1 +
AZ1
FZ1
Cm,n
]
.
Computation of f
(m,n,2,0)
t (τ) = E
[
Y mt Z
n
t Y
2
t+τ
]
. After replacement of Y 2t+τ , we can
write
f
(m,n,2,0)
t (τ) = f
(m,n,2,0)
t (0) + F
Y
2
∫ τ
0
f
(m,n,2,0)
t (τ
′)dτ ′
+AY2
∫ τ
0
f
(m,n,1,0)
t (τ
′)dτ ′ ;
further, we can replace the solution (C.2) for f
(m,n,1,0)
t (τ
′) in the second integral,
leading to straightforward integrations of exponential functions of τ . Finally, we are
left with
f
(m,n,2,0)
t (τ) =
[
AY2 A
Y
1
FY2 F
Y
1
Cm,n
]
+ eF
Y
1 τ
[
− A
Y
2
FY2 − FY1
(
Cm+1,n +
AY1
FY1
Cm,n
)]
+ eF
Y
2 τ
[
Cm+2,n +
AY2
FY2 − FY1
(
Cm+1,n +
AY1
FY2
Cm,n
)]
. (C.3)
Computation of f
(m,n,0,2)
t (τ) = E
[
Y mt Z
n
t Z
2
t+τ
]
. As before, after replacement of the
parameters for the dynamics of the Z2t+τ process, we get to
f
(m,n,0,2)
t (τ) =
[
AZ2 A
Z
1
FZ2 F
Z
1
Cm,n
]
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+ eF
Z
1 τ
[
− A
Z
2
FZ2 − FZ1
(
Cm,n+1 +
AZ1
FZ1
Cm,n
)]
+ eF
Z
2 τ
[
Cm,n+2 +
AZ2
FZ2 − FZ1
(
Cm,n+1 +
AZ1
FZ2
Cm,n
)]
. (C.4)
Computation of f
(m,n,1,1)
t (τ) = E [Y mt Znt Yt+τZt+τ ]. The evolution of the joint
process YtZt is given by
d(YtZt) =
(
F1,1YtZt +A
Z
1 Yt +A
Y
1 Zt
)
dt
+
√
σ2Y YtZt dW
Y
t +
√
σ2ZYtZtdW
Z
t ,
and substitution inside the expectation gives
f
(m,n,1,1)
t (τ) =
[
AY1 A
Z
1
F1,1
(
1
FY1
+
1
FZ1
)]
Cm,n
− A
Z
1
F1,1 − FY1
eF
Y
1 τ
[
Cm+1,n +
AY1
FY1
Cm,n
]
− A
Y
1
F1,1 − FZ1
eF
Z
1 τ
[
Cm,n+1 +
AZ1
FZ1
Cm,n
]
+ eF1,1τ
[
Cm+1,n+1 +
AZ1
F1,1 − FY1
Cm+1,n +
AY1
F1,1 − FZ1
Cm,n+1
− AY1 AZ1
(
2F1,1 − FY1 − FZ1
F1,1(F1,1 − FY1 )(F1,1 − FZ1 )
)
Cm,n
]
. (C.5)
As expected from the structure of model (4), and as confirmed by all previous
examples, it is clear that the functions f
(m,n,p,q)
t (τ) admit a general expansion reading
f
(m,n,p,q)
t (τ) =
p∑
i=1
q∑
j=1
h
(m,n,p,q)
i,j (t) e
Fi,jτ ,
where the terms h
(m,n,p,q)
i,j (t) can be computed exactly. Coming back to Equation
(C.1) we have
E
[
dX2t dX
2
t+τ
]
dt2
=
f
(2,0,2,0)
t (τ) + f
(0,2,2,0)
t (τ) + 2f
(0,2,2,0)
t (τ) + f
(2,0,0,2)
t (τ) + f
(0,2,0,2)
t (τ)
+2f
(0,2,0,2)
t (τ) + 2
[
f
(2,0,1,1)
t (τ) + f
(0,2,1,1)
t (τ) + 2f
(0,2,1,1)
t (τ)
]
. (C.6)
By means of Equations (C.3)-(C.5), and after defining the auxiliary variables
T1 = C2,0 + C0,2 + 2C1,1 , T2 = C3,0 + C1,2 + 2C2,1 ,
T ∗2 = C0,3 + C2,1 + 2C1,2 , T3 = C4,0 + C2,2 + 2C3,1 ,
T ∗3 = C0,4 + C2,2 + 2C1,3 , T4 = C3,1 + C1,3 + 2C2,2 ,
we can write the following final expression
E
[
dX2t dX
2
t+τ
]
dt2
=
[
AY2 A
Y
1
FY2 F
Y
1
+
AZ2 A
Z
1
FZ2 F
Z
1
+ 2
AY1 A
Z
1
F1,1
(
1
FY1
+
1
FZ1
)]
T1
− eFY1 τ
(
T2 +
AY1
FY1
T1
)[
AY2
FY2 − FY1
+ 2
AZ1
F1,1 − FY1
]
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− eFZ1 τ
(
T ∗2 +
AZ1
FZ1
T1
)[
AZ2
FZ2 − FZ1
+ 2
AY1
F1,1 − FZ1
]
+ eF
Y
2 τ
[
T3 +
AY2
FY2 − FY1
(
T2 +
AY1
FY2
T1
)]
+ eF
Z
2 τ
[
T ∗3 +
AZ2
FZ2 − FZ1
(
T ∗2 +
AZ1
FZ2
T1
)]
+ 2eF1,1τ
[
T4 +
AY1
F1,1 − FZ1
T ∗2 +
AZ1
F1,1 − FY1
T2
+
2F1,1 − FY1 − FZ1
F1,1(F1,1 − FY1 )(F1,1 − FZ1 )
]
. (C.7)
Ultimately, evaluation of the volatility autocorrelation (6) requires to compute
Var[dX2t ] = E
[
dX4t
]− E [dX2t ]2 which is given by
3 (C4,0 + 4C3,1 + 6C2,2 + 4C1,3 + C0,4) dt
2 − (C2,0 + 2C1,1 + C0,2)2 dt2 .
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