ABSTRACT Social recommender is an active research area. Most previous social recommenders adopt existing social networks to augment recommendations which are based on user preferences. In this contribution, we propose to simultaneously infer the social influence network and the user preferences in a matrix factorization framework. Furthermore, we assume that the influence strength is dependent on the social roles of users. We present an incremental clustering algorithm to detect dynamic social roles. Comprehensive experiments on real data sets demonstrate the efficiency and effectiveness of our model to generate precise recommendations.
Furthermore, inferring peer-to-peer strength might raise two challenges. On one hand, communities and social groups are universally observed in human societies. A peer-to-peer social network per se could not explain the formation of communities and social groups. On the other hand, with the availability of very large social networks online, it is a hurdle for us to efficiently learn the weights for each tie.
Social scientists develop the social role theory to explain communities and social groups, by ''presuming that persons are members of social positions and hold expectations of their own behaviors and those of other persons'' [2] . In recent results Zhao et al. [26] indicates social role is the part that a person plays as a member of a particular society and people behave differently in social situations because they carry different latent social roles. It is possible to capture different social roles in various social networks by observing historical behaviorial features. Social influence ''is rooted in social roles'', since social influence occurs ''when we expect people within certain social roles to act according to our expectations for those roles'' [5] .
Recommendation systems can benefit from the theoretic foundation of social roles and social influences. Let's take the academic recommender for researchers as an example. Suppose we are given the social network of several researchers with their respective social roles, i.e. researchers a, b, c, d, e are students and f is an advisor. As shown in Fig. 1 , the strength of a social tie (social inference) is dependent on the social roles of both ends. For example, teachers may expect their students to work on research domains that they are interested, thus teachers have stronger influences on the students' research topics. Tab. 1 illustrates the hidden researcher preferences over a set of keywords in two domains. In order to predict the preferences for researcher b, we must take into account the strength of influence. Though he has more collaborators in domain ''data mining'', his research interest is dominantly influenced by his teacher and thus focuses on domain ''recommender system''. In a word, social role ''advisor'' has more influence than social role ''students'' to b and we can use role specific influence instead of the original peer-to-peer influence.
In this work, we enhance recommender systems by incorporating role specific influence. Human behaviors are complex and dynamic. As a natural consequence, the social role for one individual evolves persistently. Our first step is to identify the social roles for each individual at each timestamp. Given a stream of social network snapshots, we propose to incrementally cluster the roles of peers in each network snapshot.
We then assume that each user-item rating is generated as a weighted combination of users' own preferences and preferences of role specific influence sources. We propose a novel single-step approach to simultaneously infer the social influence network and the user preferences in a matrix factorization framework. The user preferences are learnt while role specific influence is inferred simultaneously by iteration. Our model can be interpreted as a cyclic model. We show that if the roles are static for a period of time, the user preferences inferred in our model are limiting approximation on average ratings given the time lag approaches to zero.
The inferred role specific influence strengths can be treated as a skeleton network. Given a social network of U users, suppose we have detected K roles, the computational complexity and storage costs at each iteration are significantly reduced from O(U 2 ) to O(K 2 ). For very big social networks, the skeleton network alone is capable to produce recommendations.
Our experiment on real academic data sets shows that our model outperforms state-of-the-art social recommenders. Furthermore, we experimentally demonstrate that the skeleton network significantly cuts down the number of iterations required to converge. The inferred skeleton network is a good abstract of the original network, as in the experiments it produces comparative performance for graph based recommender systems, compared with a full network.
The rest of this paper is organized as follows. Section II briefly summarizes related researches. Section III and Section IV introduce the methodology. Section V presents our experimental results and analysis. Section VI gives our conclusion of this contribution and future work.
II. RELATED WORK A. SOCIAL RECOMMENDATION
Most state-of-the-art social recommendation systems are within the framework of matrix factorization [12] or its probabilistic variants [18] . In general, there are three manners to exploit the social network information. The first style is to allow the connected users to contribute in the ratings. For example, STE [14] presumes that a rating is generated not only by the user's own interest but also his/her trusted friends interests. A similar linear combination scheme is also presented in [1] and RoRec [21] .
Another type of methods treats the social links as observations. In a similar way to the rating matrix, the binary link matrix is decomposed to hidden user spaces. However, the definition of hidden user spaces could be different. Sorec [16] employs the user preference vector to factorize the link matrix. TrustMF [20] , on the contrary, constructs the links from truster-specific and trustee-specific feature vectors, which are then fused as user preference vectors to predict missing ratings.
The third category of research incorporates a regularization term in the original MF optimization objective. According to the social network structure, there would be various forms of regularization terms. SocialMF [9] , SoReg [17] and RoRec [21] fall into this category and apply L2 regularization. The model can be easily expanded to distrust relations, while the intuition is naturally converted to maximize the difference between a user and his/her distrusted neighbors, e.g. RWT and RWD [15] . Other attempts in this category include ranking alike regularization terms inspired by MR-BPR [13] . Hinge loss is adopted in PushTrust [6] and MF+TD [7] .
B. SOCIAL ROLE
Social Role is one of the basic theories of sociology. It is a set of connected behaviours, rights, obligations, beliefs, and norms as conceptualized by people in a social situation [2] . In recent years, some works have been proposed to utilize the social role information as a new component to enhance the performance of recommender systems. Most of them assume that social roles can be obtained directly or easily from social networks [27] - [30] . Others presume that part of VOLUME 6, 2018 the social roles are labeled and thus can be solved within the classification framework [26] . Only a few adopt unsupervised learning, such as community detection [31] , [32] to infer a user's social role.
III. IDENTIFY SOCIAL ROLES
We are handling a stream of social network snapshots
, where each network snapshot is represented by a set of nodes (users) and edges (social influences)
With some pre-processing steps, we represent each user v(t) ∈ V (t) as a feature vector. We use the same notation v(t) for both the node and its corresponding feature vector, whenever their use is not ambiguous. We define the social role identification problem as a clustering problem. Formally, given V = V (0), V (1), · · · , V (T ), a specified number K of clusters (roles), our goal is to learn the cluster label b(v(t)) for each user v(t) ∈ V (t). Following the conventions used in the corresponding research literature, we use one-of-K coding, where b k (v(t)) ∈ {0, 1} and
Many clustering algorithms are distance based. For example, by introducing a cluster centroid, we can assign the user at each timestamp v(t) to its nearest role cluster. The assignment is implemented by computing the distance between any given node to any centroid cluster vector.
Definition 1: For each cluster k, we define a centroid cluster vector as c k =
Distance based clustering algorithms are simple and powerful. However, they are not the best choice for clustering dynamic roles. Social roles are continuously evolving. One can reasonably assume that the change is smooth, so that the social role for one user will remain static in a certain period of time. However, a distance based clustering algorithm might wrongly split such a time segment.
To solve this problem, we present an incremental algorithm. For each user at each timestamp v(t), the algorithm favors to keep to the previous cluster assignment, unless it is too close to another cluster and it deviates from its previous patterns. It is necessary to maintain statistics for each user. Therefore we define a user specific cluster centroid as follows.
Definition 2: For each user v, we define a user specific cluster centroid
Intuitively, a large social network, regardless of the timestamp, consists of all possible social roles. In the beginning snapshot of the stream V (0), we conduct a K-means clustering algorithm to initialize K clusters. Once the initial clusters are established, we compute the centroid cluster vectors and user specific cluster centroids. As shown in Alg. 1, for a new v(t), we find its nearest cluster. If the nearest cluster does not match its previous cluster assignment, we evaluate distances to both cluster centroid and previous user specific cluster centroid. If the new node is much closer to another cluster, or if it is much far from its previous centroid, we assign it to a new cluster. We use a distance threshold to control the evaluation. For example, in Fig. 2 , black dashed lines are cluster boundaries by conventional clustering algorithms, therefore v(3) will be assigned to cluster 2. However, since it is not close enough to the second cluster, l 3,1 − l 3.,2 < and it is not far from previous patterns d 3,1 < , we assign v(3) to its previous cluster. v(5) also lies near the boundary. But since it deviates from previous patterns d 5,2 > , we assign it to the nearest cluster.
Algorithm 1 Incremental Role Clustering
Require: Initialized clusters C = {c k }, b(V ) = {b(v)},V b(V ) = {v b(v) } while t! = T do for all v(t) ∈ V (t) do k ← arg k min distance(v(t), c k ) if k = b(v) then l k,t ← distance(c k , v(t)) l b(v),t ← distance(c b(v) , v(t)) d b(v),t ← distance(v b(v) , v(t)) if l b(v),t − l k,t > then b(v) ← k else if d b(v),t > then b(v) ← k end if end if end if b b(v) (v(t)) = 1 end for update C, b(V ),V b(V ) end while
IV. ROLE SPECIFIC SOCIAL RECOMMENDER
Let the input be a stream of ratings r i,j,t , which is the rating given by user i on item j at time t. We allow the items to be rated for multiple times. For example, in keyword recommendation, each keyword could be repeatedly adopted at different timestamps; in venue recommendation, each user is likely to publish papers on the same venue at different timestamps. Suppose we are given the graph stream G and detected roles of each user at different timestamp b(v(t)). Intuitively, if the user's social role changes at a certain time point, i.e. from student to teacher, it is necessary to distinguish the two roles. We divide the rating stream for each user according to the value of b(v(t)). For a user with a modified role, we create a new pseudo user. We collect all the ratings in the time period with a consistent role and compute the average rating within this period. Thus we construct a rating matrix R ∈ R |U |×|Q| , where |U | is the number of pseudo users, |Q| the number of items, the element r u,q ∈ R is the average rating which (pseudo) user u gives to item q in a period of time T . We also build a social network based on the cumulative G, where user u is linked to a set of neighbors
o is the set of out nodes, and N (u) i represents the in nodes. There are K different roles, the role of user u is denoted by g(u) ∈ {1, · · · , K }. Therefore N (u) i k is the set of in nodes with role k for user u. Suppose each user is represented by a preference vector u ∈ R P over P topics, and each item q ∈ R P is factorized to P topics. W ∈ R K ×K , w k,k represents the strength of influence from role k to role k . The Role Specific Social Recommender (RSSR) model aims to minimize the following objective function.
Equ. 1 learns the user preference matrix U ∈ R |U |×P , the item factor matrix Q ∈ R |Q|×P . One possible interpretation of the RSSR model is to assume the user preference at time t is affected by himself/herself and a combination of influencers. u(t) = αu(t − 1)
. In matrix form, let's denote U (t) = AU (t), where A ∈ R |U |×|U | is the cyclic adjustment matrix. For a period of time 0 ∼ T , we know from construction that the role of each user is static. In other words, A is static over the period. We have the following theorem. Theorem 1: Given the cyclic adjustment matrix A as defined above,
where K j s are constants depending on U (0), and λ j are the characteristic values and η j are the corresponding characteristic vectors. Since ρ(A) ≤ |A| = 1, we know that lim t→0Ū (t) = AŪ (t).
The inference of Equ. 1 is based on a simplex projection algorithm in Alg. 2.
Complexity Analysis: One time-consuming job in algorithm 2 is the updates U and V . We need to invert a P × P matrix which usually takes O(P 3 
+ end for end for end while be computed explicitly [33] . The overall time complexity is O(U + Q)P 3 + UQP 2 ). By contrast, the complexity of the original peer-peer algorithm is determined by max(O(U + Q)P 3 + UQP 2 ), O(U 2 )). Our algorithm is more efficient especially when U is large, which is common in real social networks.
V. EXPERIMENT A. EXPERIMENTAL SETUP
We use a common benchmark for academic recommendations. We use the DBLP publication data set with co-author VOLUME 6, 2018 network available in [24] . For eliminating possible noise brought by cross domain co-authorships and suiting to different experimental tasks, we select proceedings and journals related to two research domains, namely data mining and graphics. We then extract publications on these domains during different time periods and construct four subsets: (1) Preprocessing: The keywords are extracted from the title field of each paper. We segment the keywords by filtering the English markers, removing stop-words and stemming. The dataset is constructed into a set of three tuples {user_id, keywords_id, ratings/frequency}. The features used in role identification include (1)in-degree, (2) outdegree, (3) a vector of average degree of its neighbors, (4) number of ratings and (5) its Pagerank value at the current snapshot. In our algorithm, P = 20, α = 0.7, K = 15, λ u = λ v = 0.005. Convergence is achieved when maximal iteration number achieves 400. The comparison algorithms are implemented by LibRec [34] and using the default parameters. The experiments are executed on a server with an Intel Xeon E5620 Processor and main memory 80GB.
B. PARAMETER TUNNING
Two parameters might affect the model performance: (1)α: the combination coefficient which controls to what degree the user preference is dependent on its neighbors; (2)K : the number of social roles in the social network. We tune the parameters based on a small set of publications which contains 200 authors with their frequently adopted keywords. We plot the performance trends (in RMSE) for α = 0.1, 0.3, 0.5, 0.7, 0.9 and K = 3, 5, 10, 15, 20 in Fig. 3 . It shows that best results are obtained when α = 0.7 and K = 15. The mediate value of α suggests that users are more likely to inherit their own preferences, but they will also be influenced by other people. The difference in RMSE for various values of K is small, which suggests that we can set the estimated number of roles to a small number when the performance loss is affordable
C. SOCIAL RECOMMENDATION
We first evaluate the performance of recommendation. The task is to predict author's ratings on keywords. Each rating is computed as the average normalized frequency over papers during the period of the detected period where the author's social role is static by Sec. III. The comparative methods include SocialMF [9] , BPMF [25] and STE [14] , TrustMF [20] and SoRec [16] . We use the standard metrics to measure recommender performances: the mean absolute error (MAE) and the root mean square error (RMSE), as defined below.
We report average MAE and RMSE results in 5-fold validation. As shown in Tab. 3, our proposed model outperforms state-of-the-art recommenders in all subsets. We observe that the increase of performance is significant. In most data sets, MAE performance is boosted by 40%. The enhancement in RMSE is less. The underlying reason might be that for less prestigious authors (users with lower publication frequencies), our algorithm produces more accurate predictions; while for highly popular authors (users with higher publication frequencies), the improvement by our algorithm is smaller.
D. SOCIAL ROLE
We next compare the recommendation performance with different role clustering methods. The comparative methods include community detection [31] and RolX [32] , K-means and spectral clustering. As shown in Tab. 4, our incremental clustering algorithm is competitive with respect to state-ofthe-art algorithms. This verifies that our algorithm achieves both effectiveness and efficiency. We found that the model performance on dm2000 and dm2006 would be slightly worse. One possible explanation is that DM is an interdisciplinary domain, thus to extract accurate social roles, one must use comprehensive feature information as in [31] and RolX [32] .
E. THE SKELETON NETWORK
We next testify whether the abstract network inferred in our model can replace the original network within the context of recommender systems. We implement a naive graph-based recommendation algorithm on different networks. For each target user, the graph-based recommendation algorithm propagates its neighbors' ratings to itself, r i,j = n∈N (i) w n,i r n,j .
The comparative networks are: (1) Binary: original network with binary edge weighting, where w n,i = 1 indicates that a coauthor relationship exists; (2) Heuristic1: undirected coauthor network with heuristically assigned weight w n,i = munity specific weights in [10] ; (5) Peer-to-Peer: inferred network with peer-to-peer weights in [1] . The evaluation metric is RMSE. As shown in Tab. 5, the inferred network in our model generates RMSE performance which is significantly better than other inferred VOLUME 6, 2018 networks. It produces best results on cold-start users. The best results overall are obtained by a heuristic weighted undirected network. But our model achieve comparable results. We would like to point out here that the best performance is obtained on a ''full'' network, while our performance is achieved on a ''skeleton'' network with remarkably reduced storage costs.
F. EFFICIENCY
The efficiency study is implemented on domain specific networks to eliminate possible noise brought by cross domain co-authorships. We first plot the change of RMSE on training set at each iteration. The comparative method is STE [14] , which also models rating as a combination of user's own preference and influencers' preferences. Unlike us, STE uses peer-to-peer influence. From Fig. 4 , we can see that our model converges faster than STE on all domains. It suggests that, despite of the reduced storage costs and computation costs at each iteration, our model is more efficient in term of the total running time.
We shrink the set of publication on each domain to 20%, 40%, 60%, 80% and plot the number of iterations required to achieve the difference between RMSE < 0.01 in Fig. 5 . We can see that the number of iterations demanded to converge increases as the size of data sets increases. The number for STE increases at a faster rate, while that for our model increases linearly at a lower rate. It demonstrates the scalability of our model for large data sets.
VI. CONCLUSION
Role theory is an important perspective in sociology, which considers human behavior to be the acting out of social roles. Though valid and intuitive in explaining the formation of cultural and social norms, its effectiveness in recommender systems is undetermined. In this contribution, we propose to incorporate social roles into the matrix factorization framework for recommendation. We first define the problem of social role detection and present an incremental clustering algorithm. Most previous social recommenders adopt a twostep approach to augment recommendations. Such a two-step approach can not take full advantage of the user's preference information. We next model the user preference at each timestamp being a combination of users' own previous preferences and influences' previous preferences. We present a singlestep algorithms to simultaneously infer preferences and influence strength, based on the assumption that social role is static within a time window. Comprehensive experiments on real data sets demonstrate the efficiency and effectiveness of our model to generate precise recommendations. In the future, it is worthy to investigate the dynamic nature of social roles. Also, we would like to model multiple roles and infer the semantics of social roles for better interpretability.
