The existing model-free adaptive control encounters problems, such as too many parameters that need to be determined, some of which with unclear physical significance and whose selection depend entirely on trial and error. Aiming at this problem, a new dynamic linearized model is established by using Taylor series expansion of discrete-time nonlinear systems and the differential mean value theorem. Then, a new data-driven model-free adaptive control is proposed, which reduces the required parameters from six in the existing model-free adaptive control to four in the new model-free adaptive control. All the parameters have clear physical significance, and the selections of the initial values of the parameters are based on the stability conditions of the closed-loop system. Therefore, the selection of the parameters in the new modelfree adaptive control does not depend entirely on trial and error but on regularity. By introducing the idea of internal model control in the new model-free adaptive control, the anti-disturbance performance of the closed-loop system is enhanced. Finally, simulation results for three complicated nonlinear systems show that the proposed model-free adaptive control is superior to the existing model-free adaptive control.
I. INTRODUCTION
Obtaining the accurate mathematical model of actual systems is usually difficult because of their complexity [1] - [3] , which limits the applications of the model-based control methods and their control performance [4] . Therefore, a model-free adaptive control (MFAC) is proposed to solve the problem of modeling difficulties [4] , [5] . The main idea of MFAC [5] is to use the concept of pseudo-gradient to replace the general discrete-time nonlinear system with a series of dynamic linear time-varying models, which near the reference trajectory of the controlled system and to estimate the pseudo-gradient of the system online by using the input and output data of the controlled system, so as to realize the model-free adaptive control of the nonlinear system [5] . MFAC is essentially a data-driven control, which does not need to establish an accurate mathematical model of the system. By implementing the MFAC algorithm, the system can be controlled only according to the system's real-time input/output data. The closed-loop system can be proven stable when the The associate editor coordinating the review of this article and approving it for publication was Zhiguang Feng. system meets certain assumptions and the reference output is constant [5] .
In MFAC, dynamic linear time-varying model has three main forms, namely, compact form dynamic linearization, partial form dynamic linearization, and full form dynamic linearization [5] . Partial-form dynamic linearization and full form dynamic linearization have more parameters [5] - [7] ; thus, they have more adjustable freedom and controller design flexibility [6] . However, they also substantially increase the complexity and difficulty during the controller design. The linearization model structure of the compact form is simple with a minimum number of controller parameters; hence, the stability and parameter selection of the compact form [5] , [8] - [10] are explored in depth, and comparative studies [10] , [11] are widely reported. Given that the compact form of the MFAC structure is simple and computation is small, many applications are obtained, such as, multi-agent system and formation control [12] , [13] , variable polarity plasma arc welding [14] , interlinked AC/DC microgrids [15] , autonomous cars [16] , gas collector pressure system of coke ovens [17] , data dropout compensation for networked nonlinear systems network [18] , direct drive servo valve of electromagnetic linear actuator, and position sensorless drive for high speed BLDC motors [7] , [19] . However, the following problems in the existing MFAC need further examination.
(1) Uncertainties and disturbances in the system have not been adequately analyzed and processed [20] . Current results are mostly based on the direct estimation of nonlinear, timevarying parameters and structures by using the pseudo-partial derivatives [20] . In addition, the estimation errors in the model and how to suppress the effects of these errors are not taken into account.
(2) Although the parameters of the system are claimed to be not required, the maximum and minimum values of the pseudo-partial derivatives need to be known to design the control algorithm and to prove the stability of the closedloop system [5] . Especially in the compact form dynamic linearization, only the equivalent pseudo-partial derivative can be obtained; hence, the estimation of the maximum and minimum values are difficult to realize, which affects the stability analysis of the closed-loop system.
(3) Too many parameters need to be selected in the control algorithm, and the introduction of two of these parameters in the existing MFAC has no clear physical significance [21] . Although the selection range of some parameters are given [5] , [22] , the trial and error method is basically used to determine them. In this way, the control algorithm may not guarantee the control performance of the system in practical applications [21] .
The importance of selecting controller parameters based on the stability conditions of closed-loop systems was pointed out in [21] , but the above problems remain unsolved. The determination of the initial value of pseudo-partial derivative and its reset algorithm are studied in [6] , which improves the control performance and avoids the estimation of the minimum value of pseudo-partial derivative. However, the controller parameters are raised, and the complexity of the controller as well as the online computation cost are also increased. Based on the compact form dynamic linearization [5] , a mode-free adaptive controller is designed by using local dynamic linearization and adding a time-varying parameter to share some part of the nonlinearity that needs to be estimated online [20] . However, these problems have not been solved completely, even though uncertainty and disturbance in the system are considered to some extent. Moreover, the stability proof of the closed-loop system is not given.
Motivated by this discussion, a new dynamic linearization model is established based on Taylor expansion and differential mean value theorem for discrete nonlinear systems. By introducing the concept of internal model control [23] , a new data-driven model-free adaptive control method is proposed. This method can effectively reduce the number of controller parameters designed, and the selection of parameters is based on the stability conditions of closed-loop system, which does not depend entirely on trial and error. The simulation results show the effectiveness and superiority of the proposed method.
II. PROBLEM FORMULATION
The general discrete nonlinear system is described as:
where y(k) and u(k) represent the output and input of the system, respectively. n y and n u represent the order of the system. System (1) meets two conditions [5] . Assumption 1: The partial derivative of f (. . .) in system (1) with respect to the n y + 2 th variable is continuous.
Assumption 2: System (1) meets the generalized Lipschitz condition, that is,
When a system meets hypothesis 2.1, hypothesis 2.2, and u(k) = 0, a pseudo-partial derivative (k) must enable system (1) to meet the following dynamic linearization model [5] :
where
Given that the pseudo-partial derivative (k) is a direct equivalent of the system's nonlinear time-varying parameters and time-varying structure [5] , [20] , the estimation of the maximum value ofb is difficult. To keep the actual output of a discrete nonlinear system close to the reference output and limit the control input, the following cost function with the control input is established:
where y d (k) is the reference output, and λ > 0 denotes a weighting factor. Simultaneously, the following cost function with pseudo-partial derivative is established as follows:
whereˆ (k) is the estimation of (k), and µ > 0 is a weighting factor. Making the partial derivatives of (3) and (4) equal to 0 respectively, one has [5] :
and
The role of parameters ρ, η is to generalize (5) and (6) [5] . Obviously, parameters ρ, η do not appear in the cost functions, which is introduced subjectively by people, and lacks clear physical significance. In order for the pseudo-partial VOLUME 7, 2019 derivative estimation algorithm to have a strong ability to track time-varying parameters, introducing a pseudo-partial derivative update algorithm is necessary [5] :
whereˆ (1) is the initial value ofˆ (k), ε is a sufficiently small positive number, and its selection is generally less than the minimum value of the pseudo-partial derivative (k). The range of the parameters of the controller is given as follows [5] , [12] :
As shown in the linearization system (2) and control algorithms (5)- (7), six parameters need to be chosen, including ρ, η, λ, µ and the system parameters ε andb. Although the selection range of the parameters is given by (8) , it still needs repeated trial and error [21] . Owing to a number of parameters, and the two ρ, η of them do not have a clear physical significance, selecting appropriate parameters through trial and error and ensuring the control performance of the system in practical applications are not easy tasks [21] .
Although parameterb is not included in the control algorithm, the stability condition of the closed-loop system can be proven to be λ > ρ 2b2 16 [5] , [21] . Obviously, only by knowing parameterb can we select the appropriate parameter λ, ρ to stabilize the closed-loop system. In the linearization of compact form, estimating the maximum and minimum values of (k) is difficult because the nonlinearity, timevarying parameters, and the time-varying structure of the system are simply equivalent to the pseudo-partial derivative term [5] , [20] . As a result, the controller parameters cannot be selected completely according to the stability condition but can only be selected by trial and error according to the given range of parameters (8) .
In addition, the uncertainties and disturbances that may exist in the system are not taken into account in the existing MFAC [20] . Also, the impact of the estimation error of the pseudo partial derivative (k) on the control performance is not considered.
Aiming at these problems, the next section will propose a new dynamic linearization model and design a new modelfree adaptive controller. In the new MFAC, the number of controller parameters and the system parameters that need to be estimated are further reduced, which makes the selection of controller parameters and the estimation of system parameters easy.
III. NEW MODEL-FREE ADAPTIVE CONTROL METHOD
First, according to the Taylor expansion of the discrete nonlinear system combining with the differential mean value theorem, a new dynamic linearization model is given as follows:
Theorem 1: For discrete nonlinear systems that meet Assumptions 1 and 2, time-varying parameters F(k) and β(k) must exist by which system (1) can be transformed into the following model:
. Proof: System (1) can be represented as:
Using the Taylor series expansion of f (w(k), u(k)) with respect to u(k) around u(k −1) and the differential mean value theorem, one can obtain
Assuming that the sign of f u (w(k), µ k ) is known and without loss of generality, letting f u (w(k), µ k ) > 0, the following must exist
where b and b are two positive constants and
Model (9) can be obtained by substituting (13) and (14) into (11) . Q.E.D. Assuming thatF(k) is the estimation of F(k) andβ(k) is the estimation of β(k), system (9) can be rewritten as:
including the estimated error of the model and the possible disturbances of the system. Defineŷ
whered(k) is the estimation of d(k), andŷ(k) is the output of the approximate model (16) . Then, system (15) can be rewritten as:
According to (15) - (19) and by introducing the idea of internal model control [23] , we can define two cost functions as follows:
where α > 0, θ > 0 are the weighting coefficients, r > 0 is the influence coefficient of the estimation error of the model, and the term rd(k) is introduced to reduce the effect of the estimated error of the model and the disturbances that may exist in the system by using the internal model control structure [23] . Then, making the partial derivatives of (20) and (21) equal to 0, one has equations (22) and (23), as shown at the bottom of this page.
From (12) and (13), we know that 1 b ≤ β(k) ≤ 1 b, such thatβ(k) ≥ 1/b should be satisfied in the estimation algorithm (23) of β(k). Therefore, the initial value ofβ(k) can be set to 1/b, and the following parameter updating algorithm is proposed:β
Thus, the new MFAC algorithm consists of (22), (23), and (24).
IV. STABILITY ANALYSES
Before the stability analyses of the closed-loop system, we provide the following results: Lemma 1: For system (9), define:
. Given that the energy of the system is limited and y(k), u(k), F(k), and β(k) are continuous. Thus
Remark 1: The conclusion of Lemma 1 is reasonable because the actual physical system has inertia, and variables in the system do not change too quickly in a short period of time [2] , [24] .
Lemma 2: For the given reference output signal
Theorem 2: When Lemma 1 is met,β(k) is stable and bounded.
Proof: Equation (23) can be rewritten as:
Two cases are considered in terms of whether
√ α and u(k) is bounded according to Lemma 1, one has:
where β is a positive constant. Thus, (25) can be rewritten as:
exist, resulting in that β (k) is stable and bounded.
In this case,β(k) will retain its value at the previous moment and it will not diverge.
Combining Case 1 and Case 2,β(k) in (23) can be concluded stable and bounded.
B. STABILITY PROOF OF ERROR e(k) AND u(k)
Theorem 3: When Lemma 1, Lemma 2, and Theorem 2 are satisfied, and if we choose θ to meet θ > (r + 1) 2 b 2 4, then the error e(k) of the system will be stable and bounded.
Proof: Define the system output error:
According to (9), we obtain:
Substituting (22) into (29), one has:
Using (16) and (17), (30) becomes:
where:
In (32), the termF(k) − F(k) can be rewritten aŝ
According to Lemma 1 and Theorem 2,F(k) − F(k) is bounded. According to lemmas 1 and 2 and Theorem 2, k is also bounded. Thus, (32) can be written as:
where e is a positive constant. According to the above analyses, the two roots λ 1 and λ 2 of the characteristic equation of (31) need to meet |λ 1 | < 1 and |λ 2 | < 1 to have a stable error e(k). For the convenience of calculation, define =β(k) β(k)(1 + θβ 2 (k)) . Thus, > 0 becauseβ(k) > 0 and β(k) > 0. Therefore, the roots λ 1 and λ 2 derived from (31) should meet the following constraint conditions:
As (1 − (r + 1) ) 2 + 4r > 0, both λ 1 and λ 2 are real roots, and the constraint conditions (35) can be rewritten as:
Given that (1 + (r + 1) ) 2 − 4 < (1 + (r + 1) ) 2 , the constraint condition (36) can be rewritten as:
Thus, when 0 < (r + 1) < 1, |λ 1 | < 1 and |λ 2 | < 1.
Given that 0 < (r + 1) < 1, we have:
Therefore, when inequality (39) holds and | k | ≤ e , e(k) is stable and bounded. Q.E.D. According to Lemma 1, u(k) is bounded. To obtain good control performance, we hope to choose appropriate controller parameters such that u(k) is convergent.
Theorem 4: When lemmas 1 and 2, and theorems 2 and 3 hold and θ > (1 + r) 2 b 2 4, u(k) is convergent.
Proof: Equation (22) can be rewritten as
Substituting (16) and (17) into (40) yields
According to lemmas 1 and 2 and theorems 2 and 3, δ k is bounded. Thus, one has
where δ is a small positive constant. Define that
we have:
The two characteristic roots γ 1 and γ 2 of (41) can be calculated as
To make u(k) convergent, the modulus of the two roots γ 1 and γ 2 should be less than 1, that is, |γ 1 | < 1, |γ 2 | < 1. Two cases are taken into account in terms of whether (r + 1)
In this case, γ 1 and γ 2 are two positive real roots. If (r + 1) β (k − 1) < 1, 0 < γ 1 < 1 and 0 < γ 2 < 1 must hold. Thus, according to inequality (43), we have:
(r + 1)
That is:
In this case, γ 1 and γ 2 are a pair of conjugate complex roots. In this case, the modulus of the two complex roots is required to be less than 1. According to (44), one has: 1 2 (r + 1)
Simplifying (47) yields 4r
Given that < 1 2 Q.E.D. According to theorems 2, 3 and 4, the selection range of parameters in the new model-free adaptive control algorithm is:
Comparing the model-free adaptive contr ol algorithm that combines (5), (6), and (7) with the new model-free adaptive control algorithm that combines (22), (23), and (24), the following conclusions can be obtained.
Remark 2:
Parameter b is only related to the coefficient of system input u(k) (i.e. the partial derivative f u (w(k), µ k ) in (11) . The estimation of its maximum value is easier than the estimation of that of the pseudo-partial derivative (k). This is because for many actual physical systems, f u (w(k), µ k ) is a constant, or its approximate feature can be obtained, such as motors, hydraulic drive systems, and so on.
Remark 3: To perform the updated algorithm (7) ofˆ (k), parameter ε needs to be given, which should be less than the minimum value of (k). Given that (k) in the compact form linearization is simply equivalent to the nonlinearity, time-varying parameters and time-varying structure of the system [5] , [20] , the estimation of its minimum value is quite difficult. However, this problem has been solved by the new MFAC as the updated algorithm (24) ofβ(k) is only related to parameter b, the maximum value of f u (w(k), µ k ) in (12), due to the new dynamic linearization model (9) .
Remark 4: The term rd(k) = r y(k) −ŷ(k) in controller algorithm (22) is introduced to reduce the effect of the estimated error and possible disturbances of the system by using the concept of internal model control [23] . Parameter r is the influence coefficient of the estimation error of the model and the possible disturbances of the system. It has clear physical significance, which can facilitate its selection in the new MFAC.
Remark 5: In the new MFAC, only four parameters b, r, θ, α need to be selected. Compared with the existing MFAC [5] , the parameters to be selected are reduced from six (ρ, η, λ, µ and system parameters ε andb) to four, which significantly reduces the difficulty in adjusting the controller parameters. Moreover, all parameters have clear physical significance and can be selected according to the stability conditions, which is not entirely dependent on trial and error. 
, good control performance can be obtained, and the stability conditions given in theorems 3 and 4 must also be met. Therefore, for the tuning of the weighting coefficient θ and the influence coefficient r, it is recommended to select that 0 < r < 2 and θ ≥ (1 + r) 2 b 2 2. If the control performance still does not meet the requirements, appropriate adjustments of θ can be made on the basis of θ ≥ (1 + r) 2 b 2 2.
V. SIMULATION STUDIES
To verify the above theoretical results, three discrete-time nonlinear systems [5] , [12] are used for simulation studies, which demonstrate the superiority of the new model-free adaptive control by comparing it with the existing MFAC [5] . Example 1: The discrete-time nonlinear system is described as shown at the bottom of this page, [5] .
This system is complicated, and its structure, parameter, and order are all time-varying [5] . It consists of two subsystems that are taken from [25] and controlled by neural networks separately [25] . This system is more complicated than that in [25] because the coefficient of u(k) is 1 in [25], which is replaced by round(k/500) in [5] .
The reference output that needs to be tracked is as follows [5] :
The initial conditions of the system are given as: u(1) = u(2) = 0; y(1) = −1, y(2) = 1. For the existing MFAC [5] , the parameters are set as [5] :ˆ (1) = 2, λ = 2, µ = 1, ρ = 0.6, η = 1, ε = 10 −5 . For the new MFAC, the parameters are set as: b = 1.8,β(1) = 1/b, α = 1, r = 1.2, and θ = 0.425 × (1 + r) 2 b 2 ≈ 6.5 according to Remark 6. The simulation results given in Figures 1 and 2 show that better control performance with significantly smaller overshoot of the system response has been obtained by the new MFAC compared with the existing MFAC [5] , and the control input of the system under the new MFAC is smooth and bounded.
Example 2: The discrete-time nonlinear system is presented as follows [5] :
This is a complicated nonlinear, non-minimum-phase system in which its structure and order are all time-varying [5] . It consists of two subsystems that are taken from [25] and [26] . The first subsystem was controlled by neural networks, but satisfactory control performance was not obtained because of its inherent nonlinearity and non-minimum-phase characteristics [25] . The second subsystem is more complicated than that in [26] because the term 1.4u(k − 1) is added and it also becomes a non-minimum-phase nonlinear subsystem [5] .
The reference output to be tracked is as follows [5] :
5 sin(kπ/50) + 2 cos(kπ/100) k ≤ 300 5(−1) round(k/100) 300 < k ≤ 700 5 sin(kπ/50) + 2 cos(kπ/100) k ≤ 300
The initial conditions of the system are given as: u(1) = u(2) = 0; y(1) = −1, y(2) = 1. For the existing MFAC [5] , Figures 3 and 4 show that better control performance with smaller overshoot of the system response and shorter settling time has been obtained by the new MFAC compared with the existing MFAC [5] , and the control input of the system under the new MFAC is smooth and bounded.
Example 3: The mechanical system is employed as an example described as follows [12] : The above mechanical system can be discretized as follows:
, and the sampling time h = 0.001s.
The reference output to be tracked is as follows [12] :
The initial conditions of the system are given as: u(1) = u(2) = 0; y(1) = 0, y(2) = 1. As the controller parameters selected in [12] were suitable for the multi-agent system, the control performance will be poor if those parameters are directly used for the mechanical system. Therefore, they are re-adjusted for the existing MFAC [5] such that the tracking performance for the mechanical system is as close as possible to that shown in [12] . Thus, for the existing MFAC [5] , the parameters are set as: To compare the control performance of the new MFAC with that of the existing MFAC [5] for the three nonlinear systems, the root mean square (RMS) index e R and the integral time absolute (ITAE) index e I are defined as follows: The smaller value of an index indicates better control performance. The RMS and ITAE indexes of new MFAC as listed in Table 1 are evidently smaller than those of the existing MFAC [5] , no matter whether the unknown nonlinear system is of time-varying structure, or of non-minimum-phase. Moreover, the new MFAC needs fewer parameters that are selected based on the stability conditions and do not depend entirely on trial and error, which proves the superiority of the new MFAC.
VI. CONCLUSION
A new data-driven model-free adaptive control is proposed by establishing a new dynamic linearized model. The parameters to be selected are reduced from six (composed of four controller parameters and two system parameters) in the existing MFAC to four, including three controller parameters and one system parameter in the proposed MFAC. All parameters in the new MFAC have clear physical significance, and the selection of the parameters is based on the stability conditions of the closed-loop system. These conditions make the selection of the parameters in the new MFAC not entirely dependent on trial and error. The anti-disturbance performance of the closed-loop system is enhanced by introducing the idea of internal model control in the new MFAC. The simulation results demonstrate the superiority of the proposed MFAC over the existing MFAC.
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