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Stochastic maximum principle, dynamic programming principle,
and their relationship for fully coupled forward-backward stochastic
controlled systems
Mingshang Hu ∗ Shaolin Ji† Xiaole Xue‡
October 12, 2018
Abstract. Within the framework of viscosity solution, we study the relationship between the maximum
principle (MP) in [9] and the dynamic programming principle (DPP) in [10] for a fully coupled forward-
backward stochastic controlled system (FBSCS) with a nonconvex control domain. For a fully coupled
FBSCS, both the corresponding MP and the corresponding Hamilton-Jacobi-Bellman (HJB) equation com-
bine an algebra equation respectively. So this relationship becomes more complicated and almost no work
involves this issue. With the help of a new decoupling technique, we obtain the desirable estimates for the
fully coupled forward-backward variational equations and establish the relationship. Furthermore, for the
smooth case, we discover the connection between the derivatives of the solution to the algebra equation
and some terms in the first and second-order adjoint equations. Finally, we study the local case under the
monotonicity conditions as in [14, 27] and obtain the relationship between the MP in [27] and the DPP in
[14].
Key words. fully coupled forward-backward stochastic differential equations, global stochastic maxi-
mum principle, dynamic programming principle, viscosity solution, monotonicity condition
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1 Introduction
It is well-known that Pontryagin’s maximum principle (MP) and Bellman’s dynamic programming principle
(DPP) are two of the most important approaches in solving optimal control problems and there exist close
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relationship between them. The relation between the MP and the DPP will help us understand the MP and
the DPP in a more profound way and is studied in many literatures (see [31], [18] and the references therein).
The results on their connection for deterministic optimal control problems can be seen in Fleming and Rishel
[7], Barron and Jensen [1] and Zhou [32]. For stochastic optimal control problems, the classical results on
the relationship between the MP and the DPP were studied by Bensoussan [2]. Within the framework of
viscosity solution, Zhou [33, 34] obtained the relation between these two approaches.
In this paper, we study the relationship between the MP and the DPP for a stochastic optimal control
problem where the system is governed by the following controlled fully coupled forward-backward stochastic
differential equation (FBSDE):

dX(t) = b(t,X(t), Y (t), Z(t), u(t))dt+ σ(t,X(t), Y (t), Z(t), u(t))dB(t),
dY (t) = −g(t,X(t), Y (t), Z(t), u(t))dt + Z(t)dB(t), t ∈ [0, T ],
X(0) = x0, Y (T ) = φ(X(T )),
(1.1)
and the cost functional is defined by the solution to the backward stochastic differential equation (BSDE)
in (1.1) at time 0, i.e.,
J(u(·)) = Y (0). (1.2)
When the coefficients of the forward stochastic differential equation (SDE) in (1.1) are independent of the
terms Y (·) and Z(·), we call (1.1) with the cost functional (1.2) a decoupled forward-backward stochastic
controlled system (FBSCS). FBSCSs can be used to describe some important problems in mathematical fi-
nance and stochastic control theory. For example, the portfolios of a large investor, the generalized stochastic
recursive utilities of consumers, the leader-follower stochastic differential games and principal-agent problems
may involve in solving optimal controls for fully coupled FBSCSs [4, 6, 29].
Peng [21] first established a local stochastic maximum principle for the decoupled FBSCS. Then the local
stochastic maximum principles for other various problems were studied in Dokuchaev and Zhou [5], Ji and
Zhou [12] and Shi and Wu [26] (see also the references therein). When the control domain is nonconvex, the
global stochastic maximum principle for a decoupled FBSCS has not been obtained for a long time since
Peng [23] proposed it as an open problem. For this open problem, Yong [30] and Wu [28] derived stochastic
maximum principles which contain unknown parameters. Hu [8] studied this decoupled FBSCS and obtained
the first-order and second-order variational equations for the BSDE in (1.1) which leads to a completely novel
global maximum principle. Recently, Hu, Ji and Xue [9] obtained a global stochastic maximum principle for
the fully coupled FBSCS. In contrast with the progresses in deriving stochastic maximum principles, Peng
[20, 22] deduced the DPP and introduced the generalized Hamilton-Jacobi-Bellman (HJB) equation for a
decoupled FBSCS. Under monotonicity conditions, Li and Wei [14] and Li [13] built the DPP and proved
that the value function is a viscosity solution to the generalized HJB equation for a fully coupled FBSCS.
Then, by establishing the DPP and various properties of the value function, Hu, Ji and Xue [10] studied the
existence and uniqueness of viscosity solutions to the generalized HJB equation for a fully coupled FBSCS.
As for the relationship between the MP and the DPP for the decoupled FBSCS, Shi [24] and Shi and
Yu [25] investigated the local case in which the control domain is convex and the value function is smooth;
within the framework of viscosity solution, Nie, Shi and Wu [17] studied the local case; Nie, Shi and Wu
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[18] studied the general case with the help of the first-order and second-order adjoint equations which are
introduced in Hu [8]. Up to our knowledge, there are few works about the connection between the MP and
the DPP for fully coupled FBSCSs. Especially, there is no research results in the case that the diffusion
coefficient σ of the forward SDE in (1.1) depends on the term Z.
Inspired by the above works, in this paper, we investigate the connection between the MP and the DPP
for fully coupled FBSCSs with a nonconvex control domain. We obtain that the connection between the
adjoint process (p, P ) in the maximum principle in [9] and the first-order and second-order sub- (resp. super-)
jets of the value function W in [10] in the x-variable is

{p(s)} × [P (s),∞) ⊆ D2,+x W (s, X¯t,x;u¯(s)),
D2,−x W (s, X¯
t,x;u¯(s)) ⊆ {p(s)} × (−∞, P (s)], ∀s ∈ [t, T ], P − a.s.
(1.3)
and the connection between the function H1 and the right sub- (resp. super-) jets of W in the t-variable is

[H1(s, X¯t,x;u¯(s), Y¯ t,x;u¯(s), Z¯t,x;u¯(s)),∞) ⊆ D1,+t+ W (s,Xt,x;u¯(s)),
D
1,−
t+ W (s,X
t,x;u¯(s)) ⊆ (−∞,H1(s, X¯t,x;u¯(s), Y¯ t,x;u¯(s), Z¯t,x;u¯(s))], P − a.s..
(1.4)
Comparing with the results in [17, 18], the difficulties of proving the above relations come from the
fully coupled property of our controlled system. Note that due to the fully coupled property, the MP in [9]
includes an algebra equation which leads to the adjoint process (p, P ) in [10] becomes much more complex
than that in [8], and the value function W in [10] should satisfy the HJB equation combined with an algebra
equation. When we establish the relation (1.3), we need to perturb the initial state x which leads to the
fully coupled variational equation (3.5). The key step in obtaining (1.3) is to estimate the remainder terms
εi(·) (i = 1, 2, 3) in (3.5). But the approach in [18] does not work. The reason is that for decoupled case,
one can first estimate the remainder terms of the forward equation, and then estimate the remainder terms
of the backward equation by standard estimates as in [18]. But for the fully coupled case, Zˆ will appear in
the remainder terms of the forward equation which yields that we can not estimate the remainder terms in
the forward equation firstly. To overcome this difficulty, by utilizing the relationship between (Yˆ (·), Zˆ(·))
and Xˆ(·) (see (3.8) and (3.13)), we propose a new decoupling technique and estimate the remainder terms
of the forward and backward equations simultaneously. Then, we obtain the desirable estimates which make
the establishment of the relation (1.3) possible. The idea to prove the relation (1.4) is similar.
When the value function W is supposed to be smooth, we discover two novel connections:
(i) the relation between the algebra equation for the MP and the algebra equation for the HJB equation,
i.e., ∆(·) in (2.16) and V (·) in (2.5), for s ∈ [t, T ],
∆(s) = V (s, X¯t,x;u¯(s),W (s, X¯t,x;u¯(s)),Wx(s, X¯
t,x;u¯(s)), u)
−V (s, X¯t,x;u¯(s),W (s, X¯t,x;u¯(s)),Wx(s, X¯t,x;u¯(s)), u¯(s)),
(ii) the relation between the derivatives of the solution V to the algebra equation (2.5) and the terms K1(·),
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K2(·) in the adjoint equations (2.11) and (2.13), for s ∈ [t, T ],
∂V
∂x (s, x,W (s, x),Wx(s, x), u¯(s))
∣∣
x=X¯t,x;u¯(s)
= K1(s),
∂2V
∂x2 (s, x,W (s, x),Wx(s, x), u¯(s))
∣∣∣
x=X¯t,x;u¯(s)
= K˜2(s),
(1.5)
where K1 (·) (resp. K˜2(·)) is defined in (2.12) (resp. (4.11)).
From the point of view of the MP, K1 (·) is the coefficient of X1 (·) in the first-order variational equation of
Z (·) in Lemma 3.13 in [9] and it measures the sensitivity of the variable Z(·) to the variable X(·) under the
optimal state. From the viewpoint of the DPP and the HJB equation,
V (s, X¯t,x;u¯(s),W (s, X¯t,x;u¯(s)),Wx(s, X¯
t,x;u¯(s)), u¯(s)) = Z¯t,x;u¯(s).
Thus, the connection (1.5) is naturally established. In fact, when σ is independent of y and z,
K1 (s) = p (s)σx (s) + q (s) , s ∈ [t, T ];
∂V
∂x
(s, x,W (s, x),Wx(s, x), u¯(s))
∣∣∣∣
x=X¯t,x;u¯(s)
=Wx
(
s, X¯t,x;u¯(s)
)
σx (s) +Wxx
(
s, X¯t,x;u¯(s)
)
σ (s) ,
which can be directly deduced by the connection between the MP and the DPP for decoupled FBSCSs. The
connection between K˜2(·) and ∂2V∂x2 (·) can be analyzed similarly. Besides the smooth case, we also study
other special cases. When the diffusion term σ of the forward stochastic differential equation in (2.1) is
linear in z, we relax the assumption that q(·) is bounded. For the so called local case in which the control
domain is convex and compact, the relations in Theorem 3.1 are still hold under our Assumptions 2.1, 2.8
and 2.10 since our control domain is only supposed to be a nonempty and compact set. Then, we study the
local case under the monotonicity conditions as in [14, 27] and obtain the relationship between the MP in
[27] and the DPP in [14] for the fully coupled FBSCS.
The rest of the paper is organized as follows. In section 2, we give the preliminaries. The connections
between the value function and the adjoint processes within the framework of viscosity solution are given in
section 3. In the last section, we study some special cases.
2 Preliminaries
Let T > 0 be fixed, and U ⊂ Rk be nonempty and compact. Given t ∈ [0, T ), denote by Uw[t, T ] the set of
all 5-tuples (Ω,F , P,B(·);u(·)) satisfying the following:
(i) (Ω,F , P ) is a complete probability space;
(ii) B(r) = (B1(r), B2(r), ...Bd(r))
⊺
r≥t is a d-dimensional standard Brownian motion defined on (Ω,F , P )
with B(t) = 0 a.s.. Set Ft := {F ts}s≥t and F = F0, where F ts is the P -augmentation of the natural
filtration of σ{B(r) : t ≤ r ≤ s};
(iii) u(·) : [t, T ]× Ω→ U is an Ft-adapted process on (Ω,F , P ).
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When there is no confusion, we also use u(·) ∈ Uw[t, T ]. Denote by Rn the n-dimensional real Euclidean
space and Rk×n the set of k × n real matrices. Let 〈·, ·〉 (resp. ‖ · ‖) denote the usual scalar product (resp.
usual norm) of Rn and Rk×n. The scalar product (resp. norm) of M = (mij), N = (nij) ∈ Rk×n is denoted
by 〈M,N〉 = tr{MN⊺} (resp. ‖M‖ =
√
MM⊺), where the superscript ⊺ denotes the transpose of vectors or
matrices.
For each given p ≥ 1, we introduce the following spaces.
Lp(F tT ;Rn) : the space of F tT -measurable Rn-valued random vectors η such that
||η||p := (E[|η|p])
1
p <∞,
L∞(F tT ;Rn): the space of F tT -measurable Rn-valued random vectors η such that
||η||∞ = ess supω∈Ω|η(ω)| <∞,
L
p
Ft
(t, T ;Rn): the space of Ft-adapted Rn-valued stochastic processes on [t, T ] such that
E[
∫ T
t
|f(r)|pdr] <∞,
L∞
Ft
(t, T ;Rn): the space of Ft-adapted Rn-valued stochastic processes on [t, T ] such that
||f(·)||∞ = ess sup(r,ω)∈[t,T ]×Ω|f(r, ω)| <∞,
L
p,q
Ft
(t, T ;Rn): the space of Ft-adapted Rn-valued stochastic processes on [t, T ] such that
||f(·)||p,q = {E[(
∫ T
t
|f(r)|pdr) qp ]} 1q <∞,
L
p
Ft
(Ω;C([t, T ],Rn)): the space of Ft-adapted Rn-valued continuous stochastic processes on [t, T ] such that
E[ sup
t≤r≤T
|f(r)|p] <∞.
To simplify the presentation, we only consider the case d = 1. The results for d > 1 are similar. For
each fixed (t, x) ∈ [0, T ]×R and u(·) ∈ Uw[t, T ], consider the following controlled fully coupled FBSDE: for
s ∈ [t, T ], 

dXt,x;u(s) = b(s,Xt,x;u(s), Y t,x;u(s), Zt,x;u(s), u(s))ds
+σ(s,Xt,x;u(s), Y t,x;u(s), Zt,x;u(s), u(s))dB(s),
dY t,x;u(s) = −g(s,Xt,x;u(s), Y t,x;u(s), Zt,x;u(s), u(s))ds+ Zt,x;u(s)dB(s),
Xt,x;u(t) = x, Y t,x;u(T ) = φ(Xt,x;u(T )),
(2.1)
where
b : [t, T ]× R× R× R× U → R,
σ : [t, T ]× R× R× R× U → R,
g : [t, T ]× R× R× R× U → R,
φ : R→ R.
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Assumption 2.1 (i) b, σ, g, φ are continuous with respect to s, x, y, z, u, and there exist constants Li > 0,
i = 1, 2, 3 such that
|b(s, x1, y1, z1, u)− b(s, x2, y2, z2, u)| ≤ L1|x1 − x2|+ L2(|y1 − y2|+ |z1 − z2|),
|σ(s, x1, y1, z1, u)− σ(s, x2, y2, z2, u)| ≤ L1|x1 − x2|+ L2|y1 − y2|+ L3|z1 − z2|,
|g(s, x1, y1, z1, u)− g(s, x2, y2, z2, u)| ≤ L1(|x1 − x2|+ |y1 − y2|+ |z1 − z2|),
|φ(x1)− φ(x2)| ≤ L1|x1 − x2|,
for all s ∈ [0, T ], xi, yi, zi ∈ R, i = 1, 2, u ∈ U .
(ii) For any 2 ≤ β ≤ 8, Λβ := Cβ2β+1(1 + T β)cβ1 < 1, where c1 = max{L2,L3}, Cβ is defined in Lemma
5.1 in [9].
Remark 2.2 Since U is compact, from the above assumption (i) we obtain that
|ψ(s, x, y, z, u)| ≤ L(1 + |x|+ |y|+ |z|),
where L > 0 is a constant and ψ = b, σ, g and φ.
Remark 2.3 Note that β = 2 is sufficient to guarantee the DPP. But, for the MP we need 2 ≤ β ≤ 8.
Given u(·) ∈ Uw[t, T ], by Theorem 2.2 in [9], the equation (2.1) has a unique solution (Xt,x;u(·), Y t,x;u(·),
Zt,x;u(·)) ∈ Lβ
Ft
(Ω;C([t, T ],R)) × Lβ
Ft
(Ω;C([t, T ],R)) × L2,β
Ft
(t, T ;R) for β ∈ [2, 8]. For the existence and
uniqueness of solutions of FBSDEs, the readers may refer to ([11, 15, 16, 19]). For each given (t, x) ∈ [0,
T ]× R, define the cost functional
J(t, x;u(·)) = Y t,x;u(t). (2.2)
Remark 2.4 Since the coefficients are deterministic and u(·) is an Ft-adapted process, J(t, x;u(·)) is de-
terministic.
For each given (t, x) ∈ [0, T ]× R, define the value function
W (t, x) = inf
u(·)∈Uw[t,T ]
J(t, x;u(·)). (2.3)
We introduce the following generalized HJB equation combined with an algebra equation for W (·, ·):

Wt(t, x) + inf
u∈U
{G(t, x,W (t, x),Wx(t, x),Wxx (t, x) , u)} = 0,
W (T, x) = φ(x),
(2.4)
where
G(t, x, v, p, A, u)
= pb(t, x, v, V (t, x, v, p, u) , u) + 12A(σ(t, x, v, V (t, x, v, p, u) , u))
2
+g(t, x, v, V (t, x, v, p, u) , u),
V (t, x, v, p, u) = pσ(t, x, v, V (t, x, v, p, u) , u),
∀(t, x, v, p, A, u) ∈ [0, T ]× R× R× R× R×U.
(2.5)
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Now, we introduce the following definition of viscosity solution (see [3]).
Definition 2.5 (i) A real-valued continuous function W (·, ·) ∈ C ([0, T ]× R) is called a viscosity subsolution
(resp. supersolution) of (2.4) if W (T, x) ≤ φ(x) (resp. W (T, x) ≥ φ(x)) for all x ∈ R and if for all
f ∈ C2,3b ([0, T ]× R) such that W (t, x) = f(t, x) and W − f attains a local maximum (resp. minimum) at
(t, x) ∈ [0, T )× R, we have

ft(t, x) + inf
u∈U
{G(t, x, f(t, x), fx(t, x), fxx (t, x) , u)} ≥ 0
(resp. ft(t, x) + inf
u∈U
{G(t, x, f(t, x), fx(t, x), fxx (t, x) , u)} ≤ 0).
(ii) A real-valued continuous function W (·, ·) ∈ C ([0, T ]× R) is called a viscosity solution to (2.4), if it
is both a viscosity subsolution and viscosity supersolution.
Remark 2.6 The viscosity solution to (2.4) can be equivalently defined by sub-jets and super-jets (see [3]).
Proposition 2.7 (see [10]) Let Assumption 2.1 hold. Then, for each t ∈ [0, T ] and x, x′ ∈ R,
|W (t, x)−W (t, x′)| ≤ C|x− x′| and |W (t, x)| ≤ C(1 + |x|),
where C > 0 depends on L1, L2, L3 and T . Moreover, W (·, ·) satisfies the DPP. If L3 is small enough, then
W (·, ·) is the viscosity solution to (2.4).
Let u¯(·) ∈ Uw[t, T ] be optimal. Then,W (t, x) = J(t, x; u¯(·)). The corresponding solution (X¯t,x;u¯(·), Y¯ t,x;u¯(·),
Z¯t,x;u¯(·)) to equation (2.1) is called optimal trajectory. To derive the MP, we give the following assumptions.
Assumption 2.8 For ψ = b, σ, g and φ, we suppose
(i) ψx, ψy, ψz are bounded and continuous in (x, y, z, u); there exists a constant L > 0 such that
|σ(t, 0, 0, z, u)− σ(t, 0, 0, z, u′)| ≤ L(1 + |u|+ |u′|).
(ii) ψxx, ψxy, ψyy , ψxz, ψyz, ψzz are bounded and continuous in (x, y, z, u).
Remark 2.9 It is clear that L1 in Assumption 2.1 is max{||bx||∞, ||σx||∞, ||gx||∞, ||gy||∞, ||gz||∞, ||φx||∞},
L2 = max{||by||∞, ||bz||∞, ||σy||∞} and L3 = ||σz||∞.
For β0 > 0, set
F (y) = L1 +
(
L2 + L1 + β
−1
0 L1L2
) |y|+ [L2 + β−10 (L1L2 + L22)] y2 + β−10 L22|y|3, y ∈ R.
Let s(·) be the maximal solution to the following ordinary differential equation (ODE):
s(t) = L1 +
∫ T
t
F (s(r))dr, t ∈ [0, T ]. (2.6)
Let l(·) be the minimal solution to the following ODE:
l(t) = −L1 −
∫ T
t
F (l(r))dr, t ∈ [0, T ]. (2.7)
Moreover, set
t1 = T −
∫ −L1
−∞
1
F (y)
dy, t2 = T −
∫ ∞
L1
1
F (y)
dy, t∗ = t1 ∨ t2. (2.8)
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Assumption 2.10 There exists a positive constant β0 ∈ (0, 1) such that
t∗ < 0
and
[s(0) ∨ (−l(0))]L3 ≤ 1− β0. (2.9)
Remark 2.11 When L2 and L3 are small enough, we derive that Assumption 2.10 holds in [9].
We introduce the following notations: for ψ = b, σ, g and κ = x, y, z,
ψ(s) = ψ(s, X¯t,x;u¯(s), Y¯ t,x;u¯(s), Z¯t,x;u¯(s), u¯(s)),
ψκ(s) = ψκ(s, X¯
t,x;u¯(s), Y¯ t,x;u¯(s), Z¯t,x;u¯(s), u¯(s)),
Dψ(s) = Dψ(s, X¯t,x;u¯(s), Y¯ t,x;u¯(s), Z¯t,x;u¯(s), u¯(s)),
D2ψ(s) = D2ψ(s, X¯t,x;u¯(s), Y¯ t,x;u¯(s), Z¯t,x;u¯(s), u¯(s)),
(2.10)
where Dψ is the gradient of ψ with respect to x, y, z, and D2ψ is the Hessian matrix of ψ with respect to
x, y, z.
The first-order adjoint equation is

dp(s) = −{gx(s) + gy(s)p(s) + gz(s)K1(s) + bx(s)p(s) + by(s)p2(s)
+bz(s)K1(s)p(s) + σx(s)q(s) + σy(s)p(s)q(s) + σz(s)K1(s)q(s)} ds
+q(s)dB(s),
p(T ) = φx(X¯(T )),
(2.11)
where
K1(s) = (1 − p(s)σz(s))−1
[
σx(s)p(s) + σy(s)p
2(s) + q(s)
]
. (2.12)
The second-order adjoint equation is

−dP (s) = {P (s) [(Dσ(s)⊺ (1, p(s),K1(s))⊺)2 + 2Db(s)⊺ (1, p(s),K1(s))⊺
+Hy(s)] + 2Q(s)Dσ(s)
⊺ (1, p(s),K1(s))
⊺
+(1, p(s),K1(s))D
2H(s) (1, p(s),K1(s))
⊺
+Hz(s)K2(s)} ds
−Q(s)dB(s),
P (T ) = φxx(X¯(T )),
(2.13)
where
H(s, x, y, z, u, p, q) = g(s, x, y, z, u) + pb(s, x, y, z, u) + qσ(s, x, y, z, u),
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K2(s)
= (1− p(s)σz(s))−1 {p(s)σy(s) + 2 [σx(s) + σy(s)p(s) + σz(s)K1(s)]}P (s)
+(1− p(s)σz(s))−1
{
Q(s) + p(s) (1, p(s),K1(s))D
2σ(s) (1, p(s),K1(s))
⊺
}
,
(2.14)
H(s), DH(s) and D2H(s) are defined similarly in (2.10).
Define
H(s, x, y, z, u, p, q, P )
= pb(s, x, y, z +∆(s), u) + qσ(s, x, y, z +∆(s), u) + g(s, x, y, z +∆(s), u)
+ 12P (σ(s, x, y, z +∆(s), u)− σ(s, x¯(s), y¯(s), z¯(s), u¯(s)))2
(2.15)
where ∆(s) is the solution to the following algebra equation
∆(s) = p(s)
[
σ(s, X¯t,x;u¯(s), Y¯ t,x;u¯(s), Z¯t,x;u¯(s) + ∆(s), u)
−σ(s, X¯t,x;u¯(s), Y¯ t,x;u¯(s), Z¯t,x;u¯(s), u¯(s))] , s ∈ [t, T ]. (2.16)
Then, we have the following maximum principle.
Theorem 2.12 (See Theorem 3.18 in [9]) Suppose that Assumptions 2.1, 2.8 and 2.10 hold, and q(·) in
(2.11) is bounded. Then the following stochastic maximum principle holds:
H(s, X¯t,x;u¯(s), Y¯ t,x;u¯(s), Z¯t,x;u¯(s), u, p(s), q(s), P (s))
≥ H(s, X¯t,x;u¯(s), Y¯ t,x;u¯(s), Z¯t,x;u¯(s), u¯(s), p(s), q(s), P (s)), ∀u ∈ U a.e., a.s..
(2.17)
Remark 2.13 In the above theorem, if σ(t, x, y, z, u) = A(t)z + σ1(t, x, y, u), then we do not need the
assumption that q(·) is bounded.
3 Main results
In the following, the constant C > 0 will change from line to line for simplicity.
3.1 Differentials in spatial variable
In this subsection, we investigate the relationship between the MP and the DPP. We first recall the notions
of second-order super- and sub-jets in the spatial variable x. For w ∈ C([0, T ]× R) and (t, xˆ) ∈ [0, T ]× R,
define 

D2,+x w(t, xˆ) := {(p, P ) ∈ R× R : w(t, x) ≤ w (t, xˆ) + 〈p, x− xˆ〉
+ 12 (x− xˆ)P (x− xˆ) + o
(
|x− xˆ|2
)
, as x→ xˆ},
D2,−x w(t, xˆ) := {(p, P ) ∈ R× R : w(t, x) ≥ w (t, xˆ) + 〈p, x− xˆ〉
+ 12 (x− xˆ)P (x− xˆ) + o
(
|x− xˆ|2
)
, as x→ xˆ}.
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Theorem 3.1 Suppose Assumptions 2.1, 2.8 and 2.10 hold. Let u¯(·) be optimal for problem (2.3), and
let (p(·), q(·)) and (P (·), Q(·)) ∈ L∞
F
(0, T ;R) × L2,2
F
(0, T ;R) be the solution to equation (2.11) and (2.13)
respectively. Furthermore, suppose that q(·) is bounded. Then

{p(s)} × [P (s),∞) ⊆ D2,+x W (s, X¯t,x;u¯(s)),
D2,−x W (s, X¯
t,x;u¯(s)) ⊆ {p(s)} × (−∞, P (s)], ∀s ∈ [t, T ], P -a.s.
(3.1)
Proof. The proof is divided into five steps.
Step 1: Variational equations.
For each fixed s ∈ [t, T ] and x′ ∈ R, denote by (Xs,x′;u¯(·), Y s,x′;u¯(·), Zs,x′;u¯(·)) the solution to the
following FBSDE:

dXs,x
′;u¯(r) = b(r,Xs,x
′;u¯(r), Y s,x
′;u¯(r), Zs,x
′;u¯(r), u¯(s))dr
+σ(r,Xs,x
′;u¯(r), Y s,x
′;u¯(r), Zs,x
′;u¯(r), u¯(s))dB(r),
dY s,x
′;u¯(r) = −g(r,Xs,x′;u¯(r), Y s,x′;u¯(r), Zs,x′;u¯(r), u¯(s))dr + Zs,x′;u¯(r)dB(r),
Xs,x
′;u¯(s) = x′, Y s,x
′;u¯(T ) = φ(Xs,x
′;u¯(T )), r ∈ [s, T ].
(3.2)
Set Θ¯(r) :=
(
X¯t,x;u¯(r), Y¯ t,x;u¯(r), Z¯t,x;u¯(r)
)
,
Xˆ(r) := Xs,x
′;u¯(r) − X¯t,x;u¯(r), Yˆ (r) := Y s,x′;u¯(r) − Y¯ t,x;u¯(r),
Zˆ(r) := Zs,x
′;u¯(r) − Z¯t,x;u¯(r), Θˆ(r) :=
(
Xˆ(r), Yˆ (r), Zˆ(r)
)
.
(3.3)
By Theorem 2.2 in [9], for each β ∈ [2, 8], we have P -a.s.
E

 sup
r∈[s,T ]
(
|Xˆ(r)|β + |Yˆ (r)|β
)
+
(∫ T
s
|Zˆ(r)|2dr
) β
2
∣∣∣∣∣∣F ts

 ≤ C ∣∣x′ − X¯t,x;u¯(s)∣∣β . (3.4)
It is easy to check that
(
Xˆ(·), Yˆ (·), Zˆ(·)
)
satisfies the following FBSDE:


dXˆ(r) =
[
Θˆ(r)Db(r) + ε1(r)
]
dr +
[
Θˆ(r)Dσ(r) + ε2(r)
]
dB(r),
Xˆ(s) = x′ − X¯t,x;u¯(s),
dYˆ (r) = −
[
Θˆ(r)Dg(r) + ε3(r)
]
dr + Zˆ(r)dB(r), r ∈ [s, T ],
Yˆ (T ) = φx(X¯
t,x;u¯(T ))Xˆ(T ) + ε4(T ),
(3.5)
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where
ε1(r) =
(
b˜x(r) − bx(r)
)
Xˆ(r) +
(
b˜y(r)− by(r)
)
Yˆ (r) +
(
b˜z(r) − bz(r)
)
Zˆ(r),
ε2(r) = (σ˜x(r) − σx(r)) Xˆ(r) + (σ˜y(r) − σy(r)) Yˆ (r) + (σ˜z(r) − σz(r)) Zˆ(r),
ε3(r) = (g˜x(r) − gx(r)) Xˆ(r) + (g˜y(r) − gy(r)) Yˆ (r) + (g˜z(r) − gz(r)) Zˆ(r),
ε4(T ) = [φ˜x(T )− φx(X¯t,x;u¯(T ))]Xˆ(T ),
ψ˜κ(r) =
∫ 1
0
ψκ(r, Θ¯(r) + λΘˆ(r), u¯(r))dλ for ψ = b, σ, g, φ and κ = x, y, z.
(3.6)
Step 2: Estimates of the remainder terms of FBSDE.
By Assumption 2.8, we derive that, for i = 1, 2, 3,
|εi(r)| ≤ C
(
|Xˆ(r)|2 + |Yˆ (r)|2 + |Zˆ(r)|2
)
and |ε4(T )| ≤ C|Xˆ(T )|2.
Then, by (3.4), we obtain that for each β ∈ [2, 4],
E
[(∫ T
s
|εi(r)|dr
)β∣∣∣∣F ts
]
≤ C ∣∣x′ − X¯t,x;u¯(s)∣∣2β , i = 1, 2, 3,
E
[ |ε4(T )|β∣∣F ts] ≤ C ∣∣x′ − X¯t,x;u¯(s)∣∣2β .
(3.7)
Step 3: Relationship between Xˆ(·) and (Yˆ (·), Zˆ(·)).
By Theorem 5.3 in [9], we get
Yˆ (r) = p(r)Xˆ(r) + ϕ(r),
Zˆ(r) = K1(r)Xˆ(r) + (1− p(r)σz(r))−1[p(r)σy(r)ϕ(r) + p(r)ε2(r) + ν(r)],
(3.8)
where p(·) is the solution to first-order adjoint equation (2.11), and (ϕ(·), ν(·)) is the solution to the following
linear BSDE: 

dϕ(r) = − [A(r)ϕ(r) + C(r)ν(r) + p(r)ε1(r) + q(r)ε2(r) + ε3(r)
+Hz(r)(1 − p(r)σz(r))−1p(r)ε2(r)
]
dr + ν(r)dB(r),
ϕ(T ) = ε4(T ),
(3.9)
A(r) = p(r)by(r) + q(r)σy(r) + gy(r) + (1 − p(r)σz(r))−1σy(r)p(r)Hz(r),
C(r) = (1− p(r)σz(r))−1Hz(r),
Hz(r) = p(r)bz(r) + q(r)σz(r) + gz(r).
Thus we can write Θˆ(r) as
Θˆ(r) = (1, p(r),K1(r))Xˆ(r) + Lˆ(r), (3.10)
where Lˆ(r) := (0, ϕ(r), (1 − p(r)σz(r))−1[p(r)σy(r)ϕ(r) + p(r)ε2(r) + ν(r)]).
It follows from Theorem 3.6 in [9] that
|p(r)| ≤ s(0) ∨ (−l(0)) for r ∈ [s, T ]. (3.11)
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By relations (3.6) and (3.8), we get
ε2 (r)
= (σ˜x(r) − σx(r)) Xˆ(r) + (σ˜y(r) − σy(r))
(
p(r)Xˆ (r) + ϕ (r)
)
+ (σ˜z(r) − σz(r))
·
[
K1(r)Xˆ(r) + (1− p (r) σz)−1 (p (r) σy (r)ϕ (r) + p (r) ε2 (r) + ν (r))
]
.
(3.12)
Thus, we have
ε2 (r) =
1−p(r)σz(r)
1−p(r)σ˜z(r)
{[
(σ˜x(r)− σx(r)) Xˆ(r) + (σ˜y(r) − σy(r))
(
p(r)Xˆ (r) + ϕ (r)
)]
+(σ˜z(r) − σz(r))
[
K1(r)Xˆ(r) + (p (r) σy (r)ϕ (r) + ν (r))
]}
.
(3.13)
By Assumption 2.10 and (3.11), one has
∣∣∣ 1−p(r)σz(r)1−p(r)σ˜z(r)
∣∣∣ ≤ β−10 .
Step 4: Variation of ϕ.
By (3.7) and the estimate of BSDE for (3.9), we obtain that, for each β ∈ [2, 4],
E
[
sup
r∈[s,T ]
|ϕ(r)|β +
(∫ T
s |ν(r)|2dr
) β
2
∣∣∣∣∣F ts
]
≤ CE
[
|ε4(T )|β +
(∫ T
s (|ε1(r)| + |ε2(r)| + |ε3(r)|)dr
)β∣∣∣∣F ts
]
≤ C ∣∣x′ − X¯t,x;u¯(s)∣∣2β , P -a.s..
(3.14)
In the followings, we want to prove
ϕ(s)− 1
2
P (r)(Xˆ(r))2 = o(
∣∣x′ − X¯t,x;u¯(s)∣∣2), P -a.s.. (3.15)
Define
ϕ˜(r) =
1
2
P (r)(Xˆ(r))2; (3.16)
ν˜(r) = P (r)Xˆ(r)(Θˆ(r)Dσ(r) + ε2(r)) +
1
2
Q(r)
(
Xˆ(r)
)2
. (3.17)
Applying Itoˆ’s formula to 12P (r)(Xˆ(r))
2, by (3.10), we obtain that (ϕ˜(r), ν˜(r)) satisfies the following BSDE:


dϕ˜(r) =
{
P (r)
[(
Lˆ(r)Db(r) + ε1(r)
)
Xˆ(r) + 12 (Lˆ(r)Dσ(r) + ε2(r))
2
+(1, p(r),K1(r))Dσ(r)Xˆ (r)(Lˆ(r)Dσ(r) + ε2(r)) − 12Hy(r)Xˆ(r)2
]
− 12
[
(1, p(r),K1(r))D
2H(s)(1, p(r),K1(r))
⊺ +Hz(s)K2(s)
]
Xˆ(r)2
+Q(r)(Lˆ(r)Dσ(r) + ε2(r))Xˆ(r)
}
dr + ν˜(r)dB(r),
ϕ˜(T ) = 12φxx(X¯
t,x;u¯(T ))
(
Xˆ(T )
)2
.
(3.18)
Set
ϕˆ(r) = ϕ(r) − ϕ˜(r), νˆ(r) = ν (r) − ν˜(r).
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Replace ε1(r) by
1
2 Θˆ(r)D
2b(r)Θˆ(r)⊺+ε5(r), ε2(r) by
1
2 Θˆ(r)D
2σ(r)Θˆ(r)⊺+ε6(r), ε3(r) by
1
2 Θˆ(r)D
2g(r)Θˆ(r)⊺+
ε7(r) and ε4(T ) by
1
2φxx(X¯
t,x;u¯(T ))
(
Xˆ(T )
)2
+ ε8(T ) in (3.9), where
ε5(r) = Θˆ(r)
∫ 1
0
∫ 1
0 λ
[
D2b(r, Θ¯t,x;u¯(r) + θλΘˆ(r), u¯(r)) −D2b(r)
]
dλdθΘˆ(r)⊺,
ε6(r) = Θˆ(r)
∫ 1
0
∫ 1
0
λ
[
D2σ(r, Θ¯t,x;u¯(r) + θλΘˆ(r), u¯(r)) −D2σ(r)
]
dλdθΘˆ(r)⊺,
ε7(r) = Θˆ(r)
∫ 1
0
∫ 1
0
λ
[
D2g(r, Θ¯t,x;u¯(r) + θλΘˆ(r), u¯(r)) −D2g(r)
]
dλdθΘˆ(r)⊺,
ε8(T ) =
∫ 1
0
∫ 1
0 λ
[
φxx(X¯
t,x;u¯(r) + θλXˆ(T ))− φxx(X¯t,x;u¯(T ))
]
dλdθ
(
Xˆ(T )
)2
.
By (2.14), one can verify that (ϕˆ(·), νˆ(·)) satisfies the following linear BSDE

dϕˆ(r) = − [A(r)ϕˆ(r) + C(r)νˆ(r) + I(r)] dr + νˆ(r)dB (r) ,
ϕˆ(T ) = ε8(T ),
(3.19)
where
I(r) = C(r)P (r)(Lˆ(r)Dσ(r) + ε2(r))Xˆ(r) + p(r)ε5(r) + ε7(r)
+p(r)(1, p(r),K1(r))D
2b(r)Lˆ(r)⊺Xˆ(r) + 12p(r)Lˆ(r)D
2b(r)Lˆ(r)⊺
+
[
q(r) +Hz(r)(1 − p(r)σz(r))−1p(r)
]
·
[
1
2 Lˆ(r)D
2σ(r)Lˆ (r)
⊺
+ (1, p(r),K1(r))D
2σ(r)Lˆ (r)
⊺
Xˆ(r) + ε6(r)
]
+(1, p(r),K1(r))D
2g(r)Lˆ(r)⊺Xˆ(r) + 12 Lˆ(r)D
2g(r)Lˆ(r)⊺
+P (r)
[(
Lˆ(r)Db(r) + ε1(r)
)
Xˆ(r) + 12 (Lˆ(r)Dσ(r) + ε2(r))
2
+(1, p(r),K1(r))Dσ(r)
(
Lˆ(r)Dσ(r) + ε2(r)
)
Xˆ(r)
]
+Q(r)
(
Lˆ(r)Dσ(r) + ε2(r)
)
Xˆ(r).
(3.20)
Note that A(·) and C(·) are bounded. Then by the standard estimate of BSDE, we obtain that
|ϕˆ(s)|2 ≤ CE

 |ε8(T )|2 +
(∫ T
s
|I(r)|dr
)2∣∣∣∣∣∣F ts

 . (3.21)
Since q(·) is bounded, one can verify that P (·) is bounded. By (3.6), (3.10) and (3.13), it is easy to check
that
|I (r)| ≤ C
[
(1 + |Q (r)|)
(
ρ (r)
∣∣∣Xˆ(r)∣∣∣2 + ∣∣∣Xˆ(r)ϕ (r)∣∣∣+ ∣∣∣Xˆ(r)ν (r)∣∣∣)
+ |ϕ (r)|2 + |ν (r)|2
]
,
(3.22)
where C is a constant and
ρ (r) =
∑3
i=1
∫ 1
0
∫ 1
0
λ
∣∣∣D2ψi(r, Θ¯(r) + θλΘˆ(r), u¯(r)) −D2ψi(r)∣∣∣ dλdθ
+
∑2
i=1
∫ 1
0
∣∣∣Dψi(r, Θ¯(r) + θΘˆ(r), u¯(r)) −Dψi(r)∣∣∣ dθ
(3.23)
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for ψ1 = b, ψ2 = σ, ψ3 = g.
Next, we estimate term by term.
E
[
|ε8(T )|2
∣∣∣F ts]
≤
{
E
[∣∣∣Xˆ(T )∣∣∣8∣∣∣∣F ts
]} 1
2
·
{
E
[∣∣∣∫ 10 ∫ 10 λ [φxx(X¯t,x;u¯(r) + θλXˆ(T ))− φxx(X¯t,x;u¯(T ))] dλdθ
∣∣∣4∣∣∣∣F ts
]} 1
2
= o(
∣∣x′ − X¯t,x;u¯(s)∣∣4);
E
[(∫ T
s (1 + |Q (r)|) ρ (r) |Xˆ(r)|2dr
)2∣∣∣∣F ts
]
≤ CE
[
sup
s≤r≤T
∣∣∣Xˆ(r)∣∣∣4 ∫ Ts (1 + |Q (r)|)2 dr ∫ Ts ρ (r)2 dr
∣∣∣∣F ts
]
= o(
∣∣x′ − X¯t,x;u¯(s)∣∣4);
E
[(∫ T
s (1 + |Q (r)|)
∣∣∣Xˆ(r)ν (r)∣∣∣ dr)2∣∣∣∣F ts
]
≤ CE
[
sup
s≤r≤T
∣∣∣Xˆ(r)∣∣∣2 ∫ Ts (1 + |Q (r)|)2 dr ∫ Ts |ν (r)|2 dr
∣∣∣∣F ts
]
≤ C
{
E
[
sup
s≤r≤T
∣∣∣Xˆ(r)∣∣∣4
∣∣∣∣F ts
]} 1
2
{
E
[(∫ T
s |ν (r)|
2
dr
)4∣∣∣∣F ts
]} 1
4
·
{
E
[(∫ T
s
(1 + |Q (r)|)2 dr
)4∣∣∣∣F ts
]} 1
4
= o(
∣∣x′ − X¯t,x;u¯(s)∣∣4);
(3.24)
E

(∫ T
s
|ϕ (r)|2 + |ν (r)|2 dr
)2 = o(|x′ − X¯t,x;u¯(s)|4).
The estimate for E
[(∫ T
s
(1 + |Q (r)|)
∣∣∣Xˆ(r)ϕ (r)∣∣∣ dr)2∣∣∣∣F ts
]
is similar to (3.24). Thus, we obtain
|ϕˆ(s)| = o(
∣∣x′ − X¯t,x;u¯(s)∣∣2), P -a.s..
Step 5: Completion of the proof.
Since the set of all rational x′ ∈ R is countable, we can find a subset Ω0 ⊆ Ω with P (Ω0) = 1 such that
for any ω0 ∈ Ω0,

W (s, X¯t,x;u¯(s, ω0) = Y¯
t,x;u¯(s, ω0), (3.4), (3.7), (3.8), (3.14), (3.15) are satisfied
for any rational x′, (Ω,F , P (·|F ts) (ω0) , B(·)−B(s);u(·))|[s,T ] ∈ Uw[s, T ], and
sup
s≤r≤T
[|p (r, ω0)|+ |P (r, ω0)|] <∞.
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The first relation of the above is obtained by the DPP (see [10]). Let ω0 ∈ Ω0 be fixed, and then for any
rational number x′,
|ϕˆ(s, ω0)| = o(
∣∣x′ − X¯t,x;u¯(s, ω0)∣∣2), for all s ∈ [t, T ]. (3.25)
By the definition of ϕˆ(s), we get for each s ∈ [t, T ],
Y s,x
′;u¯(s, ω0)− Y¯ t,x;u¯(s, ω0)
= p(s, ω0)Xˆ(s, ω0) +
1
2P (s, ω0)Xˆ(s, ω0)
2 + o(
∣∣x′ − X¯t,x;u¯(s, ω0)∣∣2)
= p(s, ω0)(x
′ − X¯t,x;u¯(s, ω0)) + 12P (s, ω0)
(
x′ − X¯t,x;u¯(s, ω0)
)2
+o(
∣∣x′ − X¯t,x;u¯(s, ω0)∣∣2).
Thus, for each s ∈ [t, T ],
W (s, x′)−W (s, X¯t,x;u¯(s, ω0))
≤ Y s,x′;u¯(s, ω0)− Y¯ t,x;u¯(s, ω0)
= p(s, ω0)(x
′ − X¯t,x;u¯(s, ω0)) + 12P (s, ω0)
(
x′ − X¯t,x;u¯(s, ω0)
)2
+o(
∣∣x′ − X¯t,x;u¯(s, ω0)∣∣2).
(3.26)
Note that the term o(
∣∣x′ − X¯t,x;u¯(s, ω0)∣∣2) in the above depends only on the size of ∣∣x′ − X¯t,x;u¯(s, ω0)∣∣ and
it is independent of x′. Therefore, by the continuity of W (s, ·), we can easily obtain that (3.26) holds for all
x′ ∈ R. By the definition of super-jets, we have
{p(s)} × [P (s),∞) ⊆ D2,+x W (s,Xt,x;u¯(s)).
Now we prove that
D2,−x W (s,X
t,x;u¯(s)) ⊆ {p(s)} × (−∞, P (s)].
Fix an ω ∈ Ω such that (3.26) holds for all x′ ∈ R. For any
(pˆ, Pˆ ) ∈ D2,−x V (s, X¯t,x;u¯(s)),
by definition of sub-jets, we deduce
0 ≤ lim inf
x′→X¯t,x;u¯(s)
{
W (s,x′)−W (s,X¯t,x;u¯(s))−pˆ(x′−X¯t,x;u¯(s))− 12 Pˆ(x
′−X¯t,x;u¯(s))
2
|x′−X¯t,x;u¯(s)|2
}
≤ lim inf
x′→X¯t,x;u¯(s)
{
(p(s)−pˆ)(x′−X¯t,x;u¯(s))+ 12 (P (s)−Pˆ )(x
′−X¯t,x;u¯(s))
2
|x′−X¯t,x;u¯(s)|2
}
.
Then it is necessary that
pˆ = p(s), Pˆ ≤ P (s), ∀s ∈ [t, T ], P -a.s..
This completes the proof.
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3.2 Differential in time variable
Let us recall the notions of right super-and sub-jets in the time variable t. For w ∈ C([0, T ] × R) and
(tˆ, xˆ) ∈ [0, T )× R, define

D
1,+
t+ w(tˆ, xˆ) := {q ∈ R : w (t, xˆ) ≤ w(tˆ, xˆ) + q(t− tˆ) + o
(∣∣t− tˆ∣∣) as t ↓ tˆ,
D
1,−
t+ w(tˆ, xˆ) := {q ∈ R : w (t, xˆ) ≥ w(tˆ, xˆ) + q(t− tˆ) + o
(∣∣t− tˆ∣∣) as t ↓ tˆ.
Theorem 3.2 Suppose the same assumptions as in Theorem 3.1. Then, for each s ∈ [t, T ],

[H1(s, X¯t,x;u¯(s), Y¯ t,x;u¯(s), Z¯t,x;u¯(s)),∞) ⊆ D1,+t+ W (s,Xt,x;u¯(s)),
D
1,−
t+ W (s,X
t,x;u¯(s)) ⊆ (−∞,H1(s, X¯t,x;u¯(s), Y¯ t,x;u¯(s), Z¯t,x;u¯(s))], P -a.s.,
where
H1(s, X¯t,x;u¯(s), Y¯ t,x;u¯(s), Z¯t,x;u¯(s))
= −H(s, X¯t,x;u¯(s), Y¯ t,x;u¯(s), Z¯t,x;u¯(s), u¯(s), p(t), q(t), P (t)) + P (s)σ (s)2 .
Proof. The proof is divided into two steps.
Step 1: Variations and estimations for FBSDE.
For each s ∈ (t, T ), take τ ∈ (s, T ]. Denote by
Θτ,X¯
t,x;u¯(s);u¯(·) = (Xτ,X¯t,x;u¯(s);u¯(·), Y τ,X¯t,x;u¯(s);u¯(·), Zτ,X¯t,x;u¯(s);u¯(·))
the solution to the following FBSDE on [τ, T ] :


Xτ,X
t,x;u¯(s);u¯(r) = X¯t,x;u¯(s) +
∫ r
τ
b(α,Θτ,X¯
t,x;u¯(s);u¯(α), u¯(α))dα
+
∫ r
τ σ(α,Θ
τ,X¯t,x;u¯(s);u¯(α), u¯(α))dB(α),
Y τ,X
t,x;u¯(s);u¯(r) = φ(Xτ,X
t,x;u¯(s);u¯(T )) +
∫ T
r
g(α,Θτ,X¯
t,x;u¯(s);u¯(α), u¯(α))dα
− ∫ T
r
Zτ,X¯
t,x;u¯(s);u¯(α)dB(α).
For r ∈ [τ, T ], set
ξˆτ (r) = X
τ,X¯t,x;u¯(s);u¯(r) − X¯t,x;u¯(r), ηˆτ (r) = Y τ,X¯t,x;u¯(s);u¯(r) − Y¯ t,x;u¯(r),
ζˆτ (r) = Z
τ,X¯t,x;u¯(s);u¯(r) − Z¯t,x;u¯(r), Θˆτ (r) = (ξˆτ (r), ηˆτ (r), ζˆτ (r)).
Then, by Theorem 2.2 in [9], we have that for each β ∈ [2, 8]
E
[
sup
r∈[τ,T ]
(
|ξˆτ (r)|β + |ηˆτ (r)|β
)
+
(∫ T
τ |ζˆτ (r)|2dr
) β
2
∣∣∣∣∣F tτ
]
≤ C
∣∣X¯t,x;u¯(τ) − X¯t,x;u¯(s)∣∣β , P -a.s..
(3.27)
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Note that
X¯t,x;u¯(τ) − X¯t,x;u¯(s) =
∫ τ
s
b(r)dr +
∫ τ
s
σ(r)dB(r).
Taking conditional expectation E [·|F ts] on both sides of (3.27), we obtain for a.e. s ∈ [t, T ],
E

 sup
r∈[τ,T ]
(
|ξˆτ (r)|β + |ηˆτ (r)|β
)
+
(∫ T
τ
|ζˆτ (r)|2dr
) β
2
∣∣∣∣∣∣F ts

 ≤ O(|τ − s| β2 ), P -a.s., (3.28)
as τ ↓ s. We rewrite ξˆτ (·), ηˆτ (·) and ζˆτ (·) as

dξˆτ (r) =
[
Θˆτ (r)Db(r) + ετ1(r)
]
dr +
[
Θˆτ (r)Dσ(r) + ετ2(r)
]
dB(r),
ξˆτ (τ) = −
∫ τ
s
b(r)dr − ∫ τ
s
σ(r)dB(r),
dηˆτ (r) = −
[
Θˆτ (r)Dg(r) + ετ3(r)
]
dr + ζˆτ (r)dB(r), r ∈ [τ, T ],
ηˆτ (T ) = φx(X¯
t,x;u¯(T ))ξˆτ (T ) + ετ4(T ),
(3.29)
where
ετ1(r) =
(
b˜x(r) − bx(r)
)
ξˆτ (r) +
(
b˜y(r) − by(r)
)
ηˆτ (r) +
(
b˜z(r)− bz(r)
)
ζˆτ (r),
ετ2(r) = (σ˜x(r) − σx(r)) ξˆτ (r) + (σ˜y(r) − σy(r)) ηˆτ (r) + (σ˜z(r) − σz(r)) ζˆτ (r),
ετ3(r) = (g˜x(r) − gx(r)) ξˆτ (r) + (g˜y(r) − gy(r)) ηˆτ (r) + (g˜z(r) − gz(r)) ζˆτ (r),
ετ4(T ) = [φ˜x(X¯
t,x;u¯(T ))− φx(X¯t,x;u¯(T ))]ξˆτ (T ),
ψ˜κ(r) =
∫ 1
0
ψκ(r, Θ¯
t,x;u¯(r) + λΘˆ(r), u¯(r))dλ for ψ = b, σ, g, φ and κ = x, y, z.
Similar to the proof in Theorem 3.1, we obtain
Y τ,X
t,x;u¯(s);u¯(τ) − Y¯ t,x;u¯(τ) = p(τ)ξˆτ (τ) + 1
2
P (τ)ξˆτ (τ)
2 + o(|ξˆτ (τ)|2), P -a.s.,
which implies for a.e. s ∈ [t, T ],
E
[
Y τ,X
t,x;u¯(s);u¯(τ)− Y¯ t,x;u¯(τ)
∣∣∣F ts] = E
[
p(τ)ξˆτ (τ) +
1
2
P (τ)ξˆτ (τ)
2|F ts
]
+ o (|τ − s|) ,
P -a.s. as τ ↓ s.
Step 2: Completion of the proof.
By Proposition 3.5 in [10], we get
W (τ,Xt,x;u¯(s)) ≤ E
[
Y τ,X
t,x;u¯(s);u¯(τ)|F ts
]
, P -a.s.. (3.30)
Similar to Theorem 3.1, we can find a subset Ω0 ⊆ Ω with P (Ω0) = 1 such that for any ω0 ∈ Ω0,

W (s, X¯t,x;u¯(s, ω0)) = Y¯
t,x;u¯(s, ω0), (3.28), (3.30) are satisfied for any rational
τ > s, (Ω,F , P (·|F ts) (ω0) , B(·)−B(s);u(·))|[s,T ] ∈ Uw[s, T ], and
sup
s≤r≤T
[|p (r, ω0)|+ |P (r, ω0)|] <∞.
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The first relation of the above is a directly application of the DPP (see Theorem 3.6 in [10]). Let ω0 ∈ Ω0
be fixed. Then, for any rational number τ > s and for a.e. s ∈ [t, T )
W (τ, X¯t,x;u¯(s, ω0))−W (s, X¯t,x;u¯(s, ω0))
≤ E
[
Y τ,X
t,x;u¯(s);u¯(τ)− Y¯ t,x;u¯(s)|F ts
]
(ω0)
= E
[
Y τ,X
t,x;u¯(s);u¯(τ)− Y¯ t,x;u¯(τ) + Y¯ t,x;u¯(τ)− Y¯ t,x;u¯(s)|F ts
]
(ω0)
= E
[
p(τ)ξˆτ (τ) +
1
2P (τ)ξˆτ (τ)
2 − ∫ τ
s
g(r)dr|F ts
]
(ω0) + o(|τ − s|),
(3.31)
as τ ↓ s. Next we estimate the terms on the right hand side of (3.31).
E
[
p(τ)ξˆτ (τ)|F ts
]
(ω0) = E
[
p(s)ξˆτ (τ) + (p(τ) − p (s))ξˆτ (τ)|F ts
]
(ω0)
= E
[−p(s) ∫ τ
s
b(r)dr − ∫ τ
s
q(r)σ(r)dr|F ts
]
(ω0) + o(|τ − s|),
(3.32)
where the last equality is due to the Itoˆ’s formula for (p(τ) − p (s))ξˆτ (τ). Similarly,
E
[
1
2P (τ)ξˆτ (τ)
2|F ts
]
(ω0) = E
[
1
2P (s)
∫ τ
s σ(r)
2dr|F ts
]
(ω0) + o(|τ − s|). (3.33)
Thus, by (3.31)-(3.33) and the continuity of W , we obtain
W (τ, X¯t,x;u¯(s))−W (s, X¯t,x;u¯(s))
≤ E [−p(s) ∫ τ
s
b(r)dr − ∫ τ
s
q(r)σ(r)dr − ∫ τ
s
g(r)dr + 12P (s)
∫ τ
s
σ(r)2dr|F ts
]
+o(|τ − s|)
= (τ − s)H1(s, X¯t,x;u¯(s), Y¯ t,x;u¯(s), Z¯t,x;u¯(s)) + o(|τ − s|),
which implies
[H1(s, X¯t,x;u¯(s), Y¯ t,x;u¯(s), Z¯t,x;u¯(s)),∞) ⊆ D1,+t+ W (s,Xt,x;u¯(s))
by the definition of super-jets. For any qˆ ∈ D1,−t+ W (s, X¯t,x;u¯(s)), by definition of sub-jets, we have
0 ≤ lim inf
τ↓s
{
V (τ,X¯t,x;u¯(s))−V (s,X¯t,x;u¯(s))−qˆ(τ−s)
τ−s
}
≤ lim inf
τ↓s
{H1(s, X¯t,x;u¯(s), Y¯ t,x;u¯(s), Z¯t,x;u¯(s))− qˆ} .
Thus
qˆ ≤ H1(s, X¯t,x;u¯(s), Y¯ t,x;u¯(s), Z¯t,x;u¯(s)), ∀s ∈ [t, T ), P -a.s..
This completes the proof.
4 Special cases
In this section, we study three special cases. In the first case, the value functionW is supposed to be smooth.
In the second case, the diffusion term σ of the forward stochastic differential equation in (2.1) is linear in z.
Finally, we study the case in which the control domain is convex and compact.
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4.1 The smooth case
In this subsection, we assume that the value function W is smooth and obtain the relationship between the
derivatives of W and the adjoint processes. Note that the HJB equation includes an algebra equation (2.4).
It is worth pointing out that we discover two novel connections: (i) the relation between the derivatives
of V (·) and the terms K1(·), K2(·) in the adjoint equations; (ii) the relation between the algebra equation
∆(·) for the MP and the algebra equation V (·) for the HJB equation. We first give the following stochastic
verification theorem.
Theorem 4.1 Suppose Assumption 2.1 holds. Let w(t, x) belong to C1,2b ([0, T ]×R) and be a solution to the
HJB equation (2.4). If ||σ||∞ <∞ and ||wx||∞||σz ||∞ < 1, then
w(t, x) ≤ J(t, x;u(·)), ∀u(·) ∈ Uw[t, T ], (t, x) ∈ [0, T ]× R.
Furthermore, if u¯(·) ∈ Uw[t, T ] such that
G(s,Xt,x;u¯(s), w(s,Xt,x;u¯(s)), wx(s,X
t,x;u¯(s), wxx(s,X
t,x;u¯(s)), u¯(s))
+ws(s,X
t,x;u¯(s)) = 0,
where (Xt,x;u¯(·), Y t,x;u¯(·), Zt,x;u¯(·)) is the solution to FBSDE (2.1) corresponding to u¯(·), then u¯(·) is an
optimal control.
Proof. The proof is same to Theorem 4.12 in [10], thus we omit it.
Now we study the relationship between the derivatives of the value functionW and the adjoint processes.
Theorem 4.2 Let Assumptions 2.1, 2.8 and 2.10 hold. Suppose that u¯(·) ∈ Uw[t, T ] is an optimal control,
and (X¯t,x;u¯(·), Y¯ t,x;u¯(·), Z¯t,x;u¯(·)) is the corresponding optimal state. Let (p(·), q(·)) be the solution to (2.11).
If the value function W (·, ·) ∈ C1,2([t, T ]× R), then for each s ∈ [t, T ]
Y¯ t,x;u¯(s) =W (s, X¯t,x;u¯(s)),
Z¯t,x;u¯(s) = V (s, X¯t,x;u¯(s),W (s, X¯t,x;u¯(s)),Wx(s, X¯
t,x;u¯(s)), u¯(s))
and
−Ws(s, X¯t,x;u¯(s))
= G(s, X¯t,x;u¯(s),W (s, X¯t,x;u¯(s)),Wx(s, X¯
t,x;u¯(s)),Wxx(s, X¯
t,x;u¯(s)), u¯(s))
= min
u∈U
G
(
s, X¯t,x;u¯(s),W (s, X¯t,x;u¯(s)),Wx(s, X¯
t,x;u¯(s)),Wxx(s, X¯
t,x;u¯(s)), u
)
.
Moreover, if W (·, ·) ∈ C1,3([t, T ]× R) and Wsx(·, ·), Wsxx(·, ·) are continuous, then, for s ∈ [t, T ],
p(s) = Wx(s, X¯
t,x;u¯(s)),
q(s) = Wxx(s, X¯
t,x;u¯(s))σ(s, X¯t,x;u¯(s), Y¯ t,x;u¯(s), Z¯t,x;u¯(s), u¯(s)).
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Furthermore, if W (·, ·) ∈ C1,4([t, T ]× R) and Wsxx(·, ·) is continuous, then
P (s) ≥Wxx(s, X¯t,x;u¯(s)), s ∈ [t, T ],
where (P (·), Q(·)) satisfies (2.13).
Proof. By the DPP (see Theorem 3.6 in [10]), we get Y¯ t,x;u¯(s) =W (s, X¯t,x;u¯(s)) s ∈ [t, T ]. Applying Itoˆ’s
formula to W (s, X¯t,x;u¯(s)), we can get
Y¯ t,x;u¯(s) =W (s, X¯t,x;u¯(s)),
Z¯t,x;u¯(s) = V (s, X¯t,x;u¯(s),W (s, X¯t,x;u¯(s)),Wx(s, X¯
t,x;u¯(s)), u¯(s)),
G(s, X¯t,x;u¯(s),W (s, X¯t,x;u¯(s)),Wx(s, X¯
t,x;u¯(s)),Wxx(s, X¯
t,x;u¯(s)), u¯(s))
+Ws(s, X¯
t,x;u¯(s)) = 0.
(4.1)
Since W satisfies the HJB equation (2.4), we obtain that, for each u ∈ U ,
G
(
s, X¯t,x;u¯(s),W (s, X¯t,x;u¯(s)),Wx(s, X¯
t,x;u¯(s)),Wxx(s, X¯
t,x;u¯(s)), u
)
+Ws(s, X¯
t,x;u¯(s)) ≥ 0.
Thus we deduce
G(s, X¯t,x;u¯(s),W (s, X¯t,x;u¯(s)),Wx(s, X¯
t,x;u¯(s)),Wxx(s, X¯
t,x;u¯(s)), u¯(s))
= min
u∈U
G
(
s, X¯t,x;u¯(s),W (s, X¯t,x;u¯(s)),Wx(s, X¯
t,x;u¯(s)),Wxx(s, X¯
t,x;u¯(s)), u
)
.
(4.2)
IfW (·, ·) ∈ C1,3([t, T ]×R) andWsx(·, ·) is continuous, then, by applying Itoˆ’s formula toWx(s, X¯t,x;u¯(s)),
we get
dWx(s, X¯
t,x;u¯(s))
=
{
Wsx(s, X¯
t,x;u¯(s)) +Wxx(s, X¯
t,x;u¯(s))b(s) + 12Wxxx(s, X¯
t,x;u¯(s))(σ(s))2
}
ds
+Wxx(s, X¯
t,x;u¯(s))σ(s)dB(s).
(4.3)
Note that W satisfies the HJB equation (2.4). Then we obtain
Ws(s, x) +G(s, x,W (s, x),Wx(s, x),Wxx(s, x), u¯(s)) ≥ 0. (4.4)
Combining (4.1) and (4.4), we conclude that the function
Ws(s, ·) +G(s, ·,W (s, ·),Wx(s, ·),Wxx(s, ·), u¯(s))
achieves its minimum at x = X¯t,x;u¯(s). Thus
∂
∂x
(Ws(s, x) +G(s, x,W (s, x),Wx(s, x),Wxx(s, x), u¯(s)))
∣∣∣∣
x=X¯t,x;u¯(s)
= 0. (4.5)
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By the implicit function theorem, we deduce
∂V
∂x (s, x,W (s, x),Wx(s, x), u¯(s))
∣∣
x=X¯t,x;u¯(s)
=
(
1−Wx(s, X¯t,x;u¯(s))σz(s)
)−1
[Wxx(s, X¯
t,x;u¯(s))σ(s) +Wx(s, X¯
t,x;u¯(s))σx(s)
+σy(s)(Wx(s, X¯
t,x;u¯(s)))2].
(4.6)
Thus, we can easily get
∂
∂x(Ws(s, x) +G(s, x,W (s, x),Wx(s, x),Wxx(s, x), u¯(s)))
∣∣
x=X¯t,x;u¯(s)
=Wsx(s, X¯
t,x;u¯(s)) +Wxx(s, X¯
t,x;u¯(s))b(s) + 12Wxxx(s, X¯
t,x;u¯(s))σ(s)2
+Wx(s, X¯
t,x;u¯(s))[bx(s) + by(s)Wx(s, X¯
t,x;u¯(s)) + bz(s)Vx(s)]
+Wxx(s, X¯
t,x;u¯(s))σ(s)
[
σx(s) + σy(s)Wx(s, X¯
t,x;u¯(s)) + σz(s)Vx(s)
]
+ gx(s) + gy(s)Wx(s, X¯
t,x;u¯(s)) + gz(s)Vx(s),
(4.7)
where
Vx(s) =
∂V
∂x
(s, x,W (s, x),Wx(s, x), u¯(s))
∣∣∣∣
x=X¯t,x;u¯(s)
.
Combining (4.3), (4.5) and (4.7), it is easy to check that
(
Wx(s, X¯
t,x;u¯(s)),Wxx(s, X¯
t,x;u¯(s))σ(s)
)
satisfies the adjoint equation (2.11), which implies
p(s) =Wx(s, X¯
t,x;u¯(s)), q(s) =Wxx(s, X¯
t,x;u¯(s))σ(s).
If W (·, ·) ∈ C1,4([t, T ]×R) andWsxx(·, ·) is continuous, then, applying Itoˆ’s formula toWxx(s, X¯t,x;u¯(s)),
we obtain
dWxx(s, X¯
t,x;u¯(s))
=
{
Wsxx(s, X¯
t,x;u¯(s)) +Wxxx(s, X¯
t,x;u¯(s))b(s)
+ 12Wxxxx(s, X¯
t,x;u¯(s))(σ(s))2
}
ds+Wxxx(s, X¯
t,x;u¯(s))σ(s)dB(s).
(4.8)
Since the function Ws(s, ·) +G(s, ·,W (s, ·),Wx(s, ·),Wxx(s, ·), u¯(s)) achieves its minimum at x = X¯t,x;u¯(s),
we have
∂2
∂x2
(Ws(s, x) +G(s, x,W (s, x),Wx(s, x),Wxx(s, x), u¯(s)))
∣∣∣∣
x=X¯t,x;u¯(s)
≥ 0. (4.9)
Set P˜ (s) =Wxx(s, X¯
t,x;u¯(s)) and Q˜(s) =Wxxx(s, X¯
t,x;u¯(s))σ(s) for s ∈ [t, T ]. In order to prove P (s) ≥ P˜ (s),
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by comparison theorem of BSDE for equations (2.13) and (4.8), we only need to check
P˜ (s)
[
(Dσ(s)⊺(1, p(s),K1(s)))
2 + 2Db(s)⊺(1, p(s),K1(s))
⊺ +Hy(s)
]
+2Q˜(s)Dσ(s)⊺(1, p(s),K1(s))
⊺ + (1, p(s),K1(s))D
2H(s)(1, p(s),K1(s))
⊺
+Hz(s)K˜2(s) +Wsxx(s, X¯
t,x;u¯(s)) +Wxxx(s, X¯
t,x;u¯(s))b(s)
+ 12Wxxxx(s, X¯
t,x;u¯(s))(σ(s))2 ≥ 0,
(4.10)
where
K˜2(s)
= (1 − p(s)σz(s))−1 {p(s)σy(s) + 2 [σx(s) + σy(s)p(s) + σz(s)K1(s)]} P˜ (s)
+(1− p(s)σz(s))−1
{
Q˜(s) + p(s)(1, p(s),K1(s))D
2σ(s)(1, p(s),K1(s))
⊺
}
.
(4.11)
By (4.9), one can verify that the inequality (4.10) holds.
From the proof in the above theorem, we can obtain the following corollary.
Corollary 4.3 Under the same assumptions as in Theorem 4.2, we have the following relation:
∂V
∂x (s, x,W (s, x),Wx(s, x), u¯(s))
∣∣
x=X¯t,x;u¯(s)
= K1(s),
∂2V
∂x2 (s, x,W (s, x),Wx(s, x), u¯(s))
∣∣∣
x=X¯t,x;u¯(s)
= K˜2(s),
where K˜2(s) is defined in (4.11).
Remark 4.4 It is worth to pointing out that K˜2(·) and K2(·) are closely related. If we replace P (·) (resp.
Q(·)) by Wxx(·, X¯t,x;u¯(·)) (resp. Wxxx(·, X¯t,x;u¯(·))σ(·)) in K2(·), then we have K˜2(·).
If the value function is smooth enough, we can use the DPP to derive the MP in the following theorem.
Theorem 4.5 Let Assumptions 2.1, 2.8 and 2.10 hold. Suppose that u¯(·) ∈ Uw[t, T ] is an optimal control,
and (X¯t,x;u¯(·), Y¯ t,x;u¯(·), Z¯t,x;u¯(·)) is the corresponding optimal state. Let (p(·), q(·)) and (P (·), Q(·)) be the
solutions to (2.11) and (2.13) respectively. IfW (·, ·) ∈ C1,4([t, T ]×R) andWsx(·, ·), Wsxx(·, ·) are continuous,
then
H(s, X¯t,x;u¯(s), Y¯ t,x;u¯(s), Z¯t,x;u¯(s), u, p(s), q(s), P (s))
≥ H(s, X¯t,x;u¯(s), Y¯ t,x;u¯(s), Z¯t,x;u¯(s), u¯(s), p(s), q(s), P (s)), ∀u ∈ U a.e., a.s..
(4.12)
Proof. By (4.2) in Theorem 4.2, we have ∀u ∈ U a.e., a.s.
G(s, X¯t,x;u¯(s),W (s, X¯t,x;u¯(s)),Wx(s, X¯
t,x;u¯(s)),Wxx(s, X¯
t,x;u¯(s)), u¯(s))
≤ G(s, X¯t,x;u¯(s),W (s, X¯t,x;u¯(s)),Wx(s, X¯t,x;u¯(s)),Wxx(s, X¯t,x;u¯(s)), u).
(4.13)
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Since
Y¯ t,x;u¯(s) = W (s, X¯t,x;u¯(s)), Z¯t,x;u¯(s) =Wx(s, X¯
t,x;u¯(s))σ(s),
p(s) = Wx(s, X¯
t,x;u¯(s)), q(s) =Wxx(s, X¯
t,x;u¯(s))σ(s),
we can obtain
V (s, X¯t,x;u¯(s),W (s, X¯t,x;u¯(s)),Wx(s, X¯
t,x;u¯(s)), u) = Z¯t,x;u¯(s) + ∆(s) (4.14)
by the definition of ∆(s) in equation (2.16). Combining (4.13) and (4.14), we deduce that
H(s, X¯t,x;u¯(s), Y¯ t,x;u¯(s), Z¯t,x;u¯(s), u, p(s), q(s), P (s))
−H(s, X¯t,x;u¯(s), Y¯ t,x;u¯(s), Z¯t,x;u¯(s), u¯(s), p(s), q(s), P (s))
≥ 12
(
P (s)−Wxx(s, X¯t,x;u¯(s))
) (
σ(s, X¯t,x;u¯(s), Y¯ t,x;u¯(s), Z¯t,x;u¯(s), u)− σ(s))2 .
Noting that P (s) ≥Wxx(s, X¯t,x;u¯(s)), then we obtain (4.12).
4.2 The case that σ is linear in z
In this subsection, we consider the case that σ(t, x, y, z, u) = A˜(t)z + σ1(t, x, y, u). Under this case, we do
not need the assumption that q(·) is bounded.
Assumption 4.6 σ(t, x, y, x, u) = A˜(t)z + σ1(t, x, y, u), ||A˜(·)||∞ is small enough.
Theorem 4.7 Suppose Assumptions 2.1, 2.8, 2.10 and 4.6 hold. Let u¯(·) be optimal for our problem (2.3),
and let (p(·), q(·)) ∈ L∞
F
(0, T ;R)× L2,2
F
(0, T ;R) and (P (·), Q(·)) ∈ L2
F
(Ω;C([0, T ],R))× L2,2
F
(0, T ;R) be the
solution to equation (2.11) and (2.13) respectively. Then

{p(s)} × [P (s),∞) ⊆ D2,+x W (s, X¯t,x;u¯(s)),
D2,−x W (s, X¯
t,x;u¯(s)) ⊆ {p(s)} × (−∞, P (s)].
Proof. We use the same notations as in the proof of Theorem 3.1. In this case
ε2 (r) = (σ˜x(r) − σx(r)) Xˆ(r) + (σ˜y(r) − σy(r))
(
p(r)Xˆ (r) + ν(r)
)
. (4.15)
It is easy to verify that
|A (r) | ≤ C (1 + |q (r)|) ,
|C(r)| ≤ C
(
1 + ||A˜(·)||∞ |q (r)|
)
,
(4.16)
where C is a positive constant. By Theorem 5.2 in [9], there exists a δ > 0 such that for each λ1 < δ,
E
[
exp
(
λ1
∫ T
s
|q (r)|2 dr
)∣∣∣F ts] ≤ C,
E
[
sups≤α≤T exp
(
λ1
∫ α
s q (r) dB(r)
)∣∣F ts] ≤ C.
(4.17)
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Set, for r ∈ [s, T ],
Γ1(r) = exp
(∫ r
s
A(α)dα
)
, Γ2(r) = exp
(
−1
2
∫ r
s
|C(α)|2dα+
∫ r
s
C(α)dB(α)
)
.
When ||A˜(·)||∞ is small enough, by (4.16) and (4.17), we can find a large enough constant λ > 0 such that
E
[
sup
r∈[t,T ]
|Γ1(r)Γ2(r)|λ
∣∣∣∣∣F ts
]
≤ C. (4.18)
Set
ϕ1 (r) = ϕ(r)Γ1(r)Γ2(r),
ν1 (r) = ν (r) Γ1(r)Γ2(r) + C (r) Γ1(r)Γ2(r)ϕ (r) ,
where (ϕ(·), ν(·)) is the solution to BSDE (3.9). We obtain that (ϕ1 (·) , ν1 (·)) satisfies the following BSDE
by applying Itoˆ’s formula to ϕ(·)Γ1(·)Γ2(·),

dϕ1 (r) = −II (r) dr + ν1 (r) dB (r) ,
ϕ1 (T ) = ε4 (T ) Γ1(T )Γ2(T ),
(4.19)
where
II (r) = Γ1(r)Γ2(r)[p(r)ε1 (r) + q (r) ε2 (r) + ε3 (r)
+Hz (r)
(
1− p (r) A˜ (r)
)−1
p (r) ε2 (r)].
(4.20)
By the estimate of BSDE that, for each β ∈ [2, 3], we have
E
[ |ε4(T )Γ1(T )Γ2(T )|β∣∣F ts]
≤ {E [ |ε4(T )|4∣∣F ts]} β4 {E [ |Γ1(T )Γ2(T )| 4β4−β ∣∣∣F ts]} 4−β4
≤ C ∣∣x′ − X¯t,x;u¯(s)∣∣2β ,
(4.21)
E
[(∫ T
s
|II(r)|dr
)β∣∣∣∣F ts
]
≤ C
{
E
[(∫ T
s
(|ε1(r)| + (1 + |q(r)|)|ε2(r)| + |ε3(r)|)dr
) 7
2
∣∣∣∣F ts
]} 2β
7
·
{
E
[
| supr∈[t,T ] |Γ1(r)Γ2(r)|
7β
7−2β
∣∣∣F ts]} 7−2β7
≤ C ∣∣x′ − X¯t,x;u¯(s)∣∣2β ,
(4.22)
then
E
[
sup
r∈[s,T ]
|ϕ1(r)|β +
(∫ T
s
|ν1(r)|2dr
) β
2
∣∣∣∣∣F ts
]
≤ CE
[
|ε4(T )Γ1(T )Γ2(T )|β +
(∫ T
s
|II(r)|dr
)β∣∣∣∣F ts
]
≤ ∣∣x′ − X¯t,x;u¯(s)∣∣2β .
(4.23)
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Combining (4.18) (4.19) and (4.23), we obtain that, for each β ∈ [2, 52 ],
E

 sup
r∈[s,T ]
|ϕ(r)|β +
(∫ T
s
|ν(r)|2dr
) β
2
∣∣∣∣∣∣F ts

 ≤ C ∣∣x′ − X¯t,x;u¯(s)∣∣2β . (4.24)
Similar to the above analysis, there exists a large enough λ > 0 such that for
E

 sup
r∈[s,T ]
|P (r)|λ +
(∫ T
s
|Q(r)|2dr
) λ
2
∣∣∣∣∣∣F ts

 ≤ C. (4.25)
Applying Itoˆ’s formula to ϕˆ(r)Γ1(r)Γ2(r), where (ϕˆ(·), νˆ(·)) is the equation (3.19) in Step 4 in the proof of
Theorem 3.1, we get
ϕˆ(s) = E
[
Γ1(T )Γ2(T )ε8(T ) +
∫ T
s
Γ1(r)Γ2(r)I(r)dr
∣∣∣∣∣F ts
]
. (4.26)
By (4.18) and (4.26), we deduce that
|ϕˆ(s)| ≤ C

E

 |ε8(T )| 98 +
(∫ T
s
|I(r)|dr
) 9
8
∣∣∣∣∣∣F ts




8
9
. (4.27)
The estimate for ε8(T ) is the same as Theorem 3.1. Since we relax the assumption of q(·) is bounded, the
corresponding I(r) in (3.20) has the following upper bound
|I (r)| ≤ C [1 + (1 + |q (r)|) |P (r)|+ |Q (r)|+ |q (r)|]
·
(
|ϕ (r)|+ |ν (r)|+ ρ (r)
∣∣∣Xˆ (r)∣∣∣) ∣∣∣Xˆ (r)∣∣∣+ C(1 + |q(r)|2)ρ(r)|Xˆ(r)|2
+C (1 + |q (r)|+ |P (r)|)ϕ2 (r) + C (1 + |P (r)|) |ν (r)|2 ,
where ρ(r) is the same as (3.23). We estimate the following terms:
E
[(∫ T
s
|q (r)|P (r) ρ (r)
∣∣∣Xˆ (r)∣∣∣2 dr)
9
8
∣∣∣∣∣F ts
]
≤ E
[
sup
r∈[t,T ]
∣∣∣Xˆ (r)∣∣∣ 94 sup
r∈[t,T ]
|P (r)| 98
(∫ T
s
|q (r)|2 dr
) 9
16
(∫ T
s
|ρ (r)|2 dr
) 9
16
∣∣∣∣∣F ts
]
≤
{
E
[
sup
r∈[t,T ]
∣∣∣Xˆ (r)∣∣∣8
∣∣∣∣∣F ts
]} 9
32
·
{
E
[
sup
r∈[t,T ]
|P (r)| 3623
(∫ T
s
|q (r)|2 dr
) 18
23
(∫ T
s
|ρ (r)|2 dr
) 18
23
∣∣∣∣∣F ts
]} 23
32
= o
(∣∣x− X¯t,x;u¯ (s)∣∣ 94) ;
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E[(∫ T
s
|q (r)|P (r) |ν (r)|
∣∣∣Xˆ (r)∣∣∣ dr) 98 ∣∣∣∣F ts
]
≤ E
[
sup
r∈[t,T ]
∣∣∣Xˆ (r)∣∣∣ 98 sup
r∈[t,T ]
|P (r)| 98
(∫ T
s
|q (r)|2 dr
) 9
16
(∫ T
s
|ν (r)|2 dr
) 9
16
∣∣∣∣∣F ts
]
≤
{
E
[
sup
r∈[t,T ]
∣∣∣Xˆ (r)∣∣∣ 4522 sup
r∈[t,T ]
|P (r)| 4522
(∫ T
s |q (r)|
2
dr
) 45
44
∣∣∣∣∣F ts
]} 11
20
·
{
E
[(∫ T
s
|ν (r)|2 dr
) 5
4
∣∣∣∣F ts
]} 9
20
= o
(∣∣x− X¯t,x;u¯ (s)∣∣ 94) ;
E
[(∫ T
s |q (r)|
2
ρ (r)
∣∣∣Xˆ (r)∣∣∣2 dr)
9
8
∣∣∣∣∣F ts
]
≤ E
[
sup
r∈[t,T ]
∣∣∣Xˆ (r)∣∣∣ 94 (∫ Ts |q (r)|2 ρ (r) dr)
9
8
∣∣∣∣∣F ts
]
≤
{
E
[
sup
r∈[t,T ]
∣∣∣Xˆ (r)∣∣∣8
∣∣∣∣∣F ts
]} 9
32
·
{
E
[(∫ T
s |q (r)|
2
ρ (r) dr
) 36
23
∣∣∣∣F ts
]} 23
32
= o
(∣∣x− X¯t,x;u¯ (s)∣∣ 94) ;
E
[(∫ T
s
|q (r)| |ϕ (r)|2 dr
) 9
8
∣∣∣∣F ts
]
≤ CE
[
sup
r∈[t,T ]
|ϕ (r)| 94
(∫ T
s |q (r)|
2
dr
) 9
16
∣∣∣∣∣F ts
]
≤
{
E
[
sup
r∈[t,T ]
|ϕ (r)| 52
∣∣∣∣∣F ts
]} 9
10 {
E
[(∫ T
s
|q (r)|2 dr
) 45
8
∣∣∣∣F ts
]} 1
10
= o
(∣∣x− X¯t,x;u¯ (s)∣∣ 94) ;
E
[(∫ T
s |P (r)| |ν (r)|
2
dr
) 9
8
∣∣∣∣F ts
]
≤ E
[
sup
r∈[t,T ]
|P (r)| 98
(∫ T
s |ν (r)|
2
dr
) 9
8
∣∣∣∣∣F ts
]
≤
{
E
[
sup
r∈[t,T ]
|P (r)| 454
∣∣∣∣∣F ts
]} 1
10 {
E
[(∫ T
s |ν (r)|
2
dr
) 5
4
∣∣∣∣F ts
]} 9
10
= o
(∣∣x− X¯t,x;u¯ (s)∣∣ 94) ,
and the others are similar. The proof is completed.
Theorem 4.8 Suppose the same assumptions as in Theorem 4.7. Then, for each s ∈ [t, T ],

[H1(s, X¯t,x;u¯(s), Y¯ t,x;u¯(s), Z¯t,x;u¯(s)),∞) ⊆ D1,+t+ W (s,Xt,x;u¯(s)),
D
1,−
t+ W (s,X
t,x;u¯(s)) ⊆ (−∞,H1(s, X¯t,x;u¯(s), Y¯ t,x;u¯(s), Z¯t,x;u¯(s))],
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where
H1(s, X¯t,x;u¯(s), Y¯ t,x;u¯(s), Z¯t,x;u¯(s))
= −H(s, X¯t,x;u¯(s), Y¯ t,x;u¯(s), Z¯t,x;u¯(s), u¯(s), p(t), q(t), P (t)) + P (s)σ (s)2 .
Proof. The proof is the same as in Theorem 3.2 by using the estimates in the proof of Theorem 4.7.
4.3 The local case
In this case, the control domain is assumed to be a convex and compact set. Note that in the above theorems,
our control domain is only supposed to be a nonempty and compact set. Then, for the local case we can still
obtain the relations in Theorem 3.1 under our Assumptions 2.1, 2.8 and 2.10. In this subsection, we study
the MP by convex variational method and its relationship with the DPP. For the convex variational method,
we suppose that b, σ and g are continuously differentiable with respect to u, and we only need to consider
the first-order variational equation. So, every assumptions that guarantee the existence and uniqueness of
FBSDE (2.1) can be used in this case. Here we use the following monotonicity conditions as in [14, 27].
Define
Π(s, x, y, z, u) = (−g, b, σ)⊺ (s, x, y, z, u).
Assumption 4.9 There exist three nonnegative constants β1, β2, β3 such that β1 + β2 > 0, β2 + β3 > 0
and ∀s ∈ [0, T ], ∀x, x′, y, y′, z, z′ ∈ R, ∀u ∈ U ,
〈Π(s, x, y, z, u)−Π(s, x′, y′, z′, u), (x− x′, y − y′, z − z′)T 〉
≤ −β1|x− x′|2 − β2(|y − y′|2 + |z − z′|2),
(φ(x) − φ(x′))(x − x′) ≥ β3 |x− x′|2 .
The adjoint equation in this case is the following linear FBSDE:

dh(s) = [gy(s)h(s) + by(s)m(s) + σy(s)n(s)] ds
+ [gz(s)h(s) + bz(s)m(s) + σz(s)n(s)] dB(s),
h(t) = 1,
dm(s) = − [gx(s)h(s) + bx(s)m(s) + σx(s)n(s)] ds+ n(s)dB(s), s ∈ [t, T ],
m(T ) = φx(x¯(T ))h(T ).
(4.28)
Define the following Hamiltonian function:
H ′(s, x, y, z, u, h,m, n) = mb(s, x, y, z, u) + nσ(s, x, y, z, u) + hg(s, x, y, z, u).
Suppose Assumptions 2.1 (i) and 4.9 hold. Let u¯(·) ∈ Uw[t, T ] be optimal for problem (2.3) and (h(·),m(·), n(·))
be the solution to FBSDE (4.28). Then Wu [27] obtained the following MP:
〈H ′u(s, X¯t,x;u¯(s), Y¯ t,x;u¯(s), Z¯t,x;u¯(s), u¯(s), h(s),m(s), n(s)), u − u¯(s)〉 ≥ 0,
∀u ∈ U a.e.s ∈ [t, T ], P -a.s..
(4.29)
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Theorem 4.10 Suppose Assumptions 2.1 (i) and 4.9 hold. Let u¯(·) be optimal for our problem (2.3) and
(h(·),m(·), n(·)) be the solution to FBSDE (4.28). If L3 is small enough, then
D1,−x W (s, X¯
t,x;u¯(s)) ⊆ {m(s)h−1(s)} ⊆ D1,+x W (s, X¯t,x;u¯(s)), ∀s ∈ [t, T ], P - a.s..
Proof. We use notations (3.3), (3.6) and equations (3.2), (3.5) in Step 1 in the proof of Theorem 3.1. By
the estimate of FBSDE (see [14]), we obtain
E
[
sup
r∈[s,T ]
(
|Xˆ(r)|2 + |Yˆ (r)|2
)
+
∫ T
s
|Zˆ(r)|2dr
∣∣∣∣∣F ts
]
≤ C
∣∣x′ − X¯t,x;u¯(s)∣∣2 , P -a.s..
Applying Itoˆ’s formula to h(s)Yˆ (s)−m(s)Xˆ(s), we get
h(s)Yˆ (s)−m(s)Xˆ(s)
= E
[
h(T )ε4(T ) +
∫ T
s (m(r)ε1(r) + n(r)ε2(r) + h(r)ε3(r))dr
∣∣∣F ts] .
Then, we want to prove h(s)Yˆ (s) − m(s)Xˆ(s) = o (∣∣x′ − X¯t,x;u¯(s)∣∣), and estimate the terms in the right
hand as follows
E
[ |h(T )ε4(T )|| F ts] ≤ {E [ |Xˆ(T )|2∣∣∣F ts]}1/2 {E [ |h(T )(φ˜x(T )− φx(T ))|2∣∣∣F ts]}1/2
= o
(∣∣x′ − X¯t,x;u¯(s)∣∣) ;
E
[∫ T
s
|n(r) (σ˜z(r)− σz(r)) Zˆ(r)|dr
∣∣∣∣∣F ts
]
≤
{
E
[∫ T
s
|n(r) (σ˜z(r) − σz(r)) |2dr
∣∣∣∣∣F ts
]}1/2{
E
[∫ T
s
|Zˆ(r)|2dr
∣∣∣∣∣F ts
]}1/2
= o
(∣∣x′ − X¯t,x;u¯(s)∣∣) .
The estimates for the other terms are similar. Similar to Step 5 in the proof of Theorem 3.1, we can find a
subset Ω0 ⊆ Ω with P (Ω0) = 1 such that for any ω0 ∈ Ω0,
h(s, ω0)Yˆ (s, ω0)−m(s, ω0)Xˆ(s, ω0) = o
(∣∣x′ − X¯t,x;u¯(s, ω0)∣∣) for all s ∈ [t, T ].
By the DPP in [10, 14], we obtain
W (s, x′)−W (s, X¯t,x;u¯(s))
≤ Y s,x′;u¯(s)− Y¯ t,x;u¯(s)
= Yˆ (s).
When L3 small enough, by Theorem 5.4 in [9], we can obtain h(s) > 0 and p(s) = m(s)h(s)
−1. Thus
Yˆ (s) = m(s)h(s)−1
(
Xs,x
′;u¯(s)− X¯t,x;u¯(s)
)
+ o(|x′ − X¯t,x;u¯(s)|).
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Since x′ is arbitrary, from the definition of super-jet, we get
m(s)h(s)−1 ∈ D1,+x W (s, X¯t,x;u¯(s)).
Now we prove
D1,−x W (s, X¯
t,x;u¯(s)) ⊆ {m(s)h(s)−1} .
If D1,−x W (s, X¯
t,x;u¯(s)) is not empty, then taking any ξ ∈ D1,−x V (s, X¯t,x;u¯(s)), by definition of sub-jets, we
have
0 ≤ lim inf
x′→X¯t,x;u¯(s)
{
W (s,x′)−W (s,X¯t,x;u¯(s))−ξ(x′−X¯t,x;u¯(s))
|x′−X¯t,x;u¯(s)|
}
≤ lim inf
x′→X¯t,x;u¯(s)
{
(m(s)h(s)−1−ξ)(x′−X¯t,x;u¯(s))
|x′−X¯t,x;u¯(s)|
}
.
Thus we conclude that
ξ = m(s)h(s)−1, ∀s ∈ [t, T ], P -a.s..
The proof is completed.
Theorem 4.11 Suppose Assumptions 2.1 (i) and 4.9 hold. Let u¯(·) be optimal for problem (2.3) and
(h(·),m(·), n(·)) be the solution to FBSDE (4.28). If L3 is small enough and the value function W (·, ·) ∈
C1,2([t, T ]× R), then
Y¯ t,x;u¯(s) =W (s, X¯t,x;u¯(s)),
Z¯t,x;u¯(s) = V (s, X¯t,x;u¯(s),W (s, X¯t,x;u¯(s)),Wx(s, X¯
t,x;u¯(s)), u¯(s)), s ∈ [t, T ]
(4.30)
and for any s ∈ [t, T ],
−Ws(s, X¯t,x;u¯(s))
= G(s, X¯t,x;u¯(s),W (s, X¯t,x;u¯(s)),Wx(s, X¯
t,x;u¯(s)),Wxx(s, X¯
t,x;u¯(s)), u¯(s))
= min
u∈U
G
(
s, X¯t,x;u¯(s),W (s, X¯t,x;u¯(s)),Wx(s, X¯
t,x;u¯(s)),Wxx(s, X¯
t,x;u¯(s)), u), u
)
.
(4.31)
Moreover, if W (·, ·) ∈ C1,3([t, T ]× R) and Wsx(·, ·) is continuous, then, for s ∈ [t, T ],
m(s) = Wx(s, X¯
t,x;u¯(s))h(s),
n(s) =
(
1−Wx(s, X¯t,x;u¯(s))σz (s)
)−1
bz(s)(Wx(s, X¯
t,x;u¯(s)))2
+gz(s)Wx(s, X¯
t,x;u¯) +Wxx(s, X¯
t,x;u¯)σ(s)h(s),
(4.32)
and ∀u ∈ U a.e. s ∈ [t, T ], P -a.s.
〈H ′u(s, X¯t,x;u¯(s), Y¯ t,x;u¯(s), Z¯t,x;u¯(s), u¯(s), h(s),m(s), n(s)), u − u¯(s)〉 ≥ 0. (4.33)
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Proof. The proof for (4.30) and (4.31) is the same as in Theorem 4.2. Applying Itoˆ’s formula toWx(s, X¯
t,x;u¯(s))h(s),
one can check that (h(·),m(·), n(·)) with (m(·), n(·)) given in (4.32) solves FBSDE (4.28). By (4.31), we have
G(s, X¯t,x;u¯(s),W (s, X¯t,x;u¯(s)),Wx(s, X¯
t,x;u¯(s)),Wxx(s, X¯
t,x;u¯(s)), u¯(s))
≤ G (s, X¯t,x;u¯(s),W (s, X¯t,x;u¯(s)),Wx(s, X¯t,x;u¯(s)),Wxx(s, X¯t,x;u¯(s)), u), u)
∀u ∈ U a.e., a.s..
Thus we obtain
〈
∂
∂u
G
(
s, X¯t,x;u¯(s),W (s, X¯t,x;u¯(s)),Wx(s, X¯
t,x;u¯(s)),Wxx(s, X¯
t,x;u¯(s)), u
)∣∣
u=u¯(s)
,
u− u¯ (s)〉 ≥ 0, ∀u ∈ U a.e., a.s.,
which implies 〈{
Wx(s, X¯
t,x;u¯(s)) [bz (s)Vu(s) + bu(s)]
+Wxx(s, X¯
t,x;u¯(s))σ(s) [σz (s)Vu(s) + σu(s)]
+gz (s)Vu(s)} , u− u (s)〉 ≥ 0, ∀u ∈ U a.e., a.s.,
(4.34)
where
Vu(s) =
∂V
∂u
(s, X¯t,x;u¯(s),W (s, X¯t,x;u¯(s)),Wx(s, X¯
t,x;u¯(s)), u)
∣∣∣∣
u=u¯(s)
.
By implicit function theorem, we deduce that
∂V
∂u (s, X¯
t,x;u¯(s),W (s, X¯t,x;u¯(s)),Wx(s, X¯
t,x;u¯(s)), u)
∣∣
u=u¯(s)
=
(
1−Wx(s, X¯t,x;u¯(s))σz (s)
)−1
Wx(s, X¯
t,x;u¯(s))σu(s).
(4.35)
Combing (4.32), (4.34) and (4.35), we obtain the desired results (4.33).
Remark 4.12 From Theorems 4.2 and 4.11, we can obtain the following relationship between (p (·) , q (·))
and (h (·) ,m(·), n (·)):
m(s) = p(s)h(s);
n(s) = (1− p(s)σz(s))−1 [bz(s)p(s)2 + p(s)gz(s) + q(s)]h(s).
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