Introduction
Emissions from different sources create a very complex mixture in the air both in qualitative and quantitative terms. Their composition is the result of distribution of all the sources in space and time, their size and characteristics of the pollutants on one side, and meteorological and climatic conditions on the other.
Heavy metals belong among the most basic groups of contaminants which are monitored in the various parts of the environment. The concerned group of contaminants is quite a large one, including the contaminants having a variable source of their origination and in many cases, the contaminants concerned share a different platform of professional approach from the scientific circles related to their impact and influence as related to the health of population.
The subject of monitoring, pursuant to the general law [1] are the following elements: As, Cd, Hg, Pb and Ni. These are generally considered as the most harmful to people and animals. Their limits are governed by the Public Notice [2] . Even some of the other elements may be of dangerous nature, which is to be found in soils where they are necessary in small amounts; however, when accumulated in large quantities, they may have an even more toxic impact than the aforementioned elements. In this way, the following elements are to be considered: Cr, Co, Sn, Sb, Cu, Ni, Ag, Au, Zn, Mo, V, Mn, Fe and other [3] . These elements are bound with fine particles of aerosols. Heavy metals do enter the environment by virtue of natural and anthropogenic processes. Natural sources include in situ weathering processes and atmospheric deposition of metals, oceanic processes and volcanic eruptions. Anthropogenic sources include burning fossil fuels in order to generate electricity, raw materials excavation and ore processing, industrial processes, agricultural activities and a continuously increased usage of motor vehicles.
Methodology to determine the amounts of PM and chemical analysis of PM
Readings of particulate matter were performed in the close vicinity of the urban connecting route, road in regular intervals, namely 4 times per year (years 2010 -2013). The goal was a longterm monitoring of a proportional representation of particulate matter (PM) in the atmosphere and its behaviour when related to the outer conditions. In the second phase of project a chemical analysis of particulate matter was performed as well as the determination of its possible source.
In order to establish the amount of particulate matter present in the outer atmosphere, a reference method pursuant to the standards of STN EN 12341 [4] and STN EN 14907 [5] was used. The measurement readings were performed by means of low volume flow samplers of LECKEL LVS3 (Single Filter Gravimetric Sampler) amounting to the total number of 3 pieces. Concurrently, the three fractions of particulate matter were monitored, which include the following: PM 10 , PM 2.5 and PM 1.0 . They were trapped in nitrocellulose filters of the 47 mm diameter and assessed in a gravimetric manner. The monitoring of atmosphere along the concerned road, route was performed in weekly cycles.
Alongside monitoring the PM there were basic meteorological data observed, as well: temperature, ambient humidity, speed and direction of wind, precipitation. The monitoring station was situated in the Zilina city centre, in the Vojtech Spanyola Street. The street as such represents one of the arteries encompassing the secondary and tertiary city ring roads, which connect the city centre with the largest housing estate of -Vlčince. This is reflected in the high traffic volume. The adjacent buildings along the road are represented by the housing developments and the civil amenities and facilities. Pavements for the pedestrians copy both sides of the monitored road. The monitoring devices were situated in the close vicinity of the boundary of pavement.
The particulate matter is bound with various elements and compounds. In the second phase did we concentrate on the monitoring of the selected heavy metals found in the fraction of PM 10 . We focused on monitoring 17 metals which we selected based on the assumptions and probabilities following their origination in the vehicular traffic. Each of these metals may come from a specific source (Table 1) . Based on a sufficiently comprehensive database of data it deems possible by the utilization of multidimensional statistical methods (for instance factor analysis), to more closely specify the possible source of these particles.
In order to identify or to determine the present chemical form of an observed element in the sample of particulate matter the spectroscopic methods are utilized. The analyses of filters and the determination of metals present in the fraction of PM 10 were performed pursuant to the standard of STN EN 14902 [6] . Table 1 : Sources of metals contained in the particulate matter -in general [7, 8, 9, 10, 11, 12] .
Source

Selection of produced metals
Transportation road surface abrasion Al, Si, Ca, Mg, C, Na, K, V, Ni The statistical analysis was performed by means of the STATISTICA programme. The analysis of changes in PM concentrations in the ambient air was focused on the determination of significant independent variables which impact on the selected PM fractions. Multivariate linear regression analysis /the regression equation/ was adopted.
Multi-linear regression analysis -MRA concerns the group of techniques serving the purpose of study in the field of linear dependency between the two or more variables. Whereas the estimates of β parameters are defined in the regression model:
Where x are independent variables and y is to be views as a dependant variable. The index of i defines the serial number of monitoring and β are to be understood as regression parameters and b their estimates amounting to the overall number of m. ε i is error (residue) of i-th measurement. An absolute member of β 0 is an intersection of regression hyperplane with the y axis. The estimates of b i are to be understood as the directions of the regression hyperplane from the direction of x j and are called parcial regression parameters (eventaully partial regression coeficients for the standardised variables) [15] .
As the dependent variables they had been entering the model of the following fractions: PM 10 The data entering the model are quoted within the chart (Table 2 ) -five independent variables, 5 dependent variables -PM (for a given model there was always only one variable choses) and 56 entities.
In order to eliminate insignificant variables within the model and in order to compile the model consisting of entirely significant variables, there was a multivariate linear regression performedstepwise, forward selection.
Here we are to quote the results of the multivariate linear regression for the dependent variable of PM 1.0 . The overall model is statistically speaking significant p=0.000000. Referring to a very fine fraction of PM 1, the results to be understood as significant ones are the following variables: temperature, ambient air humidity, speed of wind (Table 3) . These variables account for a negative correlation incorporating PM 1 (Table 4) . The model explains 60 % of former data dispersion (Fig. 2) . The greatest partial correlation resulted between the PM 1 and temperature, having the value of correlation coefficient of -0.7 (Fig. 3) .
The overall fraction of PM 10 , not inclusive of the fine and coarse fractions, is similarly as the fine fraction defined by equally important variables and that be the temperature, ambient air humidity and the speed of wind. The model is in this case defined by a 65 % of a former dispersion of data. In order to be able to make the model more precise and accurate, the extension of the number of formerly monitored data would help for specific variables, of which the models were compiled.
By virtue of this methodology all the PM fractions were interpreted and evaluated. If we are to compare correlation matrices of statistical interpretation and assessment, we may see the one and only positive correlation coefficient between the vehicular load and particulate matter, particulates, which is to be observed with the coarse fraction of PM 2.5-10 . In case of all the meteorological conditions we are to deal entirely with negative correlation coefficients in all the fractions of PM -i. e. when reducing the temperature the PM concentrations are on an increase in the ambient air, whereas when reducing the ambient air humidity the concentrations of PM are on an increase.
The vehicular load and traffic intensity partially impact on the creation of the coarse fraction of the particulates. The road traffic as a significant source of particulate matter happens to be the originator of the afore mentioned, however the meteorological conditions are impaction on their concentrations in the ambient air to such an extent that it is impossible to be determining the impact of the road traffic purely based on the changes in its intensity [14] .
Statistical assessment of results concerning the PM 10 chemical analyses
Multivariate statistical analyses of PCA -Principal component analysis and FA -Factor analysis were used for statistical assessment.
The primary goal of PCA is the transformation of the original characters of x j , j=1, ..., m, into a smaller amount of latent variables y j . These latent variables possess more appropriate and comprehensive properties: their presence is less significant, they capture and represent almost the entire variability of the original characteristics, properties and they are mutually uncorrelated. Latent variables are known as the main components and they represent linear combinations of former variables: the first principal component (PC) y 1 describes the greatest part of variability, hence the dissipation, spread of the original data, the second principal component y 2 on the other hand the greatest part of variability, spread not-contained within y 1 etc.. Mathematically speaking, the first PC is viewed as a linear combination of input characters which covers the greatest variability, spread among the other linear combinations. The disparity between the coordinates of object in the former characters and the principal components, thence the loss of information by the projection into the smaller number of dimensions is known as the fitness rate of PCA model interpretation or it is also called the PCA model error. For the first PC the following relation prevails:
where: x j former character, input variable, j = 1, ..., m, v 1j coefficients of eigenvectors.
Within the process of factor analysis (FA) so called factor loadings are estimated for particular variables (pollutants) for a generated factor. Factor loadings are the expression of correlations between the particular variables and acquired factors. Based on the values of factor loadings it is possible to specify a group of variables for each factor, those ones which correlate with it in the closest-possible manner. And vice versa, by means of factor loadings, the identified factor is appended with an extent of impact on each of particular variables. The variables with the highest factor loadings for a generated factor are considered as decisive even when interpreting such a factor. A data matrix serves the purpose of input for calculations, whose lines correlate with particular measurements (objects) and bars of variables, i. e. measured pollutant (character). The variables to be used are those pollutants which are able to specify anticipated sources of pollution.
The basic principle of factor analysis lies in the fact that each of monitored values X j (j = 1, …, p) may be expressed as a sum of a linear combination of a lesser amount m non-observed (hypothetical) random values F 1 , ..., F m -so called common factors and the further source of variability E j (j = 1, …, p) -so called specific (residual) elements. Let us suppose that the following model prevails:
where: λ jk factor loadings of the k common factor relevant to the j variable and of k factor, k = 1, ..., m, F k the k-th common factor, E j is a random deviation of the exact model, relevant to the k-th value, j=1, ..., p.
Values X 1 , …, X p are standardized, i. e. they have a zero main value and unit variance. In the matrix form we get the FA model of the following string:
The F matrix is called factor matrix. Furthermore, let us suppose that the random vectors F and E are non-correlated. In the FA method it is recommended to have at least 5 samples, while the optimum number of samples could reach 20 per each variable. The appropriateness of factor analysis used is proven by the test of KMO (Kaiser-Meyer-Olkin) and MSA -the extent of internal correlation [16] .
In order to approximate the contribution of specific sources of PM the method of Absolute Principal Component Scores is adopted, abbreviated as -APCS in conjunction with Multiple Regression Analysis -MRA. First of all the values of factor scores are estimated. In our case the weighted least squares method of Bartlett was used, which is based on the minimization of the mathematical expression: 
Taking into account the fact of an unknown F factor, bearing in mind that instead of unknown loadings and specific variations shall be used their estimations. Henceforth, by means the weighted least squares method of Bartlett we achieve the estimate of the i-th line F as:
As result of the fact that the F estimates follow the rotated solution, the i-th line estimate of the factor component score acquired as a result of multiplication U.F -1 and the U matrix of the m order, meeting the condition of U.U´= I. In order to acquire to factor scores with the physics-oriented meaning, the APCS matrix is calculated, in the way that the reference value of F 0 is calculated:
where:
̅ sample average of i-value, s j sample standard deviation of j-value, which is subtracted from the calculated F matrix following the relation:
By means of utilization of Multiple Regression Analysis, where PM is a dependent variable and APCS are independent variables, one can ascertain the contributions of separately-identified sources. These are added up, while being summarized, as of the determined regression coefficients by means of their multiplication using the mean value of APCS for each common factor as an absolute contribution, which is out of the total concentration of PM re-calculated and transferred into the percentile contribution of given sources [17] .
As a contributing factor to the analysis of sources creating the particulate matter, there were concentrations of metals established within the fraction of PM 10 used as well as the very concentrations of particulate matter of PM 10. A partial sample from the data matrix 18 x 108 is quoted within the Table 5 In order to establish the appropriateness of the factor analysis adoption the criteria of KMO and MSA were calculated. In accordance with them the adoption of factor/factorial analysis is substantiated. The results of statistical tests for the appropriateness of factor analysis adoption:
KMO criterion: KMO = 0.88 -a very good correlation of characters. Bartlett Sphericity Test: Criterion = 2501.7, Degrees of variance = 153, P = 0.000.
The calculated significance level of P is significantly lower than the given level of α = 0.05, that is why the PCA may be applied on this set of data. Particular characters are predicated with the other ones very precisely (Table 6) . Whereas, at the factor analysis it is deemed to be necessary to specify the number of factors and then the calculation may be run, during the first step the analysis of principal components was performed. As a result of which we could conclude the possible number of principal components which, to a sufficient measure, specify the variability, variety of characters. As observed in the Fig. 4 we are able to select the number of principal components 3. There are eigenvalues for each principal components in the Table 7 . The three principal components define 79.66 % of the total variability of the original characters. Some variables create clusters which contribute to some of the main components building them up ("Factor 1, 2, 3") -without rotation of factors (Fig. 5) . A short distance between the two signs means a strong correlation. The diverse order of signs in the factor level signifies a negative correlation of the variables. In case the signs do not correlate with each other at all, their vectors form an angle of 90 ° degrees.
There were 3 factors selected for the factor analysis. The used model of factors rotation was Varimax. In the Table 8 the factor loadings of characters are quoted in relation to factors. They may be explained as the correlation between the factors and characters. They represent the most important unit of information the interpretation of factors is based on. Each factor is contributed by several elements (characters) ( Table 8 , Fig. 6 ). As the most decisive factor of loads the values close to or greater than 0.7 were selected. Based on the representation and presence of elements in particular, selected factors, the following factors may be named:
Factor 1: Na, Pb, Cd, Zn, Cr, PM 10 . Factor 2: Cu, Sb, Ba, Mo, Fe. Factor 3: Mg, Ca.
APCS Results
All the variables (factors) are within the model to be understood as significant ones (***) and to a greater extent contribute to PM 10 concentrations (Table 9) .
Determination coefficient describes a share of the overall distribution, which may be clarified by means of a linear relation. In this case it bears the value of R 2 = 0.92, which means that the linear relation clarifies a sufficient part of the overall variability.
The significance level is very small P < 2.2e -16 , the adoption of a given model thence sufficiently significant. Table 9 : Results as of the multilayer regression analysis (PM 10 is a dependant variable, independent variables absolute score for specific factors) for daily and nightly sampling [14] . There are absolute contributions and percentile contributions of factors towards the mean concentration of PM 10 in the Table 10 and Table 11 . Average absolute contributions and average percentile contributions of factors relate to average concentration of PM 10 56,55 µg/m 3 from all analysed data [14] .
Discussion as of the achieved results
The results of the regression analysis comprised in order to determine the influence of the ambient meteorological conditions on the concentrations of PM do include several establishments. The most significant impact on the fraction of PM 1 (ultrafine fraction) was possessed by the ambient air temperature, which correlated with that fraction in a rather negative manner. The most significant impact on the fraction of PM 2,5 (fine fractions) was equally possessed by the ambient air temperature, impacting on the fraction of PM 2,5-10 (entirely coarse fraction segregated) was possessed by the ambient air humidity. The overall fraction of PM 10 was impacted to the most significant degree, repeatedly by the ambient air temperature, which is caused by the presence of fine fraction of PM 2, 5 in this overall fraction amounting to 65 -90 %. Considering the temperature having the great impact on the concentrations of PM is caused by various facts. With lower temperatures the dissipation conditions do worsen -the currents in the ambient air, which results in the continuous and long-term stagnation in one place. Low temperatures cause condensation of water vapours, steam, several gaseous pollutants, which in the long run creates the creation of very fine aerosol [18] .
In order to identify the origin of the particulate matter at the aforementioned monitoring station, the usage of factor analysis proved as the appropriate one. As resulted from the factor analysis, the original dataset may be explained using several factors. The three factors explain 79.66 % of the total variability of the original characters. Naming these factors is enabled based on the characters, which specify unique factors. This is, at the same time, conditioned by a supposition of the fact where separate elements -heavy metals -may originate from. The survey on the origin may be drawn from the former research surveys performed by various authors. In the monitored station, the primary cause of particulate matter originates as a consequence of the vehicular traffic. We follow the supposition that the observed metals are traced to specific automotive components and the road surface itself (Table 1) . Based on the results of factor analysis and the supposed sources, the factors of 1 and 3 were named, designated in the following manner: Factor 1 -Tyre wear and tear and gritting materials. Factor 2 -Brake pads lining tear and wear, brake pads, car components and combustion of propulsive, propulsion fuels. Factor 3 -Road pavement wear -aggregate, road tar binders and road dust.
The results of statistical analyses being quoted in this very contribution do present the results as of the performed monitoring , as from the one place for the duration of three consecutive years in the urban, built-up area of the city, in close observance of the 108 samples of contaminated filters with particulates.
Using the APCS method while supported by adoption of the input data the following may be implicated: the contribution of the tyre tear and wear and gritting materials to the PM 10 formation by 52.45 %, brake pads lining tear and wear, brake pads, car components and combustion or propulsive, propulsion fuels by 16.77 %, road pavement wear -aggregate, road tar binders and road dust by 14.16 % and unresolved part by 16.62 %.
A detailed specification of contribution towards particular sources of PM 10 formation may be narrowly specified by a number of chemical elements and compounds, based on which statistical analyses are performed.
Similar results were achieved in the Czech Republic [19] , England [20] , authors of the following study [18] do happen to quote that re-suspension may contribute up to 60% towards the creation of aerosol fraction of PM 10 . As of TSP the share of emissions resulting from the wear may be even higher that the share of burnt emissions [21] . Each of the asphalt mixtures used for road pavement [22] is a specific one, when relating to their composition -asphalt type, amount of asphalt, kind of aggregate, various lines of granularity and fraction in the composites. With regard to the materials used, there are various samples created observing similar surface structures [23] , which can in the long run influence the abrasion of these road pavements [24] .
