Optimizing the design and operation of urban water distribution networks (WDNs) is a complex, nonlinear problem. The optimization of WDNs can be performed for the pumping schedule, the location and elevation of reservoirs, the physical characteristics of pipes, and the placement of pressure-reducing valves, among other objectives. This study applies the anarchic society optimization (ASO) algorithm to find the optimal location and elevation of auxiliary tanks in urban water networks. The ASO is validated with mathematical benchmark functions, and is implemented to determine the location and elevation of auxiliary tanks in two urban water networks. The fuzzy reliability index for urban water network ranges between 74 and 79%, which is close to the global optima. The ASO exhibited better performance optimizing the reliability of WDNs than the genetic algorithm.
INTRODUCTION
This study evaluates the ASO solving capacity with several mathematical functions commonly employed to test optimization algorithms. In addition, this paper optimizes the location and elevation of auxiliary tanks by maximizing the fuzzy reliability of WDNs. The optimization performance of ASO is compared with that of the GA.
METHODOLOGY
Anarchism is the belief in the abolition of all government and in the organization of society on a voluntary, cooperative basis without recourse to force or compulsion.
Anarchists do not support chaos and disorder; rather, they believe in stateless societies based on voluntary associations and corporations, and are generally opposed to any government, and believe that democracy is synonymous with the tyranny of the majority (Woodcook ). Anarchic ideology has not rendered successful societal experiments; yet, it has inspired the development of novel optimization methods in the applied sciences. This paper applies ASO to water resources optimization. ASO appears to be the only optimization algorithm inspired by political ideology, in this case anarchism. ASO was introduced by Ahmadi-Javid (). According to the ASO algorithm, members of a society change their positions according to their individual experiences, their group or syndicate experiences, and historical societal experiences. At some time, after several movements, at least one of the society members reaches a near optimal position. ASO creates algorithmic analogs to these anarchic members to search the solution space and reach near optimal solutions to an optimization problem (Ahmadi-Javid ) . This study reports the first application of the ASO algorithm to optimize the reliability of urban water networks.
Assumptions and formulation
Let S be a solution space and f:S ! R be an objective function that is minimized over S. When the objective function is positive over S the fickleness index is defined by one of the following formulas (Ahmadi-Javid ):
where α Otherwise, the i-th member is not satisfied with its position and will move in an attempt to improve it. The movement policy for the i-th member is ruled by the value of FI i (k):
Movement policy based on other members' positions
The second movement policy for the i-th member in the k-th iteration is called MP However, the members' movements are not predictable because of their anarchic nature, and they may move towards another society member. Therefore, the External Irregularity index, EI i (k), is introduced for the i-th member in the k-th iteration as follows:
where θ i and δ i ¼ positive numbers and D(k) ¼ a dispersion measure, e.g., the coefficient of variation CV(k) of the members' objective function values when the objective function f is positive on S. Equation (4) indicates a measure of the distances of society members from G best .
The closer the members are to G best , the more complacent their behaviors are. Otherwise, the members behave anarchically. Equation (5) position is determined as follows based on a threshold for
The closer the threshold is to zero (one), the more anarchic (complacent) the behaviors of the members are.
Movement policy based on past positions
The third movement policy for the i-th member in the k-th iteration is denoted by MP past i (k) and is chosen on the basis of a member's past positions. To choose this movement policy, the position of the i-th member in the k-th iteration is compared to P best i
. The closer the member is to P best i , the more complacent its behavior is. Otherwise, the member behaves anarchically. The Internal Irregularity index, II i (k), is defined for the i-th member in the k-th iteration to determine the movement policy based on past positions as follows:
where β i ¼ a positive number. By selecting a threshold for II i (k) the movement policy based on past positions is defined as follows:
According to this policy the members behave more anarchically (complacently) whenever the threshold is close to zero (one).
Combining the movement policies
The overall movement policy is found by combining the three previous movements. Three combination methods can achieve the combination of policies:
• crossover Also, it is possible to crossover the movement policies sequentially. This study applies the sequential crossover method to combine the movement policies. Ahmadi-Javid () demonstrated that ASO is a general case of PSO when defined by the above movement policies.
CASE STUDY Verification of the ASO algorithm with benchmark mathematical functions
Three mathematical functions named Spherical, Rosenbrock, and Bukin-6 are introduced in Equations (9) through (11), respectively, and are graphed in Figure 2 .
These benchmarks are used to test the search capacity of the ASO algorithm in finding the functions' minima: 
where H j ¼ pressure head at node j; H and Q b ¼ the head-dependent portion of the available discharge. These parameters are obtained as follows:
Values of a and b equal to 50% have been proposed by 
RESULTS AND DISCUSSION

Results of the minimization of mathematical benchmarks
The results of the ASO algorithm were compared with the GA's, and the comparison established the better performance of the former algorithm in its convergence to the The results of 10 different runs of the ASO and GA algorithms are listed in Table 1 , where the superior performance of the ASO algorithm over the GA is seen, and it is seen that the values of the standard deviations of the ASO are smaller than the GA's. shows that the rate of convergence of ASO exceeds that of the GA and their solutions are near the global optima. Table 2 shows the characteristics of ASO and GA used in minimizing the benchmark functions.
Results for the simple WDN with comparisons with the Kashan City results
The simple WDN's elevation and location of the auxiliary tank were optimized by the GA, and the results were com- 
Results for the Kashan City's WDN
The hourly demand of Kashan city's WDN is shown in Figure 8 , where it is seen that the maximum water demand is between 8 and 9 am. Table 3 lists the parameters applied in the GA and ASO optimizations. Figure 9 , which shows that the average pressure head of the WDN is maintained in a more desirable range by using the results of ASO than using the results produced with the GA. Also, the results of the ASO algorithm are more reliable than the GA's in most hours of the day.
SUMMARY AND CONCLUSION
Evolutionary and heuristic algorithms are flexible and effective optimization methods applicable to complex optimization problems. They rely on a general algorithmic structure to achieve near optimal answers, and the main difference between them resides in the manner in which 
