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RESUMO
O objetivo principal desta dissertac¸a˜o e´ apresentar o resultado central de R. Mat-
sumoto sobre as a´lgebras munidas de func¸a˜o peso serem ane´is de coordenadas afim de curvas
alge´bricas com exatamente um lugar de grau um no infinito. A partir disto, pode-se concluir
que os co´digos de avaliac¸a˜o, introduzidos por Ho/holdt, van Lint e Pellikaan, constru´ıdos sobre
estas a´lgebras sa˜o um caso particular dos co´digos geome´tricos de Goppa, isto e´, co´digos de
Goppa pontuais. Para isto, utilizamos resultados sobre teoria de corpos de func¸o˜es alge´bricas,
de co´digos geome´tricos de Goppa e de a´lgebra comutativa. Com a introduc¸a˜o dos conceitos
de func¸o˜es ordem e peso, nos e´ permitido descrever os co´digos de avaliac¸a˜o e assim determi-
nar cotas inferiores para a distaˆncia mı´nima do seus co´digos duais, que em alguns casos sa˜o
melhores que as cotas de Goppa.
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ABSTRACT
The main objective of this text is to present the central result of R. Matsumoto concern-
ing those algebra with a weight function being affine coordinate ring of an affine algebraic
curve with exactly one place at infinity. From that statement one can conclude that the
evaluation codes, introduced by Ho/holdt, van Lint e Pellikaan, constructed on this algebra
are particular cases of geometric Goppa codes, that is, one point AG codes. For this, we
use results of the algebraic function fields theory, geometric Goppa codes and commutative
algebra. The introduction of the concepts of order and weight functions enable us to describe
the evaluation codes and thus to determine lower bounds for the minimum distance of its
duals codes, in same cases, are better than the Goppa’s bounds.
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INTRODUC¸A˜O
A teoria dos Co´digos Corretores de Erros foi iniciada pelo matema´tico C.E. Shanon,
do laborato´rio Bell, num trabalho publicado em 1948. No comec¸o os maiores interessados
nesta teoria foram os matema´ticos, que a desenvolveram consideravelmente, mas, na de´cada
de 70, com o avanc¸o das pesquisas espaciais e a grande popularizac¸a˜o dos computadores,
essa teoria passou tambe´m a interessar aos engenheiros. Hoje em dia, os co´digos corretores
de erros sa˜o utilizados sempre que se deseja transmitir ou armazenar dados, garantindo sua
confiabilidade, e esta˜o presentes no nosso cotidiano, por exemplo, quando fazemos uso de
informac¸o˜es digitalizadas, tais como assistir um programa de tv, falar ao telefone, ouvir um
CD/DVD de mu´sica, navegar na internet, etc..
A mais importante revoluc¸a˜o na teoria dos co´digos corretores de erros se deu na
de´cada de 80, quando foram introduzidos ferramentas de curvas alge´bricas para a construc¸a˜o
de co´digos lineares (co´digos estes que sa˜o subespac¸os vetoriais do espac¸o vetorial Fnq , onde Fq
denota um corpo finito com q elementos). Tais co´digos foram apresentados por V.D. Goppa
em um artigo publicado em 1983 e sa˜o conhecidos por Co´digos Geome´tricos de Goppa. Desde
sua construc¸a˜o, tal classe de co´digos vem sendo amplamente desenvolvida.
Contudo, os estudos dos co´digos geome´tricos de Goppa eram trabalhosos para na˜o
especialistas em geometria alge´brica. Assim, em 1998, Ho/holdt, van Lint e Pellikaan pro-
puseram, em [7], um me´todo alternativo ao de Goppa para a construc¸a˜o de tais co´digos.
Em vez de usarem conhecimentos sobre curvas alge´bricas, os autores utilizaram noc¸o˜es el-
ementares de a´lgebra linear e teoria de semigrupos. Foram introduzidos os conceitos de
Func¸a˜o Ordem e Func¸a˜o Peso, e os co´digos constru´ıdos sobre F-a´lgebras, a partir destas
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2func¸o˜es, os autores deram o nome de Co´digos de Avaliac¸a˜o.
Nesta altura se imaginava que esta teoria poderia gerar novos co´digos. Pore´m, em
[11], Matsumoto provou que tais co´digos sa˜o um caso particular dos co´digos geome´tricos de
Goppa, isto e´, os co´digos de Goppa pontuais.
Nesta dissertac¸a˜o, estamos interessados em apresentar o resultado central de Mat-
sumoto sobre as F-a´lgebras munidas de func¸a˜o peso. Na verdade, vamos ver como Mat-
sumoto provou que estas F-a´lgebras sa˜o nada mais que os ane´is de coordenadas afim de
curvas alge´bricas (neste texto, curva alge´brica significa curva alge´brica afim absolutamente
irredut´ıvel e na˜o singular) com um ponto no infinito e que os co´digos de avaliac¸a˜o constru´ıdos
sobre elas sa˜o co´digos geome´tricos de Goppa pontuais. Para tanto, este texto esta´ dividido
em treˆs cap´ıtulos e dois apeˆndices, estruturados da seguinte forma:
O primeiro cap´ıtulo e´ dedicado a` apresentac¸a˜o dos conceitos ba´sicos da teoria de
co´digos de Goppa. Nele, definimos o que sa˜o os co´digos corretores de erros, os corpos de
func¸o˜es alge´bricas sobre uma varia´vel e os co´digos geome´tricos de Goppa, tendo como um
dos principais resultados o toerema de Riemann-Roch. Este cap´ıtulo auxilia o leitor como
refereˆncia quanto aos resultados e a terminologia empregada nos cap´ıtulos seguintes.
No segundo cap´ıtulo introduziremos os conceitos de func¸o˜es ordem e peso afim de
construir os co´digos de avaliac¸a˜o e de determinar uma cota inferior para a distaˆncia mı´nima
do seu co´digo dual, e apresentaremos uma conexa˜o entre estes co´digos, constru´ıdos sobre
determinadas a´lgebras, e os co´digos geome´tricos de Goppa pontuais.
No cap´ıtulo 3, veremos algumas importantes caracter´ısticas das F-a´lgebras munidas
de func¸a˜o peso. Caracter´ısticas que nos permitira˜o concluir que os co´digos de avaliac¸a˜o
constru´ıdos sobre elas sa˜o co´digos geome´tricos de Goppa pontuais. Ao final deste, vamos
apresentar alguns exemplos a fim de ilustrar os resultados obtidos neste e nos cap´ıtulos
anteriores.
Para finalizar esta dissertac¸a˜o, apresentamos dois apeˆndices. O primeiro consiste
em expor os resultados cla´ssicos de a´lgebra comutativa utilizados ao longo do texto. No
segundo, fornecemos as definic¸o˜es e os resultados ba´sicos sobre curvas alge´bricas necessa´rios
a` compreensa˜o deste trabalho.
E´ importante comentar que os resultados desta dissertac¸a˜o foram generalizados por
Carvalho, Munuera, Silva e Torres, em [2]. Nele e´ introduzido uma versa˜o mais “abrangente”da
definic¸a˜o de func¸a˜o ordem (peso) com o objetivo de obter construc¸o˜es alternativas dos co´digos
geome´tricos de Goppa, utilizando-se de me´todos elementares.
CAPI´TULO 1
Preliminares
Neste cap´ıtulo iremos introduzir as definic¸o˜es e os conceitos ba´sicos da teoria de corpos
de func¸o˜es alge´bricas e descreveremos, a partir desta, a construc¸a˜o de co´digos alge´bricos
geome´tricos propostos por Goppa, co´digos tambe´m conhecidos como Co´digos Geome´tricos de
Goppa. Todo este cap´ıtulo foi escrito baseado no livro “Algebraic function fields and codes”,
refereˆncia [12], isto e´, todos os resultados e definic¸o˜es citados aqui podem ser encontrados
em tal refereˆncia. Contu´do, nos propusemos a` apresentar algumas das demosntrac¸o˜es dos
resultados mais reelevantes para esta dissertac¸a˜o.
1.1 Co´digos
Nesta sec¸a˜o apresentaremos algumas noc¸o˜es ba´sicas da teoria de co´digos. Seja Fq um corpo
finito com q elementos e considere o espac¸o vetorial n-dimensional Fnq chamado de alfabeto
cujos elementos sa˜o as n-uplas a = (a1, ..., an), com ai ∈ Fq.
Para a = (a1, . . . , an) e b = (b1, . . . , bn) ∈ Fnq seja
d(a, b) := |{i : ai 6= bi}|
A func¸a˜o d e´ chamada de distaˆncia de Hamming em Fnq . Definimos tambe´m o peso de
um elemento a ∈ Fnq como sendo
w(a) := d(a, 0) = |{i : ai 6= 0}|.
3
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Observe que a distaˆncia de Hamming e´ uma me´trica em Fnq .
Definic¸a˜o 1.1. Um co´digo linear C (sobre o alfabeto Fnq ) e´ um subespac¸o linear de Fnq .
Os elementos de C sa˜o chamados de palavras-co´digo. Chamamos n o comprimento de
C e dimC (como Fq-espac¸o vetorial) a dimensa˜o de C. Um [n, k]-co´digo e´ um co´digo de
comprimento n e dimensa˜o k. A distaˆncia mı´nima d(C) de um co´digo C 6= 0 e´ definido
por
d(C) := min{d(a, b); a, b ∈ C, a 6= b}
Como d(a, b) = d(a − b, 0) = w(a − b) e C e´ um espac¸o linear, a distaˆncia mı´nima e´
equivalente a
d(C) = min{w(c), c ∈ C, c 6= 0}
Vamos nos referir a um [n, k]-co´digo com distaˆncia mı´nima d por [n, k, d]-co´digo.
Uma maneira simples de descrever um espec´ıfico co´digo C e´ descrever sua base (como
Fq-espac¸o vetorial). Assim, seja C um [n, k]-co´digo sobre Fq, uma matriz geradora de C e´ a
matriz k × n, cujas linhas formam uma base de C.
Definic¸a˜o 1.2. Se C ⊂ Fnq e´ um co´digo, enta˜o
C⊥ := {u ∈ Fnq : 〈u, c〉 = 0,∀ c = (c1, ..., cn) ∈ C}
e´ chamado de o co´digo dual de C, onde 〈 , 〉 denota o produto interno canoˆnico. Quando
C = C⊥ dizemos que C e´ auto-dual e se C ⊂ C⊥ enta˜o definimos C como auto-ortogonal.
Da a´lgebra linear temos que o dual de um [n, k]-co´digo e´ um [n, n−k]-co´digo e (C⊥)⊥ = C.
Em particular a dimensa˜o de um co´digo auto-dual de comprimento n e´ n/2.
Seja C um [n, k]-co´digo em Fnq . Definimos como matriz teste de paridade do co´digo C a
matriz geradora H(n−k)×n de C⊥. Mais ainda,
C = {u ∈ Fnq | H · ut = 0}
onde ut denota a transposta do vetor u. Observe que uma matriz teste de paridade identifica
se um vetor u ∈ Fnq e´ uma palavra co´digo ou na˜o.
Um dos problemas ba´sicos na teoria dos co´digos alge´bricos e´ o de construir, sobre um
alfabeto fixado Fnq , co´digos cujas dimensa˜o e a distaˆncia mı´nima sa˜o grandes em relac¸a˜o ao
comprimento. Entretanto, ha´ algumas restric¸o˜es: se a dimensa˜o de um co´digo e´ grande (com
relac¸a˜o ao comprimento) enta˜o a distaˆncia mı´nima e´ pequena. Veremos a seguir, uma cota
simples que relaciona os paraˆmetros de um co´digo.
CAP. 1 • PRELIMINARES 5
Proposic¸a˜o 1.3. [Cota de Singleton] Para um [n, k, d]-co´digo temos que
k + d ≤ n+ 1.
Co´digos satisfazendo k + d = n + 1 tem seus parametros otimizados e sa˜o chamados
co´digos MDS (co´digos separados pela ma´xima distaˆncia). Se n ≤ q + 1, existem co´digos
MDS sobre Fq para todas as dimenso˜es k ≤ n.
1.2 Corpos de func¸o˜es alge´bricas
Nesta sec¸a˜o, estudaremos as ferramentas necessa´rias para a construc¸a˜o dos co´digos geome´tricos
de Goppa.
1.2.1 Lugares
Definic¸a˜o 1.4. Um corpo de func¸o˜es alge´bricas (ou simplesmente, corpo de func¸o˜es)
F |K de uma varia´vel sobre um corpo K e´ uma extensa˜o de corpos K ⊆ F tal que F e´ uma
extensa˜o alge´brica finita de K(x) e x ∈ F e´ transcendente sobre K.
O conjunto K˜ = {z ∈ F |z e´ alge´brico sobre K} e´ um subcorpo de F chamado de corpo
de constantes de F |K. Mais ainda, F |K˜ e´ um corpo de func¸o˜es sobre K˜.
Um corpo de func¸o˜es F |K e´ dito ser racional se F = K(x) para algum x ∈ F transcen-
dente sobre K. Neste caso, K(x) e´ o corpo de frac¸o˜es do anel de polinoˆmios K[x] em uma
varia´vel sobre K.
Definiremos agora o que vem a ser um anel de valorizac¸a˜o.
Definic¸a˜o 1.5. Um anel de valorizac¸a˜o do corpo de func¸o˜es F |K e´ um anel O ⊆ F com
as seguintes propriedades:
1) K $ O $ F ;
2) qualquer z ∈ F temos que z ∈ O ou z−1 ∈ O
Tal anel e´ local cujo u´nico ideal maximal e´ P = O\O∗, com O∗ = {z ∈ O| existe w ∈
O com zw = 1}, isto e´, O∗ e´ o grupo das unidades de O. Assim, para x ∈ F tem-se que
x ∈ P se, e somente se, x−1 /∈ O e para o corpo de constantes K˜ de F |K temos que K˜ ⊆ O
e P ∩ K˜ = {0}. A seguir enunciamos o principal resultado que caminha nesta direc¸a˜o.
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Teorema 1.6. Seja O um anel de valorizac¸a˜o do corpo de func¸o˜es F |K e P = O \ O∗ seu
u´nico ideal maximal. Enta˜o:
a) P e´ um ideal principal.
b) Se P = tO, enta˜o qualquer z ∈ F e z 6= 0 tem uma u´nica representac¸a˜o na forma z = tnu
para algum n ∈ Z e u ∈ O∗.
c) O e´ um domı´nio de ideal principal. Mais precisamente, se P = tO e {0} 6= I ⊆ O e´ um
ideal, enta˜o I = tnO para algum n ∈ N.
Isto nos leva a um outro conceito, a saber:
Definic¸a˜o 1.7. a) Um lugar P de um corpo de func¸o˜es F |K e´ o ideal maximal de algum anel
de valorizac¸a˜o O de F |K. Qualquer elemento t ∈ P tal que P = tO e´ chamado elemento
primo de P ;
b) PF := {P : P e´ um lugar de F |K}
Observe que dado um anel de valorizac¸a˜o O cujo ideal maximal e´ P , enta˜o O pode
ser unicamente determinado por P , a saber: O := OP = {z ∈ F |z−1 /∈ P}. Neste caso,
chamamos OP de anel de valorizac¸a˜o do lugar P . Uma segunda descric¸a˜o muito u´til de
lugares e´ dada em termos de valorizac¸o˜es.
Definic¸a˜o 1.8. Uma valorizac¸a˜o discreta de F |K e´ uma func¸a˜o v : F → Z ∪ {∞} com
as seguintes propriedades: para quaisquer x, y ∈ F temos
1) v(x) =∞ se, e somente se x = 0;
2) v(xy) = v(x) + v(y);
3) v(x+ y) ≥ min{v(x), v(y)}, com igualdade quando v(x) 6= v(y);
4) Existe z ∈ F tal que v(z) = 1;
5) v(a) = 0 para todo 0 6= a ∈ K.
Neste contexto, o s´ımbolo∞ se refere a um elemento na˜o pertencente a Z tal que∞+∞ =
∞ + n = n +∞ = ∞ e ∞ > m para todo m,n ∈ Z. Das propriedades (2) e (4) segue que
v e´ sobrejetiva e a propriedade (3), quando va´lido a igualdade, e´ chamada de desigualdade
triangular estrita.
Agora, seja um lugar P ∈ PF . Podemos associar a P uma func¸a˜o vP : F → Z ∪ {∞}
da seguinte maneira: escolha um elemento primo t ∈ P , enta˜o, do teorema 1.6, qualquer
elemento na˜o-nulo z ∈ F possui uma u´nica representac¸a˜o da forma z = tnu com u ∈ O∗P e
n ∈ Z. Assim, definindo vP (z) := n e vP (0) :=∞, segue:
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Teorema 1.9. Seja F |K um corpo de func¸o˜es.
a) Para qualquer lugar P ∈ PF , a func¸a˜o vP definida acima e´ uma valorizac¸a˜o discreta de
F |K. Mais ainda:
OP = {z ∈ F |vP (z) ≥ 0},
O∗P = {z ∈ F |vP (z) = 0},
P = {z ∈ F |vP (z) > 0}.
Um elemento x ∈ F e´ um elemento primo de P se e so´ se vP (x) = 1
b) Reciprocamente, supondo que v e´ uma valorizac¸a˜o discreta de F |K, enta˜o o conjunto
P = {z ∈ F |v(z) > 0} e´ um lugar de F |K e OP = {z ∈ F |vP (z) ≥ 0} e´ o anel de
valorizac¸a˜o correspondente.
c) Qualquer anel de valorizac¸a˜o O de F |K e´ um subanel maximal de F .
Seja P um lugar de F |K e OP o anel de valorizac¸a˜o correspondente. Enta˜o o anel de
classes residuais OP/P =: FP e´ um corpo, chamado de corpo das classes residuais de P .
A aplicac¸a˜o x 7→ x(P ) de F em FP ∪ {∞}, onde x(P ) := x + P se x ∈ OP e x(P ) := ∞
caso contra´rio, e´ chamada de aplicac¸a˜o de classe residual com respeito a P . Assim, podemos
considerar que K e´ um subcorpo de FP , pois K ⊆ OP , K ∩ P = {0} e logo a aplicac¸a˜o
residual OP → FP induz um mergulho canoˆnico de K em FP . Do mesmo modo, K˜ e´ visto
como um subcorpo de FP .
Definic¸a˜o 1.10. Seja P ∈ PF . Definimos o grau de um lugar P como sendo:
grau P := [FP : K]
O grau de um lugar e´ sempre finito, mais precisamente, dados um lugar P ∈ PF e
0 6= x ∈ P tem-se que grau P ≤ [F : K(x)] <∞. (ver [12], proposic¸a˜o I.1.14)
Uma importante descric¸a˜o dos elementos de PF e´ dada a partir da aplicac¸a˜o da valorizac¸a˜o
discreta correspondente a estes elementos sobre os elementos de F .
Definic¸a˜o 1.11. Seja z ∈ F e P ∈ PF . Dizemos que P e´ um zero de z se e somente se
vP (z) > 0; P e´ um polo de z se e somente se vP (P ) < 0. Se vP (z) = m > 0, P e´ um zero
de z de ordem m; se vP (z) = −m < 0, P e´ um polo de z de ordem m.
A seguir, nos concentraremos em questo˜es sobre a existeˆncia de lugares em F |K.
Teorema 1.12. Seja F |K um corpo de func¸o˜es e R um subanel de F com K ⊆ R ⊆ F .
Suponha que {0} 6= I $ R e´ um ideal pro´prio de R. Enta˜o existe um lugar P ∈ PF tal I ⊆ P
e R ⊆ OP .
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Isto nos permite afirmar:
Corola´rio 1.13. Sejam F |K um corpo de func¸o˜es e z ∈ F tal que z e´ transcendente sobre
K. Enta˜o z tem no mı´nimo um zero e um polo. Em particular PF 6= ∅.
Dem. Considere o anel R = K[z] e o ideal I = zK[z]. O teorema anterior assegura que
existe um lugar P ∈ PF com z ∈ P , da´ı vP (z) > 0 e logo P e´ um zero de z. Analogamente,
existe um lugar Q que e´ um zero de z−1. Logo, Q e´ um polo de z.
O seguinte resultado, conhecido como Teorema da Aproximac¸a˜o Fraca, estabelece que se
v1, . . . , vn sa˜o valorizac¸o˜es discretas de F |K duas a duas distintas, z ∈ F e se sabemos os
valores v1(z), . . . , vn−1(z), enta˜o na˜o podemos concluir nada a respeito de vn(z).
Teorema 1.14. Teorema da Aproximac¸a˜o Fraca (T.A.F.)
Seja F |K um corpo de func¸o˜es, P1, . . . , Pn ∈ PF , lugares dois a dois distintos de F |K,
x1, . . . , xn ∈ F e r1, . . . , rn ∈ Z. Enta˜o existe algum x ∈ F tal que vPi(x − xi) = ri para
i = 1, . . . , n.
Vimos que se x ∈ F e´ transcendente sobre K enta˜o este possui zeros e polos. O pro´ximo
resultado, que e´ uma consequeˆncia (na˜o trivial) do T.A.F., nos permite, de alguma forma,
concluir algo a respeito da quantidade de zeros e polos de x.
Proposic¸a˜o 1.15. Em um corpo de func¸o˜es F |K, qualquer elemento na˜o nulo x ∈ F possui
uma quantidade finita de zeros e polos.
Dem. Seja F |K um corpo de func¸o˜es e P1, . . . , Pr zeros de um elemento z ∈ F . Enta˜o
r∑
i=1
vPi(x)grau Pi ≤ [F : K(x)].
Assim, se x e´ alge´brico sobre K enta˜o, como K˜ ∩ P = {0}, temos que x na˜o tem zeros nem
po´los. E, se x e´ transcendente sobre K enta˜o o nu´mero de zeros de x e´ menor ou igual a
[F : K(x)]. De maneira ana´loga, tem-se que a quantidade de po´los de x e´ finita.
1.2.2 Corpos de func¸o˜es racionais
Estudemos agora o caso espec´ıfico de um corpo de func¸o˜es racionais F = K(x), onde x e´
transcendente sobre K. Dado um polinoˆmio arbitra´rio p(x) ∈ K[x], moˆnico e irredut´ıvel,
considere o anel de valorizac¸a˜o.
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Op(x) =
{
f(x)
g(x)
: f(x), g(x) ∈ K[x], p(x) - g(x)
}
de K(x)|K e que tem ideal maximal
Pp(x) =
{
f(x)
g(x)
: f(x), g(x) ∈ K[x], p(x)|f(x), p(x) - g(x)
}
.
Neste caso, p(x) e´ um elemento primo para P e a valorizac¸a˜o discreta correspondente vP
pode ser descrita como: se z ∈ K(x) \ {0} e´ escrito na forma z = p(x)nh(x) com n ∈ Z
h(x) ∈ Op(x)\Pp(x), enta˜o vP (z) = n. O corpo das classes residuais K(x)P = Op(x)/Pp(x) e´
isomorfo a K[x]/(p(x)) e consequentemente grau P = grau p(x).
Um outro anel de valorizac¸a˜o de K(x)|K e´ descrito como
O∞ =
{
f(x)
g(x)
; f(x), g(x) ∈ K[x], grau f(x) ≤ grau g(x)
}
cujo ideal maximal e´
P∞ =
{
f(x)
g(x)
; f(x), g(x) ∈ K[x], grau f(x) < grau g(x)
}
Este e´ chamado de lugar infinito de K(x). Observe que este ro´tulo depende especifica-
mente da escolha do elemento x ∈ K(x)|K (por exemplo, K(x) = K( 1
x
) e o lugar P∞ com
respeito a 1
x
e´ o lugar P0 com respeito a x). Assim, t =
1
x
e´ um elemento primo de P e
grau P∞ = 1. A valorizac¸a˜o discreta correspondente a P∞ e´ dada por
v∞(
f(x)
g(x)
) = grau g(x)− grau f(x), onde f(x), g(x) ∈ K[x].
Na realidade, estes sa˜o os u´nicos ane´is de valorizac¸a˜o de K(x). Logo:
Teorema 1.16. Os u´nicos lugares no corpo de func¸o˜es racionais K(x)|K sa˜o os lugares
Pp(x) e P∞ definidos acima.
1.2.3 Divisores
Nesta subsec¸a˜o apresentaremos a definic¸a˜o de divisores de um corpo de func¸o˜es e veremos
alguns resultados importantes a teoria de corpos de func¸o˜es.
No que segue, F |K denotara´ um corpo de func¸o˜es alge´bricas de uma varia´vel sobre K,
com K algebricamente fechado em F .
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Definic¸a˜o 1.17. O grupo abeliano livre o qual e´ gerado pelos lugares de F |K e´ denotado
por DF e e´ chamado de grupo divisor de F |K. Os elementos de DF sa˜o chamados de
divisores de F |K e sa˜o da forma
D =
∑
P∈PF
nPP,
com nP ∈ Z quase todos nulos.
O suporte de D e´ definido por
suppD := {P ∈ PF ;nP 6= 0}.
Um divisor da forma D = P com P ∈ PF e´ chamado de divisor primo. Dois divisores
D =
∑
nPP e D
′ =
∑
n′PP sa˜o somados da seguinte maneira
D +D′ =
∑
(nP + n
′
P )P.
O elemento zero do grupo divisor DF e´ o divisor com todos nP nulos.
Dados Q ∈ PF e D ∈ DF , definimos vQ(D) := nQ, logo
suppD = {P ∈ PF ; vP (D) 6= 0} e D =
∑
P∈suppD
vP (D)P .
Uma ordem parcial em DF e´ dada por:
D1 ≤ D2 ⇐⇒ vP (D1) ≤ vP (D2), para qualquer P ∈ PF .
Assim, dizemos que um divisor e´ positivo se D ≥ 0.
O grau de um divisor e´ definido por:
grau D :=
∑
P∈PF
vP (D)grau P
e isto fornece um homomorfismo de DF em Z.
Sabemos que um elemento na˜o nulo x ∈ F tem uma quantidade finita de zeros e po´los
em PF . Deste modo, podemos definir:
Definic¸a˜o 1.18. Seja 0 6= x ∈ F e denotemos por Z e N o conjunto dos zeros e po´los de x
em PF . Enta˜o definimos:
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(x)0 =
∑
P∈Z vP (x)P, o divisor zero de x;
(x)∞ =
∑
P∈N(−vP (x))P, o divisor po´lo de x;
(x) := (x)0 − (x)∞, o divisor principal de x.
Observe que (x)0 ≥ 0, (x)∞ ≥ 0 e que x ∈ K se, e somente se, (x) = 0.
Definimos como sendo o grupo dos divisores principais de F |K o conjunto PF := {(x);x ∈
F\{0}} ⊆ DF . O grupo quociente CF = DF/PF e´ chamado de o grupo de classe dos divisores.
A classe correspondente em CF do divisor D ∈ DF sera´ denotada por [D]. Dois divisores D
e D′ sa˜o ditos equivalentes, denotados por D ∼ D′, se [D] = [D′], i.e., D = D′ + (x) para
algum x ∈ F \ {0}.
Definiremos agora um espac¸o vetorial que e´ de fundamental importaˆncia a` teoria de
corpos de func¸o˜es alge´bricas.
Definic¸a˜o 1.19. Para um divisor A ∈ DF , definimos o K-espac¸o vetorial associado a A,
como sendo o conjunto
L(A) := {x ∈ F |(x) ≥ −A} ∪ {0}.
Paralelamente, L(A) = {x ∈ F |vP (x) ≥ −vP (A),∀ P ∈ PF} ∪ {0}.
Observac¸a˜o 1.20. L(0) = K; L(A) 6= {0} se, e somente se, existe A′ ∼ A com A′ ≥ 0; se
A < 0 enta˜o L(A) = {0}; e se A′ ∼ A enta˜o L(A) e´ isomorfo (como K-espac¸o vetorial) a
L(A′).
Dado um espac¸o vetorial V , denotemos sua dimensa˜o por dim V .
Lema 1.21. Seja A,B divisores de F |K com A ≤ B. Enta˜o temos que L(A) ⊆ L(B) e
dim (L(B)/L(A)) ≤ grauB − grauA
O resultado abaixo nos fornece uma importante informac¸a˜o sobre a dimensa˜o dos espac¸os
L(A).
Proposic¸a˜o 1.22. Para qualquer divisor A ∈ DF , o espac¸o L(A) e´ um K-espac¸o vetorial
de dimensa˜o finita. Mais precisamente se A = A+−A− com os divisores positivos A+ e A−
enta˜o
dim L(A) ≤ grau A+ + 1
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Definic¸a˜o 1.23. Para A ∈ DF , o inteiro dim A := dim L(A) e´ chamado de dimensa˜o do
divisor A.
O pro´ximo resultado nos diz que ha´, essencialmente, uma relac¸a˜o entre o nu´mero de zeros
e o nu´mero po´los (contando com a respectiva ordem) de um elemento na˜o-nulo de F .
Teorema 1.24. Qualquer divisor principal tem grau zero. Mais precisamente, dado x ∈
F\K, temos que
grau (x)0 = grau (x)∞ = [F : K(x)].
Dem. Seja n = [F : K(x)] e B := (x)∞ =
∑r
i=1−vPi(x)Pi, onde P1, . . . , Pr sa˜o po´los de x.
Enta˜o
grau B =
r∑
i=1
vPi(x
−1)grau Pi ≤ [F : K(x)] = n
E´ suficiente mostrar que n ≤ grau B. Escolha uma base u1, . . . , un de F |K(x) e um
divisor C ≥ 0 tal que (ui) ≥ −C para i = 1, . . . , n. Enta˜o, temos que
dim (lB + C) ≥ n(l + 1), para todo l ≥ 0,
pois, xiuj ∈ L(lB+C) para 0 ≤ i ≤ l e 1 ≤ j ≤ n. Observe tambe´m que estes elementos sa˜o
L.I. sobre K, devido ao fato de xi ∈ K(x) para i = 1, . . . , l serem L.I. sobre K e u1, . . . , un
serem L.I. sobre K(x). Chamando c := grau C temos que n(l + 1) ≤ dim L(lB + C) ≤
l grau B + c+ 1 o que implica que
l(grau B − n) ≥ n− c− 1, para todo l ∈ N.
Logo, para l suficientemente grande, temos que grau B ≥ n. Portanto, grau (x)∞ = [F :
K(x)]. Como (x)0 = (x
−1)∞, concluimos que grau (x)0 = grau (x−1)∞ = [F : K(x−1)] =
[F : K(x)].
Este teorema nos traz a seguintes consequeˆncias:
Corola´rio 1.25. Sejam os divisores A,A′ com A ∼ A′. Enta˜o:
a) dim A = dim A′ e grau A = grau A′.
b) Se grau A < 0 enta˜o dim A = 0.
c) Se grauA = 0 enta˜o as seguintes afirmac¸o˜es sa˜o equivalentes:
(1) A e´ principal
(2) dim A ≥ 1
(3) dim A = 1
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O pro´ximo resultado e´ fundamental para definirmos o que vem a ser o geˆnero de um
corpo de func¸o˜es.
Proposic¸a˜o 1.26. Existe uma constante γ ∈ Z tal que para todos divisores A ∈ DF temos
que
grau A− dim A ≤ γ.
Definic¸a˜o 1.27. O geˆnero g de F |K e´ definido por
g := max{grau A− dim A+ 1|A ∈ DF}.
Observe que o geˆnero de F |K e´ um inteiro na˜o negativo, pois tomando A = (0) temos
que grau A − dim A + 1 = 0, concluindo que g ≥ 0. Um primeiro resultado a respeito do
geˆnero de um corpo de func¸o˜es e´ o seguinte:
Teorema 1.28. (Teorema de Riemann) Seja F |K um corpo de func¸o˜es de geˆnero g.
a) Para qualquer divisor A ∈ DF , temos dim A ≥ grau A+ 1− g;
b) Existe um inteiro c, dependendo de F |K tal que dim A = grau A + 1 − g sempre que
grau A ≥ c.
Disto, pode-se mostrar que o geˆnero de um corpo de func¸o˜es racionais K(x)|K e´ zero,
mas no geral, e´ complicado de se determinar o geˆnero de um corpo de func¸o˜es.
1.2.4 O Teorema de Riemann-Roch
Nesta subsec¸a˜o denotaremos F |K como um corpo de func¸o˜es alge´bricas de genero g.
Definic¸a˜o 1.29. Para A ∈ DF definimos o ı´ndice de especialidade de A como sendo:
i(A) := dim A− grau A+ g − 1
O Teorema de Riemann diz que i(A) e´ um inteiro na˜o negativo e i(A) = 0 se grauA e´
suficientemente grande.
Definic¸a˜o 1.30. Um adele de F |K e´ uma aplicac¸a˜o
α :
{
PF −→ F
P 7−→ αP
tal que αP ∈ OP para quase todo P ∈ PF .
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O adele pode ser visto como um elemento do produto direto
∏
P∈PF F , assim usaremos a
notac¸a˜o α = (αP )P∈PF ou simplesmente α = (αP ). Definiremos o conjunto
AF := {α|α e´ um adele de F |K}
por espac¸o dos adele de F |K, sendo este um espac¸o vetorial sobre K. Definimos tambe´m o
adele principal de um elemento x ∈ F como sendo o adele onde todas as componentes sa˜o
iguais a x. Observe que esta definic¸a˜o faz sentido devido ao fato de a quantidade de po´los
de x ser finito.
Definic¸a˜o 1.31. Para A ∈ DF definimos
AF (A) := {α ∈ AF ; vP (α) ≥ −vP (A) para todo P ∈ PF}.
E´ fa´cil ver que este conjunto e´ um K-subespac¸o vetorial de AF .
O pro´ximo resultado nos diz que apezar de AF ,AF (A) e F terem dimensa˜o infinita o
quociente AF/(AF (A) + F ) tem dimensa˜o finita sobre K.
Teorema 1.32. Para qualquer divisor A, o ı´ndice de especialidade e´
i(A) := dim (AF/(AF (A) + F )).
Consequentemente, tem-se que g = dim (AF/(AF (0) + F )).
Agora introduziremos o conceito de diferencial de Weil o qual dara´ uma segunda inter-
pretac¸a˜o para o ı´ndice de especialidades de um divisor.
Definic¸a˜o 1.33. Um diferencial de Weil de F |K e´ uma aplicac¸a˜o K-linear ω : AF −→ K
que se anula em AF (A) + F para algum divisor A ∈ DF . Chamamos
ΩF := {ω | ω e´ uma diferencial de Weil de F |K}
o mo´dulo de diferencial de Weil de F |K. Para A ∈ DF seja
ΩF (A) := {ω ∈ ΩF | ω se anula em AF (A) + F}.
O espac¸o ΩF e´ um K-espac¸o vetorial e ΩF (A) um subespac¸o de ΩF . Observe que para
x ∈ F e ω ∈ ΩF a aplicac¸a˜o xω : AF → F definida por (xω)(α) := ω(xα) ainda e´ um
diferencial de Weil. Disto pode-se concluir (na˜o naturalmente) que ΩF e´ um espac¸o vetrorial
unidimensional sobre F . Mais ainda, para A ∈ DF , temos que dimΩF = i(A).
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E´ poss´ıvel fazer uma ligac¸a˜o entre divisores e qualquer diferencial de Weil na˜o-nulo.
Fixando 0 6= ω ∈ ΩF e considerando o conjunto de divisores
M(ω) := {A ∈ DF | ω se anula em AF (A) + F}
pode-se garantir a existeˆncia de um u´nico divisor W ∈M(ω) tal que A ≤ W para qualquer
A ∈M(ω). Isto, nos permite definir:
Definic¸a˜o 1.34. a) O divisor (ω) de um diferencial de Weil ω 6= 0 e´ o u´nico divisor de F |K
satisfazendo: ω se anula em AF ((ω)) + F ; e se ω se anula em AF (A) + F enta˜o A ≤ (ω).
b) Para 0 6= ω ∈ ΩF e P ∈ PF definimos vP (ω) := vP ((ω)).
c) Um lugar P e´ dito um zero (respectivamente po´lo) de ω se vP (ω) > 0 (respectivamente
vP (ω) < 0). ω e´ chamado regular em P se vP (ω) ≥ 0 e ω e´ dito ser regular (ou holomorfico)
se P e´ regular para qualquer lugar P ∈ PF .
d) Um divisor W e´ chamado um divisor canoˆnico de F |K se W = (ω) para algum ω ∈ ΩF .
Das observac¸o˜es feitas apo´s a definic¸a˜o 1.33 tem-se que para 0 6= x ∈ F e 0 6= ω ∈ ΩF
enta˜o (xω) = (x) + (ω) e quaisquer dois divisores canoˆnicos de F |K sa˜o equivalentes. Uma
simples consequeˆncia disto e´ que os divisores de F |K formam uma u´nica classe [W ] no grupo
quociente CF . A esta classe de divisores damos o nome de classe canoˆnica de F |K.
Teorema 1.35. Seja A um divisor arbitra´rio e W = (ω) um divisor canoˆnico de F |K.
Enta˜o a aplicac¸a˜o
µ :
{
L(W − A) −→ ΩF (A)
x 7−→ xω
e´ um isomorfismo de K-espac¸o vetorial. Em particular, i(A) = dim (W − A).
Agora estamos em condic¸o˜es de enunciar e provar um dos principais resultados da teoria
de Corpos de Func¸o˜es Alge´bricas.
Teorema 1.36. (Teorema de Riemann-Roch)
Seja W um divisor canoˆnico de F |K. Enta˜o, para qualquer divisor A ∈ DF temos
dim A = grau A+ 1− g + dim (W − A).
Dem. Como i(A) = dim A − grau A + g − 1 e do teorema anterior dim (W − A) = i(A)
segue que
dim A = grau A− g + 1 + dim (W − A).
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Corola´rio 1.37. Para um divisor canoˆnico W , no´s temos grau W = 2g − 2 e dim W = g
Sabemos do Teorema de Riemann que existe uma constante c tal que se grau A ≥ c
enta˜o i(A) = 0. Agora, podemos dar, mais precisamente, uma descric¸a˜o de como escolher
esta constante.
Teorema 1.38. Se A e´ um divisor de F |K de grau A ≥ 2g − 1 enta˜o
dim A = grau A+ 1− g.
Vejamos agora algumas consequeˆncias do Teorema de Riemann-Roch.
O primeiro resultado e´ um melhoramento do Teorema da Aproximac¸a˜o Fraca.
Teorema 1.39. (Teorema da Aproximac¸a˜o Forte) Seja S $ PF , um subconjunto
pro´prio de PF e P1, . . . , Pn ∈ S. Suponha que sejam dados x1, ..., xr ∈ F e n1, ..., nr ∈ Z.
Enta˜o existe um elemento x ∈ F tal que
vPi(x− xi) = ni, para i = 1, ..., r e
vP (x) ≥ 0, para P ∈ S \ {P1, . . . , Pr}.
Veremos agora alguns reusltados sobre os elementos de F que possui apenas um po´lo.
Proposic¸a˜o 1.40. Seja P ∈ PF . Enta˜o para qualquer n > 2g existe um elemento x ∈ F
com divisor de po´los (x)∞ = nP
Definic¸a˜o 1.41. Seja P ∈ PF . Um inteiro n ≥ 0 e´ chamado de na˜o-lacuna de P se e
somente se existe um elemento x ∈ F com (x)∞ = nP . Do contra´rio chamamos n de lacuna
de P .
Claramente, n e´ uma na˜o lacuna de P se e somente se dim(nP ) > dim((n − 1)P ).
Veremos posteriormente uma outra maneira de definir tais elementos.
Teorema 1.42. (Teorema das Lacunas de Weierstrass) Suponha que F |K tem geˆnero
g > 0 e P e´ um lugar de grau um. Enta˜o existem exatamente g lacunas i1 < ... < ig de P .
Mais ainda, i1 = 1 e ig ≤ 2g − 1.
Vejamos agora o que vem a ser uma componente local de um diferencial de Weil.
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Definic¸a˜o 1.43. Seja P ∈ PF
a) Para x ∈ F seja iP (x) ∈ AF o adele cuja a P -componente e´ x e o restantes dos compo-
nentes e´ 0.
b) Para um diferencial de Weil ω ∈ ΩF definimos sua componente local ωP : F −→ K
como sendo ωP (x) := ω(iP (x)).(Claramente, ωP e´ K-linear)
Sobre as componentes locais temos os seguintes resultados:
Proposic¸a˜o 1.44. Seja ω ∈ ΩF e α = (αP ) ∈ AF . Enta˜o ωP (αP ) 6= 0 para uma quantidade
finita de lugares P e
ω(α) =
∑
P∈PF
ωP (αP ).
Em particular
∑
P∈PF ωP (1) = 0.
Proposic¸a˜o 1.45. a) Seja ω 6= 0 um diferencial de Weil de F |K e P ∈ PF . Enta˜o
vP (ω) = max{r ∈ Z | ωP (x) = 0 para todo x ∈ F com vP (x) + r ≥ 0}.
Em particular ωP 6= 0.
b) Se ω, ω′ ∈ ΩF e ωP = ω′P para algum P ∈ PF , enta˜o ω = ω′.
Disto, segue, para r ∈ Z, que vP (ω) ≥ r se, e somente se, ω(x) = 0 para todo x ∈ F com
vP (x) ≥ −r.
1.3 Co´digos geome´tricos de Goppa
Esta sec¸a˜o e´ dedicada a` construc¸a˜o dos co´digos geome´tricos de Goppa. Neste, Fq denota um
corpo com q elementos.
Considere as seguintes notac¸o˜es:
F |Fq e´ um corpo de func¸o˜es alge´bricas de geˆnero g.
P1, ..., Pn sa˜o lugares dois a dois distintos de F |Fq de grau 1.
D = P1 + ...+ Pn.
G e´ um divisor de F |Fq tal que supp G ∩ supp D = ∅.
Definic¸a˜o 1.46. O co´digo geome´trico de Goppa CL(D,G) associados aos divisores D
e G e´ definido por
CL(D,G) := {(x(P1), ..., x(Pn))|x ∈ L(G)} ⊂ Fnq .
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Obeserve que tal definic¸a˜o faz sentido: para x ∈ L(G) temos que vPi(x) ≥ 0, para todo
i = 1, . . . , n, pois supp D ∩ supp G = ∅; para x(Pi) ∈ FPi , como grau Pi = 1 segue que
FPi = Fq, assim x(Pi) ∈ Fq.
Consideremos a aplicac¸a˜o avaliac¸a˜o
avD : L(G) −→ Fnq
x 7−→ (x(P1), . . . , x(Pn)).
Temos que avD e´ Fq-linear e a imagem de L(G) por esta aplicac¸a˜o e´ CL(D,G).
Vejamos agora que, para um co´digo CL(D,G) cujos paraˆmetros sa˜o [n, k, d], e´ poss´ıvel,
pelo teorema de Riemann-Roch, estimar seus paraˆmetros e obter uma cota inferior para a
distaˆncia mı´nima d.
Teorema 1.47. CL(D,G) e´ um [n, k, d]-co´digo tal que
k = dim G− dim (G−D) e d ≥ n− grau G.
Dem. Considerando a aplicac¸a˜o avD : L(G) −→ Fnq , definida acima, temos que L(G)/Ker(avD)
e´ isormorfo a Im(avD) = CL(D,G). Como Ker(avD) = {x ∈ L(G); vPi(x) > 0 para i =
1, . . . , n} = L(G−D) segue que k = dim(L(G)/Ker(avD)) = dim G− dim (G−D).
Calculemos agora uma cota inferior para a distaˆncia mı´nima d. Lembre-se que o peso de
um elemento x de um co´digo e´ denotado por w(x). Assuma que CL(D,G) 6= {0}. Escolha
x ∈ L(G) tal que w(avD(x)) = d. Enta˜o, existem n − d lugares Pi1 , ..., Pin−d no suporte de
D tais que vPij (x) > 0, para j = 1., ..., n − d. Logo x ∈ L(G − (Pi1 + ... + Pin−d))\{0}, ou
seja, dim(L(G− (Pi1 + ...+ Pin−d))) ≥ 1. Portanto, do corola´rio 1.25, segue que
0 ≤ grau (G− (Pi1 + ...+ Pin−d)) = grauG− (n− d),
ou seja, d ≥ n− grau G.
Uma consequeˆncia deste teorema e´ o seguinte resultado.
Corola´rio 1.48. Suponha que grau de G e´ estritamente menor que n. Enta˜o a aplicac¸a˜o
avaliac¸a˜o avD : L(G) −→ CL(D,G) e´ injetiva e ainda:
a) CL(D,G) e´ um [n, k, d]-co´digo com d ≥ n − grauG e k = dimG ≥ grauG + 1 − g. Logo
k + d ≥ n+ 1− g.
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b) Se 2g − 2 < grauG < n enta˜o k = grauG+ 1− g.
c) Se {x1, . . . , xk} e´ uma base de L(G) enta˜o a matriz
M =

x1(P1) x1(P2) · · · x1(Pn)
...
...
...
xk(P1) xk(P2) · · · xk(Pn)

e´ uma matriz geradora de CL(D,G).
Observe que a cota inferior para a distaˆncia mı´nima dada no item (a) deste corola´rio e´
muito parecida com o cota de Singleton. Assim toda vez que tivermos grau G < n teremos
n+ 1− g − k ≤ d ≤ n+ 1− k.
Note tambe´m que se F e´ um corpo de func¸o˜es de geˆnero g = 0, enta˜o d = n+1−k. Assim, os
co´digos geome´tricos de Goppa construidos sobre um corpo de func¸o˜es racionais Fq(z) sera˜o
co´digos MDS. Isto nos motiva a dar a seguinte definic¸a˜o:
Definic¸a˜o 1.49. O inteiro d∗ := n−grau G e´ chamado de distaˆncia designada do co´digo
CL(D,G).
O Teorema 1.47 estabelece que a distaˆncia mı´nima de um Co´digo Geome´trico de Goppa
na˜o pode ser menor que a distaˆncia designada. Agora, quando supomos que dim G > 0
e d∗ > 0, temos que d∗ = d se e somente se existe um divisor D′ com 0 ≤ D′ ≤ D,
grau D′ = grau G e dim (G−D′) > 0.
Por meio das componentes locais da diferencial de Weil, podemos associar um outro
co´digo aos divisores D e G, a saber:
Definic¸a˜o 1.50. Seja G e D = P1 + ... + Pn divisores onde Pi sa˜o dois a dois distintos,
grau Pi = 1 e suppD ∩ suppG = ∅. Enta˜o definimos o co´digo CΩ(D,G) ⊆ Fnq por
CΩ(D,G) := {(ωP1(1), . . . , ωPn(1))| ω ∈ ΩF (G−D)}.
Um resultado ana´logo ao Teorema 1.47 e´ o seguinte:
Teorema 1.51. CΩ(D,G) e´ um [n, k
′, d′]-co´digo tal que k′ = i(G − D) − i(G) e d′ ≥
grau G − (2g − 2). Mais ainda, adicionando a hipo´tese de grau G > 2g − 2 temos que
k′ = i(G − D) ≥ n + g − 1 − grau G. Se, contudo, tivermos 2g − 2 < grau G < n, enta˜o
k′ = n+ g − 1− grau G.
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O pro´ximo resultado nos mostra que existe uma relac¸a˜o entre os co´digos CL(D,G) e
CΩ(D,G).
Teorema 1.52. Os co´digos CL(D,G) e CΩ(D,G) sa˜o duais um do outro, isto e´
CΩ(D,G) = CL(D,G)⊥
Dem. Primeiramente notemos o seguinte fato: Considere um lugar P ∈ PF de grau 1, um
diferencial de Weil ω com vP (ω) ≥ −1 e um elemento x ∈ F com vP (x) ≥ 0. Enta˜o
ωP (x) = x(P )ωP (1) (1.1)
De fato, como grau P = 1, podemos escrever x = a + y onde a = x(P ) ∈ Fq e vP (y) ≥ 1.
Enta˜o
ωP (x) = ωP (a) + ωP (y) = aωP (1) + 0 = x(P )ωP (1).
(Note que ωP (y) = 0, pois vP (ω) ≥ −1, vP (y) ≥ 1 e proposic¸a˜o 1.45).
Mostremos que CΩ(D,G) ⊂ CL(D,G)⊥. Seja ω ∈ ΩF (G − D) e x ∈ L(G), enta˜o, da
proposic¸a˜o 1.44 e do fato de x ∈ F e ω se anular em F , temos que 0 = ω(x) =∑P∈PF ωP (x).
Para P ∈ F \ {P1, . . . , Pn} temos que vP (x) ≥ −vP (ω). Logo, da proposic¸a˜o 1.45, segue que
ωP (x) = 0. Assim,
0 =
∑
P∈PF
ωP (x) =
n∑
i=1
ωPi(x)
(1.1)
=
n∑
i=1
x(Pi)ωPi(1) = 〈(ωP1(1), . . . , ωPn(1)), (x(P1), . . . , x(Pn))〉 .
Portanto, CΩ(D,G) ⊆ CL(D,G)⊥.
Agora mostremos que a dimensa˜o dos co´digos CΩ(D,G) e CL(D,G)⊥ sa˜o iguais. Pelos
teoremas 1.47 e 1.51 e o Teorema de Riemann-Roch, temos
dim CΩ(D,G) = i(G−D)− i(G)
= dim (G−D)− grau (G−D)− 1 + g − (dim G− grau G− 1 + g)
= grau D + dim (G−D)− dim G = n− (dim G− dim (G−D))
= n− dim CL(D,G) = dim CL(D,G)⊥
Observac¸a˜o 1.53. Um co´digo CΩ(D,G) pode ser representado como CL(D,H), para um
apropriado divisor H. A saber: seja η uma diferencial de Weil tal que vPi(η) = −1 e
ηPi(1) = 1 para i = 1, ..., n. Enta˜o
CL(D,G)⊥ = CΩ(D,G) = CL(D,H), onde H = D −G+ (η).
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1.4 Subane´is de um corpo de func¸o˜es
O objetivo desta sec¸a˜o e´ de apresentar conceitos e resultados que sera˜o fundamentais no
u´ltimo cap´ıtlulo desta dissertac¸a˜o. No que segue, F |K denota um corpo de func¸o˜es com
corpo de constantes K.
Definic¸a˜o 1.54. Um subanel de F |K e´ um anel R tal que K ⊆ R ⊆ F e R na˜o e´ um
corpo.
Em particular, se R e´ um subanel de F |K enta˜o K $ R $ F . Dois exemplos disso sa˜o:
a) R = OP para algum P ∈ PF ;
b) R = K[x1, ..., xn] onde x1, ..., xn ∈ F |K.
Um exemplo mais geral de (a) e´ dado na seguinte definic¸a˜o:
Definic¸a˜o 1.55. Para ∅ 6= S $ PF seja
OS := {z ∈ F | vP (z) ≥ 0, para todo P ∈ S}
a intersec¸a˜o de todos os ane´is de valorizac¸a˜o OP com P ∈ S. Qualquer anel R ⊆ F que e´
dessa forma e´ chamado de anel de holomorfia de F |K.
Disto, temos que qualquer anel de holomorfia OS e´ um subanel de F |K que e´ integral-
mente fechado; o corpo de frac¸o˜es de OS e´ F ; qualquer anel de valorizac¸a˜o OP e´ um anel
holomorfico; e para P ∈ PF e ∅ 6= S $ PF temos que OS ⊆ OP se, e somente se, P ∈ S.
Teorema 1.56. Seja R um subanel de F |K e S(R) := {P ∈ PF | R ⊆ OP}. Enta˜o:
i) ∅ 6= S(R) $ PF ;
ii) OS(R) e´ o fecho integral R de R em F . Em particular, R e´ um subanel integralmente
fechado de F |K com corpo de frac¸o˜es F .
Dem. i) Como R na˜o e´ um corpo, existe um ideal pro´prio I de R. Do teorema 1.12, existe
P ∈ PF tal que I ⊆ P e R ⊆ OP . Logo, S(R) 6= ∅. Por outro lado, considere x ∈ R
transcendente sobre K. Enta˜o, do colora´rio 1.13, segue que S(R) 6= PF .
ii) Como R ⊆ OS(R) e OS(R) e´ integralmente fechado, segue que R ⊆ OS(R). Agora,
considere z ∈ OS(R). Afirmamos que z−1R[z−1] = R[z−1]. De fato, suponha que isto e´
falso, isto e´, z−1R[z−1] e´ um ideal pro´prio em R[z−1]. Pelo teorema 1.12, podemos encontrar
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Q ∈ PF tal que R[z−1] ⊆ OQ e z−1 ∈ Q. Assim, temos que Q ∈ S(R) e z /∈ OQ, o que uma
contradic¸ao com o fato de z ∈ OS(R). Logo, existem a0, ..., as ∈ R tais que
1 = z−1
s∑
i=0
ai(z
−1)i.
Multiplicando esta equac¸a˜o por zs+1, obtemos
zs+1 − zs
s∑
i=0
aiz
s+1−i = 0.
Logo, z e´ inteiro sobre R. Portanto, OS(R) ⊆ R.
Uma consequeˆncia direta deste teorema e´ o seguinte resultado.
Corola´rio 1.57. Um subanel R de F |K com corpo de frac¸o˜es F e´ integralmente fechado se,
e somente se, R e´ um anel de holomorfia.
Observac¸a˜o 1.58. Para ∅ 6= S ⊆ PF temos que OS e´ um domı´nio de ideais principais. Tal
resultado e´ uma generalizac¸a˜o do teroema 1.6.
CAPI´TULO 2
Co´digos de Avaliac¸a˜o
Neste cap´ıtulo apresentaremos uma conexa˜o entre co´digos de avaliac¸a˜o sobre uma determi-
nada a´lgebra e co´digos geome´tricos de Goppa pontuais e determinaremos cotas inferiores para
as distaˆncias mı´nimas dos co´digos avaliados e seus co´digos duais. Para isso, introduziremos
os conceitos de func¸a˜o ordem, func¸a˜o peso e semigrupos.
No que segue, R denotara´ uma F-a´lgebra, isto e´, R e´ um anel comutativo com unidade
contendo um corpo F. Denotaremos tambe´m N0 como sendo o conjunto dos nu´meros inteiros
na˜o-negativos e o s´ımbolo −∞ e´ menor que n, para todo n ∈ N0.
2.1 Func¸o˜es ordem (peso)
Definic¸a˜o 2.1. Seja R uma F-a´lgebra. Uma aplicac¸a˜o ρ : R→ N0∪{−∞} e´ chamada uma
func¸a˜o ordem sobre R se sa˜o satisfeitas as seguintes condic¸o˜es:
(1) ρ(f) = −∞ se, e somente se, f = 0;
(2) ρ(λf) = ρ(f) para todo λ ∈ F\{0};
(3) ρ(f + g) ≤ max{ρ(f), ρ(g)} com igualdade quando ρ(f) 6= ρ(g);
(4) Se ρ(f) < ρ(g) e h 6= 0, enta˜o ρ(fh) < ρ(gh);
(5) Se ρ(f) = ρ(g), enta˜o existe λ ∈ F tal que ρ(f − λg) < ρ(g).
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A func¸a˜o ρ e´ chamada func¸a˜o peso se ale´m de satisfazer as condic¸o˜es anteriores tambe´m
satisfazer:
(6) ρ(fg) = ρ(f) + ρ(g), para todo f, g ∈ R.
Observac¸a˜o 2.2. Uma consequeˆncia imediata da definic¸a˜o de func¸a˜o ordem e´ que se ρ e´
uma func¸a˜o ordem de uma F-a´lgebra R e R′ e´ um F-suba´lgebra de R enta˜o ρ|R′ tambe´m e´
uma func¸a˜o ordem de R′.
Exemplo 2.3. A func¸a˜o ρ(f) = grau(f) para f ∈ R = F[x] e´ uma func¸a˜o peso.
O resultado abaixo nos traz algumas propriedades para a func¸a˜o ordem.
Lema 2.4. Seja ρ uma func¸a˜o ordem em R. Enta˜o,
(1) Se ρ(f) = ρ(g), enta˜o ρ(fh) = ρ(gh) para todo h ∈ R.
(2) Se f ∈ R\{0}, enta˜o ρ(1) ≤ ρ(f).
(3) F = {f ∈ R|ρ(f) ≤ ρ(1)}.
(4) Se ρ(f) = ρ(g), enta˜o existe um u´nico λ ∈ F tal que ρ(f − λg) < ρ(g).
Dem. No transcorrer da demonstrac¸a˜o, sempre que colocarmos (i)∗, com 1 ≤ i ≤ 5, estamos
nos referindo aos respectivos itens da definic¸a˜o 2.1
(1) Seja ρ(f) = ρ(g). Enta˜o, de (5)∗ , existe um λ ∈ F tal que ρ(f − λg) < ρ(g). Logo,
de (4)∗, para h ∈ R, temos que ρ(fh− λgh) < ρ(gh). Como fh = (fh− λgh) + λgh, temos
que ρ(fh) = ρ(λgh) = ρ(gh) por (3)∗ e (2)∗, respectivamente.
(2) Suponha, por absurdo, que f e´ um elemento na˜o-nulo deR tal que ρ(f) < ρ(1). Enta˜o,
de (4)∗, a sequ¨eˆncia ρ(1) > ρ(f) > ρ(f 2) > ... e´ estritamente decrescente, contradizendo o
fato de N0 ∪ {∞} ser bem-ordenado. Logo, ρ(1) ≤ ρ(f).
(3) Pelas condic¸o˜es (1)∗ e (2)∗ temos que F ⊂ {f ∈ R|ρ(f) ≤ ρ(1)}. Agora, seja f 6= 0
tal que ρ(f) ≤ ρ(1), enta˜o, do item anterior, temos ρ(f) = ρ(1). Logo, de (5)∗, existe um
λ ∈ F tal que ρ(f − λ1) < ρ(1). Portanto, f − λ = 0, ou seja, f ∈ F.
(4) A existeˆncia de λ e´ garantida pela definic¸a˜o de func¸a˜o ordem, assim, provemos a
unicidade. Suponha que exista λ, α ∈ F tal que ρ(f−λg) < ρ(g) e ρ(f−αg) < ρ(g). Temos,
de (3)∗, que ρ(f − λg − (f − αg)) < ρ(g), ou seja, ρ((λ− α)g) < ρ(g). Logo, de (2)∗, temos
que λ = α.
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O pro´ximo resultado nos mostra que uma F-a´lgebra munida de uma func¸a˜o peso e´ um
domı´nio.
Proposic¸a˜o 2.5. Se existe uma func¸a˜o ordem ρ emR, enta˜oR e´ um domı´nio de integridade.
Dem. Suponha que R na˜o seja um domı´nio, enta˜o existem f, g ∈ R\{0} tal que fg = 0.
Sem perda de generalidade, suponha ρ(f) ≤ ρ(g). Enta˜o, ρ(f 2) ≤ ρ(fg) = ρ(0) = −∞.
Logo ρ(f 2) = −∞ e portanto f 2 = 0. Agora, como f 6= 0 enta˜o, por (2) do lema anterior,
temos ρ(1) ≤ ρ(f). Assim, ρ(f) ≤ ρ(f 2) = −∞ e logo f = 0, absurdo.
Vejamos em um exemplo que a rec´ıproca da proposic¸a˜o anterior e´ falsa.
Exemplo 2.6. A F-a´lgebra R = F[X, Y ]/(XY − 1) e´ um domı´nio, mas na˜o existe func¸a˜o
ordem sobre R. De fato, denote por x a classe X +(XY − 1) e y para Y +(XY − 1). Logo,
R = F[x] + F[y] e e´ claro que x 6= 0 e y 6= 0. Assim, se ρ e´ uma func¸a˜o ordem em R,
enta˜o, do lema 2.4 (2), ρ(1) ≤ ρ(x) e logo ρ(y) ≤ ρ(xy) = ρ(1). Portanto, ρ(y) = ρ(1).
Analogamente, ρ(x) = ρ(1). Enta˜o, para todo f ∈ R, temos que ρ(f) ≤ ρ(1), ou seja,
R = F, pelo lema 2.4 (3). Isto e´ uma contradic¸a˜o, pois x /∈ F.
Veremos a seguir que se uma F-a´lgebra R e´ munida de uma func¸a˜o ordem, enta˜o existe
uma F-base de R, R visto com um espac¸o vetorial, com certas propriedades.
Teorema 2.7. Seja R uma F-a´lgebra com func¸a˜o ordem ρ. Assuma que R 6= F. Enta˜o:
(1) Existe uma F-base {fi : i ∈ N} de R tal que ρ(fi) < ρ(fi+1) para todo i ∈ N;
(2) Se f ∈ R e f = λ1f1+· · ·+λifi, com λj ∈ F para j = 1, ..., i e λi 6= 0, enta˜o ρ(f) = ρ(fi);
(3) Seja l(i, j) := l tal que ρ(fifj) = ρ(fl). Enta˜o l(i, j) < l(i+ 1, j) para todo i e j;
(4) Seja ρi := ρ(fi). Se ρ e´ uma func¸a˜o peso enta˜o ρl(i,j) = ρi + ρj.
Dem. (1) Como R 6= F, existe f ∈ R\F. Assim, pelo lema 2.4, ρ(1) < ρ(f). Logo,
ρ(fn) < ρ(fn+1) para todo n ∈ N0 e portanto, o conjunto de valores de ρ e´ infinito. Seja
(ρi : i ∈ N) uma sequ¨eˆncia crescente de inteiros na˜o-negativos tais que os ρi’s sa˜o todos os
valores da func¸a˜o ordem, isto e´, ρ(R\{0}) = {ρi : i ∈ N}. Assim, para todo i ∈ N existe um
fi ∈ R tal que ρ(fi) = ρi. Logo, pela construc¸a˜o acima, ρ(fi) < ρ(fi+1) para todo i e para
todo f ∈ R na˜o-nulo existe um ı´ndice i com ρ(f) = ρ(fi). Temos tambe´m que ρ(1) = ρ1.
Mostremos que o conjunto {fi : i ∈ N} := B e´ uma F-base para R. Segue facilmente da
definic¸a˜o 2.1 que B e´ linearmente independente. Mostremos, enta˜o, que B gera R.
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Seja f ∈ R, enta˜o existe um fk ∈ B tal que ρ(fk) = ρ(f). Logo, pelo lema 2.4 (4), existe
um u´nico λk ∈ F tal que ρ(f − λkfk) < ρ(fk). Novamente, existe um fh ∈ B, com h < k tal
que ρ(f−λkfk) = ρ(fh) e consequentemente existe λh ∈ F tal que ρ(f−λkfk−λhfh) < ρ(fh).
Continuando esse processo, temos que ρ(f − λkfk − ... − λ1f1) < ρ(f1) = ρ(1). Portanto,
ρ(f − λkfk − ...− λ1f1) = −∞, ou seja, f = λ1f1 + ...+ λkfk. Portanto B gera R.
(2) Segue de (1) e de (3) da definic¸a˜o 2.1.
(3) Como ρ(fi) < ρ(fi+1) enta˜o, ρ(fifj) < ρ(fi+1fj). Logo, l(i, j) < l(i+ 1, j).
(4) Como ρ e´ uma func¸a˜o peso, ρl(i,j) = ρ(fifj) = ρ(fi) + ρ(fj) = ρi + ρj.
O pro´ximo resultado nos fornece um procedimento a ser seguido quando buscamos ex-
emplos de func¸o˜es ordens sobre uma dada F-a´lgebra.
Teorema 2.8. Sejam R uma F-a´lgebra, {fi : i ∈ N} uma F-base do F-espac¸o vetorial R
com f1 = 1 e {ρi : i ∈ N} uma sequeˆncia estritamente crescente de inteiros na˜o negativos.
Para cada i ∈ N considere Li o F-subespac¸o vetorial gerado por f1, ..., fi e para cada par
(i, j) chame l(i, j) o menor inteiro positvo l tal que fifj ∈ Ll. Seja ρ uma func¸a˜o de R em
N0 ∪ {−∞} definida por ρ(0) = −∞ e ρ(f) = ρi se i e´ o menor inteiro positivo tal que
f ∈ Li. Se para todo par (i, j) ∈ N2 tem-se l(i, j) < l(i+ 1, j) enta˜o ρ e´ uma func¸a˜o ordem
sobre R. Mais ainda, se ρl(i,j) = ρi + ρj, enta˜o ρ e´ uma func¸a˜o peso.
Dem. Observe que as condic¸o˜es (1), (2), (3) e (5) seguem diretamente da definic¸a˜o de ρ e do
fato que L1 ⊆ L2 ⊆ L3 ⊆ ... sa˜o subespac¸os vetoriais de R. Mostremos, assim, as condic¸o˜es
(4) e (6).
Para cada f ∈ R\{0} associamos um ı´ndice ι(f) que e´ o menor inteiro positivo tal que
f ∈ Lι(f). Sejam f, g ∈ R. Enta˜o, existem λi, αi, βi ∈ F com λι(f) 6= 0, αι(g) 6= 0 e βι(fg) 6= 0
tal que
f =
∑
i≤ι(f)
λifi; g =
∑
j≤ι(g)
αjfj e fg =
∑
l≤ι(fg)
βlfl.
Existem tambe´m µijl ∈ F tal que
fifj =
∑
l≤l(i,j)
µijlfl
e µijl(i,j) 6= 0. Logo,
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fg = (
∑
i≤ι(f)
λifi)(
∑
j≤ι(g)
αjfj) =
∑
i≤ι(f)
∑
j≤ι(g)
λiαjfifj =
∑
i≤ι(f)
∑
j≤ι(g)
λiαj
∑
l≤l(i,j)
µijlfl =∑
i≤ι(f)
∑
j≤ι(g)
∑
l≤l(i,j)
λiαjµijlfl.
Enta˜o,
βl =
∑
l(i,j)=l
λiαjµijl.
Como l(i, j) < l(i + 1, j), enta˜o l(i, j) < l(ι(f), ι(g)) se i < ι(f) ou j < ι(g). Contudo,
se i = ι(f) e j = ι(g), temos que λiαjµijl(i,j) = βι(fg) 6= 0, e portanto temos que ι(fg) =
l(ι(f), ι(g)). Logo, dado f, g, h ∈ R com ρ(f) < ρ(g) e h 6= 0 temos que ρ(fh) = ρι(fh) =
ρl(ι(f),ι(h)) < ρl(ι(g),ι(h)) = ρ(gh), o que prova a condic¸a˜o (4) da definic¸a˜o 2.1.
Agora, se ρl(i,j) = ρi + ρj, enta˜o ρ(fg) = ρι(fg) = ρl(ι(f),ι(g)) = ρι(f) + ρι(g) = ρ(f) + ρ(g),
verificando a condic¸a˜o (6) da definic¸a˜o 2.1 e portanto provando que ρ e´ uma func¸a˜o peso.
O exemplo abaixo ilustra o teorema anterior.
Exemplo 2.9. Considere a ordem lexicogra´fica graduada ≺ no conjunto dos monoˆmios
{XaY b | a, b ∈ N0}, ou seja,
XaY b ≺ XcY d ⇐⇒ a+ b < c+ d ou a+ b = c+ d e (a, b) ≺L (c, d),
onde ≺L e´ a ordem lexicogra´fica1. Sejam f1, f2, ... a enumerac¸a˜o do conjunto de monoˆmios tal
que fi ≺ fi+1 para todo i ∈ N. Abaixo apresentamos duas matrizes onde uma corresponde ao
conjunto dos monoˆmios e a outra corresponde aos respectivos ı´ndices, segundo a enumerac¸a˜o
acima.
...
...
...
...
...
. . .
Y 5 · · · · · · ·
Y 4 XY 4 · · · · · ·
Y 3 XY 3 X2Y 3 · · · · ·
Y 2 XY 2 X2Y 2 X3Y 2 · · · ·
Y XY X2Y X3Y X4Y · · ·
1 X X2 X3 X4 · · ·
...
...
...
...
...
. . .
16 · · · · · · ·
11 17 · · · · · ·
7 12 18 · · · · ·
4 8 13 19 · · · ·
2 5 9 14 20 · · ·
1 3 6 10 15 · · ·
1Dados (a, b), (c, d) ∈ N2 temos que (a, b) ≺L (c, d) se, e somente se, a < c ou a = c e b < d.
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Seja R := F[X,Y ] e f = λ1f1 + ... + λnfn em R. Defina ρ(0) = −∞ e ρ(f) = n − 1 se
λn 6= 0. E´ fa´cil ver que ρ e´ uma func¸a˜o ordem sobre R. Observe que, f9 = X2Y , f5 = XY
e f5f9 = X
3Y 2 = f19. Logo l(5, 9) = 19.
Na seguinte proposic¸a˜o veremos que para uma classe espec´ıfica de F-a´lgebras existem
func¸o˜es pesos.
Proposic¸a˜o 2.10. Seja I o ideal em F[X, Y ] gerado por um polinoˆmio da forma XaY c +
uY b+c + G onde 0 6= u ∈ F, G ∈ F[X, Y ], grauX(G) = d < a, grau(G) < b + c, b < a
e mdc(a, b) = 1. Seja S = F[X, Y ]/I. Denote as classes res´ıduais de X, Y e G por x, y
e g, respectivamente. Seja R o espac¸o vetorial gerado por {xαyβ|α, β ∈ N0, α < a e cα ≤
(a− d)β}. Enta˜o R e´ uma F-a´lgebra com uma func¸a˜o peso ρ tal que ρ(x) = b e ρ(y) = a.
Dem. Observe que xayc = −uyb+c − g, enta˜o temos que xayc e´ uma combinac¸a˜o linear de
xαyβ com α < a, pois grauX(G) < a. Logo, por induc¸a˜o, temos que o conjunto {xαyβ|α, β ∈
N0, α < a ou β < c} forma uma base de S sobre F e portanto, o conjunto {xαyβ|α, β ∈
N0, α < a e cα ≤ (a − d)β} e´ uma base de R. Assim, seja (fi : i ∈ N) uma enumerac¸a˜o
dos elementos da base de R. Se fi = xαyβ, com α < a e cα ≤ (a − d)β, enta˜o defina
ρi = αb+βa. Enta˜o, como mdc(a, b) = 1, a aplicac¸a˜o (α, β) 7→ αb+βa e´ injetiva no domı´nio
{(α, β) ∈ N0|α < a}. Logo, se i 6= j enta˜o temos que ρi 6= ρj. Portanto, podemos assumir
uma enumerac¸a˜o tal que a sequeˆncia (ρi : i ∈ N) e´ estritamente crescente.
Seja Ll = 〈f1, ..., fl〉. Provemos que para todo i, j existe um inteiro na˜o-negativo l tal
que fifj ∈ Ll. Da´ı, segue que R e´ uma F-a´lgebra. Ale´m disso, mostremos que se l(i, j) e´
o menor inteiro na˜o-negativo l tal que fifj ∈ Ll enta˜o ρl(i,j) = ρi + ρj. Logo, teremos, do
teorema 2.8, que existe uma func¸a˜o peso ρ em R tal que ρ(xαyβ) = αb+ βa.
Sejam fi = x
αyβ e ρi = αb+ βa com α < a e cα ≤ (a− d)β, e fj = xγyδ e ρj = γb+ δa
com γ < a e cγ ≤ (a − d)δ. Enta˜o fifj = xα+γyβ+δ e ρi + ρj = (α + γ)b + (β + δ)a com
c(α+ γ) ≤ (a− d)(β + δ).
(1) Se α + γ < a enta˜o fifj e´ um elemento da base de R e portanto fl(i,j) = fifj e
ρl(i,j) = ρi + ρj.
(2) Se α+ γ ≥ a, enta˜o existe  ∈ N0,  < a, tal que α+ γ = a+ . Assim,
ca ≤ c(α+ γ) ≤ (a− d)(β + δ) ≤ a(β + δ).
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Logo, β+δ = c+η para algum η ∈ N0 e c(a+) ≤ (a−d)(c+η). Portanto c(d+) ≤ (a−d)η.
Como  < a segue que c ≤ (a− d)(b+ c+ η). Ale´m disso,
fifj = x
aycxyη = −uxyb+c+η − xyηg.
Enta˜o, segue que o termo xyb+c+η e´ um elemento fl da base de R e
ρi + ρj = (α+ γ)b+ (β + δ)a = b+ (b+ c+ η)a = ρl.
Mostremos agora que xyηg ∈ Ll−1, pois assim teremos que fifj ∈ Ll e fifj /∈ Ll−1 e portanto
l(i, j) = l.
Sabemos que um monoˆmio de G, com coeficientes na˜o-nulos, e´ da forma XκY λ com κ ≤ d
e κ+ λ < b+ c, pois grauX(G) = d e grau(G) < b+ c. Assim, provemos por induc¸a˜o sobre
 que:
Se (, η), (κ, λ) ∈ N20,  < a, c(+ d) ≤ (a− d)η, κ ≤ d,
κ+ λ < b+ c e ρl = b+ (b+ c+ η)a enta˜o x
+κyη+λ ∈ Ll−1.
Disto, resulta que xyηg ∈ Ll−1.
(2.i) Se +κ < a, enta˜o x+κyη+λ e´ um elemento da base deR, pois c(+κ) ≤ (a−d)(η+λ).
Ale´m disso, como b < a, por hipo´tese, e κ+ λ < b+ c, temos que
(+ κ)b+ (η + λ)a = b+ (κb+ λa) + ηa < b+ (b+ c+ η)a = ρl.
Portanto, x+κyη+λ ∈ Ll−1.
(2.ii) Se  + κ ≥ a enta˜o existe ′ ∈ N0 tal que  + κ = a + ′. Observe que ′ < , pois
κ ≤ d < a. Agora, como
ca ≤ c(+ κ) ≤ (a− d)(η + λ) ≤ a(η + λ)
temos que existe η′ ∈ N0 tal que η + λ = c+ η′ e c′ ≤ (a− d)η′. Temos tambe´m que
x+κyη+λ = xaycx
′
yη
′
= −ux′yb+c+η′ − x′yη′g.
Enta˜o, segue que o termo x
′
yb+c+η
′
e´ um elemento fl′ da base de R e
ρl′ = 
′b+ (b+ c+ η′)a = (a+ ′)b+ (c+ η′)a = (+ κ)b+ (η + λ)a < ρl
como feito em (2,i). Assim, temos que l′ < l e, por induc¸a˜o, x
′
yη
′
g ∈ Ll′−1. Portanto,
x+κyη+λ ∈ Ll−1. Logo existe uma fuc¸a˜o peso ρ em R tal que ρ(xαyβ) = αb+ βa.
Vejamos um exemplo que ilustra a proposic¸a˜o anterior.
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Exemplo 2.11. Considere a curva plana X definida por X5 − Y 4 − Y = 0 sobre o corpo
F16. Note que esta equac¸a˜o e´ da forma XaY c + uY b+c + G(X, Y ) = 0, como na proposic¸a˜o
anterior, onde a = 5, b = 4, c = d = 0, G(X, Y ) = −Y e u = −1. Seja R a F16-a´lgebra dada
por R = F16[X, Y ]/(X5 + Y 4 + Y ), isto e´, R e´ o anel de coordenadas de X . Denotemos as
classes residuais correspondentes a X e Y por x e y, respectivamente. Enta˜o, da proposic¸a˜o
anterior, {xαyβ : α < 5} e´ uma base de R e ρ(xαyβ) = 4α+ 5β gera uma func¸a˜o peso sobre
R. Seja a sequeˆncia (fl : l ∈ N) uma enumerac¸a˜o crescente dos elementos da base, com
relac¸a˜o seus pesos. Enta˜o os primeiros termos da base com seus respectivos pesos sa˜o:
fl : 1 x y x
2 xy y2 x3 x2y xy2 y3 x4 x3y x2y2 xy3 y4 x4y ...
ρl : 0 4 5 8 9 10 12 13 14 15 16 17 18 19 20 21 ...
Logo, f4 = x
2, f7 = x
3 e f4f7 = x
5 = y4+ y = f15+ f3. Portanto l(4, 7) = 15. Note tambe´m
que ρl = ρ(fl) = l + 5, para todo l ≥ 7.
2.2 Co´digos de avaliac¸a˜o e distaˆncia mı´nima dual.
Nesta sec¸a˜o estudaremos os co´digos de avaliac¸a˜o e daremos uma conexa˜o entre os co´digos
avaliados sobre uma determinada a´lgebra e os co´digos geome´tricos de Goppa pontuais.
Tambe´m, neste, determinaremos uma cota inferior para as distaˆncias mı´nimas dos co´digos
duais aos co´digos avaliados.
Sejam Fq um corpo finito com q elementos e R uma Fq-a´lgebra com uma func¸a˜o ordem
ρ. Sejam (fi : i ∈ N) uma base de R sobre Fq tal que, para cada i ∈ N, ρ(fi) < ρ(fi+1) (e
logo para todo f ∈ R, na˜o nulo, existe um ı´ndice j com ρ(f) = ρ(fj)). Seja Ll o espac¸o
vetorial gerado por f1, ..., fl. Enta˜o para todo f ∈ R temos que ρ(f) = ρ(fl) se, e somente
se, l e´ o menor inteiro positivo tal que f ∈ Ll.
Com o propo´sito de transfomar o espac¸o vetorial Fnq em uma Fq-a´lgebra, introduziremos
uma multiplicac¸a˜o em Fnq . Sejam a, b ∈ Fnq . Definimos a multiplicac¸a˜o ∗ em Fnq como
a ∗ b = (a1b1, ..., anbn) onde a = (a1, ..., an) e b = (b1, ..., bn). O espac¸o vetorial Fnq com
esta multiplicac¸a˜o torna-se um anel comutativo com unidade (1, ..., 1). Assim, identificando
{(α, ..., α) : α ∈ Fq} com Fq, temos que Fnq e´ uma Fq-a´lgebra.
Definic¸a˜o 2.12. A aplicac¸a˜o ϕ : R → Fnq e´ chamada de um morfismo de Fq-a´lgebras, se
ϕ e´ Fq-linear e ϕ(fg) = ϕ(f) ∗ ϕ(g).
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Definic¸a˜o 2.13. Na situac¸a˜o descrita acima considere Ll o espac¸o gerado por f1, ..., fl e
seja ϕ um morfismo entre Fq-a´lgebras. Definimos um co´digo de avaliac¸a˜o El e seu co´digo
dual Cl, respectivamente, por
El = ϕ(Ll) = 〈ϕ(f1), ..., ϕ(fl)〉
e
Cl = {c ∈ Fnq : c · ϕ(fi) = 0, para todo i ≤ l}.
A sequ¨eˆncia de co´digos (El : l ∈ N) e´ crescente com respeito a inclusa˜o e todos eles sa˜o
subespac¸os de Fnq . Logo, existe um natural N tal que El = EN para todo l ≥ N . Observe
que o co´digo EN e´ a imagem de R.
Neste trabalho estamos somente interessados nos morfismos sobrejetores.
Exemplo 2.14. Sejam P um conjunto consistindo de n pontos distintos P1, ..., Pn de Fmq e
R = Fq[X1, ..., Xm] o anel de polonoˆmios em m varia´veis sobre Fq. Considere a aplicac¸a˜o
de avaliac¸a˜o
avP : R −→ Fnq
f 7−→ (f(P1), ..., f(Pn)).
Isto e´ um morfismo de Fq-a´lgebras, pois (FG)(P ) = F (P )G(P ) para quaisquer dois polinoˆmios
F e G e qualquer ponto P em Fmq .
Observac¸a˜o 2.15. A aplicac¸a˜o de avaliac¸a˜o avP , definida acima, e´ sobrejetiva. De fato,
para todo 1 ≤ j ≤ n definimos Pj := (xj1, ..., xjm) e tambe´m para cada par (i, l), com
1 ≤ i ≤ n e 1 ≤ l ≤ m, denotaremos Ail = {xjl : 1 ≤ j ≤ n}\{xil}. Observe que se
definimos o polinoˆmio
Gi =
m∏
i=1
∏
x∈Ail
(Xl − x)
enta˜o se tem que Gi(Pj) = 0 e Gi(Pi) 6= 0, pois P1, ..., Pn sa˜o distintos. Assim, a imagem
dos polinoˆmios Gi/Gi(Pi), pela aplicac¸a˜o, avP nos da´ a base canoˆnica de Fnq e portanto, avP
e´ sobrejetiva.
A partir deste exemplo geral podemos exibir um morfismo sobre Fnq associado a uma
curva. De fato, suponha que I e´ um ideal no anel Fq[X1, ..., Xn] e P = {P1, .., Pn} o conjunto
de zeros de I em Fnq , ou seja, f(Pj) = 0 para todo Pj ∈ P e todo f ∈ I. Enta˜o, a aplicac¸a˜o
avaliac¸a˜o definida no exemplo anterior induz uma aplicac¸a˜o linear (bem definida)
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avP : Fq[X1, ..., Xn]/I −→ Fnq
f + I 7−→ (f(P1), ..., f(Pn))
que tambe´m e´ um morfismo de Fq-a´lgebras.
Agora, considere X uma curva alge´brica afim na˜o-singular absolutamente irredut´ıvel
sobre o corpo F. Sejam P um ponto F-racional e R o anel das func¸o˜es racionais que tem
po´los, possivelmente, apenas em P . Seja υP a valorizac¸a˜o em P . Enta˜o υP (f) ≤ 0 para todo
f ∈ R\{0}, pois caso υP (f) > 0, P seria zero de f e logo existiria um po´lo de f diferente
de P , o que e´ uma contradic¸a˜o. Assim, definindo ρ(f) = −υP (f) para f ∈ R, temos, das
propriedades de valorizac¸a˜o discreta, que ρ e´ uma func¸a˜o peso.
Assim, mostremos uma conexa˜o entre co´digos de avaliac¸a˜o constru´ıdos sobre R e co´digos
geome´tricos de Goppa (pontuais) no ponto P . Sejam P1, ..., Pn pontos dois a dois distintos,
Fq-racionais de X diferentes de P e considere o divisor D = P1+ ...+Pn. Sejam (fi : i ∈ N)
uma base deR sobre Fq tal que ρi := ρ(fi) < ρ(fi+1) =: ρi+1. Enta˜o ρ(R\{0}) = {ρi : i ∈ N}.
Como L(ρlP ) = {f ∈ R : ρ(f) ≤ ρl e υQ(f) ≥ 0,∀Q 6= P}, enta˜o os elementos da base de R,
que esta˜o em L(ρlP ) formam uma Fq-base de L(ρlP ). Portanto L(ρlP ) = 〈f1, ..., fl〉 = Ll.
Logo, pela aplicac¸a˜o de avaliac¸a˜o, onde P = {P1, ..., Pn} em Fnq , podemos concluir que
El = avP(Ll) = avP(L(ρlP )) = C(D, ρlP ),
onde C(D, ρlP ) denota o Co´digo Geome´trico de Goppa associado aos divisores D e ρlP .
Logo,
Cl = E
⊥
l = C(D, ρlP )
⊥ = CΩ(D, ρlP ).
Agora vamos determinar uma cota inferior para a distaˆncia mı´nima dl do co´digo Cl.
Veremos, em um exemplo, que esta cota e´ melhor, para alguns l, do que a cota dG(l) =
ρl − (2g − 2) dada no teorema 1.51, onde g denota o geˆnero da curva X .
Para isto, seja hi = ϕ(fi), onde ϕ e´ o morfismo de R em Fnq . Sabemos, da sec¸a˜o anterior,
que existe um inteiro positivo N tal que El = EN = Fnq para todo l ≥ N . Seja H a matriz
N × n cuja a i-e´sima linha e´ dada pelo vetor hi.
Definic¸a˜o 2.16. Seja y ∈ Fnq . Considere as s´ındromes si(y) = y · hi e sij(y) = y · (hi ∗ hj).
Enta˜o S(y) = (sij(y) : 1 ≤ i, j ≤ N) e´ a matriz s´ındrome de y.
O seguinte resultado estabelece uma relac¸a˜o entre o peso de um elemento de Fnq com o
posto da matriz s´ındrome deste elemento.
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Lema 2.17. Seja y ∈ Fnq Seja D(y) a matriz diagonal com as coordenadas de y na diagonal.
Enta˜o
S(y) = HD(y)H t,
e
posto(S(y)) = ω(y),
onde ω(y) denota o peso de y.
Dem. Temos que sij(y) = y · (hi ∗hj) =
∑
l ylhilhjl, onde hil e´ a l-e´sima entrada de hi. Logo,
S(y)ij =
∑n
k=1HikykH
t
kj, e portanto segue a igualdade. Agora, como o posto da matriz
diagonal D(y) e´ igual ao nu´mero de entradas na˜o-nulas de y, temos que ω(y) = postoD(y).
Assim, como a matriz H tem posto ma´ximo igual a n, pois ϕ e´ sobrejetiva, temos que o
posto de S(y) e´ igual ao posto de D(y), como quer´ıamos.
Lema 2.18. (1) Se y ∈ Cl e l(i, j) ≤ l enta˜o sij(y) = 0.
(2) Se y ∈ Cl\Cl+1 e l(i, j) = l + 1 enta˜o sij(y) 6= 0.
Dem. (1) Seja y ∈ Cl. Se l(i, j) ≤ l enta˜o fifj ∈ Ll. Enta˜o hi ∗ hj = ϕ(fifj) e´ um elemento
de ϕ(Ll) que e´ dual de Cl. Portanto, sij(y) = y · (hi ∗ hj) = 0.
(2) Seja y ∈ Cl\Cl+1. Se l(i, j) = l + 1 enta˜o fifj ∈ Ll+1\Ll. Assim fifj ≡ µfl+1 mo´dulo
Ll, para algum µ ∈ Fq\{0}. Logo, hi ∗ hj ≡ µhl+1 mo´dulo ϕ(Ll). Como y /∈ Cl+1, enta˜o
sl+1(y) = y · hl+1 6= 0. Portanto sij(y) 6= 0.
Para l ∈ N0, considere o conjunto
Nl = {(i, j) ∈ N2 : l(i, j) = l + 1}.
Seja νl o nu´mero de elementos de Nl.
Lema 2.19. Se t = νl e (i1, j1), ..., (it, jt) e´ uma enumerac¸a˜o dos elementos de Nl em ordem
crescente com respeito a ordem lexicogra´fica em N2, enta˜o i1 < ... < it e jt < ... < j1. Mais
ainda, se y ∈ Cl\Cl+1, enta˜o siujv = 0 se u < v e siujv 6= 0 se u = v.
Dem. Pela ordem da sequ¨eˆncia (i1, j1), ..., (it, jt) temos que i1 ≤ ... ≤ it. Suponha que
iu = iu+1. Enta˜o jt < ju+1 e logo
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l + 1 = l(iu, ju) < l(iu, ju+1) = l(iu+1, ju+1) = l + 1
o que e´ um absurdo. Logo a sequ¨eˆncia i1, ..., it e´ estritamente crescente.
Agora, suponha que ju+1 ≥ ju. Novamente, temos que
l + 1 = l(iu+1, ju+1) ≥ l(iu+1, ju) > l(iu, ju) = l + 1
um outro absurdo. Logo, ju+1 < ju, para todo u < t.
Seja y ∈ Cl. Se u < v, enta˜o l(iu, jv) < l(iv, jv) = l + 1. Logo, do lema2.18, segue que
siujv(y) = 0.
Do mesmo modo, seja y /∈ Cl+1. Se u = v enta˜o l(iu, jv) = l + 1, e do lema 2.18, segue
que siujv(y) 6= 0
Observe que para y ∈ Cl\Cl+1, temos, do lema acima, que a matriz (siujv(y)) com
1 ≤ u, v ≤ νl e´ uma sub-matriz de S(y) com posto igual a νl. Logo, do lema 2.17, temos que
ω(y) = posto(S(y)) ≥ posto(siujv(y)) = νl, provando, assim, o seguinte resultado.
Proposic¸a˜o 2.20. Se y ∈ Cl\Cl+1 enta˜o ω(y) ≥ νl.
Devido a esta proposic¸a˜o, podemos determinar uma cota inferior para o co´digo dual Cl.
Mas antes, considere o nu´mero
d(l) = min{νm : m ≥ l}.
chamado de cota ordem.
Teorema 2.21. O numero d(l) e´ uma cota inferior para a distaˆncia mı´nima de Cl, ou seja,
d(Cl) ≥ d(l).
Dem. Segue diretamente da proposic¸a˜o anterior.
Vejamos um exemplo.
Exemplo 2.22. Da geometria alge´brica temos que o geˆnero da curva X , considerada no
exemplo 2.11, e´ dado por g = (n − 1)(n − 2)/2 onde n e´ o grau desta curva; neste caso,
g = 6. Enta˜o, dando continuidade ao exemplo citado acima, a tabela abaixo nos fornece uma
lista dos valores de ρl, νl, d(l) e dG(l).
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l : 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 ...
fl : 1 x y x
2 xy y2 x3 x2y xy2 y3 x4 x3y x2y2 xy3 y4 x4y ...
ρl : 0 4 5 8 9 10 12 13 14 15 16 17 18 19 20 21 ...
νl : 2 2 3 4 3 4 6 6 4 5 8 9 8 9 10 12 ...
d(l) : 2 2 3 3 3 4 4 4 4 5 8 8 8 9 10 12 ...
dG(l) : −10 −6 −5 −2 −1 0 2 3 4 5 6 7 8 9 10 11 ...
Observe tambe´m que d(l) = νl = l − 5 para todo l > 16.
2.3 Semigrupos
Nesta sec¸a˜o veremos algumas propriedades sobre semigrupos e determinaremos uma cota
inferior para as distaˆncias mı´nimas dos co´digos avaliados.
Definic¸a˜o 2.23. Um subconjunto Λ de N0 e´ chamado semigrupo nume´rico se 0 ∈ Λ e
se Λ e´ fechado para a adic¸a˜o.
Os elementos de N0\Λ sa˜o chamados de lacunas e os elementos de Λ de na˜o-lacunas.
O nu´mero de lacunas e´ denotado por g = g(Λ) e e´ chamado de geˆnero de Λ.
Observe que se g <∞, enta˜o existe n ∈ Λ tal que x ∈ Λ se x ∈ N0 e x ≥ n. Nesse caso,
o menor n ∈ Λ tal que {x ∈ N0 : x ≥ n} esta´ contido em Λ e´ chamado de condutor de Λ e
e´ denotado por c = c(Λ). Assim, se g > 0, observe que c− 1 e´ a maior lacuna de Λ.
Observac¸a˜o 2.24. Suponha que ρ e´ uma func¸a˜o peso sobre uma F-algebra R. A condic¸a˜o
(6) da definic¸a˜o 2.1 implica que o subconjunto Λ = {ρ(f) : f ∈ R, f 6= 0} e´ um semigrupo
nume´rico chamado de semigrupo de ρ.
Em particular, se ρ = −υP , como visto na descric¸a˜o apo´s a observac¸a˜o 2.15, enta˜o Λ e´
chamado de semigrupo de Weierstrass de P .
Observe tambe´m que se Λ e´ um semigrupo com g lacunas e condutor c enta˜o, g = 0 se,
e somente se, c = 0 e quando g > 0 temos que c ≥ g + 1 e Λ = {x ∈ N0 : x ≥ g + 1} ∪ {0}
se, e somente se, c = g + 1.
Exemplo 2.25. Seja Λ = {0, 4, 5, 8, 9, 10} ∪ {n ∈ N0 : n ≥ 12}. Enta˜o Λ e´ o semigrupo da
func¸a˜o peso definida no exemplo 2.11. As lacunas de Λ sa˜o 1,2,3,6,7 e 11. Logo, o nu´mero
de lacunas e´ g = 6, c = 12 e´ o condutor e 11 e´ a maior lacuna de Λ.
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Seja (ρl : l ∈ N) uma enumerac¸a˜o dos semigrupo de ρ, Λ, tal que ρl < ρl+1 para todo l.
Denote por g(l) o nu´mero de lacunas menores que ρl. Enta˜o, temos a seguintes propriedades:
Lema 2.26. Sejam Λ um semigrupo com finitas lacunas e l ∈ N. Enta˜o,
(1) g(l) = ρl − l + 1;
(2) ρl ≤ l + g − 1, valendo a igualdade se, e somente se, ρl ≥ c;
(3) Se l > c− g enta˜o ρl = l + g − 1;
(4) Se l ≤ c− g enta˜o ρl < c− 1.
Dem. (1) A na˜o-lacuna ρl ∈ Λ e´ o (ρl+1)-e´simo elemento de N0. Logo, ρl e´ o (ρl+1−g(l))-
e´simo elemento de Λ e portanto, segue que l = ρl + 1− g(l).
(2) Como g(l) ≤ g, temos que ρl + 1− l ≤ g, ou seja, ρl ≤ g − 1 + l. Agora, se ρl ≥ c temos
que todas as lacunas sa˜o menores que ρl e portanto g(l) = g, valendo a igualdade.
(3) O condutor c e´ o (c+ 1)-e´simo elemento de N0 e mais, e´ o (c+ 1− g)-e´simo elemento de
Λ. Logo, c = ρc+1−g. Assim, se l > c− g enta˜o ρl ≥ ρc+1−g = c. Portanto, de (2), temos que
ρl = l + g − 1.
(4) Seja l ≤ c− g. Enta˜o ρl ≤ l + g − 1 ≤ c− 1. Como c− 1 e´ a maior lacuna de Λ, temos
que ρl < c− 1.
O pro´ximo resultado nos mostra uma importante relac¸a˜o entre o condutor e o nu´mero
de na˜o-lacunas de um semigrupo.
Proposic¸a˜o 2.27. Seja Λ um semigrupo com um nu´mero finito de lacunas. Se g e´ o geˆnero
de Λ e c seu condutor, enta˜o c ≤ 2g, valendo a igualdade se, e somente se, para qualquer
s ∈ N0, se s e´ uma lacuna, enta˜o c− 1− s e´ uma na˜o-lacuna.
Dem. Consideremos os pares (s, t) ∈ N20 tais que s + t = c− 1. Pelo fato de c− 1 ser uma
lacuna e de Λ ser fechado pra a adic¸a˜o, temos que pelo menos um dos dois termos de cada
par deve ser uma lacuna. Assim, como temos c pares desses, levando-se em considerac¸a˜o a
ordem, temos que existem pelo menos [ c+1
2
] lacunas. Logo, c ≤ 2g.
Agora, se a igualdade e´ va´lida, temos que g = c/2. Enta˜o, se dados s, t ∈ N0 tais que
s + t = c − 1 temos que apenas um destes dois elementos e´ uma lacuna. Assim, tomando
s com lacuna, temos que c − 1 − s e´ uma na˜o-lacuna. Reciprocamente, se s e´ uma lacuna
enta˜o c− 1− s e´ uma na˜o-lacuna. Logo, somente um dos temos dos pares (s, t) satisfazendo
s+ t = c− 1 e´ uma lacuna, portanto temos c/2 lacunas, ou seja, c = 2g.
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Definic¸a˜o 2.28. Um semigrupo e´ chamado de sime´trico se c = 2g.
Exemplo 2.29. O semigrupo Λ do exemplo 2.25 e´ um semigrupo sime´trico.
Definic¸a˜o 2.30. Dizemos que um semigrupo nume´rico Λ e´ finitamente gerado se existe um
subconjunto A = {a1, ..., at} de Λ tal que para todo x ∈ Λ, existem λ1, ..., λt ∈ N0 tais que
x =
t∑
i=1
λiai . Assim, dizemos que Λ e´ gerado por A e denotamos Λ = 〈A〉.
Veremos a seguir uma caracterizac¸a˜o dos semigrupos gerados por dois elementos, cujo
ma´ximo divisor comum e´ 1, e algumas propriedades sobre esses semigrupos.
Proposic¸a˜o 2.31. Seja a, b ∈ N tais que mdc(a, b) = 1. Enta˜o o semigrupo gerado por a e
b e´ sime´trico, tem ab− a− b como maior lacuna, (a− 1)(b− 1) como condutor e o nu´mero
de lacunas g e´ igual a (a− 1)(b− 1)/2.
Dem. Como mdc(a, b) = 1 temos que todo inteiro m pode ser escrito de maneira u´nica
como m = xb+ ya onde x e y sa˜o inteiros e 0 ≤ y < b. Assim, segue que toda lacuna (resp.
na˜o-lacuna) m tem uma u´nica representac¸a˜o m = xb + ya tal que 0 ≤ y < b e x < 0 (resp.
x ≥ 0), pois Λ = 〈a, b〉 = {ya+ xb : y, x ∈ N0}.
Seja c o condutor de Λ = 〈a, b〉. Sabemos que a maior lacuna de Λ e´ c− 1. Os nu´meros
ya ∈ Λ, com y = 0, 1, ..., b − 1 formam um conjunto completo de representantes da forma
ya+ bZ e observe que ya− b e´ o maior elemento no conjunto ya+ bZ sem uma representac¸a˜o
com coeficientes inteiros na˜o-negativos. Logo (b− 1)a− b e´ a maior lacuna de Λ, que e´ igual
a c−1. Assim, c = (b−1)a−b+1 = (a−1)(b−1). Agora, mostremos que Λ e´ um semigrupo
sime´trico. Suponha, por absurdo, que existe s, t ∈ N, ambos lacunas, tais que s+ t = c− 1.
Enta˜o
s = x1b+ y1a, t = x2b+ y2a, onde 0 ≤ y1, y2 < b e x1, x2 < 0.
Logo, ab− a− b = c− 1 = (x1 + x2)b+ (y1 + y2)a e portanto
0 < b ≤ β = (−x1 − x2 − 1)b = (y1 + y2 − b+ 1)a ≤ (b− 1)a < ba,
pois 0 ≤ y1+ y2 ≤ 2b− 2 e x1+ x2 ≤ −2. Como o mdc(a, b) = 1 temos que a|(−x1− x2− 1)
e que b|(y1 + y2− b+ 1). Logo 0 < βab < 1, absurdo. Portanto Λ e´ um semigrupo sime´trico e
c = 2g. Assim, g = (a− 1)(b− 1)/2.
Agora, para obtermos, a partir da proposic¸a˜o anterior, uma caracterizac¸a˜o de um semi-
grupo de geˆnero finito, vamos provar o seguinte lema:
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Lema 2.32. Se Λ e´ um semigrupo tal que o ma´ximo divisor comum dos seus elementos e´ 1
enta˜o existem a, b ∈ Λ tais que mdc(a, b) = 1.
Dem. De fato, pois se o ma´ximo divisor comum dos elementos de Λ e´ 1, enta˜o existem
a1, ..., am ∈ Λ, com am 6= 0, e x1, ..., xm ∈ Z tais que 1 = a1x1 + ... + amxm. Assim, para
i ≤ m− 1, temos que existem qi, ri ∈ Z tais que xi = qiam + ri, com 0 ≤ ri < am. Enta˜o
1 = r1a1 + ...+ rm−1am−1 + (a1q1 + ...+ am−1qm−1 + xm)am.
Logo, como Λ e´ fechado para a soma, basta tomar a = am e b = r1a1+ ...+ rm−1am−1.
Isto, juntamente com a proposic¸a˜o 2.31, prova o seguinte resultado:
Corola´rio 2.33. Um semigrupo tem um nu´mero finito de lacunas se, e somente se, o ma´ximo
divisor comum dos seus elementos e´ 1.
Exemplo 2.34. O semigrupo do exemplo 2.25 e´ gerado por 4 e 5, e g = 6 = (4−1)(5−1)/2.
Lema 2.35. Seja Λ um semigrupo com finitas lacunas. Seja s ∈ Λ. Enta˜o #(Λ\(s+Λ)) = s.
Dem. Seja c o condutor de Λ. Seja T = {t ∈ N0 : t ≥ s + c}. Temos que T ⊂ Λ, e mais,
T ⊂ s + Λ = {s + λ : λ ∈ Λ}. Seja U = {u ∈ Λ : u < s + c}. Enta˜o #U = s + c − g e Λ e´
a unia˜o disjunta de T e U , ou seja, Λ = U ∪ T . Seja V = {v ∈ s+ Λ : s ≤ v ≤ s+ c} ⊂ U .
Enta˜o temos que #V = s+ c− g − s = c− g e s+ Λ = V ∪ T . Assim, segue que
#(Λ\(s+ Λ)) = #U −#V = (s+ c− g)− (c− g) = s.
A seguinte proposic¸a˜o e´ uma consequeˆncia do lema anterior:
Proposic¸a˜o 2.36. Seja f um elemento na˜o-nulo de uma Fq-a´lgebra R com uma func¸a˜o peso
ρ. Enta˜o dimFq(R/ 〈f〉) = ρ(f).
Dem. Sejam Λ o semigrupo da func¸a˜o peso ρ, ou seja, Λ = {ρ(g) : g ∈ R, g 6= 0} e
s = ρ(f). Seja (ρi : i ∈ N) a sequeˆncia, em ordem crescente, dos elementos de Λ. Da
definic¸a˜o de func¸a˜o peso, temos que a imagem dos elementos na˜o nulos do ideal 〈f〉, segundo
a func¸a˜o ρ, e´ igual a s+Λ. Sabemos que para todo ρi ∈ Λ, existe um fi ∈ R tal que ρ(fi) = ρi,
assim, caso ρi ∈ s + Λ, podemos tomar fi ∈ 〈f〉. Observe que os conjuntos {fi : i ∈ N}
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e {fi : i ∈ N, ρi ∈ s + Λ}, via demonstrac¸a˜o do teorema 2.7, formam uma base para a
a´lgebra R e o ideal 〈f〉, respectivamente. Logo, as classes de equivaleˆncia fi mo´dulo 〈f〉 com
i ∈ N e ρi ∈ Λ\(s+Λ) formam uma base para o quociente R/ 〈f〉. Portanto temos que a di-
mensa˜o deR/ 〈f〉 e´ igual ao nu´mero de elementos de Λ\(s+Λ) = ρ(f), pelo lema anterior.
O resultado abaixo nos mostra que existe uma relac¸a˜o entre o nu´mero de zeros de um
elemento na˜o-nulo de uma a´lgebra afim e seu peso.
Lema 2.37. Seja R uma a´lgebra afim com func¸a˜o peso ρ e aplicac¸a˜o de avaliac¸a˜o avP . Seja
f um elemento na˜o-nulo de R. Enta˜o o nu´mero de zeros de f e´ no ma´ximo ρ(f).
Dem. Seja P o conjunto de zeros de f , isto e´, f(P ) = 0 para todo P ∈ P , e seja t = #P .
Temos, da observac¸a˜o 2.15, que a aplicac¸a˜o de avaliac¸a˜o avP : R→ Ftq e´ linear e sobrejetiva.
Assim, do teorema do isomorfismo, temos que R/Ker(avP) ∼= Ftq. Como 〈f〉 ⊂ Ker(avP) e
olhando ambos como subespac¸o vetorial de R, temos que dimFq(〈f〉) ≤ dimFq(Ker(avP)).
Enta˜o, segue que
t = dimFq(R/Ker(avP)) = dimFq(R)− dimFq(Ker(avP)) ≤ dimFq(R)− dimFq(〈f〉) =
dimFq(R/ 〈f〉) = ρ(f),
pela proposic¸a˜o 2.36.
A partir de agora estamos interessados em calcular uma cota inferior para os co´digos de
avaliac¸a˜o El.
Seja R = Fq[X1, ..., Xn]/I, onde I e´ um ideal de Fq[X1, ..., Xn], e suponha que ρ e´ uma
func¸a˜o peso em R. Seja (ρi : i ∈ N) uma enumerac¸a˜o, em ordem crescente, dos elementos
do semigrupo de ρ. Tomemos P um conjunto com n pontos do conjunto dos zeros de I
(Z(I) = {P ∈ Fnq | f(P ) = 0,∀ f ∈ I}) e considere a aplicac¸a˜o de avaliac¸a˜o avP : R → Fnq .
Enta˜o, definimos os co´digos de avaliac¸a˜o El como
El = {avP(f) : f ∈ R, ρ(f) ≤ ρl}.
Teorema 2.38. A distaˆncia mı´nima do co´digo El e´ maior ou igual a n − ρl. Se ρl < n
enta˜o dimFq(El) = l.
SEC¸A˜O 2.3 • SEMIGRUPOS 40
Dem. Seja c um elemento na˜o-nulo do co´digo El, logo existe f ∈ R\{0} tal que ρ(f) ≤ ρl
e c = avP(f). Seja ci as coordenadas da palavra c, enta˜o temos que ci = f(Pi) para todo
i. Do lema 2.37, temos que o nu´mero de zeros de f e´ no ma´ximo ρ(f) ≤ ρl e portanto
ω(c) ≥ n− ρ(f) ≥ n− ρl.
Agora, suponha que ρl < n. Sabemos que El e´ a imagem do espac¸o vetorial Ll, de
dimensa˜o l, via a aplicac¸a˜o de avaliac¸a˜o avP . Assim, se f ∈ Ll e avP(f) = 0 enta˜o
f tem no mı´nimo n zeros. Como, do lema 2.37, se f e´ na˜o-nulo enta˜o f admite no
ma´ximo ρ(f) ≤ ρl < n, temos que f = 0. Portanto, Ker(avP |Ll) = {0}, ou seja,
dimFq(El) = dimFq(Ll) = l.
O pro´ximo resultado e´ consequeˆncia imediata do teorema anterior e do lema 2.26.
Corola´rio 2.39. Seja ρ uma func¸a˜o peso com g lacunas. Se ρl < n enta˜o El e´ um [n, k, d]-
co´digo tal que k + d ≥ n+ 1− g.
CAPI´TULO 3
A´lgebras munidas de Func¸a˜o Peso e
Co´digos de Goppa Pontuais
Neste cap´ıtulo, mostraremos que se uma a´lgebra e´ munida de uma func¸a˜o peso enta˜o esta
a´lgebra e´ um anel de coordenadas de uma curva alge´brica afim com exatamente um lugar
de grau um no infinito. Disto, poderemos concluir que os co´digos de avaliac¸a˜o constu´ıdos
sobre a´lgebras com func¸a˜o peso sa˜o co´digos geome´tricos de Goppa pontuais. Em alguns
resultados deste cap´ıtulo utilizaremos de conceitos importantes da a´lgebra comutativa que
sera˜o enfatizados no apeˆndice A desta dissertac¸a˜o.
Ao longo deste, R denotara´ uma Fq-a´lgebra diferente de Fq.
Para obtermos uma importante caracterizac¸a˜o sobre a´lgebras com func¸o˜es pesos, neces-
sitaremos provar o seguinte resultado:
Lema 3.1. Seja M um subsemigrupo dos nu´meros inteiros na˜o-negativos N0. Enta˜o, existe
um subconjunto finito {a1, ..., at} em N0 que gera M , ou seja, para qualquer m ∈M , existem
ni ∈ N0, para i = 1, ..., t, tal que
m = n1a1 + ...+ ntat.
Dem. Seja 0 6= t ∈ M . Para i = 1, ..., t defina ai = min(M ∩ {i + tn : n ∈ N0}). Se
M ∩{i+ tn : n ∈ N0} = ∅, tome ai = 0. Mostremos que {a1, ..., at} geraM . Seja m ∈M . Se
m ≤ t temos que m = am. Agora, se m > t, enta˜o existem q1, i1 ∈ N0 tal que m = q1t + i1,
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com 0 < i1 ≤ t. Observe que t = at e que m ∈ M ∩ {i1 + tn : n ∈ N0}. Logo, m ≥ ai1 .
Suponha que ai1 = i1 + tn1 para algum n1 ∈ N0. Enta˜o, como m ≥ ai1 , temos que q1 ≥ n1 e
portanto
m = (q1 − n1 + n1)t+ i1 = (q1 − n1)t+ n1t+ i1 = (q1 − n1)at + ai1 .
Como q1 − n1 ∈ N0, segue o resultado.
Agora, podemos provar uma primeira caracter´ıstica de uma a´lgebra munida de uma
func¸a˜o peso.
Lema 3.2. Se R e´ uma Fq-a´lgebra com func¸a˜o peso ρ, enta˜o R e´ uma a´lgebra finitamente
gerada sobre Fq.
Dem. Considere o conjunto ρ(R\{0}) ⊂ N0. Enta˜o, do lema anterior, existem a1, ..., at ∈ N0
tal que ρ(R\{0}) = 〈a1, ..., at〉. Logo, existem f1, ..., ft ∈ R, na˜o-nulos, tal que ρ(fi) = ai.
Assim, mostremos que R = Fq[f1, ..., ft].
Seja 0 6= g ∈ R. Enta˜o ρ(g) ∈ ρ(R\{0}), ou seja, existem n11, ..., n1t ∈ N0 tais que
ρ(g) = n11a1 + ...+ n1tat = n11ρ(f1) + ...+ n1tρ(ft)
= ρ(fn111 ) + ...+ ρ(f
n1t
t ) = ρ(f
n11
1 · ... · fn1tt )
.
Enta˜o, do lema 2.4 (4), existe um u´nico λ1 ∈ Fq, na˜o-nulo, tal que
ρ(g − λ1fn111 · ... · fn1tt ) < ρ(g).
Novamente, existem n21, ..., n2t ∈ N0 tais que
ρ(g − λ1fn111 · ... · fn1tt ) = n21a1 + ...+ n2tat = ρ(fn211 · ... · fn2tt )
e portanto, existe um u´nico λ2 ∈ Fq tal que
ρ(g − λ1fn111 · ... · fn1tt − λ2fn211 · ... · fn2tt ) < ρ(g − λ1fn111 · ... · fn1tt ).
Como N0 e´ bem ordenado, continuando o processo, existem u´nicos λi′s ∈ Fq tais que
ρ(g −∑i λifni11 · ... · fnitt ) < ρ(1).
Logo, segue que g −∑i λifni11 · ... · fnitt = 0, ou seja, g = ∑i λifni11 · ... · fnitt . Portanto,
R = Fq[f1, ..., ft].
Vejamos agora um exemplo de que e´ poss´ıvel construir a´lgebras com func¸o˜es ordens que
na˜o sa˜o finitamente geradas sobre Fq.
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Exemplo 3.3. Seja R o Fq-subespac¸o linear de Fq[X, Y ] gerado pelo conjunto {X iY j | j =
0 ou (j > 0 e i > 0)}. Enta˜o R e´ um subanel de Fq[X, Y ] e na˜o e´ finitamente gerado sobre
Fq. De fato, suponha que R e´ finitamente gerado pelos monoˆmios f1 = X, f2 = X i2Y j2,
f3 = X
i3Y j3,..., fs = X
isY js, onde it, jt ≥ 1 para 2 ≤ t ≤ s. Como ft = X itY jt =
X(it−1)(XY jt) = f it−11 (XY
jt), podemos supor, sem perda de generalidade, que ft = XY
jt
para 2 ≤ t ≤ s e 1 ≤ j2 < j3 < ... < js.
Assim, considere o monoˆmio XY js+1 ∈ R. Enta˜o, existem aλk ∈ Fq com λk = (λk1, ..., λks) ∈
I ⊆ Ns tais que
XY js+1 =
∑
λk∈I
aλkf
λk1
1 ...f
λks
s .
Logo,
XY js+1 =
∑
λk∈I
aλkX
λk1(Xλk2Y j2λk2)...(XλksY jsλks)
=
∑
λk∈I
aλkX
λk1+λk2+...+λksY j2λk2+...+jsλks .
Como os monoˆmios sa˜o Fq-linearmente independentes em Fq[X, Y ], em particular, em
R, temos que existe t ∈ N tal que aλk = 1 quando k = t e aλk = 0 quando k 6= t. Logo,
XY js+1 = Xλt1+λt2+...+λtsY j2λt2+...+jsλts.
Logo λt1 + λt2 + ...+ λts = 1 e portanto, existe α ∈ {1, ..., s} tal que λtα = 1 e λtβ = 0 para
β ∈ {1, ..., s} e β 6= α. Assim, XY js+1 = XY jα, ou seja, js + 1 = jα ≤ js < js + 1, absurdo.
Portanto, R na˜o e´ finitamente gerado. Mas, como do exemplo 2.9, Fq[X, Y ] tem func¸a˜o
ordem, segue, da observac¸a˜o 2.2, que R tem func¸a˜o ordem.
Vimos na proposic¸a˜o 2.5 que Fq-a´lgebras com func¸o˜es pesos sa˜o domı´nios. Na seguinte
proposic¸a˜o veremos que o corpo de frac¸o˜es destas a´lgebras sa˜o corpos de func¸o˜es alge´bricas
de uma varia´vel sobre Fq.
Proposic¸a˜o 3.4. Seja R uma Fq-a´lgebra com func¸a˜o peso ρ. Seja F o corpo de frac¸o˜es de
R. Enta˜o, F e´ um corpo de func¸o˜es alge´bricas de uma varia´vel sobre Fq.
Dem. Do lema 3.2, temos que R e´ uma Fq-a´lgebra finitamente gerada. Assim, e´ suficiente
provarmos que o grau de transcendeˆncia de F sobre Fq, denotado por grtrFq(F ), e´ igual a
um, isto e´, grtrFq(F ) = 1.
Seja f ∈ R\Fq. Enta˜o a proposic¸a˜o 2.36 nos garante que R/ 〈f〉 e´ um Fq-espac¸o vetorial
de dimensa˜o finita. Logo R/ 〈f〉 e´ artiniano e portanto a dimensa˜o de Krull de R/ 〈f〉,
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denotado por dimKrull(R/ 〈f〉), e´ igual a zero, isto e´, dimKrull(R/ 〈f〉) = 0. Enta˜o, do
corola´rio A.46, temos que dimKrullR = 1.
Mas, como R e´ um domı´nio, do teorema A.44, segue que grtrFq(F ) = dimKrull(R) = 1.
Proposic¸a˜o 3.5. Sejam R uma Fq-a´lgebra finitamente gerada que e´ um domı´nio e F o
corpo de frac¸o˜es de R. Suponha que a dimensa˜o de Krull de R e´ 1. Seja R o fecho integral
de R em F . Enta˜o RR e´ um Fq-espac¸o vetorial de dimensa˜o finita.
Dem. Como R e´ o fecho integral de R em F , temos, pelo corola´rio A.47, que R e´ um
R-mo´dulo finitamente gerado. Logo, R = Fq[X1, ..., Xn]/I, onde I e´ um ideal primo de
Fq[X1, ..., Xn]. Seja Γ o anulador do R-mo´dulo RR , ou seja, Γ = {x ∈ R : xR ⊂ R}. Enta˜o Γ
e´ um ideal, na˜o nulo, de R e de R. De fato, e´ fa´cil ver que Γ e´ um ideal de R e de R, assim
mostremos que Γ 6= {0}. Como R e´ um R-mo´dulo finitamente gerado, existem y1, ..., yn ∈ R
tais que R = Ry1+ ...+Ryn. Sabemos tambe´m que cada yi ∈ R e´ da forma yi = zi/ti, com
zi, ti ∈ R\{0}, para i = 1, ..., n. Assim, tomando x = t1 · ... · tn ∈ R, temos que xR ⊂ R, ou
seja, x ∈ Γ.
Agora, seja J um ideal de Fq[X1, ..., Xn] contendo I tal que JI = Γ. Como R ⊆ R e´ uma
extensa˜o integral, pelo corola´rio A.33, segue que dimkrullR = dimkrullR = 1. Logo, como
R e´ noetheriano e Γ 6= {0} segue, do corola´rio A.45, que dimkrullRΓ = 0. Portanto, R/Γ e´
artiniano. Mais ainda, como R
Γ
∼= Fq[X1, ..., Xn]/J , enta˜o RΓ e´ artiniano como Fq-mo´dulo.
Portanto R
Γ
e´ um Fq-espac¸o vetorial e pelo corola´rio A.7 tem dimensa˜o finita. Como RΓ ⊆ RΓ ,
enta˜o RR tem dimensa˜o finita.
Definic¸a˜o 3.6. Sejam R o anel de coordenadas de uma curva X e F o corpo de frac¸o˜es de
R. Seja P um lugar de F |Fq, onde F |Fq e´ o corpo de func¸o˜es alge´bricas em uma varia´vel
sobre Fq . Dizemos que a curva X tem exatamente um lugar P no infinito se todo elemento
na˜o nulo de R na˜o tem po´los fora de P .
Visto os resultados anteriores, estamos em condic¸o˜es de enunciar e provar o principal
teorema deste cap´ıtulo.
Teorema 3.7. Seja R uma Fq-a´lgebra com func¸a˜o peso ρ. Suponha que existe x ∈ R tal
que ρ(x) > 0. Enta˜o o corpo de frac¸o˜es F de R e´ um corpo de func¸o˜es alge´bricas de uma
varia´vel sobre Fq, existe uma u´nica valorizac¸a˜o discreta υ de F |Fq e um u´nico inteiro positivo
d tal que ρ(x) = −dυ(x), para todo x ∈ R. Mais ainda, se P e´ o lugar correspondente a
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valorizac¸a˜o υ, enta˜o o grau de P e´ 1, e R e´ o anel de coordenadas afim de uma curva
alge´brica definida sobre Fq com exatamente um lugar, P , no infinito.
Dem. Temos, do lema 3.4, que F e´ um corpo de func¸o˜es alge´bricas de uma varia´vel sobre Fq.
Assim, seja d o ma´ximo divisor comum dos elementos de ρ(R)\{0,−∞}. Defina a func¸a˜o
υ : F → Z∪{∞} por υ(f/g) = ρ(g)−ρ(f)
d
, para todo f, g ∈ R, com g 6= 0 e υ(0) =∞. Enta˜o,
da definic¸a˜o de func¸a˜o peso, segue que υ e´ uma valorizac¸a˜o discreta de F |Fq. Seja OP o
anel de valorizac¸a˜o correspondente a υ e P o lugar de OP . Denotemos por υP a valorizac¸a˜o
υ. Enta˜o, Fq e´ isomorfo a OP/P , pois como Fq ⊂ OP e Fq ∩ P = {0} temos que Fq esta´
mergulhado em OP/P . Assim, seja φ : Fq → OP/P esse mergulho. Mostremos que φ e´
sobrejetora. Seja f/g ∈ OP tal que 0 6= f/g + P ∈ OP/P . Enta˜o υP (f/g) = 0, ou seja,
ρ(g) = ρ(f). Logo, de (5) da definic¸a˜o de func¸a˜o peso, existe λ ∈ Fq tal que ρ(f−λg) < ρ(g)
e portanto υP (
f−λg
g
) = υP (
f
g
− λ) > 0. Enta˜o f
g
− λ ∈ P e logo φ(λ) = f/g + P . Assim,
temos que Fq e´ isomorfo a OP/P e, portanto, grau(P ) = 1.
Seja PF o conjunto de lugares em F |Fq, R o fecho inteiro de R em F e S(R) := {Q ∈
PF : R ⊂ OQ}. Enta˜o, do teorema 1.56, temos que R =
⋂
Q∈S(R)
OQ. Mostremos que
S(R) = PF\{P}. (Observe que P /∈ S(R), pois existe x ∈ R tal que ρ(x) > 0 e logo
vP (x) < 0, ou seja, R 6⊂ OP .)
Tome W := {x ∈ R : υP (x) > 0}. Enta˜o W e´ um Fq-espac¸o vetorial. Observe que W ∩
R = {0}, pois se x ∈ W∩R, enta˜o υP (x) > 0. Logo, ρ(x) < ρ(1), ou seja, x = 0. Enta˜oW ⊂
R
R e, da proposic¸a˜o 3.5, segue que dimW <∞. Agora, suponha que exista T ∈ PF\(S(R)∪
{P}). Pelo teorema da aproximac¸a˜o forte, podemos encontrar xi ∈ F para i = 1, 2, ... tais que
υP (xi) = i e υQ(xi) ≥ 0 para todo Q ∈ PF\{T}, em particular, xi ∈
⋂
Q∈S(R)
OQ = R. Logo
xi ∈ W , para todo i. Como, da definic¸a˜o de valorizac¸a˜o discreta, x1, x2, x3, ... sa˜o linearmente
independentes sobre Fq, temos que dimW =∞, absurdo. Portanto S(R) = PF\{P}, o que
implica pela definic¸a˜o 3.6 que R e´ um anel de coordenadas afim de uma curva alge´brica afim
com exatamente um lugar P de grau 1 no infinito.
Mostremos agora a unicidade de d e υ(= υP ). Suponha que existam um inteiro positivo
d1 e uma valorizac¸a˜o discreta υ1 de F |Fq tal que ρ(x) = −d1υ1(x), para todo x ∈ R. Enta˜o,
da definic¸a˜o de valorizac¸a˜o discreta, existe f, g ∈ R\{0} tais que
1 = υ1(f/g) = υ1(f)− υ1(g) = −ρ(f)+ρ(g)d1 .
Logo, d1 = ρ(g) − ρ(f) = −dυ(f/g), ou seja, d divide d1. De maneira ana´loga, tem-se que
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d1 divide d. Portanto, d = d1. Agora, tomando P1 o lugar correspondente a υ1, temos que
P1 ∈ PF\S(R) = {P}, ou seja, P1 = P . Portanto υ1 = υ.
Uma consequeˆncia natural deste teorema e´ o seguine resultado.
Corola´rio 3.8. Seja R uma Fq-a´lgebra. Se ρ1, ρ2 sa˜o func¸o˜es pesos na˜o-nulas de R enta˜o
existe d ∈ Q, positivo, tal que ρ1 = dρ2.
Agora estamos aptos a concluir o principal objetivo desta dissertac¸a˜o.
Seja R uma Fq-a´lgebra com func¸a˜o peso ρ. Do teorema anterior, temos que R e´ um anel
de coordenadas afim de uma curva alge´brica X definida sobre Fq com exatamente um lugar
P de grau 1 no infinito. Vimos tambe´m que R ⊂ R =
⋂
Q∈PF \{P}
OQ.
Assim, sejam P1, ..., Pn pontos dois a dois distintos, Fq-racionais de X diferentes de P .
Considere a aplicac¸a˜o de avaliac¸a˜o
avP : R −→ Fnq
f 7−→ (f(P1), ..., f(Pn))
.
Sejam D = P1 + ...+ Pn e G um divisor de F tal que supp(D) ∩ supp(G) = ∅. Sabemos
que L(G) = {x ∈ R|υQ(x) ≥ −υQ(G),∀Q ∈ PF}. Agora, observe que dado x ∈ L(G),
como R ⊂
⋂
Q∈PF \{P}
OQ, temos que υQ(x) ≥ 0, para todo Q 6= P . Logo υP (x) < 0 e como
υP (x) ≥ −υP (G), temos que m := υP (G) > 0. Assim, P ∈ supp(G). Mas L(mP ) = {x ∈
R : ρ(x) ≤ m e υQ(f) ≥ 0,∀Q 6= P}, enta˜o, segue que L(G) = L(mP ). Como R possui uma
Fq-base e L(G) ⊂ R, temos que os elementos da base de R formam uma base para L(G).
Assim L(G) = 〈f1, ..., fl〉 e portanto
El = avP(L(G)) = avP(L(mP )) = C(D,mP ).
Portanto, podemos concluir que os co´digos de avaliac¸a˜o construidos sobre a´lgebras com
func¸a˜o peso sa˜o co´digos de Goppa pontuais.
Vejamos alguns exemplos que ilustram o teorema 1.24, proposic¸a˜o 2.10 e os resultados
acima.
Exemplo 3.9. Considere a curva plana X definida pela equac¸a˜o X6 + Y 5 + Y = 0 sobre o
corpo F4. Seja R a F4-a´lgebra dada por R = F4[X,Y ]/(X6 + Y 5 + Y ). Denotemos por x e
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y as classes residuais de X e Y , respectivamente. Enta˜o {xαyβ|α < 6} e´ uma base de R.
Suponha que R e´ munida de uma func¸a˜o peso ρ. Enta˜o, do teorema 3.7, segue que R e´ o
anel de coordenadas afim da curva X com exatamente um lugar Q de grau 1 no infinito e
que ρ = −υQ. Determinemos os valores de ρ.
Seja y ∈ R. Como F = F4(x, y)|F4 e´ o corpo de func¸o˜es alge´bricas de uma varia´vel sobre
F4 e o polinoˆmio f(T ) = T 6 + y(y4 + 1) e´ o polinoˆmio minimal de x sobre F4(y), segue, do
teorema 1.24, que
grau(y)0 = grau(y)∞ = [F : F4(y)] = 6.
Agora, como Q e´ o u´nico po´lo de y e grau Q = 1, temos que υQ(y) = −6, ou seja, ρ(y) = 6.
Mas, como x6 = −y5 − y, enta˜o
6υQ(x) = υQ(x
6) = υQ(−y5 − y) = min{υQ(y5), υQ(y)} = 5υQ(y)
e logo υQ(x) = −5, ou seja, ρ(x) = 5.
Assim, tomando n pontos F4-racionas P1, ..., Pn, dois a dois distintos, de X diferentes de
Q e tomando D e G divisores de F |F4, como na descric¸a˜o acima, segue, pela aplicac¸a˜o de
avaliac¸a˜o, que o co´digo de avaliac¸a˜o El e´ o co´digo pontual C(D,mQ), para algum m ∈ N.
Logo, Cl = CΩ(D,mQ). Neste caso, o semigrupo de Weierstrass de Q e´ {0, 5, 6, 10, 11, 12, ...}
e tem geˆnero 10. Como feito no exemplo 2.22, a tabela abaixo nos fornece uma lista de valores
de ρl, νl, d(l) e dG(l).
l : 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 ...
fl : 1 x y x
2 xy y2 x3 x2y xy2 y3 x4 x3y x2y2 xy3 y4 ...
ρl : 0 5 6 10 11 12 15 16 17 18 20 21 22 23 24 ...
νl : 2 2 3 4 3 4 6 6 4 5 8 9 8 9 10 ...
d(l) : 2 2 3 3 3 4 4 4 4 5 8 8 8 9 10 ...
dG(l) : −18 −13 −12 −8 −7 −6 −3 −2 −1 0 2 3 4 5 6 ...
Exemplo 3.10. A qua´rtica de Klein sobre F8 com equac¸a˜o afim
X3Y + Y 3 +X = 0
e´ da forma XaY c + uY b+c + G(X,Y ) = 0, como na proposic¸a˜o 2.10, onde a = 3, b = 2,
c = d = 1, G(X, Y ) = X e u = 1. Seja S a a´lgebra dada por S = F8[X, Y ]/(X3Y +Y 3+X)
e denotemos as classes res´ıduais correspondentes a X e Y por x e y, respectivamente. Seja
R a F8-suba´lgebra de S gerada pelos elementos xαyβ tais que α < 3 e α ≤ 2β. Enta˜o, da
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proposic¸a˜o 2.10, temos que {1} ∪ {xαyβ|α < 3 e 1 ≤ β} e´ um base de R com ρ(1) = 0
e ρ(xαyβ) = 2α + 3β gerando uma func¸a˜o peso sobre R. Enta˜o, do teorema 3.7, segue
que R e´ um anel de coordenadas afim de uma curva alge´brica afim X definida sobre F8
com exatamente um lugar P de grau 1 no infinito e ρ = −υP , onde υP e´ a valorizac¸a˜o
correspondente a P .
Agora, tomando P1, ..., Pn, D e G como na descric¸a˜o acima, segue ,pela aplicac¸a˜o de
avaliac¸a˜o, que o co´digo de avaliac¸a˜o El e´ um co´digo pontual C(D,mP ), para algum m ∈ N.
Logo, Cl = CΩ(D,mP ) e o semigrupo de Weierstrass de P e´ {0, 3, 5, 6, 7, ...} com geˆnero
g = 3. A seguinte tabela nos fornece uma lista de valores de ρl, νl, d(l) e dG(l).
l : 1 2 3 4 5 6 7 8 9 10 ...
fl : 1 y xy y
2 x2y xy2 y3 x2y2 xy3 y4 ...
ρl : 0 3 5 6 7 8 9 10 11 12 ...
νl : 2 2 3 2 4 4 5 6 7 8 ...
d(l) : 2 2 2 2 4 4 5 6 7 8 ...
dG(l) : −4 −1 1 2 3 4 5 6 7 8 ...
Observe que d(l) = dG(l) = l − 2, para todo l ≥ 6.
APEˆNDICE A
Noc¸o˜es de A´lgebra Comutativa
Neste apeˆndice destacaremos os conceitos ba´sicos, definic¸o˜es e resultados da a´lgebra comu-
tativa que foram abordados ao longo do texto. Para maiores detalhes, recomendamos ao
leitor a`s seguintes refereˆncias [1], [3], [8] e [9].
A.1 Ane´is Noetherianos e Artinianos
Definic¸a˜o A.1. Sejam A um anel e M um A-mo´dulo. Dizemos que um A-mo´dulo M e´
noetheriano (resp. artiniano) se toda cadeia ascendente (resp. descendente) de submo´dulos
de M e´ estaciona´ria, isto e´,
M1 ⊆M2 ⊆ ... ⊆Mn ⊆ ... enta˜o existe n0 ∈ N tal que Mn =Mn0, para todo n ≥ n0
(resp. M1 ⊇M2 ⊇ ... ⊇Mn ⊇ ... enta˜o existe n0 ∈ N tal que Mn =Mn0, para todo n ≥ n0).
Se M = A e´ noetheriano (resp. artiniano) enta˜o dizemos que A e´ um anel noetheriano
(resp. anel artiniano).
Exemplo A.2. 1)Qualquer corpo K e´ noetheriano e artiniano.
2) Z e´ um anel noetheriano (como Z-mo´dulo) mas na˜o e´ anel artiniano.
3) Seja K um corpo. Se V e´ um K-espac¸o vetorial de dimensa˜o finita enta˜o V e´ um K-
mo´dulo noetheriano e artiniano.
4) Todo domı´nio principal e´ noetheriano.
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Abaixo, mencionamos alguns resultados sobre estas definic¸o˜es.
Proposic¸a˜o A.3. Sejam M um A-mo´dulo e N um A-submo´dulo de M . Enta˜o M e´ noethe-
riano (resp. artiniano) se, e somente se, N e M/N sa˜o noetherianos (resp. artinianos).
Corola´rio A.4. Se A e´ um anel noetheriano (resp. artiniano) e I e´ um ideal de A enta˜o
A/I e´ um anel noetheriano (resp. artiniano).
Definic¸a˜o A.5. Seja A um anel e M um A-mo´dulo. Dizemos que uma cadeia finita estrita
de submo´dulos de M , i.e´., M = M0 % M1 % ... % Mn = (0), e´ uma se´rie de composic¸a˜o
se para todo i = 0, ..., n− 1 na˜o existe um submo´dulo N de M tal que Mi % N %Mi+1.
Proposic¸a˜o A.6. Seja M um A-mo´dulo. Enta˜o M tem se´rie de composic¸a˜o se, e somente
se, M e´ noetheriano e artiniano.
Observe que se M e´ noetheriano mas na˜o e´ artiniano enta˜o M pode na˜o admitir uma
se´rie de composic¸a˜o, por exemplo:
M = Z % 2Z % 4Z % ... % 2nZ % ...
A partir dos resultados citados anteriormente tem-se como consequeˆncia os pro´ximos dois
resultados.
Corola´rio A.7. Sejam K corpo e V um K-espac¸o vetorial. Sa˜o equivalentes:
i) dimKV = n <∞;
ii) V tem se´rie de composic¸a˜o;
iii) V e´ noetheriano como K-mo´dulo;
iv) V e´ artiniano como K-mo´dulo.
Corola´rio A.8. Sejam A um anel e M1, ...,Mn ideais maximais de A (na˜o necessariamente
distintos) tal que M1 · ... ·Mn = (0). Enta˜o
A e´ noetheriano se, e somente se, A e´ artiniano.
Vejamos a seguir algumas propriedades essenciais para caracterizar ane´is artinianos em
termos de ane´is noetheriano.
Primeiro, sejam A um anel, I ideal de A e P um ideal primo de A. Dizemos que P e´ um
ideal primo minimal de I se P e´ um menor ideal primo de A que conte´m I. No caso em que
I = (0), dizemos que P e´ um ideal primo minimal de A.
CAP. A • NOC¸O˜ES DE A´LGEBRA COMUTATIVA 51
Proposic¸a˜o A.9. Se A e´ um anel noetheriano enta˜o A possui um nu´mero finito de ideais
primos minimais.
Proposic¸a˜o A.10. Se A e´ um anel artiniano enta˜o todo ideal primo de A e´ maximal. Mais
ainda, o nu´mero de ideais maximais de A e´ finito.
Proposic¸a˜o A.11. O nilradical de um anel artiniano (ou noetheriano) A, denotado por
η(A), e´ nilpotente.
Assim, estamos em condic¸o˜es de enunciar e provar um dos principais resultados envol-
vendo ane´is noetherianos e artinianos.
Teorema A.12. A e´ um anel artiniano se, e somente se, A e´ um anel noetheriano e cada
ideal primo de A e´ maximal.
Dem. Suponha que A e´ artiniano. Enta˜o, segue, da proposic¸a˜o A.10, que cada ideal primo
de A e´ maximal. Mais ainda, existe um nu´mero finito P1, ...Pn de ideais maximais de A.
Como ∩ni=1Pi = η(A) e da proposic¸a˜o A.11 existe k ∈ N tal que η(A)k = {0}, segue que
{0} = η(A)k = (∩ni=1Pi)k ⊇
n∏
i=1
P ki , ou seja,
n∏
i=1
P ki = {0}.
Logo, do corola´rio A.8, temos que A e´ noetheriano.
Suponha agora que A e´ um anel noetheriano e que cada cada ideal primo de A e´ maximal.
Enta˜o, do fato de que cada ideal primo de A ser maximal, segue que os ideais primos de A sa˜o
ideais primos minimais. Logo, da proposic¸a˜o A.9, existe um nu´mero finito P1, ...Pn de ideais
primos de A. Novamente, como η(A) e´ nilpotente, existe um k ∈ N tal que ∏ni=1 P ki = {0}.
Portanto, do corola´rio A.8, segue que A e´ artiniano.
Os pro´ximos dois resultados sa˜o citados pois nos diz que todas as K-a´lgebras finitamente
geradas sa˜o noetherianos.
Teorema A.13. (Teorema da Base de Hilbert) Se A e´ um anel noetheriano enta˜o o
anel de polinoˆmios A[X] e´ um anel noetheriano.
Corola´rio A.14. Sejam A um anel e I um ideal de A. Se A e´ noetheriano enta˜o A[X1, ..., Xn]/I
tambe´m e´ noetheriano.
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A.2 Teoria da Dimensa˜o
Definic¸a˜o A.15. Sejam A um anel e I um ideal de A.
i) A dimensa˜o de Krull de A (ou simplismente dimensa˜o de A), denotada por dimKrullA,
e´ definida como o sendo o supremo do comprimento das cadeias de ideais primos de A, isto
e´,
dimKrullA = sup{n ∈ N | ∃P0 $ P1 $ ... $ Pn, Pi ∈ Spec(A)}.
ii) Se I e´ um ideal primo de A, definimos a altura de I, denotado por ht(I), como sendo o
supremo do comprimento das cadeias de ideias primos de A que terminam em I, isto e´,
ht(I) = sup{n ∈ N|∃P0 $ P1 $ ... $ Pn = I, Pi ∈ Spec(A)}.
Em geral, a altura de um ideal I de A e´ dada por:
ht(I) = inf{ht(P ) | P e´ ideal primo minimal de I}.
Exemplo A.16. 1) A e´ anel artiniano enta˜o dimKrullA = 0
2) Se A = Z enta˜o dimKrullA = 1.
3) Se A e´ finito enta˜o dimKrullA = 0.
4) Se A = K[X1, X2, ...], com K corpo, enta˜o dimKrullA =∞.
Dadas estas definic¸o˜es, estamos em condic¸o˜es de enunciar dois dos principais resultados da
teoria de dimensa˜o de um anel comutativo, sendo que o segundo resultado usa-se de maneira
fundamental o primeiro resultado..
Teorema A.17. (Teorema de Krull para ideais principais) Sejam A um anel noethe-
riano e I = (a) 6= A um ideal principal de A. Se P ∈ Spec(A) e´ um primo minimal em cima
de I enta˜o ht(P ) ≤ 1. Mais ainda, se a 6= 0 na˜o for divisor de zero em A enta˜o ht(P ) = 1.
Teorema A.18. Seja A um anel noetheriano de dimensa˜o de Krull finita. Enta˜o a dimensa˜o
de Krull do anel de polinoˆmios A[X] e´ igual a dimKrullA+ 1.
Uma consequeˆncia imediata do teorema anterior e´ o seguinte resultado:
Corola´rio A.19. Se K e´ um corpo enta˜o a dimensa˜o de Krull do anel K[X1, ..., Xn] e´ n.
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A.3 Dependeˆncia Integral
Ao longo desta sec¸a˜o, B|A denotara´ uma extensa˜o de ane´is, isto e´, A ⊆ B e A e´ um subanel
de B.
Definic¸a˜o A.20. Seja B|A uma extensa˜o de ane´is. Dizemos que um elemento x ∈ B e´
inteiro (ou integral) sobre A se x e´ ra´ız de um polinoˆmio moˆnico com coeficientes em A,
isto e´, se existem a1, ..., an ∈ A tal que xn + a1xn−1 + ...+ an = 0.
Exemplo A.21. 1) Seja A = Z e B = C. Enta˜o i ∈ C e´ inteiro sobre Z, pois i2 + 1 = 0.
2) Seja A = Z e B = R enta˜o
√
2 ∈ R e´ inteiro sobre Z, pois (√2)2 − 2 = 0.
Um primeiro resultado que caracteriza um elemento inteiro sobre um anel e´ dado pela
seguinte proposic¸a˜o.
Proposic¸a˜o A.22. Dados uma extensa˜o de ane´is B|A e x ∈ B, sa˜o equivalentes:
i) x e´ inteiro sobre A;
ii) A[x] = {g(x)|g(X) ∈ A[X]} e´ um A-mo´dulo finitamente gerado;
iii) Existe um subanel C de B tal que A ⊆ C, C e´ finitamemte gerado como A-mo´dulo e
x ∈ C.
Segue, como consequeˆncia da proposic¸a˜o anterior, os resultados abaixo.
Corola´rio A.23. Sejam B|A uma extensa˜o de ane´is e x1, ..., xn ∈ B inteiros dobre A. Enta˜o
o anel A[x1, ..., xn] e´ um A-mo´dulo finitamente gerado.
Corola´rio A.24. Sejam B|A uma extensa˜o de ane´is. Enta˜o
i) Se x, y ∈ B sa˜o inteiros sobre A enta˜o x± y e x · y tambe´m sa˜o.
ii) A = {x ∈ B|x e´ inteiro sobre A} e´ subanel de B que conte´m A. Tal anel e´ conhecido
como o fecho integral de A em B.
Disto, temos as seguintes definic¸o˜es.
Definic¸a˜o A.25. Sejam B|A uma extensa˜o de ane´is. Dizemos que B|A e´ uma extensa˜o
integral de ane´is (ou B e´ inteira sobre A) se para todo x ∈ B temos que x e´ inteiro sobre
A. Se A = A enta˜o dizemos que A e´ integralmente fechado em B.
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Exemplo A.26. Sejam D um domı´nio e K seu corpo de frac¸o˜es. Se D e´ um domı´nio
fatorial enta˜o D e´ integralmente fechado em K.
Vejamos, a seguir, algumas propriedades fundamentais a respeito das extenso˜es integrais.
Corola´rio A.27. Se B|A e C|B sa˜o entenso˜es integrais enta˜o C|A e´ uma extensa˜o integral.
Proposic¸a˜o A.28. Seja B|A uma extensa˜o integral de ane´is. Se J e´ um ideal pro´prio de
B e I = J ∩ A enta˜o B/J e´ integral sobre A/I.
Proposic¸a˜o A.29. (Lema de Noether) Seja B|A uma extensa˜o integral de ane´is onde B
e´ um domı´nio. Enta˜o B e´ corpo se, e somente se, A e´ um corpo. Neste caso, B|A e´ uma
extensa˜o alge´brica de corpos.
Exemplo A.30. Q[
√
2] = {a + b√2|a, b ∈ Q} e´ corpo, pois Q ⊆ Q[√2] e´ uma extensa˜o
integral.
Os pro´ximos dois resultados sa˜o conhecidos como o Teorema de “Going-up”.
Teorema A.31. Sejam B|A uma extensa˜o integral e P um ideal primo de A. Enta˜o, existe
um ideal primo Q em B tal que Q ∩ A = P . Mais ainda, se Q′ ⊆ Q ∈ spec(B) enta˜o
Q′ ∩ A = P = Q ∩ A se, e somente se, Q′ = Q.
Teorema A.32. Seja B|A uma extensa˜o integral de ane´is. Sejam P1 ⊆ P2 ⊆ ... ⊆ Pn uma
cadeia de ideais primos de A e Q1 ⊆ Q2 ⊆ ... ⊆ Qm (m < n) uma cadeia de ideais primos
de B tais que Qi ∩ A = Pi , para 1 ≤ i ≤ m. Enta˜o a cadeia Q1 ⊆ Q2 ⊆ ... ⊆ Qm pode
ser extendida a cadeia Q1 ⊆ ... ⊆ Qm ⊆ ... ⊆ Qn onde os Qi′s sa˜o ideais primos de B e
Qi ∩ A = Pi, para todo 1 ≤ i ≤ n.
Como o resultado abaixo e´ usado de maneira fundamental nesta dissertac¸a˜o, faremos sua
demonstrac¸a˜o aqui.
Corola´rio A.33. Seja B|A uma extensa˜o integral de ane´is. Enta˜o
dimKrullB = dimKrullA.
Dem. Afirmac¸a˜o 1: dimKrullB ≤ dimKrullA.
De fato, seja Q0 $ Q1 $ ... $ Qn uma cadeia de ideais primos de B. Defina Pi := Qi ∩ A ∈
spec(A). Enta˜o, da parte final do teorema A.31, P0 $ P1 $ ... $ Pn e´ uma cadeia de ideais
primos de A. Portanto, da definic¸ao de dimensa˜o, dimKrullB ≤ dimKrullA.
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Afirmac¸a˜o 2: dimKrullB ≥ dimKrullA.
De fato, seja P0 $ P1 $ ... $ Pn uma cadeia de ideais primos de A. Do teorema A.31,
existe Q0 ∈ spec(B) tal que P0 = Q0 ∩ A. Logo, dos teoremas A.32 e A.31, existem
Q1 $ Q2 $ ... $ Qn ∈ spec(B) com Pi = Qi∩A para 1 ≤ i ≤ n tais que Q0 $ Q1 $ ... $ Qn
e´ uma cadeia extendida de ideais primos de B. Portanto, dimKrullB ≥ dimKrullA.
A.4 Normalizac¸a˜o de Noether
A ide´ia central nessa sec¸a˜o e´ de apresentar a parte da teoria da dimensa˜o envolvendo a
normalizac¸a˜o de Noether de uma K-a´lgebra finitamente gerada.
Definic¸a˜o A.34. Sejam K ⊆ R uma extensa˜o de ane´is, Ω = {y1, ..., yn} ⊂ R e B =
K[X1, ..., Xn] o anel de polinoˆmios em n varia´veis sobre K. Dizemos que:
i) O conjunto Ω e´ algebricamente independente (ou transcendente) sobre K se satisfaz:
Dado G = G(X1, ..., Xn) ∈ B tem-se que G(y1, ..., yn) = 0 se, e somente se, G = 0.
Caso contra´rio, dizemos que Ω e´ algebricamente dependente.
ii) Um conjunto na˜o-vazio S ⊂ R e´ algebricamente independente sobre K se todo subconjunto
finito e na˜o-vazio de S e´ algebricamente independente sobre K.
Observe que dados a extensa˜o de ane´is K ⊆ R e Ω = {y1, ..., yn} ⊂ R enta˜o Ω e´
algebricamente independente sobre K se, e somente se, a K-subalgebra gerada por K e Ω,
A = K[y1, ..., yn], e´ isomorfa ao anel de polinoˆmios B = K[X1, ..., Xn].
Dadas estas definic¸o˜es, estamos aptos a apresentar uma das verso˜es do teorema de nor-
malizac¸a˜o de Noether para K-a´lgebras finitamente geradas sobre um corpo K. A partir
de agora, K denotara´ um corpo e B = K[X1, ..., Xn] denotara´ o anel de polinoˆmios em n
varia´veis sobre K.
Teorema A.35. Seja R = K[x1, ..., xn] uma K-a´lgebra finitamente gerada que e´ um domı´nio.
Enta˜o apenas uma das seguintes afirmac¸o˜es e´ verdadeira:
i) A a´lgebra R e´ uma extensa˜o alge´brica finita de K e portanto R e´ um corpo (isto e´, R e´
um domı´nio que tem dimensa˜o de Krull igual a zero);
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ii) Existe d ∈ N com 1 ≤ d ≤ n e existe Λ = {z1, ..., zd} ⊂ R tal que Λ e´ algebricamente
independente sobre K e K[z1, ..., zd] ⊆ R e´ uma extensa˜o integral. Mais ainda, neste caso a
dimensa˜o de Krull de R e´ d.
Definic¸a˜o A.36. Seja R = K[x1, ..., xn] uma K-a´lgebra finitamente gerada que e´ um domı´nio.
A extensa˜o integral K[z1, ..., zd] ⊆ R, com Λ = {z1, ..., zd} algebricamente independente sobre
K e´ chamada de uma normalizac¸a˜o de Noether de R.
Definic¸a˜o A.37. Dada uma extensa˜o de corpos K ⊆ L (isto e´, K e´ subcorpo de L), dizemos
que {x1, ..., xn} gera L sobre K (ou que L e´ finitamente gerado, por {x1, ..., xn}, sobre K) se L
e´ o corpo de frac¸o˜es do domı´nio D = K[x1, ..., xn]. Neste caso denotamos L = K(x1, ..., xn).
Um corpo do tipo L = K(x1, ..., xn) tem um invariante nume´rico, m ∈ N, chamado de
grau de transcendeˆncia de K ⊆ L e que e´ usualmente denotado por grtrK(L). Tal invariante
sera´ definido atrave´s dos conceitos e resultados que descreveremos abaixo.
Definic¸a˜o A.38. Sejam K ⊆ L uma extensa˜o de corpos, com L = K(x1, ..., xn), d ∈ N e
α = {y1, ..., yd} ⊂ L (se d = 0 enta˜o α = ∅). Dizemos que α e´ base de transcendeˆncia
de K ⊆ L se {y1, ..., yd} e´ algebricamente independente sobre K e se K(y1, ..., yd) ⊆ L e´
extensa˜o alge´brica.
Lema A.39. Sejam K ⊆ L uma extensa˜o de corpos, {y1, ..., ym} ⊂ L um conjunto alge-
bricamente independente sobre K e w ∈ L. Enta˜o, w e´ alge´brico sobre K(y1, ..., ym) se, e
somente se, {y1, ..., ym, w} e´ algebricamente dependente sobre K.
Proposic¸a˜o A.40. Seja L = K(x1, ..., xn) um corpo finitamente gerado sobre o corpo K.
Enta˜o,
i) Existe α ⊂ {x1, ..., xn} tal que α e´ base de transcendeˆncia de K ⊆ L.
ii) Existe α = {y1, ..., yd}, com 0 ≤ d ≤ n, tal que R = K[x1, ..., xn] e´ extensa˜o integral de
A = K[y1, ..., yn] e α e´ base de transcendeˆncia de K ⊆ L.
Lema A.41. Sejam L = K(x1, ..., xn) um corpo finitamente gerado sobre o corpo K e
α = {y1, ..., yd}, d ≥ 1, uma base de transcendeˆncia de K ⊆ L. Se β = {w1, ..., wk} ⊂ L,
k ≥ 1, e´ algebricamente independente sobre K enta˜o k ≤ d.
Como consequeˆncia natural do lema anterior estamos em condic¸o˜es de apresentar o re-
sultado que define o grau de transcendeˆncia.
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Proposic¸a˜o A.42. Se L um corpo finitamente gerado sobre o corpo K enta˜o toda base de
transcendeˆncia de K ⊆ L tem o mesmo nu´mero, m, de elementos. Tal nu´mero m e´ chamado
de grau de transcendeˆncia de K ⊆ L e e´ denotado por m = grtrK(L).
Definic¸a˜o A.43. Se R = K[x1, ..., xn] e´ uma K-a´lgebra finitamente gerada que e´ um
domı´nio definimos o grau de transcendeˆncia de K ⊂ R por grtrK(L), onde L e´ o corpo
de frac¸o˜es de R. Vamos denota´-lo por: grtrK(R)
Uma relac¸a˜o entre o grau de transcedeˆncia e a dimensa˜o de Krull de uma K-a´lgebra
finitamente gerada que e´ um domı´nio e´ dada no resultado abaixo
Teorema A.44. Se R = K[x1, ..., xn] e´ uma K-a´lgebra finitamente gerada que e´ um domı´nio
enta˜o
dimKrullR = grtrK(R).
Dem. Seja L o corpo de frac¸o˜es de R. Pelos resultados citados acima, sabe-se que R e´
uma extensa˜o integral de A = K[y1, ..., yd], onde d = grtrK(L). Logo, do corola´rio A.33,
tem-se que dimkrullR = dimkrullA. Mas, {y1, ..., yd} sa˜o algebricamente independentes sobre
K. Enta˜o, do corola´rio A.19, temos que d = dimkrullA. Portanto, dimKrullR = grtrK(R).
Vejamos algumas consequeˆncias (na˜o todas naturais) deste resultado. Aqui, uma K-
a´lgebra finitamente gerada que e´ um domı´nio e´ dito ser um domı´nio afim.
Corola´rio A.45. Se R e´ um domı´nio afim e I um ideal de R enta˜o,
dimKrullR = ht(I) + dimKrull(R/I).
Corola´rio A.46. Se R e´ um domı´nio afim e f ∈ R na˜o e´ uma unidade enta˜o,
dimKrull(R/ 〈f〉)) = dimKrullR− 1.
Corola´rio A.47. (Teorema de Noether) Seja R um domı´nio afim sobre um corpo K.
Sejam L o corpo de frac¸o˜es de R e F uma extensa˜o de corpos finita de L. Se R e´ o fecho
integral de R em F enta˜o R e´ finitamente gerado como R-mo´dulo. Em particular, R e´ um
domı´nio afim.
APEˆNDICE B
Curvas Alge´bricas
Este apeˆndice conte´m alguns conceitos ba´sicos sobre curvas alge´bricas. Para maiores detalhes
veja [4].
Ao longo deste, F denotara´ um corpo algebricamente fechado, Fq um corpo com q ele-
mentos cujo fecho alge´brico e´ o pro´prio F.
Seja n um inteiro na˜o-negativo. O espac¸o afim de dimensa˜o n, denotado por An(F) ou
simplesmente por An (ou Fn), e´ o conjunto de todas a n-uplas de elementos de F. Um
elemento P = (a1, ..., an) ∈ An e´ dito ser um ponto de An e a1, ..., an sa˜o as coordenadas do
ponto P .
Seja F[x1, ..., xn] o anel de polinoˆmios em n varia´veis sobre F. Se f ∈ F[x1, ..., xn], dizemos
que um ponto P = (a1, ..., an) ∈ An e´ um zero de f se f(P ) = f(a1, ..., an) = 0.
No que segue, dado um ideal I de F[x1, ..., xn], definimos como um conjunto alge´brico
afim de An obtido a partir de I como sendo o conjunto
Z(I) = {P = (a1, ..., an) ∈ An|f(P ) = 0, para todo f ∈ I}.
Tal conjunto tambe´m e´ conhecido como o conjunto dos zeros de I.
Um conjunto alge´brico afim Z(I) ⊂ An e´ dito ser irredut´ıvel se este na˜o pode ser de-
composto como como unia˜o de dois outros conjuntos alge´bricos pro´prios de Z(I). De forma
equivalente, temos que Z(I) e´ irredut´ıvel se, e somente se, o radical de I for um ideal primo
de F[x1, ..., xn].
Disto, temos as seguintes definic¸o˜es:
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Definic¸a˜o B.1. i) Se I e´ um ideal primo de F[x1, ..., xn], enta˜o o conjunto X = Z(I) dos
zeros de I e´ dito ser uma variedade alge´brica afim (ou variedade afim).
ii) Dado uma variedade alge´brica afim X , definimos o seu anel de coordenadas afim
como sendo
F[X ] = F[x1, ..., xn]/I.
Definic¸a˜o B.2. Dada uma variedade alge´brica afim X definimos o corpo de frac¸o˜es de F[X ],
denotado por F(X ), como sendo o corpo de func¸o˜es racionais de X . Os elementos de
F(X ) sa˜o chamados de func¸o˜es racionais.
A dimensa˜o da variedade X e´ o grau de transcendeˆncia1 de F(X ) sobre F. Caso dimX =
1, enta˜o dizemos que X e´ uma curva alge´brica afim (ou simplesmente curva afim). No caso
em que n = 2, dizemos que X e´ uma curva alge´brica plana e mais, uma curva plana irredut´ıvel
e´ um conjunto alge´brico afim da forma X = Z(f), onde f e´ um polinoˆmio irredut´ıvel em
F[x1, x2], ou seja,
X = Z(f) = {(a1, a2) ∈ A2|f(a1, a2) = 0}.
Os pontos da curva X , cujas coordenadas esta˜o sobre Fq, sa˜o chamados de pontos racionais.
Neste caso, F(X )| F e´ um corpo de func¸o˜es alge´bricas de uma varia´vel sobre F, como
introduzido no cap´ıtulo 1.
Agora, considere uma variedade afim X e P um ponto de X . Observe que seH(x1, ..., xn)+
I = H˜(x1, ..., xn) + I enta˜o H − H˜ ∈ I e portanto H(P ) = H˜(P ). Assim, dado h =
H(x1, ..., xn) + I ∈ F[X ] podemos definir: h(P ) = H(P ). Logo, o conjunto
OP (X ) = {f/g ∈ F(X )|f, g ∈ F[X ] e g(P ) 6= 0}
e´ um anel local que tem como corpo de frac¸o˜es o pro´prio F(X ) e cujo ideal maximal e´
MP (X ) = {f/g ∈ F(X )|f, g ∈ F[X ], f(P ) = 0 e g(P ) 6= 0}.
Para finalizar, daremos duas outras importantes definic¸o˜es para melhor compreensa˜o de
alguns “dados”citados ao longo desta dissertac¸a˜o.
1ver apeˆndice A
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Definic¸a˜o B.3. Seja X uma curva alge´brica definida pelo polinoˆmio F ∈ F[x, y]. Seja P
um ponto desta curva. Dizemos que o ponto P e´ um ponto na˜o singular se pelo menos
uma das derivadas parciais de F aplicadas neste ponto e´ na˜o-nula, ou seja, Fx(P ) 6= 0 ou
Fy(P ) 6= 0. Se todos os pontos da curva forem na˜o singulares dizemos que a curva e´ na˜o
singular (ou regular).
Neste caso, a derivada parcial de um polinoˆmio e´ a sua derivada formal.
Agora, definiremos o que vem a ser uma curva alge´brica plana absolutamente irredut´ıvel.
Seja f(x1, ..., xn) um polinoˆmio em Fq[x1, ..., xn]. Se f e´ irredut´ıvel em F[x1, ..., xn], onde F e´
o fecho alge´brico de Fq, dizemos que f(x1, ..., xn) e´ absolutamente irredut´ıvel em Fq[x1, ..., xn].
Definic¸a˜o B.4. Dizemos que uma curva alge´brica plana X e´ absolutamente irredut´ıvel
se X = Z(f) onde f ∈ F[x, y] e´ absolutamente irredut´ıvel.
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