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ON WIGNER TRANSFORMS IN INFINITE DIMENSIONS
INGRID BELTIT¸A˘, DANIEL BELTIT¸A˘, AND MARIUS MA˘NTOIU
Abstract. We investigate the Schro¨dinger representations of certain infinite-
dimensional Heisenberg groups, using their corresponding Wigner transforms.
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1. Introduction
The topic of this paper belongs to representation theory of Heisenberg groups,
more specifically we investigate to what extent the square-integrability properties
of the Schro¨dinger representations carry over to the setting of infinite-dimensional
Heisenberg groups. Recall that the Schro¨dinger representation of the (2n + 1)-
dimensional Heisenberg group H2n+1 is a group representation
π : H2n+1 → B(L
2(Rn, dλ))
and its corresponding Wigner transform is a unitary operator
W : L2(Rn, dλ)⊗¯L2(Rn, dλ)→ L2(Rn × Rn, dµ)
where we denote by dλ the Lebesgue measure on Rn, by B(L2(Rn, dλ)) the bounded
linear operators on the complex Hilbert space L2(Rn, dλ), and by dµ a suitable
normalization of the measure dλ ⊗ dλ on Rn × Rn. One way to define the Wigner
transform is that of definingW(f ⊗ϕ) ∈ L2(Rn×Rn, dµ) as a Fourier transform of
the representation coefficient (π(·)f | ϕ)|Rn×Rn×{0} ∈ L
2(Rn ×Rn × {0}, dλ⊗ dλ),
recalling that H2n+1 = R
n × Rn × R as smooth manifolds.
As the translation invariance property of the Lebesgue measure plays a central
role in the above discussion, it is not straightforward to replace here Rn by an
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infinite-dimensional real Hilbert space. It is customary in the infinite-dimensional
analysis to try to replace the Lebesgue measure by a Gaussian measure, and this is
what we will do in the present paper as well. Furthermore, the main problems that
we must address are to construct the Wigner transform as a unitary operator on
square-integrable functions of infinitely many variables and to realize the image of
that unitary operator as an L2-space, which amounts to determining the infinite-
dimensional analogue of the measure dµ from the above paragraph. In some sense,
these problems form a complement to the ones addressed in our recent investigation
of square-integrable families of operators [BBM14].
The present paper is organized as follows. Sections 2 and 3 develop an abstract
framework for the study of Wigner transforms associated to unitary representations
of general topological groups. The main ingredients of that framework are the
Fourier transforms on uniform spaces and an operator calculus that involves the
Banach algebra structures of the dual of the spaces of left uniformly continuous
functions on topological groups. Then Section 4 records some computations with
Gaussian functions and their Wigner transforms. In Section 5 we introduce the
infinite-dimensional Heisenberg groups and their Schro¨dinger representations for
which we construct their corresponding Wigner transforms in Theorem 5.6.
Throughout this paper we denote by ⊗¯ the Hilbertian scalar product and by
B(X ) and X ′ the spaces of all bounded linear operators and bounded linear func-
tionals on some Banach space X , respectively, and it will always be clear from the
context if the ground field is R or C.
2. Preliminaries on Fourier transforms on uniform spaces
Let X be any Hausdorff uniform space. We denote by UC and UCb the vari-
ous spaces of uniformly continuous functions and uniformly continuous bounded
functions on any uniform space, respectively. Note that UCb(X) := UCb(X,C) is a
Banach space, so we may consider its dual Banach spaceM(X) := UCb(X)
′, which
should be thought of as a space of generalized complex measures on X .
Definition 2.1. We define the uniform space dual to X as
X∇ := UC(X,R)
endowed with the uniform structure of pointwise convergence.
Remark 2.2. There exists a natural injective mapping
ηX : X → (X
∇)∇, x 7→ ηx
where ηx(f) = f(x) for every f ∈ UC(X,R) and x ∈ X . It is easily seen that η is
uniformly continuous.
Definition 2.3. The Fourier transform on X is the linear mapping
F : M(X)→ ℓ∞(X∇), (Fµ)(f) = 〈µ, eif 〉
for f ∈ X∇ and µ ∈M(X). We will also denote µ̂ := Fµ for µ ∈ M(X).
Note that F is a bounded linear mapping and in fact ‖F‖ ≤ 1.
Proposition 2.4. The Fourier transform F : M(X)→ ℓ∞(X∇) is injective.
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Proof. Let µ ∈ M(X) with Fµ = 0. In order to prove that µ = 0, it suffices to
show that for an arbitrary real-valued function f ∈ UCb(X) we have 〈µ, f〉 = 0.
First recall that we have
lim
t→0
eitr − 1
t
− ir = 0
uniformly for r in any compact subset of R. Therefore
lim
t→0
eitf − 1
t
= if
in UCb(X), hence
i〈µ, f〉 = lim
t→0
(Fµ)(tf)− (Fµ)(0)
t
= 0,
and we are done. 
Lemma 2.5. If µ ∈ M+(X) then the following assertions hold:
(1) We have ‖Fµ‖∞ ≤ 〈µ,1〉.
(2) For all f, h ∈ X∇ we have
|(Fµ)(f)− (Fµ)(h)|2 ≤ 2〈µ,1〉(〈µ,1〉 − Re (Fµ)(f − h)).
Proof. For Assertion (1) recall from Definition 2.3 that ‖F‖ ≤ 1, hence
‖Fµ‖∞ ≤ ‖µ‖ = 〈µ,1〉
where the latter equality follows since µ : UCb(X)→ C is a positive linear functional
on the C∗-algebra UCb(X).
To prove Assertion (2), let f, h ∈ X∇ arbitrary. By using the Cauchy-Schwartz
inequality we get
|(Fµ)(f)− (Fµ)(h)|2 = |〈µ, eif − eih〉|2
≤ 〈µ, |eif − eih|2〉〈µ,12〉
= 〈µ,1〉〈µ, 2− 2Re (ei(f−h))〉
= 2〈µ,1〉(〈µ,1〉 − 〈µ,Re (ei(f−h))〉)
= 2〈µ,1〉(〈µ,1〉 − Re ((Fµ)(f − h))),
where we also used the fact that |eit − eis|2 = 2− 2Re (ei(t−s)) for all t, s ∈ R. 
Lemma 2.6. Let X and Y be uniform spaces. Assume that D is a dense subset of
X and A is a uniformly equi-continuous family of mappings from X into Y . Then
the following uniform structures on the mappings from X into Y induce the same
uniform structure on A:
(a) the structure of uniform convergence on the precompact subsets of X;
(b) the structure of pointwise convergence on X;
(c) the structure of pointwise convergence on D.
Proof. See the proof of the Ascoli-Arzela` theorem on uniform spaces in [Bou69]. 
We now introduce the linear space of tight measures Mt(X) on a uniform
space X (see [Pa13, Sect. 5.1] for more information in this connection). Namely,
Mt(X) is the set of all linear functionals ϕ : UCb(X) → C with the property
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that for every net {fi}i∈I in UCb(X) with sup
i∈I
‖fi‖∞ < ∞ and lim
i∈I
fi = 0 uni-
formly on every compact subset of X one has lim
i∈I
ϕ(fi) = 0. We also denote
Mt
+(X) :=Mt(X) ∩M
+(X).
Lemma 2.7. Let X be a uniform space and ϕ : UCb(X)→ C a self-adjoint linear
functional with its positive part and negative part ϕ±. Then ϕ ∈ Mt(X) if and
only if ϕ±Mt(X).
Proof. See [Fe¨o67]. 
Proposition 2.8. The following assertions hold:
(1) Let µ ∈ M+(X). We have Fµ ∈ UCb(X
∇) if and only if Re (Fµ) is
continuous at 0 ∈ X∇.
(2) If µ ∈Mt(X), then Fµ ∈ UCb(X
∇).
Proof. Assertion (1) follows at once by Lemma 2.5.
For proving Assertion (2), we see from Lemma 2.7 that we may assume µ ∈
Mt
+(X). Then, according to Assertion (1), it suffices to show that for every
µ ∈ Mt
+(X) the function Re (Fµ) : X∇ → C is continuous at 0 ∈ X∇. To this
end, let us assume that lim
j∈J
fj = 0 in X
∇. In other words, {fj}j∈J is a net of
uniformly continuous real functions on X with lim
j∈J
fj = 0 pointwise on X . By
using Lemma 2.6, we see that {cos fj}j∈J is a uniformly bounded net in UCb(X)
which converges to 1 ∈ UCb(X) uniformly on the compact subsets of X . Since
µ ∈Mt(X), we then get
lim
j∈J
Re (Fµ)(fj) = lim
j∈J
Re 〈µ, eifj 〉 = lim
j∈J
〈µ, cos fj〉 = 1.
Therefore the function Re (Fµ) is continuous at 0 ∈ X∇, and this completes the
proof. 
Remark 2.9. Lemma 2.5 and Proposition 2.8 are straightforward extensions of
some results from [Bou69, §6, no. 8].
3. Operator calculus on topological groups
In this section we introduce an operator calculus for unitary representations of
topological groups, since it will allow us to handle in Section 5 some representations
of infinite-dimensional Heisenberg groups, which are Lie groups modeled on Hilbert
spaces. In the case of Banach-Lie groups, the space of continuous 1-parameter
subgroups and exponential map, as defined below, agree with the usual notions
of Lie algebra and exponential map from the Lie theoretic setting (see [Nee06] for
extensive information in this connection). We also note that in the case of finite-
dimensional nilpotent Lie groups the present operator calculus recovers the Weyl
calculus used in [GH14] in the study of Le´vy processes.
Let G be a topological group endowed with the right uniform structure. We
recall that a basis of this uniform structure is provided by the sets
SλV = {(x, y) ∈ G×G | yx
−1 ∈ V },
where V ∈ VG(1). Consider the corresponding space of mappings
L(G) = {X : R→ G | X homomorphism of topological groups}
ON WIGNER TRANSFORMS IN INFINITE DIMENSIONS 5
with the structure of uniform convergence on the compact subsets of R. Hence a
basis of this uniform structure consists of the entourages
Sλn,V = {(X,Y ) ∈ L(G)× L(G) | (∀t ∈ [−n, n]) Y (t)X(t)
−1 ∈ V }
parameterized by V ∈ VG(1) and n ∈ N (see [HM07, Def. 2.6]).
It is easily seen that the exponential mapping
expG : L(G)→ G, expGX := X(1)
is uniformly continuous, hence it gives rise to a unital ∗-homomorphism of C∗-
algebras
UCb(expG) : LUCb(G)→ UCb(L(G)), f 7→ f ◦ expG
with the dual map
UCb
′(expG) : (UCb(L(G)))
′ → (LUCb(G))
′.
We recall from [Gru] (see also [B11, Th. 3.9]) that (LUCb(G))
′ is a unital associa-
tive Banach algebra in a natural way and every continuous unitary representation
π : G→ B(Hπ) gives rise to a Banach algebra representation
π̂L : (LUCb(G))
′ → B(H)
such that (π̂L(ν)φ | ψ) = 〈ν, (π(·)φ | ψ)〉 for φ, ψ ∈ H and ν ∈ (LUCb(G))
′.
Therefore we get a bounded linear operator
π˜L : (UCb(L(G)))
′ → B(H)
such that the diagram
(LUCb(G))
′ π̂L // B(H)
(UCb(L(G)))
′
UCb
′(expG)
OO
π˜L
88
q
q
q
q
q
q
q
q
q
q
is commutative.
Setting 3.1. Throughout the rest of this section we fix a continuous unitary rep-
resentation π : G→ B(H) of the above topological group G on the complex Hilbert
space H and we assume the setting defined by the following data:
• a uniform space Ξ and a uniformly continuous map θ : Ξ→ L(G),
• a locally convex space Γ such that there exists an injective continuous
inclusion map Γ →֒ M(L(G)∇),
• a locally convex space HΞ,∞ such that there exists an injective continuous
inclusion map HΞ,∞ →֒ H.
Also let ηL(G) : L(G) → (L(G)
∇)∇ be the uniformly continuous map defined in
Remark 2.2.
Definition 3.2. We say that Γ and θ are compatible if the linear mapping
FΞ : Γ→ UCb(Ξ), µ 7→ µ̂ ◦ ηL(G) ◦ θ
is well defined and injective.
If this is the case, then we denote QΞ := FΞ(Γ) →֒ UCb(Ξ) and endow it with
the topology which makes the Fourier transform
FΞ : Γ→ QΞ
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into a linear toplogical isomorphism. We then also have the linear toplogical iso-
morphism (F ′Ξ)
−1 : Γ′ → Q′Ξ.
Lemma 3.3. If Γ and θ are compatible, then the following conditions are equiva-
lent:
(1) We have the well-defined continuous sesquilinear mapping
Aπ,θ : HΞ,∞ ×HΞ,∞ → QΞ, (φ, ψ) 7→ A
π,θ
ψ φ := (π(expG(θ(·)))φ | ψ).
(2) There exists a unique continuous sesquilinear mapping
W : HΞ,∞ ×HΞ,∞ → Γ,
such that for all φ, ψ ∈ HΞ,∞ we have FΞ(W(φ, ψ)) = (π(expG(θ(·)))φ | ψ).
Proof. If condition (2) is satisfied, then Aπ,θ = FΞ ◦W , hence condition (1) follows
since FΞ : Γ→ QΞ is a linear topological isomorphism. For the same reason, it also
follows that if condition (1) holds true, then (2) is satisfied. 
Definition 3.4. Assume that Γ and θ are compatible and the equivalent conditions
in Lemma 3.3 are satisfied. Then the sesquilinear map W is called the Wigner
transform. The operator calculus for π along θ is the linear map
Opθ : Γ′ → L(HΞ,∞,H
′
Ξ,∞)
defined by
(Opθ(a)φ | ψ) = 〈(F ′Ξ)
−1(a)︸ ︷︷ ︸
∈Q′
Ξ
, (π(expG(θ(·)))φ | ψ)︸ ︷︷ ︸
∈QΞ
〉 (3.1)
for a ∈ Γ′ and φ, ψ ∈ HΞ,∞, where H
′
Ξ,∞ denotes the space of continuous antilinear
functionals on HΞ,∞.
Remark 3.5. In the setting of Definition 3.4 we have for all a ∈ Γ′ and φ, ψ ∈ HΞ,∞
(Opθ(a)φ | ψ) = 〈(F ′Ξ)
−1(a),Aπ,θψ φ〉 = 〈a,F
−1
Ξ (A
π,θ
ψ φ)〉 = 〈a,W(φ, ψ)〉,
where the later equality follows by Lemma 3.3(2).
Definition 3.6. Assume the setting of Definition 3.4. We say that the represen-
tation π satisfies the orthogonality relations along the mapping θ : Ξ→ L(G) if the
following conditions are satisfied:
(1) The linear subspace H∞,Ξ is dense in H.
(2) There exists a continuous, positive definite, sesquilinear, inner product on
Γ such that if we denote by Γ2 the corresponding Hilbert space obtained by
completion, then the sesquilinear mapping W : HΞ,∞ ×HΞ,∞ → Γ extends
to a unitary operator
W : H⊗¯H → Γ2 (3.2)
which is still called the Wigner transform.
Remark 3.7. In Definition 3.6, since the inner product on Γ is continuous, it gives
rise to a continuous injective map Γ2 →֒ Γ
′. By using the fact that the operator (3.2)
is an isometry, we easily get
(∀φ, ψ ∈ H) Opθ(W(φ, ψ)) = (· | ψ)φ.
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4. Some computations involving Gaussian measures
This section records some auxiliary facts that will be needed in the proof of
Theorem 5.6.
Notation 4.1. We shall use the following notation:
(1) For x = (x1, . . . , xm) ∈ R
m we set x′ = (x1, . . . , xm−1) ∈ R
m−1 if m ≥ 2,
hence
x = (x′, xm) ∈ R
m−1 × R.
(2) For every t > 0 we denote
(∀x ∈ R) γt(x) =
( 1
2πt
)1/2
e−
x2
2t ,
so that γt(x)dx is the centered Gaussian probability measure on R with
variance t (and mean 0).
Remark 4.2. We recall that∫
R
γt(x)e
ivxdx =
(2π
t
)1/2
γ1/t(v) = e
− tv
2
2 (4.1)
for all v ∈ R and t > 0.
Remark 4.3. For any integer m ≥ 1 recall the unitary operator that gives the
integral kernels of operators obtained by classical Weyl calculus with L2-symbols
Tm : L
2(Rm × (Rm)′)→ L2(Rm × Rm)
defined by
(Tm(a))(x, y) =
1
(2π)m/2
∫
Rm
a(
x+ y
2
, ξ)ei〈x−y,ξ〉dξ,
with its inverse
T−1m : L
2(Rm × Rm)→ L2(Rm × (Rm)′)
given by
(T−1m (K))(x, ξ) =
1
(2π)m/2
∫
Rm
K(x+
v
2
, x−
v
2
)e−i〈v,ξ〉dv, (4.2)
for every m ≥ 1.
Then for arbitrary m1,m2 ≥ 1 there exist the natural unitary operators
V : L2(Rm1 × Rm1)⊗¯L2(Rm2 × Rm2)→ L2(Rm1+m2 × Rm1+m2)
given by
(V (f1 ⊗ f2))((x1, x2), (y1, y2)) = f1(x1, y1)f2(x2, y2)
for xj , yj ∈ R
mj , fj ∈ L
2(Rmj × Rmj ), j = 1, 2, and
W : L2(Rm1 × (Rm1)′)⊗¯L2(Rm2 × (Rm2)′)→ L2(Rm1+m2 × (Rm1+m2)′)
given by
(W (g1 ⊗ g2))((x1, x2), (ξ1, ξ2)) = g1(x1, ξ1)g2(x2, ξ2)
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for xj ∈ R
mj , ξj ∈ L
2((Rmj )′), fj ∈ L
2(Rmj × (Rmj )′), j = 1, 2, and the diagram
L2(Rm1 × (Rm1)′)⊗¯L2(Rm2 × (Rm2)′)
Tm1⊗Tm2

W // L2(Rm1+m2 × (Rm1+m2)′)
Tm1+m2

L2(Rm1 × Rm1)⊗¯L2(Rm2 × Rm2)
V // L2(Rm1+m2 × Rm1+m2)
is commutative.
The following simple lemma plays a key role in the present paper since it allows
us to determine integral kernels of operators on Gaussian L2-spaces in terms of
integral kernels on Lebesgue L2-spaces.
Lemma 4.4. The unitary operator T1 : L
2(R2)→ L2(R2) defined by
(∀a ∈ L2(R2)) (T1(a))(x, y) =
1
(2π)1/2
∫
R
a(
x+ y
2
, ξ)ei(x−y)ξdξ
has the property
(∀t > 0) T−11 ((γt ⊗ γt)
1/2) = (γt/2 ⊗ γ1/8t)
1/2.
Proof. Let us denote K = (γt ⊗ γt)
1/2. Then we have
K(x, y) =
( 1
2πt
)1/2
e−
x2+y2
4t
hence, using (4.2), one obtains
(T−11 (K))(x, ξ) =
1
2πt1/2
∫
R
e−
1
4t
(
(x+ v
2
)2+(x− v
2
)2
)
e−ivξdv
=
1
2πt1/2
e−
x2
2t
∫
R
e−
v2
8t e−ivξdv
=
1
2πt1/2
e−
x2
2t (8πt)1/2
∫
R
γ4t(v)e
ivξdv
=
( 2
π
)1/2
e−
x2
2t e−2tξ
2
=
(( 1
πt
)1/2
e−
x2
t
(4t
π
)1/2
e−4tξ
2
)1/2
= (γt/2(x)γ1/8t(ξ))
1/2
where the third from last equality follows by (4.1), and this completes the proof. 
Proposition 4.5. Let t1 ≥ t2 ≥ · · · > 0 and for m = 1, 2, . . . define
γ˜m : R
m → R, γ˜m(x1, . . . , xm) := γt1(x1) · · · γtm(xm)
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and dγ˜m := γ˜m(x)dx. Then for m ≥ 2 the diagram
L2(Rm−1 × (Rm−1)′)
Sm−1

β // L2(Rm × (Rm)′)
Sm

L2(Rm−1 × (Rm−1)′)
Tm−1

α // L2(Rm × (Rm)′)
Tm

L2(Rm−1 × Rm−1)
Um−1

η // L2(Rm × Rm)
Um

L2(Rm−1 × Rm−1, dγ˜m−1 × dγ˜m−1)
ι // L2(Rm × Rm, dγ˜m × dγ˜m)
is commutative, where the vertical arrows are unitary operators defined by
(Sℓ(b))(x1, . . . , xℓ, ξ1, . . . , ξℓ) =
1
(t1 · · · tℓ)2
· b(
x1
t1
, . . . ,
xℓ
tℓ
,
ξ1
t1
, . . . ,
ξℓ
tℓ
)
(Tℓ(a))(x, y) =
1
(2π)l/2
∫
Rl
a(
x+ y
2
, ξ)ei〈x−y,ξ〉dξ,
(Uℓ(K))(v, w) = K(v, w)γ˜ℓ(v)
−1/2γ˜ℓ(w)
−1/2,
for ℓ ∈ {m− 1,m} and the horizontal arrows are isometries defined by
(β(b))(x, ξ) = b(x′, ξ′)γ1/2(xm)
1/2γ1/8t2m(ξm)
1/2
(α(a))(x, ξ) = a(x′, ξ′)γtm/2(xm)
1/2γ1/8tm(ξm)
1/2
(η(K))(x, y) = K(x′, y′)γtm(xm)
1/2γtm(ym)
1/2
(ι(Q))(v, w) = Q(v′, w′).
Proof. It is clear that the horizontal arrows in the diagram are isometries, while
the vertical arrows are unitary operators.
Moreover, for K ∈ L2(Rm−1 × Rm−1) we have
(Um(η(K)))(v, w) = (η(K))(v, w)γ˜m(v)
−1/2γ˜m(w)
−1/2
= K(v′, w′)γtm(vm)
1/2γtm(wm)
1/2γ˜m(v)
−1/2γ˜m(w)
−1/2
= K(v′, w′)γ˜m−1(v
′)−1/2γ˜m−1(w
′)−1/2
= (Um−1(K))(v
′, w′)
= (ι(Um−1(K)))(v, w),
hence the lower part of the diagram in the statement is commutative. As regards
the middle part of the diagram, we have
(η(Tm−1(a)))(x, y) = (Tm−1(a))(x
′, y′)γtm(xm)
1/2γtm(ym)
1/2
= (Tm−1(a))(x
′, y′) · (T1((γtm/2 ⊗ γ1/8tm)
1/2))(xm, ym)
= (Tm(a⊗ (γtm/2 ⊗ γ1/8tm)
1/2))(x′, xm, y
′, ym)
= (Tm(α(a)))(x, y)
where the second equality follows by Lemma 4.4, while the third equality is a
consequence of Remark 4.3.
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Finally, by using the fact that
(∀t, a > 0)(∀x ∈ R) a1/2γt(ax) = γt/a(x),
it follows by a straightforward computation that the upper part of the diagram in
the statement is commutative. 
Remark 4.6. In order to point out the role of the unitary operators
Uℓ : L
2(Rℓ × Rℓ)→ L2(Rℓ × Rℓ, dγ˜ℓ × dγ˜ℓ)
in Proposition 4.5, we note the following fact. The multiplication operator
Vℓ : L
2(Rℓ)→ L2(Rℓ, dγ˜ℓ), Vℓf = f(γ˜ℓ)
−1/2
is unitary. Furthermore, for any K ∈ L2(Rℓ × Rℓ), if we denote the corresponding
integral operator by
AK : L
2(Rℓ)→ L2(Rℓ), (AKf)(x) =
∫
Rℓ
K(x, y)f(y)dy,
then VℓAKV
−1
ℓ : L
2(Rℓ, dγ˜ℓ) → L
2(Rℓ, dγ˜ℓ) is the integral operator whose integral
kernel is Uℓ(K) ∈ L
2(Rℓ × Rℓ, dγ˜ℓ × dγ˜ℓ).
5. Infinite-dimensional Heisenberg groups and Wigner transforms
In this section we study representations of a special type of infinite-dimensional
Heisenberg groups, as introduced in the following definition. A more general frame-
work can be found for instance in [Nee00] and [DG08].
For the sake of completeness we recall here a few facts from [BB10, Sect. 3].
Definition 5.1. If V is a real Hilbert space, A ∈ B(V) with (Ax | y) = (x | Ay)
for all x, y ∈ V , and moreover KerA = {0}, then the Heisenberg algebra associated
with the pair (V , A) is the real Hilbert space h(V , A) = V ∔ V ∔ R endowed with
the Lie bracket defined by [(x1, y1, t1), (x2, y2, t2)] = (0, 0, (Ax1 | y2) − (Ax2 | y1)).
The corresponding Heisenberg group H(V , A) = (h(V , A), ∗) is the Lie group whose
underlying manifold is h(V , A) and whose multiplication is defined by
(x1, y1, t1) ∗ (x2, y2, t2) = (x1 + x2, y1 + y2, t1 + t2 + ((Ax1 | y2)− (Ax2 | y1))/2)
for (x1, y1, t1), (x2, y2, t2) ∈ H(V , A).
Gaussian measures and Schro¨dinger representations. Let V− be a real Hil-
bert space with the scalar product denoted by (· | ·)−. For every vector a ∈ V− and
every symmetric, nonnegative, injective, trace-class operator K on V− there exists
a unique probability Borel measure γ on V− such that
(∀x ∈ V−)
∫
V−
ei(x|y)−dγ(y) = ei(a|x)−−
1
2
(Kx|x)−
(see for instance [Kuo75, Th. I.2.3]). We also have
a =
∫
V−
y dγ(y) and Kx =
∫
V−
(x | y)− · (y − a)dγ(y) for all x ∈ V−,
where the integrals are weakly convergent, and γ is called the Gaussian measure
with the mean a and the variance K.
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Let us assume that the Gaussian measure γ is centered, that is, a = 0. Denote
V+ := RanK and V0 := RanK
1/2 endowed with the scalar products (Kx | Ky)+ :=
(x | y)− and (K
1/2x | K1/2y)0 := (x | y)−, respectively, for all x, y ∈ V−, which
turn the linear bijections K : V− → V+ and K
1/2 : V− → V0 into isometries. We
thus get the real Hilbert spaces
V+ →֒ V0 →֒ V−
where the inclusion maps are Hilbert-Schmidt operators, since so is K1/2 ∈ B(V−).
Also, the scalar product of V0 extends to a duality pairing (· | ·)0 : V− × V+ → R.
We also recall that for every x ∈ V+ the translated measure dγ(−x+ ·) is abso-
lutely continuous with respect to dγ(·) and we have the Cameron-Martin formula
dγ(−x+ ·) = ρx(·)dγ(·) with ρx(·) = e
(·|x)0−
1
2
(x|x)0.
(This actually holds true for every x ∈ V0, by suitably defining the function ρx(·)
no longer as a continuous function, but only almost everywhere; see for instance
[Kuo75, Lemma I.4.7 and Th. II.3.1].)
Definition 5.2. Let V+ be a real Hilbert space with the scalar product denoted
by (x, y) 7→ (x | y)+. Also let A : V+ → V+ be a nonnegative, symmetric, injective,
trace-class operator. Define V0 and V− as the completions of V+ with respect to
the scalar products
(x, y) 7→ (x | y)0 := (A
1/2x | A1/2y)+
and
(x, y) 7→ (x | y)− := (Ax | Ay)+,
respectively. Then the operator A uniquely extends to a nonnegative, symmetric,
injective, trace-class operator K ∈ B(V−), hence by the above observations one
obtains the centered Gaussian measure γ on V− with the variance K.
One can also construct the Heisenberg group H(V+, A). The Schro¨dinger repre-
sentation π : H(V+, A)→ B(L
2(V−, γ)) is defined by
π(x, y, t)φ = ρx(·)
1/2ei(t+(·|y)0+
1
2
(x|y)0)φ(−x+ ·)
whenever (x, y, t) ∈ H(V+, A) and φ ∈ L
2(V−, γ). This is a continuous unitary
irreducible representation of the Heisenberg group H(V+, A) by [Ho¨b06, Th. 5.2.9
and 5.2.10] and Proposition 5.4 below.
Remark 5.3. More general Schro¨dinger representations of infinite-dimensional
Heisenberg groups are described in [Nee00, Prop. II.4.6] by using cocycles and
reproducing kernel Hilbert spaces.
The following result is known, but we recall here from [BB10, Rem. 3.6] the
method of proof since its constructions will be needed also for Theorem 5.6.
Proposition 5.4. The representation π : H(V+, A) → B(L
2(V−, γ)) from Defini-
tion 5.2 is irreducible.
Proof. Let t1 ≥ t2 ≥ · · · (> 0) be the eigenvalues of A counted according to their
multiplicities. Since A is a self-adjoint trace-class operator and KerA = {0}, there
exists an orthonormal basis {vk}k≥1 in V+ such that Avk = tkvk for every k ≥ 1.
For every integer n ≥ 1 let
Vn,+ = span {v1, . . . , vn}.
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It follows that dimVn,+ <∞. We have
V1,+ ⊆ V2,+ ⊆ · · · ⊆
⋃
n≥1
Vn,+ ⊆ V+
and
⋃
n≥1
Vn,+ is a dense subspace of V+. Let us denote by An the restriction of
A to Vn,+. Then H(Vn,+, An) is a finite-dimensional Heisenberg group, hence it is
well known that its Schro¨dinger representation πn : H(Vn,+, An)→ B(L
2(Vn,−, γn))
is irreducible, where γn is the Gaussian measure on the finite-dimensional space
Vn,− obtained out of the pair (V+,n, An) by the construction outlined at the very
beginning of Definition 5.2. Note that
H(V1,+, A1) ⊆ H(V2,+, A2) ⊆ · · · ⊆
⋃
n≥1
H(Vn,+, An) =: H(V∞,+, A∞) ⊆ H(V+, A)
and H(V∞,+, A∞) is a dense subgroup of H(V+, A), hence the Schro¨dinger represen-
tation π : H(V+, A)→ B(L
2(V−, γ)) is irreducible if and only if so is its restriction
π|H(V∞,+,A∞).
On the other hand, if we denote by 1n the function identically equal to 1 on the
orthogonal complement Vn+1,+⊖Vn,+, then it is straightforward to check that the
operator
L2(Vn,−, γn)→ L
2(Vn+1,−, γn+1), f 7→ f ⊗ 1n (5.1)
is an isometry and intertwines the representations πn and πn+1. We can thus make
the sequence of representations {πn}n≥1 into an inductive system of irreducible uni-
tary representations and then their inductive limit π|H(V∞,+,A∞) = indn→∞
πn is irre-
ducible (see for instance [KS77]). As noted above, this implies that the Schro¨dinger
representation π : H(V+, A)→ B(L
2(V−, γ)) of Definition 5.2 is irreducible. 
Remark 5.5. Let X be a real locally convex Hausdorff space and denote by X ′alg
the space of all linear functionals on X endowed with the locally convex topology
of pointwise convergence on X . If B is any algebraic basis in X , then every ξ =
{ξb}b∈B ∈ R
B corresponds to a linear functional
ΨB(ξ) : X → R,
∑
b∈B
xbb 7→
∑
b∈B
ξbxbb,
and we get the linear topological isomorphism
ΨB : R
B → X ′alg, ξ 7→ ΨB(ξ)
where RB is endowed with its natural weak topology (that is, projective limit of
finite-dimensional linear spaces; see [HM07, Def. A2.5]).
For later use we also note that if the topological dual X ′ is endowed with the
weak∗-topology, then the following assertions hold:
(1) The locally convex space X ′alg is complete and the topological dual X ′ is
a dense subspace of X ′alg. Therefore X ′alg is isomorphic to the completion
of X ′ as a topological vector space (hence as a uniform space).
(2) The mapping
UCb(X
′alg)→ UCb(X
′), f 7→ f |X ′
is an isometric ∗-isomorphism of unital C∗-algebras.
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(3) If B0 ⊆ B and we consider the natural injective linear map
ιB0,B : R
B0 →֒ RB
ΨB−→X ′alg
then we get a mapping
UCb(X
′alg)→ UCb(R
B0), f 7→ f ◦ ιB0,B
which is a surjective ∗-homomorphism of unital C∗-algebras.
In fact, Assertion (1) follows by a result of [Gro50]; see also [Dev72], [Hal82, Sol. 30].
A version of this property for general uniform spaces was established in [Fe¨o61].
Assertion (2) follows by using the fact that the uniformly continuous functions
extend uniquely to the completion; see for instance [Bou71, Ch. II, §3]. As for
Assertion (3), we just have to note that if pB,B0 : R
B → RB0 denotes the natural
projection, then (pB,B0 ◦ (ΨB)
−1) ◦ ιB0,B = idRB0 .
In the following statement we use notation from Definition 5.2 and moreover we
denote by S2(·) the Hilbert space of Hilbert-Schmidt operators on some complex
Hilbert space.
Theorem 5.6. Let V+ be a separable real Hilbert space and A : V+ → V+ be a
nonnegative, symmetric, injective, trace-class operator with the eigenvalues
t0 ≥ t1 ≥ · · · > 0,
counted according to their multiplicities. Let V∞,+ denote the linear span of the
eigenvectors of A and define
θ : Ξ := V∞,+ × V∞,+ → h(V+, A), (x, y) 7→ (x, y, 0).
Then there exist the locally convex spaces Γ →֒ M(h(V+, A)
′) and HΞ,∞ →֒ H :=
L2(V−, γ) such that the following assertions hold:
(1) Γ and θ are compatible.
(2) The Schro¨dinger representation π : H(V+, A) → B(L
2(V−, γ)) satisfies the
orthogonality relations along θ.
(3) For the Hilbert space obtained as the completion of Γ we have
Γ2 ≃ L
2
(
R
N × RN,
(⊗
j∈N
dγ1/2
)
⊗
(⊗
j∈N
dγ1/8t2
j
))
→֒ M(h(V+, A)
′)
and the operator Opθ : Γ2 → S2(L
2(V−, γ)) defined in (3.1) is unitary.
Proof. We shall use the notation of Remark 5.4. For every k ≥ 0 we have ‖vk‖− =
‖Avk‖+ = tk hence, if we denote ek = t
−1
k vk, then {ek}k≥1 is an orthonormal basis
in V−, and we use it to perform the identifications V− ≃ ℓ
2
R
(N) and Vm,− ≃ R
m →֒
ℓ2
R
(N) for m = 1, 2, . . . .
For m ≥ 1 let us denote by
Hm,∞ := {ϕ ∈ L
2(Vm,−, γ˜m) | πm(·)ϕ ∈ C
∞(H(Vm,+, Am), L
2(Vm,−, γ˜m))}
the space of smooth vectors for the representation
πm : H(Vm,+, Am)→ B(L
2(Vm,−, γ˜m)) = B(L
2(Rm, dγ˜m))
where dγ˜m is the Gaussian measure on R
m as in Proposition 4.5. (See for instance
[Nee10] and the references therein for differentiability of vectors in Lie group rep-
resentation theory.) It is clear that the operators of the type (5.1) take Hm,∞ into
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Hm+1,∞. We thus get an inductive limit of Fre´chet spaces continuously and densely
embedded into an inductive limit of Hilbert spaces,
HΞ,∞ := ind
m→∞
Hm,∞ →֒ ind
m→∞
L2(Vm,−, γ˜m) = L
2(V−, γ).
It is well known that for every m ≥ 1 the representation πm satisfies the orthogo-
nality relations along the mapping
θ|Hm,∞×Hm,∞ : Hm,∞ ×Hm,∞ → h(Vm,+, Am)
and the corresponding unitary operator (see (3.2)), denoted by
Wm : L
2(Vm,−, γ˜m)⊗¯L2(Vm,−, γ˜m)→ L
2(Rm × Rm),
is given by Wm = (Um ◦Tm ◦Sm)
−1, where we use the notation of Proposition 4.5.
It follows by that proposition that for the Gaussian Radon measures µ1 :=
⊗
j∈N
dγ1/2
and µ2 :=
⊗
j∈N
dγ1/8t2
j
on RN we obtain a unitary operator
W = ind
m→∞
Wm : L
2(V−, γ)⊗¯L2(V−, γ)→ L
2(RN × RN, dµ1 × dµ2).
By using Remark 5.5 we now obtain natural continuous injective linear maps
L2(RN × RN, dµ1 × dµ2) →֒ L
1(RN × RN, dµ1 × dµ2)
→֒ M(RN × RN)
→֒ M((V+ × V+)
′alg)
≃M((V+ × V+)
′)
→֒ M(h(V+, A)
′).
Finally, if we define
Γ :=W(HΞ,∞ ⊗HΞ,∞)
endowed with the topology which makes the linear isomorphism
W : HΞ,∞ ⊗HΞ,∞ → Γ
into a topological isomorphism, then it is easily seen that Γ and the mapping θ are
compatible, and this concludes the proof. 
Remark 5.7. The infinite-dimensional pseudo-differential calculus of [AD96] and
[AD98] can be recovered as a special case of the operator calculus from our Def-
inition 3.4 for the Schro¨dinger representations introduced in Definition 5.2 above.
Compare for instance [AD98, Prop. 3.7].
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