In this paper, the properties of positivity, excitability and transparency are discussed in time-invariant time-delay continuous-time systems subject to constant point delays. The properties might be investigated under simple tests on the parameterizations of the given continuous-time positive system and two associated ones. One of these systems is obtained by discretization of the given system while the other one is parameterized with the use of the influence graph of the original system. A dynamic economic Leontief-type model is discussed according to the presented formalism.
Introduction
Positive systems are characterized by the feature that its relevant signals are non-negative for all time. In particular, the property of external positivity means that all the components of the output is non-negative for all non-negative input and the property of internal positivity means that all the components of both the state and the output are non-negative for non-negative input and initial conditions, [1] [2] [3] [4] [5] [6] [7] [8] [9] . Positive systems are very relevant in some continuous-time and discrete-time problems of the common life which cannot be described by negative signals, like, for instance, population dynamics evolutions, prey-predator problems, biological problems, chemostat devices, etc. Internally positive (usually referred to as positive) systems have non-negative control, output and input-output interconnection matrices (i.e. all the entries of those matrices are non-negative) and, furthermore, their matrix of dynamics is a so-called Metzler matrix (i.e. all its off-diagonal entries are non-negative), [1, 5] . Some major facts associated with internally positive systems which make very peculiar from the point of view of systems theory are the following ones:
(1) Internal positivity is always associated to real eigenvalues of the dynamics of the system. Otherwise, some state-solution trajectories possessing sub-trajectories inside the first quadrant of the appropriate two-dimensional phase plane of the phase space with conjugate complex eigenvalues would leave such a quadrant locally around the zero equilibrium at certain time intervals. The reason is the presence of vortex or focus equilibrium points for the pair of coordinates defining such a phase plane. Under state/output feedback, this would result also in controls having negative values at certain time intervals, [10] . This would result in the system not being internally positive. (2) Internal positivity is dependent on the chosen state-space realization in the sense that if a state-space realization is internally positive another one related to it via a non-singular transformation might not be internally positive. For instance, a canonical Jordan realization with real (simple or multiple) eigenvalues with all the components of the control and output matrices being non-negative is internally positive. However, if all the coefficients of its characteristic polynomial are positive, which is always the case if the system is stable, then its algebraically equivalent companion controllability canonical form is never internally positive since the entries of the last row of its dynamics matrix are always negative. (3) Stability and internal positivity might be properties in conflict as emphasized in the above discussion since a stable canonical controllability state-space realization cannot be internally positive although the algebraically equivalent stable canonical Jordan form leading to the same associate transfer matrix is internally positive.
On the other hand, many dynamic systems common in nature have associated delays which may be internal (i.e. in the state) or external (i.e. in the input or output), [11] [12] [13] [14] [15] [16] . Examples of systems subject to delays are abundant in the literature like, for instance, transportation problems, population growth problems, electric power transmission to large distances, peace-war models, chemical processes, heat exchangers and some biological problems like, for instance, the sunflower dynamics, [10] . A lot of scientific work is being devoted in this last years to the study of the basic properties of such systems like, for instance, observability, controllability, stabilizability, closed-loop stabilization and model-matching as well as the use of the associate formalism in practical control implementations [17] [18] [19] [20] [21] [22] [28] [29] [30] . A major drawback to cope with time-delay systems from an analytical pointy of view is that internal delays make a dynamic system to become infinite-dimensional then possessing infinitely many associated modes [11] [12] [13] . This paper is devoted to investigate the so-called excitability and transparency properties of time-invariant systems subject to constant point delays for which the existing background results in the field are rather scarce. The excitability is the system capability of exciting all its state variables (i.e. none of them remains identically zero for all time) while being initially at rest by application of some positive input. Transparency is the property of exciting all the output components of the unforced response by any given positive function of initial conditions. Excitability of the output components rather than all the state variables will be referred to as external excitability. The transparency will be referred to as ''weak transparency'' if the excitation of all the output components is only achievable under positive point initial conditions. It will be referred to as ''strong transparency'' or, simply, ''transparency'' if any positive initial condition of a subinterval of non-zero measure of its definition domain excites all the output components. This subdivision is inherent to the fact that the system is subject to delays. The paper is organized as follows. Some notation is now included in this introductory section. Section 2 is devoted to characterize the class of systems dealt with and their state-trajectory solutions. Section 3 is devoted to the characterization of the positivity property in multi-input multi-output (MIMO) linear time-invariant systems under internal point delays by using an appropriate analytical evolution operator for the unforced system as well as a C 0 -semigroup for the delay-free unforced system. Both operators are used to build the unique state-space trajectory for each given function of initial conditions. Section 4 is concerned with characterization of the properties of excitability, external excitability and weak and strong transparency in the system. Some appropriate tests are derived to check those properties based on the system parameterization for both the dependent on and the independent of the delay cases. Parallel tests for the related properties of the given system based either on those of the system associated with the influence graph of the original system or on those of the discretized original system are also derived. Section 5 studies some of the properties characterized in the theoretical presentation on a tested example based on a Leontieff (often spelled out as Leontief) economical linear model of production, [25, [31] [32] [33] . Finally, conclusions end the paper.
Notation
R + is the set of non-negative real numbers, R p þ (p being a positive integer) is the Cartesian product p times of R + . The vector function vðtÞ 2 R p þ for some t P 0 if all its components are non-negative at t 2 R + . The matrix Q 2 R mÂn þ if it is of order m · n, with all its entries being non-negative. R À = R/R + is the set of nonpositive real numbers. Note that R = R + [ R À and 0 2 (R + [ R À ). Vectors and Matrices are non-positive (being, respectively, in R p À and Q 2 R mÂn À Þ if they have non-positive entries. C, C + and C À are the set of complex numbers and its subsets of non-negative, negative and negative real parts, respectively. C r is the subset of C with elements with real parts not exceeding r.
• A matrix Q 2 R mÂn þ is said to be positive (denoted by Q > 0) if it has at least a positive entry.
• A matrix Q 2 R mÂn þ is said to be strictly positive (denoted by Q ) 0) if all its entries are positive. Similarly, a vector v 2 R p þ is said to be positive (denoted by v > 0) if it has at least a positive component. It is said to be strictly positive (denoted by v ) 0) if all its components are positive.
• A real square matrix Q = (Q ij ) 2 R n·n is said to be a n-Metzler matrix, denoted by, Q 2 M n E , if and only if all its off-diagonal entries satisfy Q ij P 0 for all i; jð6 ¼ iÞ 2 n :¼ f1; 2; . . . ; ng. A matrix Q = (Q ij ) 2 R n·n is said to be a M-matrix of order n, denoted by Q 2 M nÂn M , if and only if all its entries satisfy Q ii P 0 and Q ij 6 0 for all i; jð6 ¼ iÞ 2 n ¼ f1; 2; . . . ; ng.
• W 2 L [Àh,1) (R n ) denotes a matrix function W : [Àh, 1) ! R n as a member of the set of linear operators L(R n ) on R n for each t 2 [Àh, 1). Such a class of operators are relevant to characterize the evolution operators of dynamic systems with point internal delay h > 0.
• Given a matrix function G : [0, 1) ! R p·q then their Laplace and Fourier transforms are b G : C ! C pÂq and b G : ðÀj1; j1Þ ! C pÂq (j ¼ ffiffiffiffiffiffi ffi À1 p being the imaginary complex unit), respectively, provided that they exist. The same notation b G is used for both of them while the meaning is easily deduced depending on context [24] .
Dynamic system with point time delay
Consider the linear and time-invariant system subject to a point delay h P 0: , with x 0 = x(0) = u(0), is a piece-wise continuous real n-vector function of initial conditions with eventual bounded discontinuities on a subset of zero measure of its definition domain. It is assumed for coherency that neither B nor C is identically zero. The unique state-trajectory solution of (1) is given by the expressions: 
for all t P 0, with x(t) u(t) for t 2 [Àh, 0] , where e At is a C 0 -semigroup generated by the infinitesimal generator A and U (t) is the unity step (Heavyside) function. Eqs. (3) can have bounded discontinuities at t = 0. The strong convolution analytic evolution linear operator W h 2 L [Àh, 1) (R n ) is subject to 
for any t 1 ; t with 0 6 t 1 6 t 6 h ð7bÞ
Proofs of theorem (3)- (7). Eq. (3a) follows directly from building the state-trajectory solution of (1) from the auxiliary homogeneous system _ z A ðtÞ ¼ Az A ðtÞ with z(0) = x(0) = x 0 = u(0) and C 0 -semigroup e At of infinitesimal generator A by considering the forcing term v(t) = A 0 x(t À h) + Bu(t) for t P 0 subject to x(t) = u(t) for t 2 [Àh, 0]. The uniqueness follows directly from Picard-Lindelö f theorem since (1) (4) , is used to calculate the state-trajectory solution of (1) from the auxiliary homogeneous system _ zðtÞ ¼ AzðtÞ þ A 0 zðt À hÞ, subject to initial conditions z(s) u(s) for s 2 [Àh, 0]. Since the solution is unique Eqs. (3) are identical. The time-integration of (4) yields directly the first equation of (5) provided that-W h (0) = I n and W h (t) = 0 for t 2 [Àh, 0). Eq. (6a) follows directly from Eqs. (5) and (6b) follows directly from (5) and (6a). Thus, Eq. (1) and Property 1 have been fully proved. Now, substitute Eq. (3b) and t = t 1 into Eq. (3d) for any t P t 1 P h with u 0 leading to:
since u : [Àh, 0] ! R n is an arbitrary piecewise continuous vector function, Property 2 follows by equalizing (3b) for u 0 with (8) . h Note that the strong evolution operator W h : [Àh, 1) ! R n·n is only a C 0 -semigroup for pairs t 1 , t fulfilling 0 6 t 1 6 t 6 h from Eq. (7).
Positivity
The following definitions characterize two basic concepts of positivity of dynamic systems: 
Proof
(i) The unique state-trajectory solution and output for h = 0 and x(0) = x 0 P 0 are:
ðAþA 0 ÞðtÀsÞ BuðsÞ ds P 0; yðtÞ ¼ CxðtÞ þ DuðtÞ P 0 for any u 2 PCðR þ ; R m þ Þ since e ðAþA 0 Þt > 0 for all t P 0 because ðA þ A 0 Þ 2 M n E , x 0 P 0; and B > 0, C > 0 and D P 0. Then, the system S 0 is positive. The necessity is proved by contradiction as follows:
• If 0 5 D 6 0 and x 0 = 0 there is u > 0 with y i (t) < 0 for some i 2 p, some t 2 R + so that the system S 0 is not positive.
• If 0 5 C = (C ij ) 6 0 then there is at least an entry C ij < 0 to C for some i 2 p; j 2 n. Then by taking u 0 and x 0 > 0 with the only initial non-zero component x 0j = 1, for some j 2 n, it follows that y i (0) = C ij < 0 so that the system S 0 is not positive.
• If 0 5 B = (B ij ) 6 0 then there is at least an entry B ij < 0 to B for some i 2 n; j 2 m. Take u i 0 for all n 3 i 6 ¼ j and u j (t) = c > 0 for all t 2 R + . Thus, for any t e > 0,
for some n ki 2 (0, t e ) what follows from the mean value theorem for integrals since
nÂn ðt e Þ with o n·n (t e ) being a real square n-matrix of sufficiently small entries verifying lim te!0 ðo nÂn ðt e ÞÞ ¼ 0. Thus, there x 0 2 R n þ exists a sufficiently small t Ã e > 0 such that y k (t e ) < 0 for all t e 2 ð0; t Ã e Þ so that the system S 0 is not positive.
þ such that xðtÞ 6 2 R n þ for u 0 and some t 2 R + so that the system S 0 is not positive.
(ii) First, note that A 2 M n E ; A 0 P 0 ) ðA þ A 0 Þ 2 M n E so that Property (ii) guarantees that Property (i) holds for h = 0. The sufficiency part of the property 8iðj 6 ¼ iÞ 2 n is obvious from Eq. (3a) since
The necessity part is proved by contradiction by taking u 0, x 0 = 0, u j (t) = c uj > 0 and u i (t) = 0 for some j 2 n; 8ið6 ¼ jÞ 2 n, t 2 [Àh, 0) and any t 2 [e, h] for some small real e 2 (0, h) and any arbitrary h > 0. Assume that the (i, j) entry to A 0 , A 0ij < 0, some i; j 2 n so that direct calculus yields for the ith component of x(t) from (3a), since t 6 h, and take a small t e 2 [e, h]
from the mean value theorem for integrals for some set 0 n i k 2 (0, t e ) as t e ! 0; i; k 2 n, since the diagonal (respectively, off-diagonal) entries of e At are unity (respectively, zero) at t = 0. Then, for any sufficiently small t e , x i (t e ) < 0 and S h is not positive so that the necessity of A 0 P 0 follows for any delay h > 0. The remaining necessary conditions follow from their necessity for h = 0 proved in Property (i). (iii) From (3b), the system S h is positive if
for all t 2 R + . Necessity might be proved by contradiction follows by taking a zero input and a zero function of initial conditions except u(0) = x 0 > 0. From (3b), x(t) = W h (t)x 0 . Assume that W hij (t) < 0 and take x 0j = 1 as the only non-zero component of x 0 for some arbitrary j 2 n. Then x i (t) = W h i j (t) < 0 and the system S h is not positive. The first part of the proof is complete since j 2 n is arbitrary. The second one follows since W h ðtÞ 2
ðAþA 0 Þt for all t 2 R + since S 0 is positive since S h is positive independent of the delay. h
The transfer matrix of the system S 
Proof. Property (i) follows since the given condition is identical to the impulse response matrix
G h (t) of S h to fulfill G h (t) 2 R pÂm þ , "t 2 R +
which holds if and only if S h is externally positive. Property (ii) is an immediate conclusion of Property (i). h
Note that for external positivity (i.e. non-negativity of the output vector for non-negative initial conditions and input), the conditions of Theorem 1 (iv) (i.e. non-negativity of the state vector under similar conditions) are not either necessary or sufficient. Note also from Theorem 2 (i) and (ii) that if S 0 h is not externally positive but D > 0 fulfils ðD À G 0 h ðtÞÞ 2 R pÂm þ , "t 2 R + then S h is externally positive and if the above condition holds independent of the delay then S h is positive independent of the delay. Finally, note that (internal) positivity also implies external positivity as in the delay-free case, [1, 5] .
Excitability and transparency
Excitability is the property that the zero initial-state response of all the components input reach the first orthant under a finite time under some non-negative input, [5] . More precisely, the following definitions will be then used throughout this section.
Definition 3.
A positive system S h is internally excitable, or simply excitable, if and only if each state variable can be made positive in some finite time by applying an appropriate uðtÞ 2 R m þ , "t 2 R + non-negative input to the system initially at rest; i.e. u(t) = 0, "t 2 [Àh, 0]. S h is excitable at time T(>0) 2 R + if and only if x(t) ) 0 under the above conditions. Definition 4. An externally positive system S h is externally excitable if and only if each output component can be made positive in some finite time by applying an appropriate uðtÞ 2 R m þ , "t 2 R + to the system initially at rest. S h is externally excitable at time T(>0) 2 R + if and only if y(t) ) 0 under the above conditions.
Definition 5
(1) A positive system S h is strongly internally excitable (abbreviated as strongly excitable), if and only if each state variable can be made positive in some finite time by applying an appropriate uðtÞ 2 R m þ , "t 2 R + with (m À 1) of their components being identically zero to the system initially at rest. S h is excitable at time T(>0) 2 R + if and only if x(t) ) 0 under the above conditions. (2) An externally positive system S h is externally strongly excitable if and only if each output component can be made positive in finite time by applying an appropriate uðtÞ 2 R m þ , "t 2 R + with (m À 1) of their components being identically zero to the system initially at rest. S h is externally strongly excitable at time T(>0) 2 R + if and only if y(t) ) 0 under the above conditions. Note from the above definitions and Eqs. (3) that identically zero inputs cannot excite any state/output component if the system is initially at rest. Note also that if a positive (externally positive) system S h is strongly excitable (strongly externally excitable) then it is also excitable (externally excitable) since strong excitability is achievable by some test input with only one non-identically zero component. It is wellknown that the dynamic system _ z A ðtÞ ¼ Az A ðtÞ is excitable if and only if
Theorem 3. Assume that S h is positive with A 2 R nÂn þ . Then, the following properties hold: for i = 0, 1, . . . , n À 1 and any h P 0. Such a condition is sufficient for S h to be strongly excitable from any input component at some time T 2 (0, h) for any delay h P 0. S h is strongly excitable independent of the delay from the input component u j ðj 2
where B j is the jth column of B. (ii) S h is externally strongly excitable, and then externally excitable, from any input component independent of the delay if
Such a condition is sufficient for S h to be externally strongly excitable from any input component at some time T 2 (0, h) for any delay h P 0. S h is externally strongly excitable independent of the delay from the input component u j ðj 2 . . . ; B j k ; j 2 a k ; j i ; k 2 mg and associate indexing set
which are each combination of any number k 2 m of columns of B, the total number of sets being a ¼ P m k¼1 a k . Then, S h is excitable independent of the delay if P nÀ1 i¼0 P k2J kj A i B k ) 0 for some j 2 a k , and at least one k 2 m. Also, S h is guaranteed to be excitable independent of the delay with some (non-strictly) positive input u 2 R m þ if the above condition holds for some j 2 a k for at least one k 2 m À 1. S h is externally excitable independent of the delay if
for some j 2 a k , and at least one k 2 m. Also, S h is guaranteed to be externally excitable independent of the delay with some (nonstrictly) positive input u 2 R m þ if the above condition holds for some j 2 a k for at least one k 2 m À 1.
Àhs
, B] = n for all s 2 C then S h is spectrally controllable and then excitable. If rank[sI n À A À A 0 e Àhs , B] = n for all s 2 C such that det(sI n À A À A 0 e Àhs ) = 0 then S h is spectrally controllable and then excitable. The above rank conditions are equivalent to the controllability Grammian C½0; t
h ðt À sÞ ds to be non-singular for "t P T 0 for some T 0 > 0. ] = n for all s 2 C and some i 2 m then S h is spectrally controllable and then strongly excitable from the ith input component. The above rank condition is equivalent to the controllability
ðt À sÞ ds associated with the ith input component to be non-singular for "t P T 0 and some T 0 > 0. If there is some i 2 m such that there is no pair (s, z) 2 C · C and no
implying that rank [sI n À A À A 0 z, B i ] < n then S h is spectrally controllable and strongly excitable from the ith input component [It suffices to check only pairs (s, z) 2 C · C such that det (sI n À A À A 0 z) = 0].
Proof. (i) Define recursively the set of functions: Eqs. (9) and (10) imply that g n ðtÞ ¼ xðtÞ þ P n i¼1 x Ii ðtÞ. Take any constant input (10) for any k u possessing at least one non-zero component since P nÀ1 i¼0 A i B ) 0, x 0 = 0 and k u > 0. Since the state of S h is nth continuously differentiable at t = 0, there is a sufficiently small t c > 0 such that g i (s) ) 0 for s 2 (0, t c ) and i 2 n since g i (t) is continuous and obtained by ið2 nÞ successive integrations from g 0 (s) for s 2 (0, t c ). Then, g n ðtÞ ¼ xðtÞ þ P n i¼1 x Ii ðtÞ ) 0 ) x Ii ðtÞ ) 0 for i 2 n, t 2 (0, t c ) so that x(t) ) 0, "t 2 (0, t c ). As a result, S h is strongly excitable from any input component if P nÀ1 i¼0 A i B ) 0; i.e. if the auxiliary delay-free system _ z A ðtÞ ¼ Az A ðtÞ is strongly excitable from any input component. If h > 0 then S h is excitable at some T 2 (0, t c ) (0, h). Finally, P nÀ1 i¼0 A i B i ) 0 is a sufficient condition for strong excitability from the ith component of u since
is proved with a similar reasoning by using the replacements
, g i ðtÞ ! g Yi ðtÞði 2 n [ f0gÞ and the same input leading to g Y 0 ð0Þ ¼ P nÀ1 i¼0 ðCA i B þ DÞk u ) 0. Property (iii) follows directly by noting that a m = 1 is the number of m combination of columns of B so that J B m1 ¼ fB 1 ; . . . ; B m g. Then, if the strict positivity sufficiency-type condition of Property (i) is equivalent to
Bk u ) 0 with k uj P 0 and at least one component being non-zero. Then,
The parallel condition for external excitability may be proved under similar reasoning.
(iv) rank [sI n À A À A 0 e Àhs , B] = n for all complex s is a necessary and sufficient condition of spectral controllability of S h (extended Popov-Belevitch-Hautus rank controllability test, [36] ). Since it always holds for all s 2 C such that det(sI n À A À A 0 e Àhs ) 5 0, it suffices to test it only at the poles of the transfer function b G h ðsÞ of S h . Since S h is continuous-time, controllability to the origin is fully equivalent to reachability. Thus, since the system is positive and reachable under the above rank condition any arbitrary strictly positive constant state may be reached in finite time (although not necessarily under a positive control). Since the system is controllable, the controllability Grammian C½0; t
h ðt À sÞ ds is positive definite (and then non-singular so that it possess at least one non-zero entry per row) for all t P T 0 , some T 0 > 0, and positive. Then, a control input
n of initial conditions to the state
h ðt À sÞ dsÞv ) 0, "t P T 0 and S h is excitable. For strong excitability, the ith controllability Grammian
h ðt À sÞ ds associated with the ith input is non-singular under the corresponding rank condition so that the result follows for a control input u j (s) = 0 for 8jð6 ¼ iÞ 2 m and
The proofs for external excitability and strong excitability follow in similar ways. h If S h is positive (externally positive), no state and output (output) component may be negative at any time. As a result, excitability holds if all the state and output (output) components are guaranteed to be non-null at some time for any state (output) trajectory initially at rest. Then, from similar arguments as those used in the proof of Theorem 3[(i)-(iii)], Theorem 3(iii) may be extended as follows without requiring the non-negativity of the A-matrix which has only to be Metzler.
Corollary 1.
and then Theorem 3 cannot be applied. Note that the discretized system S d hT obtained from S h for any sampling period T > 0 under a zero-order hold is described by the state-space model:
with x k x(kT), y k y(kT), u k u(kT), u(t) = u(kT + s), "s 2 [kT,(k + 1)T] and:
The following assertion holds:
Assume that S h is positive and T 2 (0, h) for a given h > 0 or T > 0 is arbitrary for h = 0. Then the discrete S d hT is positive with
þ for all non-negative integer k if S h is positive since the strong evolution operator W h (t) and the C 0 -semigroup e AT are both positive, and v k 2 R n þ , "k P 0. h Another continuous-time dynamic system closely related to S h is that defined from its influence graph C possessing a set of g = n + m + p + 1 nodes named as follows: f0g 2 R m ; 1; 2; . . . ; n; fn þ 1g 2 R The first m-(zero named) nodes are referred to the m-vector input with its components u 1 to u m ordered from 1 to m, the next n refer to each state variable x 1 to x n and the last [(n + 1) named] nodes correspond to the ordered output components y 1 to y p The connection arcs (i, j) in-between nodes are defined by the matrix quintuple ðA t ; A T 0 ; B t ; C t ; D t Þ defined as follows:
iÞ from x j ðtÞ to x i ðtÞ in C and A C ij ¼ 0; otherwise; 8i; j 2 n:
iÞ from x j ðt À hÞ to x i ðtÞ in C and A C 0ij ¼ 0; otherwise; 8i; j 2 n:
iÞ from u j ðtÞ to x i ðtÞ in C and B C ij ¼ 0; otherwise; 8i 2 n; 8j 2 m:
The subsequent result follows directly from (13):
Assertion 2. If S h is positive then the continuous-time system
is positive with A C 2 R nÂn þ . The strong evolution operator associated with (14) is W C h : ½Àh; 1Þ ! R nÂn which satisfies differential and integral constraints similar to (4) and (5) (ii) S h is externally strongly excitable from any input component independent of delay if 3) S h is externally excitable independent of the delay if P
for some j 2 a k , and at least one k 2 m. Also, S h is guaranteed to be externally excitable independent of the delay with some (non-strictly) positive input u 2 R m þ if the above condition holds for some j 2 a k for at least one k 2 m À 1. S h is externally excitable if P Note that the excitability property might be achievable for times exceeding the system delay which is related to the positivity properties of the strong evolution operator rather than to those of the C 0 -semigroup e At or those of its infinitesimal generator A. In that way, Theorems 3 and 4 can be extended as follows:
Theorem 5. Assume that S h is positive with A 2 R nÂn þ . Thus, the following items hold: (i) (i.1) S h is strongly excitable at some time in [0, h) from any input component, and then excitable, if. S h is strongly excitable at some time in [0, h) from the input component
(i.2) S h is strongly excitable at some time in [h, 2h) from any input component, and then excitable, if
S h is strongly excitable at some time in [0, h) from the input component u j ðj 2 mÞ if
3) S h is strongly excitable at some time in [2h, 1) from any input component, and then excitable, if
S h is strongly excitable at some time in [h, 2h) from the input component u j ðj 2 mÞ if and only if
(ii) (ii.1) S h is externally strongly excitable at some time in [0, h) from any input component, and then excitable, if 
2) S h is externally strongly excitable at some time in [h ,2h) from any input component, and then externally excitable, if and only if
S h is externally strongly excitable at some time in [0, h) from the input component u j ðj 2
3) S h is externally strongly excitable at some time in [2h, 1) from any input component, and then externally excitable if and only if
S h is externally strongly excitable at some time in [h, 2h) from the input component u j ðj 2 mÞ if and only if
(iii) (iii.1) S h is excitable at some time in [0,h), and then excitable, if
Þ, and at least one k 2 m.
(iii.2) S h is excitable at some time in [h, 2h), and then excitable, if
for some j 2 a k ¼ ð m k Þ, and at least one k 2 m. (iii.3) S h is excitable at some time in [2h, 1), and then excitable, if and only if (iv) (iv.1) S h is externally excitable at some time in [0, h), and then excitable, if P k2J kj
Þ, and at least one k 2 m. (iv.2) S h is externally excitable at some time in [h, 2h), and then excitable, if
for some j 2 a k ¼ ð m k Þ, and at least one k 2 m.
(iv.3) S h is externally excitable at some time in [2h, 1), and then excitable, if and only if (5)- (7) which lead in particular to: and so recursively from i = 0 to i = n. For excitability/external excitability beyond the second delay interval, the proofs follow with the replacements x Ii (0) ! x Ii (2h), g i (0) ! g i (2h) and W ðiÞ ð0Þ ! W ðiÞ ð2hÞði 2 n [ f0gÞ. The conditions for excitability/external excitability at times in [2h, 1) are also sufficient since the strong evolution operator/impulse response (for external excitability) is positive. This follows directly by contradiction since, if the corresponding condition fails, there are state/output components never excited for any given positive input. Property (v) follows in the same way by using the fact that the dynamic system S C h associated with the influence graph of S h is positive if and only if S h is positive with
The detailed proof is omitted since it is almost identical to that of Theorems 3 and 4. h
The conditions for excitability results might also be formulated in integral form by using the positivity property of the strong evolution operator. Apart from sufficiency-type conditions for excitability in integral form, necessary and sufficient conditions are derived independent on the time interval required for the state trajectory initially at rest to reach the first orthant. These features are addressed in the subsequent result. 
and also if and only if
for some t > 0, some j 2 a k , and at least one k 2 m.
Sketch of proof:
The ''sufficiency part'' of excitability proofs are similar to those appearing in Theorems 3 and 4 since the strong evolution operators W h and W The ''only if part'' of (ii) for external excitability follows in the same way by taking some output component which should be identically zero in case of failure establishing the contradiction. The ''only if part'' of (iii) follows also by contradiction. Assume that for all non-empty proper or improper subset J kj of m, there is at least one i 2 n such that the ith component of P
This implies that x i (t) = 0; "t 2 R + for any uðtÞ 2 R m þ and any state-trajectory initially at rest so that the system is not excitable. The parallel condition based on the associate system S C h is similar. The necessity condition in (iv) for external excitability is proved in a similar way by taking some output component which has to be identically zero in case of failure establishing the contradiction. h Remark 1. Note that for t 2 [0, h], the following identities apply to some of the expressions in Theorem 6:
where b i ðtÞ ¼ R t 0 a i ðsÞ ds are real functions and a i (t) (i = 0,1,. . . , n À 1) are linearly independent real functions on R + which are uniquely obtained on [0, h] from the linear system of n equations: AT is a matrix function of its infinitesimal generator A. Also, Note that the various properties of Theorems 5 and 6 are formulated with the strong evolution operator for any time. Then, such properties do not imply that instantaneous excitability/external excitability of all the state/output components follows under some positive input except in the delay-free case. Therefore, instantaneous excitability of all components only a sufficient (but not necessary) condition for excitability as addressed in Theorems 3 and 4. In particular, excitability of some of the state/output components might be achieved after a time interval exceeding the delay h through couplings with the delayed dynamics of previously excited components. The minimum time interval after which excitability of all the state/output components is achieved might be delay-dependent even if excitability is independent of delay. This is the case of the subsequent simple example. The transparency is the property which guarantees that for any positive state, all the output components are positive. For the system S h , it is defined precisely as follows:
Definition 6. A positive system S h is said to be weakly transparent if and only if each free output response can be made positive in some finite time for any given x 0 2 R n þ , "t 2 R + non-negative input to the system initially at rest; i.e. u(t) = 0, "t 2 [Àh, 0]. S h is excitable at time T(>0) 2 R + if and only if x(t) ) 0 under the above conditions. Definition 7. A positive system S h is said to be strongly transparent (or simply transparent) if and only if it is weakly transparent and, furthermore, each free output response can be made positive in some finite time for initial conditions x 0 = u (0) = 0, 0 < uðtÞ 2 R n þ , for all t on some subinterval of finite measure of [Àh, 0).
Note that weak transparency only depend on point initial conditions while strong transparency applies to arbitrary initial conditions. The following result related to transparency of S h is given: Theorem 7. Assume that S h is positive with A 2 R nÂn þ . Then, the following items hold:
! e i 6 ¼ 0; 8i 2 n; 8j 2 p:
(iii) S h is weakly transparent if and only if A 0 e i 6 ¼ 0 8i 2 n; 8j 2 p then y j (t) > 0 for some t 2 [0,h) any R þ n 3 uðtÞ ¼ c u 6 ¼ 0 (and constant with no loss in generality) even if x 0 = 0. Such a condition is guaranteed from Eqs. (3)- (5) if
The weak transparency of Property (ii) follows in the same way by noting that
Þe i 6 ¼ 0; 8i 2 n; 8j 2 p implies that y(h + ) ) 0 for any x 0 > 0 and any (28) . Finally, the ''sufficiency part'' of weak transparency of Property (iii) holds since 
A 0 e i ) 0; 8i 2 n; 8j 2 p; from (29), what implies that y(2h + ) ) 0 for any x 0 > 0 and any function uðtÞ 2 R n þ for t 2 [Àh,0). The ''necessity parts'' of (iii) for weak transparency and transparency follow directly by contradiction. If [31] [32] [33] ). Leontieff models in Economics are usually positive [25] . A typical timeinvariant delay-free (except for the one-step discrete delay inherent to discretization) discrete Leontieff model is:
where f k denotes f(kT) for the kth sample at time t = kT with sampling period T, and:
• A d 2 R n·n is the material input-output matrix (inclusive of wear and tear of fixed capital goods or rather deprecation).
n·n is the consumption matrix, which coincides with A d if E d = 0, i.e. the system is either in the standard or in the generalized standard cases, [1] . If E d is singular, the problem is singular and has to be investigated through descriptor models. A consumption matrix C d is called productive if
• D dk = B d u k is the mth demand matrix (or matrix of final deliveries) excluding fixed capital investment at sampled time t = kT. B d is a real matrix of appropriate order which links the primary control input u k with the demand matrix. • x k is the nth production vector at time t = kT which is the state of the dynamic system. The above model is endogenous if the control matrix B d is zero and exogenous, otherwise. The discrete Leontieff model has a continuous-time counterpart as discussed in [31] [32] [33] and many other papers. In the following, a continuous-time Leontieff model in standard form subject to a point delay is discussed in the context of the formalism presented in this paper. The meaning of considering internal delays is to take account of real delays in the production vector then causing associate delays in the deliveries in the production process. Delays usually cause infinity spectra in the dynamic models which can be made finite under certain conditions by the synthesis of appropriate controllers (see, for instance, [34, 35] which is productive in the absence of demand since each of its row adds less than unity so that (I 3 À A d ) À1 ) 0. Such a discrete model is easily seen to be positive. A delay h 2 (0, T) is admitted in the continuous-time model to incorporate possible real delays in the supplies. The coefficients a ij , b ij are incorporated in the matrices A and A 0 for generality purposes. For instance, if b ij = 1 À a ij then there is no delay in the gain coupling the dynamics of x j to that of x i if a ij is unity. If all a ij = 1 then all b ij = 0 so that the continuous model is delay-free. If all a ij = 0 then all b ij = 1 and there is always a delay h in the model. Note also that if a ij P 0, b ij P 0 and B ij P 0 then the continuous-time model is positive independent of the delay (i.e. for any delay h 2 [0, 1) from Theorem 1 since A is a Metzler matrix, C > 0, D = 0, A 0 P 0 and B P 0. The continuous-time system is both positive and stable independent of the delay size if:
(a) a ii > 0, a ij P 0; i; jð6 ¼ iÞ 2 3 and b P b ij P 0; i; j 2 3 with sufficiently small b (b) 10 > (c) The absolute value of the stability abscissa of A is larger than the absolute value of the matrix measure of A 0 since A is a stability diagonal dominant matrix and all the eigenvalues of the unforced continuoustime system have (strictly) negative real parts under the above conditions.
If at least one of the diagonal entries of A is zero or positive, then the system becomes critically stable or unstable, dependent on the remaining parameters, for all delays. However, it is still a positive system from Theorem 1 since A, although still is a Metzler matrix, is not already a stability matrix. The positive system is generically excitable from Theorem 5 for almost all values of the coefficients a ij and b ij , and entries B ij of the matrix B. However, the property does not hold for all the parameterizations compatible with positivity. For instance, if a ij = b ij = b ik = 0 for some i 2 3, all jð6 ¼ iÞ 2 3 and k = 1, 2 then x i (t) = 0 for all t P 0 for any non-negative input provided that u 0. However, if a ij = b ik = 0 for some i 2 3 and k = 1, 2 but b ij 5 0 for at least one jð6 ¼ iÞ 2 3 then the ith state component is excitable provided that the jth one is excitable. The excitation mechanism is established through the delayed dynamics which couples x i (t) with x j (t À h). If all b ij = 0 for jð6 ¼ iÞ 2 3 but at least one B ik is non-zero for k = 1, 2 then the ith component is still excitable, the excitation mechanism being directly through one of the input components. The system is excitable if all the three state components reach strictly positive values in finite time when being initially at rest. One simple excitability condition is that P 2 i¼1 b i ) 0 which establishes a direct excitation mechanism of the whole state directly from the input. General testable conditions are made explicit in Theorem 5 which made arise directly from the delayfree dynamics, from the delayed one or directly from the input. Loss of excitability of any state component means that the associate production remains identically zero for all time under zero initial conditions which is unsuitable in practice in a well-posed economic model.
Strong excitability means that excitability holds separately from any input component; i.e. the system is excitable (m À 1) input components combined arbitrarily are all zero for all time. If the input is scalar both concepts coincide. Assume that in this example A : 
0, then the system is strongly excitable independent of the delays. Note that P 2 i¼1 b i ) 0 is a sufficient condition for excitability but not for strong excitability. A sufficient condition for positivity with strong excitability independent of the delays is that the parameterizations of the various matrices satisfy: A is a Metzler matrix , A 0 P 0 and . Furthermore, external excitability holds if the system is externally positive and D ) 0. External excitability, respectively, strong external excitability, mean that all the output components take positive values in finite time for some positive control, respectively for any isolated positive control component, under zero initial conditions. In the general firstly described case, since all the state variables are assumed to be available for measurement; i.e. C = I 3 , the third-order identity matrix, those properties coincide, respectively, with excitability, respectively, strong excitability. In this last particular case of the input being scalar, excitability, which still coincides with external excitability since the state and the output are identical, coincides, in addition, with strong excitability/external strong excitability since the input has one component only. Now, assume for instance, that the output is redefined as the first state component, i.e. yðtÞ ¼ e G i ðsÞ at time t. Note that G i : R + ! R + is everywhere continuous so that if it is positive at t 0 2 R + , then it is also positive within some open interval containing t 0 . Thus, we have the following properties:
(a) The system is externally positive independent of the delay if and only if d 1 P 0 and GðtÞ ¼ ðG 1 ðtÞ; G 2 ðtÞÞ t 2 R 2 þ , "t 2 R + . (b) If the system is externally positive independent of the delay then it is externally excitable independent of the delay as well if and only if at least one of the elements of the triplet (d 1 , G 1 (t), G 2 (t)) is strictly positive for some t 0 2 R + , while the remaining ones are non-negative for all time (since the system is still assumed to be externally positive) so that y(t) > 0 at some neighbor time of t 0 for some positive control u(t). A sufficient simple testable condition from the associate system, related to the influence graph, is that the real scalar The system, assumed to be externally positive independent of the delay size, is furthermore externally excitable independent of the delay size if and only if at least one element of the quadruple (d i , G ij (t 0ij )) is strictly positive for some t 0ij 2 R + . A sufficient simple testable condition, obtained from the associate system of the influence graph, is that the real scalar
c t e AðtÀsÞ b ds þ d 1 þ d 2 > 0 for some t 0 2 R + and some real constant e > 0 (this condition is explicit for external excitability for infinity delay which guarantees external excitability independent of the delay) ) R t 0 ðhÞþe t 0 ðhÞ c t W h ðt À sÞb ds þ d 1 þ d 2 > 0 (i.e. external excitability for any delay h with t 0 being, in general, dependent on h). The system being externally positive independent of the delay is externally strongly excitable if and only if for any delay h 2 [0,1) for some t 0i (h), dependent in general on the delay and the input component. Finally, note that the properties of excitability/strong excitability (respectively, external excitability/external strong excitability) independent of the delay guarantee(s) that a positive system keeps the related property of making positive all the state (respectively, output components) for any arbitrary non-negative admissible function of initial conditions for some positive admissible input. Note that the above results are directly extendable for any state, input and output dimensions n, m and p.
The properties of transparency might be tested in a similar way by using the corresponding results of the theoretical formalism which have duality issues with excitability in a similar way as duality between spectral controllability and spectral observability in linear dynamic systems.
Conclusions
This paper has been devoted to the theoretical study of the fundamental properties of positivity (i.e. all the component of the state are non-negative for all time for non-negative controls and initial conditions), excitability (i.e. all the components of the state of a positive system are strictly positive for some finite times for some admissible input under identically zero initial conditions) and transparency (i.e. all the output components are positive at some finite times for any non-zero admissible initial conditions and zero controls) of linear time-invariant systems under constant point lags. Strong excitability/external excitability have also been discussed as related properties obtained separately from each input component. Some extensions have been also formulated for their external positivity/excitability referred in a similar context to the output. Although only one single delay has been considered, the formalism extension for any set of point commensurate or incommensurate delays is direct by the only application of superposition related techniques. A case study has been also presented for a Leontieff-type economic model often used in the mathematical description of some industrial production systems.
