Abstract. Artificial boundary conditions for the linearized incompressible Navier-Stokes equations are designed by approximating the symbol of the transparent operator. The related initial boundary value problems are well posed in the same spaces as the original Cauchy problem. Furthermore, error estimates for small viscosity are proved.
1.
Introduction. Many problems arising in fluid mechanics lead to the resolution of a partial differential equation in an unbounded domain. Depending on the applications, various strategies have been developed.
For stationary flows around a body, integral equations are often used (see for instance [6] ) or we can also bound the domain and prescribe on the artificial boundary the so-called "transparent" boundary condition, i.e., the boundary condition which simulates the missing part of the domain. This boundary condition is integral on the boundary, and the associated initial boundary value problem is solved numerically using either an eigenvalues expansion on the boundary [2] , [22] , [10] or a coupling between finite elements in the interior and integral equations on the boundary 18], [26] .
For time dependent problems, the "transparent" boundary condition is integral in time and space and thus impractical in general. Tremendous research effort has attempted to design useful boundary conditions for inviscid flows. Most of the studies rely on a linearization of the equation near the boundary (for a nonlinear treatment of the problem see [16] and [29] ). Of course in the applications we solve the nonlinear equations in the interior together with the linear boundary conditions. There are two mathematical frames for these studies. On one hand, Engquist and Majda in [8] and [9] designed absorbing boundary conditions with wave propagation tools. On the other hand, Bayliss and Turkel in [4] and [5] used far field expansions. Both works write sequences of boundary conditions that are local (i.e., differential) in time and space on the boundary. This feature is due to the hyperbolicity or quasihyperbolicity of the operators they handle. The problem becomes less clear when it comes to viscous flows. Some numerical answers have been given for compressible fluids (see Rudy and Strikwerda [25] ). On the other hand, calculations have been performed in [11] , [12] , and [19] on the case of a parabolic equation. Moreover, the case of linear advection-diffusion has been treated in [13] . For incompressible flows it is still, as far as we know, an open mathematical question.
Our previous results were announced in [15] . We are concerned here with the incompressible Navier-Stokes equation, The data f and u are supposed to be compactly supported.
All throughout this paper we study the model problem: writing artificial boundary conditions on the hyperplane -, i.e., such that the Oseen equation in the half-space R_ {(x, y)R, x <0} with the boundary condition prescribed on the hyperplane x =0 is an approximation of the Oseen equation in .T his enables us to use the Fourier transform as an essential tool. The problem of designing artificial conditions on a closed artificial boundary will be treated in a forthcoming paper.
In [13] , as a first step, the linear advection diffusion equation has been studied.
This article concluded with a family of approximate boundary conditions that are local in time and space. In contrast, here the divergence-free condition implies a coupling, which makes the analysis more troublesome. In particular, the symbol of the operator to be approximated contains Ikl, with k the dual variable of the tangential spatial variable, and it does not seem easy to approximate this symbol by polynomials or i, ational fractions of low degree in space. Thus, the approximate boundary conditions will be local in time and global in the tangential space variables. In the course of justifying our calculations precisely, we will prove a number of interesting results on the spaces of divergence-free functions on a half space, without a Dirichlet boundary condition.
The analysis is made in 2, but is valid in 3 with slight modifications (see 14] ). In 2, we define the spaces of divergence-free functions in 2 and prove trace theorems on F {(x, y), x 0}. We then introduce the Oseen equation, give the formalism necessary for a variational formulation, and state a well-posedness theorem for the Cauchy problem in R2. We finish by specific trace results for the solution of Stokes equation, which emphasize the regularity of u + u2 ( is the Hilbert transform along the boundary), solution of a heat equation.
In 3 we compute the transparent boundary condition on F according to the following principle: Problem (1.2) in 2 is equivalent (in a sense we will make precise)
to the transmission problem in ll_ x fl+, where ll+/-{(x, y), +x > 0} and +(a. We study the Oseen equation for u+ in fl+, with nonhomogeneous Dirichlet boundary conditions, and prove the well-posedness in spaces where the partial FourierLaplace transform in time and tangential space is permissible. We write then a pseudodifferential relation between u+ and rn(u+) on F. Thanks to the transmission conditions, it leads to the same pseudo-differential relation between u_ and We call it the transparent boundary condition after proving the uniqueness for the related initial boundary value problem in _.
In 4 we design a family of approximations to the transparent boundary condition by approximating its symbol. These approximations are local in time and integral along the boundary. Using the tools developed in the previous sections we prove them to be well-posed with the same regularity as the solution of the Cauchy problem in 2. Even at low order these boundary conditions appear to be good approximations for small viscosity.
Finally in Appendix A, we give some information on Beppo-Levi spaces, and in Appendix B, we show why we cannot use spaces of fast-decreasing functions at infinity in the analysis of the present incompressible problems.
2..Definitions, notations and basic results. In this section, we describe a number of functional spaces which are useful for our study of Stokes problem with an advection term, otherwise called an Oseen system. We need spaces in which we are able to treat nonhomogeneous boundary conditions, and thus transparent and artificial boundary conditions. The typical space is the space of divergence-free functions, which are square integrable, with a square integrable gradient, but without any boundary condition. We give density results relative to these spaces, and corresponding trace results.
Then we give rather classical results on the solution of the Oseen problem, in 2.
Finally, if u is the solution of this problem, and if is the Hilbert transform in the direction x2, the function Ul + u2 has a number of special properties which will be useful everywhere in the sequel. In particular, if the support of the data of the Oseen problem is in the region {Xl--<-X d0), the restriction of Ul + u2 to the boundary {X 0) X X is arbitrarily smooth.
2.1. Classical functional spaces. We use the formalism of [24] in many instances. We define the Sobolev spaces of vector-valued functions:
HS() (HS(f))
N and H() (H(f)) N.
The scalar product and the associated norm will be denoted as for the scalar Sobolev spaces.
We denote the gradient by V, and the divergence by V..
Finally, we will need the Beppo-Levi spaces, defined as follows. 
When fl is a domain with smooth boundary F, the characterization is modified as follows.
where n is the exterior normal to F. This last characterization makes sense because, on the space E(n)={vL2(n)/V v6 L2(n)}, the normal trace v. n is defined, belongs to H/2(F), and the mapping from E(f) to H1/2(F) is onto.
A convenient reference for the above classical results is [28] . Nevertheless, we are interested in boundary conditions which are not Dirichlet boundary conditions, and we introduce spaces which are not classical"
where f/_ is the closed half-plane. Moreover, we introduce (2.5)
The relations between W'(I_), W(f_), and H(f/_) as well as the trace properties of these spaces will be stated below. The results presented here differ from the standard ones in two respects: first, we want to allow for nonzero boundary data; second, the open set f/ contains points at an infinite distance from its boundary. The case with zero boundary data can be found in [28] ; the case where the points of I are at a bounded distance from its boundary can be found in [1] . 
This system is not singular, thus a and vanish identically, and so does the potential 6 thanks to (2.12) . This proves that u is zero, and that the ohogonal of the closure of (a_) in W(a_) is zero.
We have an analogous result for the space H(fl_). 
We will need a partially antisymmetrized form of a, in order to uncouple the boundary part of Green's formula; let (2.26) would be an exercise to extend the existence proof in [28] for the Stokes problem to the present situation. Though the forthcoming proof is quite classical, it does not appear to be written with all the necessary details in the literature of which we know.
Proof We know from [24] that for every positive and finite T, there exists a unique u in L2(0, T; V(2)) with Ou/Ot in L(0, T; V'()) such that (2.32), (ut, v) 
These two estimates show polynomial growth in time. In order to have an estimate on p, we proceed as in [28] . Let
Then V U belongs to L2(0, T; L2 (2)). If we integrate (2.21) in time, we obtain (u(t)-u+(a V)U-vAU, v)=(F, v) Vv in V(2). The expression u( t) u + (a V) U-vA U-F is orthogonal to divergence-free vectors, and belongs to L(0, T; H(I2))+ L2(0, T; H-1(2)), which is included in L2(0, T; H-1(2)). Therefore, there exists P in L2(0, T; BL(H-I(R2)) such that u(t)-u+(a V)U-vAU+TP=F.
If we define p =OP/Ot, we obtain the announced estimate.
For the last statement, we observe that (u, p) is a solution of (2.32)0 if and only if (w, q)= (ue-', pe-'') is solution of (2.32).
Thus, the polynomial growth estimates for u ensure the global estimates for w. There is a regularity result which will be useful in what follows; denote (2.34)
this is a Frechet space, with an obvious topology. The regularity result is as follows:
LEMMA 2.9. Let u belong to H(2), and f to C(+; H (2)). Then, the solution (u, p) of (2.29)-(2.31) belongs to C(+; H (2) (2)).
This result will be proved indeed for the case of the half-plane in the next section. The reader is referred to Proposition 3.1, whose proof can be completely copied to obtain this result. In any case, it is a question of estimating solutions of linear equations with a nice exponentially decreasing behavior, and the proof is an easy application of semigroup theory. Under these assumptions, we will show at Proposition 3.1 that for all such g, (3.2) admits a unique solution u in C(+ x N).
The mapping can be completely described in Fourier variables:
where E is a two-by-two matrix that will be given explicitly in terms of k and to at Corollary 3.3. From this operator , we will define another operator , which is a nice pseudodifferential operator, such that the restriction of the solution of Oseen system to the left half-plane f_ satisfies the variational equation (3.4) s(ut, v)+(u, v)+(g, where s is the scalar product defined at (2.18) and is defined with the help of an explicit matrix L by
The next step is to study the properties of .T his operator is causal, which means that if g vanishes for t-< 0, so does g. This property plus some estimates will enable us to extend to much larger spaces. In view of well-posedness results, we shall prove that has some useful positivity properties; in particular, the symmetrized matrix (L+ L*)/2 is positive semidefinite.
With this detailed study of , we prove an existence and uniqueness result for the solution of 
1= (ul.).
This problem is written in variational form, and, with very smooth data, it admits a solution that is simply the restriction of the full-space problem with initial data extended by zero in f+; the uniqueness will be a consequence of the positivity of the operators. Once we have the uniqueness, we can extend the class of solutions for which we have a solution, and, then, conditions (3.8) may be called transparent.
Most of the time, it will be convenient to replace (3.5) by (3.5) , where (3.5) (u, v)= (u, p)+ u;
here, /x is a positive number. This amounts to considering the system solved by (u, p)e-"t, or, in other words, to extend the frequency to to the half plane Im(to)< O.
This is permissible because we work with causal operators, and we can apply the Paley-Wiener-Schwarz theorem. (3.9) for/z>0, then (ue"t, pe') is a solution of (3.9) for/x =0, with data g,(x2, t)= g(x2, t) e".
We first prove a result of existence and regularity. PgoPosITION 3.1. Let Z be the subspace of '(R) defined by (3.11) Assume that gZ iffgH(R)and o'-1(')) H(R).
(3.12) g 9(I; Z). Then (3.9) possesses a unique solution u, p) such that, (3.13) u L(; H(I)+)), (3.14)
Vu L2(; LE(f/+)), easy to obtain by differentiation and semigroups estimates, and they are global on R.
Details are left to the reader. E1
We now perform the Fourier analysis of (3.9). For simplicity of notation, the frequency variable o) can be real, or complex with negative imaginary part; if needed, it will be denoted r o)-ilz when this negative imaginary part is present. We need a few notations; the differential operator C is given by O2f+ Of and it is not difficult to check that The first result pertaining to the Fourier analysis of (3.9) is as follows. PROPOSITION 3.2. Let (u,p) be the solution of (3.9) . Then The most important consequence of the previous proposition is the following result on the operator, which assigns to the boundary value of u the normal constraint at the boundary. COROLLARY 3.3. Let (u, p) be the solution of (3.9) . Let E be the two-by-two matrix given by (3.38) Ox Putting together this last expression and (3.40), we obtain the matrix E. A distribution which is solution of our equations is equal to the expression l {(Ikl-x)+ i(a2+ Ikl-r)} + :i{ (x-Ikl)-al} up to the addition of a distribution with suppo in {k 0}. This corresponds to the addition of a space independent constant to p, which is natural because p is defined only via its gradient. But, as our problem was obtained through linearization, around a constant velocity field and a constant pressure, this constant is equal to zero.
3.2.
Variational formulation for the problem with transparent condition. To obtain a tractable formulation for the Oseen problem and "transparent" boundary conditions, we will write a variational formulation. The existence of a solution of the variational problem will be ensured by simply taking the restriction of a full-space problem. A functional problem has to be settled in order to justify this formulation; a certain pseudo-differential operator acts on the trace of u on . Originally is defined only on very smooth functions, and it has to be extended to a larger functional class.
After this is done, we have a clean presentation of the problem with "transparent" condition. The quotes will be removed only after uniqueness is proved.
Let/x be strictly positive, let f satisfy the assumptions of Lemma 2.9, and let u equal zero. According to Lemma 2.9, the solution (u, p) of (2.29)-(2.31) belongs to C(R+; H(')). Assume that f satisfies (2.37). We assume moreover that: (3.41) f ((0, ); H(l:Z)). In particular, f vanishes of infinite order at =0. Then, the solution of (2.29)-(2.31) extended by 0 for t-<0 belongs to C(R; H (2)). Arguing as in Proposition 3.1, u belongs to 6e(; H(-)), and its trace on E belongs to 5e(; H()). In the region f/ x, u satisfies (3.9), with If we still denote u the restriction of u to f_ x E, and if we multiply the equation satisfied by u on f_ x by an arbitrary v in W(f_), and integrate, we obtain, thanks to Green's formula The operator is a pseudo-differential operator that belongs to the class S,o of [17] , [20] , and [30] ; it belongs in fact to a certain anisotropic class, which could be defined. As we do not seek the highest possible generality, we will be content with results specific to our variational problem: 
As m tends to infinity, ),, ft, converges to ft, in I'(E), for all rn. As the multiplication by L(k, r) maps -I(E) continuously into -L2(E), there exists an rn such that this proves the density of Now, we are able to prove that is a causal operator. 
Thus, for almost every k, to L(k, to itx), (k, to i/x) is the Fourier-Laplace transform of a distribution with support in [0, oo). On the other hand, L(k, to-itx)P,,(k, to-itx)
is square integrable with respect to to, and therefore, Proof. According to Proposition 2.7, u belongs to L2(O, , W(f_)), and according to Proposition 2.4, the trace of u on E belongs to L(0, c, W1/2x H1/2). On the other hand, the support condition enables us to apply Lemma 2.14, and therefore, (ul + belongs to H(Z).
We first obtain a result of existence, under the support condition on.. u and f, with some functional analysis on . Proof. We have to approximate a right-hand side f+ u(R) 6 by a smooth right-hand side fn belonging to ([0, c); H(2)). This is clearly possible by truncation and regularization. The passage to the limit in the variational inequality is easy.
We will obtain a much better result of existence, not only for the sake of exhaustivity, but also to have a convenient frame for the proof of uniqueness. We write (3.52) as a problem with time in the full real line, extending u by 0 for t=>0; after an integration by parts in time, we have for all v in L2(R; W(II_)) such that vt belongs to L(R; H(12_))
Here, of course, 37* has L* for symbol, the domain of 37* is defined similarly to the domain of 37, and the trace of a test function v on E belongs to D(37") thanks to Lemma 3.6 and simple interpolation. We need to define three more operators to prove existence and uniqueness. In order to prove this theorem, we need a positivity result which will be useful for the existence part.
LEMMA 3.12. Let g belong to the space Y defined at (3.57 Let u be the solution of (3.9) . Then For almost every to, t(-) belongs to W(I_). If we multiply the above equation scalarly by t(r) and take the real part, we obtain (3.64) Re {/xs(t(r), t(r))+(t(r), t(z))+ s(B(')('), t(r))} 0. The definition of fi and B(-) implies that the corresponding terms in (3.64) are nonnegative; there remains Re (/zs(t(-), t(z)))_-< 0, and this implies that t vanishes almost everywhere. We can conclude the uniqueness of the solution of (3.62).
Let us prove the existence under the assumptions of our theorem; if u and f satisfy our support condition, we know that there exists a unique solution to (3.62) . If this support condition is not satisfied, extend u and f by 0 in f/+, and approximate these 0 extended u and f by translated data un and fn that satisfy the support condition. For the solution u, the positivity of implies the estimate s(u,(T), u,(T))+ {txs(u,,(t), u,,(t))+(u,(t), u,(t))} dt<-s(u, u)<-s(u , u).
An easy passage to the limit gives the result, l-] 4. Absorbing boundary conditions. This section is dedicated to the approximation of the pseudo-differential operator by more manageable operators. We have seen that the symbol L of is a two-by-two matrix which is algebraic in r, k and r sgn(k). We would like our approximation of to be local in space and time, which would mean that its symbol is polynomial or rational in T and k. Unfortunately, we do not know how to approximate r or Ikl by rational fractions of low degree; thus, we will be content with an approximation which is rational in r, k and r. The idea is to approximate the root p by a sequence of r, which keeps the essential property Re(r, => 0.
We need a number of technical results that precisely describes the properties of the sequence of approximations. These properties enable us to prove a rather weak existence and uniqueness theorem for the problem with absorbing boundary conditions. Then, we estimate the difference between the solution of the problem with absorbing boundary conditions and the solution of the problem with transparent conditions. From this estimate, we deduce a better existence theorem. If u is small, the ditterence between the two solutions is small with a power of u; when u and f satisfy the support conditions (2.36), (2.37), the ditterence is estimated in a space of smooth functions.
4.1. Approximation of the symbol L. We approximate the transparent boundary conditions in constraint formulation. If we approximated the symbol of the operator g (Ou/Oxl, p), we could run into trouble and obtain an ill-posed problem.
We recall that we obtained at (3.47) a decomposition of the matrix L(k, T), which we write now with an explicit dependance on the viscosity u.
The matrix M is of degree 1 in ; N(k) and the Hermitian symmetrization of M(k, ) are both positive semidefinite matrices. Now, we have to approximate p(k, r, u) so that the successive approximations, denoted r,, will satisfy the essential property (4.2) Re (r,(k, r, u)) -> 0 Vk, This problem has been solved in [13] (i) Each of the A, is rational in k, z and (ii) The associated initial boundary value problem is, at least formally, well-posed because Re (A,)-< 0, and we will prove that it is actually well-posed; (iii) A is the In-1, n-1] Pad6 approximant of A around v=0 (see [13] Proof. A simple induction shows that P, and O -are given for n odd by /P Im (z'), (4.26) Qn n-l= Re (z")/k.
When n is even, they are given by P," Re (z'), which does not vanish. The proof in the case of n odd is analogous and left to the reader. [3 In the next lemma we give an estimate on An + (ito'/n), which will enable us to work on the variational problem for absorbing boundary conditions. To estimate from below the denominator Q,, we consider first the case when n is even. Let (p)l<-_p<-,,-1 denote the zeros of Rn, and let SCq denote the zeros of X (Q-2) (1, X). We make the convention that The proof when n is odd is analogous and left to the reader. [3 We can now state an estimate in the general case. conditions. Given data u and f, we obtain by the Fourier method a unique solution of the problem with absorbing boundary conditions of any order n. This is not enough to obtain existence in nice spaces. One expects that the larger n, the closer the solution with artificial boundary conditions to the full space solution. This result is obtained by the analysis of the error, if the data satisfy the support conditions (2.36) and (2.37).
It turns out that the error is in a better space than the solution un; using causality and positivity, we obtain the existence and uniqueness in convenient spaces. We have a first result of existence and uniqueness, as follows. We solve (4.37) by Fourier transform in time: (4.39) ito(tn(r) + Ate, (r)+/zt, (r)+ B, (r)t, (r) u + Sf(r).
Here A and S are defined respectively at (3.59) and (3.61). The most interesting term in the right-hand side of the above relation is the integral term which has (A + i'/n) as a factor of the integrand; to estimate this term, we use Proposition 4.6. We will have a result if we are able to estimate k(0,., ). This will depend on additional regularity on (r). Let Proof. It is enough to approximate any initial data by initial data satisfying the support condition. Then, the energy estimate gives the existence by standard procedure of extraction of subsequences. The uniqueness depends only on the positivity and still holds. 1-] 4.3. Explicit formulations. We write problem (4.37) explicitly for n 0 and n 1.
The variational form will be convenient for computations. We give the associated boundary conditions; for n--2, we use an auxiliary unknown.
Let us recall first that a product in Fourier space corresponds to a convolution in physical space. One of the important operators is the convolution by the inverse Fourier transform of pf(1/Ik[); it is defined by ?{u(y) ;( u( k)pf(1/Ikl) ). Proof This is simply a consequence of the previous computation.
In order Ou+__ a (-u +u) 022 al
