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ABSTRACT
The circumgalactic medium (CGM) remains one of the least constrained components of
galaxies and as such has significant potential for advancing galaxy formation theories. In
this work, we vary the extragalactic ultraviolet background for a high-resolution cosmolog-
ical simulation of a Milky Way-like galaxy and examine the effect on the absorption and
emission properties of metals in the CGM. We find that a reduced quasar background brings
the column density predictions into better agreement with recent data. Similarly, when the
observationally derived physical properties of the gas are compared to the simulation, we
find that the simulation gas is always at temperatures approximately 0.5 dex higher. Thus,
similar column densities can be produced from fundamentally different gas. However, emis-
sion maps can provide complementary information to the line-of-sight column densities to
better derive gas properties. From the simulations, we find that the brightest emission is
less sensitive to the extragalactic background and that it closely follows the fundamental
filamentary structure of the halo. This becomes increasingly true as the galaxy evolves from
z = 1 to z = 0 and the majority of the gas transitions to a hotter, more diffuse phase.
For the brightest ions (CIII, CIV, OVI), detectable emission can extend as far as 120 kpc at
z = 0. Finally, resolution is a limiting factor for the conclusions we can draw from emis-
sion observations but with moderate resolution and reasonable detection limits, upcoming
instrumentation should place constraints on the physical properties of the CGM.
1. INTRODUCTION
Perhaps the most basic process of galaxy forma-
tion, the flow of gas into and out of a galaxy, remains
as one of the least understood. The key seems to lie
in our lack of understanding of the circumgalactic
medium (CGM). Roughly defined as the gas sur-
rounding galaxies at 10 to 300 kpc, the CGM en-
compasses all gas in transition: gas falling onto the
galaxy for the first time; gas that is being driven
out by multiple feedback processes; gas that is be-
ing stripped from infalling satellite galaxies; and gas
that is currently being recycled by the galaxy (see
Putman et al. 2012, for review).
The structure of this gas halo depends on the
mass and redshift of the galaxy in question. Cur-
rently, gas is thought to be accreted through two
main modes - a “hot” mode where the gas is shock
heated as it enters the halo and a “cold” mode where
the gas remains in unshocked filamentary structures
that can potentially penetrate all the way to the disk
(Keresˇ et al. 2005; Fumagalli et al. 2011). Milky
Way-like galaxies are thought to transition from the
cold mode to the hot mode by the present day but
the details of this transition are neither theoreti-
cally agreed upon nor well-constrained observation-
ally (Brooks et al. 2009; Joung et al. 2012; Nelson
et al. 2015a).
In addition to these inflows, the outflow of gas
from the galaxy is equally important in shaping the
CGM (Nelson et al. 2015b; Marasco et al. 2015;
Suresh et al. 2015a). Stellar feedback of some form
is clearly needed to prevent the overcooling of gas
and the formation of unrealistic stellar bulges in
simulations (Agertz et al. 2011; Brook et al. 2011;
Hummels & Bryan 2012). It is also the most
effective way of enriching the IGM to the non-
pristine levels that are observed (Oppenheimer &
Dave´ 2008; Wiersma et al. 2010; Barai et al. 2013;
Ford et al. 2013). While such outflows are regularly
seen, the exact physical process driving them and
the extent of their influence is uncertain (Turner
et al. 2015). Multiple preferred forms of Type II
supernovae feedback are implemented and recent
work has begun to implement more detailed pro-
cesses such as radiation pressure from supernovae
(Hopkins et al. 2012; Agertz et al. 2013; Ceverino
et al. 2014; Trujillo-Gomez et al. 2015), cosmic rays
(Booth et al. 2013; Salem & Bryan 2014; Salem et al.
2014), AGN (Sijacki et al. 2007; Booth & Schaye
2009), and direct modeling of a kinetic energy com-
ponent (Simpson et al. 2015) to name a few. In
short, putting constraints on these many models
is fundamental to furthering our understanding of
galaxy formation.
In general, cosmological galaxy simulations are
tuned to reproduce global and primarily stellar
properties of galaxies such as the stellar mass func-
tion and the star formation rate density function
(Dave´ et al. 2011; Schaye et al. 2015; Nelson et al.
2015b). Another benchmark is the creation of thin,
extended stellar disks (Governato et al. 2007). The
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2HI mass function is a constraining gas property but
again looks at the total mass and not its distribu-
tion throughout the galaxy. (Dave´ et al. 2013) Re-
cently, theoretical work has begun to compare the
simulated CGM to column densities and equivalent
width measurements as a function of impact param-
eter from the center of the galaxy (Hummels et al.
2013; Ford et al. 2015; Liang et al. 2015; Oppen-
heimer et al. 2016). The majority of the simula-
tions have difficulty in matching the large amount
and high covering fraction of OVI measurements,
tracing the hottest gas phase (except recently for
high-mass galaxies (Suresh et al. 2015b) and with
cosmic ray feedback (Salem et al. 2015)). Their suc-
cess varies when looking at cooler, less ionized lines
(MgII, CIII, SiIV etc.) but in general, the data re-
veal large amounts of metal-enriched gas at large
impact parameters that is hard to reproduce the-
oretically. In this way, measurements of the CGM
can put strong restrictions on feedback models, in-
dependent of the global properties that are already
used.
The most successful method of observing the
CGM is in the absorption lines of quasar spectra.
At higher redshifts, Lyman α and the ultraviolet
metal lines of interest have shifted into the optical,
making observations easier and successful (Steidel
et al. 2010; Simcoe et al. 2004). At low-redshift,
several studies have begun pushing our knowledge
of the more local CGM with measurements of MgII
(Chen et al. 2010) and OVI for a number of galaxies
(Prochaska et al. 2011; Thom & Chen 2008). The
recent installation of the Cosmic Origins Spectro-
graph (COS) on HST has enabled a new survey of
the CGM of low-redshift (z ≈ 0.2), massive, isolated
galaxies. The COS Halos Survey has provided a
large, uniformly measured sample of the HI column
densities (Tumlinson et al. 2013), metal line absorp-
tion (Werk et al. 2013), and OVI column densities
(Tumlinson et al. 2011). As accretion and outflows
are expected to vary with redshift in addition to
mass, low-redshift studies such as these are crucial
as is the need to push to even lower redshifts.
A complementary approach is to observe the
CGM directly in emission. Quasar spectra will al-
ways be limited by the small number of sight lines
through each galaxy. An emission map has the po-
tential to provide insight into the physical state of
an entire galaxy halo. While promising, the low den-
sity of the gas has made this observation challeng-
ing. The most success has come from high-redshift
surveys for Lyman α emitters (e.g. Bridge et al.
2013; Gawiser et al. 2007) and the more extended
Lyman α blobs/halos (e.g. Matsuda et al. 2011; Stei-
del et al. 2011, 2000) but metal-line emission has
remained elusive (Arrigoni Battaia et al. 2015). Re-
cently, the development of new integral field units,
MUSE and CWI (and its successor KCWI), now al-
lows for a study of the kinematics of the gas. Early
work has already suggested that the absorbers can
be linked to global outflows (Swinbank et al. 2015)
as well as filamentary inflows (Martin et al. 2014).
At low redshift, the upcoming FIREBall-2 is build-
ing upon its predecessor (Milliard et al. 2010) and
pushing the boundaries of low surface brightness UV
observations. This, in addition to any small or large
near-future UV space telescope mean that direct UV
observations of the CGM are closer than ever.
With these advancements in mind, this work looks
to take advantage of new data while preparing for
future observations. We take a high-resolution, cos-
mological, hydrodynamical simulation of a Milky
Way-like galaxy and compare it to recent column
density data. We then ask what emission we could
presume to detect with upcoming facilities.
Previous studies of this same simulation provide
a solid foundation for this work. Ferna´ndez et al.
(2012) demonstrated that in-falling satellites pro-
vide much of the cold, high metallicity gas found in
the halo at z = 0 whereas Joung et al. (2012) quanti-
fied how much gas of a given temperature is accreted
at low-z. This existing physical insight allows us to
better understand the evolution of the CGM and
the contribution of different accretion modes.
In this paper, we look to build on this work when
interpreting our emission predictions. In Section 2,
basics of the simulation used and the photoioniza-
tion model are summarized. In Section 3, the sim-
ulation is compared to column density observations
to put empirical constraints on the interpretation of
the simulation. In Section 4, the emission signatures
of this gas and how they evolve are examined and its
observational properties are explored. Finally, the
broader context of the work is discussed in Section
5 and the results are summarized in Section 6.
2. METHODOLOGY
2.1. Simulation Basics
We analyze the cosmological, hydrodynamical
simulation of Joung et al. (2012) performed with
enzo, an Eulerian, adaptive mesh refinement, hy-
drodynamical code (Bryan et al. 2014). A Milky
Way-like halo was identified from within an ini-
tial low-resolution run with a periodic box of L =
25 h−1 Mpc comoving on a side with cosmolog-
ical parameters consistent with WMAP5. This
galaxy was centered in a box of length ≈ 5 h−1
Mpc which was then resimulated with 10 levels of
refinement. The selected galaxy has a final halo
mass of 1.4 × 1012M and contains over 8.2 mil-
lion dark matter particles within its virial radius,
with mDM = 1.7×105M. The final stellar mass is
1.9 × 1011M, placing the halo above the M(star)-
M(halo) relation as is common with simulations of
this type (Guo et al. 2010). The maximum spatial
resolution stays at 136-272 pc comoving or better
at all times.
The simulation includes metallicity-dependent
cooling, a metagalactic UV background, shielding
of UV radiation by neutral hydrogen, and a diffuse
form of photoelectric heating. The code simultane-
ously solves a complex chemical network involving
3multiple species (e.g. HI, HII, H2, HeI, HeII, HeIII,
e−) and metal densities explicitly.
Star formation and stellar feedback are included
in the simulation. Star particles have a minimum
initial mass of m∗ = 1.0×105M and are created if
ρ > ρSF and with a violation of the Truelove crite-
rion. Supernovae feedback is modeled following Cen
et al. (2005), with the fraction of the stellar rest-
mass energy returned to the gas as thermal energy,
eSN = 10
−5, consistent with the Chabrier (2003)
initial mass function. The metal yield from stars,
assumed to be 0.025, represents metal production
from supernovae of both Type Ia and Type II. This
metallicity is traced as a single field and abundances
are generated throughout the paper assuming the
solar abundance. Feedback energy and ejected met-
als are distributed into 27 local cells centered at
the star particle in question, weighted by the spe-
cific volume of the cell. The metals and thermal
energy are released gradually, following the form:
f(t, ti, t∗) = (1/t∗)[(t − ti)/t∗] exp[−(t − ti)/t∗],
where ti is the formation time of a given star parti-
cle, and t∗ = max(tdyn, 3 × 106yr) where tdyn =√
3pi/(32Gρtot) is the dynamical time of the gas
from which the star particle formed. The metal en-
richment inside galaxies and in the IGM is followed
self-consistently in a spatially resolved fashion. For
details of these prescriptions, we direct the reader
to Joung et al. (2012).
2.2. Ionization Modeling
To calculate the relevant ionization processes of
interest, the simulation was post-processed with the
photoionization code cloudy (version 10.0, last de-
scribed in Ferland et al. 1998) in conjunction with
the cooling map generation code roco (Smith et al.
2008) and the simulation analysis suite yt (Turk
et al. 2011). For each model discussed in the up-
coming sections, the following procedure was used
to produce the column density and emission predic-
tions.
First, cloudy look-up tables of ion fractions and
emissivity were constructed for a given ionization
background as a function of temperature (103 <
T < 108, ∆ log10 T = 0.1) and hydrogen number
density (10−6 < nH < 102, ∆ log10 nH = 0.5). Each
table assumes solar metallicity and abundances.
The grid is then interpolated for every cell to the
correct temperature and nH. Then, nXi, the num-
ber density of given ionization state of element X
(CIII, SiIV, OVI, etc.) is calculated as:
nXi = nH(nX/nH)(nXi/nX) (1)
where (nX/nH) is the elemental abundance relative
to hydrogen and (nXi/nX) is the ion fraction com-
puted by cloudy. Here, the elemental abundance
is given as the solar abundance scaled by the metal-
licity reported in the simulation. The emissivity
is more straightforward as cloudy directly reports
the emissivity at a given temperature and density
that is then again scaled by the metallicity.
With these number densities and emissivities,
producing the corresponding column density and
surface brightness values is done as projections
through the simulation with yt. Throughout the
paper, we assume a box that is 320 kpc across and
500 kpc deep, ensuring the selection of gas associ-
ated with the galaxy. Each projection and radial
profile is made with a resolution of 1 physical kpc,
unless otherwise stated.
Finally, throughout the paper, the assumed ion-
ization field, the extragalactic ultraviolet back-
ground (EUVB), is varied to examine the agree-
ment of the simulation predictions with the col-
umn density measurements. To this end, we take
the 2005 updated version of the Haardt & Madau
(2001) background of cloudy and split it into its
two components - quasars and galaxies. Then, the
intensity of each component can be varied and the
changes in the predicted column densities studied.
The quasar component dominates at short wave-
lengths and is responsible for the majority of the
ionizing radiation in the calculations. In this way,
varying the quasar component has more significant
consequences than varying the galactic component.
A more detailed discussion of the differences among
these backgrounds is found in the Appendix.
Because this is a post-processing of the simula-
tion, this technique is not fully self-consistent. It
does not capture the underlying effects on the tem-
perature and density that arise from changing the
ionization background used in computing the cool-
ing of the gas. However, the overall galaxy evolu-
tion and supernova feedback are thought to domi-
nate the evolution of the gas density, temperature
and metallicity more than the choice of EUVB and
the ion fractions of interest here are less important
in determining these large-scale properties. These
limitations remain as part of the uncertainty in the
following calculations but the overall conclusions
should be robust.
However, the response of the simulation to the
changes in the EUVB reflects the field’s true influ-
ence on the ionization state of the simulated gas,
assuming ionization equilibrium. The field is a fun-
damental property of the physics of the calculation
used in calculating the ion fractions and emissivity
in cloudy. The density and temperature of the
gas are not expected to vary much with the choice
of EUVB, as discussed in the Appendix.
3. ABSORPTION
In this section, we look to place the simulation
in the context of a set of current absorption-line
observations. First, column density maps of a
series of ions are generated and the resulting CGM
structure is analyzed. Next, the reliability of the
simulation is tested by examining its agreement
with available observations, specifically the COS
Halos survey (Werk et al. 2013).
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Figure 1. Column density maps of HI, SiIV, CIII, and OVI
respectively at z = 0.2 with a resolution of 1 kpc. Note HI
has a unique color bar. OVI has the largest covering factor
with moderately high column densities extending uniformly
over 100 kpc. CIII has a smaller covering factor but reaches
higher densities in visible filaments and stripped satellite ma-
terial. SiIV is the weakest as its peak ionization temperature
is slightly below the typical temperature of the halo gas.
3.1. Column Density Maps
In order to better visualize the CGM column den-
sity distribution of the simulated galaxy, we first ex-
amine Figure 1, which shows column density maps
for four ions at z = 0.2 with a resolution of 1 kpc.
This set of ions allows us to probe from the cold-
est gas (HI) to the hottest gas (OVI) and the warm
gas in between (SiIV, CIII). What is first apparent is
the intricate structures visible for all of these ions.
The HI naturally has the largest column densities in
the filaments that trace the high density structures
within the gas.
The distribution of SiIV and CIII closely follows
that of the HI. The greater strength of CIII is related
to the fact that it is approximately 10 times more
abundant than SiIV for a given metallicity. These
low ionization ions are found mostly in the higher
density gas because the high average temperature of
the CGM outside these regions prefers higher ion-
ization states. These trends are also true of other
low ions, such as SiIII, which show similar features.
Conversely, in this map, although the OVI does re-
tain traces of the same underlying structures seen as
slightly enhanced column density regions, its higher
ionization energy allows it to exist in hotter gas. In
this way, the OVI has both the largest extent and
obtains an appreciable column density value for al-
most the entire area of the map. This is consistent
with Tumlinson et al. (2011) who found OVI in all of
their star forming galaxies, implying a high covering
fraction as seen here.
3.2. Comparison to COS Halos Column Densities
With column density maps in hand, we now com-
pare the simulation to the uniform, galaxy-selected,
quasar sample of COS Halos data, which provides
measurements of the column densities of multiple
ions as a function of impact parameter to low sensi-
tivities. The ions presented here (SiIII, SiIV, CIII,
OVI) span a wide range in ionization energy while
having a large number of observations in the COS
Halos sample. CIV is excluded as observations are
limited by the degraded sensitivity of COS for wave-
lengths λ > 1500 A˚, necessary for this redshift sam-
ple (Werk et al. 2013). As we are considering a sin-
gle galaxy, the simulation is not expected to repro-
duce every aspect of the larger population sampled
by the survey. Because of this fact, coupled with the
large number of upper and lower limits in the data,
the comparison made here between simulated and
observed column densities is visual. Every pixel in
the column density map is shown so that the validity
of the conclusions drawn here are easily confirmed.
As a base case, we assume the standard HM05
background, labeled as g1q1 in figures. Using the
method described in Section 2, the column densities
are computed for each ion as a function of impact
parameter from the galactic center at z = 0.2, the
approximate redshift of the data. The center panes
of Figure 2 show the resulting average radial pro-
files of three projection angles as well as the value
of each pixel for a single projection (shown in Fig-
ure 1). Each pixel has a width of 1 kpc. The data
points are detections and upper and lower limits re-
spectively of the COS Halos data set. The color
of the data point indicates whether the galaxy is
considered star forming (with sSFR > 10−11 yr−1)
or passive as in Werk et al. (2013). At z = 0.2, the
simulated galaxy has a stellar mass of 1.9×1011M
and star formation rate (SFR) of 6.22 M/yr, mak-
ing it a star-forming galaxy by this classification as
expected. This stellar mass is typical of a COS Ha-
los galaxy but this SFR leads to a rate at z = 0 that
is high compared to the actual Milky Way (noted
by Ferna´ndez et al. 2012; Joung et al. 2012). How-
ever, in the COS Halos sample, 5 galaxies have this
SFR or higher. These points show no special trends
in the column densities (Werk et al. 2013) so the
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Figure 2. Radial profiles of four different ions with gray points showing the values of individual pixels and the black line
showing the median. Overplotted are column densities from the COS Halos survey, colored as either star-forming (blue) or
passive (red). The fiducial UV background (HM05) fails to reproduce the observed column densities except for the peaks from
the remaining filamentary structure and satellite galaxies. Lowering the background to 0.01 times the normal quasar intensity
provides a better match to SiIV and CIII though some tension remains. OVI appears more collisionally ionized such that the
changes are less marked but no background successfully reproduces the high OVI absorption seen in star-forming galaxies.
comparison done here is valid.
These plots highlight both the average trends of
the halo gas as well as the structures seen in the col-
umn density maps of Figure 1. In general, the me-
dian column densities remain roughly constant with
impact parameter. However, filamentary structures
and satellite galaxies (the peak seen around 40 kpc)
provide the possibility of a quasar sightline mea-
suring higher than average column densities. Fur-
thermore, the distribution of the pixel values does
vary somewhat with the projection angle. In par-
ticular, a face-on projection reduces the scatter in
the inner radii as the disk dominates the gas distri-
bution. However, the average values are generally
unaffected. Throughout the paper, we plot a mostly
edge-on projection which allows for a better evalu-
ation of how gas extends perpendicularly from the
disk while lessening the influence of the disk itself.
It is apparent that for this simulation, this model
is not a good fit to most of the data. The higher den-
sity filamentary structures bring many of the CIII
measurements into alignment with the data but the
small covering fraction of these filaments makes it
unlikely that they constitute a large fraction of the
COS Halo absorber population. The SiIV data is
composed of many upper limits which means the
low predicted values may be more in-line with the
simulation. However, the detections are still mostly
too high to match the simulation at the larger im-
pact parameters.
The OVI measurements, on the other hand, are
comprised mostly of detections. Our inability
to match the OVI prediction for the star-forming
galaxy model highlights a true disagreement. The
6observed galaxies with similarly high star formation
rates as our simulated galaxy have properties similar
to the other star-forming galaxies while the simula-
tion is more in agreement with the passive popula-
tion. Taken together, this suggests that the details
of the hot phase of the CGM are not being properly
reproduced.
Nevertheless, it is encouraging that the simulated
gas shows a roughly flat radial profile like the data,
as this was not guaranteed a priori. Figure 10
shows the radial profiles of the density, tempera-
ture, and metallicity at z=0.2 in orange. The den-
sity decreases much faster than temperature beyond
the disk (excepting peaks which represent satellite
galaxies) while the metallicity actually begins to rise
beyond 50 kpc. The combination of warm/hot tem-
peratures, falling density, and increasing metallicity
combine to produce the roughly flat column densi-
ties seen here in Figure 2. Yet, the points are not
as tightly clustered as the data and are roughly two
orders of magnitude too low.
It is tempting to simply increase the metallic-
ity of the gas to increase the column densities but
it is not clear that this would lessen the discrep-
ancies with the observations. The metallicity and
temperature of the gas are intimately linked. In-
creasing the metallicity of the gas may lower the
temperature such that the simulation remains in
disagreement with some of the data. For exam-
ple, SiIII and SiIV which prefer colder temperatures,
would most likely benefit from added metallicity
but OVI which prefers hotter temperatures may not.
Furthermore, keeping the density and temperature
fixed, the metallicity would need to be raised by ap-
proximately two orders of magnitude to bring bet-
ter agreement with the data, assuming the fiducial
HM05 EUVB. This would put much of the CGM
at solar metallicity or above, in contrast to most
expectations and the measurements of Werk et al.
(2014).
Instead, these discrepancies are an indication that
the simulation which is tuned to reproduce bulk
stellar properties of galaxies over time fails to do
the same for these multi-phase CGM gas properties.
However, this is not the first simulation to have such
issues. Hummels et al. (2013) also analyze an enzo
simulation with a similar thermal feedback prescrip-
tion but at lower resolution and report the same
difficulties. Likewise, the SPH simulation of Ford
et al. (2015) also fails to reproduce the OVI den-
sities even though they implement a non-thermal
wind prescription for their feedback. One success is
that of Salem et al. (2015), whose implementation of
cosmic ray feedback successfully matches the data
for all ions. A discussion of these different methods
is found in Section 5.
Thus, the typical solution that is invoked and ex-
plored in these works and many others is a modifi-
cation to the stellar feedback prescription, changing
the density, temperature and metallicity of the sim-
ulated CGM (e.g. OWLS, EAGLE, FIRE described
in Schaye et al. 2010, 2015; Hopkins et al. 2014,
respectively). This range of parameterizations can
have an uncertain impact on the gas quantities such
that new feedback solutions require the simulation
to be re-run to capture the changes. We explore the
role of feedback further in the Discussion Section.
However, the EUVB is also important in setting
the ionization state of the gas and is not well con-
strained. Variations of the Haardt & Madau (1996)
background (e.g. HM96, HM01, HM05, HM12)
are implemented in most simulations and cloudy.
While the best models to date, there is still signif-
icant uncertainty in the exact strength and shape
of the EUVB. To this end, we chose to explore the
impact of this uncertainty by varying the intensity
of the galaxy and quasar components of the HM05
background and examining the effects on the re-
sulting column densities. In the following analy-
sis, two bracketing cases of the quasar intensity are
presented to examine the reasonable range of effects
on the predicted column densities. At one end, the
quasar intensity is 100 times less intense than stan-
dard (g1q01) and at the other, the quasar intensity
is ten times more intense (g1q10). These properties
are summarized in Table 1 for easy reference. We
performed the same analysis for a range of quasar
intensities spanning these two cases and the trends
seen across the three values presented here are con-
sistent with these results. Furthermore, these two
cases bracket current estimates of the photoioniza-
tion rate with high redshift Lyman α forest stud-
ies preferring higher backgrounds (Kollmeier et al.
2014; Shull et al. 2015) and with low-redshift Hα
upper limits preferring lower backgrounds (Adams
et al. 2011). Further discussion of the EUVB and
its uncertainty can be found in the Appendix. In
addition, the galaxy intensity was varied in a simi-
lar way but with little to no effect on the predicted
column densities as it provides less of the ionizing
flux.
Table 1
EUVB Model Summary
Name Galaxy Quasar
g1q01 1.0 0.01
g1q1 1.0 1.0
g1q10 1.0 10.0
The first and last columns of Figure 2 once again
show the radial profiles of the column densities of
our simulated galaxy but with these altered EU-
VBs. With g1q01 in the first column, it appears
that lowering the quasar intensity to 0.01 times its
normal value provides a much better fit to the low-
ion data, SiIII, SiIV, and CIII. The majority of the
pixels are now in better agreement with the data
which is consistent with the idea that this softer
spectrum is no longer over-ionizing the gas. Raising
the quasar intensity as seen in the last column with
7the g1q10 models results in a much larger disagree-
ment between the simulation and the data, which is
thus consistent with the picture of over-ionization.
Together, this suggests that photoionization is the
dominant process in producing these low ions. OVI,
on the other hand, is mostly unaffected, suggesting
that the gas is predominantly collisionally ionized.
Most of the halo volume is at about the same density
and temperature, accounting for the small spread in
OVI column density values. The scatter that is in-
troduced is actually towards lower column densities
with larger quasar intensity, consistent with the re-
combination rate of the lower density gas not being
able to counterbalance the increased photoioniza-
tion. This demonstrates that producing the correct
amount of OVI is not a simple matter of increasing
the photoionization of the CGM.
Observationally, there is support for the approach
of varying the EUVB. Crighton et al. (2015) allowed
the power law slope of the Haardt & Madau (2012)
(HM12) background between 1-10 Rydbergs to vary
and found that half the components in their ab-
sorption spectra preferred an altered slope. One
component agrees with the findings here, prefer-
ring a softer background, but the others are better
fit by a slightly harder spectrum. If variations of
the EUVB are necessary to explain absorption com-
ponents within the same sightline, it is reasonable
to expect that the EUVB would vary amongst the
many galaxies that comprise the COS Halos sam-
ple. Examining how this variation changes simu-
lated predictions given otherwise identical physical
conditions can thus provide insight into how to in-
terpret such measurements.
On the other hand, the preference of this sim-
ulation for a weaker EUVB background is in fact
in contrast both with these column density compo-
nent measurements as well as the known limitation
of the HM12 background failing to reproduce the
column density distribution of Lyman α forest ab-
sorbers, known as the photon underproduction cri-
sis (Kollmeier et al. 2014; Shull et al. 2015). Solving
this crisis calls for an increase in the photoionization
rate of the HM12 background. However, the HM05
model used here is more consistent with the find-
ings of Kollmeier et al. (2014) while it is less con-
sistent with the log(NHI) > 14.0 distribution plot-
ted in Shull et al. (2015). This uncertainty in the
low-redshift EUVB supports our decision to vary its
intensity though in light of the on-going efforts in
feedback and sub-grid physics, we acknowledge that
this is likely not enough to bring full agreement be-
tween the simulation and observations. If a different
feedback method allowed for the gas in the simula-
tion to be cooler at late times, the EUVB would not
have to be so low to produce the necessary amount
of low ions such as SiIV and CIII.
Overall, we find that column densities predicted
by the simulation using the standard HM05 back-
ground do not provide the best match to recent
observations. Instead, the simulation prefers a
softer, reduced quasar intensity to produce the nec-
essary large amount of low ionization gas. This
demonstrates that simulation predictions are sensi-
tive to the assumed EUVB and that this assumption
should be considered in conjunction with efforts to
vary feedback methods but that this preference of
a reduced EUVB, in tension with certain observa-
tions, cannot solve the issue entirely.
3.3. Comparing to Derived Gas Properties
Just as cloudy can be used to predict column
densities from simulated physical gas properties,
measured column densities can be used to place con-
straints on the physical properties of the gas that is
producing the absorption. Here, we compare the ob-
servationally derived gas density and temperature of
Werk et al. (2014) to those of the simulation.
We choose to compare the modeled temperature
and density from the data directly to the simula-
tion as opposed to computing mock spectra from the
simulation and comparing to the data directly. Both
require cloudy modeling and assumptions about the
EUVB, abundance patterns and ionization equilib-
rium and in this way, we do not need to re-analyze
the spectra of the COS Halos team. Further-
more, the simulation densities and temperatures are
weighted by the column density of the ion of inter-
est, reflecting the preferential detection of higher
column density features used in the modeling.
For each of the column density radial profiles
shown in Figure 2, the hydrogen number density,
nH, and temperature used in computing the col-
umn densities were projected along the same axis,
weighted by the ion number density of interest
within the g1q1 model. Figure 3 shows the result-
ing nH and temperature for the four ions being dis-
cussed (SiIII, SiIV, CIII, OVI). The 2D histogram is
colored to show the average column density of the
lines of sight contributing to each bin.
The plotted points are derived from the modeling
of the column density observations by Werk et al.
(2014). The reported values of the ionization pa-
rameter, log(U), are directly converted to nH, as-
suming the ionizing flux of HM05. For the tem-
perature, cloudy models were generated using the
adopted value of NH and each permutation of the
maximum and minimum values of log(U) and metal-
licity. For sight lines where there was an upper limit
for the metallicity, a lower boundary of [Fe/H] = −6
was assumed. In this way, each absorber has four
data points associated with it, the combinations of
the maximum and minimum values for log(U) and
metallicity, representing the range of acceptable val-
ues from the data. cloudy then reports the best
equilibrium temperature of such a gas cloud, plot-
ted here. This was done for the fiducial model, g1q1,
which best matches the EUVB background used to
derive the parameters in Werk et al. (2014).
This plot more than any other shows that OVI is
in a different phase from the other low-ionization
species. It is found exclusively in the hottest gas
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Figure 3. Hydrogen number density (nH) and temperature,
weighted by the given ion number density along the line of
sight within the g1q1 model. Colors correspond to the aver-
age column density of lines of sight contributing to each bin.
Plotted square points are the values implied by the model-
ing of Werk et al. (2014). The simulation and observations
span the same range of densities while the simulation tem-
peratures are universally higher. This also shows the OVI
clearly in a different phase medium while data points are not
included as the ion is explicitly not fit by Werk et al. (2014).
and the fact that the column densities are uniform
across the entire density range reflects the condi-
tions necessary for its longer-lived existence instead
of cooling immediately. Data points are not shown
for the modeled COS-Halos data as OVI is explic-
itly left out of the cloudy modeling of Werk et al.
(2014), who are focused on cooler gas (T < 105 K).
More surprising is the discrepancy between the
properties of the low ions in the simulation and the
observations. For CIII, SiIII, and SiIV, the major-
ity of the simulated points have log(nH) < −4 but
span a large range in temperature. Conversely, the
observational points have a clear relation where the
temperature decreases with increasing density. This
trend is perhaps reproduced in CIII in the simula-
tion but at higher temperatures.
These plots show that gas with a measurable col-
umn density is found at low temperatures and high
densities. Yet almost all of the gas in the simulation
is at a higher temperature than those implied by
Werk et al. (2014). None of the gas within a radius
of 100 kpc reaches this low of a temperature. Part
of this may be due to observational selection; the
majority of the simulated gas is at low density, be-
low the detection threshold (see the second column
of Figure 8). Alternatively, there may be physical
differences between the simulated gas and the mod-
eled observations that can explain the discrepancy
in the column densities. However, we have shown
that this may also be alleviated by altering the as-
sumed EUVB.
In short, although the simulated galaxy has col-
umn densities that can be brought into rough agree-
ment with the data, the physical conditions of the
gas producing such values is inconsistent with those
derived from the data. However, the differences
between these two approaches should be noted.
cloudy, by design, constructs a cloud with uniform
density and temperature in local ionization equilib-
rium. With only the EUVB fixed, it tends towards
lower temperatures and produces a relationship be-
tween density and temperature seen as a track in
the data plotted in Figure 3. The simulation, on
the other hand, is run with the intent of retaining
the large-scale and complex structure of the CGM
gas, with ionization fractions computed for individ-
ual cells using a fixed temperature and density. This
work has shown that it is possible for this cosmolog-
ical CGM to produce column densities in the range
of those predicted by the idealized clouds intrinsic
to cloudy, even with largely varying gas proper-
ties, if only the assumed EUVB is altered.
4. EMISSION
While the previous section demonstrates the
power of absorption line studies, it also highlights
some of their limitations. Absorption line measure-
ments are extremely sensitive probes of low col-
umn density gas, but it is challenging to understand
which physical structures in the halo we are prob-
ing with these data. Also, the limited number of
sightlines per galaxy hinders any attempt at under-
standing the spatial extent or scale of the struc-
tures detected. If instead it was possible to image
the entire galaxy in emission, such maps may begin
to reveal coherent structures or asymmetries in a
gaseous halo that could help place stronger limits
9on gas accretion and outflows from the galaxy.
Although the simulation fails to accurately pre-
dict the column density distribution of CGM gas,
we feel that they have sufficient fidelity to obtain
new estimates of CGM emission and to determine
whether the emission signal is within reach of new
observational capabilities. In particular, our analy-
sis of CGM emission from a high resolution simula-
tion of a galaxy at low redshift is distinct from most
other recent studies that probe the overall, diffuse
emission-line cooling from CGM halos at lower res-
olution. This work provides a benchmark for sim-
ulations of this type for future comparisons with
different theoretical prescriptions and observations.
In this section, we present a complementary set of
emission maps and show how they vary with pho-
toionizing background and redshift. We highlight
the ways in which these maps provide a distinct
and unique view of the morphology and evolution
of the CGM. We also explore how emission varies
with nH and temperature in the context of the ab-
sorption discussed in the previous section. We also
determine the detectability of such gas, thereby in-
forming target selection and instrument design for
upcoming missions.
4.1. Emission Maps
Figure 4 shows the emission maps of four of the
brightest lines at z = 0.2, the same redshift as Fig-
ure 1 and with the same resolution. Throughout
this section, we consider CIV in place of SiIII as it
emits more brightly and is an intermediate ion be-
tween CIII and OVI, except within roughly the in-
nermost 25 kpc (a slightly smaller radius than that
seen by van de Voort & Schaye (2013)). In general,
SiIII follows the same trends as SiIV, which is shown.
Furthermore, we do not present Lyman α emission
(although it likely produces the strongest signal) be-
cause resonant scattering is known to change the
extent and shape of the emission (e.g. Lake et al.
2015; Dijkstra & Kramer 2012; Zheng et al. 2011)
and the required radiative transfer calculation for
Lyman α and other lines is beyond the scope of this
paper and deferred for future work. We assume that
the impact of scattering for other emission lines is
negligible.
Comparing Figures 1 and 4, it is visually apparent
that emission and absorption trace the same high
density structures. However, the emission surface
brightness spans many more orders of magnitude
making the relevant range much bigger than that
of the column density measurements. A similarly
large range was reported in earlier work by Bertone
& Schaye (2012). Because much of the emission
is expected to come from collisional excitation of
the gas, the n2 dependence of this process causes
the large spread in values seen here and makes the
higher density structures the brightest features and
easiest to detect. Most of the gas far from the disk
is at low emission levels that are undetectable, as
discussed below. This suggests that even further
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Figure 4. Emission maps of SiIV, CIII, CIV and OVI re-
spectively at z = 0.2 with a resolution of 1 kpc. As in Figure
1, OVI has the largest covering factor while the other ions
more closely follow the underlying, cold gas structures. How-
ever, the surface brightness spans a wider range of values,
demonstrating how sensitive the emission is to the density
and temperature of the gas.
from the galaxy, detections of the even lower density
intergalactic medium will remain out of reach.
Furthermore, as with the column densities, the
low ions (SiIV, CIII) trace the filaments where the
density is higher and, just as importantly, the tem-
perature is lower. (The same is true for the not-
shown SiIII line, which is very similar to SiIV). CIII is
the strongest emitting line, consistent with previous
work that has considered the line (van de Voort &
Schaye 2013; Bertone et al. 2013; Bertone & Schaye
2012). As the peak of the emissivity curve for a
given ion moves to higher temperatures, the emis-
sion becomes more prevalent for the majority of
the diffuse halo which roughly has a temperature
of 105.5 K. For example, this is the peak tempera-
ture of OVI emissivity and as such, this line supplies
strong emission throughout the entirety of the halo.
Beyond 106 K, however, the OVI emission will again
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become less volume filling as most of the CGM is
not hotter than this. Such biasing of SiIV to higher
density regions and OVI to less dense regions was
also reported by van de Voort & Schaye (2013) and
Bertone & Schaye (2012) and appears to be a fun-
damental prediction of any simulation containing a
warm/hot CGM halo.
4.2. Photoionizing Background
The results above assume the single, fiducial
HM05 ionizing background. It was shown in the
previous section that varying the intensity of this
background can bring the simulation more in-line
with the absorption observations but what effect
does this have on the predicted emission? Figure
5 shows the same radial profiles as Figure 2 but
for the surface brightness values of each projected
pixel. A comparison of these two plots shows that
the median values of the emission is affected by the
change in EUVB in mostly the same way as the
column densities. To further quantify this notion,
Table 2 shows the median value of the radial profiles
of both the column density and surface brightness
predictions at 100 kpc and z = 0.2 for the three EU-
VBs considered in both sections. For SiIV and CIII,
the median values of the column density increase by
almost two orders of magnitude in the g1q01 model
relative to the fiducial model and the same is true
for the emission. The OVI is more unaffected both in
absorption and emission. When considering g1q10
relative to g1q1, both the column density and sur-
face brightness medians decrease by the same orders
of magnitude for SiIV and CIII, and the OVI by 0.6
orders of magnitude. The ionizing background now
over-ionizes the low-density gas as before, leading
to larger changes in both absorption and emission
of all ions, including OVI.
However, these median levels of emission are be-
low the detection limits of upcoming surveys for
all the models and thus the EUVB does not have
a strong effect on what will realistically be possi-
ble to detect. In Figure 5, the points are colored
by rough detection probability cuts: green points
are certain to be detected, blue points are likely to
be detected and pink points are possible to detect.
This coloring shows that the pixels with the high-
est surface brightnesses extend about equally far for
all of the EUVBs. Instead, their distribution and
number depends mostly on the density and temper-
ature of the gas. Because a 2D image would cap-
ture all of these pixels, the number and brightness
of these emission peaks can perhaps provide a more
unambiguous look at these underlying gas proper-
ties. Such surface brightness effects are discussed in
more detail in Section 4.4.1.
More importantly however, the pixels with the
highest surface brightness have the highest possibil-
ity of detection and extend about equally far for all
of the EUVBs. Their distribution and number de-
pends mostly on the density and temperature of the
gas. Because a 2D image would capture all of these
pixels, the number and brightness of these emis-
sion peaks can perhaps provide a more unambiguous
look at these underlying gas properties.
Table 2
Median Values of z=0.2 Radial Profiles at 100 kpc
absorption
g1q01 g1q1 g1q10
SiIV 11.46 9.45 7.00
CIII 13.18 11.22 8.76
OVI 13.75 13.55 12.66
log(Column Density)
[cm−2]
emission
g1q01 g1q1 g1q10
SiIV -1.41 -2.84 -5.24
CIII -0.47 -1.96 -4.23
OVI 0.50 0.33 -0.46
log(Surface Brightness)
[photons s−1 cm−2 sr−1 ]
This variation of the emission radial profile with
EUVB is opposed to previous studies which found
no variation in their simulated emission profiles
when the assumed background was increased by a
factor of ten although neither explore lowering the
EUVB (Sravan et al. 2015; van de Voort & Schaye
2013). Also, both average over a large number of ha-
los over range of masses, which may smooth some
of the changes seen here, particularly as we are pre-
senting the median. However, creating the same ra-
dial profiles as Figure 5 but for z = 1, we also found
little to no variation in the profiles. Yet the fiducial
background is higher at z = 1 than at z = 0.2 and
encompasses the regions covered by the g1q1 and
g1q10 models at z = 0.2. This suggests that the gas
state is more dominated by collisional ionization at
z = 1, which is supported by the higher density of
the gas at early times (see Section 4.3 and Figure 8
for more details).
We point out that the extremely low SB val-
ues predicted here are purely theoretical predictions
from the gas itself. They do not include the EUVB
photons as well as possible photon pumping and
scattering from the host galaxy continuum. The
UV continuum of a star forming galaxy typical of
the COS Halos sample will be on the order of 500
photon s−1 cm−2 sr−1, although this is dependent
on the uncertain escape fraction of the ionizing pho-
tons (see Figure 13 of Werk et al. 2014, for a plot-
ted, typical galaxy SED). With only a fraction of
this flux contributing to the pumping or scattering
of a specific line of interest, the floor set by these
processes will be above the theoretical limit shown
here but below any upcoming detectable limit. Fur-
thermore, this will mostly affect the volume closer
to the star-forming disk and not alter our predic-
tions for the more distant CGM.
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Figure 5. Radial profiles of SiIV, CIII, CIV and OVI emission at z = 0.2 for the three EUVB backgrounds considered. Here
the simulated points are colored by their possibility of detection with green being definite, blue being probable, and pink being
possible. (See Section 4.4.1) The black line represents the median value. The median emission values are affected by the change
in EUVB in the same way as the column densities (see Figure 2). However, the extent and number of the brightest pixels
with the highest detection probabilities are mostly unchanged by varying the EUVB. Finally, overplotted are emission values
associated with the density and temperature reported in Werk et al. (2014) for their absorbers. The large range for many of the
points is a result of upper limits placed on the metallicity in the data. Although the column densities were not in agreement,
the emission values are in fact generally lower than what is predicted by the simulation.
In addition to the projected simulation pixels,
“observational” data has been generated from the
physical parameters inferred from the cloudy mod-
eling of Werk et al. (2014). For each line of sight, the
adopted NH was paired with each combination of
the maximum and minimum values of the metallic-
ity and ionization parameter to compute the emis-
sion from such a cloud using cloudy. Then the
maximum and minimum computed values of each
sight line are plotted as connected points. The large
acceptable range for a high faction of the sightlines
is due to the degeneracy of the ionization parame-
ter (which for this model is a proxy for nH) and the
metallicity. As we previously noted, the measured
column densities are not in agreement with the sim-
ulated values. However the emission predicted from
the column density data using the method described
above, bracket nearly all of the simulated emission
values of SiIII, SiIV, and CIII. Data points are not
shown for OVI since Werk et al. (2014) explicitly
model gas cooler than the gas seen in the simula-
tion (T < 105 K).
The complex ionization structure in the CGM
halo means that regions of strong absorption do not
always produce significant associated emission, par-
ticularly for OVI which is known to have a low col-
umn. In part, this is because absorption-line mea-
surements are typically probing gas in the ground
state, allowing ionic absorption of incoming quasar
photons. Emission, on the other hand, is generated
as higher ions cool through the metal line of interest
or through collisional excitation and cooling of lower
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ion gas; these processes tend to be more transitory
in nature. We suggest here that the CIII emission
predictions may be the most reliable as the column
density distribution is best reproduced by the simu-
lation both for the fiducial EUVB and the modified,
weaker EUVB. The column density of OVI is known
to be underproduced and the temperature of the hot
halo generating the OVI is contested amongst the
simulations (discussed further in Section 5). How-
ever, we expect the overall trends seen here with
OVI being found in the hotter, volume-filling gas to
remain valid. CIV is likely intermediary but the lack
of data in the COS Halos sample limits our conclu-
sions.
Overall, the density structures revealed in the col-
umn density maps are also present in the emission
but the emission values span a much larger dynamic
range. This dynamic range reflects the emission’s
biasing towards higher density and thus higher sig-
nal regions. However, this biasing and it’s unique
dependence on density, temperature and metallic-
ity can provide complementary constraints on these
properties of the gas when combined with column
density measurements. Another advantage of emis-
sion observations is that varying the ionizing back-
ground does not have a strong effect on the brightest
emitting pixels as it does on the median column den-
sity that could be detected. Because the emission
trends and detection possibilities do not vary with
the EUVB, in the following sections, we present re-
sults using the fiducial background.
4.3. Redshift Evolution of the Emission
Our simulations can also be used to predict the
physical distribution of CGM emission over a a large
range of redshift and imaging the CGM can be used
to better understand what is driving the emission at
each redshift. In particular, the nature of the CGM
may change dramatically from z = 1 to z = 0 as
the SFR declines on average and as galaxies in this
mass range potentially transition from “cold mode”
to “hot mode” accretion.
Figure 6 shows the evolution of four emission lines
for our simulated galaxy using the fiducial back-
ground. The proper physical size of the box is con-
stant in each panel as well as the resolution of 1
physical kpc. Furthermore, in order to study the
intrinsic evolution of the emission separate from the
cosmic expansion, these plots show the true surface
brightness of the object without accounting for the
cosmological (1+z)4 dimming - i.e. we set z = 0. In
this way, the brightness of the emission is directly
related to the underlying density, temperature and
metallicity and their evolution alone. We discuss
the importance and effects of this dimming in the
following section.
It is easy to see that as the redshift increases, the
emission becomes brighter and extends further and
more spherically from the disk. This is most striking
for the low ions which emit at an appreciable level
almost out to the virial radius at z = 1 while they
are limited to high-density features at z = 0. How-
ever, the extended emission sphere surrounding the
disk at z = 1 in all four ions considered disappears
by z = 0, leaving only the filamentary structure
behind. This increase in the bias of the emission
towards high density regions at later times as com-
pared to emission at z = 3 was noted by van de
Voort & Schaye (2013), and we point out that this
is true even when comparing z = 1 to the present
day.
These changes in the emission values are more
easily seen when quantified as a covering fraction.
Figure 7 shows the evolution of the fraction of pixels
with an intrinsic emission above two different sur-
face brightness limits [10 and 100 photons s−1 cm−2
sr−1] for the four ions of interest within a square im-
age that is 320 proper kpc per side with a resolution
of 1 proper kpc. Disk pixels have been removed to
emphasize the CGM. As redshift increases, the in-
creasing brightness seen in Figure 6 leads to higher
covering fractions for the emission. For both lim-
its, the fraction doubles between z = 0 and z = 1
for all the ions. OVI has the largest covering frac-
tion at the lowest level considered except at z = 1.
CIII and CIV have similar covering fractions for all
the limits and are the dominant lines at the higher
SB cutoff, seen in the right pane of Figure 7. Most
interestingly, by z = 1, CIV has the largest cover-
ing fraction, overtaking CIII and OVI. Even at the
lowest surface brightness limit that we consider, the
covering fraction is never higher than 0.25 for any
ion as early as z = 1, highlighting the difficulty of
emission detections.
To better understand these changes in the sur-
face brightness maps, Figure 8 shows the density
temperature diagram of the galaxy weighted by the
emissivity of multiple ions for four different redshifts
(z = 0, 0.2, 0.5, 1.0). For each of the ions, there is a
clear trend towards lower densities and higher tem-
peratures on average with decreasing redshift. The
decrease in density causes a lower overall surface
brightness across the majority of the halo. Simul-
taneously, the higher temperatures move the bulk
of the gas away from the peak of the emissivity
curve of the lower ions. In this way, the emission
from most of the volume is reduced, leaving only
the higher density and lower temperature filaments
with an appreciable signal. Once again, OVI de-
fies these trends as the higher temperatures at late
times are more in line with its emissivity peak, ac-
counting for its continued higher surface brightness
throughout the area shown in Figure 6.
The question then becomes: what is causing these
systematic changes in the density and temperature
of the CGM? While this is difficult to answer defini-
tively, there are two dominant effects within the
simulation: accretion and supernova feedback. The
first effect arises from filaments feeding the galaxy,
as seen in the density projections in the left col-
umn of Figure 9, showing the density evolution of
the galaxy and its CGM. At z = 1, there are three
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Figure 6. Emission maps for SiIV, CIII, CIV, and OVI at z = 0, 0.2, 0.5, 1.0 with a resolution of 1 physical kpc and with a
fiducial HM05 background showing that the intrinsic brightness increases with redshift (that is the brightness without accounting
for the (1 + z)4 dimming - i.e. as if z = 0 for the distance). The emission becomes more filamentary with lower redshift as the
increasing gas temperature and decreasing average density shift the brightest emission to these remaining high density regions.
well-defined filaments penetrating the galactic halo
down to the disk. As the redshift decreases, the
galaxy mass increases, and cosmic expansion lowers
the overall average density of the IGM, these fea-
tures become broader and do not penetrate into the
halo as deeply although they do supply additional
gas along with stripped satellite material (Joung
et al. 2012; Ferna´ndez et al. 2012). Instead, the gas
density profile becomes more spherical and more ex-
tended as the galaxy evolves.
What’s surprising is that this change in CGM
morphology is not reflected in the structure of the
brighter emission. The fractured filaments exist as
surface brightness peaks in the z = 1 projection but
the bright emission halo is more spherical whereas
the brighter emission at z = 0 is almost entirely
contained in the remains of the filaments with no
discernible symmetry.
The explanation resides in the corresponding tem-
perature projections, shown in the middle column of
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Figure 7. Covering fraction for the 4 lines of interest at two
different surface brightness cutoffs: 10 and 102 photons s−1
cm−2 sr−1 respectively. This excludes the galactic disk. In
general, the emission increases with redshift for all lines. At
the lower level, OVI has the highest covering fraction at all
redshifts but the highest one. At the higher surface bright-
ness level, CIII is the dominant ion except at z = 1 where CIV
increases rapidly. This shows the overall increasing emission
with increasing redshift, the high covering fraction of low-SB
OVI, and that the strongest emission is coming from ions
with mid-ionization energies. (Here again the (1 + z)4 dim-
ming is not accounted for - i.e. as if z = 0 but this has no
effect on the trends.)
Figure 9. At z = 1, the halo has a complex temper-
ature structure, with colder, denser gas contained
in cold, in-falling gas and satellites. By z = 0, this
is replaced with a spherical hot halo, mimicking the
density profile. Even the filaments are bringing in
predominantly warm/hot gas (Joung et al. 2012).
The weakening of the filaments, the slowing of their
supply of cold gas, and their replacement with a
more uniformly hot halo of lower density gas results
in the loss of the large emission halos of z = 1. By
z = 0, only the remaining cold, dense features are
capable of producing a significant signal. Figure 10
shows the radial profiles of the relevant quantities
at various redshifts, which quantitatively demon-
strates these trends.
In addition to this change in accretion mode,
supernova-driven winds are also effective at creat-
ing low-density, high-temperature pressurized bub-
bles in their wake as they expand through the
halo. At high redshift, it’s been suggested that
galactic outflows are the dominant process powering
the time-varying simulated emission (Sravan et al.
2015). Looking again at the temperature projec-
tions of Figure 9, higher temperature regions extend
perpendicular to the disk. Furthermore, multiple
spherical plumes can be seen expanding away from
the disk. These features are less visible in the den-
sity but still seen. This suggests that outside the fil-
ament regions, SN-driven outflows play a large role
in shaping the density and temperature distribution
of the halo. In particular, because the SN energy is
injected as thermal feedback in this simulation, the
temperature of the gas is efficiently raised to 105.5K
on average, much higher than the peak emissivity
of low ion lines, such as CIII and CIV.
In conclusion, at later times, the emission in the
metal lines studied here is more structured, tracing
the remaining high density structures, in contrast to
the majority of the gas which becomes more spher-
ically distributed and more uniformly hot. This
emission may be an effective way to probe continued
galactic accretion at low redshift. Additionally, the
propensity for the gas to become hotter and more
diffuse translates to a decrease in the magnitude
and extent of the low-ion emission. Galactic winds
coupled with a transition to hot mode accretion no
longer resupplying cold gas likely explains the shift
to low-density, high-temperature gas at late times.
4.4. Implications for Detection
Finally, with an emission signal this faint, under-
standing how these theoretical predictions relate to
what can actually be detected is important for both
furthering interpretations of future measurements
as well as enabling fair comparisons of theory and
observations. In this section, we examine how real-
istic surface brightness and angular resolution limi-
tations can limit the conclusions that can be drawn
about a galaxy’s CGM.
4.4.1. Surface Brightness Limits
Recent work in CCD technology now allow us to
reach extremely high quantum efficiencies in the UV
(Hamden et al. 2012) leading to achieving unprece-
dented low surface brightness limits in the UV. In
this section, we look to see how this translates into
reaching levels where UV emission from the CGM
of nearby galaxies can finally be detected.
We consider three regimes of detection possibility
for the emission. Pixels with a surface brightness
(SB) greater than 103 photons s−1 cm−2 sr−1 are
certain to be detected by the specifications of any
upcoming instrument and are colored green in the
following plots. Those with 102 < SB < 103 pho-
tons s−1 cm−2 sr−1 have a high probability of being
detected and are plotted in blue. Finally, pixels
with 10 < SB < 102 photons s−1 cm−2 sr−1 have a
possibility of being detected and are shown in pink.
Exact confidence levels will vary for a given instru-
ment and observing strategy but these are appro-
priate rules of thumb.
Figure 11 again shows the surface brightness maps
of Figure 6 but now colored to show these detec-
tion probabilities. Unlike the theoretical projec-
tions, these maps take into consideration the (1+z)4
dimming of the surface brightness due to the expan-
sion of the universe. The brightest, easiest to de-
tect emission (green) always comes from the galactic
disk. Some pixels reach this brightness level into the
filaments, especially in CIII, but only at the lower
redshifts.
Much more promising for CGM studies is the ex-
tent of the blue pixels, indicating regions that are
likely to be detected. For the brightest ions (CIII,
CIV,), these regions extend into a large portion of
the filaments at z = 0, out to as far as 100 kpc. The
mid-level emission is less extended for the high ion,
OVI, reaching a radius of only 50 kpc (similar to that
found in previous work by van de Voort & Schaye
2013; Furlanetto et al. 2004). Thus, although Figure
11 shows that the extent of the emission decreases
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Figure 8. Evolution with redshift of the hydrogen number density (nH) versus temperature, weighted by the emissivity of a
given line. The orange lines show the temperature of the peak of the emissivity curve for that ion. For all ions, the trend is for
the gas to move to lower densities and higher temperatures as the galaxy evolves from z = 1 to z = 0. This change in the gas
represents the decreasing role of the filaments feeding the galaxy as well as the cumulative effect of SN-driven outflows.
with redshift, the detectable emission is still an ap-
preciable distance from the main galactic disk. At
all redshifts it should be possible to detect emission
from CGM gas beyond the galactic (star-forming)
disk.
Finally, the lowest surface brightness limits nat-
urally reveal the most extended structure and em-
phasize the importance of pushing the limits of fu-
ture instrumentation. However, in considering a
range of redshift, the combination of the surface-
brightness dimming and the fixed surface bright-
ness limits shapes the observable covering fraction.
The radial profiles of Figure 5 suggest how this is
possible, where the colors of the simulated points
correspond to the same limits as the projections of
Figure 11. At z = 0.2, most of the points lie below
any reasonable detection limit and the fraction at
the lowest detection limit (pink) is greater than at
the higher limits (blue, green) at all but the smallest
radii. This trend is true at all redshifts. For OVI
in particular, much of the emission is intrinsically
emitted at the lowest limit considered here because
it is mostly generated by the low-density, volume-
filling gas. At z = 1, most of this dim emission then
falls below observational levels once the cosmologi-
cal dimming is considered. In this way, the extent of
possible OVI detections drops from 130 kpc at z = 0
to 60 kpc at z = 1.
For the low ions, the effect is less pronounced be-
cause they emit most brightly and significantly in
16
log(Temperature) [ K ]log(Density) [g cm-2 ]
-4 -3 -2 4 5 6
100 kpc
z=0
z=0.2
z=0.5
z=1
log(Metallicity) [ Z/Z ]
-2 -1 0
Figure 9. Projections of the density (left) and the density-
weighted temperature (middle) and metallicity (right). The
combined evolution of these quantities is what drives the
changes predicted for the emission. Filaments are easily seen
feeding the galaxy at z = 1 in the density and as low metal-
licity regions and have weakened by z = 0. The temperatures
become higher and more uniform by z = 0.
the relatively over-dense filaments and this emission
in fact increases with increasing redshift as seen in
Figure 6 (demonstrated also in Bertone et al. 2013).
The surface brightness dimming is thus offset by the
inherent increased emissivity, seen as an increased
theoretical covering fraction in Figure 7. Thus, the
decrease in detection extent is less steep yet still
pronounced for CIII (150 kpc to 100 kpc) and CIV
(150 kpc to 90 kpc). Furthermore, most of this de-
crease is in place by z = 0.5 and little change in the
observable properties of the gas happens between
z = 0.5 and z = 1. Work at higher redshifts in-
dicates that these extents are decreasing slightly in
physical scales but that they remain at the same
fraction of the halo’s virial radius (Sravan et al.
2015; van de Voort & Schaye 2013).
Thus, in order to make a clear detection of the
CGM, it is necessary to reach a detection limit of
at least 100 photons s−1 cm−2 sr−1 to begin to
probe extended emission in dense filamentary re-
gions. Pushing down to 10 photons s−1 cm−2 sr−1
provides the possibility of detecting emission from
the diffuse, hot volume-filling phase of the CGM.
Furthermore, observations close to z = 0 increase
the chances of detecting this phase as it is the first
to drop out of range due to surface brightness dim-
ming. However, between z = 0.5 and z = 1, the ex-
tent of the emission is relatively unchanged at these
detection limits, enabling measurements across red-
shift that could trace the evolution of the CGM.
4.4.2. Resolution Limitations
In addition to the surface brightness limits, the
resolution of the image affects the types of conclu-
sions that can be drawn from the observations. For
all of the previous plots, the resolution of the pro-
jected grid has been set to 1 kpc physical such that
the angular resolution varies with redshift. At this
resolution, it is possible to see the filaments and
streams feeding the galaxy. How does this change if
the physical resolution is varied?
Figure 12 shows the CIII emission for the galaxy
at z = 0.2, with four different resolutions: the fidu-
cial 1 kpc, 5 kpc, and 25 kpc. This corresponds
to angular resolutions of 0.3”, 1.5”, 4” and 7.6” re-
spectively. At the moderate resolution of 13 kpc, it
is still possible to discern the filamentary features
extending from the disk. At the lowest resolution,
however, the CGM emission resembles an extended
halo around the galaxy. Because of its physical ex-
tent, one can still associate this emission with the
CGM but valuable information about the spatial
distribution of the gas has been lost. The low reso-
lution also makes it difficult to track the evolution
of the CGM. At most, an elongation aligned with
the disk could be seen developing, corresponding to
the filaments feeding the disk but internal clumpy
structures and features perpendicular to the disk
are masked.
One optimistic consequence of these predictions
derives from the fact that at higher redshift, the
physical angular diameter of an object is almost un-
changing due to cosmological expansion. Given the
relatively constant physical extent of the emission,
the resolution of any observation will not change
much for galaxies between z = 0.5 and z = 1.
In this range, the 25 kpc physical resolution cor-
responds to roughly 3”-4” and the 5 kpc resolution
to 0.6”-0.8”. Thus, by ensuring the resolution is at
least 4”, it should be possible to confirm emission
from the CGM for 0.5 < z < 1 and begin to re-
solve its structure at lower redshifts. At z = 0.2,
basic filamentary structure and stripped material
should be distinguishable with this angular resolu-
tion. (See the 13 kpc panel of Figure 12. Within the
next year, the balloon-borne FIREBall-2 will launch
with this resolution and is expected to make a pos-
itive detection. A small, UV emission line explorer
is currently being designed to have a comparable
resolution but also to cover a much larger range in
wavelength, providing complementary coverage to
FIREBall-2. Finally, further in the future, a 12-
meter class, UV/optical space telescope named the
High-Definition Space Telescope (HDST) has been
designed with the specification of 0.01” angular res-
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Figure 10. Radial profiles of density, temperature, and metallicity at a series of redshifts. The spherical averages of these
quantities are plotted. They quantitatively demonstrate the trends driving the evolution of the emission - the average density
lowers with time while the temperature increases. Spikes in the profiles correspond to substructure in the halo of the main
galaxy.
olution between 100-500 nm. 1 As shown in Figure
12, this unprecedented resolution would allow for
an evaluation of the predominance of filamentary
accretion for the first time as well as structures cre-
ated by galactic outflows.
5. DISCUSSION
It is only recently that comparing the CGM of
simulations to data has become possible and that
emission-line predictions from the simulations are
relevant for upcoming observations. We are entering
a new realm of detailed CGM studies for which it is
necessary to understand the limitations of current
simulations and to evaluate which conclusions we
expect to remain robust.
In this paper, we have examined a single simula-
tion of a Milky Way-like galaxy using one form of
purely thermal supernova feedback in an enzo AMR
simulation. Like Hummels et al. (2013) who uses a
similar prescription, we find that the simulation has
difficulty in producing the necessary column den-
sities for all the ions but especially OVI. Hummels
et al. (2013) found that implementing stronger feed-
back brought better agreement while we’ve found
that lowering the assumed EUVB can be equally ef-
fective. On the contrary, the most common way to
implement supernova feedback in SPH simulations
is to give either a constant or physically-scaled ve-
locity kick to a series of wind particles which carry
away the SN energy in kinetic form. One such simu-
lation by Ford et al. (2015) found better agreement
with the low-ions although they still fail to repro-
duce the OVI observations. This implies that the
direct, thermal methods prevalent in AMR causes
the gas to reach higher temperatures as opposed
to the wind velocity approach of SPH simulations,
which shock heat differently. Furthermore, the sim-
ple thermal feedback assumed in this simulation also
leads to the well known over-cooling problem. The
HI distribution of the galaxy is known to be too cen-
trally concentrated at z=0 (Ferna´ndez et al. 2012)
and too many stars are formed (Joung et al. 2012).
However, new methods are emerging that incor-
1 The report describing this proposed telescope can be
found at http://www.hdstvision.org/
porate additional components of the SN feedback.
For example, Liang et al. (2015) included prescrip-
tions for supernova pressure and momentum in ad-
dition to a thermal heating model in a series of
RAMSES AMR simulations. Their fiducial model
was also not a good fit to low-z data and again,
increasing the feedback and lowering the star for-
mation efficiency led to greater agreement. Building
on the wind velocity method, arepo and Illustris in
particular include an implementation of AGN feed-
back with quasar and radio modes. Suresh et al.
(2015b) found that including the radio mode in par-
ticular is responsible for enriching the CGM in the
simulations and reproduces the bimodality of star-
forming and passive galaxies seen in OVI data. How-
ever, they still see a stronger mass dependence on
the OVI distribution than what is observed and the
radio mode feedback in Illustris is known to be too
extreme, removing too much gas from the center of
massive galaxies (Suresh et al. 2015b; Genel et al.
2014). Oppenheimer et al. (2016) found that AGN
feedback in their EAGLE SPH simulations does not
have a large effect on the OVI column densities and
that the lower values for passive galaxies is instead
driven by their higher virial temperature. Addi-
tionally, the inclusion of non-equilibrium chemistry
in their simulations also does not resolve the almost
universal issue of producing too little OVI for star-
forming galaxies and passive galaxies alike. Finally,
Salem et al. (2015) found that implementing a two-
fluid cosmic ray method resulted in a cosmic ray-
driven wind that gradually accelerated the gas, al-
lowing for a larger range of gas temperatures as well
as a higher metallicity beyond 100 kpc. Both con-
tribute to higher column densities for all of the ions
considered in this paper. In particular, the simula-
tion reproduced the OVI measurements of the COS
Halos survey for star forming galaxies.
In short, reproducing both the stellar properties
and the CGM properties of a given galaxy at low
redshift is a major theoretical challenge and an im-
portant test of modern simulation methods. The
majority have difficulties in capturing the multi-
phase medium required to produce such high levels
of low and high ions in the data. Likely, a com-
bination of these advanced feedback prescriptions
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Figure 11. Surface brightness maps for three different ions at z = 0, 0.2, 0.5, 1. Each map takes into account the surface
brightness dimming due to the given redshift. Like in the theoretical predictions of Figure 6, the emission becomes more
filamentary with time. However, because of the intrinsic brightening of the gas, the extent of the emission varies little between
z = 0.5 and z = 1. OVI is affected the most because it emits primarily at the lowest detectable range at z = 0 which is then
dimmed from detection.
will be necessary to remedy this. Thus, low-z CGM
absorption measurements are a powerful new way
to constrain such prescriptions and further moti-
vates the emission observations we are predicting in
this work. Emission predictions can provide com-
plementary constraints on these feedback processes.
Understanding the role and effect of purely thermal
supernova feedback in work such as this will allow
us to estimate its importance in future work with
more complex schemes.
In addition to the uncertainty in the feedback
scheme, the resolution of the simulation poten-
tially limits the conclusions that can be drawn from
comparisons with the column density data. Werk
et al. (2014) found low number densities for the
cool clouds causing the absorption in the COS Ha-
los data, corresponding to cloud sizes of 0.1-2000
pc, the larger of which can be resolved by cur-
rent zoom-in simulations. However, Crighton et al.
(2015) detected the presence of 8 smaller (<100-
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Figure 12. CIII emission at z = 0.2 for four different reso-
lutions - the fiducial 1 kpc, 5 kpc, 13kpc, and 25 kpc proper
corresponding to angular resolutions of 0.3”, 1.5”, 4” and
7.6” respectively. The medium resolutions reproduce many
of the features of the highest resolution and would allow for
a more confident detection of filamentary CGM emission fea-
tures. At the lowest resolution, it is possible to detect an
elongation of the emission and the distances would make it
identifiable as CGM material but filaments are less conclu-
sive.
500 pc), higher density clouds in an QSO spectrum
with a z=2.5 foreground galaxy. If these scales are
the norm, simulations may not resolve these clouds
which exist beyond the high density disk and which
potentially contain a large fraction of the cool CGM
gas. These resolution concerns and the possible
existence of dense clouds relate back to the feed-
back mechanisms required to accurately reproduce
the multiphase medium. Dense clumps will have
cool, self-shielding cores that could explain the ob-
servations of low ions while the shells around them
and the diffuse volume-filling gas could be respon-
sible for the mid to high ions. Instead, lower reso-
lution simulations may produce a mid-range, aver-
age temperature that does not precisely reflect the
state of the gas. Further studies of the cooling of
the gas in idealized simulations where the resolution
can be much higher could tell us more about how
cool gas forms and persists within the volume-filling
hot phase of the galactic halo. In addition, if dense
small clouds do exist, they should appear as bright
points in emission studies as opposed to lower den-
sity clouds since the emission scales as the square
of the density, offering a chance to probe the num-
ber and density of the emitting clouds if the angular
resolution is high enough.
Finally, this is ultimately a simulation of a sin-
gle Milky Way-like galaxy. The conclusions drawn
here about the filamentary structure of the gas es-
pecially at low redshift might be specific to this par-
ticular galaxy. More than just changing the view-
ing angle is necessary for understanding the depen-
dence of our predictions on the physical properties
of the gas. Our exact expectations could change if
the galaxy forms fewer stars; if the filaments are
broader than expected here; if the environment of
the galaxy increases the metallicity of the gas - to
name a few examples. The cosmological study of
emission sources by Frank et al. (2012) suggest that
an appreciable number of sources will be detectable
at the redshifts considered in this paper such that
we can begin to measure how the emission varies
with these physical parameters. Thus, it is only by
conducting both future observational surveys and a
larger range of cosmological simulations that we can
begin to address the variance in emission signatures
of the CGM.
Even with these limitations of the simulation, we
expect the trends seen in our conclusions to be ro-
bust. Varying the EUVB can produce variations
in the simulated column densities at low redshift
and in future work this can be further explored in
addition to alternative forms of feedback. Further-
more, there is seemingly a tension between the den-
sity and temperature of gas within simulations of
this type and those modeled from the COS Halos
measurements. The coexistence of large amounts
of SiIV, CIII and OVI and our failure to reproduce
all three simultaneously indicates that there is a
more complex temperature structure than what’s
seen here. Because of this, details of the extent
and shape of the emission may vary in future work
but the dominance of the CIII, CIV, and OVI lines
has remained thus far and should persist. Similarly,
low ions tracing higher density structures while high
ions are more volume filling is a clear prediction
of any warm/hot gaseous halo. In addition, alter-
ing feedback methods to capture a larger range of
temperatures could lead to further structure in the
emission at low redshift. Less clear is how numerous
and how thin these features might become. In this
way, the resolution of future observations could be
the limiting factor in imaging the CGM structures,
possibly even more so than surface brightness lim-
its. However, the general conclusions of this paper
regarding the required surface brightness limits and
resolution limits should continue to reflect simula-
tions of this type.
6. SUMMARY AND CONCLUSIONS
Observing the predicted gas halos of nearby galax-
ies has long been a goal of observations but the need
to study this gas in the space ultraviolet coupled
with the diffuse nature of the gas in question has
made this challenging. Now, studies of the CGM
at low redshift are entering an unprecedented age
of sensitivity. Measurements can begin to constrain
theoretical prescriptions in simulations as well as
discriminate between them. In this work, we vary
the EUVB in a high-resolution cosmological simula-
tion of a Milky Way-like galaxy and examine its role
in determining how the simulated column densities
compare to recent data. We then predict the emis-
sion signal expected from such gas for upcoming in-
strumentation as well as how it varies with redshift
and the physical properties of the gas itself.
Our main conclusions can be listed as follows:
1. Looking at column density maps at z = 0.2,
the largest values for the column densities of
all the ions studied here are found in high
density filamentary structures. The low-ions
(HI, CIII, SiIV) are found almost exclusively in
these structures while OVI is found through-
out the halo as its higher ionization energy
allows it to exist in the volume-filling hot gas.
2. Varying the quasar component of the standard
EUVB can significantly change the predicted
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column densities of the simulation. In par-
ticular, lowering this component by a factor
of 100 brings the simulation values into much
better agreement with the low-ion data of the
COS Halos sample. The simulated OVI col-
umn densities remain too low at all impact pa-
rameters compared to the observed values for
star-forming galaxies, even with the strongest
EUVB.
3. Comparing the gas temperature and den-
sity in the simulation to that found through
cloudy modeling of the COS Halos data
shows that the simulation predicts higher
temperatures than the data modeling. This
demonstrates that it is possible to produce
similar column densities from different gas dis-
tributions.
4. Examining the redshift evolution of the emis-
sion reveals that the emission becomes more
structured at later times, tracing the remain-
ing high density, low temperature features.
This is in contrast to the majority of the gas
which shifts to lower densities and higher tem-
peratures from z = 1 to z = 0 due to the
weakening of cold gas filaments and the pro-
gression of supernova-driven winds.
5. A surface brightness limit of 100 photons s−1
cm−2 sr−1 should enable a clear detection of
emission from the CGM with, CIII emission
extending as far as 100 kpc and OVI as far
as 50 kpc at z = 0.2. The predicted extent
stays roughly constant for 0.5 < z < 1.0 as
the cosmological surface brightness dimming
is balanced by an increasing intrinsic emissiv-
ity.
6. An angular resolution of 4” is necessary to be-
gin to resolve the spatial distribution of the
CGM out to z = 1 and sub-arcsecond reso-
lution is needed to resolve beyond a general
elongation from the disk. At z = 0.2, this
same observations require an angular resolu-
tion of 7.6” (for elongation) and 1.5” (for fea-
tures) respectively.
These conclusions focus on results from the com-
bination of predicted UV absorption and emission-
line data from a simulated Milky Way-like galaxy,
offering a physical explanation for the trends seen
in observations for the existence and extent of mul-
tiple ions. Other studies have focused on varying
feedback prescriptions to bring simulations into bet-
ter agreement with recent data. However, this can
also be reversed as simulation predictions can be ex-
tended to create true mock observations that can en-
able better interpretations of future data. To make
more accurate predictions for observations, future
work will have to include a number of details ex-
cluded here.
First, the low surface brightness of the emission in
question means that the UV background can over-
power the CGM signal. Including a model of the
background signal and incorporating its subtraction
will provide a better understanding of which CGM
structures can be detected with confidence. Second,
the continuum emission from the galaxy can also
dominate the CGM emission-line signal close to the
disk, especially at moderate to low resolution. The
disk-halo interface is where the SN winds are being
launched; understanding this transition is particu-
larly important. Finally, the velocity structure of
the gas has not been considered here, which can
change the line profiles of the emission. Joung et al.
(2012) examined the flow of gas into and out of the
galaxy, finding that the majority of the accretion at
low redshift was in the form of warm/hot gas. As-
sociating emission with these flows is left for future
work but will become crucial as integral field units
that provide both spatial and spectral information
are becoming commonplace. This kinematic infor-
mation will provide the best observational evidence
for both inflows and outflows of gas from galaxies.
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APPENDIX
UNCERTAINTY IN THE EXTRAGALACTIC ULTRAVIOLET BACKGROUND
The extragalactic ultraviolet background (EUVB) is an important component of any photoionization
model implemented for both observations and simulations. However, the EUVB is historically not well
constrained. Variations of the Haardt & Madau (1996) background (e.g. HM96, HM01, HM05, HM12) are
implemented in the majority of hydrodynamical simulations and in cloudy. Yet simulations attempting
to match measurement of the low-redshift Lyman α forest find that the most recent HM12 model does not
reproduce the observed column density distribution of absorbers. The simulations of Kollmeier et al. (2014)
require a photoionization rate a factor of five higher than the HM12 model while those of Shull et al. (2015)
suggest a factor of 2-3 increase. However, unlike the previous work, Shull et al. (2015) find that the HM12
model does in fact reproduce the distribution of absorbers with log(NHI) > 14.0 and that no single model
reproduces the entire distribution. Both of these values are more consistent with HM96 and in-line with our
high EUVB model, g1q10. Finally, at lower redshifts, constraints are even harder to place on the EUVB
(Cooray 2016). In contrast to both of these high redshift studies, Adams et al. (2011) placed upper limits
on the photoionization rate at z = 0 from the non-detection of Hα in UGC 1281 at roughly the values in
the HM12 model and in UGC 7321 at roughly 10 times lower - corresponding to 10 and 100 times lower
than the HM05 model assumed throughout this paper. This is in the range of our low model, g1q01. In
this way, the models used here bracket the range of possible photoionization rates as they are known today.
These theoretical and observational inconsistencies highlight the uncertainty in the shape and intensity of
the EUVB.
In addition, these models depend on the escape fraction of ionizing photons from their host galaxy, a
quantity that is expected to be low but has been argued to be anywhere from 0.01 to 0.3, depending on the
galaxy mass and redshift (Dove et al. 2000; Wise & Cen 2009; Benson et al. 2013; Roy et al. 2015). (see
introduction of Wise et al. 2014, for an in-depth discussion.) Both of the above Lyman α studies agree
that the likely source of the discrepancy is the prescription for the escape fraction which leads to a galactic
contribution to the EUVB that is too low at low-redshift.
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Figure 13. Relevant EUVB backgrounds for this work: HM96 (assumed in the simulation) and HM05 (fiducial for cloudy
modeling). The galaxy (red) and quasar (blue) components of HM05 are also plotted. The blue dashed lines represent the two
quasar backgrounds assumed throughout the paper (100 times less intense and 10 times more intense respectively). The green
vertical lines bracket the wavelengths of the emission examined in the paper.
Figure 13 shows the EUVB relevant for this work. HM96 is the background assumed within the simulation
and used for the chemical network that determined the cooling rate at each time step. HM05 is the back-
ground assumed and varied for all of the cloudy modeling discussed in the paper. Figure 13 also shows how
the HM05 background is broken into its components: the galactic (red) and the quasar (blue). Throughout
the paper, this background is modified to either g1q01 (a quasar intensity 100 times smaller than fiducial)
or g1q10 (a quasar intensity 10 times larger than fiducial). These models are plotted as blue dashed-dotted
lines.
One concern is that the model assumed for the simulation (HM96) is not the same as the one assumed in
the cloudy modeling done in this paper (HM05). At longer wavelengths, the HM96 and HM05 backgrounds
are similar; however, the HM96 background is closer to the modified g1q10 background than to the fiducial
HM05 at shorter wavelengths where the quasar component dominates. This suggests that the range of
backgrounds being explored is reasonable. Furthermore, the only way the simulation directly depends on the
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EUVB is in the calculation of the heating and cooling. The heating will be dominated by physical processes
such as supernova feedback. As for the cooling, for T > 104K, which is the case for all CGM gas considered,
cloudy modeling shows that the cooling function assumed in the simulation varies somewhat with the
ionization fraction at the low metallicities found in the CGM but is dominated by the overall metallicity.
Thus pairing the simulated density and temperature with the varying EUVB in the cloudy modeling is not
unreasonable.
The green vertical lines bracket the wavelength range of the emission lines considered here. They fall
within the galaxy-dominated part of the spectrum. However, the quasar component contributes much more
of the ionizing intensity and thus is more important in shaping the expected ion fractions for the column
density and emission predictions. Werk et al. (2014) examine how differences between HM01 and HM12 affect
their measurements and find that repeating the analysis with HM12 lowers the gas ionization parameters by
0.1-0.4 dex, which must be accounted for in either the HI column density or the metallicity. The simulated
column densities show larger variations with changes in EUVB because the density and temperature are
fixed and only the ionizing intensity is changing. In the less constrained cloudy modeling, flexibility within
setting the interdependent quantities of ionization parameter and metallicity can reduce the effect of the
EUVB. The value of the simulation is that these gas properties are determined by the larger cosmological
context instead of modeling an isolated cloud.
Finally, in addition to the uncertainty in the EUVB, ionizing photons from local stellar sources are expected
to be the dominant source of photoionization in local star forming regions within the disk but again, the
escape fraction of these photons into the halo is entirely uncertain. Similarly, star formation in the halo
has been shown to change the extent and shape of a galaxy’s Lyman α emission but this triggered emission
results in a greater predicted UV flux than what is currently measured. (Lake et al. 2015). Because of these
uncertainties and because we are focused on emission from gas further from the star-forming disk, including
this ionization source is reserved for future work.
INVESTIGATING THE EFFECTS OF RESOLUTION
Because the column density and surface brightness calculations depend so sensitively on the density,
temperature, and metallicity of the gas, understanding how the resolution of the simulation affects these
quantities is necessary to evaluate their robustness. On one hand, over-cooling can lead to large, artificially
dense clumps and is known to leave a too centrally concentrated disk. On the other hand, observational
evidence suggests that absorbing clouds can be small, high-density structures that would be under-resolved
in the simulation (Crighton et al. 2015).
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Figure 14. Median and average column density and emission profiles of CIII at z = 0.2, binned for four different resolutions.
1 kpc is the resolution assumed throughout the paper and is roughly the underlying simulation resolution beyond the disk in
the CGM. As the resolution increases, the median profile decreases as the gas structure is refined. At the very center of the
disk and in the outer halo, the median profile of the simulation appears to be converging below 5 kpc. The exception is the
disk-halo interface at roughly 20 kpc. Only at the highest resolution is the sharp transition from disk to halo captured. The
average converges more quickly.
The ideal solution would be to re-run the simulation at lower resolution and compare its output to the
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simulation analyzed here. Unfortunately, because of the length of time that has passed between this analysis
and the original, high-resolution run, the exact initial conditions of this simulation can not be reproduced.
However, we can attempt to address this issue by re-binning the high resolution output to lower resolutions.
Figure 14 shows the median and average profiles of the column density and emission of CIII at z = 0.2 for
the volume considered in the above analysis. The average profiles of these quantities have converged except
at the lowest resolution. On the other hand, at lower resolutions, the median profiles of the column density
and the emission are both too high, corresponding to higher average density and fewer low-density regions.
However, by a resolution of 5 kpc, the simulation seems to have converged on a median profile for the inner
disk as well as the outer parts of the halo. The remaining region, around 20 kpc, corresponds to the edge of
the disk-halo interface. It’s only at the highest resolution that this interface is properly resolved. At 5 kpc,
this boundary is still blurred, not allowing for the sharp transition from high-density, cold gas to low-density,
warm gas.
These profiles suggest that further resolving the outer halo should not greatly change the median predictions
for the column density and emission. While higher densities clumps are mostly likely still not being resolved
even with the maximum resolution, Figure 14 suggests that these regions are small compared to the volume
and won’t significantly alter the median profiles of either quantity.
