In recent years wavelets have been quite successhl in compression or denoising applications. To further improve the performance of wavelet based algorithms, we have recently introduced the notion of footprint, which is a data structure which contains all the wavelet coefficients generated by a discontinuity. The combined use of wavelets and footprints leads to very efficient algorithms for compression and denoising of l-D piecewise smooth signals.
INTRODUCTION
The design of a complete or overcomplete expansion that allows for compact representation of arbitrary signals is a central problem in signal processing applications. Wavelets, for instance, are known to be good approximants for 1-D piecewise smooth signals. The choice of a good basis, however, is only one of the elements that makes an efficient compression algorithm. In a recent work [3] , we have introduced a compression algorithm that jointly uses wavelets and footprints. This algorithm has the right R-D behaviour for compression of piecewise polynomial signals. Footprint is a data structure that contains all the non-zero wavelet coefficients generated by a singularity.
It is of interest to compare footprints with other data structures like, for example, zerotrees [6] . Zerotrees indicate absence of singularities, while footprints describe sinPier Luid Dragotti was supported by Fonds National Suisse project number 20-061493.
0-7803-6725-1/01/$10.00 02001 IEEE gularities. Singularities are not well represented by zerotrees (instead, a number of non-zero coefficients are coded independently) while they can be more efficiently represented by footprints.
In this work, we propose a different interpretation of footprints. We consider them as the elements of a redundant linear basis (frame). This expansion has some remarkable properties. It allows for a very compact representation of piecewise polynomial signals and it can be made locally orthogonal. This is important because, when compression or denoising are involved, it is more efficient to work with orthogonal bases. Thanks to these considerations, in Section 3, we present a new denoising algorithm which is adaptive in the choice of the footprint expansions. This new algorithm outperforms the non-adaptive one.
which is a natural extension of footprints to the two dimensional case. This extension is similar to geometrical wavelets introduced in [SI.
As footprints in 1-D, edgeprints allow to take advantage of the dependency between the wavelet coefficients generated by an edge in an image. This is an important condition to get an efficient 2-D compression algorithm.
Finally, in Section 4, we introduce the notion of edgeprints
THE FOOTPRINT EXPANSION
In nomials are represented by the scaling coefficients, while the discontinuities are specified by few wavelet coefficients. Specifically: a time domain discontinuity generates a response of size J (the number of scales) by L -1 ( L is the length of the wavelet filters) which we call a footprint. This footprint depends on the location of the discontinuity, namely, a particular discontinuity has 2 footprints, depending on its location. From now on f i N ) will denote a footprint; IC is the discontinuity location in time domain and N the maximum degree of the two polynomials around the discontinuity.
It is interesting to notice that any footprint fiN) can 
ADAPTIVE FOOTPRINT EXPANSIONS FOR SIGNAL DENOISING
The term denoising is usually referred to the problem of removing noise from a corrupted signal without impairing the original signal too much. In the typical problem formulation the original signal X has been corrupted by additive Gaussian noise. Now, assume that X is a piecewise polynomial signal defined over the interval [0, T -11. We know that non-zero wavelet coefficients appear only around discontinuities. Moreover, if N is the maximum degree of any polynomial in the signal, then the wavelet coefficients generated by any discontinuity lie on a N + 1 dimensional sub-space represented by the elementary footprints if). Based on this consideration, in [4] it has been proposed to denoise the signal directly in the footprint domain. The advantage of doing so is that the dependency between wavelet coefficients is exploited.
Let us call F the noisy version of X. The non-adaptive denoising algorithm proposed in [4] works this way:
1.
2.

3.
4.
5.
6.
Compute a J level wavelet transform of the noisy signal G = WF. Define a threshold Th = a m .
For each possible discontinuity position ]E E [l, T-11 compute the N + 1 inner products < G, ff) >,
Choose the location k1 such that Ego
then compute the residue:
Iterate step 3-4-5 on the residue until condition (2) is not verified anymore.
Finally the estimated signal X is:
where M is the total number of iterations, R% = G and G,
are the scaling coefficients of G.
The performance of this algorithm depends on the choice of J. On one hand we want J to be large so that the estimation of the inner products < G, fiy > is more correct.
On the other hand if J is too large it can happen that the *The estimation is improved with the size ofthe footprint vector.
wavelet coefficients generated by two discontinuities overlap and the proposed algorithm does not do the right estimation. In this case we need to know the dual basis of the overlapping footprints. Now, assume that we have an estimation of the discontinuity locations of X . Call them k l , kz, .... k~. In our adaptive algorithm, at each iteration, J is chosen to be the maximum possible value such that there are no overlapping footprints. That is: at the first iteration J = 5 1 = llogz(kp, - products is larger than the threshold, we assume that at that position there is a time domain discontinuity. In conclusion we can say that the estimation of the discontinuity locations is performed using the dual expansion, while the characteristic of the discontinuities (i.e. the value of the coefficients @kl in Eq. (1) ) is estimated using nonoverlapping footprints.
EDGEPRINTS
Footprints are a powerful tool for signal compression and denoising, but they work only on one-dimensional signals. Thus, it is natural to look for an extension to the two dimensional case. The extension we propose is similar to the idea of bandelets introduced in [SI.
Consider a two-dimensional piecewise polynomial signal with discontinuities represented by regular curves. Each line (or each column) of this signal is piecewise polynomial, so it can be represented in terms of footprints. Consider the Ith line and call it X , we have: Where coefficients a& for i = 0, .., N characterize the singularity of the line 1 at position Icl. Now, the footprint coefficients detected are chained together to form curves. These curves which are one-dimensional signals are called edgeprints. Suppose that our image is formed by two polynomials of maximum degree N and these two polynomials are separated by one curve. This single curve generates N + 1 edgeprints in much the same way that a singularity in the one-dimensional case generates N + 1 footprint coefficients. The edgeprint of order zero is obtained by chaining the footprint coefficients of order zero (i.e. CY^^!^^), the edgeprint of order one by chaining the footprint coefficients of order one and so on. Now, each edgeprint is a one-dimensional piecewise smooth function that can be efficiently compressed using footprints. Thus, applying footprints on edgeprints we get a very sparse representation of the original image.
The main advantage of using edgeprints instead of bandelets is that we completely exploit the dependency between the wavelet coefficients generated by an edge. In fact, the wavelet coefficients generated by an edge are spatially correlated and correlated across scales. By applying footprints on edgeprints, we fully exploit either the spatial correlation or the correlation across scales.
Our compression algorithm works this way:
Use footprints on each line and on each column of the image to detect singularities. Any singularity is characterized by N + 1 footprint coefficients.
Chain the footprint coefficients to form curves. The chaining of coefficients of the same order gives an edgeprint. Each curve generates N 4 1 edgeprints.
Treat each edgeprints as a 1 -d signal and compress it using footprints.
Compress the information related to the geometry of the curve using a sort of vertex-based shape coding [7] The decoder first reconstruct each edgeprints, then locate each of them in the right position using the geometrical information.
SIMULATION RESULTS
Denoising:
The denoising algorithm presented in Section 3 is based on critically subsampled footprints. That is, on footprints built on critically subsampled wavelet coefficients.
We have also performed an extension of this denoising algorithm to the case of non-subsampled footprints. For lack of space we have not presented this extension here, but we will include this system in our simulation results.
In Table 1 we compare the performance of our denoising systems against a classical hard thresholding algorithm [2] and against cycle-spinning [l]. In this experiment we consider piecewise linear signals with no more than three discontinuities. The petiormance is analyzed in function of the size T of the signal. The table clearly shows that subsampled footprints systcm outperforms hard thresholding system, while non-subsampled footprints outperform cyclespinning. In Fig 1, Compression: To show the potentialities of edgeprints, we show this simple experiment. Consider the image shown in Fig. 2(a) . It is composed of three constant regions separated by two smooth curves. :[n one of the regions we have added "texture", which is simply represented by additive noise. The edgeprints generated by the two curves are approximately piecewise constant and constant. The coder compress the two edgeprints using footprints and then sends, as geometric information, the coordinates of few points of the curves. The decoder reconstruct the curves approximating them with piecewise linear functions. In this case the coder approximates the smooth curve with six points and the straight curve with two points. For the texture, the coder estimates the variance of the noise and send a quantized version to the receiver, The decoder generates locally the noise with the quantized version of the variance. In Fig. 2(b) we show the approximation of the original image obtained using edgeprints (before compression) and in Fig. 2(c) the error image. As expected the edgeprints well approximate the smooth behaviour of the signal. The error image just contains texture. The effect of compression is finally shown in Fig. 2(d) .
The problem of finding the right allocation of bits to code the geometrical information, the edgeprints and the texture is a topic under investigation. 
CONCLUSIONS
In this paper we have proposed a new denoising algorithm based on footprints. The main innovation of this algorithm is that footprints are chosen according to the estimated distance between singularities. Moreover, we have investigated a possible generalization of footprints to the 2-D case. First experimental results are promising.
