Most important large-scale surveys carried out by national statistical institutes are the repeated survey type, typically intended to produce estimates for several parameters of the whole population, as well as parameters related to some subpopulations. Small area estimation techniques are becoming more and more important for the production of official statistics where direct estimators are not able to produce reliable estimates. In order to exploit data from different survey cycles, unit-level linear mixed models with area and time random effects can be considered. However, the large amount of data to be processed may cause computational problems. To overcome the computational issues, a reformulation of predictors and the correspondent mean cross product estimator is given. The R code based on the new formulation enables the elaboration of about 7.2 millions of data records in a matter of minutes.
Introduction
Large-scale surveys are usually aimed at providing estimates of target parameters for the whole population, as well as for relevant subpopulations defined at the sampling stage. Design-consistent and design-unbiased direct estimates are produced for the parameters of interest. However, in most surveys, the sample size is not large enough to guarantee reliable estimates for all the target subpopulations. When direct estimates cannot be provided, small area estimation (SAE) methods should be used to overcome the problem (see Rao 2003; Pfeffermann 2002 Pfeffermann , 2013 . SAE methods, usually referred to as indirect estimators, cope with the lack of information from each domain by borrowing strength from samples that belong to other domains, with the result that it increases the effective sample size for each small area.
The most important surveys carried out by national statistical institutes are repeated surveys (see Duncan and Kalton 1987, and Kish 1987) . The repeated nature of these surveys allows them to borrow strength not only from other areas but also from other survey cycles.
area-by-time specific random effects. Hidiroglou and You (2016) compared the performances of unit-and area-level models, showing that the former outperforms the latter in terms of bias and mean squared error. Furthermore, Gershunskaya (2015) showed that due to errors associated with the variance of direct estimates, in terms of mean squared error, there is no benefit to introducing temporal correlations between small areas over using the regular Fay-Herriot model. The benefits only become apparent when theoretical variances of direct estimates are used in Rao-Yu model specification.
To avoid the computational issues related to unit-level LMMs, formulas given in Saei and Chambers (2003) have been rewritten in order to involve only small dimensional matrices. The revised expressions, implemented in the ad hoc R function, enable the processing of millions of survey records from different survey cycles in a matter of minutes.
The two-way unit-level linear mixed model with area and time random effects is described in Section 2, while Section 3 is devoted to the reformulation of the expressions needed to compute small area estimates and errors. Section 4 describes some particular SAE methods obtained from the general model. Section 5 includes a case study based on LFS data that aimed to compare the empirical performances of alternative model specifications. Section 6 compares the computational performances of the available SAE software tools with the R function implementing the new expression presented in Section 3. In conclusion, Section 7 presents the most important conclusions of the work.
Two-Way Linear Mixed Model
Let d (d ¼ 1, : : : , D) and t (t ¼ 1, : : : ,T ) denote the generic domain and time indices respectively. For domain d and time t, let N dt and n dt denote population and sample sizes, respectively, and let y dti be the observed value of the target variable for the generic unit i. The parameter of interest is the vector u including the population means y dt ¼ ð1=N dt Þ P i y dti , for all domains and times (d ¼ 1, : : : , D, t ¼ 1, : : : , T ). Other relevant parameters for large-scale repeated surveys, such as totals, or net changes between two survey cycles, can be expressed as a linear combination of u. For this reason, the results in this article can be easily extended to the other types of parameters.
Let us suppose that the data follows the two-way unit-level additive LMM (see Searle et al. 1992; Saei and Chambers 2003) 
where X, Z 1 , Z 2 are known full rank matrices, and u 1 , u 2 , e are random vectors, independently distributed from each other. The random effect vectors, u 1 and u 2 , modeling between area and time variations not explained by fixed effects, include D and T levels respectively. Furthermore, we assume for a ¼ 1, 2, u a , N(0,G a ), and e , N(0, R), where the covariance matrices 
For models with correlated area effects and correlated time effects, different structures of covariance matrices of random effects can be assumed. For example, V 1 (r 1 ) may depend on the distances among the areas, while V 2 (r 2 ) may follow an auto-regressive model.
Once the sample is collected, it is useful to partition Model (1) into two parts, depending on whether or not units are observed. In the following, we use the subscripts s and r to refer to sampled and nonsampled population units, respectively. The predicted values for nonsampled population units of h r ¼ E½y r jX r ; b; u ¼ X r b þ Z r u are (see Royall 1976) 
whereb ¼bðvÞ, the Best Linear Unbiased Estimator (BLUE) of b, is given bỹ
andũ ¼ũðvÞ, the Best Linear Unbiased Predictor (BLUP) of u 5 u
Then, the BLUP of the target parameter u is
where matrices L s and L r have the block-wise structure
for L s and L r , respectively, and N r;dt ¼ N dt 2 n dt is the number of nonsampled units in area d at time t.
The BLUP estimatorũðvÞ, given in (3), depends on the variance component vector v, which is unknown in practical applications. By replacing v by an estimator,v, a two stage estimator called the Empirical Best Linear Unbiased Predictor (EBLUP) is obtained. Maximum Likelihood (ML), Restricted Maximum Likelihood (REML) and the method of fitting constants can be applied to the estimation of fixed effects and variance components (for details see Harville 1977; Searle et al. 1992; Cressie 1992; Rao 2003; Saei and Chambers 2003) . Then, the EBLUP of u is given bŷ
whereĥ r ðvÞ is the EBLUP correspondent to (2).
Reformulation
In this section, computationally more efficient expressions for predicted area means and the mean cross product error are derived. Results 1 to 5 consist in rewriting the expressions given in Saei and Chambers (2003) as a function of terms dependent on area and time level matrices instead of unit-level matrices. In particular, Result 1 gives the expression of the predicted value for u 1 and u 2 , while Result 2 provides the estimate of the regression coefficient b. Result 3 gives the mean cross-product error (MCPE) for the BLUP of u. Result 4 computes the expression for updating the variance component estimates when EBLUP is performed, and finally Result 5 provides the MCPE of the EBLUP of u. For the sake of simplicity and with obvious notation, we will use matrix operators col{Á}, row{Á}, diag{Á}, and matr{Á}. Different types of correlation matrices V(r) can be used for both area and time effects, provided that they depend on a one-dimensional correlation parameter r. For instance, the spatial correlation can be specified either as a SAR model based on an adjacency matrix (Cressie 1993 ), or as exponential or gaussian correlation structures, while the time correlation can follow an AR(1) process.
Two alternative cases for fixed effects are considered. In the first case (Case A), a different regression coefficient vector b t , of dimension K, is defined for each time t,
In the second case (Case B), a common regression coefficient vector b, of dimension K, is considered for all times t. The block-wise structure of matrix X under the two cases is given by
where X dt is the N dt £ K design matrix for area d and time t. The ith row of X dt is x dti ¼ ðx dti;1 ; : : : ; x dti;K Þ 0 .
For the random effect part of the model, u ¼ col a {u a }, and Z ¼ row a {Z a }, where
, is a known constant expressing the heteroscedasticity weight for the unit i in area d at time t.
It is worthwhile to note that matrices and vectors partitioned into sampled and nonsampled units have the same block-wise matrix structure of the corresponding nonpartitioned matrices and vectors, but matrices or vectors referred to area d and time t are, respectively, of size N dt and N r,dt instead of N dt .
Let us define the following quantities referred to as area d and time t:
Then, the general aggregated expression ofũðvÞ is
where
in whichũ 1;d andũ 2;t are the dth and tth element ofũ a , a ¼ 1, 2. Let us define T * ¼ T * ðvÞ as 
Result 1. The predicted valuesũ a ¼ũ a ðvÞ, a ¼ 1,2, are obtained as 
Under Case B, the external block-wise matrix operators in (7) and (8) Saei and Chambers (2003) , the MCPE matrix of the BLUPũ is given by
where the aggregated expressions of G 1 (v), G 2 (v) and G 4 (v) are:
when case A is considered, while the internal operator diag t {Á} is substituted by col t {Á} under case B. In addition,
Hence, the BLUP estimator,ũ, given in Results 1 and 2, depends on the variance components vector v, which is unknown in practical applications. Replacing v by an estimator,v, the correspondent EBLUP is obtained.
Result 4. The EBLUPû ¼ûðvÞ of u corresponding to (4) is given bŷ
where ŷ dt is the EBLUP of y dt . The explicit expression of ŷ dt ¼ y dtv ð Þ is obtained by substituting the estimatev of the variance component vector v into (6) and (5), namelŷ b ¼bðvÞ,û 1 ¼û 1 ðvÞ andû 2 ¼û 2 ðvÞ. REML estimates of model parameters are obtained following the iterative algorithm given in Saei and Chambers (2003) . Compact expressions for updating the variance components from iteration k to iteration k þ 1 are:
where Q denotes the number of columns of X,T s ¼T * þPðB 11 2B 21 Þ 21P0 , witĥ
where Dðl REML ÞðÁÞ is the derivative of the likelihood function with respect to the parameter of interest, whereas I(Á) is the relevant element of the inverse of the information matrix. The expressions given above are updated iteratively together with the expression (6) forb given in Result 2 until convergence is attained.
Result 5. The MCPE of the EBLUPû is given by the diagonal elements of the following matrix
where G 1 ðvÞ, G 2 ðvÞ, G 4 ðvÞ are computed, respectively, plugging into (9), (10), (11), and (12) the estimated values of the variance components. Matrix G 3 ðvÞ takes into account the uncertainty of the estimation of the variance components. The explicit expression of G 3 ðvÞ is G 3 ðvÞ ¼ŝ 2 tr 7 aŜ
whereB is the asymptotic covariance matrix of the REML estimates of the variance component vector v. It depends on the diagonal elements of the inverse of the Fisher information matrix of REML estimatorsv. For more details, see Saei and Chambers (2003) . Furthermore, 7 a and S * s have the following expression
where, denoting with^the Kronecker product, Z * a is the ath row of matrix Z * r given in (13), I H is the identity matrix of dimension H ¼4 , and A is given by 
Particular Cases
Starting from the general LMM specification in Saei and Chambers (2003), we describe the more relevant model, and two random effect model specifications presented in the literature. The general model (1) will be denoted by M ST CC , where the superscript ST stands for model with spatial and temporal random effects, and subscript CC stands for using a correlation structure for both the random effects.
When N d is large, f dt ø 0 and x r;dt ø x dt , and the general formula (4) of the unit-level EBLUP with space and time correlation, ŷ dt , can be approximated by . This estimator may be applied in many real situations, for example, when the spatial and temporal correlation between area and time effects is lower than a given threshold. Furthermore, it may be useful for cross-sectional surveys in which index t, instead of representing time, represents a set of T domains which form a different partition of the population than the D areas.
In many practical situations, it may be useful to consider the two estimators M ST CI and M ST IC . Model M ST IC can be used for repeated business surveys, in which the small areas of interest are small domains different from territorial subpopulations (e.g., industry segments) and it is not possible, or straightforward, to define spatial correlation among domains.
One-way models M S C and M S I , respectively, with spatially correlated area effects and independent and identically distributed area effects, allow traditional cross-sectional small area estimation to borrow strength from other domains, but not from other survey cycles. Specifically, M S I corresponds to the standard model defined by Battese et al. (1988) , while examples for M S C are given in Saei and Chambers (2003) , and Petrucci and Salvati (2004) . To borrow strength from other survey cycles but not from other domains, alternative modelisations for usual time series models are M T C and M T I , that is, linear mixed models with correlated time effects and independent and identically distributed time effects.
Application to Real Data
In this section we present a case study aimed at comparing several alternative SAE models and at testing different SAE software estimation tools. To this end, LFS data from 2004 to 2014 has been used to produce estimates of the unemployment rate at LMA level. The overall amount of data is about 7,200,000 records and about 25% of LMAs are not covered by the samples.
LMMs with both area and time random effects are considered, and their estimation is made possible by means of the expressions described in Section 3. The corresponding estimator has been applied to compute quarterly LMA unemployment rates and compared with other standard SAE methods.
The binary nature of the target variable should suggest the use of non-normal mixed models, for instance a binomial with a logistic link function. However, D'Aló et al. (2012) showed that the use of logistic models does not improve substantially the quality of the estimates with respect to normal model. Furthermore, Boonstra et al. (2007) do not find evidence for the superiority of logistic mixed models over their normal counterparts in the estimation of unemployment counts in Dutch municipalities. In addition, we are not usually interested in individual predictions, but rather in predicting area and time aggregates. Besides, for non-normal mixed models, easy interpretable closed-form expressions for predictors are not available. Linear mixed models only need area and time population totals for prediction, while non-normal models require cross-classified population totals for the fixed effects, even though only marginal effects are included in the model specification.
The LMMs and the correspondent estimators considered in the experimental study are reported in Table 1 .
In addition to the direct estimator, EBLUPs arising from one-way and two-way unitlevel LMMs are considered. Therefore, the estimator with area-and time-correlated ST CC is computed using the whole set of available time series data, while the cross-sectional methods exploit only the last quarter data set. Then, in order to be able to set aside the effect of the amount of data, when comparing EBLUP ST CC with its competitors, the one-way model parameters have also been estimated using the overall set of data. These last two estimators are denoted by EBLUP ALL S I and EBLUP ALL S C , respectively. In particular, for EBLUP ST CC , the between-area correlation matrix proposed by Saei and Chambers (2003) has been considered. This matrix is dependent on the distances among the areas and on a scale parameter r 1 connected to the spatial structure of the areas, and is given by The scope of the empirical study is to assess the statistical properties of the estimators. To this aim, the estimates computed for the last quarter of 2011 (October 2011-December 2011) are compared with the correspondent 2011 Census values, which are referred to on 9 October 2011. The auxiliary information used in the experimental study, that is, the cross-classification of 14 age groups by sex, is similar to what is used in the LFS calibration process. A common regression coefficient vector is defined for all the quarters. This is the hypothesis defined in Section 2 as Case B. We note that the assumption of fixed effects over time is not very realistic, but the correlated random effects are expected to smooth the estimates. A first comparison among the estimators has been carried out by means of Average Absolute Relative Error (AARE) and Average Squared Error (ASE), defined as
where for domain d, d ¼ 1, : : : , D,û d and u d are, respectively, the estimate computed with a given estimator and the true parameter of interest. . This implies there is no strong evidence for a significant spatial correlation. Therefore, the introduction of the time random effect substantially increases the efficiency of the estimates. In fact, the estimated value of the time correlation coefficient r 2 , computed with (16), is equal to 0.73, while the estimate of the spatial parameter, obtained by means of (15), is 0.29. The spatial correlation defined for the area random effects allows us to obtain more accurate estimates for out-ofsample areas than the corresponding estimates computed only by synthetic prediction. Furthermore, the better performance of EBLUP ST CC is not only due to the larger set of data involved in the estimation process. In fact, EBLUP ALL S I and EBLUP S C , which use the same data as EBLUP ST CC , perform poorly because they do not capture the true time pattern of data. Table 3 Figures 1a and 1b show the distribution of ARE and SE, respectively. The error distribution of the direct estimator is not included due to its poor performance. In accordance with Table 2 provinces, while the estimates for the EBLUPs are plotted on LMAs. This is because the 110 provinces are planned domains for which the direct estimator produce reliable estimates. The spatial distribution of the direct estimates can be considered as a good picture of the spatial distribution of the true unemployment rates, and for that it can be used to benchmark SAE estimates. As showed in Figure 1 , all the EBLUPs have analogous spatial patterns to the distribution of the direct estimates.
SAE Software for Unit-Level Linear Mixed Models
We implemented the new formulation given in Section 3 in an R function named space.time.eblup, which allows the computation of (a) estimates of the model parameters; (b) SAE estimates and their MSEs for sampled areas; (c) SAE estimates and their MSEs also for out-of-sample areas. In this section, the performance of this function is compared with the most used software tools, available for SAE or for LMMs fitting. An exhaustive review of available SAE software tools is provided by the Essnet SAE project. The available SAE software packages carry out a complete estimation process with the computation of (a) and (b), but, usually, do not allow (c). LMMs can be estimated using general software tools for model fitting. In this case, they allow only (a), and extra work is needed to complete the estimation process, that is, (b) and (c).
The result of the comparative analysis of space.time.eblup compared with the other available functions and SAE packages shows evidence that space.time.eblup, in addition to performing a more complete estimation process, is more efficient in terms of runtime. Table 4 reports SAE software tools developed recently by national or international projects dealing with small area estimation. All SAE software provides a complete tool for treating SAE problems, but only the R functions produced by SAMPLE are able to deal with LMMs that include area and time random effects. Specifically, time random effects are nested within area random effects instead of including additive random effects as in (1). Furthermore, no correlation structure can be specified for the area random effects.
Besides the software tools described in Table 4 , R packages specifically dedicated to SAE are available for download at the CRAN, https://cran.r-project.org/. The SAE Table 4 are concerned, it is worthwhile to underline that they can only handle sets of data much smaller than the 7,200,000 records processed for the case study. Besides SAE packages, there are many R packages that provide functions for fitting LMMs. A general package for LMMs is lme4. It can fit linear mixed models by means of the function lmer. These models can also be fitted using the function lme from the package nlme. This package supports various correlation and heteroscedasticity structures for the variance within.
Concerning the statistical software SAS, (see https://www.sas.com/), apart from the macro program codes developed by the EURAREA project, no ad hoc SAE software is available. The SAS procedure MIXED can fit a variety of LMMs. It performs model estimation that provides both fixed and random effects estimates, and variance components estimates. Table 5 compares, in terms of computation times, the performances of the most used SAS and R functions to fit LMMs with the space.time.eblup function. Only the procedure MIXED in SAS allows us to handle the whole set of data used in the case study of the Italian LFS. However, when spatial and temporal correlation is introduced, it can only process much smaller data sets. The R functions tested to fit LMMs were not able to process the whole set of data, but only a subset including about 3,000,000 records related to the first 18 survey occasions. Furthermore, similarly to the SAS procedure MIXED, lme and lmer can fit models with correlated random effects only for very small sets of data. For this reason, the only comparison framework that can be set up is restricted to the 18 survey occasions sets of data, and without taking into account any type of correlation structure. Moreover, the space.time.eblup function is a complete SAE tool providing computation of (a), (b), and (c).
All the performances of R and SAS codes were run on an Intel CoreTM i7-3770K 3.50 GHz processor with 8 GB RAM on a 64 bit Windows 7 personal computer.
Conclusions
Since the most important surveys carried by national statistical institutes are repeated surveys, it is important to carefully consider SAE problems within this broad and relevant survey framework. Standard small area models usually take into account cross-sectional estimation. Nonetheless, in the context of repeated surveys, more realistic and efficient models can be considered by adding a temporal random effect for exploiting previous survey occasions data. It potentially allows us to increase the efficiency of results by using more realistic SAE models that can better capture the real variability of the phenomena under study. Furthermore, unit-level models have potentially more predictive power than area-level models, and they are able to exploit the individual correlations between target variable and fixed effects covariates. As a consequence, large amount of data have to be processed and computational problems may occur. The empirical test, conducted on Italian LFS quarterly data, displayed good statistical performance, outperforming the other estimators. Furthermore, the new formulation was shown to be effective when dealing with extremely large amounts of data. As a matter of fact, the function space.time.eblup, implementing the new expressions was able to process 7,200,000 survey records from the 44 LFS quarterly samples from 2004 to 2014 in about five minutes. Therefore, the new formulation allows us to manage very large amounts of data, overcoming the computational limits underlying the software currently available. Moreover, it can provide a valuable starting point for building more sophisticated models.
Currently, only the R function is available for use. However, an R package will be produced and made available as soon as possible.
