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Abstract
We define generalized bialgebras and Hopf algebras and on this
basis we introduce quantum categories and quantum groupoids. The
quantization of the category of linear (super)spaces is constructed.
We establish a criterion for the classical value of the dimension of the
polynomial function algebra on the full subcategory of this quantum
category specified by Sudbery type commutation relations for quan-
tum vector spaces (the “Poincare – Birkhoff – Witt property”). The
criterion is the equality of the “quantum constants” cα = c
±1
β of the
quantum vector spaces. (These constants appeared in earlier works
on PBW for the multiparameter quantization of the general linear
group.) Links with the Yang–Baxter equation and the Yang – Bax-
ter structures of quantum linear spaces are established. The role of
categories as a generalization of groups is discussed.
Introduction
Motivation.
The heuristic meaning of quantum group theory consists in the consideration
of transformations that depend on noncommuting parameters. The param-
eters serve as generators of a certain (noncommutative) algebra, which is
∗Current address: Department of Mathematics, University of California, Berkeley,
Berkeley, CA 94720. Email: theodore@math.berkeley.edu
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interpreted as the “function algebra” of the quantum group. The group na-
ture of the transformations is formalized in the assumption that this algebra
is endowed with the Hopf structure. In matrix case the Hopf structure is
induced just by the standard matrix multiplication and by taking matrix in-
verse. But the transformations of the group nature (and the related algebraic
structures) are not the only possible. Quantum semigroups appear along with
quantum groups (at least as the intermediate product, see [26], [12], [13]).
Multivalued Hopf algebras were defined by Buchstaber and Rees [4]. For
Novikov’s operator doubles (which are not Hopf algebras) the “Hopf type”
questions can be studied [24], [3], [5]. Non-standard diagonals appear in
the Odessky – Feigin algebras [25]. All this formally exceeds the boundaries
of quantum groups but nevertheless is in coherence with the heuristic thesis
stated above.
In the present paper we introduce and study QUANTUM CATEGORIES
and the simplest but fundamental example, the QUANTIZATION OF THE
CATEGORY OF LINEAR (SUPER)SPACES.
This needs to be somehow explained since it is very common to treat cat-
egories only as “general nonsense”. Quantum group theorists use categories
mostly in this manner. (Categories of representations and their abstract gen-
eralizations like “tensor” or “braided” categories are good example.) But the
philosophy of categories in this paper is quite different. We consider cate-
gories first of all as algebraic structures, sets of arrows with the multiplication
law. Hence categories are an immediate generalization of groups, for many
reasons more useful than semigroups. Actually, this structure appears quite
often in very classical situations. The category structure of such examples is
of course known but usually is not stressed. (To mention just few. Paths on
a topological space form a category. Parallel transports in fiber bundles and
the homology “local coefficients” are examples of its representations. Cobor-
dism provide examples of categories with “films” as arrows. This includes
“histories” or Lorentzian cobordism, see [20], [10]. It is worth mentioning
that the coordinate changes in the fixed open domain U ⊂ Rn also form a
category, not a group. Its representations exactly correspond to “geometri-
cal objects”.) Recent research supplied new examples of categories naturally
appearing in the context very far from “general nonsense”. For example, it
was found that the representations of classical groups, such as spinor repre-
sentation, naturally extend to certain categories of linear relations [22], [23].
The study of Poisson geometry lead to symplectic groupoids [15], which pro-
vide an example of “continuous categories”. We can mention the category of
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tangles [29], etc. This list can be extended.
In the context of “general nonsense”, the role of categories should be
compared to that of groups in Klein’s classification of geometries. (This view
was expressed by the founders of category theory themselves [31].) Hence the
main thesis of a “category program” can be stated as follows. Categories are
the most important generalization of groups; it is necessary to study their ac-
tions, representations, deformations and extensions, cohomology (see [1], [30],
[16]), the analogues of Lie theory etc. In fact, the research in these directions
is going on, with various motivations. We can especially note [23] and [15].
(The author himself was brought to the necessity of a program like this
through the reflections on some problems of infinite-dimensional geometry
connected with the topics of [7].) The study of quantum categories initiated
in the present paper can be considered as one more step in the realization of
the “category program”.
Inside the quantum group theory the particular motivations for intro-
ducing quantum categories are the following. The same classical object can
admit different “quantum deformations” (for example, corresponding to dif-
ferent values of the deformation parameter). Which should be chosen ? The
correct answer is that all of them should be considered simultaneously, to-
gether with all possible transformations between them. This inevitably leads
to a quantum category or a quantum groupoid (if restricted to invertible
transformations), while quantum groups correspond to particular choices of
deformation.
Let us consider a simple example. It is new and can serve as a very good
illustration of the basic ideas of this work.
Example. Take matrix elements of Tαβ =
(
a b
c d
)
as generators of an
associative algebra Mαβ and impose the following commutation relations
ab− λq−1β ba = 0,
ac− λqαca = 0,
ad− qαq
−1
β da = (λ− λ
−1)qαcb
bc− qαqβcb = 0,
bd − λqαdb = 0,
cd− λq−1β dc = 0,
(0.1)
where λ 6= 0,±i, qα, qβ 6= 0. (We shall treat Tαβ as the matrix of a ho-
momorphism from the quantum deformation of the linear space C2 with the
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parameter qα to that with the parameter qβ. This is explained in the main
text below.) The category nature of the transformation Tαβ is reflected in
the fact that if we take the matrix Tαβ suiting (1) and the matrix Tβγ suiting
(1) with qβ instead of qα and qγ instead qβ, then the product Tαγ = TαβTβγ
also suits (1) with qα, qγ as the parameters (the matrix elements of the dif-
ferent matrices are assumed to be commuting). If qα = qβ = λ = 1 then
we obtain the usual algebra of functions on the matrix semigroup Mat(2).
Thus it is wise to think that after the quantization this semigroup becomes
a “quantum category” (with qα as “objects”) and the group GL(2) after
the quantization turns a “quantum groupoid” if one adds a formal inverse
(detαβ(Tαβ))
−1 to each of the algebras Mαβ , where detαβ(Tαβ) stands for
ad−λqαcb = ab−λq
−1
β bc. The algebras Mαβ possess the “Poincare - Birkhoff
- Witt” property: the ordered monomials in matrix entries form the additive
bases. For qα = qβ = 1 the algebra Mαα reduces to the function algebra on
the quantum group GL(2)q defined in [26], with q = λ.
(The appearance of “quantum categories” in such context can be related
to the thesis QUANTIZATION ELIMINATES DEGENERACY suggested
by Reshetikhin, Takhtajan, Faddeev [26].)
The results of this paper were obtained in November 1994 – January 1995.
They were reported at the seminar on quantum groups under guidance of
J. Bernstein, J. Donin and S. Shnider in Bar-Ilan University (Ramat-Gan,
Israel).
Contents.
The paper is divided into three sections.
In Section 1 we introduce generalized bialgebras which are in the same
relation to quantum categories as usual Hopf algebras are to quantum groups.
In Section 2 the quantum deformation of the category of vector super-
spaces is constructed. We make use of the method of the “universal coacting”
known for quantum groups [18],[19],[12],[13]. We calculate the commuta-
tional relations and consider various examples including the quantization of
the dual space, the quantization of bilinear forms etc.
In Section 3 we present a generalized R-matrix form for the commuta-
tional relations on the quantum category Linq and establish a criterion for
the classical value of the dimension of the function algebra. This is a tech-
nically hard theorem, which may be considered as the main theorem of this
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paper. The connection with the “Yang – Baxter structures” on quantum
linear spaces is established.
In the Appendix we give a general definition of “indexed bialgebras” which
include both the bialgebras defined in Section 1 and those dual to them.
Notation.
Throughout the paper the standard tensor notation is used with the regard
of Z2-grading. (For the “super” notions that are used we refer to [6],[8].) For
some reason it is convenient to write the coordinates of a vector as a row and
those of a covector as a column, and to consider their pairing in the form
〈v, v′〉, v ∈ V, v′ ∈ V ′.
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1 Generalized bialgebras
We are going to introduce a generalization of bialgebras as to make possible
the discussion of “quantized categories”, in the same way as the usual bialge-
bras and Hopf algebras serve as the foundation of the notion of a “quantum
group”. (More general definition of an “indexed bialgebra” will be discussed
in the appendix.)
Consider a set of indices Λ (“objects”).
Definition 1.1. A set A = (Aαβ), α, β ∈ Λ of linear spaces or modules
over a commutative ring is said to be a coalgebra with objects Λ if linear
maps ∆αβγ : Aαγ −→ Aαβ ⊗ Aβγ are given, for all α, β, γ ∈ Λ. It is called a
5
coassociative coalgebra if the diagram
Aαδ
∆αβδ
−−−→ Aαβ ⊗ Aβδ
∆αγδ
y y1⊗∆βγδ
Aαγ ⊗ Aγδ −−−−→
∆αβγ⊗1
Aαβ ⊗ Aβγ ⊗Aγδ
(1.1)
is commutative for every α, β, γ, δ ∈ Λ.
A set of linear maps εα : Aαα −→ R (here R is the main field or ring)
with the property that all diagrams of the form
Aαα ⊗ Aαβ
∆ααβ
←−−− Aαβ
∆αββ
−−−→ Aαβ ⊗ Aββ
εα⊗1
y
y
y1⊗εβ
R⊗ Aαβ −−−→ Aαβ ←−−− Aαβ ⊗ R
(1.2)
must be commutative will be called a counit in A. (Here R ⊗ Aαβ −→
Aαβ, Aαβ ⊗ R −→ Aαβ are the natural isomorphisms and middle vertical
arrow is the identity map.)
The definition of the homomorphism of coalgebras f : (Aαβ)α,β∈Λ −→
(Bi,j)i,j∈I is obvious. (A map of sets α 7→ i(α) must be given.)
Definition 1.2. Let all modules be the associative R-algebras with units
and all maps ∆αβγ and εα be the R-linear algebra homomorphisms. Then
we shall call A a bialgebra with objects Λ.
In the sequel we shall simply say “coalgebra” and “bialgebra” having in
mind the given definitions.
Example 1.1. Functions on a category. Let C be a small category with
the object set ObC = Λ. Define Aαβ as the function algebra on Mor(β, α).
Then the composition induces the comultiplication ∆αβγ : Aαγ −→ Aαβ⊗Aβγ
and the embedding of the unit 1α ∈ Mor(α, α) induces the counit homomor-
phism εα : Aαα −→ R. (We assume the category and the class of functions in
consideration to be such that the Cartesian product of the morphism sets cor-
responds to a tensor product of function algebras.) We obtain the bialgebra
with the object set Λ. Here all algebras Aαβ are commutative.
Example 1.2. Additive categories. An additive category A can be
treated as “ring with several objects” [21]. The additive category axioms
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are exactly dual (in the sense of reverting arrows) to our definition of a
coalgebra (over Z, coassociative and with a counit). An important case
is additive categories like ZC or RC, generated by the morphisms of an
arbitrary small category C (an analogue of the group ring). In this case
each module Aαβ = RMorC(β, α) is endowed with the comultiplication
Aαβ −→ Aαβ⊗Aαβ , defined on ai ∈ MorC(β, α) by the formula ∆ai = ai⊗αi
(the same as for a group ring). Having this additional structure in mind,
we may say that the category algebra is a “bialgebra”, but not in the sense
of the definition above but of the “dual” definition (w.r.t. the reverse ar-
rows). The comultiplication is symmetric here. Considering the dual modules
A′αβ = Hom(Aαβ, R) we (under certain assumptions) come to a bialgebra. It
coincides with the bialgebra of the previous example if, for example, all sets
Mor(α, β) are finite.
Example 1.3. “Supercategories”. They can be considered in the same
fashion as Lie supergroups. (For instance one can obviously define the su-
percategory of Z2-graded vector spaces, which contains the general linear
supergroups, and in the same way the (infinite-dimensional) supercategory
of smooth manifolds.) If for a given supercategory we consider function al-
gebras on the supermanifolds Mor(β, α), then, with standard comments on
tensor products, we again obtain a bialgebra with the multiplication com-
mutative in Z2-graded sense.
Thus categories and supercategories can be described by bialgebras with
commutative multiplication. It is natural to think that arbitrary bialge-
bras (in our sense) without commutativity condition may be associated with
“quantized categories”. Sure, it makes sense in the case a classical (su-
per)category is at hand and the “quantum category” in consideration reduces
to it for certain values of the “parameters” (in most broad sense) on which
the construction depends.
Definition 1.3. By an antipode in a bialgebra A = (Aαβ) we shall
mean a set of algebra antihomomorphisms Sαβ : Aαβ −→ Aβα such that the
diagram
Aαβ ⊗ Aβα ✲
1⊗Sβα
Aαβ ⊗Aαβ ✛
Sβα⊗1
Aβα ⊗ Aαβ
∆αβα
x my x∆βαβ
Aαα −−−→
εα
R −−−→ Aαβ ←−−− R ←−−−
εβ
Aββ
(1.3)
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is commutative. (The unmarked arrows are inclusion of unit.)
Bialgebras with antipode correspond to “quantum groupoids”, i.e. to
quantum categories in which “all arrows are invertible”.
In classical situation the notion of a “concrete category” is important
(that is a subcategory of the category of sets). A bialgebra (Aαβ) is called
concrete, if the “coaction” on a given set of algebras (Aα) is provided. That
is the algebra homomorphisms δαβ : Aβ −→ Aα ⊗ Aαβ that are compatible
with the comultiplication: (δαβ ⊗ 1) ◦ δβγ = (1⊗∆αβγ) ◦ δαγ for all α, β, γ.
In a similar way one can transfer to quantum categories the notions of a
covariant functor (a representation of a category), a dual category etc. Note
that in the following it will be convenient to consider both “left” and “right”
coactions. Depending on it, the algebra Aαβ can be interpreted as functions
either on the arrows α −→ β or α←− β.
2 The construction of the quantum category
Linq. Examples.
Let Aα be a set of algebras. Consider the following problem. Consider sets of
algebras Aαβ , coacting on a given set of algebras Aa, in a sense that algebra
homomorphisms δαβ : Aβ −→ Aα ⊗ Aαβ are given for all indices , and let us
look for the universal (initial) object among such coactions. In other words
for algebras A˜αβ coacting in the same sense on Aα, there is a unique set of
homomorphisms Aαβ −→ A˜αβ for which the following diagram
Aβ
◗
◗
◗
◗s
−−−→ Aα ⊗Aαβy
Aα ⊗ A˜αβ
(2.1)
is commutative.
Theorem 2.1. The universal set of algebras Aαβ (if exists) is a bialgebra.
The comultiplication and counit are canonically defined by the compatibility
with the coaction.
Proof. The iteration of the coaction is always defined, hence for any
three indices there exists a homomorphism Aγ −→ Aβ⊗Aβγ −→ Aα⊗Aαβ⊗
Aβγ. ¿From the universality we obtain homomorphisms Aαγ −→ Aαβ ⊗Aβγ .
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Similarly, the isomorphism Aα −→ Aα ⊗ R yields a counit homomorphisms
Aαα −→ R. The coassociativity and the counit property are easily obtained
from the uniqueness part of the universality condition.
It is quite obvious that we can similarly treat two sets of algebras Aα, Bα
(or any number of them) demanding that Aαβ should coact on both. Or one
can put additional constraints on the exact outlook of the coactions. Then
the similar universal coacting bialgebra (if exists) will be subject to more
tight restrictions. The claim of the theorem still holds.
We shall apply this construction as follows. Consider a set of Z2-graded
vector spaces (over a field k). In parallel to each space V we consider the
space VΠ, where Π stands for the parity reversion functor. Consider the
dual spaces (the spaces of linear functions). A canonical even isomorphism
V ′ ⊗ V ′
∼
= ΠV ′ ⊗ ΠV ′, (2.2)
takes the basis tensors eA⊗ eB to (eA⊗ eB)Π := (−1)A˜(ΠeA)⊗ (ΠeB). Let us
fix a decompositipon of V ′⊗V ′ to two complementary subspaces : V ′⊗V ′ =
I ⊕ J . Consider the quadratic algebras (V ′, I) := T (V ′)/(I) ... (ΠV ′, JΠ) :=
T (ΠV ′)/(JΠ). (Quotient by the ideals generated by I and J . By Π we
denote the isomorphism (2).) We call (V ′, I) and (ΠV ′, JΠ) the (polynomial)
function algebras on quantum superspaces Vq and VqΠ. Thus the definition of
quantum superspace depends on our choice of the decomposition I⊕J = V ′⊗
V ′, and the spaces Vq and VqΠ are defined simultaneously, not independently.
Denote by xA and ξA the image of basic linear functions eA and ΠeA in the
algebras (V ′, I) ... (ΠV ′, JΠ) respectively. We shall call them the coordinates
on quantum superspaces Vq ... VqΠ.
Example 2.1. Take I spanned by eA⊗ eB− (−1)A˜B˜eB⊗ eA (the basis of
the skew-symmetric tensors), and take J spanned by eA ⊗ eB + (−1)A˜B˜eB ⊗
eA (the basis of the symmetric tensors). Then the relations in (V ′, I) and
(ΠV ′, JΠ) are plain commutativity relations: xAxB = (−1)A˜B˜xBxA, ξAξB =
(−1)(A˜+1)(B˜+1)ξBξA (can be checked). Thus quantum superspaces actually
include classic ones.
Do this for each V . We obtain a set of quantum superspaces Vq, VqΠ,
i.e. a set of algebras (V ′, I), (ΠV ′, JΠ) which are parametrized by triples:
(V, I, J). Denote Aα = (V
′, I), Bα = (ΠV
′, JΠ), where α = (V, I, J), and
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consider a coaction
δ : Aβ −→ Aα ⊗Mαβ ,
δ : Bβ −→ Bα ⊗Mαβ .
(2.3)
The algebras (V ′, I) and (ΠV ′, JΠ) inherit the Z-grading from the tensor alge-
bra. (Not to be confused with the parity.) We demand that the coaction must
preserve this grading (“the linearity condition”). Then δ(yK) = xA ⊗ tA
K ,
δ(ηK) = ξA⊗sA
K , where xA, yK, ξA, ηK are coordinates on Vq,Wq, VqΠ,WqΠ
respectively, and tA
K , sA
K are certain elements of the algebra Mαβ . We also
demand that tA
K = sA
K (“compatibily with the functor Π”).
Theorem 2.2. For the set of pairs (V ′, I), (ΠV ′, JΠ), with the given con-
straints (linearity and commuting with Π), there exists the universal coacting.
This is a bialgebra M = (Mαβ), where all Mαβ are quadratic algebras. The
choice of bases in V and W determines the generators tA
K ∈ Mαβ, where
α = (V, IV , JV ), β = (W, IW , JW ), and
δ(yK) = xA ⊗ tA
K , δ(ηK) = ξA ⊗ tA
K . (2.4)
The quadratic relations in Mαβ are the following:
(−1)B˜K˜fAB(J) f
(I)
KLtA
KtB
L = 0,
(−1)B˜K˜fAB(I) f
(J)
KLtA
KtB
L = 0,
(2.5)
where we denote by f (I), f (J) the basis tensors in I ⊕ J = V ′ ⊗ V ′ (and the
same for W ) and by f(I), f(J) the corresponding elements of the dual basis.
The comultiplication ∆ : Mαγ −→ Mαβ ⊗Mβγ and the counit ε : Mαα −→ k
are defined by the standard formulas
∆(tA
S) = tA
K ⊗ tK
S, (2.6)
ε(tA
B) = δA
B (2.7)
Proof. We shall show that the relation (2.5) is valid in any coact-
ing Aαβ . Any coaction is defined by the formula (3.5), with some tA
K .
That δ is homomorphic is equivalent to the condition δ¯(IW ) ⊂ IV ⊗ Aαβ ⊂
(V ′ ⊗ V ′) ⊗ Aαβ and δ¯(J
Π
W ) ⊂ J
Π
V ⊗ Aαβ ⊂ (ΠV
′ ⊗ ΠV ′) ⊗ Aαβ, where δ¯
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stands for the “covering” coaction on the free tensor algebras, which ex-
ists independently of the structure of the algebra Aαβ . Consider first the
conditions following from the relation (I). To avoid confusion with the el-
ements of the tensor product of two algebras we shall omit the symbol ⊗
for the tensors on a given space (so below eAeB := eA ⊗ eB etc). Suppose
f = fKLe
KeL ∈ IW ⊂ W
′ ⊗W ′, g = gABeAeB ∈ Ann IV ⊂ V ⊗ V . Then
for any f and g it is necessary that 0 = 〈g, δ¯(f)〉 = gABfKL〈eAeB, (e
C ⊗
tC
K)(eD ⊗ tD
L)〉 = gABfKL(−1)
D˜(C˜+K˜)〈eAeB, e
CeD ⊗ tC
KtD
L〉 =
gABfKL(−1)
D˜(C˜+K˜)(−1)B˜C˜δA
CδB
DtC
KtD
L = (−1)B˜K˜gABfKLtA
KtB
L. Thus
the condition δ¯(IW ) ⊂ IV ⊗ Aαβ is equivalent to
(−1)B˜K˜gABfKLtA
KtB
L = 0, (2.8)
where as f the basis elements of IW can be taken and as g the basis elements
of Ann IV . Now we notice that the condition δ¯(J
Π
W ) ⊂ J
Π
V ⊗Aαβ is equivalent
to δ¯(JW ) ⊂ JV ⊗ Aαβ. This follows from the fact that δ¯ commutes with the
isomorphism (2.2), i.e. (δ¯f)Π = δ¯(fΠ) for any f ∈ W ′⊗W ′. This immediately
follows from the equality δ¯(Πw′) = Πδ¯(w′) (the Π-symmetry of the coaction).
Thus it is proven that in any coacting the relations (2.8) are valid, for f ∈
IW , g ∈ Ann IV or f ∈ JW , g ∈ Ann JW . Taking into account that I and
J are complementary one rewrite the relations as (2.5). Now take the matrix
entries tA
K as independent variables and consider the associative algebras
generated by them with the defining relations (2.8). The set of algebras
obtained will be universal. Indeed, for an arbitrary coacting Aαβ change
the notation of the matrix elements to sA
K , then for any homomorphism
commuting with the coaction by necessity tA
K 7→ sA
K . But this formula
defines the homomorphism uniquely (since tA
K are generators) and it is well-
defined because of the relation proven above. 
Remarks. 1. As follows from the proof, the universal coacting for
the pairs of algebras T (V ′)/(I), T (ΠV ′)/(JΠ) and for the pairs of alge-
bras T (V ′)/(I), T (V ′)/(J) will be the same. Our preference is explained
by the fact that in the classical case (see above) both algebras T (V ′)/(I)
and T (ΠV ′)/(JΠ) are commutative (in Z2-graded sense), while the algebra
T (V ′)/(J) is not commutative (odd generators anticommute with even ones).
The same alternative exists for the definition of the exterior algebra, see [2].
2. If for each V we fix a family of complementary subspaces IVk ⊂ V
′⊗V ′
and look for a universal coaction for the algebras T (V ′)/(IVk ) (with the same
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form of the coaction on the generators, δ¯(eK) = eA ⊗ tA
K , for all k), then
we shall obtain a bialgebra M = (Mαβ), with the following commutational
relations for each of Mαβ (matrix entries tA
K serve as generators):
(−1)B˜K˜gAB(k) f
(k)
KLtA
KtB
L = 0, (2.9)
f (k) belongs to the basis of IWk , g(k) to the basis of Ann I
V
k . Here the “num-
bers” of objects are α = (V, IV1 , . . . , I
V
s ) and β = (W, I
W
1 , . . . , I
W
s ).
3. The relations (2.5) are linear independent. It easy to calculate that
for the classical values of dim IV , dim JV , dim IW , dim JV the dimension of
the quadratic part of the “quantum algebra” Mαβ will be classical too. The
question whether the same will be true for the higher order terms is highly
non-trivial. We discuss it in the next section.
4. In quantum group theory the universal coaction method was pro-
posed by Yu.A.Kobyzev (see [18]). Originally a single quadratic algebra
A = T (V ′)/(I) was considered. This gives only “half” of the necessary
commutational relations on quantum (semi)group. This difficulty has been
resolved in a rather artificial manner by using the “dual” quadratic algebra
A! (see the remark after Example 2.5 below). In particular that implied that
a single subspace I ⊂ V ′ ⊗ V ′ played the role of the “quantization param-
eter”. The application of families of complementary subspaces is described
in [12], in purely even case. (The functor Π is not used in [12].) It is worth
noting that in [18] a quadratic algebra hom(A,B) = A! •B was introduced
for each pair of quadratic algebras A and B, together with a sort of “co-
product” ∆ : hom(A,C) −→ hom(B,C) ◦ hom(A,B) (we refer also to [9]
for the notation). The algebras hom are not so interesting (they, and in
particular end(A) = hom(A,A), indeed lack half of the relations, so they are
strongly non-commutative). But having in mind the natural homomorphism
A ◦ B −→ A⊗ B [9], [18] they can be considered as an example of a quan-
tum category in our sense, or. more precisely, an examlple of the generalized
bialgebra (in the sense of Definition 1.2). The interpetation given in [18]
was completely different. It was based on the “internal Hom” formalism of
the “rigid tensor categories”, which are just actual categories endowed with
the additional structure.
Definition 2.1. The bialgebra M = (Mαβ), defined in Theorem 2.2, will
be called the algebra of (polynomial) functions on the quantum category Linq.
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Example 2.2. Consider classical (not deformed) spaces. For every V
the subspaces Ann I,AnnJ ⊂ V ⊗ V are spanned by the tensors eA ⊗ eB +
(−1)A˜B˜eB⊗eA and eA⊗eB− (−1)A˜B˜eB⊗eA. By Theorem 2.2 we obtain the
following relations for the matrix elements of the homomorphism from V to
W :
(δA
A′δB
B′ + (−1)A˜B˜δB
A′δA
B′)(δK ′
KδL′
L − (−1)K˜L˜δK ′
LδL′
K)(−1)B˜
′K˜ ′tA′
K ′tB′
L′ = 0,
(δA
A′δB
B′ − (−1)A˜B˜δB
A′δA
B′)(δK ′
KδL′
L + (−1)K˜L˜δK ′
LδL′
K)(−1)B˜
′K˜ ′tA′
K ′tB′
L′ = 0.
Then, after summation, we obtain:
(−1)B˜K˜tA
KtB
L−(−1)K˜L˜+B˜L˜tA
LtB
K+(−1)A˜B˜+A˜K˜tB
KtA
L−(−1)A˜B˜+K˜L˜+A˜L˜tB
LtA
K = 0
and a similar equality with the opposite signs before the second and the third
terms. Summing and substracting these equalities, we get
tA
KtB
L − (−1)(A˜+K˜)(B˜+L˜)tB
LtA
K = 0,
for any A,B,K, L, i.e. the usual commutativity condition.
Example 2.3. Take one-dimensional k as W with 0 and k
∼
= k ⊗ k as
IW , JW respectively. Then by Theorem 2.2 we get
gAB(J) tAtB = 0 (2.10)
as commutational relations for the coefficients of even linear forms on Vq, VqΠ.
Here g(J) ∈ Ann JV . In the same way, for the coefficients of odd linear forms
θA, θ˜A = A˜+ 1, we obtain the relations
(−1)B˜gAB(I) θAθB = 0, (2.11)
where g(I) ∈ Ann IV . In other words, if one identifies a quantum space with
a triple (V, I, J), then its quantum dual space will be (V ′,Ann J,Ann I).
Pairings: 〈x, t〉 = xA ⊗ tA, 〈x, θ〉 = x
A ⊗ θA.
Example 2.4. From the previous example one can deduce the commu-
tational relations for the coefficients of (even) bilinear forms, considered as
homomorphisms to dual space (“lowering indices”):
(−1)B˜C˜gAC(I) g
BD
(J) tABtCD = 0,
(−1)B˜C˜gAC(J) g
BD
(I) tABtCD = 0,
(2.12)
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where t˜AB = A˜+ B˜, g(I), g(J) are tensors in Ann I,AnnJ ⊂ V ⊗ V respec-
tively. The bilinear forms are: 〈x1 | T | x2〉 = x
A
1 ⊗ tAB ⊗ x
B
2 and the similar
for ξi.
Example 2.5. Consider the quantum spaces with the following commu-
tational relations:
xAxB − qABxBxA = 0,
ξAξB + (−1)A˜+B˜pABξBξA = 0.
(2.13)
Here qAB = (qBA)−1, pAB = (pBA)−1, qAA = pAA = (−1)A˜. (In
the “classical limit” qAB, pAB −→ (−1)A˜B˜.) Look for the relations in
the function algebra for the corresponding “full subcategory” of Linq.
Here the objects are triples (V, PV , QV ), where PV = (p
AB) = (pAB(V )),
QV = (q
AB) = (qAB(V )) are the matrices of the parameters. The subspace
I is spanned by the tensors eA ⊗ eB − qABeB ⊗ eA, J by the tensors
eA ⊗ eB + pABeB ⊗ eA, Ann I by the tensors eA ⊗ eB + qBAeB ⊗ eA, and
Ann J by the tensors eA ⊗ eB − pBAeB ⊗ eA. As not to contradict the tensor
notation, we have introduced here the parameters with the lower indices:
qAB := q
AB, pAB := p
AB. The complementarity of I and J is equivalent to
qAB + pAB 6= 0, (2.14)
(for any V ). Similarly to Example 2.1 we obtain two relations for the matrix
elements of a “linear map of the quantum space (V, PV , QV ) to the quantum
space (W,PW , QW )”:
(−1)B˜K˜tA
KtB
L − qKL(−1)B˜L˜tA
LtB
K + qBA((−1)
A˜K˜tB
KtA
L − qKL(−1)A˜L˜tB
LtA
K) = 0
(−1)B˜K˜tA
KtB
L + pKL(−1)B˜L˜tA
LtB
K − pBA((−1)
A˜K˜tB
KtA
L + pKL(−1)A˜L˜tB
LtA
K) = 0
Here QV = (q
AB), PV = (p
AB), QW = (q
KL), PW = (p
KL). Provided 2.14,
these defining relations can be identically transformed to the following final
form:
tA
KtB
L −
pBA + qBA
pLK + qLK
(−1)A˜L˜+B˜K˜tB
LtA
K =
pBAp
LK − qBAq
LK
pLK + qLK
(−1)(A˜+B˜)K˜tB
KtA
L (2.15)
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for any A,B,K, L. Notice that for the elements of one column or of one row
these relations reduce to
tA
KtB
K −
pBA(1 + (−1)
K˜) + qBA(1− (−1)
K˜)
2(−1)(A˜+B˜+1)K˜
tB
KtA
K = 0, (2.16)
tA
KtA
L −
2(−1)(A˜)(K˜+L˜+1)
pLK(1− (−1)A˜) + qLK(1 + (−1)A˜)
tA
LtA
K = 0. (2.17)
Remarks. 1. The particular case of (2.15) are the relations in the
function algebra on the “multiparameter deformation” of the general linear
supergroup. The original relations of the form (2.13) for quantum linear
spaces (in the even case) together with the relevant quantization of GL (n)
is due to Sudbery [28] (see the surveys [12], [13]). Before Manin [19] in-
troduced a multiparameter quantization for supergroup GL (n | m) starting
from the relations similar to (2.13) with (qAB)−1 instead of pAB (in our no-
tation). There was a certain confusion in the papers [18], [19], [11] between
a vector space and its dual and as a consequence the analogue of the second
equation of (2.13) was associated with the “dual quadratic algebra” A! while
the coaction was taken as if it had been for the initial space.
The structure of the formulas (2.15-2.17) is similar to the relations for the
standard (single-parameter) deformation of the group GL (2) [26]. The com-
mutational relations for the multiparameter deformations of GL (n | m) are
commonly presented in a more cumbersome form [18], [19], [11], [12], [13].
2. In the paper [11] Demidov defined for two spaces V and W an algebra
close to that defined above, for pAB = (qAB)−1, pKL = (qKL)−1, see the pre-
vious remark. But he never considered a comultiplication except for the case
of a single space with fixed parameters qAB (i.e. for “quantum semigroups”).
Example 2.6. For quantum space with the relations (2.13) the commu-
tational relations for the dual space (see Example 2.3) are:
tAtB − (pAB)
−1tBtA = 0,
θAθB − (−1)
A˜+B˜(qAB)
−1θBθA = 0.
(2.18)
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Example 2.7. Similarly for even bilinear forms (see Example 2.4):
tABtCD −
pCA + qCA
qBD + pBD
(−1)A˜D˜+B˜C˜tCDtAB =
pCAqBD − qCApBD
qBD + pBD
(−1)(A˜+C˜)B˜tCBtAD (2.19)
For convenience we shall also write down the relations (2.13–2.17) for
the subcategory of purely even spaces (V is purely even, VΠ is purely
odd):
xaxb − qABxbxa = 0,
ξaξb + pABξbξa = 0,
(2.20)
ta
ktb
l −
pba + qba
plk + qlk
tb
lta
k =
pbap
lk − qbaq
lk
plk + qlk
tb
kta
l, (2.21)
ta
ktb
k − pbatb
kta
k =0, (2.22)
ta
kta
l − (qlk)−1ta
lta
k = 0, (2.23)
Definition 2.1 makes sense for just a single vector space V . Here we
obtain the “full subcategory” of Linq consisting of all linear transformations
between various quantum deformations of V defined by the decomposition
I ⊕ J = V ′⊗V ′. This quantum category is the adequate quantization of the
semigroup EndV . We see that the quantum categories language is more to
the point here. It is more flexible than the language of quantum (semi)groups.
Example 2.8. Fix a space V, dimV = 2 and let us change the quan-
tization parameters in (2.20). Suppose p21 = p, q21 = q,p = pα, q = qα. We
arrive to a quantum category, with indices α, β that number the parameters
p and q as objects. The commutational relations for the matrix elements of
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a “homomorphism from (V, α) to (V, β)” in the natural notation are:
ab− q−1β ba = 0, (2.24)
ac− pαca = 0, (2.25)
ad−
pα + qα
pβ + qβ
da =
pαpβ − qαqβ
pβ + qβ
cb, (2.26)
bc−
pα + qα
pβ + qβ
pβqβcb =
pαqβ − qαpβ
pβ + qβ
da, (2.27)
bd − pαdb = 0, (2.28)
cd− q−1β dc = 0. (2.29)
From (2.26) and (2.27) the relation between b and c can be expressed also as
bc−
pβ + qβ
pα + qα
pαqαcb =
pαqβ − qαpβ
pα + qα
ad. (2.30)
For α = β these relations reduce to the commutational relations on the
quantum group GL(2).
Example 2.9 (the determinant on a quantum category). In the situation
of the previous example consider the “area form” ξ1ξ2. Substituting ξkβ =
ξaαta
k, we obtain
δ(ξ1βξ
2
β) = ξ
1
αξ
2
α ⊗ detαβ(T ). (2.31)
The factor denoted by detαβ(T ) is called, by definition, the determinant
of the matrix T = (ta
k). Here ξaα are the coordinates on (ΠV, α) and ξ
k
β the
coordinates on (ΠV, β). From the definition and the commutational relations
we obtain the equivalent formulas:
detαβ(T ) = ad− pαcb
=
pα + qα
pβ + qβ
(da− qβcb)
=
1 + pαq
−1
α
pβ + qβ
(qβad − bc)
= p−1β (pαda− bc).
(2.32)
For any “morphisms α −→ β, β −→ γ” the identity
detαγ(Tαγ) = detαβ(Tαβ) detβγ(Tβγ), (2.33)
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holds. Here Tαγ = TαβTβγ. Thus det defines a one-dimensional representation
of the quantum category in consideration. Mind that the function detαβ is
defined not uniquely but up to the “adding of a coboundary”, i.e. up to a
factor fαf
−1
β , where fα is a non-vanishing scalar function of the parameters
pα, qα. (Due to the non-uniqueness of the basis form ξ
1
αξ
2
α). The subcategory
with det cohomologous to zero is a correct quantum analogue of the group
SL.
3 The Poincare – Birkhoff – Witt property.
R-matrix formulation and the connection
with the Yang – Baxter equation.
Consider the quantum category Linq with triples (V, I.J), I ⊕ J = V
′ ⊗ V ′
as objects. It is possible to consider even more general case of the quantum
category with objects like (V, I1, . . . , Is),
⊕
Ik = V
′ ⊗ V ′, the number s is
fixed (see the remark after Theorem 2.2). Denote it by Lin(s)q , s > 2. Then
Linq = Lin
(2)
q .
Theorem 3.1. Let the matrix entries of Tαβ = (tA
K) generate the
algebra Mαβ, which is the function algebra on homomorphisms from α =
(V, IV1 , . . . , I
V
s ) to β = (W, I
W
1 , . . . , J
W
s ), in the quantum category Lin
(s)
q . Let
T 1αβ := Tαβ⊗1, T
2
αβ := 1⊗Tαβ. Then the defining commutational relations
for functions on Lin(s)q can be presented in the following “R-matrix form”:
Bα(T
1
αβT
2
αβ) = (T
1
αβT
2
αβ)Bβ, (3.1)
where for each α the matrix Bα is the linear combination of the projectors on
the subspaces Ik along the sum
⊕
l 6=k
Il, where the coefficients λk are pairwise
different and independent on α.
Proof. Consider the partitions of unity 1 =
∑
P Vk , 1 =
∑
PWk by
the projectors corresponding to the direct sum decompositions V ′ ⊗ V ′ =⊕
IVk , W
′ ⊗ W ′ =
⊕
IWk . Let Aα,k = T (V )/(I
V
k ), Aβ,k = T (W )/(I
W
k ).
The homorphisms δ : Aβ,k −→ Aα,k ⊗Mαβ , k = 1, . . . , s, (the coaction)
are covered by the map of the tensor algebras δ¯, and the commutational
relations in Mαβ are defined by the condition δ¯(I
W
k ) ⊂ I
V
k ⊗Mαβ for all k.
Any linear map A : W ′⊗W ′ −→ V ′⊗V ′⊗Mαβ can be uniquely decomposed
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as A =
∑
P Vi AP
W
j =
∑
Aij . The condition above is equivalent to that the
operator δ¯ is “diagonal” on the tensor square: δ¯ =
∑
δ¯jj. Let us introduce
Bα =
∑
λkP
V
k , Bβ =
∑
λkP
W
k , where λk 6= λj , k 6= j. Then the difference
of the left- and right-hand sides of (3.1) is Bβ ◦ δ¯− δ¯ ◦Bα =
∑
k,j
(λk − λj)δ¯kj ,
which vanishes if and only if δ¯kj = 0 for k 6= j. That is just the condition
defining the commutational relations in Mαβ. 
In the index notation the relation (3.1) can be rewritten as follows:
tA
N tB
MBNM
KL = BAB
CDtC
KtD
L, (3.2)
where Bα = (BAB
CD), Bβ = (BNM
KL).
The claim of the theorem is analoguous to the corresponding result for
quantum groups, where the relations are determined by a single matrix B.
For any quantum space (V, I1, . . . , Is) the projectors Pk can be expressed
from the matrix Bα (“R-matrix”) as the projections on its eigenspaces. The
commutational relations in the algebras Ak = T (V
′)/(Ik) are also expressed
in terms of the operator Bα. Suppose one has the commutational relations
in the R-matrix form. It is common then to relate “the Poincare – Birkhoff
– Witt property” (the equality of the graded dimension of function algebra
on quantum space or quantum group to that of the corresponding classical
polynomial algebra) with the identity
B12B23B12 = B23B12B23 (3.3)
for the matrix B, where B12 = B ⊗ 1, B23 = 1 ⊗ B (the Yang – Baxter
equation). Strictly speaking, no general statement exists here and one can
only say that a certain “relation” takes place. (As Joseph Donin told me after
this work was completed, a sort of theory can be actually developped dealing
with the quantum algebra dimension in connection with the YB equation.
This is the topic of the recent paper [14] by him and Steve Shnider.)
Consider the case of Linq = Lin
(2)
q , I1 = I, I2 = J . We shall normalize the
matrices B so as B = P1 − λP2, λ 6= −1, and we shall look for λ suiting
(3.3). In general this is an overdetermined problem. One can notice (see, for
example, [12]), that if the solutions exist there may be either exactly two
of them: B+ = P1 − λP2 and B− = P1 − λ
−1P2, where λ 6= 1, or just one:
B = P1−P2, in the case the equation (3.3) is satisfied for λ = 1. (In the last
case an additional identity holds, B2 = 1.) Applying this to our situation, we
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obtain that if for two quantum spaces α = (V, IV1 , I
V
2 ) and β = (W, I
W
1 , I
W
2 )
the normalized matrices Bα and Bβ suit the Yang – Baxter equation, and we
fix the choice of Bα and Bβ, then the commutational relations in Mαβ can
be presented in the “R-matrix form”(3.1),(3.2) with the given Bα and Bβ if
and only if λα = λβ or λα = λ
−1
β .
Let us turn now to problem of the graded dimension of the algebras Mαβ .
We consider the subcategory with defining commutational relations for quan-
tum spaces of the form (2.13). Let α = (V, PV , QV ), β = (W,PW , QW ) with
the matrices of parameters PV = (p
AB), QV = (q
AB), PW = (p
KL), QW =
(qKL). For arbitrary orderings of the tensor indices in V and W let
sign(B − A) equal +1, 0,−1 if B > A, B = A, B < A respectively. In
a similar way we define the function sign(L−K). The matrix entries will be
ordered by rows: tA
K < tB
L, if A < B or if A = B, K < L. The ordered
monomial is defined as usual to be such that the sequence of letters is not
decreasing and any odd variable can appear no more than once.
Theorem 3.2. The algebra Mαβ is of classical dimension iff the bases
in V and W can be ordered in such a way that the following equations hold
pAB = qABcsign(B−A)α , (3.4)
pKL = qKLc
sign(L−K)
β , (3.5)
for some constants cα, cβ, not equal to 0 or −1, and either
cα = cβ, (3.6)
or
cα = c
−1
β , (3.7)
In this case the ordered monomials in matrix entries span the algebra Mαβ.
Proof. It actually consists of two parts.
First choose an arbitrary ordering of the tensor indices. We shall show
that the ordered monomials span the whole algebraMαβ for any values of the
parameters pAB, qAB, pKL, qKL. Indeed, consider an arbitrary monomial in
tA
K . Consider the elements of the first row in it. Let τ stand for the number
of the inversions with the elements of other rows. That is the number of cases
when the elements of the first row appear to the right of the elements of other
rows. Take any neighbouring pair of elements of the sort tA
Kt1
L, A > 1.
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By the commutational relations (2.15) it is possible to substitute it by a
linear combination of the products t1
LtA
K ... t1
KtA
L, and the number τ will
decrease by one. Thus a finite iteration of this procedure leads to a linear
combination of the monomials such that in each of them the elements of the
first row stand to the left of the product of the elements of the other rows.
We can apply the same method to these products, now taking the second
row instead of the first, etc. (If at some step the elements of a certain row
are absent, then we take the next row.) As there are finite number of rows,
after a finite steps we shall obtain a linear combination of monomials with
the correct order of the row numbers. The elements inside the same row
(they all are neighbours now) are put in the correct order by the formulas
(2.17). Now the arbitrary monomial from which we have started is expressed
as linear combination of the ordered mononials.
Such algorithm for a quantum deformation of the supergroup GL (n | m)
was described by Manin [19] with the reference to Yu.Kobyzev.
The second part of the proof deals with the linear independence of the
ordered monomials. This is much more non-trivial problem. The so-called
“diamond lemma” of the combinatorial theory of rings (see [17], [13]) im-
plies that for quadratic algebras it is necessary and sufficient to check the
independence only for the monomials of the third order. (The lemma pro-
vides in this case the linear independence also for all ordered monomials of
the degree > 3.) Let us look for the criterion of the independence for ordered
cubic monomials in tA
K .
The linear independence of ordered monomials is equivalent to the unique-
ness of the “normal form” of any arbitrary monomial, i.e. to the indepen-
dence “on path” of the result of its expression as a combination of the ordered
monomials. We need to finger all cubic monomials with the broken order and
for each of them to compare all the possible ways to put them in the normal
order. Let a < b < c be the arbitrary letters symbolizing the matrix entries.
Then the cubic monomials with the broken order are the following: acb, bac,
bca, cab, cba (three letters different) and aba, ba2 (two letters different). In
the process of putting them into order the new letters can arise. Which ones
(together with the ways of putting into order) actually depends on the posi-
tion of the elements a, b, c in the matrix (tA
K). It is most convenient to draw
pictures on which the matrix entries are shown as the vertices of an orthog-
onal lattice. By (2.15) the “commutator closure” of the given set of letters
consists of the vertices of the least sublattice containing this set. Other let-
ters cannot appear in the process of putting the monomial into normal form.
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For three pairwise different entries we obtain one picture with six additional
letters (if the initial elements stand on three different rows) and two pictures
with three additional letters (if initially we have elements in two different
rows). For two different letters a picture with two additional letters appears.
(The pictures with the initial letters in one row do not include any additional
letters and they cannot produce any ambiguity. The staightforward checking
of all possible ways leading to the sum of ordered monomials in each of these
5×3+2 = 17 cases shows that the non-uniqueness of the normal form is apri-
ori possible only for the monomials like cba (for all three variants of the posi-
tion of the initial elements), i.e. when branching of the algorithm takes place
at the very first step. (Have in mind that the conclusion is strongly based on
the exact form of the commutational relation.) Happily no branching is pos-
sible here at the following steps. In the most complex case with six additional
letters two branches of the algorithm look as follows: cba −→ (bca, xya) −→
(bac, buv, xay, xtv) −→ (abc, tsc, ubv, txv, axy, usy, txv, ubv) and cba −→
(cab, cts) −→ (acb, uvb, tcs, uys) −→ (abc, axy, ubv, usy, tsc, txv, usy, ubv).
Here all the arising monomials are successively written down. In two other
cases the branches are a bit shorter. The final list of the ordered monomi-
als is the same for both branches. That means that the uniqueness of the
normal form is equivalent to the agreement of numeric factors in the similar
terms. The explicit calculation leads us to the 12 equations for the parame-
ters pAB, qAB, pKL, qKL. Five of these equations happen to be identities. Let
us give as example two of the non-trivial equations:
(pABq
LN − qABp
LN)(pACp
KN − qACq
KN)(pBC + qBC)
(pKN + qKN)(pLN + qLN)
+
(pAB + qAB)(pACp
KL − qACq
KL)(pBCp
LN − qBCq
LN)
(pKL + qKL)(pLN + qLN)
=
(pABp
KL − qABq
KL)(pAC + qAC)(pBCp
KN − qBCq
KN)
(pKL + qKL)(pKN + qKN)
, (3.8)
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if A < B < C, and
2(pAB + qAB)(pABp
KN − qABq
KN)
(pKN + qKN)(pNL + qNL)(pLN(1− (−1)B˜) + qLN(1 + (−1)B˜))
=
2(pAB + qAB)(pABp
KN − qABq
KN)
(pKN + qKN)(pKL + qKL)(pLK(1− (−1)B˜) + qLK(1 + (−1)B˜))
+
(pABp
KL − qABq
KL)(pABp
LN − qABq
LN )
(pKL + qKL)(pLN + qLN)
, (3.9)
if A < B,L < N . To get the solution we shall make a reduction. Substitute
K = N into (3.9). Two terms cancel immediately and we arrive to (pABp
NL−
qABq
NL)(pABp
LN − qABq
LN) = 0, which is equivalent to
pAB
qAB
=
pLN
qLN
or
pAB
qAB
=
qLN
pLN
(3.10)
(recall that pLN = (pNL)−1, qLN = (qNL)−1). Let pAB/qAB = cAB, pKL/qKL =
cKL. The equations (3.10) are equivalent to
cAB + (cAB)
−1 = cKL + (cKL)
−1 (3.11)
for any A < B, K < L. That means that both the right-hand side and
the left-hand side of (3.11) do not depend on indices and are equal to some
constant µ 6= 0. Thus for all A,B cAB = c
εAB , where c : c + c−1 = µ,
εAB + εBA = 0, εAB = ±1 if A 6= B, and the same for cKL = c
εKL. Let
c 6= 1. If the matrices (εAB), (εKL) do not possess the “transitivity” property
(εAB = 1, εBC = 1 implies εAC = 1), then the equations are not satisfied.
Indeed, substituting, for example, pAB = c · qAB, pBC = c · qBC , pAC =
c−1 · qAC into (3.8) and setting K = L = N , we obtain a contradiction (for
c 6= 1). It follows that if it is not true that εAB = sign(B − A), εKL =
sign(L − K) for some ordering of the bases of V and W (perhaps different
from the originally chosen), then the dimension of the algebra Mαβ is less
than the classical value. (The ordered cubic monomials, w.r.t. the original
ordering, will be linear dependent and according to what was proven above
they actually span the subspace of all cubic functions.) Assume now that
this is true. We write the same equations on the deformation parameters
w.r.t. the new ordering. To finish the proof it is necessary to substitute
in them the equations (3.5), (3.6). Now the direct, rather laborous check
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shows that all the seven equations are actually satisfied. The case of c = 1
is also contained here; it is indifferent to the choice of ordering. 
We actually proved that it is enough to consider the case (3.6), for a
suitable ordering. From the other point, it was known that for a single
space α = (V, I1, I2) the possibility to choose the order of the basis in such
a way that the equation (3.4) holds for a certain cα is equivalent both to
the PBW property for the algebra Mαα and to the Yang – Baxter equation
for B± = P1 − (cα)
±1P2 (see [12], [13]). The key point of our result is
that the equality of “quantum constants” cα = c
±1
β for two spaces is exactly
the criterion for the classical value of the dimension of the algebra Mαβ
(the “Poincare – Birkhoff – Witt” for Mαβ). This criterion is in excellent
agreement with our heuristic consideration above, which was based on the
Yang – Baxter equation, while there is no direct logical connection. For
cα 6= 1 one can choose one of the two orderings compatible with (3.4) (direct
or reverse), i.e. to choose one of the two “Yang–Baxter structures” B+ or
B− on (V, I1, I2), which could be viewed as a sort of “orientation”. The
statement of the theorem takes it into account.
It is convenient to make a slight change of the notation. Namely,
instead of cα we introduce λα : cα = λ
2
α and rescale the parameters,
qAB := qABλ
sign(A−B)
α . Then the commutational relations will become more
symmetric.
Fix now a number λ 6= 0,±i. Define a quantum category Lin+q (λ), with
objects which are triples like (V,Q,±1) with the following relations
xAxB − qABλ± sign(A−B)xBxA = 0,
ξAξB + (−1)A˜+B˜qABλ∓ sign(A−B)ξBξA = 0,
(3.12)
(the basis in V is defined uniquely up to the scaling of the basis vec-
tors). Then the matrix entries of the “homomorphisms from (V,QV , ε) to
(W,QW , η)” are subject to the following commutational relations implied by
(2.15-2.17) ... (3.12). For the elements of one row, if K < L:
tA
KtA
L − qKLλ−ηtA
LtA
K = 0, A˜ = 0,
tA
KtA
L + (−1)K˜+L˜qKLληtA
LtA
K = 0, A˜ = 1.
(3.13)
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For the elements of one column, if A < B:
tA
KtB
K − (qAB)
−1λ−εtB
KtA
K = 0, K˜ = 0,
tA
KtB
K + (−1)A˜+B˜(qAB)
−1λεtB
KtA
K = 0, K˜ = 1.
(3.14)
For the “diagonal” elements (A < B,K < L):
tA
KtB
L − (qAB)
−1qKL(−1)A˜L˜+B˜K˜tB
LtA
K =
(qAB)
−1λ
−ε−η − λε+η
λ−η + λη
(−1)(A˜+B˜)K˜tB
KtA
L (3.15)
For the “antidiagonal” elements (A < B,K > L):
tA
KtB
L − (qAB)
−1qKL(−1)A˜L˜+B˜K˜tB
LtA
K =
(qAB)
−1λ
−ε+η − λε−η
λ−η + λη
(−1)(A˜+B˜)K˜tB
KtA
L (3.16)
Notice that for ε = η the right-hand side of (3.16) vanishes, and for ε = −η
so do the right-hand side of (3.15). The factor in the right-hand side of (3.15)
or (3.16) respectively reduces to λ−ε − λε (in both cases).
Now, if one will fix the classical space V, dimV = 2 and change only
the quantization parameters qAB, he will arrive to the example described in
the introduction.
Appendix.
The general definition of a bialgebra A = (Ai) indexed by the set I is as
follows. We should fix the relations P ⊂ I3, Q ⊂ I3 and define the linear
maps
mijk : Ai ⊗Aj −→ Ak for all (i, j, k) ∈ P,
∆xyz : Ax −→ Ay ⊗ Az for all (x, y, z) ∈ Q,
such that the diagram
Ai ⊗ Aj
mijk
−−−→ Ak
∆krs−−−→ Ar ⊗ As
∆ixy⊗∆jαβ
y
xmxαr⊗myβs
Ax ⊗ Ay ⊗ Aα ⊗Aβ ←→ Ax ⊗Aα ⊗ Ay ⊗ Aβ
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is commutative when the maps in it make sense.
It is obvious that this definition is self-dual: if (Ai, I, P,Q,m,∆) is a bial-
gebra, then (A′i, I, Q, P,∆
′, m′) is also a bialgebra. This definition contains in
particular: graded and almost graded algebras, coalgebras and bialgebras (in
the usual sense), function algebras on categories, additive categories, function
algebras on quantum categories, algebras dual to them, etc. Rather exotic
diagonals one can find, for example, in the Odessky – Feigin algebras [25].
The possibility that need to be also considered is that the indices i ∈ I
may form not just a set but topological space or a smooth manifold. The
natural farther step is to allow the indices to be coordinates on a superman-
ifold or even a “quantum manifold”. In the context of this paper that means
to allow to quantize the quantization parameters themselves.
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