Optimum experimental designs are most commonly used to obtain maximum likelihood estimators of parameters. However, obtaining an explicit form of these estimators is not feasible for generalized linear mixed models (GLMMs). Hence as an alternative method to handle this issue, the quasi-likelihood method is applied to Poisson regression models with random effects, a special case of GLMMs. In this paper, we consider this model and compare D-optimal designs for quasi-likelihood estimation and maximum likelihood estimation of fixed effects parameters. The empirical results in a simulated environment suggest that the optimal designs for quasi-likelihood estimation are efficient.
Introduction
Many experiment responses are not continuous and can not be described by a linear model with normally distributed errors. If responses are binary or count data, generalized linear models (GLMs), which are described in great detail by McCullagh and Nelder (1989) , are established tools to model such data. The maximum likelihood method can be applied to estimate the parameters in GLMs. As a result, the Fisher information matrix, which equals asymptotically the inverse of the variance-covariance matrix of the maximum likelihood estimator of fixed parameters, can be obtained. The particular property of GLMs is to assume that all observations are independent of each other. Therefore, these models are not appropriate to analyze correlated data structures. In this case, generalized linear mixed models, which extend GLMs by including random effects in the predictors, are the general tools at hand to model the correlated data (McCulloch and Searle, 2001 ). However, unlike GLMs, the likelihood function to estimate the fixed parameters of GLMMs can not be obtained explicitly, and hence there is no closed form for the Fisher information matrix. Despite widespread theoretical and numerical work on GLMMs, there are few results on optimal designs for these models. Waterhouse (2005) has done extensive work on optimal designs for GLMMs. Recently, the quasi-likelihood approach has been applied to find optimal designs for some special cases of GLMMs, called Poisson regression models with random coefficients (Niaparast (2009), Niaparast and Schwabe (2013) ). In this paper we take these special cases of GLMMs into account. The quasilikelihood approach is applied to this model. McCullagh (1983) has demonstrated that under suitable conditions, quasi-likelihood estimators are efficient. In the present work, Also using simulation and numerical techniques, we compare the optimal designs for maximum likelihood estimators to these for quasi-likelihood estimators of the fixed effect parameters. To the best of the authors'knowledge, there is no published study on the relative efficiency of D-optimal designs for quasilikelihood estimators.
In what follows, we will first review Poisson regression models with random effects, information matrices and quasi-information matrices, and discuss designed experiments. Section 3 provides criterion for the measurement relative efficiency of the quasi-likelihood method to obtain D-optimal designs for Poisson regression models with random effects and gives an approximation of the Fisher information matrix. Then in section 4 we obtain the relative efficiency of D-optimal designs for quasi-likelihood estimation for three cases of Poisson regression models with random effects. Finally we conclude with a short discussion of the results.
Preliminary
The results of this paper extend those of Niaparast (2009) and Niaparast and Schwabe (2013) . We use their notation and results, hence we summarise them here.
2.1. Model. We consider a Poisson regression model with random effects, which can be written as,
where Y ij stands for the jth observation for individual i at the experimental setting x ij from the experimental region X. The conditional mean of Y ij given b i , µ ij (b i ), is specified as an exponential function of x ij and b i ; that is,
where β = (β 1 , . . . , β p ) is the p-dimensional vector of fixed effects and b i is the q-dimensional vector of random effects for individual i. These are assumed to be independent and identically normally distributed with mean 0 and variancecovariance matrix Σ. Also we suppose that f = (f 1 , . . . , f p ) and g = (g 1 , . . . , g q ) are the vectors of known regression functions corresponding to the fixed effect parameters and random effect parameters, respectively. We assume that f and g are the same for all individuals. Moreover, we suppose that the random effects are uncorrelated for different individuals.
According to Niaparast and Schwabe (2013) , the mean and the variance-covariance structure for the responses of the ith individual are as follows:
Since that the covariance between observations from different individuals are zero, the variance-covariance of the vector of all observations is a block diagonal matrix
and depends on β through the mean vector E(Y).
Quasi-information Matrix.
The log-likelihood for model (??) can be obtained as
It involves an integration over b i with respect to the Normal distribution with mean 0 and variance-covariance matrix Σ. Unfortunately this integral cannot be simplified further or evaluated in closed form and hence the Fisher information cannot be expressed in closed form either. There are several attempts to find some numerical methods, but there is no guaranteed method to establish stable solutions (see e.g. Davidian and Giltinan (1995) and Pinheiro and Bates (2010) ). For a general discussion of appropriateness of various approximations of the Fisher information matrix see Mielke (2012) . As an alternative method the quasi-likelihood method can be considered. Let Y be a vector of observations with the mean E(Y) = µ(β) and variancecovariance matrix V ar(Y) = V (µ(β)) which is related to µ(β) through the known variance function V (.). The quasi-score function to estimate the regression parameters β is defined as
where D is the partial derivative of the components of µ(β) with respect to the entries in β and hence it is a function of β (McCullagh and Nelder,1989).
Under mild conditions (McCullagh, 1983), we havê
)D is the quasi-information matrix. This matrix plays the same role as Fisher information for ordinary likelihood function. In the model (??), the quasi-information can be written as
..,s (Niaparast and Schwabe, 2013).
Designs.
In carrying out an experiment, subjects such as expend and the extend of reliance of the result of experiment, led researchers to design the experiment for getting the best result before doing that.
2.1.
Definition. An approximate design for individual i, ξ i , is a probability measure with finitely many support points x i1 , . . . , x iti and weights p i1 , . . . , p iti which sum up to 1. In other words x ij s are experimental settings and p ij (j = 1, . . . , t i ) are the proportion of individual i which is taken at x ij . The approximate design for individual i can be represented as
Based on this definition and to emphasis the design, we can represent equation (??) as
The population design is defined as
where w i (i = 1, . . . , s) is the proportion of the individuals that have been observed under the individual setting ξ i so the population quasi-likelihood information matrix will be
If all individuals are observed under the same individual design ξ, then the quasiinformation for population design equals the quasi-information for an individual. Here, we suppose that all individuals are treated under the same design and hence we can ignore the index i in the experimental settings.
In other word, ξ * is a D-optimal design if it achieves the maximum determinant of the quasi-information matrix.
Results
Niaparast (2009) and Niaparast and Schwabe (2013) have obtained D-optimal designs for quasi-likelihood estimator of the fixed effect parameters of Poisson regression model with random effects. In this section we are going to measure the relative efficiency of D-optimal designs for quasi-likelihood estimators.
3.1. Lemma. Suppose thatβ Q is the quasi-likelihood estimator of β. Then
Proof. According to the Cramer-Rao inequality, the inverse of the Fisher information matrix for β is lower bound for any unbiased estimator of β. Sinceβ Q is an unbiased estimator of β asymptotically, then
This inequality means V arβ Q (ξ) is greater than inverse of Fisher information matrix, I β (ξ), in the sense of Loewner ordering (Pukelsheim (1993) ). On the other hand V arβ Q (ξ) equals the inverse quasi-information matrix asymptotically (McCullagh, 1983 ). Regarding to Pukelsheim (1993) ,
• tr(M β (ξ)) < tr(I β (ξ)).
To compare the Fisher information matrix and the quasi-information matrix, we define the Q − I re criterion by
where I β (ξ * ) and M β (ξ * ) are the Fisher information matrix and the quasi-information matrix for the same experimental setting of D-optimal designs, respectively. In fact, I β (ξ * ) are the asymptotic variances ofβ based on the quasilikelihood method and the likelihood method respectively, if ξ * is the D-optimal design based on both methods. Therefore this criterion measures the difference between two asymptotic variances of two unbiased estimators ofβ. The Fisher information matrix for design ξ is given by the p × p symmetric matrix whose (k, l)-th element is given by the covariance between the first partial derivatives of the log-likelihood with respect to the parameters, i.e. Cov(
where
Here n j = m · p j stand for the number of observations which are taken at x j ,
. Since the relation (??) involves two integrals which cannot be expressed explicitly, the Laplace approximation is considered. Therefore relation (??) can be represented as follows:
whereb 0 andb j (j = 1, . . . , t) are local extrema of the functions P 0 (b) and P j (b), respectively. Also, we have
Simulation
In the following we will measure the relative efficiency of the quasi-likelihood approach for three special cases of Poisson regression model with random effects. Note that in these cases D-optimal designs for quasi-estimators of parameters have been obtained by Niaparast (2009) and Niaparast and Schwabe (2013) . In practice, we obtain ξ * for the maximum quasi-likelihood estimation of parameters, and then we simulate the Fisher information matrix under the condition that ξ * be also the D-optimal design for maximum likelihood estimation of β. Then we calculate Q − I re Table ? ? contains Q − I re , det(I β (ξ * )) and det(M β (ξ * )) for some representative values of σ. Generally, the variance of observations decreases as σ decreases. Therefore the determinant of the Fisher information matrix and the determinant of the quasi information matrix properly decreased. Also, with increasing σ the distance between det(I β (ξ * )) and det(M β (ξ * )) increased, but values of the Q − I re demonstrated that D-optimal designs for quasi-likelihood estimation of parameters are efficient for different σ. It might happen that the effect of the explanatory variables are stronger than that which in SMI describes as the relation between the explanatory variable and response variable. Thus the quadratic model which is a special case of model (??) where β = (β 0 , β 1 , β 2 ), f (x j ) = (1, x j , x 2 j ), Table 1 . Q − Ire for SMI β0 = 3,β1 = −2,m=100 β0 = 3,β1 = −5,m=100 g(x j ) = 1 and var(b) = σ 2 . As we mentioned in the simple poisson regression model with random intercept (SMI), we have also considered the saturated designs with three support points. The Q − I re , det(I β (ξ * )) and det(M β (ξ * )) for this model according to different values of σ are listed in table (??). The results for here are similar to those obtained in the SMI example. Table 2 . Q − Ire for QMI β0 = 3,β1 = −5,β2 = −2,m=100 β0 = 3,β1 = −2,β2 = −5,m=100 
. For SMS, D-optimal designs are searched among two-point designs (Niaparast and Schwabe, 2013) . Table ?? contains three values Q − I re , det(I β (ξ * )) and det(M β (ξ * )). Table 3 . Q − Ire for SMS β0 = 2,β1 = −3,m=100 β0 = −2,β1 = −3,m=100 
Discussion
In this paper we evaluate the relative efficiency of the quasi-likelihood method in obtaining D-optimal designs for Poisson regression models with random effects. For this purpose, the quasi-information matrix was compared with approximations of the Fisher information matrix. To gain the Fisher information matrix of usual methods, the covariance between first partial derivatives of the log-likelihood with respect to parameters must be computed. The likelihood function includes the integral over the product of the probability density functions within any individual. Since these functions vary between zero and one, then their product tends to zero. To solve this problem, the Laplace approximation and weak law of large numbers were used to approximate the Fisher information. The obtained results demonstrate that the D-optimal designs for quasi-likelihood estimator of parameters are efficient. Figure ? ? shows D-optimal designs for quasilikelihood estimators in simple model with random slope are more efficient. Since the theoretical results can be obtained for quasi-likelihood approach in GLMMs, an interesting subject for further study is to extend the results to other optimality criteria. 
