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ABSTRACT
In this thesis we study the geometry of the fixed point set Σ of a
smooth mapping Φ : M → M on an n-dimensional Riemannian manifold
(M, g) by computing the asymptotic expansion as t → 0+ of the trace of the
deformed heat kernel U
(
t; x,Φ(x)
)
of the Laplace operator on M . We assume
that the fixed point set is a union of connected components Σi, i = 1, . . . , s,
each of which is a smooth compact submanifold of M with dimension mi,
0 6 mi 6 n− 1.
There exists the asymptotic expansion as t→ 0+∫
M
dvol(x)U
(
t; x,Φ(x)
) ∼ s∑
i=1
∞∑
k=0
tk−mi/2
∫
Σi
dvol(y) a
(i)
k (y) ,
where a
(i)
k (y) are scalar invariants on Σi depending on covariant derivatives
of the curvature of the metric g and symmetrized covariant derivatives of the
differential dΦ of the mapping Φ, evaluated on Σi.
Due to the localization principle, it is possible to compute the expan-
sion for each component separately. We develop a generalized Laplace method
for computing the coefficients a
(i)
k (y) in this expansion and compute the coeffi-
cients a0, a1, and a2 explicitly in the following cases:
1. M is a flat two-dimensional manifold, Σ is a zero- or one-dimensional
component of the fixed point set.
2. M is an n-dimensional curved manifold, Σ is a zero-dimensional compo-
nent of the fixed point set.
We also develop algorithms for computing further coefficients and
expressing them in a symmetrization-free form.
ACKNOWLEDGMENT
I would like to express my gratitude to my scientific advisor Prof.
Ivan G. Avramidi for arousing my interest in differential geometry and his
area of work. For endless hours he spent with me during my years at New
Mexico Tech exploring possible research directions and helping to improve my
background where it lacked. He was always ready to answer my questions and
it was just impossible to wish for a better mentor!
Thanks to my scientific advisor Prof. Igor B. Simonenko at Rostov
State University, Russia. His inexhaustible enthusiasm inspired me a lot during
all my six years there, and our prolonged discussions helped me to develop a
mathematical style of thinking.
Thanks to Don Clewett and especially Rachael Defibaugh-Cha´vez for
reading drafts of this thesis and making a lot of useful comments and correc-
tions.
This thesis was typeset with LATEX
1 by the author.
1LATEX document preparation system was developed by Leslie Lamport as a special version
of Donald Knuth’s TEX program for computer typesetting. TEX is a trademark of the
American Mathematical Society. The LATEX macro package for the New Mexico Institute of
Mining and Technology thesis format was adapted from Gerald Arnold’s modification of the
LATEX macro package for The University of Texas at Austin by Khe-Sing The.
ii
TABLE OF CONTENTS
1. Introduction 1
1.1 Differential Geometry . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 World Function . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.3 The Laplacian on a Riemannian Manifold . . . . . . . . . . . . 11
1.4 Heat Kernel and Spectral Functions . . . . . . . . . . . . . . . . 15
1.5 Laplace Method . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.6 Spectral Asymptotics of Riemannian Submanifolds . . . . . . . 20
2. Symmetric Tensors 24
2.1 Algebra of Symmetric Tensors . . . . . . . . . . . . . . . . . . . 24
2.2 Contraction Formulas: Theory . . . . . . . . . . . . . . . . . . . 25
2.3 Contraction Formulas: Particular Cases . . . . . . . . . . . . . . 29
3. Spectral Geometry of Submanifolds: Flat Manifold 35
3.1 One-Dimensional Submanifolds . . . . . . . . . . . . . . . . . . 36
3.1.1 Tangent and Normal Coordinates . . . . . . . . . . . . . 38
3.1.2 Reduction of the Area of Integration . . . . . . . . . . . 39
3.1.3 Taylor Series Expansions . . . . . . . . . . . . . . . . . . 41
3.2 Zero-Dimensional Submanifolds . . . . . . . . . . . . . . . . . . 45
4. Spectral Geometry of Submanifolds: Curved Manifold 53
4.1 Main Theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
iii
4.1.1 Normal Coordinates . . . . . . . . . . . . . . . . . . . . 55
4.1.2 Taylor Series Expansion . . . . . . . . . . . . . . . . . . 57
4.1.3 Scaling of Coordinates . . . . . . . . . . . . . . . . . . . 58
4.2 Computation of the Coefficients A0, A1, and A2 . . . . . . . . . 61
4.2.1 Coincidence Limits of Two-Point Functions . . . . . . . . 61
4.2.2 Derivatives of the Deformed Diagonal Functions . . . . . 62
4.2.3 Symmetrized Derivatives of the Function S . . . . . . . . 66
4.2.4 The Heat Kernel Coefficients . . . . . . . . . . . . . . . . 70
4.2.5 The Van Fleck-Morette Determinant . . . . . . . . . . . 71
4.2.6 Coefficients bk . . . . . . . . . . . . . . . . . . . . . . . . 73
4.2.7 Gaussian Average . . . . . . . . . . . . . . . . . . . . . . 74
4.3 Isometric Case . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.4 Comparison of the Results . . . . . . . . . . . . . . . . . . . . . 81
5. Conclusions 83
A. Computation of Symmetrized Covariant Derivatives 85
A.1 Generating Python Script: Source Code . . . . . . . . . . . . . 85
A.2 Generating Python Script: Output . . . . . . . . . . . . . . . . 89
A.3 Coincidence Limits of the World Function . . . . . . . . . . . . 92
A.3.1 Forth order . . . . . . . . . . . . . . . . . . . . . . . . . 92
A.3.2 Fifth order . . . . . . . . . . . . . . . . . . . . . . . . . . 92
A.3.3 Sixth order . . . . . . . . . . . . . . . . . . . . . . . . . 93
REFERENCES 96
iv
CHAPTER 1
Introduction
1.1 Differential Geometry
Here we provide a brief review of differential geometry concepts that
we will use further. For more detailed treatment of the subject see, for exam-
ple, [10, 17].
Definition. A topological Hausdorff space M with a countable base is called an
n-dimensional manifold (without boundary), n ∈ N, if, for any point p ∈ M ,
there exists an open neighborhood U ⊂ M of the point p, open subset V ⊂ Rn,
and homeomorphism ϕ : U → V . The pair (U, ϕ) is called a coordinate chart
or local coordinates.
We always assume that all manifolds we deal with are smooth. That
is, given an n-dimensional manifold M and two coordinate patches (U, ϕ) and
(V, ψ), such that U ∩ V 6= ∅, the corresponding transition map
ψ ◦ ϕ−1 : ϕ(U ∩ V )→ Rn
is smooth (infinitely differentiable).
Definition. Let M be a manifold and f : M → R be a function on it. The
function f is continuously differentiable on M if, for any point p ∈ M
and any coordinate patch (U, ϕ), containing the point p, the function f ◦ ϕ−1 :
1
2ϕ(U) → R is continuously differentiable. If f is continuously differentiable on
M , we will write f ∈ C1(M).
In the same manner one can give definitions of k-times differentiable
functions Ck(M) and infinitely differentiable functions C∞(M), as well as dif-
ferentiable mappings f : M → Rn. We will denote the space of smooth func-
tions with compact support by C∞c (M).
Definition. Let M be an n-dimensional manifold. A vector X at a point
p ∈ M is a linear differential operator of the first order X : C1(M) → R. In
local coordinates it can be written as
X(f) =
n∑
i=1
X i
[
∂f
∂xi
]
(p) ,
where X i are components of X. The vector X is also called the tangent or
contravariant vector. The set of all tangent vectors to the manifold M at
the point p is called the tangent space and is denoted by TpM . The union
of all tangent spaces to the manifold M at all points is called the tangent
bundle and is denoted by TM . A vector field (or a section of the tangent
bundle) v on the manifold M is a mapping v : M → TM , such that, for any
point p ∈M , there holds v(p) ∈ TpM .
Below we follow the standard Einstein convention of summation over
repeated indices from one to the dimension of the manifold. Where it is neces-
sary, we will specify limits of the summation explicitly. In local coordinates a
vector field v may be written as
v(p) = vi(p) ∂i ,
3with ∂i being an i-th vector of the coordinate basis in the tangent space TpM ,
defined by
∂i(f) =
∂f
∂xi
,
where xi are local coordinates. We will say that the vector field v is smooth
and will write v ∈ C∞(TM), if all its components vi(x) are smooth functions
in all coordinate patches.
Remark. One can show that, although we use local coordinates to introduce
various geometrical objects, they have invariant geometrical meaning which
does not depend on the choice of a coordinate patch. All our results will be
formulated in the invariant form.
Definition. Let M be a manifold. The cotangent space T ∗pM at a point
p ∈M is the dual space to TpM , i.e. the space of all linear functionals on TpM .
Its elements are called cotangent vectors, covariant vectors or covectors.
The union of all cotangent spaces at all points is called the cotangent bundle
and is denoted by T ∗M . A covector field (also called a 1-form or a section
of the cotangent bundle) v on the manifoldM is a mapping v : M → T ∗M ,
such that, for any point p ∈M , there holds v(p) ∈ T ∗pM .
The basis in a cotangent space, dual to the coordinate basis ∂i, is
denoted by dxi and is defined by the condition dxi(∂j) = δ
i
j, where δ
i
j is the
Kronecker symbol. As well as for vector fields, we define the set of all smooth
covector fields C∞(T ∗M).
Definition. Let Φ : M → M be a smooth mapping on a manifold M . Let
p ∈ M and p′ = Φ(p). Let xi be local coordinates in the point p, xi′ be local
4coordinates in the point p′, and Φi
′
be the coordinate functions of the mapping
Φ. The differential of the mapping Φ at the point p is a linear mapping
dΦ : TpM → Tp′M
with components
(dΦ)i
′
j =
∂Φi
′
∂xj
.
The tensor product of two functionals f : X → R and g : Y → R
is a functional f ⊗ g : X × Y → R defined by (f ⊗ g)(x, y) = f(x)g(y) for any
x ∈ X and y ∈ Y .
Definition. A tensor T of the type (s, q) at a point p of a manifold M is
a linear functional
T : TpM × . . .× TpM︸ ︷︷ ︸
q
×T ∗pM × . . .× T ∗pM︸ ︷︷ ︸
s
→ R .
In the coordinate basis it is given by
T = T i1...isj1...jq dx
j1 ⊗ . . .⊗ dxjq ⊗ ∂i1 ⊗ . . .⊗ ∂is .
The set of all tensors of the type (s, q) at all points of the manifold M is called
the (s, q)-tensor bundle and is denoted by T sq M . A smooth (s, q)-tensor
field is a smooth mapping assigning to each point p ∈ M a tensor of the type
(s, q). The set of all smooth (s, q)-tensor fields is denoted by C∞(T sq M).
When s or q in the above definition equals zero, we will not write it,
that is, T p0 = T p and T 0q = Tq.
5For any m ∈ N let Sm be the set of all permutations of the numbers
1, . . . , m. A transposition is a permutation, which exchanges only two numbers,
leaving all others fixed. Every permutation can be represented as a composition
of transpositions. Such a representation is not unique, but the number of
transpositions in it is an invariant mod 2. The signature of a permutation
ϕ ∈ Sm, denoted by sign(ϕ), is 1, if it is represented by a composition of even
number of transpositions, and −1 otherwise. For any permutation ϕ ∈ Sm and
any tensor T ∈ TmM we define the tensor ϕT ∈ TmM by
(ϕT )i1...im = Tiϕ(1)...iϕ(m) .
We will say that T ∈ TmM is a symmetric tensor, if ϕT = T for
any ϕ ∈ Sm. Let VmM ⊂ TmM be the space of symmetric (0, m)-tensors. We
define the operator of symmetrization Sym : TmM → VmM by
Sym(T ) =
1
m!
∑
ϕ∈Sm
ϕT .
We will also use parentheses to indicate symmetrization:
(Sym(T ))i1...im = T(i1...im).
If it is necessary to exclude some indices from symmetrization, we will delimit
them by | . . . |, that is,
T(i1...ik|j1...jl|ik+1...im) =
1
m!
∑
ϕ∈Sm
T(iϕ(1) ...iϕ(k)|j1...jl|iϕ(k+1)...iϕ(m)) .
We will say that T ∈ TmM is an antisymmetric tensor, if ϕT =
sign(ϕ)T for any ϕ ∈ Sm. Let ΛmM ⊂ TmM be the space of antisymmetric
6(0, m)-tensors (also called m-forms). It follows from the definition, that, for
any n-dimensional manifold M , only spaces ΛmM with 0 6 m 6 n are non-
trivial, that is, they contain non-zero tensors. We define the operator of
antisymmetrization (alternation) Alt : TmM → ΛmM by
Alt(T ) =
1
m!
∑
ϕ∈Sm
sign(ϕ)ϕT .
We will also use square brackets to indicate alternation:
(Alt(T ))i1...im = T[i1...im].
The exterior or wedge product ∧ : ΛpM × ΛqM → Λp+qM is defined by
α ∧ β = (p+ q)!
p! q!
Alt(α⊗ β) .
When it is not confusing, we will write T pq , Vn, and Λn instead of
T pq M , VnM , and ΛnM respectively.
We say that a manifold M is equipped with a Riemannian metric
g if g is a smooth symmetric tensor field of the type (0, 2) and it defines a
positive definite non-degenerate inner product in each tangent space TpM . We
will call the pair (M, g) a Riemannian manifold. On a Riemannian manifold
we can use the metric for raising and lowering tensor indices:
ai = gija
j, aj = gjiai,
where gji are components of the inverse matrix to gij, i.e. g
jigik = δ
j
k. The
determinant of the matrix gij we will denote by det g or by |g|.
For integration over a manifold M we need to define a volume form.
7Definition. An n-dimensional manifold M is orientable, if there exists a
constant sign n-form α ∈ Λn.
In case of an orientable Riemannian n-dimensional manifold (M, g)
there is a special volume form generated by the metric. It is called the Rie-
mannian volume form and is given by
dvol = ε(∂1, . . . , ∂n) |g|1/2 dx1 ∧ . . . ∧ dxn,
where ε(∂1, . . . , ∂n) is equal to 1 for positively oriented basis ∂i and −1 other-
wise. The volume form changes sign whenever a basis changes the orientation;
such a geometrical object is called a pseudoform. We will always work with
orientable manifolds and will use only positively oriented bases without speci-
fying it explicitly. In this case ε(∂1, . . . , ∂n) = 1 and we will omit it henceforth.
When computing integrals over a manifold, it is usually necessary to
work in several coordinate charts. For using formulas, written in local coordi-
nates, a partition of unity over a manifold is used for splitting an integral into
parts, such that each part can be covered by a single chart.
Definition. Let (M, g) be a Riemannian manifold. The Christoffel symbols
Γijk are defined by
Γijk =
1
2
gil
(
∂gkl
∂xj
+
∂gjl
∂xk
− ∂gjk
∂xl
)
.
The covariant derivative (also called the connection, compatible with
the metric, or Levi-Civita connection) is an operator ∇ : C∞(T sq ) →
C∞(T sq+1), defined by
(∇T )i1...isj1...jqk = ∂kT i1...isj1...jq +
s∑
l=1
ΓilmkT
i1...il−1mil+1...is
j1...jq
−
q∑
l=1
ΓmjlkT
i1...is
j1...jl−1mjl+1...jq
.
8For a given point p ∈ M and a vector X ∈ TpM , the covariant derivative in
the direction of the vector X is
(∇XT )i1...isj1...jq = Xk(∇T )i1...isj1...jqk .
We will denote covariant derivatives by indices after a semicolon,
T i1...isj1...jq;k1...kr = (∇rT )i1...isj1...jqk1...kr .
Definition. The components of the Riemann curvature tensor are defined
by
Rijkl =
∂Γijl
∂xk
− ∂Γ
i
jk
∂xl
+ ΓimlΓ
m
jk − ΓimkΓmjl .
The Riemann curvature tensor has the following properties:
Rijkl = −Rjikl = −Rijlk = Rklij , (1.1)
Rijkl +R
i
klj +R
i
ljk = 0 , (1.2)
Rijkl;m +R
ij
lm;kR
ij
mk;l = 0 . (1.3)
The last two equations are called Bianci identities. For the commutator of
covariant derivatives there holds
2 T i1...isj1...jq;[kp] =
s∑
l=1
RilmpkT
i1...il−1mil+1...is
j1...jq
−
q∑
l=1
RmjlpkT
i1...is
j1...jl−1mjl+1...jq
. (1.4)
Contraction of two indices of the Riemann curvature tensor gives the Ricci
curvature tensor
Rijik = Rjk ,
and contraction of all indices gives the scalar curvature
Rij ij = R
k
k = R .
9Definition. A geodesic on a Riemannian manifold (M, g) is a critical curve
γ : [0, 1]→M of the length functional l(γ) =
1∫
0
dt (γ˙(t), γ˙(t)) .
One can show that geodesics satisfy the equation
∇γ˙(t)γ˙(t) = 0 ,
which in local coordinates takes the form
d2γi
dt2
+ Γijk
dγj
dt
dγk
dt
= 0 . (1.5)
Since we consider smooth manifolds, the theory of ordinary differential equa-
tions guarantees that, for any point p ∈ M and any vector v ∈ TpM , there
exists an ε > 0, such that equation (1.5) has a unique solution γv(t), t ∈ (−ε, ε),
satisfying initial conditions γv(0) = p and γ
′
v
(0) = v. On a smooth compact
manifold without boundary this solution exists for any t ∈ R.
Definition. Let (M, g) be a smooth compact Riemannian manifold without
boundary. For any point p ∈ M the exponential map expp : TpM → M is
defined by
expp(v) = γv(1),
where γv(t) is the solution of the equation (1.5) with the initial conditions
γv(0) = p and γ
′
v
(0) = v.
For non-compact manifolds the exponential map is well defined only
in some neighborhood of 0 ∈ TpM .
10
1.2 World Function
The local geometry of a smooth Riemannian manifold (M, g) can be
described by the world function (see, for example, [18]). The world function is a
real-valued non-negative function σ defined in a neighborhood of the diagonal
of M × M as follows. Let x′ ∈ M be a fixed point. We fix a sufficiently
small neighborhood of x′ in M so that every point x in this neighborhood
can be connected by a single geodesic to the point x′, which means that the
exponential map is injective within this neighborhood. Let r(x′) be the geodesic
radius of such a neighborhood. The injectivity radius of the manifold M ,
denoted by rinj(M), is defined as the infimum of r(x
′) over the whole manifold:
rinj(M) = inf
x∈M
r(x).
We assume that the injectivity radius is strictly positive, i.e. rinj > 0. For
smooth compact manifolds this is always the case. For non-compact manifolds,
this will be one of our assumptions (among other assumptions specified below).
The world function σ(x, x′) is defined as half the square of the length of the
geodesic connecting the points x and x′.
Let y = y(s) be a parametrization of the geodesic connecting the
points x and x′ with s being the natural parameter (arc length) along the
geodesic. Let y(0) = x and y(τ) = x′. Then y˙α(s) =
dyα
ds
(s) is the unit
tangent vector at the point y(t) of the geodesic. The world function satisfies
the equations [18]
σ(x, x′) =
1
2
gαβ(x)
∂σ
∂xα
(x, x′)
∂σ
∂xβ
(x, x′) ,
11
and
τ y˙α(0) = −gαβ(x) ∂σ
∂xβ
(x, x′) . (1.6)
It is easy to see that
expx(τ y˙
α(0)) = x′ . (1.7)
If two points x, x′ ∈ M cannot be connected by a single geodesic, it
is still possible to define the distance between x and x′ as the infimum of the
length functional over all smooth curves connecting x and x′, if they belong
to the same connected component. The distance between two submanifolds
A,B ⊂M we define as
dist(A,B) = inf
x∈A, y∈B
dist(x, y) .
1.3 The Laplacian on a Riemannian Manifold
Now we will describe the construction of the Laplace operator on a
Riemannian manifold (M, g). For details see [2, 5, 17].
We define the Hilbert space of square integrable functions L2(M) to
be the completion of the space C∞c (M) of smooth functions with compact
support in the norm induced by the L2-inner product
〈f, h〉 =
∫
M
dvol(x) f(x)h(x) .
The metric g defines the inner product in every tangent space TpM
and induces in a natural way the inner product in the dual space T ∗pM which
12
we will also denote by g. It enables one to define the L2-inner product in the
space C∞c (T
∗M) of smooth sections of the cotangent bundle T ∗M with compact
support by
〈α, β〉 =
∫
M
dvol(x) g(α, β)
and consider a completion of C∞c (T
∗M) in the norm induced by this inner
product. We will denote this completion by L2(T ∗M).
The covariant derivative on the space of smooth functions is the map-
ping ∇ : C∞(M)→ C∞(T ∗M). Since C∞c (M) ⊂ C∞(M) and C∞c (M) is dense
in L2(M), the operator ∇ is densely defined. Thus, we can define the adjoint
operator ∇∗ by
〈α,∇f〉 = 〈∇∗α, f〉,
where α ∈ C∞c (T ∗M) and f ∈ C∞c (M).
Now we define the Laplace operator on C∞c (M) by
∆ = −∇∗∇.
It is a symmetric operator, i.e. 〈∆f, h〉 = 〈f,∆h〉 for any f, h ∈ C∞c (M).
Moreover, it is essentially self-adjoint, which means that there is a unique self-
adjoint extension of ∆. To simplify notation, we will denote this extension by
the same symbol. In local coordinates the expression for the Laplacian is
∆f = |g|−1/2 ∂j
(
gij |g|1/2 ∂if
)
.
Notice, that the leading symbol of the Laplacian is negative definite:
σL(∆; x, ξ) = −gij(x)ξiξj < 0
13
for any x ∈M and any ξ 6= 0. Therefore, the leading symbol of the operator
F = −∆
is positive definite.
Definition. We will call a differential operator of order m over an n-dimensio-
nal manifold M without boundary elliptic, if there exist constants C1, C2 > 0,
such that for any x ∈ M and any ξ ∈ Rn its leading symbol σL(x, ξ) satisfies
the inequality
C1 |ξ|m 6 |σL(x, ξ)| 6 C2 |ξ|m ,
where |ξ|2 = ξ21 + . . .+ ξ2n.
Let H be a Hilbert space and A : H → H be a linear operator on
it. Let λ ∈ C. If the inverse of the operator A − λ exists, we will call it
the resolvent and denote it by Rλ = (A − λ)−1. There are the following
possibilities [15]:
1. Rλ exists, is bounded, and is densely defined in H . Then λ is called a
regular value of the operator A. The set of all regular values is called
the resolvent set and is denoted by ̺(A).
2. Rλ does not exist. That is, the kernel of the operator A−λ is non-trivial,
Eλ = Ker(A− λ) 6= {0}. Then λ is called an eigenvalue of the operator
A. The vector space Eλ is called the eigenspace corresponding to the
eigenvalue λ, and any non-zero vector ϕ ∈ Eλ is called an eigenvector,
corresponding to the eigenvalue λ. If the space Eλ is finite-dimensional,
14
then d(λ) = dimEλ is called the multiplicity of λ. The set of all eigen-
values is called the point (or discrete) spectrum and is denoted by
σp(A).
3. Rλ exists and is densely defined in H , but is unbounded. The set of all
such λ is called the continuous spectrum and is denoted by σc(A).
4. Rλ exists, but is not densely defined in H . The set of all such λ is called
the residual spectrum and is denoted by σr(A).
The spectrum σ(A) of the operator A is the union of discrete, continuous,
and residual spectra,
σ(A) = σp(A) ∪ σc(A) ∪ σr(A) .
Clearly, the spectrum is the complement of the resolvent set, σ(A) = C \ ̺(A).
IfH is a finite dimensional space, then all points of the spectrum of the operator
A are eigenvalues, that is, σ(A) = σp(A), but it may not be the case if H is
infinite-dimensional.
Both operators ∆ and F are elliptic. There is the following well-known
theorem about the spectrum of an elliptic self-adjoint differential operator with
a positive definite leading symbol [11].
Theorem 1.1. Let (M, g) be a compact Riemannian manifold without bound-
ary and F : C∞(M) → C∞(M) be an elliptic self-adjoint differential operator
with a positive definite leading symbol. Then:
1. The spectrum of the operator F is real, discrete, and bounded from below.
15
2. All eigenspaces of the operator F are finite-dimensional.
3. Eigenfunctions of the operator F are smooth and form an orthonormal
basis in L2(M).
More generally, a second-order elliptic differential operator acting on
smooth sections of a vector bundle is called a Laplace type operator, if it
has a scalar leading symbol.
1.4 Heat Kernel and Spectral Functions
In this section we will describe the heat kernel and other spectral
functions on a Riemannian manifold (M, g). For details see [2, 5, 13, 17, 19].
The heat kernel U(t; x, x′) of a Laplace type operator F on an n-
dimensional Riemannian manifold without boundary M is the integral kernel
of the heat semigroup operator
exp (−tF ) : L2(M)→ L2(M) ,
and can be defined also as the fundamental solution of the heat equation
(∂t + F )U(t; x, x
′) = 0
for t > 0, with the initial condition
U(0+; x, x′) = δ(x, x′) ,
where δ(x, x′) is the Dirac distribution. Near the diagonal set of M ×M the
heat kernel has the form [1, 2]
U(t; x, x′) = (4πt)−n/2∆1/2(x, x′) exp
(
−σ (x, x
′)
2t
)
Ω(t; x, x′) , (1.8)
16
where ∆(x, x′) is the Van Vleck-Morette determinant,
∆(x, x′) = |g(x)|−1/2 det(−∇µ∇′ν′σ(x, x′)) |g(x′)|−1/2 , (1.9)
and the function Ω(t; x, x′) has the asymptotic expansion as t→ 0+
Ω(t; x, x′) ∼
∞∑
k=0
(−t)k
k!
ωk(x, x
′) . (1.10)
(Asymptotic equivalence will be defined in Section 1.5.)
For a compact manifold M the heat semigroup operator exp(−tF ) is
a bounded trace-class operator on the Hilbert space L2(M), with the trace
Θ(t) = Tr exp(−tF ) ,
given by
Θ(t) =
∫
M
dvol(x)U(t; x, x) =
∞∑
m=1
e−tλm ,
where each eigenvalue λm, m ∈ N, is repeated as many times as its multiplicity.
This trace is also called the trace of the heat kernel and is one of the spectral
functions of the operator F . Some other spectral functions may be expressed
in terms of the trace of the heat kernel by means of integral transforms.
The distribution (or counting) function N(λ) is defined as the
number of eigenvalues below λ ∈ R
N(λ) = |{λm : λm 6 λ}| ,
and is given by
N(λ) =
ε+i∞∫
ε−i∞
dt
2πi
· e
tλ
t
Θ(t) =
∞∑
m=1
θ(λ− λm)
17
for λ 6= λm, m ∈ N, where ε is a positive constant and θ is a Heaviside
distribution. For λ = λm we have
N(λm) = lim
λ→λ+m
N(λ).
The density function ̺(λ) is defined as the derivative of the distri-
bution function
̺(λ) =
d
dλ
N(λ)
and is given by
̺(λ) =
ε+i∞∫
ε−i∞
dt
2πi
etλΘ(t) =
∞∑
m=1
δ(λ− λm) .
Let λ ∈ C be such that Reλ < λ1. Then the operator F − λ is
positive. Let s ∈ C be such that Re s > n
2
(this condition is necessary for
convergence of the following integral and sum). The generalized ζ-function
ζ(s, λ) is defined as the trace of a complex power of the operator F − λ
ζ(s, λ) = Tr(F − λ)s
and is given by
ζ(s, λ) =
1
Γ(s)
∞∫
0
dt ts−1etλΘ(t) =
∞∑
m=1
1
(λn − λ)s .
The generalized ζ-function is an analytical function of s for Re s >
n
2
and can
be continued analytically to a meromorphic function in C. In particular, it is
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analytic at s = 0 and, thus, it is possible to define the functional determi-
nant of the operator F − λ by
Det(F − λ) = exp
(
−∂sζ
∣∣∣
s=0
)
.
These spectral functions are very useful in studying the spectrum of
the operator F and, if known exactly, they determine the spectrum. This is not
valid for their asymptotic expansions and there are examples of operators with
the same asymptotic series of spectral functions, but different spectra [7]. In
principle, all these functions are equivalent to each other, but the heat kernel
is more convenient for practical purposes, since it is a smooth function, while
the distribution and density functions are singular.
1.5 Laplace Method
In this work we will develop a generalized Laplace method for com-
puting asymptotics of integrals over manifolds. Here we present necessary
information for both one- and multi-dimensional Laplace methods. For proofs
of cited theorems and lemmas see, for example, [4, 9].
Definition. Functions f(t) and g(t) are asymptotically equivalent as t→
0+, denoted by f ∼ g, if
lim
t→0+
f(t)− g(t)
tN
= 0
for any N > 0.
Definition. Let S ∈ C∞([a, b]). A point ξ ∈ (a, b) is called a non-degenerate
critical point of the function S, if S ′(ξ) = 0 and S ′′(ξ) 6= 0.
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Theorem 1.2. Let ϕ, S ∈ C∞([a, b]). Let the function S attain its global
minimum on [a, b] at an interior point ξ ∈ (a, b). Let the point ξ be the only
point where the global minimum is attained, that is, S(x) > S(ξ) for any x 6= ξ,
and assume that ξ is a non-degenerate critical point. Then there exists an
asymptotic expansion as t→ 0+
b∫
a
dxϕ(x) exp
(
−1
t
S(x)
)
∼ exp
(
−1
t
S(ξ)
) ∞∑
k=0
ckt
1/2+k.
The coefficients ck depend polynomially on derivatives of the function ϕ at the
point ξ, on derivatives of the function S of order higher than two at the point
ξ, and on [S ′′(ξ)]−1/2.
For computing the coefficients ck in Theorem 1.2, the following result
for standard Gaussian integrals is useful.
Lemma 1.1. Let a > 0. Then for any k ∈ Z, k > 0, there holds
∞∫
−∞
dx e−ax
2
x2k+1 = 0 ,
∞∫
−∞
dx e−ax
2
x2k =
√
π(2k)!
k! 22k
a−1/2−k .
A theorem similar to Theorem 1.2 holds in the multi-dimensional case.
Definition. Let Ω ⊂ Rn be a bounded open set. Let S ∈ C∞(Ω). A point ξ ∈ Ω
is called a non-degenerate critical point of the function S, if ∇S(ξ) = 0
and the Hessian matrix of the function S at the point ξ, that is, the matrix with
entries (∂i∂jS)(ξ), is either strictly positive or strictly negative definite.
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Theorem 1.3. Let Ω ⊂ Rn be a bounded open set. Let ϕ, S ∈ C∞(Ω). Let
the function S attain its global minimum on Ω at a point ξ. Let the point ξ
be the only point where the global minimum is attained and assume that ξ is
a non-degenerate critical point. Then there exists an asymptotic expansion as
t→ 0+ ∫
Ω
dxϕ(x) exp
(
−1
t
S(x)
)
∼ exp
(
−1
t
S(ξ)
) ∞∑
k=0
ckt
n/2+k.
The coefficients ck depend polynomially on derivatives of the function ϕ at the
point ξ, on derivatives of the function S of order higher than two at the point
ξ, and on the inverse of the Hessian matrix Q =
[
(∂i∂jS)(ξ)
]−1
.
Lemma 1.2. Let A be a strictly positive symmetric matrix and G = A−1. Then
for any k ∈ Z, k > 0, there holds∫
Rn
dx exp
(−xTAx) xi1 . . . xi2k+1 = 0 ,
∫
Rn
dx exp
(−xTAx) xi1 . . . xi2k = πn/2(2k)!
k! 22k
(detG)1/2G(i1i2 . . . Gi2k−1i2k) .
1.6 Spectral Asymptotics of Riemannian Submanifolds
In this section we will introduce deformed spectral functions, follow-
ing [6, 11, 16], and formulate the problem considered in this work.
Let (M, g) be a smooth compact Riemannian manifold without bound-
ary, Φ : M → M be an isometric mapping on it, and Σ be the fixed point set
of the mapping Φ, that is,
Σ = {x ∈M : Φ(x) = x} . (1.11)
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The mapping Φ naturally defines the operator Φ : C∞(M)→ C∞(M) by
(Φf) (x) = f(Φ(x)) .
The composition of the operator Φ and the heat semigroup operator defines an
operator
UΦ(t) = Φ exp (t∆) (1.12)
whose kernel is
UΦ(t; x, x
′) = U(t; Φ(x), x′), (1.13)
which we will call the deformed heat kernel.
The deformed heat trace is
ΘΦ(t) = TrUΦ(t) =
∫
M
dvol(x)U(t; Φ(x), x) . (1.14)
It can be used to define other deformed spectral functions of the Laplace op-
erator on the manifold M . Namely, the deformed distribution function
NΦ(λ) =
ε+i∞∫
ε−i∞
dt
2πi
· e
tλ
t
ΘΦ(t) ,
the deformed density function
̺Φ(λ) =
ε+i∞∫
ε−i∞
dt
2πi
etλΘΦ(t) ,
the deformed ζ-function
ζΦ(s, λ) =
1
Γ(s)
∞∫
0
dt ts−1etλΘΦ(t) ,
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and the deformed functional determinant of the operator F − λ
DetΦ(F − λ) = exp
(
−∂sζΦ
∣∣∣
s=0
)
,
where we have used the same notation as in Section 1.4.
These deformed spectral functions were considered in [16]. The fol-
lowing theorem is known [11] for the asymptotic expansion of the deformed
heat trace.
Theorem 1.4. Let M be a smooth compact Riemannian manifold without
boundary. Let Φ : M → M be an isometry on M . Let Σ be the fixed point set
of Φ. Then:
1) Σ is a disjoined union of connected submanifolds Σi, i = 1, . . . , s;
2) as t→ 0+
ΘΦ(t) ∼
s∑
i=1
∞∑
k=0
tk−mi/2
∫
Σi
dvol(y) a
(i)
k (y) ,
where mi = dimΣi and a
(i)
k (y) are scalar invariants on Σi.
Donnelly [6] computed the coefficients a0 and a1 of this asymptotic ex-
pansion. Asymptotic expansions of this kind are used for proofs of the Atiyah-
Singer-Lefschetz formulas for compact group actions and index theorems.
Our goal is to consider a more general problem. Instead of the isom-
etry we will consider a smooth mapping Φ (not necessarily an isometry) with
the fixed point set Σ, satisfying the following assumptions:
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1. The fixed point set Σ consists of finitely many disjoint connected compo-
nents Σi, i = 1, . . . , s.
2. Each connected component Σi is a smooth compact submanifold of M
without boundary.
3. Each connected component Σi is a “non-degenerate” fixed point set. We
will formulate this assumption precisely for all considered cases in Sec-
tion 3.1 (p. 36), Section 3.2 (p. 45), and Section 4.1 (p. 53).
A theorem analogous to Theorem 1.4 holds for such mappings as well [11]. All
these assumptions are automatically satisfied for isometries.
We will develop a technique for computation of the asymptotic ex-
pansion coefficients and compute explicitly the coefficients a0, a1, and a2.
We will say that two subsets A and B of the manifoldM are separated
if dist(A,B) > 0. It follows from the above assumptions, that all components
Σi are separated, that is,
min
i,j
dist (Σi,Σj) > 0.
Since the asymptotic expansion of the deformed heat trace ΘΦ(t) is determined
by a neighborhood of Σ and all connected components Σi are isolated, it is pos-
sible to consider each component separately. The whole asymptotic expansion
is equal to the sum of asymptotic expansions generated by each component.
So, without loss of generality and in order to simplify notation, we will assume
that Σ consists of only one connected component.
We will also consider non-compact manifolds M . In this case our
additional assumption will be that the injectivity radius of M is non-zero.
CHAPTER 2
Symmetric Tensors
In this chapter we will derive reduction formulas for contraction of
symmetric tensors, that allow us to express multi-dimensional Gaussian in-
tegrals in a symmetrization-free form. Our main result in this chapter is
Lemma 2.1, which gives an explicit expression of this kind for a general case.
2.1 Algebra of Symmetric Tensors
Let ∨ : Vp × Vq → Vp+q be the symmetrized tensor product of
symmetric covariant tensors, defined by
A ∨ B = Sym(A⊗ B) .
Let Q be a symmetric (2, 0)-tensor. Let τ : Vm+2 → Vm be the
operator of contraction of symmetric covariant tensors with Q, defined by
(τA)ν1...νm = Q
αβAαβν1...νm . (2.1)
By definition, τA = 0 for any A from V0 or V1.
A multi-index n of the order k is a k-tuple (n1, . . . , nk) of non-
negative integers. We will use the following notation:
|n| = n1 + n2 + . . .+ nk ,
n! = n1!n2! . . . nk! .
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2.2 Contraction Formulas: Theory
Let k ∈ N and n be a multi-index of the order k, such that |n| = 2N .
Let A(i) ∈ Vni , i = 1, . . . , k, be symmetric tensors. We will be interested in
explicit formulas for the full contraction of the symmetrized product of these
tensors with the tensor Q, that is, in scalar expressions of the form
τN
(
A(1) ∨ . . . ∨A(k)) . (2.2)
By “explicit formulas” we mean expressions without symmetrization of indices.
We will develop a technique for obtaining such formulas and then apply it to
some particular cases that will be needed in the following chapters.
By definition, we have
τN
(
A(1) ∨ . . . ∨ A(k)) = 1
(2N)!
∑
ϕ∈S2N
T (ϕ), (2.3)
where
T (ϕ) =
(
Q⊗ . . .⊗Q︸ ︷︷ ︸
N
)ν1...ν2N (A(1) ⊗ . . .⊗ A(k))
νϕ(1)...νϕ(2N)
.
We need to combine all similar terms in the sum (2.3), that arise because of
the symmetry of the tensors A(i) and Q, as well as the possibility to permute
factors in the tensor product of Q’s.
With each term T (ϕ) we will associate a graph Γ = H(ϕ). Every
graph Γ has k distinct vertices of degrees ni, corresponding to the tensors A
(i),
and N edges, corresponding to the factors of the tensor Q. An edge between
vertices i and j means that an index of the tensor A(i) is contracted with an
index of the tensor A(j) by one of the factors Q. Let G(n) be the set of all such
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graphs. For every permutation ϕ ∈ S2N the term T (ϕ) has a unique graph
Γ = H(ϕ) associated with it. Thus, the mapping
H : S2N → G(n)
is well defined. From the definition of the mapping H it follows:
1. Given a graph Γ ∈ G(n) it is possible to construct many terms T (ϕ) or,
in other words, to find many permutations ϕ ∈ S2N , such that H(ϕ) = Γ.
2. For any graph Γ ∈ G(n) all permutations ϕ ∈ H−1(Γ) generate similar
terms T (ϕ) in the sum (2.3).
3. For any two different graphs Γ1,Γ2 ∈ G(n) and any two permutations
ϕ1 ∈ H−1(Γ1), ϕ2 ∈ H−1(Γ2) terms T (ϕ1) and T (ϕ2) are not similar.
So, the mapping H is surjective, but not injective. Therefore, we have a parti-
tion of S2N into equivalence classes
S2N =
⋃
Γ∈G(n)
H−1(Γ) .
All permutations ϕ from the same class H−1(Γ) generate similar terms T (ϕ).
Our goal is now to list all elements of G(n) and to count how many
similar terms T (ϕ) in the sum (2.3) correspond to each graph. That is, for any
graph Γ ∈ G(n) we want to find the number of elements in the equivalence
class H−1(Γ). We will denote it by
c˜(Γ) =
∣∣H−1(Γ)∣∣ .
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We will identify a graph Γ ∈ G(n) with its adjacency matrix Γ = (γij),
which is a square matrix of order k. By definition, its entry γij is equal to the
number of edges between the vertices i and j, that is, to the number of indices
of the tensor A(i) contracted with indices of the tensor A(j) by factors of Q. It
is easy to see, that every matrix Γ ∈ G(n) has the following properties:
1. For any i and j the entry γij is a non-negative integer from 0 to 2N .
2. The matrix Γ is symmetric, that is, for any i and j there holds γij = γji.
3. For any i the diagonal coefficient γii is even.
4. For any i the sum of all entries of the i-th row, as well as the sum of all
entries of the i-th column, is equal to the rank of the tensor A(i):
k∑
j=1
γij =
k∑
j=1
γji = ni.
Conversely, every matrix of the order k having all these properties is an element
of the set G(n).
Let Γ ∈ G(n). For computing c˜(Γ) we select an arbitrary element
ϕΓ ∈ H−1(Γ) and the corresponding term T (ϕ). We can generate new terms
associated with Γ by using symmetry of the tensors Q and A(i), and permuting
factors in the tensor product of Q’s. It gives us 2NN !n1! . . . nk! terms. However,
some terms will differ just by names of dummy indices. Below we compute how
many of these generated terms are the same (up to names of dummy indices).
1. If γii > 2, then simultaneous permutation of two indices of the contracted
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pair in the tensors Q and A(i) does not change the term. For example:
QαβA
(i)
αβ... = Q
βαA
(i)
βα... .
It reduces the number of terms by a factor of 2γii/2. Note, that
γii
2
is the
number of self-loops at the vertex i, and
1
2
tr Γ is the number of self-loops
in the whole graph Γ.
2. If γii > 4, then simultaneous permutation of
γii
2
contracting factors of Q
and
γii
2
contracted pairs of indices of the tensor A(i) does not change the
term. For example:
QαβQγδA
(i)
αβγδ... = Q
γδQαβA
(i)
γδαβ... .
It reduces the number of terms by a factor of
(γii
2
)
!.
3. If γij > 2 for i < j, then simultaneous permutation of γij indices of the
tensors A(i) and A(j) contracted with the tensor Q, and factors of Q, does
not change the term. For example:
QαγQβδA
(i)
αβ...A
(j)
γδ... = Q
βδQαγA
(i)
βα...A
(j)
δγ... .
It reduces the number of terms by a factor of γij!.
Taking all this into account, the number of terms associated with Γ is
c˜(Γ) =
2NN !n1! . . . nk!∏
16i<j6k
γij!
∏
16i6k
(γii
2
)
! 2(tr Γ)/2
.
Note, that these coefficients have the following property:∑
Γ∈G(n)
c˜(Γ) = (2N)! .
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So, it is natural to define weights or probabilities of graphs Γ by
c(Γ) =
c˜(Γ)
(2N)!
=
n!
(|n| − 1)!! ·
1∏
16i<j6k
γij!
∏
16i6k
γii!!
,
and they have the property ∑
Γ∈G(n)
c(Γ) = 1 .
Thus, we have proved the following lemma.
Lemma 2.1. Let k,N ∈ N. Let n be a multi-index of the order k, such that
|n| = 2N . Let A(i) ∈ Vni, i = 1, . . . , k, be symmetric (0, ni)-tensors. Then
τN
(
A(1) ∨ . . . ∨A(k)) = ∑
Γ∈G(n)
c(Γ)T (ϕΓ),
where ϕΓ is an arbitrary permutation from the set H
−1(Γ) and the coefficients
c(Γ) are given by
c(Γ) =
n!
(|n| − 1)!! ·
1∏
16i<j6k
γij!
∏
16i6k
γii!!
.
2.3 Contraction Formulas: Particular Cases
Now we will apply Lemma 2.1 to a few particular cases. Matrices in
the following corollaries are listed in the “decreasing row-wise lexicographical
order”.
Corollary 2.1. Let A,B ∈ V3. Then
τ 3(A ∨B) = 1
5
(
3 T(1) + 2 T(2)
)
,
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where T(i) are terms associated with the adjacency matrices Γ(i) listed below:
Γ(1) =
(
2 1
1 2
)
, Γ(2) =
(
0 3
3 0
)
.
Corollary 2.2. Let A ∈ V3, B ∈ V5. Then
τ 4(A ∨B) = 1
7
(
3 T(1) + 4 T(2)
)
,
where T(i) are terms associated with the adjacency matrices Γ(i) listed below:
Γ(1) =
(
2 1
1 4
)
, Γ(2) =
(
0 3
3 2
)
.
Corollary 2.3. Let A ∈ V4, B ∈ V4. Then
τ 4(A ∨ B) = 1
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(
3 T(1) + 24 T(2) + 8 T(3)
)
,
where T(i) are terms associated with the adjacency matrices Γ(i) listed below:
Γ(1) =
(
4 0
0 4
)
, Γ(2) =
(
2 2
2 2
)
, Γ(3) =
(
0 4
4 0
)
.
Corollary 2.4. Let A,B ∈ V3, C ∈ V4. Then
τ 5(A ∨ B ∨ C) = 1
105
(
3 T(1) + 12 T(2) + 12 T(3) + 8 T(4) + 2 T(5)
+ 24 T(6) + 12 T(7) + 24 T(8) + 8 T(9)
)
,
where T(i) are terms associated with the adjacency matrices Γ(i) listed below:
Γ(1) =
2 1 01 2 0
0 0 4
 , Γ(2) =
2 1 01 0 2
0 2 2
 , Γ(3) =
2 0 10 2 1
1 1 2
 ,
Γ(4) =
2 0 10 0 3
1 3 0
 , Γ(5) =
0 3 03 0 0
0 0 4
 , Γ(6) =
0 2 12 0 1
1 1 2
 ,
Γ(7) =
0 1 21 2 0
2 0 2
 , Γ(8) =
0 1 21 0 2
2 2 0
 , Γ(9) =
0 0 30 2 1
3 1 0
 .
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Corollary 2.5. Let A,B,C,D ∈ V3. Then
τ 6(A ∨B ∨ C ∨D) = 1
1155
(
9 T(1) + 6 T(2) + 18 T(3) + 18 T(4) + 36 T(5)
+ 18 T(6) + 18 T(7) + 9 T(8) + 18 T(9) + 18 T(10) + 36 T(11) + 6 T(12)
+ 9 T(13) + 18 T(14) + 18 T(15) + 6 T(16) + 36 T(17) + 18 T(18) + 6 T(19)
+ 4 T(20) + 36 T(21) + 18 T(22) + 36 T(23) + 18 T(24) + 36 T(25) + 36 T(26)
+ 18 T(27) + 36 T(28) + 36 T(29) + 18 T(30) + 36 T(31) + 36 T(32) + 144 T(33)
+ 36 T(34) + 18 T(35) + 36 T(36) + 36 T(37) + 6 T(38) + 4 T(39) + 18 T(40)
+ 36 T(41) + 36 T(42) + 36 T(43) + 18 T(44) + 36 T(45) + 6 T(46) + 4 T(47)
)
,
(2.4)
where T(i) are terms associated with the adjacency matrices Γ(i) listed below:
Γ(1) =

2 1 0 0
1 2 0 0
0 0 2 1
0 0 1 2
 , Γ(2) =

2 1 0 0
1 2 0 0
0 0 0 3
0 0 3 0
 , Γ(3) =

2 1 0 0
1 0 2 0
0 2 0 1
0 0 1 2
 ,
Γ(4) =

2 1 0 0
1 0 1 1
0 1 2 0
0 1 0 2
 , Γ(5) =

2 1 0 0
1 0 1 1
0 1 0 2
0 1 2 0
 , Γ(6) =

2 1 0 0
1 0 0 2
0 0 2 1
0 2 1 0
 ,
Γ(7) =

2 0 1 0
0 2 1 0
1 1 0 1
0 0 1 2
 , Γ(8) =

2 0 1 0
0 2 0 1
1 0 2 0
0 1 0 2
 , Γ(9) =

2 0 1 0
0 2 0 1
1 0 0 2
0 1 2 0
 ,
Γ(10) =

2 0 1 0
0 0 2 1
1 2 0 0
0 1 0 2
 , Γ(11) =

2 0 1 0
0 0 1 2
1 1 0 1
0 2 1 0
 , Γ(12) =

2 0 1 0
0 0 0 3
1 0 2 0
0 3 0 0
 ,
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Γ(13) =

2 0 0 1
0 2 1 0
0 1 2 0
1 0 0 2
 , Γ(14) =

2 0 0 1
0 2 1 0
0 1 0 2
1 0 2 0
 , Γ(15) =

2 0 0 1
0 2 0 1
0 0 2 1
1 1 1 0
 ,
Γ(16) =

2 0 0 1
0 0 3 0
0 3 0 0
1 0 0 2
 , Γ(17) =

2 0 0 1
0 0 2 1
0 2 0 1
1 1 1 0
 , Γ(18) =

2 0 0 1
0 0 1 2
0 1 2 0
1 2 0 0
 ,
Γ(19) =

0 3 0 0
3 0 0 0
0 0 2 1
0 0 1 2
 , Γ(20) =

0 3 0 0
3 0 0 0
0 0 0 3
0 0 3 0
 , Γ(21) =

0 2 1 0
2 0 1 0
1 1 0 1
0 0 1 2
 ,
Γ(22) =

0 2 1 0
2 0 0 1
1 0 2 0
0 1 0 2
 , Γ(23) =

0 2 1 0
2 0 0 1
1 0 0 2
0 1 2 0
 , Γ(24) =

0 2 0 1
2 0 1 0
0 1 2 0
1 0 0 2
 ,
Γ(25) =

0 2 0 1
2 0 1 0
0 1 0 2
1 0 2 0
 , Γ(26) =

0 2 0 1
2 0 0 1
0 0 2 1
1 1 1 0
 , Γ(27) =

0 1 2 0
1 2 0 0
2 0 0 1
0 0 1 2
 ,
Γ(28) =

0 1 2 0
1 0 1 1
2 1 0 0
0 1 0 2
 , Γ(29) =

0 1 2 0
1 0 0 2
2 0 0 1
0 2 1 0
 , Γ(30) =

0 1 1 1
1 2 0 0
1 0 2 0
1 0 0 2
 ,
Γ(31) =

0 1 1 1
1 2 0 0
1 0 0 2
1 0 2 0
 , Γ(32) =

0 1 1 1
1 0 2 0
1 2 0 0
1 0 0 2
 , Γ(33) =

0 1 1 1
1 0 1 1
1 1 0 1
1 1 1 0
 ,
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Γ(34) =

0 1 1 1
1 0 0 2
1 0 2 0
1 2 0 0
 , Γ(35) =

0 1 0 2
1 2 0 0
0 0 2 1
2 0 1 0
 , Γ(36) =

0 1 0 2
1 0 2 0
0 2 0 1
2 0 1 0
 ,
Γ(37) =

0 1 0 2
1 0 1 1
0 1 2 0
2 1 0 0
 , Γ(38) =

0 0 3 0
0 2 0 1
3 0 0 0
0 1 0 2
 , Γ(39) =

0 0 3 0
0 0 0 3
3 0 0 0
0 3 0 0
 ,
Γ(40) =

0 0 2 1
0 2 1 0
2 1 0 0
1 0 0 2
 , Γ(41) =

0 0 2 1
0 2 0 1
2 0 0 1
1 1 1 0
 , Γ(42) =

0 0 2 1
0 0 1 2
2 1 0 0
1 2 0 0
 ,
Γ(43) =

0 0 1 2
0 2 1 0
1 1 0 1
2 0 1 0
 , Γ(44) =

0 0 1 2
0 2 0 1
1 0 2 0
2 1 0 0
 , Γ(45) =

0 0 1 2
0 0 2 1
1 2 0 0
2 1 0 0
 ,
Γ(46) =

0 0 0 3
0 2 1 0
0 1 2 0
3 0 0 0
 , Γ(47) =

0 0 0 3
0 0 3 0
0 3 0 0
3 0 0 0
 .
We will also need formulas for contractions of equal tensors.
Corollary 2.6. Let A ∈ V3. Then
τ 6(A ∨A ∨ A ∨ A) = 1
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(
9 T(1) + 12 T(2) + 72 T(3) + 24 T(4)
+ 144 T(5) + 4 T(20) + 72 T(23) + 48 T(33)
)
, (2.5)
where T(i) are defined as in Corollary 2.5.
Proof. When some or all tensors in the contraction (2.4) are equal, some adja-
cency matrices generate similar terms. Namely, if tensors A(i) and A(j) in (2.2)
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are equal, and matrices Γ(1) and Γ(2) can be obtained one from another by
exchanging i-th and j-th rows, and i-th and j-th columns, then Γ(1) and Γ(2)
generate similar terms. By direct comparison, the matrices Γ(i) from Corol-
lary 2.5 split into eight groups, such that all matrices in each group generate
similar terms. Numbers i for groups of equivalent matrices Γ(i) are listed below:
Group 1: 1, 8, 13;
Group 2: 2, 12, 16, 19, 38, 46;
Group 3: 3, 6, 9, 10, 14, 18, 22, 24, 27, 35, 40, 44;
Group 4: 4, 7, 15, 30;
Group 5: 5, 11, 17, 21, 26, 28, 31, 32, 34, 37, 41, 43;
Group 6: 20, 39, 47;
Group 7: 23, 25, 29, 36, 42, 45;
Group 8: 33.
By adding the coefficients of the terms T(i) in the formula (2.4) separately for
each group listed above, we obtain the coefficients in (2.5).
In the same way one can obtain the following corollary.
Corollary 2.7. Let A ∈ V3, B ∈ V4. Then
τ 5(A ∨A ∨ B)
=
1
105
(
3 T(1) + 24 T(2) + 12 T(3) + 16 T(4) + 2 T(5) + 24 T(6) + 24 T(8)
)
,
where T(i) are defined as in Corollary 2.4.
CHAPTER 3
Spectral Geometry of Submanifolds: Flat Manifold
In this chapter we consider the plane, M = R2. We provide new
proofs for asymptotic expansion Theorems 3.1 and 3.2. These proofs will give
us a way to compute the asymptotic expansion coefficients. The coefficients
a1, a2 in Lemma 3.3, and the coefficients A1, A2 in Lemma 3.4 are computed
explicitly for the first time.
The injectivity radius of the plane is infinite, rinj(R
2) = ∞, and the
world function is defined globally, σ : R2×R2 → R. We will use the Euclidean
metric in R2 and local coordinates xα. In Cartesian coordinates the world
function is given by
σ (x, x′) =
1
2
δαβ(x
′α − xα)(x′β − xβ) ,
and the Laplacian by
∆ = δαβ
∂
∂xα
∂
∂xβ
.
The heat kernel U(t; x, x′) has the well-known form
U(t; x, x′) = (4πt)−1 exp
(
−σ (x, x
′)
2t
)
.
Let Φ : R2 → R2 be a smooth mapping and let Σ, UΦ(t), and
UΦ(t; x, x
′) be defined as in Section 1.6 by (1.11), (1.12), (1.13). Let S : R2 → R
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be a real-valued function defined by
S(x) = σ (Φ(x), x) .
Since the world function σ is defined globally, the function S is well-defined.
Obviously, S(x) > 0 for any x ∈ R2 and S(x) = 0 on Σ.
Since dimR2 = 2, there are only two possible cases: dimΣ = 1, that
is, Σ is a curve; and dimΣ = 0, that is, Σ is a point. We will consider these
two cases separately.
3.1 One-Dimensional Submanifolds
Let dimΣ = 1. Let h be a smooth unit normal vector field along the
curve Σ and ∇h be the corresponding normal derivative. We define functions
sk : Σ→ R by
sk = ∇khS
∣∣∣
Σ
, k ∈ N ∪ {0} . (3.1)
Since S
∣∣∣
Σ
= 0 and ∇hS
∣∣∣
Σ
= 0, it follows that s0 and s1 vanish.
Theorem 3.1. Let Φ be a smooth mapping Φ : R2 → R2. Let Σ be its fixed
point set: Σ = {x ∈ R2 : Φ(x) = x}. Let S be a real-valued function S : R2 → R
defined by S(x) = σ (Φ(x), x). Let Φ satisfy the assumptions:
(Φ.1) Σ is a smooth compact connected one-dimensional submanifold of R2
without boundary.
(Φ.2) There exist constants p > 0, R > 0, C > 0, such that for any x ∈ R2, if
σ (x, 0) >
R2
2
, then
S(x) > C [σ (x, 0)]p . (3.2)
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(Φ.3) s2 = ∇2hS
∣∣∣
Σ
> 0 at all points of Σ, where sk are defined as in (3.1).
Then there exists the asymptotic expansion as t→ 0+
ΘΦ(t) ∼
∞∑
k=0
t(2k−1)/2Ak ,
where the coefficients Ak are locally computable in the form
Ak =
∫
Σ
dvol(y) ak(y),
and ak are scalars on Σ depending polynomially on s
−1/2
2 and sk, k > 3.
Remark. Assumptions (Φ.1)–(Φ.3) mean that the fixed point set Σ is a smooth
closed curve without self-intersections, the function S(x) grows sufficiently fast
at infinity and it is non-degenerate near Σ.
Proof of Theorem 3.1. Let xα be Cartesian coordinates in R2. We have
ΘΦ(t) = (4πt)
−1
∫
R2
dx exp
(
− 1
2t
S(x)
)
,
where dx = dx1dx2 is the standard Lebesgue measure. The proof of the theorem
will be based on a generalized Laplace method and involves the following steps:
1. Reducing the integration in the deformed heat trace ΘΦ(t) to an integral
over a suitable neighborhood Mε of Σ.
2. Choosing a special tangent–normal coordinate system in Mε.
3. Scaling the normal variable by t1/2.
4. Expanding the integrand in the power series in t1/2.
5. Computing integrals over the normal variable.
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3.1.1 Tangent and Normal Coordinates
Let the fixed point set Σ be described by the equations
Σ : xα = fα(y),
where y is a parameter on Σ. The vector field e =
∂x
∂y
is tangent to Σ. In a
sufficiently small neighborhood of Σ we can introduce local coordinates for R2
in the following way. We construct a family of geodesics x = x(y, z) in R2, such
that at each point of Σ the tangent vector to the geodesic is equal to h, the
smooth unit vector field, normal to Σ. We choose the parameter z in a natural
way, so that it is the signed distance to Σ along the geodesic. That is, we have
the differential equation
∂2xα
∂z2
= 0 (3.3)
with the initial conditions
xα
∣∣∣
z=0
= fα(y) , (3.4)
∂xα
∂z
∣∣∣
z=0
= hα(y) . (3.5)
We restrict ourselves to a tubular neighborhood Mε of Σ with |z| < ε
for sufficiently small ε, so that the change of coordinates (x1, x2) → (y, z) is
not degenerate. We will specify the exact condition later. The solution of the
equations (3.3)–(3.5) is given by
xα(y, z) = fα(y) + zhα(y).
At every point in Mε we have:
∂xα
∂y
= eα + z
∂hα
∂y
,
∂xα
∂z
= hα.
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Due to the choice of z, we also have:
δαβ
∂xα
∂z
∂xβ
∂z
= 1, δαβ
∂xα
∂y
∂xβ
∂z
= 0,
i.e. the vectors
∂x
∂y
and
∂x
∂z
form an orthogonal system.
Finally, the volume form in the coordinates (y, z) is
dvol(y, z) = [g(y, z)]1/2 dy ∧ dz = εαβ ∂x
α
∂y
∂xβ
∂z
dy ∧ dz
= [γ(y)]1/2 [1 + z κ(y)] dy ∧ dz,
where εαβ is the standard Levi-Civita symbol with ε12 = 1, g = det gαβ, γ is
the induced metric on Σ and
κ = [γ(y)]−1/2 εαβ
∂hα
∂y
hβ .
Now we see, that it is enough to take ε less than inf
y∈Σ
|κ(y)|−1. Since Σ is
compact, this infimum is positive.
3.1.2 Reduction of the Area of Integration
Since S(x) is a non-negative function, the asymptotic expansion of
the deformed heat trace ΘΦ(t) will be determined by a neighborhood of points
where S(x) = 0, i.e. by Mε:
Lemma 3.1. There holds as t→ 0+
ΘΦ(t) ∼ (4πt)−1
∫
Mε
dx exp
(
− 1
2t
S(x)
)
.
Proof. Let p, R, C be such constants that the estimation (3.2) holds. Let BR
be the ball with radius R centered at the origin: BR =
{
x : σ (x, 0) 6
R2
2
}
.
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We split ΘΦ(t) into the sum of three integrals:
ΘΦ(t) = I1(t) + I2(t) + I3(t) ,
where
I1(t) =(4πt)
−1
∫
Mε
dx exp
(
− 1
2t
S(x)
)
,
I2(t) =(4πt)
−1
∫
BR\Mε
dx exp
(
− 1
2t
S(x)
)
,
I3(t) =(4πt)
−1
∫
R2\BR
dx exp
(
− 1
2t
S(x)
)
.
We will show that I2(t) and I3(t) are exponentially small as t→ 0+, i.e. they are
asymptotically equivalent to zero and the asymptotics of ΘΦ(t) is determined
by I1(t) only.
Since BR \Mε is compact and S(x) > 0 on this set, it is separated
from zero: S(x) > δ > 0 for all x ∈ BR \Mε. Hence, as t→ 0+, we have
I2(t) 6 (4πt)
−1 πR2 exp
(
− δ
2t
)
∼ 0 .
For I3(t) we use (3.2) to estimate the integrand at infinity:
I3(t) 6(4πt)
−1
∫
R2\BR
dx exp
(
− 1
2t
C [σ (x, 0)]p
)
=(2t)−1
∞∫
R
rdr exp
(
−Cr
2p
4t
)
=(2t)−1
1
2p
(
4t
C
)1/p
Γ
(
1
p
,
CR2p
4t
)
,
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where Γ(x, α) is the incomplete Γ-function:
Γ(x, α) =
∞∫
α
e−zzx−1 dz.
It is well known (see, e.g. [8]) that as α→∞
Γ(x, α) = αx−1e−α
(
1 + O
(
1
α
))
. (3.6)
Hence, we have as t→ 0+
I3(t) ∼ 0 .
Therefore, ΘΦ(t) ∼ I1(t).
So, after the change of coordinates xα = xα(y, z) in Mε we get:
ΘΦ(t) ∼ (4πt)−1
∫
Σ
dvol(y)
ε∫
−ε
dz exp
(
− 1
2t
S(x(y, z))
)
(1 + z κ(y)) .
3.1.3 Taylor Series Expansions
By scaling the variable z →√tz we obtain
ΘΦ(t) ∼ 1
4π
√
t
∫
Σ
dvol(y)
ε/
√
t∫
−ε/√t
dz exp
(
− 1
2t
S
(
x
(
y,
√
tz
)))(
1 +
√
tzκ(y)
)
.
Now we expand the integrand in the last formula in the power series in
√
t.
Below we compute the series expansion for S
(
x
(
y,
√
tz
))
.
We define
Ψα(x) = σα(Φ(x), x) = Φα(x)− xα.
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Then
S
(
x
(
y,
√
tz
))
=
1
2
Ψα
(
x
(
y,
√
tz
))
Ψα
(
x
(
y,
√
tz
))
.
Since z = 0 is the fixed point set of the mapping Φ, we have
Ψα(f(y)) = 0 .
Therefore,
Ψα
(
x
(
y,
√
tz
))
∼
∞∑
k=1
tk/2
k!
Ψα(k)(y) z
k,
where
Ψα(k) =
∂k
∂zk
Ψα
∣∣∣
z=0
=
∂kΨα
∂xν1 . . . ∂xνk
∣∣∣
z=0
hν1 . . . hνk .
Now we obtain
S
(
x
(
y,
√
tz
))
∼
∞∑
k=2
tk/2
k!
sk(y) z
k, (3.7)
where
sk =
1
2
k−1∑
l=1
(
k
l
)
Ψα(l)Ψα(k−l).
We consider a non-degenerate case (see the assumption (Φ.3)), when
Ψα(1) =
∂Ψα
∂z
∣∣∣
z=0
6= 0
for any point of Σ. In this case
s2 = Ψ
α
(1)Ψα(1) > 0 (3.8)
everywhere on Σ.
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Remark. It is worth mentioning, that if s2 = 0 somewhere on Σ, that is,
the first non-vanishing term of the Taylor series (3.7) of S(x(y, z)) is of degree
higher than 2, then the asymptotics of ΘΦ(t) as t → 0+ will be substan-
tially different. Note also, that since Σ is compact, this restriction means that
s2 > δ > 0 for some constant δ.
The next several coefficients are:
s3 = 3Ψ
α
(1)Ψα(2) , (3.9)
s4 = 4Ψ
α
(1)Ψα(3) + 3Ψ
α
(2)Ψα(2) , (3.10)
s5 = 5Ψ
α
(1)Ψα(4) + 10Ψ
α
(2)Ψα(3) , (3.11)
s6 = 6Ψ
α
(1)Ψα(5) + 15Ψ
α
(2)Ψα(4) + 10Ψ
α
(3)Ψα(3) . (3.12)
Now we rewrite the integral for ΘΦ(t) in the form
ΘΦ(t) ∼ 1
4π
√
t
∫
Σ
dvol(y)
ε/
√
t∫
−ε/√t
dz exp
(
−s2
4
z2
)
B(t, y, z), (3.13)
where
B(t, y, z) = exp
(
−1
2
∞∑
k=3
tk/2−1
k!
sk z
k
)(
1 + t1/2zκ
)
. (3.14)
Our next step is to expand B in the power series in t1/2
B ∼
∞∑
k=0
bkt
k + t1/2
∞∑
k=0
b˜kt
k (3.15)
and compute integrals over z. It is easy to see that in this Taylor series:
1. All coefficients bk and b˜k are polynomials in z, κ, and sk, k > 3.
44
2. Integer powers of t have coefficients bk with even powers of z only.
3. Half-integer powers of t have coefficients b˜k with odd powers of z only.
All b˜k will disappear after integration over z, since they are odd functions, so
we do not need to keep track of them. For computing integrals involving bk we
will use the following result.
Lemma 3.2. Let a > 0, k ∈ Z, k > 0. Then there holds as t→ 0+
ε/
√
t∫
−ε/√t
dz e−az
2
z2k ∼
∞∫
−∞
dz e−az
2
z2k .
Proof. We have as t→ 0+
∞∫
−∞
dz e−az
2
z2k −
ε/
√
t∫
−ε/√t
dz e−az
2
z2k = a−(2k+1)/2Γ
(
2k + 1
2
,
ε2a
t
)
∼ 0 .
Here we used the asymptotic expansion (3.6).
Therefore, by substituting the expansion (3.15) into (3.13) and using
Lemma 3.2, we obtain
ΘΦ(t) ∼
∞∑
k=0
t(2k−1)/2Ak ,
where
Ak =
∫
Σ
dvol(y) ak
and
ak =
1
4π
∞∫
−∞
dz exp
(
−s2
4
z2
)
bk . (3.16)
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Due to Lemma 1.1, integration over z will bring inverse powers of s2. This
completes the proof of Theorem 3.1.
Now we will compute the first several coefficients ak. By expanding
the function B(t, y, z), given by (3.14), in the power series in t1/2, we obtain
b0 = 1 ,
b1 =
(
− 1
12
s3κ − 1
48
s4
)
z4 +
1
288
s23z
6 ,
b2 =
(
− 1
240
s5κ − 1
1440
s6
)
z6 +
(
1
576
s3s4κ +
1
2880
s3s5 +
1
4608
s24
)
z8
+
(
− 1
10368
s33κ −
1
13824
s23s4
)
z10 +
1
497664
s43z
12 .
Therefore, by using formula (3.16), Lemma 1.1, and performing straightforward
computations, we get the following lemma.
Lemma 3.3. Let conditions of Theorem 3.1 be satisfied. Then
a0 = (4πs2)
−1/2 ,
a1 = (4πs2)
−1/2
[(
−s3κ − 1
4
s4
)
s−22 +
5
12
s23s
−3
2
]
,
a2 = (4πs2)
−1/2
[(
−1
2
s5κ − 1
12
s6
)
s−32 +
(
35
12
s3s4κ +
7
12
s3s5 +
35
96
s24
)
s−42
+
(
−35
12
s33κ −
35
16
s23s4
)
s−52 +
385
288
s43s
−6
2
]
,
where coefficients sk are given by (3.8)–(3.12).
3.2 Zero-Dimensional Submanifolds
In this section we consider the case when the fixed point set Σ is just
a point, that is, dimΣ = 0.
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Theorem 3.2. Let Φ be a smooth mapping Φ : R2 → R2. Let Σ be its fixed
point set: Σ = {x ∈ R2 : Φ(x) = x}. Let S be a real-valued function S : R2 → R
defined by S(x) = σ (Φ(x), x). Let Φ satisfy the assumptions:
(Φ.1) Σ is a one-point set, Σ = {ξ0}.
(Φ.2) There exist constants p > 0, R > 0, C > 0 such that for any x ∈ R2, if
σ (x, 0) >
R2
2
, then
S(x) > C [σ (x, 0)]p .
(Φ.3) ξ0 is a non-degenerate critical point of the function S.
Then there exists the asymptotic expansion as t→ 0+
ΘΦ(t) ∼
∞∑
k=0
tkAk , (3.17)
where scalars Ak depend polynomially on derivatives of the function S and the
inverse of its Hessian matrix, evaluated at ξ0.
Before the proof of the theorem, let us note that, given the fact that
coefficients Ak are polynomials in derivatives of the function S, it is possible to
write down their general form by using dimensional considerations [11]. The
deformed heat trace ΘΦ(t) is dimensionless, so the expansion on the right hand
side of (3.17) must also be dimensionless. From the heat equation, t has the
dimension L2, so the dimension of Ak is L
−2k. The function S has the dimension
of L2 (L — dimension of length), since it is equal to the world function. Its
m-th derivative with respect to the space variables has the dimension L2−m.
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In particular, its second derivative is dimensionless, and all derivatives of order
higher than two have dimensions of negative powers of L.
In order to construct scalars Ak, it is necessary to contract all indices
of derivatives with indices of the inverse of the Hessian matrix of the function
S, which we will denote by Q. The order of this contraction can be different,
therefore, the coefficients Ak are linear combinations of invariants of the form
T (m, ϕ) =
(
Q⊗ . . .⊗Q︸ ︷︷ ︸
M
)ν1...ν2M(∇m1S ⊗ . . .⊗∇mlS)
νϕ(1)...νϕ(2M)
,
where m = (m1, . . . , ml) is a multi-index, |m| = m1 + . . . + ml = 2M , and
ϕ ∈ S2M is a permutation of numbers 1, . . . , 2M . Note, that mi > 3 for any i,
since Ak depends polynomially only on derivatives of the function S of order
higher than two (besides, the function S itself and its first derivative vanish on
Σ).
Let us introduce the length, the order, and the dimension of the term
T (we omit arguments):
lenT = l ,
ordT = 2M ,
dimT = 2M − 2l .
In other words, the length is the number of derivatives of the function S in the
term T , the order is the sum of orders of all derivatives, and the dimension is
the (negative) space-dimension of T . Clearly,
dimT = ordT − 2 lenT .
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Now we are ready to write down the general formula for the coefficients Ak:
Ak =
2k∑
l=1
∑
m=(m1,...,ml)
|m|=2(k+l)
∑
ϕ∈S2(k+l)
c(m, ϕ) T (m, ϕ) ,
where c(m, ϕ) are some numerical coefficients. Note, that this sum is finite for
any k.
Proof of Theorem 3.2. The idea of this proof is very similar to the one of The-
orem 3.1, but in this case we need to use the multi-dimensional version of the
Laplace method. In the same way, due to Lemma 3.1, we can reduce the area
of integration to a small neighborhood Mε of Σ and introduce there a system
of Cartesian coordinates zα with the origin at ξ0. Then we expand the function
S in the Taylor series in z, scale the variables zα →√tzα and obtain
ΘΦ(t) ∼ (4π)−1
∫
R2
d2z exp
(
−1
4
Sαβz
αzβ
)
B(t, z), (3.18)
where
B(t, z) = exp
(
−1
2
∞∑
k=3
tk/2−1
k!
Sν1...νkz
ν1 . . . zνk
)
, (3.19)
Sν1...νk =
∂
∂zν1
· · · ∂
∂zνk
S
∣∣∣
z=0
.
Again, B has the expansion
B ∼
∞∑
k=0
bkt
k + t1/2
∞∑
k=0
b˜kt
k (3.20)
with coefficients bk and b˜k being polynomials in z
α and derivatives of S of order
higher than two. And there is no need to keep track of b˜k since they do not
contribute to the asymptotic expansion of the deformed heat trace ΘΦ(t).
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Since ξ0 is a non-degenerate critical point of the function S, its Hessian
matrix Sαβ is invertible. We will denote the inverse matrix by Q. It satisfies
the equation
QµνSνα = δ
µ
α .
By substituting (3.20) into the integral (3.18) and applying Lemma 1.2, we
conclude that
ΘΦ(t) ∼
∞∑
k=0
tkAk ,
where
Ak =
1
4π
∫
R2
d2z exp
(
−1
4
Sαβz
αzβ
)
bk . (3.21)
Due to Lemma 1.2, integration over z will bring factors of Q. This completes
the proof of Theorem 3.2.
Now we will compute the first several coefficients Ak. In order to sim-
plify formulas, we will use the following compact notation for the (symmetrized)
derivatives of the function S:
S(k) = S(ν1...νk) ,
S˜(k) =
1
k!
Sν1...νkz
ν1 . . . zνk .
By expanding the function B(t, z), given by (3.19), in the power series in t1/2,
we obtain
b0 = 1 ,
b1 = −1
2
S˜(4) +
1
8
S˜(3)S˜(3) ,
b2 = −1
2
S˜(6) +
1
4
S˜(5)S˜(3) +
1
8
S˜(4)S˜(4) − 1
16
S˜(4)S˜(3)S˜(3) +
1
384
S˜(3)S˜(3)S˜(3)S˜(3) .
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In terms of the mapping Φ and its derivatives, derivatives of the functions S
are
S(αβ) = gαβ − 2 gµ(αΦµβ) + gµνΦµ(αΨνβ) , (3.22)
S(αβγ) = −3 gµ(αΦµβγ) + 3 gµνΦµ(αΦνβγ) , (3.23)
S(αβγδ) = −4 gµ(αΦµβγδ) + 4 gµνΦµ(αΦνβγδ) + 3 gµνΦµ(αβΦνγδ) , (3.24)
S(αβγδε) = −5 gµ(αΦµβγδε) + 5 gµνΦµ(αΦνβγδε) + 10 gµνΦµ(αβΦνγδε) , (3.25)
S(αβγδεζ) = −6 gµ(αΦµβγδεζ) + 6 gµνΦµ(αΦνβγδεζ) + 15 gµνΦµ(αβΦνγδεζ)
+ 10 gµνΦ
µ
(αβγΦ
ν
δεζ) . (3.26)
These formulas can be obtained as a particular case of (4.16)–(4.20), where all
derivatives of the world function vanish except for the second order.
Let τ : Vm+2 → Vm be the operator of contraction of a symmetric
tensor with the matrix Q:
(τA)ν1...νm = Q
αβAαβν1...νm .
By using formula (3.21), Lemma 1.2, and performing straightforward compu-
tations, we get
A0 =
√
detQ ,
A1 =
√
detQ
[
−1
4
τ 2
(
S(4)
)
+
5
12
τ 3
(
S(3) ∨ S(3)
)]
,
A2 =
√
detQ
[
− 1
12
τ 3
(
S(6)
)
+
7
12
τ 4
(
S(3) ∨ S(5)
)
+
35
96
τ 4
(
S(4) ∨ S(4)
)
− 35
16
τ 5
(
S(3) ∨ S(3) ∨ S(4)
)
+
385
288
τ 6
(
S(3) ∨ S(3) ∨ S(3) ∨ S(3)
)]
.
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Since expressions involving symmetrization are inconvenient for practical com-
putations, we will expand them in a symmetrization-free form. We will use the
following notation
S[2k]ν1...νm =
(
τk
(
S(2k+m)
))
ν1...νm
= Qµ1µ2 . . . Qµ2k−1µ2kSµ1µ2...µ2k−1µ2kν1...νm ,
(3.27)
that is, the number in brackets is the number of indices contracted with Q. By
using corollaries 2.1, 2.2, 2.3, 2.7, and 2.6, we obtain the following lemma.
Lemma 3.4. Let conditions of Theorem 3.2 be satisfied. Then
A0 =
√
detQ ,
A1 =
√
detQ
[
−1
4
S[4] +
1
4
S[2]ν1S[2]ν2Q
ν1ν2 +
1
6
Sν1ν2ν3Sν4ν5ν6Q
ν1ν4Qν2ν5Qν3ν6
]
,
A2 =
√
detQ
[
− 1
12
S[6] +
1
4
S[2]ν1S[4]ν2Q
ν1ν2 +
1
3
Sν1ν2ν3S[2]ν4ν5ν6Q
ν1ν4Qν2ν5Qν3ν6
+
1
32
S[4]S[4] +
1
4
S[2]ν1ν2S[2]ν3ν4Q
ν1ν3Qν2ν4
+
1
12
Sν1ν2ν3ν4Sν5ν6ν7ν8Q
ν1ν5Qν2ν6Qν3ν7Qν4ν8 − 1
16
S[2]ν1S[2]ν2S[4]Q
ν1ν2
− 1
2
S[2]ν1Sν2ν3ν4S[2]ν5ν6Q
ν1ν2Qν3ν5Qν4ν6 − 1
4
S[2]ν1S[2]ν2S[2]ν3ν4Q
ν1ν3Qν2ν4
− 1
3
S[2]ν1Sν2ν3ν4Sν5ν6ν7ν8Q
ν1ν5Qν2ν6Qν3ν7Qν4ν8
− 1
24
Sν1ν2ν3Sν4ν5ν6S[4]Q
ν1ν4Qν2ν5Qν3ν6
− 1
2
Sν1ν2ν3Sν4ν5ν6S[2]ν7ν8Q
ν1ν4Qν2ν5Qν3ν7Qν6ν8
− 1
2
Sν1ν2ν3Sν4ν5ν6Sν7ν8ν9ν10Q
ν1ν4Qν2ν7Qν3ν8Qν5ν9Qν6ν10
+
1
32
S[2]ν1S[2]ν2S[2]ν3S[2]ν4Q
ν1ν2Qν3ν4
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+
1
24
S[2]ν1S[2]ν2Sν3ν4ν5Sν6ν7ν8Q
ν1ν2Qν3ν6Qν4ν7Qν5ν8
+
1
4
S[2]ν1Sν2ν3ν4Sν5ν6ν7S[2]ν8Q
ν1ν2Qν3ν5Qν4ν6Qν7ν8
+
1
12
S[2]ν1Sν2ν3ν4S[2]ν5S[2]ν6Q
ν1ν2Qν3ν5Qν4ν6
+
1
2
S[2]ν1Sν2ν3ν4Sν5ν6ν7Sν8ν9ν10Q
ν1ν2Qν3ν5Qν4ν8Qν6ν9Qν7ν10
+
1
72
Sν1ν2ν3Sν4ν5ν6Sν7ν8ν9Sν10ν11ν12Q
ν1ν4Qν2ν5Qν3ν6Qν7ν10Qν8ν11Qν9ν12
+
1
4
Sν1ν2ν3Sν4ν5ν6Sν7ν8ν9Sν10ν11ν12Q
ν1ν4Qν2ν5Qν3ν7Qν6ν10Qν8ν11Qν9ν12
+
1
6
Sν1ν2ν3Sν4ν5ν6Sν7ν8ν9Sν10ν11ν12Q
ν1ν4Qν2ν7Qν3ν10Qν5ν8Qν6ν11Qν9ν12
]
,
where tensors S[2k]ν1...νm are given by (3.27), (3.22)–(3.26), and Q is the inverse
matrix to Sαβ.
CHAPTER 4
Spectral Geometry of Submanifolds: Curved Manifold
In this chapter we will consider a curved manifold M , and a smooth
mapping Φ : M → M on it, such that its fixed point set Σ is zero-dimensional,
that is, it is just a single point. We provide a new proof for asymptotic expan-
sion Theorem 4.1. This proof will give us a way to compute the asymptotic
expansion coefficients. The coefficients A1, A2 in Lemma 4.2, and the coefficient
A2 in Lemma 4.3 are computed explicitly for the first time.
4.1 Main Theorem
Theorem 4.1. Let (M, g) be an n-dimensional compact smooth Riemannian
manifold without boundary. Let Φ be a smooth mapping Φ : M → M . Let Σ
be its fixed point set: Σ = {x ∈M : Φ(x) = x}. Let Φ satisfy the assumptions:
(Φ.1) Σ is a one-point set, Σ = {x0}.
(Φ.2) det(I − dΦ)(x0) 6= 0.
Then there exists the asymptotic expansion as t→ 0+
ΘΦ(t) ∼
∞∑
k=0
tkAk , (4.1)
where the coefficients Ak are scalar invariants depending polynomially on co-
variant derivatives of the curvature of the metric g, symmetrized covariant
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derivatives of the differential dΦ of the mapping Φ, and the matrix
Q =
{
(I − dΦ)Tg(I − dΦ)}−1 , (4.2)
evaluated at x0.
Proof. The idea of this proof is the same as for a flat manifold. We will choose
a convenient system of coordinates, reduce the integral over the whole manifold
M to the integral over a neighborhood of the fixed point set Σ, expand integrand
in Taylor series at x0, and compute the asymptotics of the integral by reducing
it to the standard Gaussian integrals, which are known exactly.
In this proof we will make several references to some computations in
the upcoming sections. However, it does not affect rigor, since those computa-
tions do not use this theorem.
Let S be a real-valued function, defined in some neighborhood of Σ
by S(x) = σ (x,Φ(x)). Obviously, x0 is a point of minimum of the function S,
so S(x0) = 0 and S;α(x0) = 0. We will show below (Section 4.2.3, (4.15)) that
S;αβ(x0) =
{
δµα − (dΦ(x0))µα
}
gµν(x0)
{
δνβ − (dΦ(x0))νβ
}
,
or, in the matrix notation,
∇∇S(x0) =
{
I − dΦ(x0)
}T
g(x0)
{
I − dΦ(x0)
}
. (4.3)
Therefore, the matrix Q defined by (4.2) is nothing but
{∇∇S(x0)}−1.
From now on for simplicity we will omit a semicolon in covariant
derivatives of scalar functions, for example, Sα = S;α, Sαβ = S;αβ, etc.
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LetMε be an open geodesic ball with center at the point x0 and small
enough radius ε, so that the functions σ and S are well-defined in Mε. Since
M \Mε is compact, there exists a positive constant δ, such that for any point
x ∈M \Mε we have
dist(x,Φ(x)) > δ .
From the last inequality and the standard off-diagonal estimates for the heat
kernel in [12] it follows that as t→ 0+∫
M\Mε
dvol(x)U(t; x,Φ(x)) ∼ 0 .
Therefore,
ΘΦ(t) ∼
∫
Mε
dvol(x)U(t; x,Φ(x))
and according to (1.8) we have
ΘΦ(t) ∼
∫
Mε
dvol(x)(4πt)−n/2∆1/2(x,Φ(x)) exp
(
−S(x)
2t
)
Ω(t; x,Φ(x)) . (4.4)
Now we will choose a convenient coordinate system inMε and expand
the integrand of (4.4) in the covariant Taylor series at x0.
4.1.1 Normal Coordinates
Let x be a point in Mε. Due to (1.6), the components of the tangent
vector Z = zα
∂
∂xα
to the geodesic connecting the points x0 and x at the point
x0 in the direction of the point x and with the norm equal to the length of this
geodesic are given by
zα(x) = −gαβ(x0) ∂σ
∂xβ0
(x0, x) .
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According to (1.7), we have
x = expx0(Z) .
One can use this vector to define new coordinates in Mε by assigning to a
point x with coordinates xα new coordinates zα equal to the components of
the vector Z in the coordinates xα. Let ϕ : Mε → Rn be such a coordinate
mapping. Since Mε is a geodesic ball with radius ε, the image of Mε is
ϕ(Mε) = {z ∈ Rn : ‖z‖ < ε} .
The differentials are related by
dzα =
∂zα
∂xβ
dxβ = −gαγ(x0) ∂
2σ
∂xβ∂xγ0
(x0, x)dx
β .
Thus, for the measures we obtain
dz = |g(x0)|−1 det
(
− ∂
2σ
∂xβ∂xγ0
(x0, x)
)
dx
= |g(x0)|−1/2∆(x0, x) |g(x)|1/2 dx
= |g(x0)|−1/2∆(x0, x) dvol(x) .
So, the Riemannian volume element has in new coordinates the form
dvol(x) = ∆−1(x0, x) |g(x0)|1/2 dz .
After the change of variables x→ z integral (4.4) takes the form
ΘΦ(t) ∼ (4πt)−n/2
∫
‖z‖<ε
dz |g(x0)|1/2 exp
(
−S(x(z))
2t
)
×∆−1(x0, x(z))∆1/2(x(z),Φ(x(z)))Ω(t; x(z),Φ(x(z))) . (4.5)
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4.1.2 Taylor Series Expansion
Let f be a smooth function on the manifold M . Then in the neigh-
borhood Mε of the fixed point x0 this function can be expanded in covariant
Taylor series [3]
f(x(z)) =
∞∑
k=0
1
k!
(∇kf)
(µ1...µk)
(x0) z
µ1 . . . zµk , (4.6)
where zµ are the coordinates introduced in the previous section. Since this ex-
pansion involves only covariant derivatives of the function f and the coordinates
zµ are covariant derivatives of the world function, all parts of this expression
are written in an invariant form. Note also, that all covariant derivatives of the
function f are symmetrized, which makes (4.6) very convenient for practical
computations. We will use the notation
f(k) = Sym
(∇kf) (x0) ,
f˜(k) =
1
k!
(
f(k)
)
µ1...µk
zµ1 . . . zµk .
We will expand each factor of the integrand in (4.5) in the Taylor
series at x0 separately and then multiply the expansions. Note, that we will
need to compute symmetrized covariant derivatives of functions of the form
f(x,Φ(x)) at the point x0, which has the property Φ(x0) = x0.
The function Ω has asymptotic expansion (1.10) in powers of t. Let
am(x(z)) = ωm
(
x(z),Φ(x(z))
)
=
∞∑
k=0
a˜m(k) ,
that is, the first index stands for the coefficient of the power series in t, and the
second one for the coefficient of the covariant Taylor series in z. It is convenient
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to represent the Van Fleck-Morette determinant in the form [3]
∆ = exp(2ζ) . (4.7)
The function ζ has a known expansion in a Taylor series with the first two
coefficients being equal to zero [3],
ζ(x0, x(z)) =
∑
k=2
ζ˜(k) .
Let
η(x(z)) = ζ
(
x(z),Φ(x(z))
)
and
η(x(z)) =
∞∑
k=0
η˜(k) .
We will show in Section 4.2.5 that η˜(0) = η˜(1) = 0. The Taylor series of the
function S also starts from the second term,
S(x(z)) =
∞∑
k=2
S˜(k) .
4.1.3 Scaling of Coordinates
Now we rescale the coordinates
zα →
√
tzα .
Then all terms in covariant Taylor series are transformed as
f˜(k) → tk/2f˜(k) ,
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and, hence, they become asymptotic expansions in t1/2. By substituting ex-
pansions from the previous section and (1.10) into (4.5), we obtain
ΘΦ(t) ∼ (4π)−n/2
∫
‖z‖<ε/√t
dz |g(x0)|1/2 exp
(
−1
2
S˜(2)
)
B(t) , (4.8)
where
B(t) = exp
(
−
∞∑
k=1
tk/2 hk
) ∞∑
m=0
(−t)m
m!
∞∑
k=0
tk/2 a˜m(k) ,
and
hk =
1
2
S˜(k+2) + 2 ζ˜(k) − η˜(k) . (4.9)
Note, that terms S˜(k) and η˜(k) depend on the mapping Φ, while ζ˜(k) does not.
Let bk be the coefficients of a power series in t
1/2 for the function B,
B(t) =
∞∑
k=0
tk/2 bk . (4.10)
It is easy to see, that the coefficients bk are polynomials in z. Moreover, they
are polynomials in hk and a˜m(k). From [3] and our computations in Section 4.2
it follows, that hk and a˜m(k) can be expressed in terms of covariant derivatives
of the curvature of the metric g and symmetrized covariant derivatives of the
differential of the mapping Φ. Note, also, that half-integer (integer) powers of
t correspond to polynomials of odd (even) degree in z. By substituting (4.10)
into (4.8), we obtain
ΘΦ(t) ∼
∞∑
k=0
tk/2 (4π)−n/2
∫
‖z‖<ε/√t
dz |g(x0)|1/2 exp
(
−1
2
S˜(2)
)
bk .
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In the same way, as in Lemma 3.2, we expand the integration over the set
‖z‖ < ε/√t to the integration over the whole Rn, i.e. one can show that∫
‖z‖<ε/√t
dz exp
(
−1
2
S˜(2)
)
zi1 . . . zik ∼
∫
Rn
dz exp
(
−1
2
S˜(2)
)
zi1 . . . zik ,
for both odd and even k. After this operation all terms with half-integer powers
of t disappear, since they contain integrals of odd polynomials over a symmetric
set. Therefore, we have
ΘΦ(t) ∼
∞∑
k=0
tk (4π)−n/2
∫
Rn
dz |g(x0)|1/2 exp
(
−1
2
S˜(2)
)
b2k .
By comparing this expression with (4.1), we finally obtain
Ak = (4π)
−n/2
∫
Rn
dz |g(x0)|1/2 exp
(
−1
2
S˜(2)
)
b2k . (4.11)
In this expression:
1. S˜(2) =
1
2
Sαβz
αzβ , where Sαβ is the positive-definite quadratic form, de-
fined by (4.3).
2. b2k are polynomials in z, defined by (4.10).
3. All integrals in (4.11) are standard Gaussian integrals which can be com-
puted by using Lemma 1.2.
4. b2k are polynomials in covariant derivatives of the curvature of the met-
ric g and symmetrized covariant derivatives of the differential dΦ of the
mapping Φ. Due to Lemma 1.2, Gaussian integrals in (4.11) depend on
the inverse of the matrix Sαβ , that is, the matrix Q.
This completes the proof of the theorem.
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4.2 Computation of the Coefficients A0, A1, and A2
In the remaining part of the chapter we will develop an algorithm
for computation of the coefficients Ak in terms of covariant derivatives of the
differential dΦ and the curvature of the metric g. We will compute coefficients
A0, A1, and A2 explicitly. In the next section we describe tools for construction
of Taylor series of two-point functions.
4.2.1 Coincidence Limits of Two-Point Functions
Let f : M ×M → R be a two-point function defined on a manifold
M . We will denote by [f ] its coincidence limit, that is,
[f ](x) = lim
x′→x
f(x, x′) .
Obviously, covariant derivatives of the function f at different points commute
with each other. We will use primes for indices of covariant derivatives at the
point x′. For coincidence limits of mixed derivatives of the function f there
holds [18]
[f...;α′ ] = [f...];α − [f...;α] ,
where dots stand for a fixed set of some indices and may include other covariant
derivatives. By using this property repeatedly, we obtain
[f...;α′β′ ] = [f...];αβ − [f...;α];β − [f...;β];α + [f...;βα] , (4.12)
[f...;α′β′γ′ ] = [f...];αβγ − [f...;γ];αβ − [f...;β];αγ − [f...;α];βγ (4.13)
+ [f...;γβ];α + [f...;γα];β + [f...;βα];γ − [f...;γβα] .
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One can easily obtain the following general formula of this kind for [f...;µ′1...µ′m ].
Let Nm = {1, . . . , m} and P(Nm) be its power set. For any I ∈ P(Nm), such
that I = {i1, . . . , ik} and i1 < . . . < ik, let µ(I)−−→ be the increasing sequence
of indices µi1 . . . µik and µ(I)←−− be the decreasing sequence of indices µik . . . µi1 .
Then
[f...;µ′1...µ′m ] =
∑
I∈P(Nm)
(−1)|I| [f...;µ(I)←−−];µ(J)−−→ ,
where J = Nm \ I.
4.2.2 Derivatives of the Deformed Diagonal Functions
Let f be a two-point function f : M ×M → R. In this section we
will develop an algorithm for computing symmetrized covariant derivatives of
the function g(x) = f(x,Φ(x)). We will agree, that indices with primes denote
covariant differentiation of the function f with respect to the second argument
and indices without primes — with respect to the first argument. Obviously,
derivatives with respect to different arguments commute with each other.
Let pqWrs be the set of two-point tensors of the type (p, q) at a point
x and of the type (r, s) at a point x′, that is, the set of linear mappings
T : TxM × . . .× TxM︸ ︷︷ ︸
q
×T ∗xM × . . .× T ∗xM︸ ︷︷ ︸
p
× Tx′M × . . .× Tx′M︸ ︷︷ ︸
s
×T ∗x′M × . . .× T ∗x′M︸ ︷︷ ︸
r
→ R .
If some of the numbers p, q, r, s are equal to zero, we will omit them. The
external tensor product of two-point tensors A ∈ pqWrs and B ∈ tuWvw is the
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two-point tensor A⊠ B ∈ p+tq+uWr+vs+w, defined by
(A⊠ B)
α1...αpµ1...µtγ′1...γ
′
rξ
′
1...ξ
′
v
β1...βqν1...νuδ′1...δ
′
sπ
′
1...π
′
w
= A
α1...αpγ′1...γ
′
r
β1...βqδ′1...δ
′
s
B
µ1...µtξ′1...ξ
′
v
ν1...νuπ′1...π
′
w
.
We define a mapping • : pWq× rWq → p+rW by
(A •B)α1...αpµ1...µr = Aα1...αpβ′1...β′qB
β′1...β
′
q
µ1...µr .
It is easy to see, that the n-th symmetrized derivative of the function
g is a linear combination of terms of the form
T (k,m; j1, . . . , jk) = Sym
( (∇′k∇mf) • ((∇j1dΦ)⊠ . . .⊠ (∇jkdΦ)) ) ,
where numbers k,m, j1, . . . , jk are non-negative integers, such that
k +m+ j1 + . . .+ jk = n . (4.14)
A simple computation shows that there exist 2n such terms.
Let numbers c(k,m; j1, . . . , jk) be the coefficients of this linear com-
bination, that is,
Sym(∇ng) =
n∑
k=0
n−k∑
m=0
∑
j=(j1,...,jk)
|j|=n−m−k
c(k,m; j1, . . . , jk) T (k,m; j1, . . . , jk) .
We will derive a recursive formula for these coefficients. Note, that the term
T (k,m; j1, . . . , jk) of the n-th derivative can be obtained from the following
terms of the (n− 1)-th derivative:
1. T (k,m− 1; j1, . . . , jk), by differentiating f with respect to the first argu-
ment, if m > 1.
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2. T (k − 1, m; j1, . . . , jk−1), by differentiating f with respect to the second
argument, if k > 1 and jk = 0.
3. T (k,m; j1, . . . , ji − 1, . . . , jk), by differentiating dΦ, if ji > 1.
Let c(k,m; j1, . . . , jk) = 0, if one or more arguments are negative. The above
rules give us
c(k,m; j1, . . . , jk) = c(k,m− 1; j1, . . . , jk) +
k∑
i=1
c(k,m; j1, . . . , ji − 1, . . . , jk) ,
if jk > 0, and
c(k,m; j1, . . . , jk) = c(k,m− 1; j1, . . . , jk) +
k∑
i=1
c(k,m; j1, . . . , ji − 1, . . . , jk)
+ c(k − 1, m; j1, . . . , jk−1) ,
if jk = 0. The obvious initial condition for this recursion is
c(0, 0; ) = 1.
One can also get a non-recursive formula for the coefficients c(k,m; j1, . . . , jk).
Lemma 4.1. Let n ∈ N and k,m, j1, . . . , jk be non-negative integers, satisfy-
ing (4.14). Then
c(k,m; j1, . . . , jk) =
n!
m!j1! . . . jk!(1 + jk)(2 + jk + jk−1) . . . (k + jk + . . .+ j1)
.
Proof. It is not hard to check that the non-symmetrized covariant derivative
gν1...νn is the sum of all terms of the form( (∇′k∇mf) • ((∇j1dΦ)⊠ . . .⊠ (∇jkdΦ)) )
νϕ(1)...νϕ(n)
,
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for all possible values of k,m, j1, . . . , jk and all permutations ϕ of numbers
1, . . . , n satisfying certain conditions, that we will determine below. Sym-
metrization of indices ν1 . . . νn makes all terms with fixed k,m, j1, . . . , jk the
same. Hence, the coefficient c(k,m; j1, . . . , jk) is the number of all possible
permutations ϕ.
Let Ji be defined for i = 1, . . . , k by
Ji = m+ i+ j1 + . . .+ ji−1 .
Note that indices νϕ(1) . . . νϕ(m) correspond to the derivative of f , index νϕ(Ji)
corresponds to the i-th factor dΦ, and indices νϕ(Ji+1) . . . νϕ(Ji+ji) correspond
to the derivative of this factor. This observation leads us to the following
conditions on the permutation ϕ:
1. ϕ(1) < ϕ(2) < . . . < ϕ(m) ;
2. ϕ(Ji) < ϕ(Ji + 1) < . . . < ϕ(Ji + ji) ;
3. ϕ(J1) < ϕ(J2) < . . . < ϕ(Jk) .
In words, indices on every factor and the first indices of factors dΦ must be
in the “increasing alphabetical order.” So, there are
(
n
m
)
ways to choose in-
dices corresponding to the derivative of f . After this step ϕ(J1) is determined
uniquely and there are
(
n−m−1
j1
)
ways to choose indices corresponding to the
derivative of the first factor dΦ. By continuing this reasoning, we get
c(k,m; j1, . . . , jk) =
(
n
m
)(
n−m− 1
j1
)
×
(
n−m− 2− j1
j2
)
. . .
(
n−m− (k − 1)− j1 − . . .− jk−2
jk−1
)
.
66
After straightforward transformations, we get the desired formula.
4.2.3 Symmetrized Derivatives of the Function S
Now we will apply the technique developed in Section 4.2.2 to the com-
putation of symmetrized covariant derivatives of the function S(x) = σ(x,Φ(x))
up to the sixth order. Since we are interested in values of the derivatives on
the fixed point set Σ, all appearing derivatives of the world function will be ac-
tually equal to their coincidence limits. We will take into account the following
properties of the world function [3]:
1. The world function is symmetric in its arguments.
2. The first two derivatives with respect to the same argument commute.
3. [σ] = 0.
4. [σα] = 0.
5. [σαβ ] = −[σαβ′ ] = gαβ.
6. [σαβγ ] = [σαβγ′ ] = 0.
7. [σ(µ1...µk)] = 0, k > 3.
8. [σα(µ1 ...µk)] = [σα′(µ1...µk)] = 0, k > 2.
The recursive algorithm, described above, for computing the coef-
ficients c(k,m; j1, . . . , jk) was realized as the Python script listed in Appen-
dix A.1. This script also generates preliminary expressions for derivatives of
the function S in the LATEX format.
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For the derivatives of the differential dΦ of the mapping Φ, evaluated
at the point x0, the notation
Ψµν1ν2...νk = (dΦ)
µ′
ν1;ν2...νk(x0)
will be used. The first six symmetrized derivatives of S are
S = 0 ,
Sα = 0 ,
S(αβ) = gαβ − 2Ψ(αβ) +Ψµ(αΨµβ) ,
S(αβγ) = −3Ψ(αβγ) + 3Ψµ(αΨµβγ) ,
S(αβγδ) = −4Ψ(αβγδ) + 4Ψµ(αΨµβγδ) + 3Ψµ(αβΨµγδ) + 6 [σµ′ν′(αβ ]ΨµγΨνδ) ,
S(αβγδε) = −5Ψ(αβγδε) + 5Ψµ(αΨµβγδε) + 10Ψµ(αβΨµγδε)
+ 30 [σµ′ν′(αβ ]Ψ
µ
γΨ
ν
δε)
+ [σµ′ν′ξ′(α]
{
5ΨµβΨ
ν
γΨ
ξ
δε) + 25Ψ
µ
βΨ
ν
γδΨ
ξ
ε)
}
+ 10 [σµ′ν′(αβγ ]Ψ
µ
δΨ
ν
ε) + 10 [σµ′ν′ξ′(αβ ]Ψ
µ
γΨ
ν
δΨ
ξ
ε) ,
S(αβγδεζ) = −6Ψ(αβγδεζ) + 6Ψµ(αΨµβγδεζ) + 15Ψµ(αβΨµγδεζ) + 10Ψµ(αβγΨµδεζ)
+ [σµ′ν′(αβ ]
{
60ΨµγΨ
ν
δεζ) + 45Ψ
µ
γδΨ
ν
εζ)
}
+ [σµ′ν′ξ′(α]
{
6ΨµβΨ
ν
γΨ
ξ
δεζ) + 42Ψ
µ
βΨ
ν
γδΨ
ξ
εζ)
+ 54ΨµβΨ
ν
γδεΨ
ξ
ζ) + 48Ψ
µ
βγΨ
ν
δεΨ
ξ
ζ)
}
+ [σµ′ν′ξ′π′ ]
{
3Ψµ(αΨ
ν
βΨ
ξ
γδΨ
π
εζ) + 9Ψ
µ
(αΨ
ν
βγΨ
ξ
δΨ
π
εζ)
+ 18Ψµ(αΨ
ν
βγΨ
ξ
δεΨ
π
ζ) + 15Ψ
µ
(αβΨ
ν
γδΨ
ξ
εΨ
π
ζ)
}
+ 60 [σµ′ν′(αβγ ]Ψ
µ
δΨ
ν
εζ)
+ [σµ′ν′ξ′(αβ ]
{
15ΨµγΨ
ν
δΨ
ξ
εζ) + 75Ψ
µ
γΨ
ν
δεΨ
ξ
ζ)
}
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+ [σµ′ν′ξ′π′(α]
{
6ΨµβΨ
ν
γΨ
ξ
δΨ
π
εζ) + 12Ψ
µ
βΨ
ν
γΨ
ξ
δεΨ
π
ζ)
+ 42ΨµβΨ
ν
γδΨ
ξ
εΨ
π
ζ)
}
+ 15 [σµ′ν′(αβγδ]Ψ
µ
εΨ
ν
ζ) + 20 [σµ′ν′ξ′(αβγ ]Ψ
µ
δΨ
ν
εΨ
ξ
ζ)
+ 15 [σµ′ν′ξ′π′(αβ ]Ψ
µ
γΨ
ν
δΨ
ξ
εΨ
π
ζ) .
The second derivative can also be written in the form
Sαβ = gαβ − 2Ψ(αβ) +Ψµ(αΨµβ)
= gαβ −Ψαβ −Ψβα +ΨµαgµνΨνβ
=
(
δµα − (dΦ)µα
)
gµν
(
δνβ − (dΦ)νβ
)
. (4.15)
We need the following coincidence limits for derivatives of the world
function:
[σµ′ν′αβ] , [σµ′ν′ξ′α] , [σµ′ν′ξ′π′] ,
[σµ′ν′ξ′αβ ] , [σµ′ν′ξ′π′α] ,
[σµ′ν′(αβγδ)] , [σ(µ′ν′ξ′)(αβγ)] .
We will reduce them to the limits which are known [3]
[σα′β(µ1µ2)] = −
1
3
Rα(µ1|β|µ2) ,
[σα′β(µ1µ2µ3)] = −
1
2
Rα(µ1|β|µ2;µ3) ,
[σα′β(µ1µ2µ3µ4)] = −
3
5
Rα(µ1|β|µ2;µ3µ4) −
7
15
Rα(µ1|γ|µ2R
γ
µ3|β|µ4) .
For this purpose we will use properties of coincidence limits (4.12), (4.13),
expression for the commutator of covariant derivatives (1.4), symmetry prop-
erties of the curvature tensor (1.1), and Bianci identities (1.2), (1.3). After
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straightforward but somewhat cumbersome computation we have:
[σµ′ν′αβ] = −2
3
Rα(µ|β|ν) ,
[σµ′ν′ξ′α] =
2
3
Rα(µ|ξ|ν) ,
[σµ′ν′ξ′π′] = −2
3
Rπ(µ|ξ|ν) ,
[σµ′ν′ξ′αβ] =
1
4
R(µ|ξ|ν)(α;β) − 5
12
R(µ|α|ν)β;ξ − 1
12
R(α|ξ|β)(µ;ν) ,
[σµ′ν′ξ′π′α] =
5
6
R(µ|α|ν)(ξ;π) − 1
6
R(ξ|α|π)(µ;ν) ,
[σµ′ν′(αβγδ)] = −2
5
Rµ(α|ν|β;γδ) − 8
15
Ra(α|µ|βRaγ|ν|δ) ,
[σ(µ′ν′ξ′)(αβγ)] =
(
− 3
10
R(π(α
̺
β;
τ)
γ) − 4
3
Ra
(π
(α
̺R|a|βτ)γ)
)
gπµg̺νgτξ .
Detailed computation is given in Appendix A.3.
By combining obtained expressions, we finally have
S(αβ) = gαβ − 2Ψ(αβ) +Ψµ(αΨµβ) , (4.16)
S(αβγ) = −3Ψ(αβγ) + 3Ψµ(αΨµβγ) , (4.17)
S(αβγδ) = −4R(α|µ|β|ν|ΨµγΨνδ) + 3Ψµ(αβΨµγδ) + 4Ψµ(αΨµβγδ) − 4Ψ(αβγδ) ,
(4.18)
S(αβγδε) = −5Rµ(α|ν|β;γΨµδΨνε) − 5Rµ(α|ν|β;|ξ|ΨµγΨνδΨξε)
− 20R(α|µ|β|νΨµγΨνδε) + 10
3
R(µ|ξ|ν)(α
{
ΨµβΨ
ν
γΨ
ξ
δε) + 5Ψ
µ
βΨ
ν
γδΨ
ξ
ε)
}
+ 10Ψµ(αβΨ
µ
γδε) − 5Ψ(αβγδε) + 5Ψµ(αΨµβγδε) , (4.19)
S(αβγδεζ) = −
{
6Rµ(α|ν|β;γδ + 8R̺(α|µ|βR
̺
γ|ν|δ
}
ΨµεΨ
ν
ζ)
− 2
3
{
9Rµ(α|ν|β;|ξ|γ + 40R̺µ(α|ν|R
̺
β|ξ|γ
}
ΨµδΨ
ν
εΨ
ξ
ζ)
−
{
6Rµ(α|ν|β;|ξπ| + 8R̺µν(αR̺|ξπ|β
}
ΨµγΨ
ν
δΨ
ξ
εΨ
π
ζ)
− 30Rµ(α|ν|β;γΨµδΨνεζ)
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+
5
8
{
6R(µ|ξ|ν)(α;β − 10Rµ(α|ν|β;|ξ| − Rξ(α|µ|β;|ν| − Rξ(α|ν|β;|µ|
}
×
{
ΨµγΨ
ν
δΨ
ξ
εζ) + 5Ψ
µ
γΨ
ν
δεΨ
ξ
ζ)
}
+
{
5R(µ
̺
ν)(ξ;π) − R(ξ̺π)(µ;ν)
}
g̺(α
{
ΨµβΨ
ν
γΨ
ξ
δΨ
π
εζ)
+ 2ΨµβΨ
ν
γΨ
ξ
δεΨ
π
ζ) + 7Ψ
µ
βΨ
ν
γδΨ
ξ
εΨ
π
ζ)
}
− 10Rµ(α|ν|β
{
4ΨµγΨ
ν
δεζ) + 3Ψ
µ
γδΨ
ν
εζ)
}
+ 4R(µ|ξ|ν)(α
{
ΨµβΨ
ν
γΨ
ξ
δεζ) + 7Ψ
µ
βΨ
ν
γδΨ
ξ
εζ)
+ 9ΨµβΨ
ν
γδεΨ
ξ
ζ) + 8Ψ
µ
βγΨ
ν
δεΨ
ξ
ζ)
}
− 2Rξ(µ|π|ν)
{
Ψµ(αΨ
ν
βΨ
ξ
γδΨ
π
εζ) + 3Ψ
µ
(αΨ
ν
βγΨ
ξ
δΨ
π
εζ)
+ 6Ψµ(αΨ
ν
βγΨ
ξ
δεΨ
π
ζ) + 5Ψ
µ
(αβΨ
ν
γδΨ
ξ
εΨ
π
ζ)
}
− 6Ψ(αβγδεζ) + 6Ψµ(αΨµβγδεζ) + 15Ψµ(αβΨµγδεζ) + 10Ψµ(αβγΨµδεζ) .
(4.20)
4.2.4 The Heat Kernel Coefficients
By using the general algorithm for computing coincidence limits of the
heat kernel coefficients and their symmetrized covariant derivatives, developed
in [2, 3], we obtain
[ω0] = 1 ,
[ω1] = −1
6
R ,
[ω1;α] = − 1
12
R;α ,
[ω1;αβ ] = −Eαβ ,
[ω2] =
1
36
R2 +
1
15
R;µ
µ − 1
90
RµνR
µν +
1
90
RµνξπR
µνξπ ,
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where
Eαβ =
1
20
R;αβ +
1
60
Rαβ;µ
µ − 1
45
RαµR
µ
β +
1
90
RαµνξRβ
µνξ +
1
90
RµνR
µ
α
ν
β .
(4.21)
So, for the coefficients ak(x) = ωk(x,Φ(x)) at the point x0 we have
a0(x0) = 1 ,
a1(x0) = −1
6
R ,
a1;α(x0) = − 1
12
R;α − 1
12
R;µΨ
µ
α ,
a1;αβ(x0) = −Eαβ − 1
6
R;µ(αΨ
µ
β) + 2Eµ(αΨ
µ
β) − EµνΨµ(αΨνβ) − 1
12
R;µΨ
µ
(αβ) ,
a2(x0) =
1
36
R2 +
1
15
R;µ
µ − 1
90
RµνR
µν +
1
90
RµνξπR
µνξπ .
4.2.5 The Van Fleck-Morette Determinant
For the function ζ in representation (4.7) we have [3]
[ζ ] = 0 ,
[ζα] = 0 ,
[ζαβ] =
1
6
Rαβ ,
[ζ(αβγ)] =
1
4
R(αβ;γ) ,
[ζ(αβγδ)] =
3
10
R(αβ;γδ) +
1
15
Rµ(α|ν|βR
µ
γ
ν
δ) .
In the same way, as for the world function, we obtain non-symmetrized deriva-
tives of the function ζ from these expressions for symmetrized derivatives. After
performing straightforward transformations, we have
[ζαβγ ] =
1
4
R(αβ;γ) ,
[ζαβγδ] = Fαβγδ ,
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where
Fαβγδ =
3
10
R(αβ;γδ) +
1
15
Rµ(α|ν|βR
µ
γ
ν
δ) − 1
9
Rµ(αR
µ
β|δ|γ) . (4.22)
By using the method developed in Section 4.2.2, for derivatives of the
function η(x) = ζ(x,Φ(x)) at the point x0 we obtain
η(x0) = 0 ,
ηα(x0) = 0 ,
η(αβ)(x0) =
1
6
Rαβ − 1
3
Rµ(αΨ
µ
β) +
1
6
RµνΨ
µ
αΨ
ν
β ,
η(αβγ)(x0) = −1
2
Rµ(αΨ
µ
βγ) +
1
2
RµνΨ
µ
(αΨ
ν
βγ) +
1
4
R(αβ;γ) +
1
4
R(αβ;|µ|Ψµγ)
− 1
2
Rµ(α;βΨ
µ
γ) +
1
4
Rµν;(αΨ
µ
βΨ
ν
γ) − 1
2
Rµ(α;|ν|Ψ
µ
βΨ
ν
γ)
+
1
4
Rµν;ξΨ
µ
(αΨ
ν
βΨ
ξ
γ) ,
η(αβγδ)(x0) = −2
3
Rµ(αΨ
µ
βγδ) +
1
6
Rµν
{
4Ψµ(αΨ
ν
βγδ) + 3Ψ
µ
(αβΨ
ν
γδ)
}
+R(αβ;|µ|Ψ
µ
γδ) + 2Rµν;(αΨ
µ
βΨ
ν
γδ) +Rµν;(αβΨ
µ
γΨ
ν
δ)
− 1
2
R(αβ;|µΨµγδ) − Rµ(α;βΨµγδ) − Rµν;(αΨµβΨνγδ)
− 2Rµ(α;|ν|Ψ(µβΨν)γδ) + 3
2
R(µν;ξ)Ψ
µ
(αΨ
ν
βΨ
ξ
γδ) +R(αβ;γ|µ|Ψµδ)
− Rµν;(αβΨµγΨνδ) − 2Rµ(α;|ν|βΨµγΨνδ) +Rµν;ξ(αΨµβΨνγΨξδ)
+
3
10
R(αβ;γδ) +
1
15
Rµ(α|ν|βR
µ
γ
ν
δ) − 4F(αβγ|µ|Ψµδ)
+ 6Fµν(αβΨ
µ
γΨ
ν
δ) − 4Fµνξ(αΨµβΨνγΨξδ)
+
{
3
10
Rµν;ξπ +
1
15
R̺µθνR
̺
ξ
θ
π
}
Ψµ(αΨ
ν
βΨ
ξ
γΨ
π
δ) .
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4.2.6 Coefficients bk
By direct expansion we get the coefficients b0, b2, and b4, defined
by (4.10) (all objects are computed at the point x0 and we will omit arguments)
b0 = 1 ,
b2 = −a˜1(0) − h2 + 1
2
h21 ,
b4 =
1
2
a˜2(0) − a˜1(2) + h1a˜1(1) + (h2 − 1
2
h21) a˜1(0)
− h4 + h1h3 + 1
2
h22 −
1
2
h21h2 +
1
24
h41 .
Due to (4.9) and taking into account that ζ˜(1) = η˜(1) = 0, we have
h1 =
1
2
S˜(3) ,
h2 =
1
2
S˜(4) + 2 ζ˜(2) − η˜(2) ,
h3 =
1
2
S˜(5) + 2 ζ˜(3) − η˜(3) ,
h4 =
1
2
S˜(6) + 2 ζ˜(4) − η˜(4) .
Therefore,
b0 = 1 ,
b2 = −a1 − 2 ζ˜(2) + η˜(2) − 1
2
S˜(4) +
1
8
(
S˜(3)
)2
,
b4 =
1
2
a2 − a˜1(2) + 2 a1ζ˜(2) − a1η˜(2) + 1
2
a1S˜(4) − 2 ζ˜(4) + η˜(4) + 1
2
S˜(3)a˜1(1)
+ 2
(
ζ˜(2)
)2
+
1
2
(
η˜(2)
)2 − ζ˜(2)η˜(2) − 1
2
S˜(6) +
1
2
S˜(4)ζ˜(2) − 1
4
S˜(4)η˜(2)
− 1
8
a1
(
S˜(3)
)2
+ S˜(3)ζ˜(3) − 1
2
S˜(3)η˜(3) +
1
4
S˜(5)S˜(3) +
1
8
(
S˜(4)
)2
− 1
4
(
S˜(3)
)2
ζ˜(2) +
1
8
(
S˜(3)
)2
η˜(2) − 1
16
S˜(4)
(
S˜(3)
)2
+
1
384
(
S˜(3)
)4
.
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4.2.7 Gaussian Average
Since integrals in (4.11) are Gaussian, it is convenient to introduce a
Gaussian average for a function f , defined on Rn, by
〈f〉 = (4π)−n/2̺−1
∫
Rn
dz |g(x0)|1/2 exp
(
−1
4
Sαβz
αzβ
)
f(z) ,
where
̺ =
∣∣det (I − dΦ(x0))∣∣−1 .
The Gaussian average is normalized so that 〈1〉 = 1. Recall that 1
2
Sαβz
αzβ =
S˜(2), so (4.11) takes the form
Ak = ̺〈b2k〉 . (4.23)
Due to Lemma 1.2, for polynomials in z we have
〈zα1 . . . zα2k+1〉 = 0 ,
〈zα1 . . . zα2k〉 = (2k)!
k!
Q(α1α2 . . . Qα2k−1α2k) ,
where Q is the matrix inverse to Sαβ and it is given by (4.2). Let τ : Vm+2 → Vm
be the operator of contraction of a symmetric tensor with the matrix Q:
(τA)ν1...νm = Q
αβAαβν1...νm .
By using formula (4.23) and performing straightforward computations, we get
A0 = ̺ ,
A1 = ̺
[
− a1 − 2 τ
(
ζ(2)
)
+ τ
(
η(2)
)− 1
4
τ 2
(
S(4)
)
+
5
12
τ 3
(
S(3) ∨ S(3)
) ]
,
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A2 = ̺
[
1
2
a2 − τ
(
a1(2)
)
+ 2 a1τ
(
ζ(2)
)− a1τ (η(2))
+
1
4
a1τ
2
(
S(4)
)− τ 2 (ζ(4))+ 1
2
τ 2
(
η(4)
)
+ τ 2
(
S(3) ∨ a1(1)
)
+ 6 τ 2
(
ζ(2) ∨ ζ(2)
)
+
3
2
τ 2
(
η(2) ∨ η(2)
)− 3 τ 2 (ζ(2) ∨ η(2))
− 1
12
τ 3
(
S(6)
)
+
5
4
τ 3
(
S(4) ∨ ζ(2)
)− 5
8
τ 3
(
S(4) ∨ η(2)
)
− 5
12
a1τ
3
(
S(3) ∨ S(3)
)
+
10
3
τ 3
(
S(3) ∨ ζ(3)
)− 5
3
τ 3
(
S(3) ∨ η(3)
)
+
7
12
τ 4
(
S(5) ∨ S(3)
)
+
35
96
τ 4
(
S(4) ∨ S(4)
)
− 35
6
τ 4
(
S(3) ∨ S(3) ∨ ζ(2)
)
+
35
12
τ 4
(
S(3) ∨ S(3) ∨ η(2)
)
− 35
16
τ 5
(
S(4) ∨ S(3) ∨ S(3)
)
+
385
288
τ 6
(
S(3) ∨ S(3) ∨ S(3) ∨ S(3)
) ]
.
All terms in these expressions were evaluated above. Their substitu-
tion gives expressions for the computed coefficients in terms of the curvature,
the differential dΦ of the mapping Φ, and their covariant derivatives.
Lemma 4.2. Let conditions of Theorem 4.1 be satisfied. Then
A0 = ̺ ,
A1 = ̺
{
H(1) +H
(1)
(αβ)Q
αβ +H
(1)
(αβγδ)Q
αβQγδ +H
(1)
(αβγδεζ)Q
αβQγδQεζ
}
,
A2 = ̺
{
H(2) +H
(2)
(αβ)Q
αβ +H
(2)
(αβγδ)Q
αβQγδ +H
(2)
(αβγδεζ)Q
αβQγδQεζ
+H
(2)
(αβγδεζηθ)Q
αβQγδQεζQηθ +H
(2)
(αβγδεζηθκλ)Q
αβQγδQεζQηθQκλ
+H
(2)
(αβγδεζηθκλψω)Q
αβQγδQεζQηθQκλQψω
}
,
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where
H(1) =
1
6
R ,
H
(1)
αβ = −
1
6
Rαβ − 1
3
RµαΨ
µ
β +
1
6
RµνΨ
µ
αΨ
ν
β ,
H
(1)
αβγδ = RαµβνΨ
µ
γΨ
ν
δ +Ψαβγδ − 3
4
ΨµαβΨ
µ
γδ −ΨµαΨµβγδ ,
H
(1)
αβγδεζ =
15
4
ΨαβγΨδεζ − 15
2
ΨµαΨ
µ
βγΨδεζ +
15
4
ΨµαΨ
µ
βγΨνδΨ
ν
εζ ,
H(2) =
1
72
R2 +
1
30
R;µ
µ − 1
180
RµνR
µν +
1
180
RµνξπR
µνξπ ,
H
(2)
αβ = −
1
36
RRαβ + Eαβ +
(
1
6
R;µα − 1
18
RRµα − 2Eµα
)
Ψµβ
+
(
1
36
RRµν + Eµν
)
ΨµαΨ
ν
β +
1
12
R;µΨ
µ
αβ ,
H
(2)
αβγδ =
1
8
RαβRγδ − 1
30
RµανβR
µ
γ
ν
δ − 3
20
Rαβ;γδ
+
(
1
2
Rαβ;γµ − 2Fαβγµ
)
Ψµδ
+
(
1
6
RµαRνβ +
1
6
RRµανβ − Rµα;νβ + 3Fµναβ
)
ΨµγΨ
ν
δ
+
(
1
2
Rµν;ξα − 1
6
RµαRνξ − 2Fµνξα
)
ΨµβΨ
ν
γΨ
ξ
δ
+
(
1
24
RµνRξπ +
1
30
R̺µτνR
̺
ξ
τ
π +
3
20
Rµν;ξπ
)
ΨµαΨ
ν
βΨ
ξ
γΨ
π
δ
+
1
4
R;αΨβγδ +
(
1
4
Rαβ;µ − 1
2
Rµα;β
)
Ψµγδ − 1
4
R;αΨµβΨ
µ
γδ
+
1
4
R;µΨ
µ
αΨβγδ +
(
1
2
Rµν;α − 1
2
Rµα;ν − 1
2
Rνα;µ
)
ΨµβΨ
ν
γδ
− 1
4
R;µΨ
µ
αΨνβΨ
ν
γδ +
(
1
4
Rµν;ξ +
1
2
Rξµ;ν
)
ΨµαΨ
ν
βΨ
ξ
γδ
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+
1
6
RΨαβγδ − 1
3
RµαΨ
µ
βγδ −R
(
1
6
ΨµαΨ
µ
βγδ +
1
8
ΨµαβΨ
µ
γδ
)
+Rµν
(
1
3
ΨµαΨ
ν
βγδ +
1
4
ΨµαβΨ
ν
γδ
)
,
H
(2)
αβγδεζ =
(
2
3
RξαµβR
ξ
γνδ − 5
12
RµανβRγδ +
1
2
Rµανβ;γδ
)
ΨµεΨ
ν
ζ
+
(
20
9
RπµανR
π
βξγ − 5
6
RµανβRξγ +
1
2
Rµανβ;ξγ
)
ΨµδΨ
ν
εΨ
ξ
ζ
+
(
5
12
RµανβRξπ +
2
3
R̺µανR
̺
ξβπ +
1
2
Rµανβ;ξπ
)
ΨµγΨ
ν
δΨ
ξ
εΨ
π
ζ
+
7
4
Rαβ;γ
(
ΨµδΨ
µ
εζ −Ψδεζ
)
+
(
3
4
Rαβ;µ − 3
2
Rµα;β
)
ΨµγΨδεζ
+
5
2
Rµανβ;γΨ
µ
δΨ
ν
εζ +
(
3
2
Rµα;β − 3
4
Rαβ;µ
)
ΨµγΨνδΨ
ν
εζ
+
(
3
4
Rµν;α − 3
2
Rαµ;ν
)
ΨµβΨ
ν
γΨδεζ
+
(
5
4
Rξµαν;β +
15
4
Rξαµβ;ν
)
ΨµγΨ
ν
δΨ
ξ
εζ
+
(
3
2
Rαµ;ν − 3
4
Rµν;α
)
ΨµβΨ
ν
γΨξδΨ
ξ
εζ
+
3
4
Rµν;ξΨ
µ
αΨ
ν
βΨ
ξ
γΨδεζ +Rµανπ;ξΨ
µ
βΨ
ν
γΨ
ξ
δΨ
π
εζ
− 3
4
Rµν;ξΨ
µ
αΨ
ν
βΨ
ξ
γΨπδΨ
π
εζ − 5
12
RεζΨαβγδ +
5
8
RΨαβγΨδεζ
+Rαβ
(
5
16
ΨµγδΨ
µ
εζ +
5
12
ΨµγΨ
µ
δεζ
)
− Rµα
(
5
6
ΨµβΨγδεζ +
3
2
ΨµβγΨδεζ
)
+Rµανβ
(
10
3
ΨµγΨ
ν
δεζ +
5
2
ΨµγδΨ
ν
εζ
)
− 5
4
RΨµαΨ
µ
βγΨδεζ
+Rµα
(
5
8
ΨµβΨνγδΨ
ν
εζ +
5
6
ΨµβΨνγΨ
ν
δεζ +
3
2
ΨµβγΨπδΨ
π
εζ
)
+Rµν
(
5
12
ΨµαΨ
ν
βΨγδεζ +
3
2
ΨµαΨ
ν
βγΨδεζ
)
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+Rµξνα
(
7
6
ΨµβΨ
ν
γΨ
ξ
δεζ +
3
2
ΨµβΨ
ν
γδΨ
ξ
εζ
)
+
5
8
RΨµαΨ
µ
βγΨνδΨ
ν
εζ +
1
4
RµξνπΨ
µ
αΨ
ν
βΨ
ξ
γδΨ
π
εζ
− Rµν
(
5
16
ΨµαΨ
ν
βΨξγδΨ
ξ
εθ +
5
12
ΨµαΨ
ν
βΨξγΨ
ξ
δεθ
+
3
2
ΨµαΨ
ν
βγΨξδΨ
ξ
εζ
)
+
1
2
Ψαβγδεζ − 1
2
ΨµαΨ
µ
βγδεζ
− 5
4
ΨµαβΨ
µ
γδεζ − 5
6
ΨµαβγΨ
µ
δεζ ,
H
(2)
αβγδεζηθ =
35
6
RαµβνRεξζπΨ
µ
γΨ
ν
δΨ
ξ
ηΨ
π
θ +
35
4
Rµανβ;γΨ
µ
δΨ
ν
εΨζηθ
+
35
4
Rµανβ;ξΨ
µ
γΨ
ν
δΨ
ξ
εΨζηθ − 35
4
Rµανβ;γΨ
µ
δΨ
ν
εΨπζΨ
π
ηθ
− 35
4
Rµανβ;ξΨ
µ
γΨ
ν
δΨ
ξ
εΨπζΨ
π
ηθ − 35
4
RµαΨ
µ
βΨγδεΨζηθ
+Rαβ
(
35
4
ΨµγΨ
µ
δεΨζηθ − 35
8
ΨγδεΨζηθ
)
+Rµανβ
(
35
3
RµανβΨ
µ
γΨ
ν
δΨεζηθ + 35Ψ
µ
γΨ
ν
δεΨζηθ
)
− 35
8
RαβΨµγΨ
µ
δεΨνζΨ
ν
ηθ +
35
2
RµαΨ
µ
βΨνγΨ
ν
δεΨζηθ
+
35
8
RµνΨ
µ
αΨ
ν
βΨγδεΨζηθ − Rµανβ
(
35ΨµγΨ
ν
δεΨπζΨ
π
ηθ
+
35
4
ΨµγΨ
ν
δΨξεζΨ
ξ
ηθ +
35
3
ΨµγΨ
ν
δΨξεΨ
ξ
ζηθ
)
+
35
4
RµξναΨ
µ
βΨ
ν
γΨ
ξ
δεΨζηθ − 35
4
RµαΨ
µ
βΨνγΨ
ν
δεΨξζΨ
ξ
ηθ
− 35
4
RµνΨ
µ
αΨ
ν
βΨξγΨ
ξ
δεΨζηθ − 35
4
RµξναΨ
µ
βΨ
ν
γΨ
ξ
δεΨπζΨ
π
ηθ
+
35
8
RµνΨ
µ
αΨ
ν
βΨξγΨ
ξ
δεΨπζΨ
π
ηθ +
35
6
ΨαβγδΨεζηθ
+
35
4
ΨαβγδεΨζηθ − 35
2
ΨµαβΨ
µ
γδεΨζηθ − 35
4
ΨµαΨ
µ
βγδεΨζηθ
− 35
4
ΨαβγδεΨπζΨ
π
ηθ − 35
4
ΨµαβΨ
µ
γδΨεζηθ − 35
3
ΨµαΨ
µ
βγδΨεζηθ
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+
35
2
ΨµαβΨ
µ
γδεΨπζΨ
π
ηθ +
35
4
ΨµαΨ
µ
βγδεΨπζΨ
π
ηθ
+
105
32
ΨµαβΨ
µ
γδΨξεζΨ
ξ
ηθ +
35
6
ΨµαΨ
µ
βγδΨξεΨ
ξ
ζηθ
+
35
4
ΨµαβΨ
µ
γδΨξεΨ
ξ
ζηθ ,
H
(2)
αβγδεζηθκλ =
315
4
[
Rµανβ
(
ΨµγΨ
ν
δΨεζηΨθκλ − 2ΨµγΨνδΨξεΨξζηΨθκλ
+ΨµγΨ
ν
δΨξεΨ
ξ
ζηΨπθΨ
π
κλ
)
+ΨαβγΨδεζΨηθκλ
− 3
4
ΨαβγΨδεζΨµηθΨ
µ
κλ −ΨαβγΨδεζΨµηΨµθκλ
− 2ΨµαΨµβγΨδεζΨηθκλ + 3
2
ΨµαΨ
µ
βγΨδεζΨνηθΨ
ν
κλ
+ 2ΨµαΨ
µ
βγΨδεζΨνηΨ
ν
θκλ +ΨµαΨ
µ
βγΨνδΨ
ν
εζΨηθκλ
− 3
4
ΨµαΨ
µ
βγΨνδΨ
ν
εζΨξηθΨ
ξ
κλ −ΨµαΨµβγΨνδΨνεζΨξηΨξθκλ
]
,
H
(2)
αβγδεζηθκλψω =
3465
32
[
ΨαβγΨδεζΨηθκΨλψω − 4ΨµαΨµβγΨδεζΨηθκΨλψω
+ 6ΨµαΨ
µ
βγΨνδΨ
ν
εζΨηθκΨλψω
− 4ΨµαΨµβγΨνδΨνεζΨξηΨξθκΨλψω
+ΨµαΨ
µ
βγΨνδΨ
ν
εζΨξηΨ
ξ
θκΨπλΨ
π
ψω
]
,
Ψµν1ν2...νk = (dΦ)
µ′
ν1;ν2...νk(x0) ,
̺ =
∣∣det (I − dΦ(x0))∣∣−1 ,
and Eαβ, Fαβγδ are given by (4.21), (4.22) respectively.
4.3 Isometric Case
If the mapping Φ is an isometry, all derivatives of dΦ vanish (see, for
example, [14]) and from Lemma 4.2 we get the following lemma.
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Lemma 4.3. Let conditions of Theorem 4.1 be satisfied. Then
A0 = ̺ ,
A1 = ̺
{
1
6
R−
[
1
6
Rαβ +
1
3
RµαΨ
µ
β − 1
6
RµνΨ
µ
αΨ
ν
β
]
Qαβ
+RαµβνΨ
µ
γΨ
ν
δQ
(αβQγδ)
}
,
A2 = ̺
{
1
72
R2 +
1
30
R;µ
µ − 1
180
RµνR
µν +
1
180
RµνξπR
µνξπ
+
[
Eαβ − 2EµαΨµβ + EµνΨµαΨνβ + 1
6
R;µαΨ
µ
β
− 1
36
RRαβ − 1
18
RRµαΨ
µ
β +
1
36
RRµνΨ
µ
αΨ
ν
β
]
Qαβ
+
[
− 3
20
Rαβ;γδ +
1
2
Rαβ;γµΨ
µ
δ −Rµα;νβΨµγΨνδ
+
1
2
Rµν;ξαΨ
µ
βΨ
ν
γΨ
ξ
δ +
3
20
Rµν;ξπΨ
µ
αΨ
ν
βΨ
ξ
γΨ
π
δ
+
1
8
RαβRγδ +
1
6
RµαRξγΨ
µ
βΨ
ξ
δ − 1
6
RµαRξπΨ
µ
βΨ
ξ
γΨ
π
δ
+
1
24
RµνRξπΨ
µ
αΨ
ν
βΨ
ξ
γΨ
π
δ +
1
6
RRαµβνΨ
µ
γΨ
ν
δ
− 1
30
RµανβR
µ
γ
ν
δ +
1
30
R̺µτνR
̺
ξ
τ
πΨ
µ
αΨ
ν
βΨ
ξ
γΨ
π
δ
− 2FαβγµΨµδ + 3FµναβΨµγΨνδ − 2FµνξαΨµβΨνγΨξδ
]
Q(αβQγδ)
+
[
− 5
12
RαµβνRεζΨ
µ
γΨ
ν
δ − 5
6
RαµβνRξεΨ
ξ
ζΨ
µ
γΨ
ν
δ
+
5
12
RαµβνRξπΨ
ξ
εΨ
π
ζΨ
µ
γΨ
ν
δ +
2
3
RξαµβR
ξ
γνδΨ
µ
εΨ
ν
ζ
+
20
9
RπµανR
π
βξγΨ
µ
δΨ
ν
εΨ
ξ
ζ +
2
3
R̺µναR
̺
ξπβΨ
µ
γΨ
ν
δΨ
ξ
εΨ
π
ζ
+
1
2
Rµανβ;γδΨ
µ
εΨ
ν
ζ +
1
2
Rµανβ;ξγΨ
µ
δΨ
ν
εΨ
ξ
ζ
+
1
2
Rµανβ;ξπΨ
µ
γΨ
ν
δΨ
ξ
εΨ
π
ζ
]
Q(αβQγδQεζ)
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+
35
6
RαµβνRεξζπΨ
µ
γΨ
ν
δΨ
ξ
ηΨ
π
θQ
(αβQγδQεζQηθ)
}
,
Ψµν = (dΦ)
µ′
ν(x0) ,
̺ =
∣∣det (I − dΦ(x0))∣∣−1 ,
and Eαβ, Fαβγδ are given by (4.21), (4.22) respectively.
4.4 Comparison of the Results
In this section we compare our expression for the coefficient A1 in a
particular case when the mapping Φ is an isometry
A1 = ̺
{
1
6
R−
[
1
6
Rαβ +
1
3
RµαΨ
µ
β − 1
6
RµνΨ
µ
αΨ
ν
β
]
Qαβ
+RαµβνΨ
µ
γΨ
ν
δQ
(αβQγδ)
}
(4.24)
with the result obtained by Donnelly in [6]:
A1 = |detB|
[
1
3
R +
2
3
R(α|µ|β)νB
µαBνβ
]
, (4.25)
where
B = (I − dΦ)−1
and all tensors are evaluated at the point x0.
From (4.2) it follows that
Qαβ = BαµB
βµ .
Since dΦ(x0) = Ψ and (I − dΦ)B = I, we have
ΨαµB
µ
β = B
α
β − δαβ ,
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and (4.24) takes the form
A1 = |detB|
{
1
6
R− 1
6
RαβB
α
µB
βµ − 1
3
Rµα(B
µ
ν − δµν)Bαν
+
1
6
Rµν(B
µ
ξB
νξ − 2Bµν + δµν)
+RαµβνB
(α
ξB
β|ξ|(Bµπ − δµπ)(Bν)π − δν)π)}.
After performing straightforward computations, we get the same expression
as (4.25).
CHAPTER 5
Conclusions
Let us summarize the results obtained in this thesis. Our goal was
to study the geometry of the fixed point set Σ of a smooth mapping Φ on a
Riemannian manifold (M, g) by computing the asymptotic expansion as t→ 0+
of the trace of the deformed heat kernel U
(
t; x,Φ(x)
)
of the Laplace operator
onM . The fixed point set Σ was assumed to be a smooth compact submanifold
of M .
Multi-dimensional Gaussian integrals are expressed in terms of full
contractions of the symmetrized products of symmetric tensors with a sym-
metric (2,0)-tensor. In Chapter 2 we developed a technique for obtaining
symmetrization-free formulas for such contracted products. The described al-
gorithm can be easily implemented for automatic computations.
In Chapter 3 we considered the case of a flat manifold, M = R2. We
showed the existence of the asymptotic expansion in the form∫
M
dvol(x)U
(
t; x,Φ(x)
) ∼ ∞∑
k=0
tk−m/2
∫
Σ
dvol(y) ak(y) ,
where m = dimΣ and ak(y) are scalar invariants depending polynomially on
derivatives of the function S(x) = σ(x,Φ(x)), and the inverse matrix of its
Hessian matrix. We developed a generalized Laplace method for computing
the coefficients ak and computed explicitly the coefficients a0, a1, and a2 for
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both zero- and one-dimensional fixed point sets Σ. We used the results from
Chapter 2 to obtain a symmetrization-free form in the zero-dimensional case.
Finally, in Chapter 4 we obtained the asymptotic expansion as t→ 0+
for an arbitrary curved manifold M and a zero-dimensional fixed point set
Σ = {x0} in the form∫
M
dvol(x)U
(
t; x,Φ(x)
) ∼ ∞∑
k=0
tkAk ,
where Ak are scalar invariants depending polynomially on covariant deriva-
tives of the curvature of the metric g, symmetrized covariant derivatives of the
differential dΦ of the mapping Φ, and the matrix
Q =
{
(I − dΦ)Tg(I − dΦ)}−1 ,
evaluated at the point x0. The coefficients Ak are expressed in terms of sym-
metrized covariant derivatives of functions of the form f(x,Φ(x). We developed
an algorithm for computation of such symmetrized covariant derivatives and
realized it as the Python script listed in Appendix A.1. We computed explicitly
the coefficients A0, A1, and A2. In a particular case, when the mapping Φ is
an isometry, our result for the coefficient A1 coincides with the former result
of Donnelly [6].
APPENDIX A
Computation of Symmetrized Covariant Derivatives
A.1 Generating Python Script: Source Code
#####################################################################
# Computes symmetrized covariant derivatives of the function
# S(x)=\sigma(x,\Phi(x))
# on the fixed point set of the mapping \Phi(x).
#
# Input:
# sSeparator - a separator which will be inserted between all terms
# in the output
# nDerivativeOrder - the order of the derivative to be computed
#
# Uses indices from lsAlphabet for derivatives and from
# lsPrimeAlphabet for dummy indices in contractions
#
# Creates in the current directory file named "output.tex" which
# contains symmetrized derivatives of the function S(x) up to
# nDerivativeOrder written in LaTeX notation.
#
# Properties of the world functions, taken into account:
# [\sigma]=0
# [\sigma_\alpha]=0
# [\sigma_{\alpha\beta\gamma}]=0
# [\sigma_{(\alpha_1\dots\alpha_n)}]=0, n>=3
# [\sigma_{\mu(\alpha_1\dots\alpha_n)}]=0, n>=2
#
# An existing file with the same name will be overwritten.
#
# Copyright (c) Andrey Novoseltsev, 2005
#####################################################################
import os
from array import array
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lsAlphabet=[
r"\alpha",
r"\beta",
r"\gamma",
r"\delta",
r"\eps",
r"\zeta",
r"\eta",
r"\theta",
r"\kappa",
r"\lambda"]
lsPrimeAlphabet=[
r"\mu",
r"\nu",
r"\xi",
r"\pi",
r"\rho",
r"\tau",
r"\phi",
r"\chi",
r"\psi",
r"\omega"]
sSigma=r"\sigma"
sPsi=r"\Psi"
sSeparator="\n"+r"\displaybreak[0]\\ &"+"\n"
nDerivativeOrder=6
def NextDistribution(n,m,k,aI):
if aI[0]==n-m-k+1:
return False
aI0old=aI[0]
aI[0]=1
for i in range(1,k):
if aI[i]!=1:
aI[i]=aI[i]-1
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aI[i-1]=aI0old+1
return True
# Computing terms coefficients
dCoefficients={}
dCoefficients[0,0,()]=1
for n in range(1,nDerivativeOrder+1):
for m in range(n):
for k in range(1,n-m+1):
aI=array(’H’)
for i in range(1,k):
aI.append(1)
aI.append(n-m-k+1)
while 1==1:
#Compute the current coefficient
coef=0
if m!=0:
coef=coef+dCoefficients[m-1,k,tuple(aI)]
if aI[k-1]==1:
coef=coef+dCoefficients[m,k-1,tuple(aI)[0:k-1]]
for i in range(k):
if aI[i]>1:
aI[i]=aI[i]-1
coef=coef+dCoefficients[m,k,tuple(aI)]
aI[i]=aI[i]+1
dCoefficients[m,k,tuple(aI)]=coef
#Proceed to the next coefficient
if not NextDistribution(n,m,k,aI): break
dCoefficients[n,0,()]=1
# Constructing LaTeX expressions
fOutput=file(’output.tex’,’w+’)
fOutput.write(
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"S=0"
+"\n%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%\n"
+"S_{"+lsAlphabet[0]+"}=0"
+"\n%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%\n"
+"S_{("+lsAlphabet[0]+lsAlphabet[1]+")}="
+"g_{"+lsAlphabet[0]+lsAlphabet[1]+"}"
+"-2\, "+sPsi+"_{("+lsAlphabet[0]+lsAlphabet[1]+")}"
+"+"+sPsi+"_{"+lsPrimeAlphabet[0]+"("+lsAlphabet[0]+"} "
+sPsi+"^{"+lsPrimeAlphabet[0]+"}{}_{"+lsAlphabet[1]+")}")
for n in range(3,nDerivativeOrder+1):
fOutput.write("\n%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%\n")
fOutput.write("S_{(")
for i in range(n): fOutput.write(lsAlphabet[i])
fOutput.write(")}=\n")
nNumberOfTerms=0
for t in range(2,n+1):
for m in range(t-1,-1,-1):
k=t-m
aI=array(’H’)
for i in range(1,k):
aI.append(1)
aI.append(n-m-k+1)
while 1==1:
#Check if the current term should be written
if t==3 or (k==1 and m>=2) or (k>=n-1 and k>=3):
if not NextDistribution(n,m,k,aI):
break
else:
continue
#Write the current term
if nNumberOfTerms!=0: fOutput.write(sSeparator)
if k==1 and m==1:
fOutput.write("-")
elif nNumberOfTerms!=0:
fOutput.write("+")
nNumberOfTerms=nNumberOfTerms+1
if dCoefficients[m,k,tuple(aI)]!=1:
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fOutput.write(str(dCoefficients[m,k,tuple(aI)])
+"\, ")
if t==2:
fOutput.write("g_{")
for i in range(k):
fOutput.write(lsPrimeAlphabet[i])
if m!=0: fOutput.write("(")
for i in range(m): fOutput.write(lsAlphabet[i])
fOutput.write("} ")
else:
fOutput.write("["+sSigma+"_{")
for i in range(k):
fOutput.write(lsPrimeAlphabet[i]+"’")
if m!=0: fOutput.write("(")
for i in range(m): fOutput.write(lsAlphabet[i])
fOutput.write("}] ")
fOutput.write(sPsi+"^{"+lsPrimeAlphabet[0]+"}{}_{")
if m==0: fOutput.write("(")
for i in range(m,m+aI[0]):
fOutput.write(lsAlphabet[i])
nextIndex=m+aI[0]
for i in range(1,k):
fOutput.write("} "+sPsi+"^{"+lsPrimeAlphabet[i]
+"}{}_{")
for j in range(nextIndex,nextIndex+aI[i]):
fOutput.write(lsAlphabet[j])
nextIndex=nextIndex+aI[i]
fOutput.write(")}")
#Proceed to the next coefficient
if not NextDistribution(n,m,k,aI): break
fOutput.write("\n% Number of Terms: "+str(nNumberOfTerms))
fOutput.close()
A.2 Generating Python Script: Output
S = 0 ,
Sα = 0 ,
S(αβ) = gαβ − 2Ψ(αβ) +Ψµ(αΨµβ) ,
S(αβγ) = −3 gµ(αΨµβγ)
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+ gµνΨ
µ
(αΨ
ν
βγ)
+ 2 gµνΨ
µ
(αβΨ
ν
γ) ,
S(αβγδ) = −4 gµ(αΨµβγδ)
+ gµνΨ
µ
(αΨ
ν
βγδ)
+ 3 gµνΨ
µ
(αβΨ
ν
γδ)
+ 3 gµνΨ
µ
(αβγΨ
ν
δ)
+ 6 [σµ′ν′(αβ ]Ψ
µ
γΨ
ν
δ) ,
S(αβγδε) = −5 gµ(αΨµβγδε)
+ gµνΨ
µ
(αΨ
ν
βγδε)
+ 4 gµνΨ
µ
(αβΨ
ν
γδε)
+ 6 gµνΨ
µ
(αβγΨ
ν
δε)
+ 4 gµνΨ
µ
(αβγδΨ
ν
ε)
+ 10 [σµ′ν′(αβ ]Ψ
µ
γΨ
ν
δε)
+ 20 [σµ′ν′(αβ ]Ψ
µ
γδΨ
ν
ε)
+ 5 [σµ′ν′ξ′(α]Ψ
µ
βΨ
ν
γΨ
ξ
δε)
+ 10 [σµ′ν′ξ′(α]Ψ
µ
βΨ
ν
γδΨ
ξ
ε)
+ 15 [σµ′ν′ξ′(α]Ψ
µ
βγΨ
ν
δΨ
ξ
ε)
+ 10 [σµ′ν′(αβγ ]Ψ
µ
δΨ
ν
ε)
+ 10 [σµ′ν′ξ′(αβ ]Ψ
µ
γΨ
ν
δΨ
ξ
ε) ,
S(αβγδεζ) = −6 gµ(αΨµβγδεζ)
+ gµνΨ
µ
(αΨ
ν
βγδεζ)
+ 5 gµνΨ
µ
(αβΨ
ν
γδεζ)
+ 10 gµνΨ
µ
(αβγΨ
ν
δεζ)
+ 10 gµνΨ
µ
(αβγδΨ
ν
εζ)
+ 5 gµνΨ
µ
(αβγδεΨ
ν
ζ)
+ 15 [σµ′ν′(αβ ]Ψ
µ
γΨ
ν
δεζ)
+ 45 [σµ′ν′(αβ ]Ψ
µ
γδΨ
ν
εζ)
+ 45 [σµ′ν′(αβ ]Ψ
µ
γδεΨ
ν
ζ)
+ 6 [σµ′ν′ξ′(α]Ψ
µ
βΨ
ν
γΨ
ξ
δεζ)
+ 18 [σµ′ν′ξ′(α]Ψ
µ
βΨ
ν
γδΨ
ξ
εζ)
+ 24 [σµ′ν′ξ′(α]Ψ
µ
βγΨ
ν
δΨ
ξ
εζ)
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+ 18 [σµ′ν′ξ′(α]Ψ
µ
βΨ
ν
γδεΨ
ξ
ζ)
+ 48 [σµ′ν′ξ′(α]Ψ
µ
βγΨ
ν
δεΨ
ξ
ζ)
+ 36 [σµ′ν′ξ′(α]Ψ
µ
βγδΨ
ν
εΨ
ξ
ζ)
+ [σµ′ν′ξ′π′]Ψ
µ
(αΨ
ν
βΨ
ξ
γΨ
π
δεζ)
+ 3 [σµ′ν′ξ′π′ ]Ψ
µ
(αΨ
ν
βΨ
ξ
γδΨ
π
εζ)
+ 4 [σµ′ν′ξ′π′ ]Ψ
µ
(αΨ
ν
βγΨ
ξ
δΨ
π
εζ)
+ 5 [σµ′ν′ξ′π′ ]Ψ
µ
(αβΨ
ν
γΨ
ξ
δΨ
π
εζ)
+ 3 [σµ′ν′ξ′π′ ]Ψ
µ
(αΨ
ν
βΨ
ξ
γδεΨ
π
ζ)
+ 8 [σµ′ν′ξ′π′ ]Ψ
µ
(αΨ
ν
βγΨ
ξ
δεΨ
π
ζ)
+ 10 [σµ′ν′ξ′π′ ]Ψ
µ
(αβΨ
ν
γΨ
ξ
δεΨ
π
ζ)
+ 6 [σµ′ν′ξ′π′ ]Ψ
µ
(αΨ
ν
βγδΨ
ξ
εΨ
π
ζ)
+ 15 [σµ′ν′ξ′π′ ]Ψ
µ
(αβΨ
ν
γδΨ
ξ
εΨ
π
ζ)
+ 10 [σµ′ν′ξ′π′ ]Ψ
µ
(αβγΨ
ν
δΨ
ξ
εΨ
π
ζ)
+ 20 [σµ′ν′(αβγ ]Ψ
µ
δΨ
ν
εζ)
+ 40 [σµ′ν′(αβγ ]Ψ
µ
δεΨ
ν
ζ)
+ 15 [σµ′ν′ξ′(αβ ]Ψ
µ
γΨ
ν
δΨ
ξ
εζ)
+ 30 [σµ′ν′ξ′(αβ ]Ψ
µ
γΨ
ν
δεΨ
ξ
ζ)
+ 45 [σµ′ν′ξ′(αβ ]Ψ
µ
γδΨ
ν
εΨ
ξ
ζ)
+ 6 [σµ′ν′ξ′π′(α]Ψ
µ
βΨ
ν
γΨ
ξ
δΨ
π
εζ)
+ 12 [σµ′ν′ξ′π′(α]Ψ
µ
βΨ
ν
γΨ
ξ
δεΨ
π
ζ)
+ 18 [σµ′ν′ξ′π′(α]Ψ
µ
βΨ
ν
γδΨ
ξ
εΨ
π
ζ)
+ 24 [σµ′ν′ξ′π′(α]Ψ
µ
βγΨ
ν
δΨ
ξ
εΨ
π
ζ)
+ 15 [σµ′ν′(αβγδ]Ψ
µ
εΨ
ν
ζ)
+ 20 [σµ′ν′ξ′(αβγ ]Ψ
µ
δΨ
ν
εΨ
ξ
ζ)
+ 15 [σµ′ν′ξ′π′(αβ ]Ψ
µ
γΨ
ν
δΨ
ξ
εΨ
π
ζ) .
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A.3 Coincidence Limits of the World Function
A.3.1 Forth order
[σµ′ν′ξ′α] = [σαµ′ν′ξ′] ,
[σαµ′(ν′ξ′)] =
1
2
([σαµ′ν′ξ′] + [σαµ′ξ′ν′ ]) = [σαµ′ν′ξ′]− 1
2
[σαa′R
a′
µ′ν′ξ′] ,
[σαµ′ν′ξ′] = [σαµ′(ν′ξ′)]− 1
2
Rαµνξ = −1
3
Rα(ν|µ|ξ) − 1
2
Rαµνξ
= −1
6
(Rανµξ +Rαξµν)− 1
2
Rαµνξ
=
1
6
(Rανξµ +Rαµνξ +Rανξµ) +
1
2
Rαµξν
=
1
3
(Rανξµ +Rαµξν) =
2
3
Rα(µ|ξ|ν) ,
[σµ′ν′αβ] = −[σµ′ν′β′α] = −2
3
Rα(µ|β|ν) ,
[σµ′ν′ξ′π′] = −[σµ′ν′ξ′π] = −2
3
Rπ(µ|ξ|ν) .
A.3.2 Fifth order
[σµ′ν′ξ′π′α] = [σαµ′ν′ξ′π′] ,
[σαµ′(ν′ξ′π′)] =
1
6
([σαµ′ν′ξ′π′] + [σαµ′ν′π′ξ′] + [σαµ′ξ′ν′π′ ]
+ [σαµ′ξ′π′ν′ ] + [σαµ′π′ν′ξ′ ] + [σαµ′π′ξ′ν′])
=
1
3
([σαµ′ν′ξ′π′] + [σαµ′ξ′ν′π′] + [σαµ′π′ν′ξ′])
=
2
3
[σαµ′ν′ξ′π′]− 1
3
[(σαa′R
a′
µ′ν′ξ′);π′]
+
1
3
[σαµ′ν′π′ξ′]− 1
3
[(σαa′R
a′
µ′ν′π′);ξ′]
= [σαµ′ν′ξ′π′] +
1
3
Rαµνξ;π +
1
3
Rαµνπ;ξ ,
[σαµ′ν′ξ′π′] = [σαµ′(ν′ξ′π′)]− 2
3
Rαµν(ξ;π) = −1
2
Rα(ν|µ|ξ;π) − 2
3
Rαµν(ξ;π)
= −1
6
Rανµ(ξ;π) − 1
6
Rα(ξ|µν|;π) − 1
6
Rα(ξ|µ|π);ν − 2
3
Rαµν(ξ;π)
=
5
6
R(µ|α|ν)(ξ;π) − 1
6
R(ξ|α|π)(µ;ν) ,
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[σµ′ν′ξ′αβ] = [σµ′ν′ξ′α];β − [σµ′ν′ξ′β′α]
=
2
3
Rα(µ|ξ|ν);β +
5
6
Rα(µν)(ξ;β) − 1
6
Rα(ξβ)(µ;ν)
=
2
3
Rα(µ|ξ|ν);β +
5
12
Rα(µν)ξ;β +
5
12
Rα(µν)β;ξ
− 1
12
Rαξβ(µ;ν) − 1
12
Rαβξ(µ;ν)
=
2
3
R(µ|ξ|ν)(α;β) +
5
12
Rξ(µν)(α;β) +
5
12
Rα(µν)β;ξ − 1
12
R(α|ξ|β)(µ;ν)
=
1
4
R(µ|ξ|ν)(α;β) − 5
12
R(µ|α|ν)β;ξ − 1
12
R(α|ξ|β)(µ;ν) .
A.3.3 Sixth order
[σµ′ν′(αβγδ)] = −[σµ′(αβγδ)ν ] ,
[σµ′α(βγδν)] =
1
4
([σµ′α(βγδ)ν ] + [σµ′α(βγ|ν|δ)] + [σµ′α(β|ν|γδ)] + [σµ′αν(βγδ)])
=
1
4
[σµ′α(βγδ)ν ] +
1
4
[σµ′α(βγ|ν|δ)] +
1
2
[σµ′α(β|ν|γδ)]
− 1
4
[(σµ′aR
a
α(β|ν|);γδ)]
=
1
4
[σµ′α(βγδ)ν ] +
3
4
[σµ′α(βγ|ν|δ)]− 1
2
[(σµ′a(βR
a
|α|γ|ν|);δ)]
− 1
2
[(σµ′αaR
a
(βγ|ν|);δ)]− 1
4
[σµ′a(βγ ]R
a|α|δ)ν +
1
4
Rµα(β|ν|;γδ)
= [σµ′α(βγδ)ν ]− 3
4
[σµ′a(βγ ]R
a|α|δ)ν − 3
4
[σµ′αa(β ]R
a
γδ)ν
− 3
4
[σµ′α(β|a|]Raγδ)ν − 1
2
[σµ′a(βγ ]R
a|α|δ)ν
− 1
2
[σµ′αa(β ]R
a
γδ)ν − 1
4
[σµ′a(βγ ]R
a
|α|δ)ν +
1
4
Rµα(β|ν|;γδ)
= [σµ′α(βγδ)ν ]− 3
2
[σµ′a(βγ ]R
a
|α|δ)ν − 5
4
[σµ′αa(β ]R
a
γδ)ν
− 3
4
[σµ′α(β|a|]R
a
γδ)ν +
1
4
Rµα(β|ν|;γδ) ,
[σµ′α(βγδ)ν ] = [σµ′α(βγδν)] +
3
2
[σµ′a(βγ ]R
a
|α|δ)ν +
5
4
[σµ′αa(β ]R
a
γδ)ν
+
3
4
[σµ′α(β|a|]Raγδ)ν − 1
4
Rµα(β|ν|;γδ)
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= −3
5
Rµ(β|α|γ;δν) − 7
15
Rµ(β|a|γRaδ|α|ν) − 1
2
Rµ(β|a|γRa|α|δ)ν
− 5
24
Rµaα(βR
a
γδ)ν − 5
24
Rµ(β|αa|Raγδ)ν − 5
8
Rµαa(βR
a
γδ)ν
− 1
8
Rµ(β|αa|Raγδ)ν − 1
8
Rµaα(βR
a
γδ)ν − 3
8
Rµα(β|a|Raγδ)ν
− 1
4
Rµα(β|ν|;γδ)
= −3
5
Rµ(β|α|γ;δν) − 1
4
Rµα(β|ν|;γδ) − 7
15
Rµ(β|a|γR
a
δ|α|ν)
− 1
2
Rµ(β|a|γR
a
|α|δ)ν − 1
3
Rµaα(βR
a
γδ)ν − 1
3
Rµ(β|αa|R
a
γδ)ν
− 5
8
Rµαa(βR
a
γδ)ν − 3
8
Rµα(β|a|R
a
γδ)ν ,
[σµ′(αβγδ)ν ] = − 3
20
Rµ(αβ|ν|;γδ) − 1
4
Rµ(αβ|ν|;γδ) − 7
60
Rµ(α|a|βRaγδ)ν
− 1
2
Rµ(α|a|βRaγδ)ν − 1
3
Rµ(αβ|a|Raγδ)ν − 5
8
Rµ(α|a|βRaγδ)ν
− 3
8
Rµ(αβ|a|R
a
γδ)ν
= −2
5
Rµ(αβ|ν|;γδ) − 149
120
Rµ(α|a|βR
a
γδ)ν − 17
24
Rµ(αβ|a|R
a
γδ)ν
=
2
5
Rµ(α|ν|β;γδ) +
8
15
Ra(α|µ|βR
a
γ|ν|δ) ,
[σµ′ν′ξ′(αβγ)] = [σµ′ν′(αβγ)];ξ − [σµ′ν′(αβγ)ξ]
= [σµ′ν′(αβγ)];ξ − [σµ′(αβγ)ξ ];ν + [σµ′(αβγ)ξν ] ,
[σµ′(αβγξ)ν ] =
1
4
([σµ′(αβγ)ξν ] + [σµ′(αβ|ξ|γ)ν ] + [σµ′(α|ξ|βγ)ν ] + [σµ′ξ(αβγ)ν ])
=
1
4
[σµ′(αβγ)ξν ] +
1
4
[σµ′(αβ|ξ|γ)ν ] +
1
2
[σµ′(α|ξ|βγ)ν ]
=
1
4
[σµ′(αβγ)ξν ] +
3
4
[σµ′(αβ|ξ|γ)ν ]− 1
2
[(σµ′aR
a
(αβ|ξ|);γ)ν ]
= [σµ′(αβγ)ξν ]− 3
2
[(σµ′a(αR
a
βγ)ξ);ν ]
− 1
2
[σµ′a(α|ν|]Raβγ)|ξ +
1
2
Rµ(αβ|ξ|;γ)ν
= [σµ′(αβγ)ξν ]− 2 [σµ′a(α|ν|]Raβγ)ξ + 1
2
Rµ(αβ|ξ|;γ)ν ,
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[σµ′(αβγ)ξν ] = [σµ′(αβγξ)ν ] + 2 [σµ′a(α|ν|]Raβγ)ξ − 1
2
Rµ(αβ|ξ|;γ)ν
=
2
5
Rµ(α|ν|β;γξ) +
8
15
Ra(α|µ|βRaγ|ν|ξ)
+
4
3
R(µ|a|ν)(αRaβγ)ξ − 1
2
Rµ(αβ|ξ|;γ)ν ,
[σµ′ν′ξ′(αβγ)] = − 5
12
R(α|µ|β|ν|;γ)ξ − 1
12
Rµ(α|ν|β;γ)ξ +
1
12
R(α|µξ|β;γ)ν
− 5
12
R(α|µ|β|ξ|;γ)ν +
2
5
Rµ(α|ν|β;γξ) +
8
15
Ra(α|µ|βR
a
γ|ν|ξ)
+
4
3
R(µ|a|ν)(αR
a
βγ)ξ − 1
2
Rµ(αβ|ξ|;γ)ν
= −1
2
Rµ(α|ν|β;γ)ξ +
2
5
Rµ(α|ν|β;γξ)
+
8
15
Ra(α|µ|βRaγ|ν|ξ) +
4
3
R(µ|a|ν)(αRaβγ)ξ
= −1
2
Rµ(α|ν|β;γ)ξ +
1
10
Rµ(α|ν|β;γ)ξ +
1
10
Rµ(α|ν|β;|ξ|γ)
+
1
10
Rµ(α|νξ|;βγ) +
1
10
Rµξν(α;βγ) +
2
15
Ra(α|µ|βR
a
γ)νξ
+
2
15
Ra(α|µ|βR
a
|ξν|γ) +
2
15
Ra(α|µξR
a
β|ν|γ) +
2
15
Raξµ(αR
a
β|ν|γ)
+
4
3
R(µ|a|ν)(αR
a
βγ)ξ .
Symmetrization in (µ, ν, ξ) is assumed in all terms of the following expression,
[σ(µ′ν′ξ′)(αβγ)] = −2
5
Rµ(α|ν|β;γ)ξ +
1
10
Rµ(α|ν|β;|ξ|γ) − 4
3
Raµ(α|ν|Raβ|ξ|γ)
= −2
5
Rµ(α|ν|β;|ξ|γ) +
2
5
Ra(α|ν|βRa|µξ|γ) +
2
5
Rµaν(αR
a
β|ξ|γ)
+
1
10
Rµ(α|ν|β;|ξ|γ) − 4
3
Raµ(α|ν|R
a
β|ξ|γ)
= − 3
10
Rµ(α|ν|β;|ξ|γ) − 4
3
Raµ(α|ν|R
a
β|ξ|γ) .
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