Abstract. The bipolar filtration of Cochran, Harvey and Horn presents a framework of the study of deeper structures in the smooth concordance group of topologically slice knots. We show that the graded quotient of the bipolar filtration of topologically slice knots has infinite rank at each stage greater than one. To detect nontrivial elements in the quotient, the proof simultaneously uses higher order amenable Cheeger-Gromov L 2 ρ-invariants and infinitely many Heegaard Floer correction term d-invariants.
Introduction
Understanding the difference of the topological and smooth categories is among the main objectives of the topological study of dimension 4. Knot concordance, which may be viewed as the local case of the general disk embedding problem in dimension 4, has been studied extensively from this viewpoint. The key problem is to understand the structure of the smooth concordance group of topologically slice knots, which we denote by T . The group T measures the gap between the two categories.
It is well known that T is nontrivial. The first examples of topologically slice knots which are not smoothly slice, due to Akbulut and Casson, are established as a consequence of the results of Freedman [Fre82, Fre84] and Donaldson [Don83] . As an abelian group, T is infinitely generated [End95] . It is also known that the 2-torsion subgroup of T is infinitely generated [HKL16] . Nonetheless, our understanding of the structure of T is still far from any sort of classification. In this regard, recent advances on summands of T [Liv04, Liv08, MO07, Hom15] , and the study of the structure of T modulo the subgroup of Alexander polynomial one knots [HLR12, HKL16] are especially notable.
In 2013, Cochran, Harvey and Horn initiated a remarkable approach toward a systematic study of the structure of T , by introducing a descending filtration T ⊃ T 0 ⊃ T 1 ⊃ · · · ⊃ T n ⊃ · · · ⊃ {0} called the bipolar filtration [CHH13] . Briefly, it reflects definiteness of the intersection form motivated from Donaldson's work, together with fundamental group information related to the tower techniques of Casson and Freedman for 4-manifolds and work of Cochran, Orr, and Teichner on knot concordance. The definition of the filtration is recalled in Section 2.1.
A significant feature of the filtration is that various modern smooth concordance invariants vanish on the first two terms. Due to [CHH13] , the τ -invariant [OS03b] , sinvariant [Ras10] and -invariant [Hom14] are trivial on T 0 , and the slice obstructions from the Heegaard Floer correction term invariants [MO07, OS06, JN07, GRS08, GJ11] vanish on T 1 . Also, from results in [CHH13, OSS17, NW15, HW16] , it follows that the ν + -invariant [HW16] and Υ-invariant [OSS17] vanish on T 0 . Consequently, known structures in T detected by these invariants descend to the quotients T /T 0 or T /T 1 . The study of the higher terms T n with n ≥ 1 will lead us to deeper understanding of T beyond these.
On the other hand, the vanishing of the invariants makes it hard to detect nontrivial elements in the higher terms of the filtration. In particular, a fundamental question left 2010 Mathematics Subject Classification. 57N13, 57M27, 57N70, 57M25. unsettled was whether T n /T n+1 is nontrivial for all n. This is essential in order to confirm that the filtration actually reveals new structures in T . Indeed, n = 0, 1 were the only cases for which the nontriviality of T n /T n+1 was known [CHH13, CH15] . We remark that the nontriviality for n = 1 [CHH13] is already striking, since the above smooth invariants do not detect it.
The main result of this paper establishes that T n /T n+1 is large for n ≥ 2.
Theorem A. For each n ≥ 2, the quotient T n /T n+1 has infinite rank.
Our proof simultaneously uses amenable Cheeger-Gromov L 2 ρ-invariants and Heegaard Floer correction term d-invariants. We remark that a combination of the CheegerGromov invariant over a certain torsion-free solvable group and the d-invariant of the 3-fold cyclic branched cover was used earlier in [CHH13] , in order to obtain a weaker result under an additional not-yet-proven hypothesis, which is implied by the homotopy ribbon slice conjecture. Our improved method works without the homotopy ribbon type hypothesis. A key technique used in our proof is to consider, even for a single knot, an infinite family of d-invariants associated to branched covers of various degrees, together with the Cheeger-Gromov ρ-invariants. We compute that these infinitely many d-invariants are all nonzero for our examples, and derive the desired result using this. Another key ingredient we employ is the amenable signature theorem in [CO12, Cha14] for the Cheeger-Gromov invariants over locally p-indicable amenable groups.
We remark that for the multi-component link case, the nontriviality of T n /T n+1 was proven earlier by the first named author and Powell [CP14] . They built a geometric operation which systematically pushes certain links nontrivial in T n−1 /T n to links nontrivial in the next stage T n /T n+1 , using covering link calculus. This works only for links, since the covering link technique requires multi-components. The approach used in this paper for knots is of a completely different nature. The main results (Theorems 1.1 and 1.2) of [CP14] for n ≥ 2 can be obtained as immediate consequences of our Theorem A. This paper is organized as follows. In Section 2, we recall the definition of the bipolar filtration, describe certain knots which will be used to prove Theorem A, and divide the proof into two cases. In Sections 3 and 4, we present the proof for the first case, using amenable Cheeger-Gromov ρ-invariants. In Sections 5 and 6, we treat the second case, using infinitely many Heegaard Floer d-invariants.
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Examples and the first step of the proof

Definition of the bipolar filtration
We begin by recalling the definition of the bipolar filtration {T n }. In this paper, manifolds and submanifolds are always assumed to be compact, oriented and smooth. For a knot K, denote by M (K) the zero-surgery manifold. Denote by G (n) the nth derived subgroup of a group G, which is defined by
Definition 2.1 ([CHH13, Definition 5.1]). A knot K in S 3 is n-negative if M (K) bounds a connected 4-manifold V satisfying the following.
(1) The inclusion induces an isomorphism H 1 (M (K)) → H 1 (V ) and a meridian of K normally generates π 1 (V ).
(2) There is a basis for H 2 (V ) which consists of the classes of closed connected surfaces {S i }, disjointly embedded in V , with self-intersection number S i ·S i = −1 (or equivalently, with normal bundle with Euler class −1). (3) For each i, the image of π 1 (S i ) lies in π 1 (V ) (n) .
The above 4-manifold V is called an n-negaton bounded by M (K). An n-positive knot and an n-positon are defined by replacing the self-intersection condition by S i · S i = +1. A knot is n-bipolar if it is n-positive and n-negative.
Recall that T denotes the smooth knot concordance group of topologically slice knots. The group operation is connected sum. For an integer n ≥ 0, let T n be the subset of T consisting of the concordance classes of n-bipolar knots. In [CHH13] , it was shown that T n is a subgroup of T . It is straightforward that T n+1 ⊂ T n .
Definition 2.2 ([CHH13, Definition 2.6]). The descending filtration
is called the bipolar filtration of T .
Construction of examples
Fix an integer n ≥ 2. In this section, we construct a sequence of topologically slice nbipolar knots K i (i = 1, 2, . . .) by using iterated satellite operations. They will be proven to be linearly independent in the quotient T n /T n+1 in later sections.
We use the following notations for satellite operations. For a knot J in S 3 , denote the exterior by E J . Suppose J and P are knots in S 3 and η is a knot in S 3 P which is unknotted in S 3 . Take the union E η ∪ ∂ E J , where the boundaries are attached along an orientation reversing homeomorphism identifying a zero linking longitude of η with a meridian of J and a meridian of η with a zero linking longitude of J. Let P (η, J) be the image of
3 . This is a satellite knot with pattern P and companion J.
Our examples are of the following form. Let R be the knot 9 46 and α J , α D be the curves shown in the left of Let D be the untwisted positive Whitehead double of the right-handed trefoil. This choice will be fixed throughout this paper.
On the other hand, in place of J, we will use knots J i n−1 (i = 1, 2, . . .) described below. (Recall that n ≥ 2 is fixed.) We will use the following notations. For a knot J, let σ J (ω) be the Levine-Tristram function defined for ω ∈ S 1 . For a positive integer d, denote the average of the evaluations of σ J at the dth roots of unity by
We start by choosing a knot J i 0 and a prime p i for each i = 1, 2, . . . satisfying the following:
An explicit construction of a sequence {(J i 0 , p i )} satisfying (J1), (J2) and (J3) will be given in Section 4. In this section, we will use (J1) only. The other conditions (J2) and (J3) will be used in Section 3.
For
, where P k is the stevedore knot and η k is the curve shown in Figure 2 . Although (P k , η k ) remains the same as k varies, we will keep the index k in the notation since it will be useful to distinguish the occurrences in distinct stages. Let K i be the satellite knot R(J i n−1 , D). Each K i is topologically slice since D is topologically slice by the work of Freedman [Fre84] . By the following lemma, K i lies in T n . Lemma 2.3. Under the assumption that J i 0 is 0-negative, the knot K i is n-negative. Also, K i is k-positive for every k.
Proof. We will use the following two facts. (i) If P is slice, J is n-negative and In our case, observe that the stevedore knot P k is slice and
Let T be the right-handed trefoil. It is 0-positive by (ii). The knot D can be viewed as a satellite knot Wh(η, T ) where (Wh, η) is the pattern shown in Figure 3 . Since [η] is trivial in π 1 (S 3 Wh) = Z, it follows that D is k-positive for all k by (i). Therefore, by (i), 
A negaton from a linear combination and metabolizers
Suppose that a nontrivial finite linear combination K = # r i=1 a i K i (a i ∈ Z) of the knots K i is (n + 1)-bipolar. By eliminating terms with a i = 0 and by replacing K by −K if necessary, we may assume that a 1 ≥ 1 and a i = 0 for each i. Our strategy is to derive a contradiction by investigating consequences on the first knot K 1 which are implied by the hypothesis on the linear combination K.
For this purpose, we will construct a specific n-negaton for K 1 , from a given (n + 1)-negation for K, by attaching additional "negative" pieces. (Principle: negative + negative = negative.) It will be guided by the observation that K 1 is concordant to the connected sum of K, −(a 1 − 1)K 1 and −a i K i (i > 1), where the summands added to K are n-negative regardless of the sign of a i , by Lemma 2.3.
The actual construction proceeds as follows. Let 
See the schematic diagram in Figure 4 . Proof. It is known that
|ai| where the second isomorphism is induced by the inclusions (for instance see [COT04, p. 113] ). Also, a meridian of any one of K, K 1 , . . . , K r normally generates π 1 (C) (and hence generates H 1 (C)), because of the 2-handle attachments in the construction of C. Using this and Definition 2.1 (1) for the negatons Z − i and V − , the following is shown by a Mayer-Vietoris argument:
where the isomorphisms are inclusion-induced. From the H 2 computation, it follows that Definition 2.1 (2) and (3) are satisfied for X − . Since π 1 (C), π 1 (V − ) and π 1 (Z − i ) are normally generated by meridians of K 1 , K and K i respectively, it follows that π 1 (X − ) is normally generated by a meridian of K 1 . By this and the above H 1 computation, Definition 2.1 (1) is satisfied.
Recall that the Blanchfield form
is defined on the (rational) Alexander module
is called a metabolizer if P = P ⊥ , where
Lemma 2.5 (A special case of [CHH13, Theorem 5.8])
. Let V be a either 1-negaton or 1-positon bounded by M (J), and P be the kernel of the inclusion-induced homomorphism
on the Alexander modules. Then P is a metabolizer of the Blanchfield form.
Returning to our case, let
We need the following facts, which can be verified by a routine computation, for instance using the Seifert matrix 0 2 1 0 of K 1 . Regard (zero linking parallels of) the curves α J and α D in Figure 1 as curves in the zero surgery manifold of
is the internal direct sum of two cyclic submodules α J and α D generated by the classes of α J and α D respectively, and in addition,
For later use in Section 5, we remark that the same conclusion holds when Z is used as coefficients in place of Q.
From the above paragraph, it follows that P is equal to either α D or α J , since P is a metabolizer by Lemma 2.5.
In this case, we will use the Cheeger-Gromov L 2 ρ-invariants to derive a contradiction. The proof is given in Section 3.
Case 2: P = α J . In this case, to derive a contradiction, we will use the Heegaard Floer correction term d-invariants of infinitely many branched covers of K 1 . The proof is given in Section 5.
The proof of Theorem A will be finished by completing the above two cases.
Case 1: Use of Cheeger-Gromov invariants
The goal of this section is to reach a contradiction in Case 1 described above. Suppose P = α D throughout this section.
Our key ingredient is the amenable signature theorem developed in [CO12, Cha14] . We use it to extract obstructions, from Cheeger-Gromov invariants over locally p-indicable amenable groups. For this purpose, we begin by converting the negatons described in Section 2.3 to 4-manifolds called integral solutions in [Cha14] . After that, we analyze the behavior of a commutator series of the fundamental group, and investigate CheegerGromov invariants over the associated quotient, by applying the ideas and methods used in [Cha14, Sections 4 and 5]. We remark that this type of technique is strongly influenced by earlier work of Cochran, Harvey and Leidy [CHL09] .
A 4-manifold and analysis of mixed-type commutator series
Recall from (2.1) that X − is the union of Since we do not directly use the definition of an integral n-solution, we do not spell it out but we will state some properties when we need to use them.
Let
In fact, as done in [CHH13] , this leads us to a proof of Lemma 2.5, since it is known that if W is an integral n-solution with n ≥ 1 for a knot J, then the kernel of 
See the schematic diagram in Figure 5 . We will compute the ρ (2) -invariant of ∂X, which is associated to groups obtained from a certain mixed-coefficient commutator series construction, as first done in [Cha14] . The series is defined as follows. Let p = p 1 , which is the prime associated to J 1 0 (see the conditions (J1), (J2) and (J3) in Section 2.2). Let R i = Q for i = 0, . . . , n − 1, and let R n = Z p . For a group G, define P 0 G := G and
for k = 0, . . . , n inductively. For the use in (3.4) (see Section 3.2), we note that the quotient Γ = G/P n+1 G satisfies Γ (n+1) = {1}, and that Γ is amenable and locally pindicable by [CO12, Lemma 6.8]. Here, a group is amenable if it admits a finitely additive invariant mean, and is locally p-indicable if each nontrivial finitely generated subgroup admits an epimorphism onto Z p . (In this paper we will not use these definitions directly.)
Remark 3.1. In place of local p-indicability, Strebel's class D(Z p ) [Str74] was used in statements in [CO12] and subsequent papers. Indeed, a group is locally p-indicable if and only if it lies in D(Z p ), due to [HS83] . is nontrivial and lies in the subgroup P n π 1 (X)/P n+1 π 1 (X). In addition, φ(µ J 1 0 ) has order p.
Outline of the proof. Except the nontriviality of φ(µ J 1 0 ), the assertions in Lemma 3.2 are shown straightforwardly. Indeed, reverse induction on k = n − 1, n − 2, . . . , 0 shows that
(1) , and that the meridian of P k , which normally generates π 1 (M (P k )), is homotopic to µ J 1 k+1 in X. Also, the order assertion in Lemma 3.2 follows from the nontriviality, since P n π 1 (X)/P n+1 π 1 (X) is isomorphic to a direct sum of (possibly infinitely many) copies of Z p , by the definition of the mixed coefficient commutator series.
The nontriviality of φ(µ J 1 0 ) in Lemma 3.2 is proven by exactly the same argument as the proof of Theorem 4.14 in [Cha14] , which is given in Section 5 of [Cha14] . So, instead of presenting full details, we will discuss the key difference in our case, focusing on the role of the hypothesis P = α D in Case 1.
Theorem 4.14 in [Cha14] gives the desired nontriviality for another 4-manifold, denoted by W 0 in [Cha14] , instead of our X. The manifold W 0 in [Cha14] is constructed in the exactly same way as X, but using a different knot (indeed the stevedore knot) in place of our R(U, D), which is the pattern used to produce K 1 from the companion J 1 n−1 . This different choice in [Cha14] automatically provides the property that the satellite curve used to produce K 1 , which is the analogue of α J in Figure 1 in our case, does not lie in the kernel P of the homomorphism
(This property is used in lines 1-5 on page 4801 in [Cha14] .) In our case, α J ∈ P is guaranteed by the hypothesis P = α D of Case 1. This enables us to carry out all the arguments as in the proof of Theorem 4.14 given in [Cha14, Section 5], to prove the nontriviality of φ(µ J 1 0 ).
Estimating Cheeger-Gromov invariants
Now we estimate the Cheeger-Gromov invariant over the mixed-type commutator series quotient π 1 (X)/P n+1 π 1 (X). For the reader's convenience, we describe some known key results on the Cheeger-Gromov invariants employed in our argument. Quantitative universal bound (a special case). If K has a planar diagram with c crossings, then for every homomorphism φ of π 1 (M (K)),
This is a special case of [Cha16, Theorem 1.9].
Amenable signature theorem (a special case). Suppose W is an integral (n.5)-solution bounded by M (J), G is a locally p-indicable amenable group satisfying G (n+1) = {1}, and φ : π 1 (M (J)) → G is a homomorphism which factors through π 1 (W ) and takes a meridian to an infinite order element. Then
G (W ) = 0. This is a special case of [Cha14, Theorem 3.2], whose proof relies on [CO12] . (See also Remark 3.1.) We remark that the amenable signature theorem is a generalization of a major result in [COT03] .
Also, the following explicit computation is useful for our purpose.
Computation for knots over a finite cyclic group. If φ : π 1 (M (J)) → G is a homomorphism with finite cyclic image of order d, then Returning to our case, let φ : π 1 (X) → G := π 1 (X)/P n+1 π 1 (X) be the projection. For brevity, for a subspace A of X, denote the restriction of φ on π 1 (A) by φ. By applying the L 2 -signature defect interpretation (3.2) and the Novikov additivity to the 4-manifold X, we obtain the following: 5) . By the quantitative universal bound (3.3),
since the stevedore knot P k has 6 crossings. Similarly, by (3.3),
since R(U, D) has a diagram with 96 crossings. Recall that V 0 is an integral (n + 1)-solution, G is locally p-indicable and G (n+1) = {1}. Since the meridian of K generates H 1 (X) ∼ = Z onto which G surjects, the meridian of K has infinite order in G. So we have
by the amenable signature theorem (3.4).
, where Z − i,j has been assumed to be an arbitrary n-negaton for ±K i . To controlσ 
Let Q be the knot obtained by replacing J i 0 in this expression by the trivial knot U . Since U and all the P k are slice, Q is slice. We can view η 0 as a curve in S 3 Q, and K i can be written as
by induction. Choose a slice disk exterior, say N , for the slice knot Q, and choose a 0-negaton, say N − , for the 0-negative knot J 
(n) , and from this it follows that Z − i,j is an n-negaton. To obtain the integral n-solution Z 
. So the conclusion follows by applying (3.5). 
Finally,σ
G (E k ) = 0 for each k, by [CHL09, Lemma 2.4]. From this and (3.6), (3.7), (3.8), (3.9), (3.10) and (3.11), we obtain the following: 
Realization of signature functions by negative knots
In the arguments in Section 3, the properties (J1), (J2) and (J3) stated in Section 2.2 were among the essential ingredients used to realize a nontrivial value of the amenable ρ-invariant obstruction. In this section we describe a construction of an infinite sequence of knots J We begin with a realization of an arbitrary Alexander polynomial by a 0-negative knot.
Lemma 4.1. For every Alexander polynomial ∆(t) over Z, there is a 0-negative knot whose Alexander polynomial is equal to ∆(t) up to multiplication by ±t k .
Proof. Write the given Alexander polynomial as
Invoke a classical realization method of Levine [Lev66] as follows. Perform −1 surgery along the unknotted circle α in Figure 6 , and regard the other unknotted circle as a knot K in the result of surgery, which is S 3 . Then K has Alexander polynomial ∆(t), due to [Lev66, Proof of Theorem 2]. 4 bounded by α, and take the union with the surgery core disk. This gives us a closed surface in V , say S, which generates H 2 (V ) ∼ = Z. Since the surgery framing is −1, the self intersection of S is −1. It follows that V is a 0-negaton bounded by M (K).
Also, we will use the following result of the first named author and Livingston [CL04] . 
Case 2: Use of Heegaard-Floer d-invariants
Recall that Case 2 assumes that there is an n-negaton X − bounded by M (K 1 ) for which the kernel P of
) is equal to the subgroup α J . We will reach a contradiction under a weaker hypothesis that there is a 1-negaton X − satisfying P = α J .
Recall K 1 = R(J In what follows, we assume that X − is a 1-negaton bounded by M (K 0 ) such that
} is equal to α J , where K 0 = R(U, D) as above. 
Metabolizer of finite cyclic branched covers and d-invariants
Correction term d-invariant obstruction ([CHH13, Theorem 6.5]). If X
− is a 1-negaton bounded by M (K 0 ) and m is an odd prime power, then G := Ker{H 1 (Σ m ) → H 1 (X m )} is a metabolizer, and
Understanding the metabolizer in the d-invariant obstruction is essential for our purpose. We will relate the above metabolizer G of the m-fold branched cover to the me-
])/ t m − 1 (for instance see [Mil68] , or use a Wang sequence argument). Let
) respectively. First, we claim that a metabolizer in H 1 (Σ m ) is either x 1 or x 2 . In fact, from the previous computation of
) and the Blanchfield form in Section 2, it follows that each of x 1 , x 2 generates a cyclic subgroup x i ⊂ H 1 (Σ m ) of order 2 m − 1, H 1 (Σ m ) = x 1 ⊕ x 2 , and the linking form satisfies λ(x 1 , x 1 ) = λ(x 2 , x 2 ) = 0 and λ(x 1 , x 2 ) = 0. (A computation confirming this can also be found in [GL92, Proposition 2].) The claim follows from this.
Lemma 5.2. Under the hypothesis of Case 2 that P = α J , G = Ker{H 1 (Σ m ) → H 1 (X m )} is equal to x 1 for all sufficiently large prime m.
We do not know any estimate for how large m should be. In our argument below, it depends on the 1-negaton X − . This is the reason that we need to consider an infinite family of the d-invariants.
Proof of Lemma 5.2. Consider the following commutative diagram:
Here, the vertical maps are induced by inclusions, the left horizontal maps are tensoring by Q, and the right horizontal maps are the quotient maps. The left and right vertical maps have kernels P and G respectively.
Choose an odd prime m not smaller than each prime factor of a. We need the following elementary fact. Returning to the proof of Lemma 5.2, it follows that every prime factor of a is coprime to 2 m − 1, by Lemma 5.3. So a is coprime to 2
is zero. It follows that [x 1 ] lies in G, and thus G = x 1 . This completes the proof of Lemma 5.2. Now, our argument for Case 2 proceeds as follows. For an odd prime m, the 3-manifold Σ m has a unique spin structure s Σm , since it is a Z 2 -homology sphere. Theorem 5.4, which is stated below, implies that d(Σ m , s Σm + 2 m−1 x 1 ) is negative for every odd prime m. Since G = x 1 for sufficiently large m by Lemma 5.2, it contradicts the d-invariant obstruction (5.1). This completes the proof for Case 2, modulo the proof of Theorem 5.4.
Computation of the d-invariants
The remaining part of this paper is devoted to prove the following: . We remark that the new contribution is the case of m > 3; for m = 3, Theorem 5.4 was shown in the earlier work of Cochran, Harvey and Horn [CHH13] . In addition, part of our proof which is given in Section 6.1 essentially follows the arguments in [CHH13] . Our arguments in Section 6.2, which prove a key lemma (see Lemma 5.5) for general m > 3, are new and use a different approach.
To prove Theorem 5.4, we will use a cobordism given in the following lemma. Let
, where L(3, 1) is the lens space, −T is the left handed trefoil knot, and S 3 r (K) designates the r-framed surgery manifold of K ⊂ S 3 .
Lemma 5.5. For every odd prime power m, there exists a cobordism W bounded by (−Σ m ) Y m and a spin c structure t on W satisfying the following:
(W1) W is negative definite and β 2 (W ) = 3m − 3.
Proof of Theorem 5.4. Let W and t be those given by Lemma 5.5. We have c 1 (t| Σm ) = x 1 and c 1 (t| Ym ) = 0 by (W2). Also,
since x 1 has order 2 m − 1. It follows that t| Σm = s Σm + 2 m−1 x 1 , since c 1 :
Since W is negative definite, the d-invariant inequality of Ozsváth-Szabó [OS03a, Theorem 9.6] gives
The right hand side is equal to 
Combining the above, we obtain
This completes the proof of Theorem 5.4 modulo the proof of Lemma 5.5.
The cobordism
In this section, we describe the construction of W and perform some computation on W to prove Lemma 5.5.
Construction of W
Consider the diagram in Figure 7 , which consists of (2m − 2) 0-framed curves and additional curves v 1 , . . . , v 3m−5 . The labels v 3m−4 , . . . , v 4m−6 will be explained in the next paragraph. For now, ignore the arrows and labels x i ; they will be used in Section 6.2. The 0-framed curves form a standard surgery diagram of the m-fold cyclic branched cover Σ m of K 0 , which is obtained from Figure 1 using the Akbulut-Kirby method [AK80] . For later use, note that v 3m−5 is (isotopic to) a lift of the curve α J in Figure 1 . So, choosing appropriate basepoints, we may assume that the surjection
Regard v 1 , . . . , v 3m−5 as curves in Σ m . The following observation will be useful: (−1)-surgery along v 1 , . . . , v 3m−6 changes the enclosed crossings (at the cost of framing changes of the 0-framed components), and after the crossing changes, we would be able to isotope the resulting 2m − 2 curves into m − 1 split 2-component links, if D were trivial. Furthermore, using the fact that the Whitehead double D is unknotted by changing a positive crossing, we could also do additional (−1) surgeries to remove the D boxes. More precisely, for each of the D boxes except the leftmost one, let v i (i = 3m − 4, . . . , 4m − 6) be the curve inside the box shown in We need to verify that the upper boundary of W is Y m . Since the 3-handle attachments eliminate the (m − 3) 0-framed unknotted circles, Figure 10 with the 0-framed circles removed is a surgery description of the upper boundary of W . By the two (+1)-surgeries in the diagram, it becomes the connected sum of (−7)-surgery on D# − T , (−6)-surgery on −T , and m − 3 copies of L(3, 1). This is the 3-manifold Y m , as desired.
Definiteness and spin c structure computation for W
This subsection is devoted to the proof of Lemma 5.5. Recall that Lemma 5.5 (W1) asserts that W is negative definite and b 2 (W ) = 3m − 3. Since an explicit handle decomposition of W is given, one may try to compute directly the second homology and intersection form to prove the assertions. Though, after several attempts, we learned that proving the desired definiteness for all m by direct computation was difficult, if feasible, because of the growth of the size and sophistication of the intersection matrix.
In what follows, we present a different approach. The idea is to obtain an "easier" 4-manifold (which we call W below) by attaching another "easier" 4-manifold (which we call W 0 below) to W , motivated from the above surgery diagram calculus of 3-manifolds. Then we investigate W as the difference of the two easier ones.
Proof of Lemma 5.5 (W1). Let W 0 be the 4-manifold with one 0-handle and (2m − 2) 2-handles attached along the 0-framed curves shown in Figure 7 . That is, Figure 7 with the v i forgotten is now viewed as a Kirby diagram of W 0 . It is straightforward that
By a Mayer-Vietoris argument, using that Σ m is a rational homology sphere, we obtain
Also, by Novikov additivity, the signatures are related as follows: where the result W of blowing down is given by Figure 9 , viewed as a 4-manifold Kirby diagram now, with additional (m − 3) 3-handles. By handle slides and cancellations of 3-handles with 2-handles, it follows that Figure 10 with the (m − 3) 0-framed circles removed is a Kirby diagram for W (without 3-handles). Now, since our final Kirby diagram consists of (m + 1) 2-handles without any 1-and 3-handles, b 2 (W ) = m + 1. Also, the intersection matrix for W is the direct sum of 
is the boundary map. Let w = [σ 3m−5 ] + · · · + [σ 4m−6 ] ∈ H 2 (W, ∂W ).
Lemma 6.1. The Poincaré dual w ∈ H 2 (W ) is characteristic and satisfies w 2 = −m.
Proof of Lemma 5.5 (W2). Since w in Lemma 6.1 is characteristic, there is a spin c structure t on W such that c 1 (t) = w. We will verify that t satisfies the desired properties c 1 (t) 2 = −m and c 1 (t| ∂W ) = ( 
where · denotes the intersection in W . (As usual, the intersection of two chains is computed by taking a pushoff of one of them which is transverse to another.) Therefore, to show the promised properties, it suffices to verify that (6.5)
Recall that for every pair of two disjoint 1-cycles (α, β) in a rational homology 3-sphere Σ, the linking number lk Σ (α, β) ∈ Q is defined as follows: if u is a 2-chain bounded by rα in Σ for some nonzero integer r, then lk Σ (α, β) = 1 r (u • β) where • denotes temporarily the intersection in Σ. In our case, from the definition of E i , we have (6.6)
where v j denotes a pushoff taken along the (−1)-framing. Using (6.4) and (6.6), it follows that (6.5) is equivalent to the following linking number conditions: This reduces the proof to a purely 3-dimensional computation. It is known that the linking number in a rational homology 3-sphere can be explicitly computed by using the linking matrix. (See, for instance, [CK02, Theorem 3.1].) To apply this to our case, let L be the link consisting of the 0-framed curves in Figure 7 , from which Σ m is obtained by surgery. Orient components of L along the arrows in Figure 7 , and let x i be the positively oriented meridian of the ith component (the one with label x i in Figure 7) .
Let P be the linking matrix for L. That is, the (i, j)-entry is the linking number, in S 3 , of the ith component and a pushoff of the jth component taken along the framing. Then P is invertible since Σ m is a rational homology sphere. With respect to the basis {x i }, P −1 gives rise to a well-defined symmetric Q-valued Z-bilinear pairing
That is, define R(x i , x j ) to be the (i, j)-entry of P −1 , and expand it bilinearly. Then, for disjoint 1-cycles α, β in S 3 L, we have (6.9) lk Σm (α, β) = lk S 3 (α, β) − R(α, β).
From Figure 7 , it is seen that P is given as the following matrix, which consists of (m − 1) × (m − 1) blocks of size 2 × 2:
. . . Now, we are ready to verify (6.7) and (6.8), using (6.9) and (6.10). First we prove (6.7). Since each v i is (−1)-framed and since v i and v j are split for i = j, we have (6.11) lk S 3 (v i , v j ) = −δ ij for all i and j.
If i ≥ 3m − 4, R(v i , v j ) = 0 for all j, since v i is null-homologous in S 3 L. So, by (6.9) and (6.11), we have (6.12) lk Σm (v i , v j ) = −δ ij for i ≥ 3m − 4.
From Figure 7 , v 3m−5 = x 1 in H 1 (S 3 L). By the definition, R(x 1 , x 1 ) is equal to the (1, 1)-entry of P −1 in (6.10), which is zero. Thus, by (6.9) and (6.11), we have (6.13) lk Σm (v 3m−5 , v 3m−5 ) = −1.
From this, (6.12) and the fact that lk Σm is symmetric, it follows that (6.7) holds. Now it remains to verify (6.8). First, for i ≥ 3m − 4, the left and right hand sides of (6.8) are equal to 1 − 2 m and −1, respectively, by (6.12). It follows that (6.8) holds in this case. Also, for i = 3m − 5, both sides of (6.8) are equal to −(2 m − 1) 2 , by (6.12) and (6.13). So (6.8) holds in this case.
Suppose i ≤ 3m − 6. In this case, a i = 2 m − 1. From Figure 7 , it is seen that v i , oriented counterclockwise, is always of the form v i = x o + x e , in H 1 (S 3 L), with o odd and e even. (In fact, (o, e) is of the form (2k − 1, 2k + 2) or (2k + 1, 2k), depending on the choice of i, but we do not need this information.) Using (6.9), (6.11) and v 3m−5 = x 1 , we have (6.14) (2 m − 1) lk Σm (v i , v 3m−5 ) = −(2 m − 1)R(x o , x 1 ) − (2 m − 1)R(x e , x 1 ).
Inspecting (6.10) together with the matrix A r , entries in the first column of the integer matrix (2 m − 1)P −1 has alternating parity, starting from zero, since c r is always odd. That is, (2 m − 1)R(x o , x 1 ) is even and (2 m − 1)R(x e , x 1 ) is odd. Therefore, from (6.14), it follows that the left hand side of (6.8) is odd.
On the other hand, since the matrix A r has zero diagonals, P −1 in (6.10) does too, and thus R(x o , x o ) = R(x e , x e ) = 0. So, using (6.9) and (6.11), we have It follows that the right hand side of (6.8) is odd. Hence, (6.8) holds. This completes the proof of Lemma 6.1.
