Abstract. We searched integrable 2D homogeneous polynomial potential with a polynomial first integral by using the so-called direct method of searching for first integrals. We proved that there exist no polynomial first integrals which are genuinely cubic or quartic in the momenta if the degree of homogeneous polynomial potentials is greater than 4.
Introduction
A Hamiltonian system with n degrees of freedom is integrable if the system admits n independent first integrals in involution (Liouville integrability). It is a fundamental and important problem to investigate the integrability of Hamiltonian systems. Since the Hamiltonian itself is a first integral, the case of one degree of freedom is trivial. The simplest but non-trivial problem arises in the case of two degrees of freedom. For this case, the existence of an additional first integral guarantees the integrability. Let us consider a Hamiltonian system with two degrees of freedom, integrable systems were detected [5, 19] by postulating that the solution possesses the Painlevé property (the Painlevé test). For some Hamiltonian systems of the form (1.1), it is possible to prove the nonintegrability, i.e. the non-existence of an additional first integral. In the early 1980s, Ziglin [25, 26] presented a non-integrability theorem and proved the non-integrability of some well-known Hamiltonian systems. Yoshida [23] gave a criterion for nonintegrability of Hamiltonian systems (1.1) with a homogeneous potential by using Ziglin's theorem [25] . Recently, the differential Galois theory has become an important tool in attacking the problem of integrability (see, for example, [2, 3] ). Morales-Ruiz and Ramis [18] obtained a stronger necessary condition for integrability from their own theorem [16, 17] based on the differential Galois theory (see also [15] ). This necessary condition also justified the so-called weak-Painlevé property [19, 20] as a necessary condition for integrability for the first time [24] .
On the other hand, we have difficulty in proving the integrability. Even though a given system passes the Painlevé test or satisfies the necessary condition for integrability, it remains unknown whether or not the system is actually integrable. In order to prove the integrability of the system, we have to present a first integral which is independent of the Hamiltonian. However, there is no general method to obtain an explicit expression of the desired first integral. Let Φ be a first integral of the system (1.1). Then the Poisson bracket of Φ and H vanishes, which gives the following partial differential equation (PDE). In the present paper, we search polynomial solutions of the PDE (1.2), i.e. we assume that the first integral is a polynomial in (x, y, p x , p y ) and that the potential is a polynomial in (x, y). The advantage of considering polynomials is that the PDE (1.2) becomes an identity for (x, y, p x , p y ) and that the problem reduces to completely algebraic one. In addition, we assume that the potential V (x, y) is a homogeneous polynomial, motivated by the following three points: (i) Any polynomial potential V (x, y) can be written in the form of the sum of homogeneous parts as
∂Φ
where V min and V max are the lowest degree part and the highest degree part, respectively; and it can be shown [10] that if the system (1.1) with the potential (1.3) admits a polynomial first integral, then the systems only with the lowest degree part and the highest degree part, given by
both admit polynomial first integrals. Namely, in order for the system with a nonhomogeneous potential to be integrable, each of the systems only with the highest degree part of the potential and the lowest degree part of the potential must be integrable.
(ii) As we will see in section 3, the homogeneity of potentials assumes the weightedhomogeneity of first integrals, which simplifies the form of first integrals and reduces the complexities of computations. Indeed, the computations for non-homogeneous potentials are too complicated to deal with. (iii) The homogeneity of potentials plays an essential role to obtain the non-integrability criterions in [18, 23, 24] . For these reasons, we treat Hamiltonian systems (1.1) with a homogeneous polynomial potential of degree k,
Let us here mention the rotational degrees of freedom. The integrability is preserved under rotations of coordinates, i.e. a potential obtained from an integrable potential by a rotation of coordinates is again integrable. We should identify such two potentials. In the present paper, we assume that α 1 = 0 from the beginning, which partially removes the rotational degrees of freedom. Hietarinta [8] performed the direct search for integrable systems of the form (1.1), where the potential is a homogeneous polynomial of degree 5 or less and the additional first integral is a polynomial of order 4 or less in the momenta. The purpose of the present paper is to extend the degree of homogeneous polynomial potentials to an arbitrary positive integer in order to make a complete list of integrable systems in the range studied.
We have to admit that our search does not cover the whole of integrable systems. In fact, there are some integrable systems with a rational or transcendental first integral [9, 10] . More generally, as seen in the approaches based on Ziglin's analysis or the differential Galois theory, integrability requires meromorphic first integrals. However, it would be almost impossible to single out all integrable cases without any restrictions on the class of the first integral and of the potential. It may be said that restrictive assumptions are indispensable for carrying out a thorough search for integrable systems. In this sense, our setting, in which the whole computations are tractable, is the fundamental one for a thorough search. This paper is organized as follows. The new result (theorem 2) will be shown after a brief summary of the known facts in section 2. In section 3, the statement of theorem 2 is amplified, followed by details of the computations in section 4. Finally, in section 5, we present a list of all integrable 2D homogeneous polynomial potentials with a polynomial first integral of order at most 4 in the momenta.
The known facts and the new result
The classification of first integrals up to quadratic in the momenta is well-known [10] . The existence of a first integral linear in the momenta is related with symmetry, the invariance of the system under a transformation: the conservation laws of momentum and angular momentum correspond to the invariances by rotations and translations, respectively. These are particular cases of Noether's theorem [1, 11] . First integrals quadratic in the momenta are exhausted by the Bertrand-Darboux theorem: If we apply the Bertrand-Darboux theorem to the potential (1.5), then we obtain the following homogeneous polynomial potentials with an additional polynomial first integral quadratic (or linear) in the momenta.
• separable in polar coordinates
• separable in parabolic coordinates [19] 
• separable in Cartesian coordinates
Note that the potential separable in elliptic coordinates drops out because it can not be a homogeneous polynomial. It is also possible to obtain the above list by using the direct search (see [4, 10] ). There seems to be no special property of the system connected to the existence of first integrals of higher orders in the momenta. We can make polynomial first integrals of apparently higher orders in the momenta from the above polynomial first integrals (2.1b), (2.2b), and (2.3b). For example,
are polynomial first integrals which are apparently quartic in the momenta for the potentials (2.1a), (2.2a), (2.3a), respectively. On the other hand, Hall [7] and Grammaticos et al [5] found independently the potential of degree 3,
with an additional first integral
Ramani et al [19] found the potential of degree 3,
and the potential of degree 4,
All of the three polynomial first integrals (2.5b), (2.6b), (2.7b) are genuinely quartic in the momenta. Here, we mean by 'genuinely' that these first integrals cannot be reduced to first integrals of lower orders in the momenta. See also [6] for the discoveries of these three integrable cases. Now the following question arises. Are there any other potentials that admit a polynomial first integral which is genuinely quartic (or cubic) in the momenta? Hietarinta [8] searched integrable 2D homogeneous polynomial potentials of degree 5 or less with a polynomial first integral of order 4 or less in the momenta by means of the so-called direct method and concluded that there was no integrable case other than the known ones in the range studied. We extended the degree of homogeneous polynomial potentials to an arbitrary positive integer. Specifically, we investigated the existence of polynomial first integrals which are cubic or quartic in the momenta for Hamiltonian systems of the form
with the degree of the potential k ≥ 3 (the cases for k = 1, 2 are obviously integrable).
Note that the term of x k−1 y in the potential vanishes for the removal of rotational degrees of freedom as mentioned in section 1. As a result, we obtained the following theorem.
Theorem 2 If k ≥ 5, then the Hamiltonian system (2.8) admits no polynomial first integrals which are genuinely cubic or quartic in the momenta.
Therefore, the answer to the above question is "No."
Amplification of the statement of theorem 2
In this section, we give details of the statement of theorem 2. Without loss of generality, we can assume that a polynomial first integral Φ has the following properties. Property 1. A polynomial first integral Φ is either even or odd in the momenta (p x , p y ). Property 2. A polynomial first integral Φ is weighted-homogeneous, i.e. Φ satisfies
where σ is an arbitrary constant and M is a constant called a weight. The property 1 is due to the time reflection symmetry of the system. The property 2 is due to the scale-invariance of the system, which arises from the homogeneity of potentials. See Appendix A for more details. It is easy to check that all the polynomial first integrals in section 2 satisfy the properties 1 and 2.
Polynomial first integrals cubic in the momenta
From the property 1, we can put a polynomial first integral which is cubic in the momenta in the form
If we regard the PDE (1.2) as an identity for the momenta (p x , p y ), then we have the following three sets of PDEs.
where the subscripts x and y denote partial derivatives. From the property 2, the polynomials A i (x, y) are homogeneous of the same degree and so are the polynomials B i (x, y). The PDEs (3.3) have four homogeneous polynomial solutions, which classify the leading part of the first integral (3.2) into the following four cases.
Let us next consider the PDEs (3.4). We obtain the PDE for V (x, y),
by using
For the above each case, the PDE (3.6) becomes Case 1
Case 3 a 1 (2xV xxy + 3yV xyy − xV yyy + 8V xy ) +
The potential must satisfy the two PDEs (3.6) and (3.5). They are transformed into identities for (x, y) by the substitution of the potential (1.5). Therefore we finally obtain two sets of simultaneous algebraic equations for the coefficients of the potential and of the first integral. We searched their solutions for k ≥ 3 under the condition that the leading part of the first integral does not vanish, i.e. Table 1 shows the results for the four cases.
Polynomial first integrals quartic in the momenta
From the property 1, we can put a polynomial first integral which is quartic in the momenta in the form 
If we regard the PDE (1.2) as an identity for the momenta (p x , p y ), then we obtain the following three sets of PDEs.
From the property 2, the polynomials A i (x, y) are homogeneous of the same degree and so are the polynomials B i (x, y) and C 0 (x, y). The PDEs (3.10) have five homogeneous polynomial solutions, which classify the leading part of the first integral (3.9) into the following five cases.
Let us next consider the PDEs (3.11). We obtain the PDE for V (x, y),
(3.14)
For the above each case, the PDE (3.
Case 2 We also obtain the PDEs for V (x, y), 
from (3.12) by using
The potential must satisfy the two PDEs (3.13) and (3.16). They are transformed into identities for (x, y) by the substitution of the potential (1.5). Therefore, we finally obtain two sets of simultaneous algebraic equations for the coefficients of the potential and of the first integral. We searched their solutions for k ≥ 3 under the condition that the leading part of the first integral does not vanish, i.e. Table 2 shows the results obtained from the five cases, which hold for k ≥ 3 except that there exist three exceptional potentials, (2.5a), (2.6a), (2.7a), in the case 5 for k = 3, 4.
All the potentials in tables 1 and 2 are separable ones given in section 2 and the corresponding first integrals are apparently cubic and quartic in the momenta, i.e. there are no new integrable cases. This is what the statement of theorem 2 means.
Details of the computations
All of the three polynomial first integrals (2.5b), (2.6b), (2.7b), which are genuinely quartic in the momenta, fall into the case 5. So, it is quite natural to expect that new integrable potentials, if any, would have first integrals which belong to the case 5. For this reason, we take the case 5 as an example to show the details of the computations performed in this study. We first exclude the square of the Hamiltonian by considering Φ − 2c 0 H 2 instead of Φ itself, i.e. we put c 0 = 0 from the beginning. The PDEs (3.11) for this case become
We obtain the expressions of B 0 , B 1 , B 2 by integrating (4.1) as follows (note that α 1 = 0).
where
, (4.5)
The PDE (3.13), or (3.15e) becomes
From (4.8) and (3.16) with B 0 , B 1 , B 2 given above, we obtain two sets of simultaneous algebraic equations for the coefficients of the potential, α j , and of the leading part of the first integral, a 0 , b 0 , d 0 , e 0 . The simultaneous algebraic equations obtained from (4.8) consist of the following k − 3 equations.
which can be regarded as a recurrence relation for α j . The simultaneous algebraic equations obtained from (3.16) consist of 2k − 1 equations of the form
where the first four equations are given by the following.
Now, what we have to do is to find solutions of (4.9) and (4.10) under the condition (b 0 , a 0 , d 0 , e 0 ) = (0, 0, 0, 0). Applying this condition to the first four equations of (4.10), we see that the product M 11 M 22 M 33 M 44 must vanish. We therefore have the following possibilities for the relation between α 0 and α 2 .
Once the relation between α 0 and α 2 is given, the computations to follow are quite straightforward. Let us move on to the details of each case.
(i) When α 0 = 0, the first and the second equations of (4.10) become
If we assume that α 2 = 0 then we see that b 0 = a 0 = 0, and then we can show from (4.9) with j = 2, 3 that d 0 = e 0 = 0. This contradicts the condition (b 0 , a 0 , d 0 , e 0 ) = (0, 0, 0, 0). Therefore, α 2 must vanish. Then the third equation of (4.10) becomes 
The only possible solution is b 0 = d 0 = 0 with α k = 0. Therefore, we obtain
If we assume that α 0 = 0 for the other three cases (ii), (iii), (iv), then we only obtain the potential (4.17). Therefore, we assume that α 0 = 0 for the cases (ii), (iii), (iv). Let us put α 0 = 1.
(ii) When α 2 = 0 and α 0 = 1, we can see from the first equation of (4.10) that b 0 = 0. Then the third equation of (4.10) becomes 18) which shows that α 3 a 0 = 0. Then the recurrence relation (4.9) gives
from which we obtain d 0 = 0. Let us now suppose that we have proved that
. Then it follows from (4.9) that α j+1 must vanish, up to j = k −4, under the condition (a 0 , e 0 ) = (0, 0). Now, we have
If we assume that α k−2 = 0 then we can see from (4.9) with j = k − 3 that a 0 = 0. Then the kth equation of (4.10) reads 20) which shows that e 0 = 0 since α k−2 = 0. This contradicts the condition (b 0 , a 0 , d 0 , e 0 ) = (0, 0, 0, 0). Therefore, α k−2 must vanish. Next, let us assume that α k−1 = 0. Then we algebraic equations of the lowest degrees, which are obtained from the fifth and the sixth equations of (4.10), are explicitly given by
The quantity called the resultant determines whether given two polynomials have a common root or not. Let us consider the two polynomials
The resultant of f (x) and g(x) is defined by the following determinant of order (m + n).
Here, all the blanks represent zeros. It is known that the following theorem holds. 
which does not vanish for k ≥ 5. Then it is concluded from theorem 3 that the two algebraic equations (4.31) and (4.32) do not have any common solutions. Therefore, there exist no common solutions among the 2k − 5 algebraic equations. This means that we have no solutions for α 2 = (3k(2k − 1)/2)α 0 (α 0 = 1).
From the above arguments, we see that the case 5 considered here only yields the separable potential of the form
i.e. there exist no new integrable potentials.
A list of integrable homogeneous polynomial potentials
Although the computations in the previous section were performed under the implicit assumption that the degree of the potential, k, is greater than 4, we can carry out the computations for the cases k = 3 and k = 4 in the same manner. For k = 3, the expressions of M ij are given by
Then the condition that the product M 11 M 22 M 33 M 44 vanishes gives the following relations between α 0 and α 2 .
When α 2 = 0, we obtain the separable potential
and when α 2 = 3α 0 (α 0 = 1), we obtain the potential
which is transformed into the form of (5.2) by the rotation of coordinates defined by (4.27). When α 2 = (45/2)α 0 (α 0 = 1), we obtain an algebraic equation for α 3 , which is given by (4.31) with k = 3, after the same computations as in the previous section.
Then we obtain the potentials
4)
When α 2 = (1/2)α 0 (α 0 = 1), we obtain the potential
When α 2 = 5α 0 (α 0 = 1), we obtain the potential
The potentials (5.5), (5.6), (5.7) are transformed into each other by proper rotations of coordinates. When α 2 = (3/16)α 0 (α 0 = 1), we obtain the potential
The potentials (5.4), (5.8) are transformed into each other by proper rotations of coordinates. For k = 4, the expressions of M ij are given by
When α 0 , we obtain the potential 10) and when α 2 = 0 (α 0 = 1), we obtain the potential
When α 2 = 6α 0 (α 0 = 1), we obtain the potentials
12)
The potential (5.12) is transformed into the form of (5.11) by the rotation of coordinates (4.27). When α 2 = 42α 0 (α 0 = 1), we obtain three algebraic equations for α 3 , two of which are given by (4.31) and (4.32) with k = 4, after the same computations as in the previous section. They have common solutions, which is indicated by the fact that the resultant (4.36) vanishes when k = 4. Then we obtain the potential
When α 2 = (3/4)α 0 (α 0 = 1), we obtain the potential
The potentials (5.13), (5.14), (5.15) are transformed into one another by proper rotations of coordinates. As a consequence, we obtain the following list of integrable 2D homogeneous polynomial potentials with a polynomial first integral of order at most 4 in the momenta.
• with a polynomial first integral linear in the momenta
• with a polynomial first integral quadratic in the momenta
• with a polynomial first integral quartic in the momenta
As far as the authors know, no one has discovered any polynomial first integral which is genuinely quintic or higher orders in the momenta. It is still an open problem whether or not there exist such polynomial first integrals.
The system (1.1) with a homogeneous polynomial potential of degree k is invariant by the scale transformation
In general, a system of differential equations dx i dt = F i (x 1 , x 2 , . . . , x n ), (i = 1, 2, . . . , N) (A.5)
is called a scale invariant system if it is invariant by the scale transformation which is again a first integral for an arbitrary σ because of the scale invariance of the system. Then, it is concluded that each polynomial Φ m is a first integral. Therefore, we can assume that a polynomial first integral is weighted-homogeneous from the beginning.
Appendix B. Resultant -proof of theorem 3
The resultant is an algebraic tool for elimination of a variable between two algebraic equations and gives the condition that the two algebraic equations have a common root (theorem 3). See [21] for more details of the resultant and its applications. If we multiply the lth column of the resultant by α l and add them to the (m + n)-th column, then all the elements of the (m + n)-th column of the resultant vanish because of (B.1). Therefore, R(f, g) = 0.
Let us next assume that R(f, g) = 0. Then the m+n row vectors of the resultant are linear dependent. Let a 1 , a 2 , . . . , a m , b 1 , b 2 If f (x) and g(x) have no common factors, then f (x) must be a factor of k(x) because of (B.4). This contradicts equation (B.5). Therefore, f (x) and g(x) have at least one common factor, i.e. they have at least one common root. This completes the proof of theorem 3.
