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We propose a universal language to assess macroscopic quantumness in terms of coherence, with
a set of conditions that should be satisfied by any measure of macroscopic coherence. We link the
framework to the resource theory of asymmetry. We show that the quantum Fisher information gives
a good measure of macroscopic coherence, enabling a rigorous justification of a previously proposed
measure of macroscopicity. This picture lets us draw connections between different measures of
macroscopicity and evaluate them; we show that another widely studied measure fails one of our
criteria.
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Introduction.— One of the most difficult challenges
in quantum theory is to explain how it can be com-
patible with the classical world observed at the macro-
scopic scale. We are accustomed to the fact that mi-
croscopic systems can exist in superposition states, but
quantum theory also allows this behaviour in principle
at the macroscopic scale. Various attempts have been
made to address this; one common approach may be
broadly termed ‘decoherence’, in which the quantumness
of a large system is highly susceptible to being destroyed
by interactions with a noisy environment [1]; similarly,
it has been argued that classical behaviour emerges from
limitations on the precision of measurements [2–4]. Oth-
ers have suggested fundamental modifications to quan-
tum theory that are negligible at microscopic scales but
cause macroscopic superpositions to quickly appear clas-
sical [5].
Ultimately, it is up to experiments to probe the bound-
ary between the quantum and classical worlds, and much
progress has been made in this direction in recent decades
[6–8]. A wide variety of systems have been explored, in-
cluding interference of large molecules [9, 10], superposi-
tions of coherent states in photonic systems [11], super-
conducting circuits behaving as large-scale qubits [12],
and the control of low-lying vibrational states of mi-
cromechanical oscillators [13].
Given this diversity, we need a general way to quantify
how well each experiment has achieved its aim of creating
large-scale quantum coherence. Beginning with ideas by
Leggett [6, 14], a variety of measures of ‘quantum macro-
scopicity’ have been proposed, each motivated differently
and aiming to capture a different potentially macroscopic
quantum property. Some assume that the given state is
a superposition of the form ∣ψ0⟩ + ∣ψ1⟩ and quantify to
what extent the two branches are macroscopically dis-
tinct [15–17] or useful for interferometry [18]. Others
apply to more general states of systems of many qubits
[19], continuous-variable modes [20] and mechanical ob-
jects [21].
These various approaches do not share any precise uni-
fying principles. Inspired by recent work on quantifying
coherence [22, 23], we propose a mathematical framework
of very general applicability for defining macroscopic co-
herence and give criteria to be satisfied by measures. This
aims to provide a rigorous meaning to the notion of a
macroscopic superposition. We show that this is math-
ematically equivalent to an instance of the resource the-
ory of asymmetry, which describes the available states
and operations under symmetry constraints. Via this
approach, we give a solid motivation to a previously pro-
posed measure of macroscopicity based on the quantum
Fisher information, and show that a particular measure
based on phase space structure fails one of the criteria.
Defining the problem.— Let us suppose that, for a
given experiment of the kind mentioned above, there is
some particular ‘macroscopic observable’ A of interest.
This is always a quantity which makes sense to use for
the classical macroscopic scale description of the system:
the centre of mass for molecular interference or microme-
chanical oscillators; a field quadrature for a photonic cat
state; the current for a superconducting circuit. We can
say that such an experiment has created macroscopic
coherence when there is a superposition of states with
macroscopically different values of A. Thus we must first
be able to quantify coherence associated with a superpo-
sition of states differing from one another in A-value by
a fixed amount δ; we will later call this δ-coherence.
There has recently been progress in rigorously quanti-
fying coherence (with respect to some fixed basis) using
the framework of resource theories [22]. In general re-
source theories, ‘free states’ are states containing no re-
source and ‘free operations’ are those which are unable to
create the resource. When the resource is coherence, the
free (i.e., incoherent) states are all diagonal states in the
preferred basis; the free (i.e., incoherent) operations are
those which take any incoherent state to another incoher-
ent state. A measure of a general resource must vanish
for free states and never increase under free operations –
thus measures of coherence can be defined.
One might attempt to define macroscopic coherence in
this way, with reference to the eigenbasis ∣i⟩ of the ob-
servable A = ∑i ai ∣i⟩⟨i∣. However, this formalism is not
2appropriate: the incoherent operations permit arbitrary
permutations of the basis states, allowing for instance
a ‘microscopic superposition’ (∣i⟩ + ∣j⟩)/√2 with a small
difference δ = ai −aj to be turned into one with a macro-
scopic value of δ. In short, the resource theory of coher-
ence is ignorant of the values ai of the observable.
To rectify this, we introduce the notion of δ-coherence
to be coherence associated with a superposition of ∣i⟩ and
∣j⟩ such that ai − aj = δ. Formally, by expanding a state
ρ = ∑i,j ρi,j ∣i⟩⟨j∣, we can identify the part containing all
the δ-coherence as
ρ(δ) ∶= ∑
i,j∶ai−aj=δ
ρi,j ∣i⟩⟨j∣ . (1)
The entire state can be expressed as ρ = ∑δ∈∆ ρ(δ), where
∆ ∶= {ai − aj}i,j is the set of all eigenvalue differences of
A.
We consider the amounts of δ-coherence for each δ to
all be resources of independent interest. Hence we define
the free operations to be such that δ-coherence cannot be
created from a state with none initially. To do this, we
must impose that δ-coherence cannot be turned into δ′-
coherence for δ ≠ δ′ – without this constraint, a state with
only δ-coherence could be turned into one with nonzero
δ′-coherence. Thus a free operation E is any quantum
operation (it need not be trace-preserving, as we allow
nondeterministic operations) such that
E(ρ)(δ) = E(ρ(δ)) ∀δ ∈∆. (2)
As we have seen, in accordance with resource theories,
we demand several properties of a measure M. Firstly,
it must be nonnegative and vanish for states with no
coherence:
(M1): M(ρ) ≥ 0 and M(ρ) = 0⇔ ρ = ρ(0).
Furthermore, M should not increase under a free op-
eration – and if there are various possible outcomes, it
should not increase on average:
(M2a): For a deterministic free operation E (such that
TrE(ρ) = 1), M(ρ) ≥M(E(ρ))
(M2b): For E = ∑α Eα such that each Eα satisfies (2),M(ρ) ≥ ∑α pαM(σα), where the outcome σα =Eα(ρ)/pα occurs with probability pα = TrEα(ρ).
Measures satisfying these conditions are said to be mono-
tones. Another condition which one often demands is
convexity, meaning that a measure does not increase un-
der mixing:
(M3): M(∑i piρi) ≤ ∑i piM(ρi).
These conditions should be familiar from properties of en-
tanglement measures, where the free states are separable
and the free operations are LOCC (local operations and
classical communication). They are not all independent
– (M2b) and (M3) together imply (M2a).
The theory we have built up is actually a special case
of the resource theory of quantum reference frames, also
known as asymmetry [24]. Our free operations are sym-
metric (or covariant) with respect to the transformations
Tx(ρ) ∶= e−ixAρeixA, x ∈ R, meaning that E(Tx(ρ)) =
Tx(E(ρ)).
Equation (1) is called a decomposition into modes of
asymmetry in [25]. As noted there, the trace norm
∥X∥Tr ∶= Tr(√X†X) provides a set of monotones ∥ρ(δ)∥Tr
satisfying (M2). This in fact works for any norm ∥ ⋅ ∥
which is contractive under trace-preserving operations,
meaning ∥E(X)∥ ≤ ∥X∥, and convex. Then ∥ρ(δ)∥ is a
measure of the δ-coherence in ρ. (A weaker form of (M1)
is satisfied, as this vanishes when the state has no δ-
coherence.)
The concept of δ-coherence answers the question ‘how
much coherence does a state have at a scale δ?’ To quan-
tify macroscopic coherence, we would like a measure tak-
ing all scales into account, giving higher weight to larger
δ. For this we suggest an additional condition imposing
a strict order on the simplest superpositions:
(M4): Let ∣ψ⟩ = 1√
2
(∣i⟩ + ∣j⟩) and ∣φ⟩ = 1√
2
(∣k⟩ + ∣l⟩). If
∣ai − aj ∣ > ∣ak − al∣ then M(∣ψ⟩⟨ψ∣) >M(∣φ⟩⟨φ∣).
Constructing measures.—We now use some results de-
rived in asymmetry to construct measures satisfying (M1-
4). The first result applies to the variance V (∣ψ⟩ ,A) ∶=
⟨ψ∣A2∣ψ⟩ − ⟨ψ∣A∣ψ⟩2:
Theorem 1. V (∣ψ⟩ ,A) satisfies (M1), (M2a), (M2b)
and (M4) for pure states.
Proof. Lemma 8 in [26] proves (M1), (M2a) and (M2b)
for the case of U(1) reference frames. Simple modifi-
cations suffice to prove the slightly more general case
considered here (see Appendix B). (M4) is clear from
V ((∣i⟩+ ∣j⟩)/√2,A) = 1
4
(ai − aj)2.
An extension to mixed states is achieved by the quan-
tum Fisher information [27]. In its most general form
the quantum Fisher information F(ρx) is defined for a
family of states ρx depending on a continuous real param-
eter x (or possibly multiple parameters), and evaluated
at some x0. Then F(ρx)∣x=x0 ∶= 4 ∂2xD2B(ρx0 , ρx)∣x=x0 , in
terms of the Bures distance DB(ρ,σ) ∶= 2(1 − F (ρ,σ)),
where F (ρ,σ) = Tr√√ρσ√ρ is the fidelity. Thus F(ρx)
measures the rate of change of the state with respect to
x.
We need the Fisher information measuring the sensitiv-
ity of the state under the transformations Tx, F(ρ,A) ∶=F(e−ixAρeixA)∣
x=0. This can be expressed as
F(ρ,A) = 2∑
a,b
(λa − λb)2
λa + λb ∣⟨ψa∣A∣ψb⟩∣
2, (3)
where ρ = ∑a λa ∣ψa⟩⟨ψa∣ is a spectral decomposition and
the sum is over all a, b such that λa + λb > 0. For pure
states, F(∣ψ⟩⟨ψ∣ ,A) = 4V (∣ψ⟩ ,A).
3Theorem 2. The quantum Fisher information F(ρ,A)
satisfies (M1-4) for all states.
Proof. Any state ρ can be decomposed in many ways as
a mixture of pure states: ρ = ∑µ pµ ∣ψµ⟩⟨ψµ∣, where the
pµ form a probability distribution (the ∣ψµ⟩ need not be
orthogonal). This lets us do a convex roof construction
to extend any real-valued function f of pure states to
mixed states: fCR(ρ) ∶= inf{pµ,∣ψµ⟩} ∑µ pµf(∣ψµ⟩), where
the optimisation is over all possible such decompositions.
By construction, this is convex and reduces to f for pure
states.
It was shown in [28] in the context of asymmetry that
the convex roof of any pure state measure satisfying
(M1-2) is a monotone on all states. Given Lemma 1,
the convex roof of the variance is therefore a monotone.
This quantity was called the ‘frameness of formation’ in
[28], but it has actually been shown more recently that
1
4
F(ρ,A) is the convex roof of V (∣ψ⟩ ,A) [29, 30].
Note that other asymmetry monotones satisfying
(M1-3) exist, such as the relative entropy measure
minσ∈I S(ρ∣∣σ) = minσ∈I Tr(ρ logρ − ρ logσ), where I is
the set of incoherent states. However, this does not
depend on the eigenvalues of A, so fails (M4). The
Wigner-Yanase-Dyson skew information [31] Isk(ρ,A) ∶=− 1
2
Tr([√ρ,A]2) is also a monotone [32, 33] and sat-
isfies (M4), but is essentially equivalent to F in that
Isk(ρ,A) ≤ F(ρ,A) ≤ 2Isk(ρ,A) [34].
The theorem below, following [26, 28], demonstrates
the meaning of F in terms of the equivalence of many
copies of a given state with many copies of a chosen ref-
erence state.
Theorem 3. Let ∣φ⟩ be a reference state with V (∣φ⟩ ,A) =
A0. Coherence for n copies is defined via the observable∑ni=1Ai. Then in the limit of large n, ∣ψ⟩⊗n and ∣φ⟩⊗m
have the same δ-coherence for all δ, such that m/n =
V (∣ψ⟩ ,A)/A0.
For mixed states, the minimal average ratio m/n
over all pure state decompositions ρ = ∑µ pµ ∣ψµ⟩⟨ψµ∣ isF(ρ,A)/(4A0).
Proof. See Appendix C for details. The idea is that the
central limit theorem guarantees that the distribution of
∑ni=1Ai tends to a normal distribution which is charac-
terised fully by its mean and variance. The δ-coherence
depends only on this distribution; it is independent of the
mean but proportional to the number of copies. The final
statement follows from the convex roof property.
Evaluating existing measures.— i) The measure by
Fro¨wis and Du¨r : In [19], the authors compared vari-
ous measures of macroscopicity for systems of N qubits
[15, 16, 18, 35]. They proposed a measure based on the
quantum Fisher information:
NF(ρ) ∶=max
A∈A
1
4N
F(ρ,A), (4)
where A is the set of all observables that can be written
as A = ∑Ni=1Ai over local Ai, each acting on a single qubit
i and with bounded spectrum (∥Ai∥ = 1 for some norm)
[36]. Thought of as a total spin, these could reasonably
be described as macroscopic observables.
This measure was motivated by its ability to capture
some supposedly macroscopic quantum properties. For
instance, NF > k − 1 indicates genuine k-body entangle-
ment [37, 38]. Fisher information is also a central quan-
tity in quantum metrology [39]. F(ρ,A) = O(N2) en-
ables an unknown parameter x encoded in a state via
Tx to be estimated with precision ∆x ∝ 1/N compared
with the classical ‘shot-noise’ scaling ∆x ∝ 1/√N forF(ρ,A) = O(N). So NF measures the highest quantum
improvement of a given state over the classical bound for
estimating transformations Tx generated by any observ-
able in A.
NF has been called an ‘effective size’; it is supposed
to measure the size up to which quantum properties are
significant. Our framework helps justify NF more rigor-
ously as a measure of macroscopicity:
Observation 1. The quantity NF measures the maxi-
mum macroscopic coherence, according to the quantum
Fisher information, over all observables in A.
Note that if we take the reference state in Theorem
3 to be a product of single-qubit states ⊗Ni=1 ∣φi⟩ with
V (∣φi⟩ ,Ai) = 1, then the average ratio of copies is exactlyF(ρ,A)/(4N).
This measure could in principle be applied to any phys-
ical system, as long as one can convincingly choose a setA of macroscopic observables. To illustrate this, we shall
look at an example. For N continuous-variable bosonic
modes with annihilation and creation operators ai and
a
†
i , it has been suggested to maximize the Fisher infor-
mation over sums of quadratures [40, 41]. Then the set
A contains xθ ∶= ∑Ni=1 xθii , where θ ∶= {θ1, . . . , θN} and
xθii ∶= cos(θi)xi + sin(θi)pi is a rotated quadrature of the
ith mode with associated conjugate quadratures satisfy-
ing the canonical commutation relation [xi, pi] = i.
For a single mode and a fixed quadrature x, V (∣ψ⟩ , x)
is the (squared) dispersion in x of the phase space dis-
tribution of ∣ψ⟩. The free operations also have a sim-
ple interpretation using Lemma 2 of [26]: they can
be constructed from phase space displacements, ρ →
eαa
†−α∗aρe−αa
†+α∗a, and generalized measurements of x,
ρ → MρM † with M = ∫ dxf(x) ∣x⟩⟨x∣ . A reasonable
choice of reference state for Theorem 3 is any coherent
state ∣α⟩ (defined by a ∣α⟩ = α ∣α⟩), which has many clas-
sical properties. Since V (∣α⟩ , x) = 1/2, we find that n
copies of ∣ψ⟩ are equivalent to nV (∣ψ⟩ , x)/2 copies of ∣α⟩.
Maximizing over quadratures, NF(∣ψ⟩⟨ψ∣) is the
largest dispersion over all directions in phase space. For
a number eigenstate ∣n⟩, a superposition of coherent
states ∣α⟩+∣−α⟩ and a quadrature-squeezed coherent state
e(ξ
∗a2−ξa†2)/2 ∣α⟩ – all typically described as nonclassical
states – it is simple to show thatNF scales approximately
4with the expected number of particles.
ii) The measure by Lee and Jeong [20]: This measure
for systems of N modes aims to quantify nonclassical-
ity associated with oscillations in the Wigner function
in phase space [42]. We define a displacement operator
D(α) ∶= ∏i eαia†i−α∗i ai , where α = (α1, α2, . . . , αN ). We
write their measure as
NLJ(ρ) ∶= 1
2piN
∫ d2Nα ∣α∣2∣χρ(α)∣2, (5)
where ∣α∣2 ∶= ∑Ni=1∣αi∣2 and χρ(α) ∶= Tr[ρD(α)] is the
characteristic function [43].
Theorem 4. The measure NLJ has the following prop-
erties:
(a) It measures the rate of decrease of purity under a
certain decoherence model: NLJ(ρ) = − 12∂tTr(ρ2)
with ∂tρ = L(ρ) ∶= − 14 ∑Ni=1[xi, [xi, ρ]] + [pi, [pi, ρ]].
(b) Define the quantity IL(ρ,A) ∶= − 12 Tr([ρ,A]2),
which was proposed as an observable lower bound to
coherence in [33]. Then NLJ(ρ) = 12 ∑Ni=i IL(ρ,xi)+
IL(ρ, pi).
(c) 1
N
NLJ(ρ) ≤ NF(ρ) ∶=maxθ 14NF(ρ,xθ).
Proof. Part (a) follows from a direct calculation that
shows ∂tχ(α) = − 12 ∣α∣2χ(α) (see Appendix D), while (b)
is a simple matter of evaluating NLJ(ρ) = −Tr[ρL(ρ)]
and using Tr(ρ[A, [A,ρ]]) = Tr([ρ,A]2). For (c), it suf-
fices to write IL(ρ,A) = 12 ∑a,b(λa − λb)2∣⟨ψa∣A∣ψb⟩∣2 and
compare with (3) to see that IL(ρ,A) ≤ 14F(ρ,A). It
is easy to check that L is isotropic in the sense that
xi, pi can be replaced with x
θi
i , x
θi+pi/2
i for any θi. Then
NLJ(ρ) ≤maxθ IL(ρ,xθ) ≤maxθ 14F(ρ,xθ).
The original paper related the measure to a deco-
herence model slightly different from that in (a). We
note in passing that this provides a connection with a
measure based on the rate of decoherence under an in-
trinsic collapse model in mechanical phase space [21].
As shown in Appendix E, in a natural limit their de-
coherence model for a single massive object is ∂tρ ≈−cx[x, [x, ρ]] − cp[p, [p, ρ]], where cx, cp are coefficients.
However, the measure in [21] is not a straightforward
function of the state, so we cannot make precise state-
ments about (M1-4).
As in [40], we see from (b) that NLJ is additive with
respect to modes and hence cannot capture correlations
– this explains the 1/N normalisation in (c). To remedy
this problem, while putting the measure on an equal foot-
ing with NF by using a maximization over observables,
we define a refined version by
N˜LJ(ρ) ∶=max
θ
1
N
IL(ρ,xθ), (6)
satisfying N˜LJ(ρ) ≤ NF(ρ). Moreover, N˜LJ(∣ψ⟩⟨ψ∣) =
NF(∣ψ⟩⟨ψ∣) for any pure state ∣ψ⟩ because IL, like F/4,
then equals V .
To determine whether N˜LJ is a good measure of macro-
scopicity in the same way as NF , we must ask if IL sat-
isfies (M1-4). The following answers this in the negative:
Observation 2. IL can increase under the free opera-
tions defined by (2).
Proof. Suppose we have the system and an ancilla in a
state ρ ⊗ σ with Tr(σ2) < 1. Then IL(ρ ⊗ σ,A ⊗ I) =
IL(ρ,A)Tr(σ2). Thus the measure increases by replacing
the ancilla with some pure state, which is a free operation
with respect to A⊗ I.
This problem stems from the relation of IL to the
Hilbert-Schmidt distance DHS(ρ,σ) ∶= Tr[(ρ − σ)2]. We
have IL(ρ,A) = 12 ∂2xDHS(ρ, e−ixAρeixA)∣x=0, as for F
and DB. The distance DHS is problematic when used to
define various quantum information-theoretic quantities,
notably measures of entanglement and discord, because
it is not contractive under trace-preserving operations
[44, 45]. This cannot be fixed by simply dividing by the
purity, as it leads to a poor characterisation of mixed
state superpositions [46].
We finally address whether IL is a faithful lower bound
to F . This is true in the sense that IL(ρ,A) = 0 ⇔F(ρ,A) = 0. However, for macroscopicity we are con-
cerned with the scaling of the measure. We provide an
N -qubit example where the two measures exhibit entirely
different scaling.
Observation 3. It is possible to have IL = O(N) butF = O(N2).
Proof. Let N be even and define ρN ∶=
∑N/2−1k=0 2N ∣ψNk ⟩⟨ψNk ∣, where ∣ψNk ⟩ ∶=
1√
2
(∣0N−k1k⟩+ ∣1N−k0k⟩). Then IL(ρN ,∑i σzi ) = O(N),F(ρN ,∑i σzi ) = O(N2). The calculations proceed
from the expansion (3) and the equivalent for IL. See
Appendix F for details.
Conclusions.— In this Letter, we have introduced a
formal framework for quantifying the performance of ex-
periments that aim to create macroscopic quantum co-
herence. This may be seen as a more restricted version of
the recent work on coherence monotones [22]. We have
demonstrated an equivalence with a type of asymmetry
resource theory, enabling us to use existing results about
monotones from that field. We have proved the quantum
Fisher information to be a monotone and demonstrated
its meaning in terms of the coherence of many copies of
a state. This justifies an existing measure of quantum
macroscopicity [19] that uses the Fisher information, but
was not previously motivated rigorously. We have com-
pared this with another measure based on phase space
structure [20], which can be seen as an attempt to quan-
tify quadrature coherence. However, we have shown it is
related to a measure which is not a monotone, and can
significantly underestimate the Fisher information.
We expect our result to be applicable to a wide range of
experiments that test the macroscopic limits of quantum
5mechanics, since it has a very general justification and
the proposed measure is relatively simple to calculate.
It should be possible to assess and compare a variety of
existing systems, as in [21], by taking comparable me-
chanical observables such as total momenta or currents.
There have been recent insights about ways to feasibly
measure the quantum Fisher information [33, 47, 48],
demonstrating that macroscopic coherence could be
witnessed in the laboratory.
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6Appendix A: Characterisation of the free operations
Let E be a completely positive trace-non-increasing operation with associated Kraus operators Kα, such thatE(ρ) = ∑αKαρK†α and ∑αK†αKα ≤ I. Applying Lemma 1 of [26] to the case where Tx forms a representation of either
U(1) or the real line under addition R+, we can always find a set of Kraus operators for E satisfying
Tx(Kα) = e−ixAKαeixA = e−ixδαKα ∀x ∈ R, (A1)
for some set of δα ∈ R. (The functions e−ixδα are irreducible representations of the relevant group.) Writing an
arbitrary operator in the eigenbasis of A, we have
Kα = ∑
δ∈∆
∑
(i,j)∼δ
cα,i,j ∣i⟩⟨j∣ , (A2)
Tx(Kα) = ∑
δ∈∆
e−ixδ ∑
(i,j)∼δ
cα,i,j ∣i⟩⟨j∣ , (A3)
where the notation (i, j) ∼ δ means that ai − aj = δ. Thus condition (A1) can only be satisfied when δα ∈∆ and then
is equivalent to Kα =K(δα)α .
Appendix B: Monotonicity of variance
We will not repeat the proof of Lemma 8 in [26], but instead note that the only point where a proof of our case
differs slightly is in the evaluation of the commutator [A,Kα]. The original assumes that A = Nˆ has a harmonic
spectrum (its eigenvalues are all the nonnegative integers), and uses the fact that [Nˆ ,Kα] = kαKα for some kα ∈ Z.
In our case, as shown above, the Kraus operators can always be written in the form Kα = ∑(i,j)∼δα Kα,i,j ∣i⟩⟨j∣ for
some δα ∈∆. Then
[A,Kα] = ∑
(i,j)∼δα
cα,i,j[A, ∣i⟩⟨j∣]
= ∑
(i,j)∼δα
cα,i,j(ai − aj) ∣i⟩⟨j∣
= δαKα, (B1)
and the remainder of the proof continues unaffected by the replacement Nˆ → A, kα → δα.
Appendix C: Asymptotic meaning of Fisher information
Our proof follows the ideas in [26, 49]. We take the observable of interest, A, to have a continuous spectrum
(although the idea of the proof is the same in the discrete case). For any pure state we write ∣ψ⟩ = ∫ dxψ(x) ∣ψx⟩, such
that each ∣ψx⟩ is normalized by ⟨ψx∣ψy⟩ = δ(x − y) and A ∣ψx⟩ = x ∣ψx⟩. Then, for n copies,
∣ψ⟩⊗n = ∫ dX√pn(X) ∣ΨX⟩ , (C1)
√
pn(X) ∣ΨX⟩ ∶= ∫∑nx=1 xi=Xdx
n
⊗
i=1
ψ(xi) ∣ψxi⟩ , (C2)
pn(X) = ∫∑nx=1 xi=Xdx
n
∏
i=1
∣ψ(xi)∣2, (C3)
where x = (x1, . . . , xn). Now pn(X) is just the probability density that the values of the observables Ai all sum to X ,
given that they individually have the distribution ∣ψ(xi)∣2. Under a set of reasonable assumptions, the central limit
theorem says that as n→∞, pn(X) tends to a normal distribution with mean n ⟨ψ∣A∣ψ⟩ and variance σ2 = nV (∣ψ⟩ ,A).
For the δ-coherence, we have
(∣ψ⟩⟨ψ∣⊗n)(δ) = ∫ dX√pn(X + δ)pn(X) ∣ΨX+δ⟩⟨ΨX ∣ . (C4)
7If we now do the same for m copies of the reference state ∣φ⟩, replacing the distribution pn(X) with qm(X), it is clear
that for any norm, ∥(∣ψ⟩⟨ψ∣⊗n)(δ)∥ = ∥(∣φ⟩⟨φ∣⊗m)(δ)∥ as long as pn(X) = qm(X −X0) with some constant shift X0.
This is guaranteed by the central limit theorem when m/n = V (∣ψ⟩ ,A)/V (∣φ⟩ ,A).
As in [26, 49], we must note that if ψ(x) or φ(x) vanish anywhere, then the application of the central limit theorem
does not necessarily work. However, negligible amounts of extra resources suffice to remove these gaps.
Appendix D: Decoherence model for ILJ
We first assemble some useful facts for a single mode [42]:
⟨β∣α⟩ = e− 12 ∣β−α∣2+ 12 (αβ∗−α∗β), (D1)
D(α)D(β) = e 12 (αβ∗−α∗β)D(α + β), (D2)
1
pi
∫ d2α ∣α⟩⟨α∣ = I. (D3)
Using these, we have
TrD(α) = 1
pi
∫ d2β ⟨β∣D(α)∣β⟩
= 1
pi
e−∣α∣
2
∫ d2β eαβ
∗−α∗β
= pi δ2(α), (D4)
from which it follows that we can write (in the N -mode case)
ρ = 1
piN
∫ d2Nα χ(α)D(−α). (D5)
Under the model in Theorem 4a, using [xi,D(α)] =√2R(αi)D(α) and [pi,D(α)] =√2I(αi)D(α), we have
∂tρ = −1
4
N
∑
i=1
1
piN
∫ d2Nα (2R(αi)2 + 2I(αi)2)χ(α)D(−α)
= − 1
2piN ∫ d
2Nα ∣α∣2χ(α)D(−α), (D6)
and so ∂tχ(α) = − 12 ∣α∣2χ(α).
Finally, we calculate the rate of loss of purity:
−1
2
∂tTr(ρ2) = −Tr(ρ∂tρ)
= − 1
pi2N
∫ d2Nαd2Nβ χ(α)∂tχ(β) Tr[D(−α)D(−β)]
= − 1
pi2N
∫ d2Nαd2Nβ χ(α)∗∂tχ(β) Tr[D(α)D(−β)]
= − 1
pi2N
∫ d2Nαd2Nβ χ(α)∗∂tχ(β) e 12 (−α.β∗+α∗.β)Tr[D(α − β)]
= − 1
pi2N
∫ d2Nαd2Nβ χ(α)∗∂tχ(β) e 12 (−α.β∗+α∗.β)piN δ2N(α −β)
= − 1
piN
∫ d2Nα χ(α)∗∂tχ(α)
= 1
2piN
∫ d2Nα ∣α∣2∣χ(α)∣2
= ILJ(ρ) (D7)
as required.
8Appendix E: Decoherence model of Nimmrichter and Hornberger
The general form of their modification is rather complex; for simplicity, while highlighting the important features, we
take the case where the system may be well approximated by a point-like object of mass M moving in one dimension.
Then we can write the modification in a single-particle form
L1(ρ) = 1
τ
(∫ dsdq g(s, q)W (s, q)ρW (s, q)† − ρ) , (E1)
where W (s, q) ∶= ei(spˆ−qxˆ)/h̵ is a displacement of the position and momentum of the object. τ and g(s, q) both depend
on M , as well as some chosen reference constants that specify the scale of the problem. The exact form of g(s, q) is
not supposed to be essential – the authors take it to be a normalized Gaussian. Its standard deviations in s and q are
me
M
σs and σq, where me, σs and σq are some of the reference constants. me is chosen to be the electron mass, while
the restrictions σs ≲ 20 pm and h̵/σq ≳ 10 fm are imposed in order to stay within the nonrelativistic regime.
It is simple to show from (E1) that when the all the dynamics come from L1, then ∂tχρ(r, p) = − 1τ [1−g˜(r, p)]χρ(r, p),
where g˜(r, p) ∶= ∫ dsdq g(s, q)e−i(ps−rq)/h̵ [50]. Note that the bounded nature of g˜(r, p) means that the deco-
herence rate always saturates at some maximum [21]. Whenever we are far from saturation, we have ∂tχρ ≈
− 1
τ
[(meσsr
Mh̵
)2 + (σqp
h̵
)2]χρ(r, p). Given that 1τ ∝ M2, it follows that the decoherence model may be well approxi-
mated by
∂tρ ≈ −constant × [(meσs)2[xˆ, [xˆ, ρ]] + (Mσq)2[pˆ, [pˆ, ρ]]] . (E2)
Appendix F: Scaling of IL versus F
Here we calculate F(ρ,Z), where Z ∶= ∑Ni=1 σzi , for any N -qubit state ρ of the form
ρ =∑
x,s
ps
x
∣ψs
x
⟩⟨ψs
x
∣ , (F1)
∣ψ±
x
⟩ = 1√
2
(∣0⟩ ∣x⟩± ∣1⟩ ∣x¯⟩) , (F2)
where x = (x2, x3, . . . , xN) ∈ {0,1}N−1, x¯ ∶= 1 − x and s ∈ {+,−}. Note that the form given above is a spectral
decomposition of ρ. One can also easily verify the matrix elements
⟨ψ+
x
∣Z ∣ψ+
y
⟩ = ⟨ψ−
x
∣Z ∣ψ−
y
⟩ = 0,
⟨ψ+
x
∣Z ∣ψ−
y
⟩ = (N − 2n(x)) δx,y, (F3)
where n(x) ∶= ∑Ni=2 xi. Putting this into equation (4) in the main text, we obtain
F(ρ,Z) = 4∑
x
(p+
x
− p−
x
)2
p+
x
+ p−
x
(N − 2n(x))2. (F4)
In particular, when all p−
x
= 0, we have
F(ρ,Z) = 4∑
x
p+
x
(N − 2n(x))2. (F5)
The example state ρN in Observation 3 is a special case of the above, so that
F(ρN , Z) = 4
N/2−1
∑
k=0
2
N
(N − 2k)2
= 4
3
(N + 1)(N + 2) = O(N2). (F6)
On the other hand, one finds that
IL(ρN , Z) =
N/2
∑
k=0
( 2
N
)2 (N − 2k)2 = O(N). (F7)
