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ABSTRACT 
A real finite-dimensional space with indefinite scalar product having v_ negative 
squares and u+ positive ones is considered. The paper presents a classification of 
operators that are normal with respect to this product for the cases min{v_, v +} = 1,2. 
The approach used here was developed in papers by Gohberg and Reichstein and by 
the authors, where a similar classification was obtained for complex spaces with 
v = min{v_, v+} = 1,2, respectively. 0 Elsevier Science Inc., 1997 
1. INTRODUCTION 
Consider a real linear space R” with an indefinite scalar product [*, * 1. By 
definition, the latter is a nondegenerate sesquilinear Hermitian form. If the 
ordinary scalar product (e, * ) is fKed, then there exists a nondegenerate 
Hermitian operator H such that [x, y] = (Hx, y)Vx, y E R”. If A is a 
linear operator (A : R” + R”), then the H-adjoint of A (denoted by A[*]) is 
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defined by the identity [ At’lx, y] = [x, Ay]. An operator N is called H-nor- 
mal if NNi’l = Nt’lN; an operator U is called H-unitary if UUi’] = I, where 
Z is the identity transformation. 
Let V be a nontrivial subspace of R”. The subspace V is called neutrd if 
[x, y] = OVx, y E V. If from the conditions x E V and Vy E V [x, y] = 0 
it follows that x = 0, then V is called nondegenerate. The subspace Vt ’ 1 is 
defined as the set of all vectors x E R” : [x, y] = 0 Vy E V. If V is nonde- 
generate, then Vi ’ 1 is also nondegenerate and V + Vt ’ 1 = R”. 
A linear operator A acting in R” is called decomposable if there exists a 
nondegenerate subspace V c R” such that both V and Vt ’ 1 are invariant for 
A or (what is the same) if V is invariant for both A and At’]. Then A is the 
orthogonal sum of A, = A I v and A, = A I “~1 I. If an operator A is not 
decomposable, it is called indecomposable. 
Throughout what follows, by the rank of a space we mean v = 
min(v _ , v + 1, where v _ (v + ) is the number of negative (positive) squares of 
the quadratic form [x, xl, i.e., the number of negative (positive) eigenvalues 
of the operator H. Note that without loss of generality it can be assumed that 
v_ < v+ [otherwise H can be replaced by -H; the latter (nondegenerate 
Hermitian operator) has opposite eigenvaluesl. Later on we assume that 
V-G u+. 
The problem is to obtain a complete classification for H-normal operators 
acting in R”, i.e., to find a set of canonical forms such that any H-normal 
operator can be reduced to one and only one of these forms. Since it is 
sufficient to solve the problem only for indecomposable operators, for any 
nondegenerate Hermitian matrix H and for any indecomposable H-normal 
matrix N we would like to single out one and only one of the canonical pairs 
of matrices (N, H} so that the pair {N, H} is unitarily similar to (N, I?] (two 
pairs of matrices {N,, H,} and IN,, H,}, where H, and H, are nondegener- 
ate Hermitian matrices, are called unitdy simdar if N, = I’-‘N,T, H, = 
T*H,T for some invertible matrix T; if H, = H,, then they are H,-unitady 
similar). In what follows such a classification is presented for operators acting 
in spaces of rank 1 and 2. 
As in [2], we will denote by I, the identity matrix of order r X r, by 0,. 
the r x r matrix with I’s on the secondary diagonal and zeros elsewhere, and 
byA@Be *a* @ C a block diagonal matrix with blocks A, B, . . . , C. 
2. ON DECOMPOSITION OF H-NORMAL OPERATORS 
IN REAL SPACES 
Let an H-normal operator N act in R” and have p distinct real 
eigenvalues A,, A,, . . . , A, and 9 distinct pairs of complex conjugate eigen- 
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if l<k<p 
if p<k<p+q, 
Qij = {x: qi(N)x = ~(N’*])x = O}, i,j=l,..., p+q, 
C2 = {(i, j) : Qij Z (0)). 
PROPOSITION 1. The subspaces Qij have the following properties: 
(1) Qij n Qkl = (0) V(i, j> + (k, O. 
(2) Cci,j)E a Qij = R”. 
(3) Each subspace Qi is invariant for both N and N[*]. 
(4) The eigenvalues o the operator N I Q,j are roots of ++(A); those of the f 
operator N[*l I Q, are roots of q.(A). 
(5) [Qij> QklY = OV(i, j> + (2, k). 
Proof. (1): Suppose (i, j) # (k, 1). Without loss of generality it can be 
assumed that i + k. Let 3x : x E Qij, x E QkI, i.e., cp,(N)x = cpk(N)x = 0. 
Since the polynomials ++(A) and qOk(A) are relatively prime, there exist 
polynomials @iCAl, $$(A) such that the matrix identity Z = I(l( A)q$ A) + 
&(A)rp,(A) is valid. Consequently, x = I,$~(N)~~(N)x + &(N)pk(N)x = 
0. 
(2): The greatest common divisor of the polynomials fr(A) = l-Ii + 1 q+(A), 
(2(A> = l7i+2 q(A), . . . , &,+4(A) = l7i+ P+q vi(A) is equal to 1; therefore, 
there exist polynomials J/r(A), JIZ( A), . . . , $,+,(A) such that Z = 
C,P=+, &(A)&( A) VA. Hence, Vx x = C,p_‘p +J N)&( N)x = Cp,‘p xi [where 
xi = +iCN)ti(N)xI. S ince the product of all rp,(A) annihilates N, we have 
cp,(N)x, = OVi, i.e., R” = Ip=‘p Qi, where Qi = (x : cp,(x) = 0). Similarly, 
each subspace Qi is a direct sum of the subspaces Qij = (X E Qi : pj( N[*I)x = 
0). Disregarding the trivial subspaces Qij, we obtain the desired equality 
‘” = &i,j)E n Qij* 
(3): Since N and Nt’l commute, for all (i, j) and x E Qij we have 
0 = Nqi(N)x = cp,(N)Nx, 0 = N4~,(Nt’~)x = cpj(N[*])Nr, i.e., Nx E Qij. 
One can check in the same way that N[*]x E Qij. 
(4): Let N I o., have an eigenvalue A,, such that cp,( A,) # 0. Then there 
exists a (real or Gmplex) eigenvector x Z 0 corresponding to the eigenvalue 
A,. Since the polynomials A - A,, and cp,( A) are relatively prime, there exist 
polynomials eII( A), &(A) such that the identity Z = &(A)( A - h, I) + 
J12( A)rpi( A) holds for all ( complex) matrices A. Consequently, x = +r( N X N - 
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h,Z)x + &(N)q+(N)x = 0, because (N - A,Z)x = cp,(N)x = 0. The con- 
tradiction obtained shows that all eigenvalues of N I o are roots of q,(A). 
The operator Nl’l I o can be considered in the same Gay. 
(5): Let i # 1. Take arbitrary vectors x E Qij, y E Qk.. Since the eigen- 
values of N IQ_ are not roots of ql( A), the operator cpl( N 1 I o is nondegen- 
erate. Therefoze, 32 E Qij: cpl(N)z = r. We have [x, yl = rq(N)z, yl = 
[z, rpl(N[*])y] = [z,O] = 0. 
The proof of the proposition is completed. ??
Now let Vi = Qii [(i, i) E S21, I$ = spanIQjk, Qkjl [(j, k) E fi,j < kl. 
The subspaces Vi, V$ are mutually orthogonal, the intersection of any two of 
them is zero, and their sum is R”. It follows from the nondegeneracy of H 
that each subspace Vi, Vjk is nondegenerate. The restriction N I “, has the 
sole real eigenvalue hi if i < p or the pair of complex conjugate eigenvalues 
q f i pi if i > p. The restriction N I v,k has two distinct real eigenvalues AI, 
A, if j, k G p, one real eigenvalue Aj and the pair of complex conjugate 
eigenvahies ffk f i Pk if j < p, k > p, Or tw0 dktinCt phS aj k i Pj, ak I!I 
iPk ifj,k>p. 
Thus, we have proved the following lemma: 
LEMMA 2. Any H-normal operator N acting in R” is an orthogonal sum 
of H-normal operators each of which has one of the following sets of 
eigenvalues: 
(a> one real eigenvalue; 
(b) two distinct real eigenvalues; 
Cc> two complex conjugate eigenvalues; 
(d) one real and two complex conjugate eigenvalues; 
(e> two distinct pairs of complex conjugate eigenvalues. 
This lemma shows the principal difference between real and complex 
spaces, because indecomposable operators acting in complex spaces have 
either one or two distinct eigenvalues (Lemma 1 from [l]). 
3. CLASSIFICATION OF H-NORMAL OPERATORS ACTING IN 
SPACES OF RANK 1 
This section is closely related to [l]. 
Let us classify indecomposable H-normal operators acting in a space R” 
of rank 1. According to Lemma 2, we can consider only operators having one 
of the sets of eigenvalues (a)-(e). However, for a space of rank 1 not all 
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variants are possible, namely, the alternatives (d) and (e) cannot be realized. 
Indeed, if N I (or N[*l I & has two eigenvalues (Y f i/3, the subspace 
Qlz is necessan y of dimension 2 or higher. However, since Qlz is neutral, ?{’ 
dim Qlz < 1. Thus, alternatives (d) and (e> are impossible. Let us consider 
the remaining variants and prove the following theorem: 
THEOREM 3. Zf an indecomposable H-normal operator N (N : R” + Ii”) 
acts in a space with in&finite scalar product having v_ = 1 negative squares 
and v + > 1 positive ones, then 2 < n Q 4 and the pair {N, H) is unitarily 
similar to one and only one of the following canonical pairs: 
N= 
H=D,, 
N= H = D,, 
N= 
! A N= 0 0 
A10 0 
0 A 0 cos a 
0 0 A sin (Y 
000 A 
1 r 
A -1 
0 A 
(1) 
(2) 
kl, H = D,, (3) 
I H = D,, 
H = D,, 
, o<a<n, H= 
0 0 1 
0 I2 0 
1 0 0 
(4) 
(5) 
I . (6) 
The proof of the theorem is presented in the following subsections. 
3.1. One Real Eigenvalue of N 
Let us take advantage of Proposition 1 from [2], which is proved for 
complex spaces but is valid for real ones as well: 
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If an indecomposable H-normal operator N : R” --f R” (n > 1) has the 
sole eigenvalue A, then there exists a decomposition of R” into a direct sum 
of subspaces 
S,={x:(N-hZ)x=(N[*]-hZ)x=O}, (7) 
S, S, such that 
I N' = AZ * N= 0 0 
where N’ : S, + S,, N, : S + S, N” : S, + S,, the internal operator N, is 
HI-normal, and the pair (N,, H,} is determined up to unitary similarity. To go 
over from one decomposition R” = S, -l- S t S, to another by a transforma- 
tion T it is necessary that the matrix T be block triangular with respect to 
both decompositions. 
Since S, is neutral, dim S, = 1. According to Proposition 2 from [2], if 
the subspace S, is one-dimensional, then the operator N is indecomposable. 
So it is not necessary to check the indecomposability for each canonical form 
to be obtained in this subsection. As H has one negative eigenvalue, H, has 
only positive eigenvalues and one can assume that H, = I, N, = AZ. Later 
on we will no longer stipulate that H, = I, N, = AZ. By Theorem 1 of [21 (it 
is also valid for real spaces), n < 4. Consider the cases n = 2,3,4 succes- 
sively. 
3.1.1. n = 2. The matrices N and H have the form (8): 
N= (; ;), H=(; ;). 
Since S, f~ S, = {0}, a # 0. Let G1 = mv,, 6, = l/ mu2. Then we do 
not change the matrix H, but reduce N to the form (3). Since (3) is a special 
case of the canonical form (16) from [l, Theorem 11, the number z is an 
H-unitary invariant, i.e., two forms (3) with different values of z are not 
H-unitarily similar. 
3.1.2. n = 3. The matrices N and H have the form (8): 
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The condition of the H-normality of N is 
If a = 0, then c = 0 and us E S,, which is impossible because of the 
condition S, n S = (0). Therefore, a # 0. Let 6i = uz)i, ii, = l/q. Then 
we reduce N to the form 
x= +1, 
without changing the matrix H. If x = 1, take the H-unitary transformation 
T (throughout what follows, only H-unitary transformations are used unless 
otherwise stipulated): 
It reduces N to the form (4). If x = - 1, the number b’ turns out to be 
H-unitary invariant. Indeed, let 
and some matrix T = {tij),f j = 1 satisfy the conditions 
NT = TEj, (9) 
TT[*] = 1. (10) 
Then, according to Proposition 1 from [2], T is block triangular with respect 
to the decomposition R” = S, t S t S,, i.e., upper triangular. The condition 
(9) implies 
t,, = t,, = t,,, 
(11) _ t, + rt,, = rt,, - t,,. 
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Since the diagonal terms of T are equal to each other, from (10) it follows 
that t,, + t,, = 0. Then from (11) we get r = i, Q.E.D. 
The forms obtained are not H-unitarily similar. Indeed, let an H-unitary 
matrix T = {tij}f j = 1 reduce the first form to the second. Since T is upper 
triangular (Proposition 1 from [2]>, from (9) it follows that t,, = t,, = -t,,, 
which is impossible because the condition (10) implies t,,t,, = 1. Thus, we 
have obtained two canonical forms: (4) and (5). 
3.1.3. n = 4. The matrices N and H have the form (8): 
0 0 0 A 
The condition of the H-normality of N is 
a2 + b2 = d2 + e2. (12) 
Since a2 + b2 # 0 (otherwise 02, us E S,, which is impossible), without loss 
of generality it can be assumed that a Z 0. Taking 6, = avl, 6, = v,/a, we 
reduce N to the form 
A 1 b’ c’ 
N= i 0 A 0 d’ 0 A e  1 ’ 
000 A 
Further, let us apply the transformation 
‘JGT \ 0 0 0 
0 0 
T= 
l/h-T7 -b'/d- 
b'/6-i-= l/LTF . 0 0 
\ 0 0 0 l/M 
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Then we get 
! 
A 1 0 cn’ 
N= 0 A 0 d” 
0 0 A err ’ 
0 0 0 A, 
Note that e” # 0, because otherwise u3 E S,, which is impossible be- 
cause S, f~ S = (0). The number e” can be replaced by -e” by means of the 
(H-unitary) transformation 6, = --~a. So we can assume e” > 0. Moreover, 
it can be assumed that c” = 0. To this end it is sufficient to take the 
transformation 
’ 1 0 Y/e” _ ;c” 2/err 2 \ 
T=Ol 0 0 
00 1 -c’r/e f’ . 
,oo 0 1 1 
Then c” will vanish, and d” and e” will not change. The condition (12) of 
the H-normality of N implies d” = cos a, e” = sin a! [a E (0, r)]. 
We show the H-unitary invariance of the parameter (Y. Let an H-unitary 
matrix T = {tij}t j= 1 reduce N to the form 
‘A 10 0 
s= 0 A 0 cos& 
i 
0 0 A sin & ’ 
is E (0,7r). 
\O 0 0 A 
Then, according to Proposition 1 from [2], T is block triangular with respect 
to the decomposition R” = S, t S + S,, and from (9) it follows that t,, = 0. 
Now the condition (10) yields t,, = 0. 
t11 = 
t, cos CY = 
t, sin cr = 
kpplying (9) again, we have -_ 
t 22 > 
t,, cos CY , 
t,, sin &. 
The condition (10) yields t,,t,, = t&_ = t33 ’ = Lsothatt,, = t,, = t,, = +I. 
Hence, cos cr = cos ~5. Since sin CY, sin & > 0, we have t,, = t,, and sin CY = 
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sin 6. Consequently, 15 = (Y, Q.E.D. Thus, we have obtained the canonical 
form (6). 
3.2. Two Distinct Real Eigenvalues of N 
According to Proposition 1, in this case 
N= (2 12), H=(t i), a#O. 
It can be assumed that a = 1 (to this end it is sufficient to take G, = vJa, 
_ 
v2 = v2). Since the order of eigenvalues is not fmed, we can assume that 
A, < A,. Thus, we have obtained the canonical pair (1). 
3.3. Two Complex Conjugate Eigenvalues of N 
Let N have two distinct eigenvalues A = (Y + i/3, j = (Y - ip. Since N 
and Ni’I commute, there exists a vector z = x + iy (x, y E R”) such that - 
either Nz = AZ, Ni’Iz = AZ or Nz = AZ, Ni’Iz = AZ. In the first case 
[z, Z] = 0. Indeed, xz, Z] = [AZ, Z] = [ Nz, Z] = [z, Ni’IZ] = [a, AZ] = 
A[z, z]. Therefore, (A - A)[ z, Z] = 0; hence [z, 23 = 0. Let us write in 
detail the condition obtained: [x +iy, x - iy] = [x, x] - i[ y, x] - i[r, y] - 
[ y, y] = 0, i.e., [x, y] = 0, [x, x] = [ y, y]. Since the two-dimensional sub- 
space V = span{x, y} cannot be neutral, we have [x, x] # 0. Thus, V is a 
nondegenerate subspace which is invariant for N and Ni*I. For N to be 
indecomposable it is necessary to have R” = V. But [ x, x] = [ y, y 1, i.e., H 
is either positive or negative definite, which contradicts the condition 
min(v_,v+} = 1. Thus, only the case Nz = AZ, Ni’Iz = AZ is possible. It 
can be shown as before that [z, z] = 0, i.e., [x, x] = -[ y, y] so that the 
subspace V = span{x, y} is either nondegenerate or neutral. As above, we 
see that V is necessarily nondegenerate and V = R”. Thus, for the basis 
{x, y) we have 
N= ( Tp :), H=(i ta) (a2+b2#0). 
Let us reduce H to the form D, without changing the matrix N. To this 
end it is sufficient to take 
T= 
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where 
-2t,,t,, = a, 
tFl - t& = b 
(it can be checked that this system always has a real solution {t,,, tJ). Then 
(;: -“n) = T*(!j) ;)T, TN= NT. 
One can replace P by -p by means of the H-unitary transformation 
T = D,; therefore, one can assume that p > 0. Thus, we have obtained the 
canonical pair (2). The proof of Theorem 3 is completed. 
4. CLASSIFICATION OF 
SPACES OF RANK 2 
H-NORMAL OPERATORS ACTING IN 
The objective of this section is to prove the following theorem [the 
subspace S, and the internal operator N, are defined in Section 3.1 by (71, 
(81, respectively]: 
THEOREM 4. Zf an indecomposable H-normal operator N (N : R” + R”) 
acts in a space with indefinite scalar product having v_ = 2 negative squares 
and v + > 2 positive ones, then 4 < n < 8 and the pair {N, H} is unitarily 
similar to one and only one of the canonical pairs {(13), (IQ} through {(54), 
(55)). The list of all the canonical pairs is as follows. 
Zf N has one real eigenvalue A, dim S, = 1, the internal operator N, is 
indecomposable, and n = 4, then the pair IN, H) is unitartly similar to the 
canonical pair {(13), (14)): 
(13) 
\o 0 0 A] 
H = D4. (14) 
Zf N has one real eigenvalue A, dim S, = 1, N, is ino?ecomposable, and 
n = 5, then the pair {N, H} is unitarily similar to one and only one of the 
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canonical pairs {(15), (17)}, {(16), (17)): 
/A 1 0 0 o\ 
0 A10 0 
N=O 0 A10 
0 0 0 Al 
\O 0 0 0 A/ 
'A 1 -rl 0 
0 A 1 r1 
N=oo A -1 
00 0 A 
\oo 0 0 
H = D,. 
f-2 
0 
-rl T 
-1 
A 
(15) 
(16) 
(17) 
Zf N has one real eigenvalue A, dim S, = 1, N, is decomposable, and n = 4, 
then the pair (N, H} is unitarily similar to one and only one of the canonical 
pairs KlS>, G'O)), Kl9), (20)): 
‘A 1 0 O\ 
N=O A 0 = 
OOAO' 
\O 0 0 A, 
/A 1 z O\ 
NcoAo r 
0 0 A z/r 
\O 0 0 A/ 
H = D4. 
z=*l, (1% 
2 = +l, 17-1 > 1, (19) 
(20) 
Zf N has one real eigenvalue A, dim S, = 1, N, is decomposable, and n = 5, 
then the pair {N, H) is unitarily similar to the canonical pair {(21), (22)): 
z=+1, r > 0, (21) 
‘A 1 0 $r” 0 
Oh0 z 0 
N=OOA 0 r 
000 A 1 
\OOO 0 A 
H = D,. (22) 
Al000 0 
0 A 10 0 -r-2/2 
N=OOAlO 0 
OOOhO 1 ' 
r > 0, (23) 
0 0 0 0 A 
0 0 0 0 0 ; 
'A 1 -2r, 0 0 0 
Oh 1 r,O -2r,Z + r,2/2 
N=OO A -1 0 0 
00 0 A0 -1 ' 
r2 > 0, (24) 
00 0 Oh r2 
00 0 00 A 
'0 0 0 l\ 
H= ' D, ' ' 
0 010' (25) 
\l 0 0 0, 
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Zf N has one real eigenvalue A, dim S, = 1, Nl is decomposable, and n = 6, 
then the pair (N, H} is unitarily similar to one and only one of the canonical 
pairs {(23), (2511, ((241, (25% 
If N has one real eigenvalue A, dim S, = 2, and n = 4, then the pair {N, H} 
is unitatily similar-to one and only 
{(27), (30)), K28), (3011, ((291, (30)): 
/ A 0 cos CY 
NE ’ A I -sin a 00 A 00 0 
(A 0 0 l\ 
I A 0 +z z’ N= 0 A --z 0 00 A 0 0 0 0 A, 
one of the canonical pairs i(26), (30)), 
sin a 
cos ff 
I 0 ’ 
O<Cl<<, (26) 
Irl > 1, 
z=$l, 
(27) 
(28) 
126 
N= 
A 0 0 0 
0 A10 
0 0 A 0 
0 0 0 A 
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(29) 
(30) 
If N has one real eigenvalue A, dim S, = 2, and n = 5, then the pair (N, H} 
is unita& similar to one and only one of the canonical pairs {(31), (33)}, 
I(=), (33% 
N= 
N= 
H= 
A 010 0 
0 A 010 
0 0 A z 0 
0 0 0 A 0 
0 0 0 0 A 
A 010 0 
0 A 0 r z 
0 0 A 1 0 
0 0 0 A 0 
0 0 0 0 A 
0 0 I, 
0 I, 0 
l2 0 0 1. 
z=*fl, (31) 
z=_fl, r>o, (32) 
(33) 
Zf N has one real eigenvalue A, dim S, = 2, and n = 6, then the pair IN, H) 
is unitarily similar to one and only one of the canonical pairs ((341, (36)}, 
{(35), (36% 
N= 
(A 010 0 0 
OAOlrO 
OOAOlO 
OOOAOl 
OOOOAO 
\O 0 0 0 0 A 
r > 0, (34) 
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‘A010 0 0 ’ 
Oh01 ?- 0 
NC 0 0 A 0 co.9 a sin ff 
0 0 0 A -sin a cosa ’ 
O<CY<lT, (35) 
0000 A 0 
0000 0 A 
(36) 
Zf N has one real eigenvalue A, dim S, = 2, and n = 7, then the pair {N, H} 
is unitarily similar to the canonical pair ((37), (38)}: 
N= 
A0100 0 0 
OAOlO 0 0 
0 0 A 0 0 cosa -sin cx cos /3 
0 0 0 A 0 sina cos ff cos p 
OOOOA 0 sin p 
00000 A 0 
00000 0 A 
0 < ff, p < T, 
(37) 
(38) 
Zf N has one real eigenvalue A, dim S, = 2, and n = 8, then the pair (N, H} 
is unitarily similar to one and only one of the canonical pairs {(39), (401, 
((40X (41)): 
N= 
A01000 
Oh0100 
OOAOOO 
OOOAOO 
OOOOAO 
OOOOOA 
000000 
000000 
0 
0 
cos a sin /3 
-sin a sin /3 
cos p 
0 
A 
0 
0 
0 
sin a sin /3 
cos a! sin /3 
0 
cos p 
0 
A 
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N= 
h01000 
OhOlOO 
OOAOOO 
OOOAOO 
OOOOhO 
OOOOOA 
000000 
000000 
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O<CY<7T, 0 < p < r/2, (39) 
0 
0 
cos a sin p 
-sin a sin p 
cos p 
0 
A 
0 
\ 
cos y 
0 
A / 
O<ff<T, 0 Q y < p < 7r/2, (40) 
0 
0 
sin a sin y 
cos a sin y 
0 
(41) 
Zf N has two distinct real eigenvalues A,, A,, then the pair ( N, H) is unitarily 
similar to the canonical pair {(42), (43)): 
iA, 1 0 0 
0 A, 0 0 N= 
0 0 A, 0 
\O 0 r A, 
H= 
for r#O, A, < A,, (42) 
(43) 
ZfNhasthreeeigenvalues:AE~,a+iP(a,PE~,P>O),thenthepair 
{N, H) is unitarily similar to the canonical pair ((441, (45)): 
N= a 0 0 
0 0 A 0’ 
\ 0 0 0 A) 
(4) 
(45) 
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1fN hasfoureigenvalues: CY~ f i&, cyz f iPz (q, PIT a2, P2 E 8, 0 < PI 6 
p2, a1 < a2 if p1 = p2), then the pair IN, H} is unitarily similar to the 
canonical pair {(46), (47)): 
N= 
H= 
z= fl, (46) 
(47) 
If N has two eigenvalues (Y f ip (a, /I E 3, p > 0), and n = 4, then the 
pair (N, H} is unitarily similar to one and only one of the canonical pairs 
{(48), (5011, t(49), (50% 
’ ff j3 cos y sin y ’ 
N= 
-p ff -siny cos y 
0 0 
0 d y < Sk, (48) 
\o 0 
(49) 
Zf N has two eigenvalues (Y f i p (a, p E ‘3, P > 01, and n = 6, then the 
p& (N, H} is unitatily similar to one and only one of the canonical pairs 
((511, (53)), ((5% (53)): 
N= 
/ a p 0 0 0 
-p (Y 0 1 (cos y + 1)/4p - r (sin ;)/lp 
0 0 a p gcos y + 1) $ sin y 
0 0 -p CY - $ sin y gcos y - 1) 
0 0 0 0 P 
(0 0 0 0 -g, CY 
130 
-“p POOr (Y 0 1 0 0 r
N= 
OOaPO 0 
0 0 -p cx 0 -1’ 
0 0 0 0 CY p 
0 0 0 0 -p ff 
(52) 
0. V. HOLTZ AND V. A. STRAUSS 
(53) 
Zf N has two eigenvalues (Y k i p (a, p E 8, p > 01, and n = 8, then the 
pair {N, H} is unitarily similar to the canonical pair {(54), (55)}: 
‘rY p 0 0 0 0 0 
-p cy 0 1 0 0 (sin y cos y cos 6)/2fi 
0 0 (Y p 0 0 sin’ sin cos cos 6 y y y 
N= 0 o-per 0 0 -sinycosycosS -cos2 y 
0 0 0 0 (Y p sin cos sin 6 0 y y 
0 0 0 0 -p Ly 0 sin cos sin 6 y y 
0 0 0 0 0 0 P 
\o 0 0 0 0 0 CY 
0 < < ?r/2, 0 < 6 < 7r, (54) y 
(55) 
Here all parameters are H-unitary invariants, i.e., the same canonical forms 
are H-unitady similar to each other $f the values of all parameters are equal. 
The proof of the theorem is presented in what follows. 
4.1. One Real Eigenvalue of N 
The case when N has only one real eigenvalue A can be considered as in 
[2]. Namely, if dim S, = 1, then there exist two alternatives: N, is indecom- 
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posable or decomposable, this property being independent of the choice of 
the decomposition R” = S, t S t S, because the indecomposability or de- 
composability of N, does not change under unitary similarity of the pair 
{N,, Hi). In the former case one can show that n < 5 and obtain the 
canonical forms {(13), (14)) through {(16), (17)); in the latter one can show 
that n < 6 and obtain the canonical forms {(18), (20)) through ((24), (25)) in 
just the same way as it was done in [2]. If the subspace S, is two-dimensional, 
the operator N can also be considered as in [2] except for the case n = 4, 
because one of the corresponding canonical forms in [2] is essentially com- 
plex. Thus, for the case when N has one real eigenvalue A we will consider 
only the alternative dim S, = 2, n = 4 and omit<he rest. 
4.1.1. dim S, = 2, n = 4 
In this caSe R4 = S, t S,. Therefore, 
‘0 0 a b\ 
N-Al= 0 0 c d = 
0 0 0 0’ 
H= 
\o 0 0 o/ 
and the submatrix N, is not restricted by the condition of the H-normality 
of N. 
(a) det N, # 0. S uppose an H-unitary transformation 
reduces N - Al to the form ?? - Xl: 
N-Al= 
Then the conditions below are necessarily satisfied: 
N,T, = 0, 
0 = T,&. 
(56) 
(57) 
(58) 
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Since Ns is nondegenerate, (56) is satisfied only if Ts = 0. The operator T is 
H-unitary iff 
TIT2 = I, (59) 
TIT; + T,TI” = 0. (60) 
It follows from the system (59)-(60) that without loss of generality we can 
consider only quasidiagonal transformations T = T, @ TT- ‘, because Tz 
does not appear in Equations (56)-(58). Thus, only the condition 
N, = T&T: (61) 
need be satisfied, i.e., it is necessary to find out what form a nondegenerate 
2 X 2 matrix N, can be reduced to under congruence. 
Consider the matrix Nl = N, NT- ‘. Its spectral characteristics are invari- 
ant because Nl = T,GiT,‘. Since det NA = 1, N; has either two complex 
conjugate eigenvalues cos cr * i sin ff or two real eigenvalues r, l/r (r f 0). 
In the former case Nl can be reduced to the form 
N; = cos a 
-sin o 
sin ff 
1 cos a ’ 
o<o!<?r; 
in the latter, to the Jordan normal 
If NL has the form (62), then 
/ 
t sin o \ t 
N, = 
1 - cos a 
t sin ff ’ t f 0. 
-1 
1 - cos a 1 
(62) 
As det Ns = 2t2/(1 - cos a) > 0, one can take T, = 4-Z and obtain 
I 
N2 = 
fcos ; *sin i 
Tsin i 
o<cr<VT. 
/ 
CLASSIFICATION OF NORMAL OPERATORS 133 
Since the transformation T, = D, replaces sin (a/2) by - sin ((r/2), we can 
write 
N2 = cos a 
-sin (Y 
O<ck<77 (63) 
[note that last two formulas for N, are not equivalent, because (63) includes 
the extra value (Y = r/2 corresponding to the case Ni = -11. 
Now we must prove the invariance of the parameter LY. To this end 
suppose that a nondegenerate matrix T, satisfies (611, where N, has the form 
(63) and 
iG2 = 
i 
cos is sin & 
-sin & i cos& ’ 
O<&<?r. 
As N2 + N,* = T,(l’?2 + i: )TT and N, - NT = I’,( i’?g - t’?c ITT, we have 
4 cos2 (Y = det( N, + N,*) = (det T,j2 det( N, + N,*) = (det T,j2 4 cos2 & 
and 4 sin2 (Y = det( N, - Nt ) = (det T,j2 deti1\7, - i’?t ) = (det T,12 
4 sin2 &. Therefore, ldet T, 1 = 1, cos a = + cos i?, sin (Y = sin &. NOW we 
write the condition N2 + iz = T,( G2 + i?z )TT in detail: 
Since lcos (~1 = lcos &I, we have t;i + tFz = 1, hence cos (Y = cos 6. Thus, 
CY = &, Q.E.D. 
If Ni has distinct real eigenvalues r and l/r, i.e., r f f. 1, then it can be 
reduced to the diagonal form Ni = l/r @ r, It-1 > 1. Consequently, 
t # 0. 
Taking T, = 1 @ t, we reduce N, to the form 
I?-1 > 1. (64) 
It is clear that r is an invariant. 
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Finally, we consider the case when Ni has the eigenvalues f 1. If 
Ni = I, the matrix N, is self-adjoint; hence, it can be reduced to the diagonal 
form. Therefore, the nondegenerate subspace V = spamu,, us} is invariant 
both for N and for Ni’l, i.e., the operator N is decomposable. It can easily be 
checked that Nl is not equivalent to the form 
because then N, turns out to be degenerate, which is impossible. If Ni = - I, 
then N, can be reduced to the above-mentioned form 
The last case to be considered is the case when the Jordan normal form of Ni 
is 
Then 
Taking T, 
N;=( ;’ J1). 
N, = 
mZ, we achieve 
N2 = .z= +1. (65) 
Here z is an invariant. Indeed, suppose that some matrix T, satisfies the 
condition (61), where 
Then $z = itFi2; hence z = 2. 
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As a result, we have obtained three forms (631, (641, (65). Now it is 
necessary to find out whether the operator N is indecomposable in the three 
cases. The indecomposability of N means that (UN, + bN,*)x = 0 only if 
(x, N, x) = 0 (a2 + b2 # 0). If N; = N2 N,* - ’ has no real eigenvalues, the 
equation (aN, + bNz>x = 0 has no solutions, i.e., N is indecomposable if 
N2 has the form (63) with (Y # 7r/2. If an eigenvalue A of N; is not equal to 
1, then (x, N,x) = 0 because (x, N,x) = (CC, hN,*x) = A(r, N,*x) = 
A( x, N, x). Thus, if N, has the form (64), (65), or (63) with (Y = 7r/2, then 
N is also indecomposable. 
(b) det N, = 0. Since N with N, = 0 is decomposable, it suffices to 
consider the remaining case rank N, = 1: 
N2 = a2 + b2 z 0, k2 + 1’ # 0. 
It is readily seen that S, n S, # (0) if la = kb; therefore, we can assume that 
this condition is not satisfied. Taking T = T, @ TT- ‘, where 
we obtain one more canonical form: 
0 0 0 0 
N-AZ= i 0 0 1 0 
0 0 0 0 
0 0 0 0 i 
(it can easily be checked that this form is indecomposable). 
As a result, we have proved that 
lf an indecomposable H-normal operator N (N : C4 + C4) has the sole 
eigenvalue A E zri, and dim S, = 2, then the pair {N, H} is unitarily similar 
to one and only one of the canonical pairs {(26), (30)}, {(27), (30)}, {(28), 
(30% K29), (30)). 
4.2. Two Real Distinct Eigenvalues of N 
Since the canonical pair ((42), (43)) is obtained in the same way as in [2], 
we will not repeat the proof of the following fact: 
Zf an indecomposable H-normal operator acts in a space R” of rank 2 and 
has two distinct real eigenvalues: A, and A,, then n = 4 and the pair (N, H} 
is unitarily similar to the canonical pair {(42), (43)). 
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4.3. Three Eigenvalues of N: One Real and Two Complex Conjugate 
Suppose an indecomposable H-normal operator N has a real eigenvalue 
A and two complex eigenvalues (Y f ip ( /3 > 0). According to Lemma 2, we 
have R” = 67, + B2, dim d, = dim &s = m, [cYl, @,I = 0, [cYz, @21 = 0, 
hWl c Q1, iW2 c@~, N, = N Id, has two eigenvalues (Y f i /3, and Ns = 
N Id2 has one eigenvalue A. Since min{u_, v,) = 2, n = v_ + v+ > 4. On 
the other hand, the subspaces 8, and @a are neutral, so that n = 2m < 4. 
Thus, n = 4. As H is nondegenerate, for any basis in d, there exists a basis 
in @s such that 
Take a basis in d, such that 
N, = 
Then with respect to the decomposition R” = d, + cY2 we have 
N= (; i2), H=(; ;). 
(66) 
(671 
The condition of the H-normality of N is 
NIN; = N,*N,. (68) 
The only matrix commuting with (66) and having one eigenvalue A is AZ. 
Thus, 
It can easily be checked that N is indecomposable. Indeed, suppose a 
subspace V is invariant for N and Ni*l. Since minldim V, dim V[ ’ I) < 2, we 
can assume that dim V < 2. If V were of dimension 1, then there would exist 
a vector v E V such that NV = Au, Nt’lv = Av. But all eigenvectors of N 
corresponding to the eigenvalue A are not eigenvectors of Nt’l. Thus, 
dim V # 1. Suppose dim V = 2. Then N I v has either the only eigenvalue A 
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or two eigenvalues (Y f i P. In the former case V = @s, in the latter V = d,. 
In the both cases V is degenerate, therefore, N is indecomposable. 
Thus, we have proved that 
Zf an indecomposable H-normal operator acts in a space R” of rank 2 and 
has three eigenvalues: h E 8, (Y * i /3 ((Y, /I E 3, p > 01, then n = 4 and 
the pair {N, H} is unitarily similar to the canonical pair I(44), (45)). 
4.4. Two Distinct Pairs of Complex Conjugate Eigenvalues of N 
Suppose N has four eigenvalues (Ye f i&, a2 k iP2 [ L$, PZ > 
0, (al, PII # (a,, &>I. Let us fu the order of these pairs: /3i < &, o1 < o2 
if p1 = p2. As in the previous section, one can show that N and H can be 
reduced to form (67) with 
N, = 
It follows from the condition (68) of the H-normality of N that 
Now we prove that the number z 
suppose that a matrix T satisfies 
condition (10) TT[*l = I, where 
is an H-unitary invariant. To this end 
the condition (9) NT = Tg and the 
N=N,,i -az4p2 ;o”:i, $=NN,8 (_$, z). 1z1=1~1=1. 
It follows from (9) that T = Tl @ T,, where 
It follows from (10) that T2 = TT- ‘; therefore, 
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It is seen that under these conditions Z = z. The indecomposability of the 
form obtained can be checked as before. 
Thus, we have proved that 
If an indecomposable H-normal operator acts in a space R” of rank 2 and 
has fmr eigenvalues: o1 k i&, a2 If: iP2 (al, PIT ff2, P2 E 8, 0 < PI G 
(yl < a2 if p1 = p2), then n = 4 and the pair (N, H) is unitarily similar 
tthe canonical pair {(46), (47)). 
4.5. Two Complex Conjugate Eigenvalues of N 
The two following propositions hold for any space with indefinite scalar 
product. They are in a sense analogous to Propositions 1, 2 from [2]. 
PROPOSITION 5. Let an indecomposable H-normal gperator N acting in 
R” (n > 2) have two distinct eigenvalues A = (Y + i R, A = (Y - i R. Let 
Sb = {z = x + iy( x, y E R”) : Nz = AZ, N[*]z = AZ}, 
Sg = {z = x + iy( x, y E R”) : Nz = AZ, N[*]z = AZ}, 
{zj = xj + iyj)p ({zj = xj + iyj>p’:p) be a basis of Sk (Si), and 
SO = C spanIxj, Yj}. 
j=l 
Then there exists a decomposition of R” into a direct sum of subspaces S,, S, 
S, such that 
where 
N’: S, -+ S,, N’ = N; @ .-. @ N;+y, 
Nj’ = j=l,...,p+q, (70) 
N” : S, + S,, N” = Ni’ @ 0-s CB N;+, , 
NY = Ni f 1 <j <p, N; = N;* ifp<jGp+q, (71) 
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the internal operator N, is HI-normal, and the pair (N,, H,} is determined 
up to unitary similarity. To go overfrom one decomposition R” = S, + S t S, 
to another by means of a transformation T it is necessary that the matrix T be 
block triangular with respect to both &compositions. 
Proof. It is clear that the subspace S, is well defined, i.e., that its 
definition does not depend on the choice of bases in Sb and SG. Since N and 
Nt’l commute and have two eigenvalues, at least one of the subspaces Sb, Si 
is nontrivial so that p + q > 0. We show that the system { xj)p’q U { yj}f’” 
is a basis in S,. In fact, the assumption CP=F?(ajxj + bj yj> = 0 (aj, bj E 3, 
j = 1,. . . , p + 4) means that Re I!r2T(aj - ibj)z. = 0; therefore, 
Re{NCPTT(aj - ibj>zj} = 0. But Re{NCjp_+p(aj - ibjjz.} = cy ReCrTt 
(aj - ibl,)z, - /3 Im C,p=‘p<aj - ibj>zj, so that Im ET=+i9(aj - ibj)z. = 0. 
Thus, CT:p(a, - ibj>zj = 0. Since the vectors zj are linearily indepen d ent m 
C”, we have aj = bj = 0 (j = 1,. . . , p + q), i.e., the vectors (xj}p’q U 
{Yj)P+’ are linearly independent in R”. Thus, the dimension of S, is equal to 
2(p + 4). 
Now let us prove that for N to be indecomposable it is necessary that S, 
be neutral. Indeed, we already know that if z = x + iy ( x, y E R”) is an 
eigenvector of Nt*l such that Nz = AZ, then the subspace spanIx, y), which 
is invariant for N and Nt’], is either nondegenerate or neutral (see Section 
3.3). Since n > 2 and N is indecomposable, it is necessarily neutral. Further, 
if Nz, = Az,, Nt*lz, = AZ,, Nz, = AZ,, Nt’lz, = AZ,, then it can be shown 
(as in Section 3.3) that [ zi, z,] = [ zi, z2] = 0, hence [xi, x2] = [xi, y2] = 
cyi, x,] = [ yi, yz] = 0. If Nz, = AZ,, N[*]zi = AZ,, Nz, = AZ,, N’*‘;, = 
AZ,, then [zi, &I = 0, i.e., [xi, x21 = [yl, yzl and Lx,, yzl = -[yl, x,1. If 
a2 + b” z 0 (a = [x,, x2], b = [x1, y2]), the two-dimensional subspace 
span(ax, - by, + x2, bx, + ay, + y2}, which is invariant for N and Ni’l, 
will be nondegenerate; therefore, N will be decomposable. Thus, for N to be 
indecomposable it is necessary to have a = b = 0. It can be checked in the 
similar way that the conditions [xi, x2] = [ yi, y2] = [xi, y2] = [ yi, x2] = 0 
are satisfied if Nz, = AZ,, N[*]z, = AZ,, Nz, = AZ,, Nt’lz, = AZ,. Thus, if 
N is indecomposable, S, is neutral. 
For any neutral subspace S, of a space with indefinite scalar product 
there exists a subspace S, such that 
HI 
0 I 
s,+s,= 1 0 * ( 1 
Since S, t S, is nondegenerate, the subspace S = (S, + S, )[ ’ 1 is nondegen- 
erate too and R” = S, t S t S,. It is clear that with respect to this decom- 
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position the matrices N and H have the form (691, the submatrix N’ has the 
form (70), and N” has the form (71). The last two statements of the 
proposition can be proved as in Proposition 1 from 121. The proof is 
completed. ??
PROPOSITION 6. An H-normal operator such that dim S, = 2 is in&- 
composable. 
Proof. Assume the contrary. Suppose some nondegenerate subspace V 
is invariant both for N and for N [ I. Let us denote V, = V, V, = Vr’ I, 
Ni = N Iv,, N, = N I “,, H, = H I “,, H, = H I “,. Since the operators Ni 
(i = 1,2> are Hi-normal, both subspaces St) c Vi (defined as S,) are 
nontrivial, i.e., dim Sg”) > 2. Since S, = Sg) t Sg), dim S, = dim Sg’) + 
dim S$‘) > 4. This contradicts the condition dim S, = 2. Thus, N is inde- 
composable. ??
Now let us show that if min(v_, u+} = 2, then N is indecomposable only 
if n < 8. According to Proposition 5, which is applicable (recall that n = u_ 
+ v, > 41, if N is indecomposable, then S, is neutral, so that dim S, = 2. 
Therefore, if we show that for n > 8 we have dim S, > 2, this will mean that 
N is decomposable. 
Let us complexify the source space R” and apply the results from [l] and 
[2] concerning the decomposition of an H-normal operator in a complex 
space. Lemma 1 from [l] states that for an H-normal operator having two 
distinct eigenvalues A and A there exists a decomposition of C” into a sum 
C”=V,tV,tV,tV,suchthat 
IN, 0 0 0' ‘0 z 0 o\ 
0 
N= N, 
0 0 zoo 0 
0 0 N3 0 ’ H= 0 0 H, 0 3 
\O 0 0 Nq \O 0 0 H, 
where N,, Ns have the sole eigenvalue A, and N,, N4 the sole eigenvalue h, 
with dim V, = dim V,. It is seen that if the space C” is R” complexified, 
then dimV, = dimV,. 
Since the ranks of the subspaces V, t V,, V,, V, are less than or equal to 
2, Theorem 1 from [l] and Theorem 2 from [2] are applicable. It follows 
from these theorems that if dim Vi, dim V, > 0, then there exist at least two 
linearily independent vectors zi, zs such that Nz, = AZ,, Nt’lz, = AZ,, 
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Nz, = AZ,, N[*‘z2 = AZ,, i.e., dim S, > 4. If dim V, = 0, n is equal to 4 
because the subspaces V, and V, are neutral (hence n = 2 dim V, < 4 * n = 
4). If dim V, = 0, there appear two alternatives: V, and V, each have rank 1, 
or one of these subspaces has rank 0. In the latter case either Na or N4 is 
decomposable for any n. In the former case, according to Theorem 1 from 
[I], N3 ( N4) is always decomposable if dim V, > 4 (dim V, > 4). In either 
case for n > 8 there exist two linearily independenr vectors Zi’ “2 such that 
Nz, = AZ,, N[*]z, = %z,, Nz, = Ax,, N[ 1,~s = AZ,. As above, we have 
dim S, > 4. Thus, if n > 8, N is decomposable, Q.E.D. 
Thus, according to Proposition 5, the matrices N and H can be reduced 
to the form 
where 
N, = 
and Ns is equal either to N, or to N T. The condition of the H-normality of 
N is equivalent to the system 
NIN; = N;N,, (73) 
N,N; + N,N,* = N,*N, + N;N4, (74) 
NIN; + N2N,* + N,N: = N;N3 + N,xN, + N,*N,, (75) 
N4N2 = N;N4. (76) 
Note that if Ns = NT, then dim Si > 0, so that it is the case dim V, > 0. It 
was stated before that if dim V, > 0, then for indecomposable operators 
n = 4. Therefore, for n = 4 the submatrix Ns can be equal to either N, or 
N:, but for n = 6,8 we have Ns = N,. Now let us consider the cases 
n = 4,6,8 successively. 
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4.5.1. n = 4. By the above, 
(a p a b’ 
i I 
N, Ns N= 
-Pa c d 
0 Ns = 0 0 (Y &fi’ 
\o 0 TP ff, 
Suppose Ns = N,. Then from (75) it follows that c = -b, d = a. If 
a2 + b2 = 0, i.e., Ns = 0, then S, n S, # 0, which contradicts the indecom- 
posability of N. Therefore, a2 + b2 # 0. Taking the block diagonal transfor- 
mation T = a + b I, @ (1/4m)Z2, p-7 we can reduce N to the form 
1 a 0 cos y sin y \ 
N = -o’ ; 
- sin y cos y 
Of y<2rr. 
P ’ 
(77) 
,o 0 -*p ff , 
According to Proposition 6, the matrix (77) is indecomposable. Let us 
prove the H-unitary invariance of the parameter 7. To this end suppose that 
a matrix T satisfies conditions 
NT = Tti, (78) 
TTt’l = 1 (79) 
for the matrix N of the form (77) and the matrix 
1 P cos T sin y ’ 
-g, Q -sin? cos 4 0 < q < 2rr. 
0 0 P ’ 
,o 0 -y3 a , 
According to Proposition 5, the matrix T has the block triangular form 
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with respect to the decomposition R4 = S, t S,. The transformation T is 
H-unitary iff 
TIT; = I, (80) 
TIT; + T,T: = 0. (81) 
It follows from the condition (78) that N, and T, commute; therefore, 
so that from (81) we get 
T2 = 
Now, combining (80) and (78), we have NIT,_+ N,T:-’ = Tli3 +, T, N,. 
But T, and N, corn-mute (as well as T, and_ N,), so that N3 = T, N,T: = 
fi3T1T: = (det T1>‘N3. Since det N3 = det N3 = 1, we have (det Z’,)’ = 1 
and N3 = G3, i.e., y = Jo, Q.E.D. 
Suppose Ns = NT. Then, according to (75) c = b. The transformation 
‘10 0 a/2Pj 
T= ’ ’ -a/2p 0 
0 0 1 0 
,oo 0 1 / 
reduces N3 to the form 
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without changing the submatrices Nl and N,. If both b’ and d’ are equal to 
zero, the condition S, fl S, = {0} fails. Therefore, 4b’2 + d12 f 0, and we 
can take the transformation 
1 cos cp sin C#I -r sin 4 rcos 4 
T= 
-sin 4 cos 4 -r cos 4 -r sin C$ 
0 0 cos C#J sin C#J ’ 
\ 0 0 -sin 4 cos+ ) 
where cos 24 = 2b’/ dFZGF, sin 24 = -d’/ LFYZF, r= 
d’/(@). It does not change N, and NC but reduces Ns to the form 
b” = fdm > 0. 
If we now take G, = @u,, 6, = mue, C3 = v3/ \/27;, i;, = v4/ @, 
then Ns will be equal to D,. Thus, we have obtained the final form for the 
matrix N: 
I PO 1’ 
N= 
-g, (Y 1 0 
0 0 CY -/3’ (82) 
\ 0 0 P “1 
According to Proposition 6, the matrix (82) is indecomposable. The forms 
(77) and (82) are not H-unitarily similar because for the matrix (82) the 
subspace Sz defined in Proposition 5 is nontrivial in contrast to that for (77). 
Thus, we have proved that 
lf an indecomposable H-nor& operator acts in a space R4 of rank 2 and 
has two eigenvalues: (Y + ip (cr, /3 E 8, p > O), then the pair {N, H} is 
unitarily similar to one and only one of the canonical pairs {(48), (50)}, {(49), 
(50)). 
4.5.2. n = 6 
The matrices N and H have the form (72) with N6 = N,. Since the 
submatrix N4 is an ordinary normal matrix [condition (76)], one can assume 
that N4 = Ni. Thus, 
N= I N, N2 Ns 0 NI % 0 0 N, 
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First reduce the submatrix 
to the form 
without changing the submatrices N, = N4 = N6. To this end take 
(83) 
(84) 
T2 = 
i 
b/P -a/P . 
0 0 1 
Then 
If both c’ and d’ are equal to zero, i.e., N, = 0, then from the condition of 
the H-normality (75) it follows that N, = 0, which contradicts the condition 
S, n S = (01. Therefore, cl2 + d’2 # 0 and we can subject the matrix N 
obtained to the transformation T = I, @ T, @ Z2, where 
Then 
Taking i?r = d”q, i$ = d”v2, 15~ = v3, 6, = v4, 6, = v5/dr’, Cs = v,_/#, 
we obtain the desired form (83) for the submatrix N2. 
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Now let us apply the conditions (74) and (75). We get 
! 
P 9 
N3 = cos y + 1 
- 1. 
sin y 
4p -q 4p +p 
Finally, take the transformation (84) with 
if y#7r, 
T, = 
if y=n. 
Then 
/ 
0 0 cx 
N= 
0 0 -p 
0 0 0 
,o 0 0 
N= 
0 4’ 
cos y + 1 sin y 
N3 = I( -’ 4p - q1 4p P’b 
As a result, we have obtained two forms: 
0 0 
1 (cos y+ 1)/4@ - ?- 
P gcos y + 1) 
a 
0 
0 
P 
-g, CY 
0 0 
0 0 
0 0 
0 0 
- $ sin y 
-“P 
(Y = r>. 
(sin Y;/4P 
\ 
+, sin y 
gcosy- 1) ’ 
P 
ff / 
O< y<2n, ~ZIT, (85) 
0 0 r 0 
0 10 r 
-48 PO a 0 -1 0
0 0 ff p 
0 0 -p a 
(86) 
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According to Proposition 6, the matrices (85) and (86) are indecompos- 
able. Let us show that they are not H-unitarily similar and that the numbers 
r and y are H-unitary invariants. To this end suppose that some H-unitary 
matrix T reduces the matrix N to the form l?: 
‘4 N2 G3 
i= 0 N, r3; 
\O 0 N, 
where 
0 f y < 2rr, 
Then, according to Proposition 5, T has the block triangular form 
with respect to the decomposition R6 = S, + S + S,. It follows from the 
condition (78) NT = TG that 
T, = T4 = T6 = 
cos qb 
- sin 4 T, = 
t13 t14 
sin 4 
-t14 t13 + 
P 
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The condition (79) TT[*l = I implies T,T,* + TsT,* = 0; hence 
where 
sin3 C#J 
t, = -t,, cos2+ - t,, sin24 + 
P ’ 
cos f$ sin’ C#J 
t 36- - -t,, sin24 + t,, cos2+ - 
P * 
Sub_stituting the expressions for T4, T5, T6 in the formula N,T, + N,T, = 
T4 N5 + T, N,, which follows from (78) we obtain Ns = I’&. Therefore, the 
forms (85) and (86) are not H-unitarily similar, and the parameter y is an 
H-unitary invariant. 
Now let us check the H-unitary invariance of r for the matrix (85). To 
this end suppose that 
0 
N3 = cosy+ 1 
4p -,I- 1 0 r’ 
ti3 = cosy+ 1 _ sin y 
1 
4p -r 4p’ 
0 G y < 2~, y # T. It follows from (79) that TIT,* = - dT,T,* + X, where 
X is an antisymmetric matrix; therefore, 
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2t,, = -(t& + tg co.9 c$J + 
t,, sin’ (b 
P ’ 
2t,, = -(tf3 + tf4) sin 4 - 
t,, sin 4 cos C/J 
P ’ 
2t, = - 
t,, sin 4 cos C#J 
p + [(tl3+ ~)‘+t~4]sin~, 
2t,, = - 
t,, sin2 C$ 
p - [p13+ ~i^+t+os~% 
Since NITa + N2Ts + N3T6 = T,g3 + T, N, + T3 N, [condition (7811, I’?3 = 
TT( NIT3 - T3 Nl + N2Ts - T, N5 f N3T6). Substituting the expressions for 
T, , T3, T5, T6 in this formula, we obtain 
a,t,, + a,t,, + u3 = 0, (87) 
b,t,, + b2t14 + b, = i - ?-, (88) 
where 
a1 = -$[cos(4 - y) + cos 41, 
u2 = -+[sin(~#~ - y) + sin $1, 
U 3= -$sin6[cos(+- y) +cos~], 
b, = i[sin( 4 - y) - sin 41, 
b, = -+[cos(c$ - y) - cos 41, 
b, = +j sin C#J [sin( 4 - y) - sin ~$1 . 
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Since the left-hand sides of Equations (87)-(88) are proportional and the 
coefficients of t,, and of t,, in (87) are not equal to zero simultaneously, the 
condition (87) implies F = r. Therefore, T is an H-unitary invariant. The 
proof of the invariance of r for the matrix (86) is analogous. 
Thus, we have proved that 
Zf an indecomposable H-normal operator acts in a space R6 of rank 2 and 
has two eigenvalues: (Y k i/3 (a, p E 8, p > 01, then the pair (N, H) is 
unitarily similar to one and only one of the canonical pairs ((511, (5311, ((521, 
(53)). 
4.5.3. n = 8 
The matrices N and H have the form (72), N6 being equal to N,: 
Since N4 is an ordinary normal matrix [condition (76)], it can be assumed that 
N4 = N, $ N,. 
Having these equalities in mind, we reduce the submatrix 
N2 = 
a b c d 
e f g h 
to the form 
without changing the submatrices N,, Nd, and Ns = N,. To this end take the 
transformation (84) with 
T2 = b/P -a/P d/P -c/P 
Then 
N, = 
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Now subject the obtained matrix N to the transformation T = I, @ Ti @ TF 
$ I,, where 
if e’ =f’ = 0, 
We get 
if g r = h’ = 0. 
If f’ + h” = 0, i.e., N, = 0, from the condition (75) it follows that Ns = 0, 
which is impossible because S, n S = (0). Therefore, f” + h” > 0. Without 
loss of generality it can be assumed that f” # 0 (otherwise one can take _ va = us, v4 = V6, us = us, f& = v,). Therefore, we can assume f” = 1, 
taking 6, =f”vi, 6, =f”v2, 3, = v?/“, d, = us/‘. Keeping in mind that 
f’ = 1, take the transformation 
where T, = \/l + h” 2 I,. Then we obtain the desired form (89) for the 
submatrix N2. 
The condition (74) implies 
N5 = 
i 
* * 
* * 
P 9 
-9 P 
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Since the case p = 9 = 0 is impossible (the condition S, n S = {O}), we 
have p2 + 9’ > 0. The transformation T = I, &t I, @ T, CB I,, where 
T, = 
P/d&7 9/D? 
-9/G? P/l&7 
reduces N5 to the form 
I * * I 
hTg= *t ; , I I P p’ = Jpl+cle > 0, 0 P’ 
retaining the submatrices N,, N, , N4, and NC, It follows from the conditions 
of the H-normality (74) and (75) that 
N5 = 
N3 = 
sin2 y sin y cos y cos S 
-sin ycos ycos S -cos2 y 
sin y cos y sin 6 0 
0 sin y cos y sin S 
0 < y < lr/2, 0 < 6 < 7r, 
s t 
sin’ y sin y cos y cos 6 
2p -t 
+S 
2P 
At last, take the transformation (84) where 
( 0 0 T, = s/(sin y cos y sin S) t/(sin y cos y sin S) 0 0 -t/(sin y cos y sin 6) s/(sin y cos y sin 6) i ’ 
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and reduce N to the final form: 
N= 
a p 0 0 0 0 
-p a 0 1 0 0 
0 0 ff p 0 0 
0 0 -p a 0 0 
0 0 0 0 a p 
0 0 0 0 -p a 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 
(sin2r)/2i3 
sin2 y 
-sinycosycosS 
sin y cos y sin S 
0 
-*p 
0 
(sin y cos y cos S)/Zp 
sin y cos y cos 6 
-cos2 y 
0 
sin y cos y sin 6 
P 
a 
0 < y < Tr/2, 0 < 6 < 7T. (90) 
Due to Proposition 6, the matrix obtained is indecomposable. Let us 
check the H-unitary invariance of the parameters y and S. Suppose some 
H-unitary matrix T reduces the matrix N to the form !?: 
where 
N, = N,=N,eN,, 
I 
sin’ y sin y cos y cos S 
\ 
N5 = -sin ycos ycos S -cos2 y 
sin y cos y sin S 0 ’ 
\ 0 sin y cos y sin S , 
I 
sin’ y sin 7 cos 7 cos s’ 
\ 
ifs = 
- sin q cos T cos g - cos2 y 
sin T cos q sin s’ 0 ’ 
\ 0 sin T cos T sin s’ 
6 < Y > 7 < 7r/2, 0 < s, s’ < IT. 
154 0. 
Then, according to Proposition 5, T has 
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the block triangular form 
with respect to the decomposition R8 = S, 
tions (78) NT = TG and (79) TT[*] = I, we get 
+ S + S,. Combining the condi- 
Tl = T6 = 
cos c$ 
T4 = Tl CB 
cos rc, 
- sin qi -sin * 
t13 t14 t15 t16 
T, = I sin #J -t14 t13 + P -t16 t15 
where 
I 
T5 = t37 t3, sin q!~ -t,, - - t37 P 
t57 t5, 
- t5, t57 
t 
sin3 f$ 
37 = -t,, cos24 - t,, sin24 + - 
P ’ 
t 
cos 4 sin2 4 
38 = -t,, sin24 + t,, cos24 - 
P ’ 
ts7 = -t15CoS(4 + $) - t16 sin($ + +,)? 
t5, = -t,, sin( 4 f +) + t,, cos( 4 + t+b). 
Sub_stituting the expressions for T4, T5, T, in the formula N4T5 + N5T6 = 
T4 N, + T, Nl, which follows from (78), we obtain 
l sin’ y sin y cos y cos S \ 
& = 
-sinycosycosS -coos2 y 
sin y cos y sin S cos( 4 - I/J) sinycosysinSsin(+- @) ’ 
, -sinycosysinSsin(Q,- I/I) sinycosysinScos(4- I+$)/ 
hence q!~ = $; hence y = 9, S = 6. 
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Thus, we have proved that 
Zf an indecomposable H-norrnul operator acts in a space Rs of rank 2 and 
has two eigenvalues: (Y f ip (cy, p E %, /3 > O), then the pair {N, H} is 
unitarily similar to the canonical pair {(54), (55)). 
We have considered all the possible alternatives for an indecomposable 
operator N and have obtained the canonical forms for each case. Thus, we 
have proved Theorem 4. 
We are grateful to Professor Leiba Rodmun for his attention to our work 
and very helpful comments on this paper. 
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