We present a type inference system for pure -calculus which includes, in addition to arrow types, also universal and existential type quanti ers, intersection and union types, and type recursion. The interest of this system lies in the fact that it o ers a possibility to study in a uni ed framework a wide range of type constructors. We investigate the main syntactical properties of the system, including an analysis of the preservation of types under parallel reduction strategies, leading to a form of the subjectreduction property. We describe a model for this system where types are special subsets of a D1 model for -calculus, without imposing any formal contractiveness constraint on types of the kind considered for a closely related system in MacQueen, Plotkin and Sethi 17].
Introduction
Current research in the theory of programming languages has emphasized the relevance of investigating the properties of type disciplines with a su ciently rich set of type constructors, in order to achieve greater exibility in the use of type annotations as descriptions of the functional behaviour of programs. One of many possible ways to meet this requirement is exempli ed by the family of higher-order, strongly typed languages patterned after the Theory of Constructions (Coquand and Huet 14] ), in which a type of a program can be considered as a logical speci cation of it. Another, orthogonal, line of research consists in studying rst order type constructors more directly related to the intuition of a type as a collection of values. From the latter viewpoint it is important to emphasize the connections between computational properties of expressions (e.g. strong normalizability, subject reduction or even strictness properties) and the possible forms of their typings. There are by now several examples in the literature which demonstrate the interest of this line of research. The intersection types of Coppo and Dezani 12] , originally introduced for studying the normalization properties of pure -terms, have been shown to characterize exactly the class of strongly normalizable -terms (Pottinger 22] ). Recursive types in which the recursion variable occurs only posistively can be assigned only to strongly normalizing terms (Mendler 18] ), and interesting developments in the use of intersection types to detect strictness properties of functional programs have been found recently (Coppo and Ferrari 13] ). It turns out that combinations of some of these type constructors o er an abstract environment for studying features coming from the theory and practice of programming. In particular, recent research by John Reynolds (Reynolds 24, 25] ) has shown how to encode record types using intersection, and their interaction with general type recursion allows, to a certain extent, to formalize examples from object oriented programming, like that of a class of points described by the type: Without using union types, the best information about IsZero n is that it is just a boolean value. Recently, ML types have been re ned using intersection and union type constructors (Pfenning 15] ). Moreover, some examples show the utility of adding intersection types to the Logical Frameworks (Pfenning 20] ). In these extensions decidability of type inference (resp. type checking) is preserved by permitting only the intersection of types which are subtypes of a common ML (resp. LF) type. The form of polymorphism described by universal and existential type quanti cation has been used in the description of free algebras (B ohm and Berarducci 5] ) and abstract data types (Mitchell and Plotkin 19] ). More recently, Pierce and Turner have proposed an alternative approach to the embedding of some features of object-oriented programming into higher-order typed systems with existential types, in order to avoid the use of recursive types which are, instead, the main motivation to the introduction of F-bounded quanti cation of Cook, Canning, Hill, Mitchell and Oltho 6] . In the analysis of object-oriented programming, the interaction of polymorphism and rst-order type constructors has also proved to be a exible tool, especially when a notion of subtyping is added to the system and polymorphic type constructors include bounded universal quanti cation and record types as in the languages Fun (Cardelli and Wegner 8] ) and Quest (Cardelli 7] ).
In this perspective, the present paper studies a type inference system which, in addition to the standard function type constructor, has intersection and union operators, type recursion and both universal and existential type quanti ers. We are interested in exploring the consequences of having a wide range of type constructors on the syntactical and semantical properties of the resulting type system. Here we give two equivalent formulations of the type system, one in a natural deduction style and the other in the form of a sequent calculus, and show the invariance of types with respect to a general notion of parallel reduction of terms, a property which fails for ordinary -reduction of -terms. The natural deduction formulation coincides with the system introduced by MacQueen, Plotkin and Sethi 17] , where, however, no prooftheoretic investigation of the system is carried out, while a semantical interpretation based on a complete metric space of ideals is presented. In the present paper we describe a new interpretation for the system, which does not require any restriction on the formation rules for types as those imposed in that approach, and is based on the approximation properties of D 1 -models (Scott 26] ) of which the types are taken to be particular subsets. We do not consider subtyping rules for our system, for their formalization in sequent calculus destroys the symmetry of the rules. It is this symmetry that allows us to prove a restricted form of the Haupsatz, the main technical tool used in establishing the preservation of types under parallel reduction. Observe however that subtyping rules like those of Cardelli and Wegner 8] are satis ed by the semantical interpretation we propose, essentially because it formalizes in a natural way the intuitions on which these rules are based. Section 1 and 2 are essentially due to the last two authors, while section 3 is essentially due to the rst author.
1 The type assignment system.
In the present section we describe the syntax of the type inference system that we shall study in the sequel. The rules for the system are presented in two equivalent ways: the rst one is that given by 17], and is patterned after a natural deduction system of the kind considered in 23]. The second formulation is a sequent calculus in the style of 27], for which a restricted form of cut elimination will be proved in the next section.
De nition 1.1 (Types)
The set T of types is inductively de ned by -t 0 ; t 1 ; : : : 2 T ( V set of type variables, ranged over by s; t; : : :) -! 2 T (type constant) -; ) ( This presentation looks familiar and intuitive, and it shares with natural deduction systems the nice property of de ning the \meaning" of type operators directly, through introduction-elimination rules.
However, if one is interested in the proof theoretical properties of the system it is useful to translate it into a sequent calculus style. To this aim we introduce a type assignment system whose rules are symmetrically introductions to the left and to the right of type constructors. Although we do this primarily for technical reasons, we think that this system is of interest on its own.
This calculus is not a pure sequent calculus since we still consider bases as sets of premises, in order both to keep the two systems as close as possible, and to avoid in the following proofs the boring treatment of structural rules. The \multiplicative" character of its rules is however a typical feature of Gentzen's original calculus that we preserve.
A sequent is an expression of the form B : ? M : that can be derived by the axioms and rules of De nition 1.3. We write B; B 0 to mean B B 0 , provided that this is a still a basis, i.e. x is the subject of the same basic typing statement whenever x is in FV(B) and in FV(B 0 ).
De nition 1.3 (Sequent Calculus Formulation)
The axioms and rules to derive sequents are: It is immediate to verify that rules (Weakening) and (Strengthening) are admissible also in the sequent formulation.
Recall that, by the notational convention just before this de nition, the set of assumptions in the conclusion of each rule has to be actually a basis, that is each term variable must occur at most once. 19] which states the invariance of types under -reduction of subjects. Indeed Mitchell and Plotkin's calculus is a strongly typed calculus and the erasure map from typed terms to pure -terms is not onto; now it turns out that the term of type (8t: ! ! ) ! ( ! 9t: ) ! ! whose erasure is xyz:x(( u:u)yz)(( u:u)yz) does not reduce to any term corresponding either to xyz:x(yz)(( u:u)yz) or to xyz:x(( u:u)yz)(yz); on the contrary its immediate reduct corresponds to xyz:x(yz)(yz).
Invariance under -reduction is a desirable property, since it gives us the feeling that the rules in the system are, in a sense, correct. But in the present case rules 9E, _E and cut could hardly be considered uncorrect; indeed, beside their similarity with rules of the sequent calculus in logic, they turn out to be sound e.g. with respect to the semantics we propose in section 3 of the present paper.
Instead it seems that the phenomenon we are about arises from a mismatch between the type system and the possibility of unbalanced reductions of the subject. In fact we prove the system :? to be invariant under parallel reduction, hence, by the equivalence of : ? and`, the same property is established for`.
More precisely types are invariant under -reductions which are done simultaneously on all occurences of the same subterm which corresponds to the same subdeduction. Since this reduction relation is co nal with the usual -reduction, we conclude that each term will have, soon or later, all the types of its expansions, which is in particular true for normal forms.
Our proof is inspired by Gentzen's proof of the Hauptsatz 27] . Following his lines we introduce the notions of rank and degree of cuts, that are used to show that the cut elimination procedure terminates. A similar but simpler proof is carried out for a sistem without , 8 and 9 in 2].
The main di erence between our proof and that by Gentzen lies in the fact that we do not have a normal from property (indeed in presence of the universal type and of recursive types also non strongly noramlizable terms are typable), but only a property of preservation of types under the complete development of a suitable set F of redexes (a \uniform set", see De nition 2.5).
Some technical remarks about the de nition of degree are in order. Firstly the degree of a cut is de ned to be di erent from 0 only if this cut is relative to a redex belonging to F (see De nition 2.11). Secondly union and intersection are proof functional connectives, in the sense of Lopez-Escobar ?]: in particular ruleŝ R and _L require the same subject in both premises. This implies that cuts whose cut type is an arrow type have to be eliminated all together and after any other cut whose cut type has a \logical" connective as its main operator: this is the reason why arrows have a minimal degree. Finally problems arise from rules L, R, 8L and 9R, since the cut elimination in general results in a cut whose cut type is more complex than the original one: this contradicts the fact that the proof has been shortened, so that the obvious solution is to make degree a function of the \history" of the type occurrence we are considering.
In each rule of the sequent calculus it is natural to distinguish between the type occurrence which has been just generated from the other ones. This can be formalized as follows.
De nition 2.1 (Fathers and Generated Types) (ii) Looking at the shapes of logical rules as shown in Figure 1 we say that:
-! is the type generated by !L and !R from and ;
-is the type generated by L and 0 R from ; -^ is the type generated by^R from and ; -_ is the type generated by _L from and . Clearly if i 6 = 0 each type either is generated or it has at least one father, the only exception being rule !L, where the generated type may have two fathers..
The standard de nition of type degree is the number of type symbols. We need a more re ned notion of type degree which depends on the structure of the derivation rather than on the syntax of the types; in particular it should give the same degree to all arrow types and distinguish between occurrences of the same non arrow type. In fact we need take to take into account the number of rules which have been used in generating the occurrence of non arrow types. This will be clari ed in remark 2.12. -if occurs in the conclusion of Ax or ! then its degree is 0;
-if occurs in the conclusion of a logical rule or of the cut and if it is not the generated type, then its degree is the maximum of the degrees of its fathers;
-if ! is the type generated by !L then its degree is the maximum between the degrees of its fathers and 0:5;
-if ! is the type generated by !R then its degree is 0:5; -if ^ ( _ ) is the type generated by^R (_L) from and then its degree is the maximum of the degrees of and plus 1;
-if is the type generated by L ( 2 f ; 8; 9;^g) or by 0 R ( 0 2 f ; 8; 9; _g) from then its degree is the degree of plus 1.
De nition If a cut is ready either its left and right premises are respectively the conclusions of the left and right introduction rule for the principal constructor of the cut-type, or one of its premises is an axiom or an instance of rule !. Figure 2 shows all possible shapes of ready cuts.
We introduce now a notion of parallel reduction. The parallelism comes out from the fact that in each reduction step more than a single redex is contracted.
In order to formalize this idea we de ne the notion of uniform set of redex occurrences in a term. Informally a set of redex occurrences in a term M is called uniform if, whenever it contains a redex occurrence, every other occurrence of the same redex is in the set as well.
As usual any -term M can be identi ed with its binary syntactical tree, where nodes are represented by the subset f0; 1g which is the tree domain of M; if N is a subterm of M, and its syntactical subtree is rooted at 2 f0; 1g in the tree of M, then we say that \N occurs at in M", and denote this occurrence by h ; Ni. De nition 2. In the sequel we need the notions of residual and development, which are well known concepts of -calculus theory: we refer the reader to 3] chapter 11, from which we take the notation. where lex is the lexicographic order. This is a total ordering and we take as the permutation s.t. for all i, F (i) < F (i+1) . If i < j then F (i) < F (j) , so that all occurrences of R 0 2 F (j) either contain the same copies of redexes R 2 F (i) by 1-uniformity, in which case they are modi ed in the same way while contracting the R; or they do not contain any such occurrence, in which case they remain unchanged. In any case their residuals are syntactically equal, so that the F 0 (i) are 1-uniform. Now the thesis follows from be a cut in D. We say that the above cut generates F-redexes of M i P has at least a subterm of the shape xR, such that all occurrences of ( y:Q 0 )R 0 in M belong to F, where ( y:Q 0 )R 0 is a xed instance of ( y:Q)R. -if this cut does not generate F-redexes then its degree is 0;
-otherwise its degree is the sum of the degrees of the occurrences of its cut-type in the left and right premises of the cut.
Remark 2.12 Our de nition of cut degree is not the classical one, which simply records the number of symbols of the cut-type. The distinctive features of our cut degree are:
(i) if the degree is 0 then the cut does not generate F-redexes;
(ii) if the degree is 1 then the cut is ready and the cut-type is an arrow; (iii) if the degree is greater than 1 and the cut-type is an arrow then the cut is not ready; (iv) otherwise the degree is a function of the number of inferences of the form L an R which have been used in generating the occurrences of the cut-type.
Feature (i) has to be so because we will eliminate only cuts generating F-redexes. Moreover when eliminating a cut generating an F-redex, whose cut-type is of the form ! , the redexes generated by the new cuts produced by the contraction cannot be in F; hence their degree relative to F will be 0. Indeed if the contraction of a redex in F produces new redexes, these will never be contracted in the development of F. Feature (ii) will imply that, if in a ready deduction the maximum degree of a cut generating F-redexes is 1, then all cuts generating F-redexes have as cut-type an arrow type (i.e. they have the shape of Figure 2 (a)). As a matter of fact our proof of subject reduction (proof of 2.16) actually hints to an algorithm which performs a preliminary elimination of all \logical" cuts, which does not a ect the subject, ending with the \parallel" elimination of arrow cuts, which causes actual -contraction. Feature (iv) takes into account that when we shall eliminate a ready cut whose premises are conclusions of say 8L and 8R, the number of symbols of the cut-type of the newly generated cut may well be greater than that of the original cut-type, despite of the intuition that the derivation has been sempli ed. Note that in this third case the degree of the cut is always greater than 2. We prove that we can transform deductions by adding assumptions, by changing the names of (free) term variables and by eliminating the cuts with shapes (f) and (g) of Figure 2 , preserving readiness and non increasing the cut degrees. The following Lemma (proved in the Appendix) claims that every deduction can be transformed into a ready deduction of the same statement. This can be accomplished without increasing the complexity of the proof. where the left premise of the new cut is obtained by a derivation similar to the subderivation whose conclusion was B; x : : ? P : , which is non-increasing by Lemma 2.14 (iii). The degree of each occurrence of the cut-type decreases by 1, so that the degree of the cut is lowered by 2. The cases = 8 or = are similar. where some basic statements are added to the bases of the premises using Lemma 2.14 (i). It is easy to verify that we obtain cuts of lower degrees.
After these transformations have been performed we get a derivation, say D 0 , of lower degree; we then apply Lemma 2.15 to obtain a ready derivation which is non-increasing with respect to D 0 , so that the inductive hypothesis applies.
(ii) Immediate form (i) and from Theorem 1.5. (ii) Is a consequence of (i) and of the co nality of ! gk with respect to ! , proved in 3] 13:2:11. 2
Note that the above proof cannot be transformed into a proof of normalization of -terms (which does not hold since we allow recursive type and the universal type !). Indeed the parameter F is essential to the proof and cannot be dropped; what we have actually shown is a kind of typed version of the nite development theorem of the untyped -calculus.
Semantics
In the present section we describe the construction of a model for our type system, based on a technique introduced in Coppo 11 ] that permits to interpret type recursion even when type constructors are not monotonic with respect to the (semantical) relation of subtyping induced by the interpretation of types as sets of values. This technique di ers from that used by MacQueen, Plotkin and Sethi 17] in exploiting only the approximation properties of the domain in which untyped terms are interpreted, without any appeal to a complete metric space structure that can be de ned on the collection of (denotations of) types. This approach to type interpretations has some advantages over that followed by MacQueen, Plotkin and Sethi 17], in not requiring any restriction on the formation rules for types and also in o ering a powerful proof technique for many semantical properties of the type system (see Cardone and Coppo 10] for some examples). Starting from a model D 1 of the -calculus, obtained as the inverse limit of a sequence of complete lattices as in Scott 26] , each type will be interpreted as a subset of D 1 satisfying constraints derived from the order-theoretic nature of this model. For example, as every type can be assigned to the combinator of D 1 . In particular, the following properties will be used without explicit mention throughout this section (see Barendregt 3] Cardone 9] in the construction of models for strongly typed, polymorphic languages with type recursion and subtyping.
Obviously, the intersection of an arbitrary family X of pro nite subsets of D 1 is pro nite, so the structure hP; i is a complete lattice having f?; >g and D 1 as bottom and top elements, respectively. We shall denote the in nitary lattice operations by inf and sup whenever convenient (observe however that the supremum of a nite family of pro nite subsets coincides with their set-theoretic union). The following Proposition collects the main properties of this lattice. For a pro nite subset A, the notation A n denotes the set fd n j d 2 Ag. We shall de ne the interpretation of a type by means of a construction which involves denumerably many approximations, matching the approximation structure of the -model in which the untyped terms are interpreted. Proof.By induction on the complexity of the type , the result being obvious when is a type variable or !. For the induction step, we consider each of the possible cases: Proof.By induction on n. The basis is obvious, and the induction step is proved by induction on the complexity of the type . t, a type variable:
I n t] ] = ( (t)) n , and the result follows from Proposition 3.3(3).
!: it follows from Proposition 3.3(3) that D n < n D n+1 .
! 2 :
In order to prove that One important consequence of the above properties of type interpretations is that the soundness of the rules of our type inference system can now be shown quite naturally. In the sequel, by a term environment we mean any function mapping term variables to elements of D 1 . The interpretation of -terms in the -model D 1 is de ned as usual (see Barendregt 3] the readiness of all other cuts. This is enough provided that D 0 will be not increasing wrt D, i.e. we will not generate cuts with higher degrees. By inspection of all the transformations we will shown, it is easily seen that the degrees of the transformed cuts do not increase, and the degrees of newly generated cuts is either the same of the old ones or 0. This is established by routine calculations: we shall actually perform it just in the rst case we treate and in some other relevant ones. Note that these calculations are parametric wrt F, hence F is actually an arbitrary uniform set of redex occurrences.
By Lemma 2.14 (iv) we can assume that D does not contain ready cuts of shape (f) or (g).
We split the proof into two parts: in the rst one we lower the right rank of the considered cut, which is supposed to be > 1; in the second part we assume the right rank to be 1 and we lower the left rank supposed to be > 1. Since all transformations we do leave unchanged the left rank in part 1 an the right rank in part 2, this establishes the thesis. In case 9L it has to be true that t 6 2 FV (B; B i ) FV ( ): since the original instance of 9L was correct by hypothesis we know that t 6 2 FV (B i ) FV ( ), and clearly we can always choose t 6 2 FV (B) FV ( ), so that the restriction is met.
Finally note that the last cut whose right premise is an axiom is ready and surely it does not create any redex, hence it has degree 0. Case cut: in this case, by hypothesis, the upper cut is ready. We must distinguish subcases according to the shapes of Figure 2 . We can assume that x 6 2 FV (B; B 0 ; B 00 ) and z; y; u 6 2 FV (B 000 ). In the conclusion of rule the cut type is either generated in that inference, or it has a father in one or both premises of rule. In the last case we shall assume that the statement x : occurs in both B 1 and B 2 (if i = 2), being the case in which it occurs just once similar and simpler. We distinguish various cases according to the last rule above the left premise of the cut. Note that cases Ax and ! are impossible because the left rank is > 1. respectively. We observe that the newly generated cut is ready, since by hypothesis the right rank of the current cut was 1. Moreover the degree of this new cut is the degree of the lower cut of the original gure. 2
