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Abstract
Let Mn be the algebra of all n × n complex matrices and n the set of all k-potent matrices in Mn.
Suppose φ : Mn → Mn is a map satisfying A − λB ∈ n implies φ(A) − λφ(B) ∈ n, where A, B ∈ Mn,
λ ∈ C. Then either φ is of the form φ(A) = cT AT −1, A ∈ Mn, or φ is of the form φ(A) = cT AtT −1,
A ∈ Mn, where T ∈ Mn is an invertible matrix, c ∈ C satisfies ck = c.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
Let C be the field of complex numbers. C∗ = C \ {0} and Z+ denotes the set of all positive
integers. For any m, n ∈ Z+, we denote by Mm×n the space of all m × n matrices over C. When
m = n, we write simply Mn for Mn×n. Let GLn be the general linear group consisting of all n × n
invertible matrices over C. For any fixed integer k  2, we denote byn the subset ofMn consisting
of all k-potent matrices (recall that A ∈ Mn is said to be k-potent if Ak = A). With Sn we denote
the set of all maps φ on Mn satisfying A − λB ∈ n if and only if φ(A) − λφ(B) ∈ n for every
A,B ∈ Mn and λ ∈ C; while n denotes the set of all maps φ on Mn satisfying A − λB ∈ n
implies φ(A) − λφ(B) ∈ n for every A,B ∈ Mn and λ ∈ C. For a matrix A ∈ Mn, At denotes
the transpose of A. The symbol 〈n〉 denotes the set {1, 2, . . . , n}. Let Eij be the matrix with
1 in (i, j) place and 0 elsewhere. Let Xi ⊕ Xj denote the usual direct sum of Xi ∈ Mi and
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Xj ∈ Mj . Let Jn be the subset of Mn consisting of all idempotent matrices, and let  denote the
set { ∈ C, k−1 = 1}.
Linear Preserver Problem (LPP) is a classical research area in matrix theory (see [1]). Recently,
LPP was extensively studied by relaxing or changing the linearity or bijectivity. ˘Semrl [4] showed
that when n  3, φ : Mn → Mn is a bijective and continuous map preserving idempotence if
and only if either φ is of the form φ(A) = PAP−1 for every A ∈ Mn, or φ is of the form
φ(A) = PAtP−1 for every A ∈ Mn, where P ∈ Mn is invertible. Dolinar [5] improved the above
result by relaxing the bijectivity assumption to the surjectivity and omitting the continuous assump-
tion and the restriction on n  3. Furthermore, Dolinar also pointed out that the surjectivity
assumption may be omitted in the low dimensional cases n = 1 and n = 2. Zhang [6] improved
Dolinar’s result in two ways: omitting the surjectivity assumption, and extending the complex
field to any field of characteristic not 2. You [7] extended Zhang’s result to the map φ : Mn → Mn
preserving k-potent matrices, and proved the following theorem.
Theorem 1. Let φ : Mn → Mn be a map such that
A − λB ∈ n if and only if φ(A) − λφ(B) ∈ n
for every A,B ∈ Mn and λ ∈ C. Then there exist P ∈ GLn and a scalar c with ck−1 = 1 such
that either φ(A) = cPAP−1 for every A ∈ Mn, or φ(A) = cPAtP−1 for every A ∈ Mn.
In fact, since the authors got the injectivity ofφ in the proof of Lemma 5 in [7] by “A − λB ∈ n
if and only if φ(A) − λφ(B) ∈ n”, the rest of [7] proved actually the following proposition in
which the condition of φ is “A − λB ∈ n implies φ(A) − λφ(B) ∈ n” and injectivity instead
of the “A − λB ∈ n if and only if φ(A) − λφ(B) ∈ n” in the above theorem
Proposition 1. Let φ : Mn → Mn be an injective map such that
A − λB ∈ n implies φ(A) − λφ(B) ∈ n
for every A,B ∈ Mn and λ ∈ C. Then there exist P ∈ GLn and a scalar c with ck−1 = 1 such
that either φ(A) = cPAP−1 for every A ∈ Mn, or φ(A) = cPAtP−1 for every A ∈ Mn.
In this article, we omit the injectivity assumption in the above proposition and prove the
following theorem.
Theorem 2. Let φ : Mn → Mn be a map such that
A − λB ∈ n implies φ(A) − λφ(B) ∈ n
for every A,B ∈ Mn and λ ∈ C. Then there exist P ∈ GLn and a scalar c with ck = c such that
either φ(A) = cPAP−1 for every A ∈ Mn, or φ(A) = cPAtP−1 for every A ∈ Mn.
2. Preliminary results
In order to prove Theorem 2, we need the following lemmas.
Lemma 1 [2]. If X, Y ∈ n, and X + Y ∈ n for any  ∈ , then X and Y are orthogonal (i.e.
XY = YX = 0).
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Lemma 2 [3, Lemma 1]. Suppose A1, A2, . . . , An are n × n mutually orthogonal non-zero k-
potent matrices. Then there exists P ∈ GLn such that P−1AiP = ciEii for every i ∈ 〈n〉, where
ci ∈ C with ck−1i = 1 for i ∈ 〈n〉.
Lemma 3 [7, Lemma 4]. Suppose A,B are n × n orthogonal k-potent matrices, and φ ∈ n.
Then φ(A) and φ(B) are orthogonal.
Lemma 4 [7, Lemma 5(1)]. Let φ ∈ n. Then φ is homogeneous, i.e., φ(λA) = λφ(A) for every
A ∈ Mn and λ ∈ C.
Lemma 5. Let X ∈ Mn be a non-diagonalizable matrix, then there exists a diagonalizable matrix
Y ∈ Mn and non-zero α ∈ C such that 1α (X + Y ) ∈ n and 1α Y /∈ n.
Proof. For every X ∈ Mn, there exists T ∈ GLn such that T −1XT = X0, where X0 = A1 ⊕
A2 ⊕ · · · ⊕ As is the Jordan canonical form of X, here Ai ∈ Mri , ri ∈ Z+ for every i ∈ 〈s〉 and∑s
i=1 ri = n.
Further, we know that Ai ∈ C is the characteristic value of X for i ∈ 〈s〉 satisfying ri = 1 or
Ai =
⎛
⎜⎜⎜⎜⎜⎜⎝
λi 1 0 · · · 0
0 λi 1 · · · 0
...
...
.
.
.
.
.
.
...
0 0 0
.
.
. 1
0 0 0 · · · λi
⎞
⎟⎟⎟⎟⎟⎟⎠
(1)
for i ∈ 〈s〉 with ri  2, where λi is the characteristic value of X. Since X is not a diagonalizable
matrix, there always exists i ∈ 〈s〉 satisfying ri  2.
It is obvious that there exists Qi ∈ GLri such that
Q−1i AiQi =
⎛
⎜⎜⎜⎜⎜⎜⎝
λi xi1 xi1 · · · xi1
0 λi xi2 · · · xi2
...
...
.
.
.
.
.
.
...
0 0 0
.
.
. xiri−1
0 0 0 · · · λi
⎞
⎟⎟⎟⎟⎟⎟⎠
(2)
where ri  2, 0 /= xij ∈ C for ij ∈ Z+ and j ∈ 〈ri − 1〉. Without loss of generality, we may
assume that
∑ri−1
j=1 xij = x /= 0 and xij = xil ⇔ ij = il for every i ∈ 〈s〉 satisfying ri  2, j ,
l ∈ 〈ri − 1〉.
Fixed Qi , x, xij for every j ∈ 〈ri − 1〉 and i ∈ 〈s〉 with ri  2 in (2), there exists Bi ∈ Mri
such that
Q−1i BiQi =
⎛
⎜⎜⎜⎜⎜⎝
xi1 − λi 0 0 · · · 0
xi2 xi2 − λi 0 · · · 0
...
...
.
.
.
.
.
.
...
xiri−1 xiri−1 xiri−1 · · · 0
y y y · · · y − λi
⎞
⎟⎟⎟⎟⎟⎠ (3)
We can choose y ∈ C such that
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{
y /= 0, (x + y) /= 0, and y /= xij for any j ∈ 〈ri − 1〉, i ∈ 〈s〉 with ri  2;
y−λt
x+y /∈  ∪ {0} for some t ∈ 〈s〉 with rt  2.
i.e., Q−1i BiQi is a diagonalizable matrix and
1
x+yQ
−1
i BiQi /∈ ri .
By simple calculation, the following is true:
1
x + yQ
−1
i (Ai + Bi)Qi =
1
x + y
⎛
⎜⎜⎜⎜⎜⎝
xi1 xi1 xi1 · · · xi1
xi2 xi2 xi2 · · · xi2
xi3 xi3 xi3 · · · xi3
...
...
...
.
.
.
...
y y y · · · y
⎞
⎟⎟⎟⎟⎟⎠ ∈ ri . (4)
Let Qi = 1 ∈ C and Bi = −λi for every i ∈ 〈s〉 satisfying ri = 1. Then we have 1x+y (Q−11 ⊕
Q−12 ⊕ · · · ⊕ Q−1s )(X0 + X1)(Q1 ⊕ Q2 ⊕ · · · ⊕ Qs) ∈ n, where X0 = A1 ⊕ A2 ⊕ · · · ⊕ As ,
X1 = B1 ⊕ B2 ⊕ · · · ⊕ Bs . Let Y = TX1T −1, α = x + y, then the proof is completed.
3. The proof of Theorem 2
The proof of Theorem 2 is divided into the following four steps.
Step 1. Let φ ∈ n, then either φ(Eii) = 0 for every i ∈ 〈n〉 or φ(Eii) /= 0 for any i ∈ 〈n〉.
Suppose φ(Eii) = 0 for some i ∈ 〈n〉, we will prove φ(Ejj ) = 0 for any j ∈ 〈n〉 with j /= i.
It is clear that
(x + 1)Eii − x(Eii + Eij ) = Eii − xEij ∈ n
for any x ∈ C. Then we have
φ((x + 1)Eii) − xφ(Eii + Eij ) ∈ n
for any x ∈ C. By Lemma 4 and φ(Eii) = 0, we have φ((x + 1)Eii) = 0. Further, by −xφ(Eii +
Eij ) ∈ n with arbitrary x, it follows that φ(Eii + Eij ) = 0, for any j ∈ 〈n〉 with j /= i.
Note that
(1/2)(Eii + Eij ) + (1/2)(Eji + Ejj ) ∈ n.
So we have
(1/2)φ(Eii + Eij ) + (1/2)φ(Eji + Ejj ) ∈ n.
By φ(Eii + Eij ) = 0, φ(Eji + Ejj ) ∈ n and (1/2) /∈ , so φ(Eji + Ejj ) = 0, for any j ∈ 〈n〉
with j /= i.
Since
(x + 1)Ejj − x(Eji + Ejj ) ∈ n
for any x ∈ C. Then we have
(x + 1)φ(Ejj ) − xφ(Eji + Ejj ) ∈ n.
Further, φ(Ejj ) = 0, for any j ∈ 〈n〉 with j /= i. The proof is completed.
Step 2. Supposeφ ∈ n satisfiesφ(Eii) = 0 for every i ∈ 〈n〉, thenφ(X) = 0 for anyX ∈ Mn.
We will prove φ(Xm ⊕ 0) = 0 for any Xm ∈ Mm with 1  m  n by induction on m.
When m = 1, it follows by the assumption that φ(E11) = 0.
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Supposeφ(Xm−1 ⊕ 0) = 0 for anyXm−1 ∈ Mm−1 andm ∈ Z+ with 2  m  n, thenφ(Xm ⊕
0) = 0 for any Xm ∈ Mm.
It is clear that
(Xm−1 ⊕ 0 + Emm) − Xm−1 ⊕ 0 ∈ n
for Emm ∈ Mn. Applying φ to the above matrices, by the inductive assumption, we can derive
φ(Xm−1 ⊕ 0 + Emm) ∈ n. (5)
Since
(Am−1 ⊕ 0 + wEmm) − wEmm ∈ n
forEmm ∈ Mn, anyAm−1 ∈ Jm−1 andw ∈ C. Byφ(Emm) = 0, we haveφ(Am−1 ⊕ 0 + wEmm) ∈
n. Further, by the homogeneity of φ, the arbitrariness of w and (5), we get
φ(aAm−1 ⊕ 0 + wEmm) = 0 (6)
for any Am−1 ∈ Jm−1 and a,w ∈ C.
Similarly, by
((Bm−1 + aAm−1) ⊕ 0 + wEmm) − (aAm−1 ⊕ 0 + wEmm) ∈ n
for any Bm−1, Am−1 ∈ Jm−1 and a,w ∈ C, we have
φ((bBm−1 + aAm−1) ⊕ 0 + wEmm) = 0 (7)
for any Bm−1, Am−1 ∈ Jm−1 and a, b,w ∈ C. Note that every matrix Xm−1 in Mm−1 can be
written as Xm−1 =∑pu=1 auHu for some p ∈ Z+, where au ∈ C∗ and Hu ∈ Jm−1 for every
u ∈ 〈p〉. We can get the following equation by induction on p:
φ(Xm−1 ⊕ 0 + wEmm) = 0 (8)
for any Xm−1 ∈ Mm−1 and w ∈ C. The inductive proof is omitted for it is similar to (7).
Since⎛
⎝Xm−1 g 00 w 0
0 0 0
⎞
⎠−
⎛
⎝Xm−1 0 00 w − 1 0
0 0 0
⎞
⎠ =
⎛
⎝0 g 00 1 0
0 0 0
⎞
⎠ ∈ n
for any Xm−1 ∈ Mm−1, g ∈ M(m−1)×1 and w ∈ C, so we have
φ
⎛
⎝Xm−1 g 00 w 0
0 0 0
⎞
⎠− φ
⎛
⎝Xm−1 0 00 w − 1 0
0 0 0
⎞
⎠ ∈ n.
By (8) and the arbitrariness of Xm−1, g and w, the following equation is true
φ
⎛
⎝Xm−1 g 00 w 0
0 0 0
⎞
⎠ = 0. (9)
Similarly, by⎛
⎝Xm−1 g 0ht w 0
0 0 0
⎞
⎠−
⎛
⎝Xm−1 g 00 w − 1 0
0 0 0
⎞
⎠ =
⎛
⎝ 0 0 0ht 1 0
0 0 0
⎞
⎠ ∈ n
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for any Xm−1 ∈ Mm−1, h, g ∈ M(m−1)×1 and w ∈ C, we can get
φ
⎛
⎝Xm−1 g 0ht w 0
0 0 0
⎞
⎠ = 0, (10)
i.e., φ(Xmm) = 0 for any Xmm ∈ Mm. The proof is completed.
Step 3. Suppose φ(Eii) /= 0 for any i ∈ 〈n〉, then
φ
(
n∑
i=1
aiEii
)
=
n∑
i=1
aiφ(Eii) (11)
for any ai ∈ C, i ∈ 〈n〉.
By Lemma 2 and Lemma 3, there exists P ∈ GLn such that P−1φ(Eii)P = ciEii where
ci ∈  for every i ∈ 〈n〉. It is clear that the mapφ1 : X → P−1φ(X)P ,X ∈ Mn, satisfiesφ1 ∈ n.
Without loss of generality, we may assume that
φ(Eii) = ciEii (12)
for every i ∈ 〈n〉, ci ∈ .
By the homogeneity of φ, we have φ(aiEii) = aiφ(Eii) for any ai ∈ C and i ∈ 〈n〉.
Supposing φ(
∑s
j=1 aij Eij ij ) =
∑s
j=1 aij φ(Eij ij ), for any aij ∈ C, ij ∈ 〈n〉, j ∈ 〈s〉 and s ∈
Z+ with 1  s  n − 1, we will prove
φ
⎛
⎝s+1∑
j=1
aij Eij ij
⎞
⎠ = s+1∑
j=1
aij φ(Eij ij ). (13)
If aij = 0 for some j ∈ 〈s + 1〉, then (13) is true by the inductive assumption. We may assume
that aij /= 0 for any j ∈ 〈s + 1〉 without loss of generality.
Case 1. aij ∈  for every j ∈ 〈s + 1〉.
It is clear that⎧⎨
⎩
(∑s+1
j=1 aij Eij ij
)
∈ n,(∑s+1
j=1 aij Eij ij
)
+ Ell ∈ n,
(14)
where  ∈  and l ∈ 〈n〉 with l /= ij for any j ∈ 〈s + 1〉, and{∑s+1
j=1 aij Eij ij − aihEihih ∈ n,∑s+1
j=1 aij Eij ij − (aihEihih − Eihih) ∈ n,
(15)
where  ∈  and h ∈ 〈s + 1〉.
(14) implies φ
(∑s+1
j=1 aij Eij ij
)
+ φ(Ell) ∈ n. By Lemma 1, we know φ
(∑s+1
j=1 aij Eij ij
)
and φ(Ell) are orthogonal for any l ∈ 〈n〉 with l /= ij , j ∈ 〈s + 1〉. So, the lth row and the lth
column of φ
(∑s+1
j=1 aij Eij ij
)
are zeros by the assumption (12).
Applying φ on matrices in (15), we have φ
(∑s+1
j=1 aij Eij ij
)
− aihφ(Eihih) ∈ n. It follows
from the homogeneity of φ that φ
(∑s+1
j=1 aij Eij ij
)
− (aih − )φ(Eihih) ∈ n. Similarly,
φ
(∑s+1
j=1 aij Eij ij
)
− aihφ(Eihih) and φ(Eihih) are orthogonal, i.e., the ihth row and the ihth
column of φ
(∑s+1
j=1 aij Eij ij
)
− aihφ(Eihih) are zeros for every h ∈ 〈s + 1〉.
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Now, according to the discussion in the above two paragraphs, we know that (13) holds.
Case 2. There exists at least one j ∈ 〈s + 1〉 satisfying aij /∈ , and when aih /∈  for any h ∈
〈s + 1〉, there does not exist an a ∈ C such that aih
a
∈  for every h ∈ 〈s + 1〉.
Without loss of generality, we may assume that ais+1 = 1 by the homogeneity of φ, and ais /∈ .
Note that⎧⎨
⎩
(∑s
j=1 aij Eij ij + Eis+1is+1
)
−∑sj=1 aij Eij ij ∈ n,(∑s
j=1 aij Eij ij + Eis+1is+1
)
−
(∑s
j=1 aij Eij ij
)
+ 
(∑s
j=1 Eij ij
)
∈ n,
(16)
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
a−1it
(∑s
j=1 aij Eij ij + Eis+1is+1
)
− a−1it
(∑s
j=1,j /=t aij Eij ij + Eis+1is+1
)
∈n,
a−1it
(∑s
j=1 aij Eij ij + Eis+1is+1
)
−a−1it
(∑s
j=1,j /=t aij Eij ij + Eis+1is+1
)
+ ∑s+1j=1,j /=t Eij ij ∈ n,
(17)
where  ∈  and t ∈ 〈s〉.
Applying φ on above matrices, we get from (16) that⎧⎨
⎩
φ
(∑s
j=1 aij Eij ij + Eis+1is+1
)
− φ
(∑s
j=1 aij Eij ij
)
∈ n,
φ
(∑s
j=1 aij Eij ij + Eis+1is+1
)
− φ
(∑s
j=1 aij Eij ij − 
∑s
j=1 Eij ij
)
∈ n.
By the induction assumption and the homogeneity of φ, the following is true:
φ
⎛
⎝ s∑
j=1
aij Eij ij + Eis+1is+1
⎞
⎠− s∑
j=1
aij φ(Eij ij ) + 
s∑
j=1
φ(Eij ij ) ∈ n.
Then φ
(∑s
j=1 aij Eij ij + Eis+1is+1
)
−∑sj=1 aij φ(Eij ij ) and∑sj=1 φ(Eij ij ) are orthogonal by
Lemma 1, i.e., the ij th row and ij th column of φ(
∑s
j=1 aij Eij ij + Eis+1is+1) −
∑s
j=1 aij φ(Eij ij )
are zeros by (12) for every j ∈ 〈s〉.
Similarly, we can derive from (17) that a−1it φ
(∑s
j=1 aij Eij ij + Eis+1is+1
)
− a−1it
(∑s
j=1,j /=t aij φ(Eij ij ) + φ(Eis+1is+1)
)
and
∑s+1
j=1,j /=t φ(Eij ij ) are orthogonal for every
t ∈ 〈s〉.
Let
φ
⎛
⎝ s∑
j=1
aij Eij ij + Eis+1is+1
⎞
⎠ = s∑
j=1
aij φ(Eij ij ) + φ(Eis+1is+1) + U (18)
for some U ∈ Mn. Then U and ∑s+1j=1 φ(Eij ij ) are orthogonal according to the above dis-
cussion. Moreover, (16) and (17) imply that U ∈ n and a−1is U ∈ n. But ais /∈ , so U =
0, i.e., φ
(∑s
j=1 aij Eij ij + Eis+1is+1
)
=∑sj=1 aij φ(Eij ij ) + φ(Eis+1is+1). The proof is com-
pleted.
Step 4. Suppose φ(Eii) /= 0 for any i ∈ 〈n〉, then φ is injective.
By the last step, φ is injective on the subset of Mn consisting of all diagonal matrices. In fact,
it is obvious that the following map φ2 ∈ n
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φ2 : X → φ(TXT −1) (19)
for every T ∈ GLn and X ∈ Mn.
If φ satisfies φ(Eii) /= 0 for any i ∈ 〈n〉, then φ2(Eii) /= 0 for any i ∈ 〈n〉, otherwise, φ2(X) =
0 for any X ∈ Mn by Step 2, i.e., φ(X) = 0 for any X ∈ Mn. Hence, φ is injective on the subset
of Mn consisting of all diagonalizable matrices, i.e.,
φ
(
T
(
n∑
i=1
aiEii
)
T −1
)
=
n∑
i=1
aiφ(T EiiT
−1) (20)
for every T ∈ GLn, ai ∈ C and i ∈ 〈n〉.
If φ(X0) = 0 for some non-diagonalizable matrix X0 ∈ Mn, by Lemma 5, there exist diago-
nalizable matrix Y0 ∈ Mn, non-zero α ∈ C such that
1
α
(X0 + Y0) ∈ n, 1
α
Y0 /∈ n. (21)
This induces a contradiction by (20) that 1
α
φ(Y0) ∈ n. Hence, φ is injective on the subset of Mn
consisting of all non-diagonalizable matrices.
By Proposition 1, if φ ∈ n satisfies φ(Eii) /= 0 for any i ∈ 〈n〉, then for every X ∈ Mn, we
have
φ(X) = cT −1XT or φ(X) = cT −1XtT , (22)
where T ∈ GLn and c ∈ .
By now, all of the proof is completed.
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