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Abstract
The main purpose of this dissertation is to introduce and critically assess some
novel statistical methods for change-point detection that help better understand
the nature of processes underlying observable time series.
First, we advocate the use of change-point detection for local trend estimation in
financial return data and propose a new approach developed to capture the oscilla-
tory behaviour of financial returns around piecewise-constant trend functions. Core
of the method is a data-adaptive hierarchically-ordered basis of Unbalanced Haar
vectors which decomposes the piecewise-constant trend underlying observed daily
returns into a binary-tree structure of one-step constant functions. We illustrate
how this framework can provide a new perspective for the interpretation of change
points in financial returns. Moreover, the approach yields a family of forecasting
operators for financial return series which can be adjusted flexibly depending on
the forecast horizon or the loss function.
Second, we discuss change-point detection under model misspecification, focus-
ing in particular on normally distributed data with changing mean and variance.
We argue that ignoring the presence of changes in mean or variance when testing
for changes in, respectively, variance or mean, can affect the application of statis-
tical methods negatively. After illustrating the difficulties arising from this kind of
model misspecification we propose a new method to address these using sequential
testing on intervals with varying length and show in a simulation study how this
approach compares to competitors in mixed-change situations.
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6The third contribution of this thesis is a data-adaptive procedure to evaluate
EEG data, which can improve the understanding of an epileptic seizure record-
ing. This change-point detection method characterizes the evolution of frequency-
specific energy as measured on the human scalp. It provides new insights to this
high dimensional high frequency data and has attractive computational and scal-
ability features. In addition to contrasting our method with existing approaches,
we analyse and interpret the method’s output in the application to a seizure data
set.
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Chapter 1
Introduction
The systematic understanding of our past has been in the focus of scientific research
since its inception: it allows us to draw conclusions which affect future behaviour.
Driven by the desire to grasp the unobservable structure underlying evolutionary
time series, an increasing systematization of recorded measurements can be ob-
served throughout history in a variety of areas - from environmental data such as
temperature and rainfall, via socioeconomic measures of health, poverty and demo-
graphic trends, to the increasingly precise measurement of time itself. Over the last
century, digitalisation and technological advances in data management and stor-
age have enabled scientists to systematically analyse evolution in such time series
recordings with the general goal of better understanding unobserved underlying
processes.
Many evolutionary processes, albeit not all, can be viewed as undergoing occa-
sional, sudden transitions (Brodsky and Darkhovsky, 2013). For example, economists
and policy makers classify the state of an economy into recession and recovery and
are interested in identifying points in time when a transition between these states
can be attested to decide on the appropriate policy measures at any such time
(Diebold and Rudebusch, 1996). Similarly, in the field of seismology, researchers are
concerned with identifying earthquake predictors by monitoring velocity changes in
21
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seismic waves (Ogata, 2005). Medical doctors are monitoring physiological time se-
ries to identify sudden abnormalities that may relate to a medical condition (Be´lisle
et al., 1998; Strens et al., 2003). From a statistical point of view, if the process
underlying such a time series has a time-invariant nature between any two neigh-
bouring points of transition, it can be described as piecewise-stationary process.
The estimation of the number and location of time points where a transition takes
place is subject of this work and will be referred to as change-point detection or
time-series segmentation. Moreover, we show how certain designs of change-point
detection procedures can provide insights in the data beyond change-point locali-
sation.
The main purpose of this thesis is to introduce and critically assess some novel
statistical methods for change-point detection that help better understand the na-
ture of processes underlying observable time series. While these methods can be
used in a range of different applications, they share the objective of detecting sud-
den changes in piecewise-stationary time series to segment these data-adaptively
into approximately stationary intervals of varying length. The ultimate goal of
this work is to fill some gaps in the change-point literature and to add to the in-
terpretability of certain types of observed time series, thereby allowing for a more
insightful analysis and meaningful interpretation of data. Prior to our review of
existing literature we illustrate the usefulness of change-point estimation by means
of a few real-world applications.
It is worth emphasizing that the following are simple examples chosen from
a plethora of fields where change-point detection is applied. In recent years, the
immense growth of digital storage and data processing capacities has moved the
23
analysis of time series data to a new stage. Data recordings from, to name a few,
climate (Reeves et al., 2007; Naveau et al., 2014), speech (Chen and Gopalakr-
ishnan, 1998; Zhang and Hansen, 2008), financial markets (Andreou and Ghysels,
2002; Christoffersen and Diebold, 2006), physiological processes (Be´lisle et al., 1998;
Strens et al., 2003), internet traffic (Kwon et al., 2006; Kim and Reddy, 2008) or
astronomy (Friedman, 1996; Scargle et al., 2013) have increased in quantity and
quality, giving researchers room for critical reassessment and possible enhancement
of existing methods and development of new tools to analyse, understand and in-
terpret this data.
We describe here two specific data recordings taken from the areas of finance and
neuroscience. This data is interesting in the context of change-point detection as we
illustrate in Chapters 3 and 5, respectively. First, Figure 1.1 shows the evolution
of the S&P 500 equity index between January 1990 and June 2013. The index
reflects the market-capitalization weighted price evolution of the 500 largest listed
companies in the USA. Its evolution serves as gauge on the general state of one
of the world’s largest economies and thus plays an important role for economists,
policy makers and financial market agents globally. As can be seen, the price index
reached a number of local peaks and lows in the last two decades, some of which
initiate sharp trend reversals. While the trends might appear fairly obvious at the
time resolution shown here, there is no apparent pattern in the corresponding points
of trend reversal. In this application, change-point locations can be estimated
and this information can be exploited subsequently in forecasting, for instance by
constructing a recursive forecast estimator based on the estimated change points
(Pesaran and Timmermann, 2002).
24 CHAPTER 1. INTRODUCTION
Time
S&
P 
50
0 
In
de
x 
Le
ve
l
1990 1995 2000 2005 2010
50
0
10
00
15
00
10
00
Figure 1.1: S&P500 Price Index, end-of-day level, daily observations between Jan-
uary 1990 and June 2013
A data recording from a second field of application is shown in Figure 1.2, which
displays a measurement of electrical activity in the human brain. In a clinical envi-
ronment, the subject was connected to an electroencephalogram (EEG) while she
experienced an epileptic seizure. The data is collected via electrodes placed on
the human scalp, at a high frequency of 100 observations per second. This EEG
recording contains data collected at 21 electrode channels, but for the purpose of
illustration we display a single time series showing the left temporal lobe activity
only, i.e. an electrode placed above the left ear. This data set is particularly in-
teresting to better understand epileptic seizures because it was collected starting
minutes before the seizure onset. Using tools like change-point analysis, researchers
can improve their understanding of abnormalities in the energy distribution and
connectivity of brain regions in the minutes leading up to the seizure, to potentially
develop new early warning systems for epilepsy patients. Other relevant conclusions
that can be drawn from change-point analysis of this data set are the identifica-
tion of the seizure onset and the spatial seizure origin. Both characteristics are
25
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Figure 1.2: Recording before and during a spontaneous epileptic seizure via elec-
troencephalogram. Bipolar electrode measuring electrical activity at the left-
temporal channel (T3, located approximately above the left ear)
often estimated by the physician via eye-balling, while automated methods can be
valuable tools for verification of such heuristic findings (Tzallas et al., 2012).
We now briefly lay out the structure of this thesis and discuss the contribution
of each chapter.
Chapter 2 provides a systematic overview of the existing literature on change-
point analysis and various subclasses of the topic. It introduces the reader to the
relevant elementary concepts and foundations on which we build in the following
chapters.
Chapter 3 discusses a formal stochastic time series model that is used to model
local trends in financial time series, including the one depicted in Figure 1.1. The
method detects change points in log-return series, the logarithm of daily changes
in the observed price level, and takes the current trend estimate to be the aver-
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age return between the most recent estimated change point and the current time.
The contribution of this work goes beyond advocating change-point detection to
estimate local trends in financial returns. Our main objective is to propose an
alternative approach to statistical time series analysis, whereby the time series is
spanned by an orthonormal oscillatory basis induced by change points in the se-
ries’ conditional mean value. In this context, the representation basis is assumed
to be unknown and needs to be estimated data-adaptively using a change-point
detection procedure. Our approach yields a family of forecasting operators for the
financial return series, parameterised by a single threshold parameter, which can
be adjusted flexibly depending on forecast horizon or loss function.
Chapter 4 discusses a question related to that of Chapter 3: how to detect
possibly many change points in a time series when changes can take place in the
series’ conditional mean, variance or both quantities simultaneously. This more
general problem of estimating number, location and type of change points has not
received much attention in the literature. It comes with a number of challenges
which we address using a sequential testing method. Our core contributions are to
systematically describe the difficulties for change-point detection and to propose a
novel method to overcome these. Moreover, we discuss computational aspects of
the method and compare it to competing approaches in a simulation study.
Chapter 5 introduces a new approach for the analysis of EEG data, a data-
adaptive way to evaluate EEG recordings of brain activity as the one shown in
Figure 1.2. The method proves to be very useful in increasing the understanding
of brain processes before and during an epileptic seizure. Our proposed approach
27
characterizes energy evolution measured on the human scalp through change-point
detection. In addition to discussing the features of the method and contrasting
it with existing approaches, we analyse and interpret the method’s output in the
application to the seizure data set which is partly depicted in Figure 1.2.
Chapter 6 concludes.
As the different approaches covered in Chapters 3-5 require different mathemat-
ical frameworks and therewith notation, a glossary containing the relevant symbols
is provided for reference at the end of each chapter. General mathematical con-
ventions and our strong desire to use simple and short notation make it necessary
to redefine some notation in different chapters, but we aim at maximizing consis-
tency. A list of abbreviations repeatedly used in this work is provided in Section D
in the Appendix. In the form of co-authored papers, parts of this thesis have been
submitted to or printed by peer-reviewed statistical journals. Wherever this is the
case, we will declare it explicitly.
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Chapter 2
Background and Related Work
2.1 Piecewise Stationary Processes
The change-point detection problem has received much attention by the academic
community. A gauge of the development of this research area is presented in
Figure 2.1, which contains anecdotal evidence on the number of search results for
the term ‘change point’ in Google Scholar. This chapter provides an introduction
and overview to this growing field of statistical research and discusses different
existing approaches to the problem.
Time series processes can be classified as being stationary or nonstationary.
There are different definitions of stationarity, meaning in the most narrow sense
(strict statonarity) time-invariance of the distribution underlying the process, or
time-invariance of mean and covariance in the wide-sense (weak) stationarity. In
many real-world applications stationarity is arguably a strong assumptions as pro-
cess characteristics evolve over time.
In this thesis only sudden changes are considered as opposed to e.g. smooth
transitioning. We refer the reader to general introductory readings on time se-
ries for an overview on other types of nonstationarity, such as the discussions in
29
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Figure 2.1: Number of search results of the term ‘change point’ in Google
Scholar, by year. Approximate number for values exceeding 1000. Source:
scholar.google.co.uk; retrieved 22 January 2016
Priestley (1988) and Nason (2006). In the presence of sudden changes we can view
a univariate process x = {x(t), t = 1, . . . , T} as following some distribution Fi
between the (i− 1)th and the ith change point,
x(t) ∼ Fi ↔ ηi−1 < t ≤ ηi, i = {1, . . . , N + 1} (2.1)
where we define the set of change points as an ordered collection of points in
{1, . . . , T}, N = {ηi : 1 < η1 < η2 < · · · < ηN < T} with the convention
η0 = 0, ηN+1 = T .
The process x is locally piecewise-stationary and can be approximated by a se-
quence of stationary processes that may share certain features such as the general
functional form of the distributions Fi or characteristics such as an expected value
of zero. The focus of this work is the general univariate change-point process of
Equation (2.1) and to some extent also a multivariate generalization. However,
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there exist a number of process subclasses we mention briefly below, for complete-
ness and because they can be of interest in specific applications.
Firstly, the most simple case of N = 1 change point has received most attention,
often for the reason of better analytical traceability. In the next section we discuss
methods of change-point detection for this simple setting. Secondly, we mention
here the situation where a process transitions into an abnormal state and returns to
its initial state, i.e. N = 2 and F1 = F3 6= F2. This process describes an epidemic
change and is of interest in many quality control and medical applications, see e.g.
Levin and Kline (1985); Yao (1993); Chen and Gupta (2012) or Kirch et al. (2015).
Thirdly, building on the same principle assumption of a specific number of states
is the wider family of regime-switching models. The process jumps between, say,
K different distributions Fi, i = {1, . . . , K}, K ≤ N . The goal is to estimate the
number of change points N , their locations ηi, and, if not assumed to be known, also
the number of regimes K ∈ {1, . . . , N}. In practice we frequently have K  N ,
which makes this estimation problem simpler than the unrestricted change-point
problem where generally Fi 6= Fj, i, j = {1, . . . , N + 1}, i 6= j.
The simplification can be easily justified if there exists a priori information
about the (small) number of possible states. In particular applications that require
the estimation of a large number of unknowns with comparably small number of ob-
servations T can strongly benefit from assuming the process to be regime-switching
instead of having a general piecewise-stationary form. Moreover, transitions be-
tween regimes provide the analyst with a new dimension to the interpretation of
results - the estimation of transition probabilities that may or may not be time-
varying. These probabilities describe the chance that at any time point the process
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transitions into a certain regime, given its history (or, assuming a Markov-type
transition process, the only most recent regime). Popular fields of application are
economic and financial time series, but also image or DNA segmentation (see e.g.
Hamilton, 1990; Green, 1995; Braun and Muller, 1998; Pelletier, 2006; Battaglia
and Protopapas, 2012).
2.2 Approaches to Change-Point Detection
The methods for the detection of change points in the general setting of Equation
(2.1) can be classified as online (sequential) or oﬄine (retrospective).
In online change-point detection the analysis is performed sequentially as more
data becomes available. The goal is typically to be fast in identifying change points
near the most recent observation, while controlling the rate of false positive detec-
tions. We refer the reader to Basseville and Nikiforov (1993) and Chakraborti et al.
(2001) for a more thorough discussion of the problem of online change-point detec-
tion and its early development. Adams and MacKay (2007) introduce a detection
procedure with a Bayesian formulation, while Choi et al. (2008) discuss a spectral
method. Turner et al. (2009) and Caron et al. (2012) are, respectively, examples
of recent maximum likelihood and nonparametric approaches to the problem. All
these works contain an overview of the respective strands of literature.
The focus of this work is oﬄine detection, in which information on the full
time series x = {x(t), t = 1, . . . , T} is available for analysis. Here, the researcher
is usually interested in identifying the correct number of change points and their
locations as precisely as possible. The following two sections discuss, respectively,
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oﬄine detection of single and multiple change points.
2.2.1 Oﬄine Testing and Detection Procedures for a Single
Change Point
We discuss here statistical tests and detection methods for a single change point,
N = {η∗}, in a (fully observed) time series x.
Testing for a change point and detecting it are two different problems, but they
often go hand in hand. In applications, the research question can mingle both as
they may be equally important, asking is there a change point and if so, where
is it most likely located simultaneously. Testing the existence of a change point
at an undetermined location, or estimating its most likely location while assuming
the existence of a change point, i.e. the situation where only one of the questions
matters, are usually of limited relevance in practice.
As noted by Basseville (1988), change-point estimation differs from classical
hypothesis testing in that a multiple testing problem is implied: every point (ex-
cept near boundaries, see Section 2.3) is a priori a candidate change point. For
an appropriately constructed test statistic, if there is evidence of a change, the
candidate point providing strongest evidence becomes the change point estimate.
Likelihood- and Cumulative Sum-Based Detection
Frequently encountered in parametric change-point detection are proposals using
likelihood ratio (LR) tests. Here, the analyst assumes a common functional
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form, say Fi = F¯(θi) ∀ i, where θi = (θi,1, . . . , θi,Q)′ is a parameter vector fully
defining the distribution Fi. In general the principle of likelihood estimation is
apparent in the multiplicative partitioning
L(θ|x) = L(θ1, . . . , θQ|x(1), . . . , x(T )) =
T∏
t=1
f(x(t)|θ1, . . . , θQ)
where f(·|θ) denotes the pdf or pmf of F¯ conditional on the parameter vector θ. The
likelihood function is maximized to estimate the parameter vector θ given the time
series x and assuming some distributional form. To compare a model containing a
change point at point b to one that does not contain a change point, the likelihood
function suprema over the parameter spaces are compared. When the location of
the change point is unknown, the double-supremum of the total likelihood function
over all candidate points b and the corresponding parameter spaces are compared to
the supremum of the no-change likelihood over the parameter space. This defines
the likelihood ratio for the estimation of a change point,
LR(x) = supb supθi∈Θi,i={1,2} L(θ1|x(t), t = 1, . . . , b)L(θ2|x(t), t = b+ 1, . . . , T )
supθ∈Θ L(θ|x(t), t = 1, . . . , T )
where Θ and Θi, i = {1, 2} denote, respectively, the parameter space for the no-
change and change cases.
One of the first works considering likelihood theory is the Sup-F or Sup-Wald
test (Quandt, 1958, 1960) for a change in the conditional mean of normally dis-
tributed data. Since these early publications, much has been contributed to the
understanding of the limiting and exact distribution of this type of test statistic
for various distributional forms. The cases of normally distributed data and of pro-
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cesses where only a single parameter varies have received most attention (e.g. Sen
and Srivastava, 1975; Horva´th, 1993; Chen and Gupta, 1995; Gombay and Horva´th,
1996; Chen and Gupta, 1997), but numerous other situations such as binomial and
exponential processes (Worsley, 1983, 1986), linear regression (Kim and Siegmund,
1989), autoregressive moving-average (ARMA) models (Robbins et al., 2015) and
copula models (Bouzebda and Keziou, 2013) have also been discussed. We consider
LR tests for normally distributed data with changes in the mean, the variance or
both parameters in Chapter 4. See also Chen and Gupta (2012) for an overview of
change-point analysis for various parametric models.
Another strand of literature is concerned with so-called cumulative sum
(CUSUM) tests for change-point detection. This approach goes back to the
seminal work of Page (1955), where the CUSUM test is derived for a change in
one distribution parameter in a sequential setting. The academic community has
introduced a plethora of modifications and extensions since, but the principle re-
mains that inference is made on the cumulative sum of the data or a transformation
thereof, weighted in some way. The point at which the (absolute) value of this cu-
mulative sum is maximized is considered the most likely change-point location. To
assess the significance of the test, this maximum is compared to a threshold. If
exceeded, the candidate location is regarded a change point.
To give an intuition of this type of test, we adapt a systematization taken from
Brodsky and Darkhovsky (1993). This formulation describes a family of retrospec-
tive CUSUM statistics for a change in mean, but one can substitute transformations
of x(t) to test for other types of change (for example the squared deviation from
the sample mean to test for a change in the variance). For the change in mean, we
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write
C(x|b) =
(
b(T − b)
T
)δ(
1
b
b∑
t=1
x(t)− 1
T − b
T∑
t=b+1
x(t)
)
(2.2)
with the change-point candidate b ∈ {1, . . . , T} and δ ∈ [0, 1]. The function is
maximized in absolute terms where the weighted contrast between the segments
before and after the change-point candidate b is maximized. The case of δ = 0
is discussed in Brodsky and Darkhovsky (1993, Section 3.3), the case of δ = 1
in Deshayes and Picard (1986, see also the link to trend detection we mention in
Section 2.4). We discuss some interesting properties of the CUSUM statistic for δ =
1/2 in detail in Chapter 3; for a Gaussian sequence the CUSUM test corresponds
in this case to the maximum likelihood function. For a process following F¯(θ1) =
N (µ1, σ) before a change in mean and F¯(θ2) = N (µ2, σ) afterwards, the level of
δ determines the balance between size and power of the CUSUM test of Equation
(2.2). Brodsky and Darkhovsky (1993) show that under certain conditions and as
T →∞, δ = 1 offers the minimum false positive rate, while δ = 0 yields the lowest
false negative rate. δ = 1/2 is optimal in terms of change-point estimation accuracy,
i.e. the absolute distance between estimated and true change point, |ηˆ − η|.
We conclude this discussion mentioning some developments related to the family
of CUSUM tests: Inclan and Tiao (1994) discuss the detection of a change in the
variance; Kokoszka and Leipus (1999) the detection of changes in the parameters
of an autoregressive conditional heteroscedasticity (ARCH) process and Whitcher
et al. (2002) the detection of changes under strong dependence. McGilchrist and
Woodyer (1975) derive a distribution-free CUSUM, Pettitt (1979) introduces a
robust CUSUM statistic related to the Mann-Whitney sign test and Bhattacharya
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and Zhou (1994) propose a robust version of the CUSUM statistic of Equation
(2.2) that operates on the ranks of x = {x(t), t = 1, . . . , T}.
Remark on Thresholding In the hypothesis testing using LR we explicitly
compare the test statistic under the null hypothesis to the one under the alternative
evaluated at the most likely change-point location. This ratio is compared to a
critical value that is derived under the null hypothesis and reflects a significance
level. In CUSUM tests, the statistic maximizes the contrast between two segments.
To decide about the significance of a change point, the absolute value of this statistic
is also compared to a threshold derived under the null of no change. Alternatively
to using a theoretically derived threshold, the analyst can estimate the threshold
via permutation . To illustrate, in a simple setting this can be done as follows.
Randomly permute the original time series x = {x(t), t = 1, . . . , T} to gen-
erate x(p) = {x(s), s = r(p)1 , . . . , r(p)T } where the set {r(p)i } is a permutation of
{1, . . . , T},∀p. Compute the maximum test statistic T (x(p)) over all change-point
candidates. The empirical distribution of this statistic found by repeating this pro-
cedure P times then allows for change-point inference: its (1− α)-quantile defines
the permutation-based critical value τp = Quant
α%(T (x(p)), p = 1, . . . , P ). This
simple approach can be extended in various directions, for instance to preserve the
dependency structure using blockwise permutation. In this context Husˇkova´ et al.
(2008) discuss the regression and the pair bootstrap for autoregressive processes
with lag L. A CUSUM-type test statistic is constructed using a permutation of
estimated residuals from an AR(L) model containing a change point. The authors
show that the resulting test procedure yields consistent results and compare it to
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asymptotic threshold results of Husˇkova´ et al. (2007) for the same test statistic.
Related literature on permutation-based estimation includes Antoch and Huskova
(2001); Kirch (2007); Zeileis and Hothorn (2013); Matteson and James (2014) and
Arias-Castro et al. (2015).
Detection using Bayesian Methods
Bayesian approaches to change-point detection require the specification of priors
on the number and position of change points and the parameter vectors θi be-
tween any two change points; the latter can be specified to allow for a specific type
of change, e.g. in only one element of θi. As with many areas of statistics, we
claim that it is a matter of application and the analyst’s choice whether to use fre-
quentist or Bayesian analysis; it follows that further advancements are desirable in
both methodological families, see also the discussion in Bayarri and Berger (2004).
The following chapters employ frequentist-type methods, but for completeness we
provide a short overview of existing Bayesian approaches to oﬄine change-point
detection here.
Early Bayesian formulations of the single change-point problem can be found
in Chernoff and Zacks (1964); Broemeling (1972, 1974) and Smith (1975). The
authors cover the general situation where the distributional forms on the segments
before and after the change point are unknown, or only one of them is known. The
product partitioning model, formally introduced by Barry and Hartigan (1992),
decomposes the total likelihood of x = {x(t), t = 1, . . . , T} under the alternative
into a product of the segmentwise likelihood functions
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N+1∏
i=1
ηi∏
t=ηi−1+1
fi(x(t)|θi)
where fi(·|θi) denotes the probability density function of Fi conditional on the
parameter vector θi. For the single change-point problem, N = 1, Chernoff and
Zacks (1964) cover the change-in-mean case for small samples. Broemeling (1972,
1974) provide results on the detection of a change point for the cases of Bernoulli,
exponential and normal sequences, the latter with known or unknown variance and
a focus on estimating the change size. Smith (1975) discusses the case of normal
distributions with a change in mean in more detail and derive the estimator of the
probability of a change at every point t ∈ {1, . . . , T} using maximum likelihood.
Booth and Smith (1982) discuss the corresponding multivariate case, as well as
regression and ARMA models. Carlin et al. (1992) approach the problem using
Gibbs sampling within a hierarchical Bayesian formulation and illustrate the prin-
ciples on poisson and Markov-chain processes and in a regression context. In a
series of papers, Perreault and coauthors use Gibbs sampling to detect changes in
the mean or variance of univariate data and in the mean vector of multivariate
data (Perreault et al., 1999, 2000a,b,c). For a recent review of (primarily) oﬄine
Bayesian and maximum likelihood methods see also Jandhyala et al. (2013).
Nonparametric Detection
Harchaoui et al. (2009) is an example of a completely nonparametric change-point
detection method. The authors propose kernel estimation and a discriminant ratio
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to test for existence and to locate a single change point. Other authors have con-
sidered direct density-ratio estimation for change-point identification (Kawahara
and Sugiyama, 2009; Kanamori et al., 2010; Liu et al., 2013). Here, inference is
made on the ratio between the densities of the data before and after a change-point
candidate. The central argument in this strand of literature is that by considering a
density ratio, these approaches do not require knowledge about the densities them-
selves. Other examples for nonparametric approaches are CUSUM-type statistics
based on the empirical distribution functions, see Giraitis et al. (1996) and, within
a bootstrap approach, Inoue (2001).
Detection in the Frequency Domain
Change-point detection methods have also been developed in the frequency do-
main. Consider for example the piecewise stationary Fourier process y = {y(t), t =
1, . . . , T} that goes back to the work of Priestley (1965),
y(t) =
∫
(−pi,pi]
Ai(ω) exp(ıωt)dZ(ω), ηi−1 < t ≤ ηi (2.3)
where exp(ıωt) is a complex exponential oscillating at frequency ω, and Ai(ω) and
dZ(ω) are, respectively, the associated local amplitude and the corresponding or-
thonormal infinitesimal increment of a stochastic process Z(·). The support of the
complex exponential exp(ıωt) is the set of all integers t and its oscillations exhibit
a homogeneous behaviour within each segment {ηi−1 + 1, . . . , ηi}, for all ω. In this
representation change-point detection is typically considered equivalent to identi-
fying changes in the distribution of the amplitude coefficients Ai(ω) and detection
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methods have been developed for example in Deshayes and Picard (1980); Picard
(1985); Giraitis and Leipus (1992); Wang (1995); Lavielle and Luden˜a (2000); Choi
et al. (2008) and Preuß et al. (2015).
Since detection of change points in the frequency domain may seem less intu-
itive to some, we provide two examples in which this approach is used. In Chapter
5 we analyse EEG data as shown in Figure 1.2 and assume the data to follow a
process similar to the one in Equation (2.3). EEG data is commonly analysed in
the frequency domain by considering changes in the distribution of the frequency-
dependent squared amplitude coefficients, the so-called spectral energy distribu-
tion. Hence the analyst benefits from a detection procedure that directly provides
insights into the nature of a change in terms of this energy distribution, such as
whether the change can be identified at only a narrow band of frequencies or is
widely apparent over the frequency range.
Another application where change points in the frequency domain are of interest
can be found in the financial world: in financial theory, links are derived between
multifrequency models and market participants with different investment horizons
(Hasbrouck and Sofianos, 1993; Genc¸ay et al., 2001; Calvet et al., 2006; Baron
et al., 2012). Any information about the type of market participant who induces a
change in the overall trade pattern are valuable to other market participants and
the regulator. For example, the controversial theories that link increased market
volatility to high frequency or algorithmic traders can be either further supported
(e.g. Zhang, 2010) or rebutted (e.g. Brogaard, 2010).
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Change-Type Specific Detection
We discriminate above between different estimation methods to detecting a single
change point. Now we want to briefly draw attention to an essential underlying
question: what type of change do we aim at detecting? Arguably most change-
point detection tests focus on univariate processes with changes in the mean only,
assuming the conditional distribution to be unchanged otherwise, see e.g. Chernoff
and Zacks (1964); Sen and Srivastava (1975); Gupta and Chen (1996); Vogelsang
(1998); Horva´th et al. (1999); Harchaoui et al. (2009); Arlot and Celisse (2011);
Ning et al. (2012) or Arlot et al. (2012). As we discuss in Chapter 4, if unfounded
the assumption of changes occurring in the mean only can yield severe distortions,
even in (from a detection point of view) ‘simple’ situations.
Other methods focus on detecting changes in the variance, while assuming the
mean to remain constant or known (Bhattacharyya and Johnson, 1968; Hsu, 1977;
Davis, 1979; Inclan and Tiao, 1994; Chen and Gupta, 1997; Lee et al., 2003; Sanso´
et al., 2003; Berkes et al., 2004; Gombay, 2008; Casas and Gijbels, 2009). As with
the change in mean-only case, if the assumption of changes occurring only in the
variance is inappropriate the consequences can be substantial.
Again other authors consider detection of changes in other characteristics, e.g.
the covariance (Chen and Gupta, 2004; Lavielle and Teyssiere, 2006; Aue et al.,
2009), extremes (Raimondo and Tajvidi, 2004; Naveau et al., 2014) or quantile-
based copula spectra (Birr et al., 2015). In principle, a change can be detected
in different characteristics of the underlying process by transforming the data, as
argued in Brodsky and Darkhovsky (2013). However, as we show in Chapter 4,
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in the presence of an unknown number of possibly coinciding changes in different
characteristics a powerful change-point detection method cannot rely solely on this
theoretical argument.
2.2.2 Estimation of Multiple Change-Point Locations
This section presents a review of selected multiple change-point detection ap-
proaches. Assume there are N > 1 change points present in x = {x(t), t =
1, . . . , T}. The analyst is concerned with the identification of the number of change
points and their locations ηi, i ∈ {1, . . . , N}. With this goal, one would ideally want
to consider all possible combinations of number and locations of change points on
{1, . . . , T}. The resulting models have to be compared using some goodness-of-fit
measure while also taking the model parsimony into account.
However, the comparison of all possible models is not feasible for T larger than
a few hundred. For the purpose of illustration, consider a situation where change
points are separated by some small integer δ, 0 < δ  T . Then one would have to
estimate the model fit for T models with exactly one change point, T (T − 2δ − 1)
models with two change points, etc. As we explain below, existing procedures for
multiple change-point detection use smart arguments to exclude those solutions
that are inferior to at least one competitor solution. The more efficient this exclu-
sion process is implemented, the faster the optimal solution can be estimated. If a
near-optimal solution is acceptable to the analyst, the computational speed of the
estimation can be further improved, but potentially at the expense of accuracy.
In the following, we first discuss some global optimization approaches that solve
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the detection problem considering all possible candidates at once. Later we discuss
recursive optimization, which identifies locally optimal estimates and thus accepts
a possible small inaccuracy in terms of global optimality in exchange for, generally
speaking, higher computational speed. For global optimization, two parts are of
interest: a) estimating an optimal fit for a fixed number of change points, N∗ =
{0, . . . , Nmax}, and b) selecting the best model based on goodness of fit and a
specified cost function or penalty that reflects model complexity.
Dynamic Programming Algorithms and Pruning
The goal of global optimization algorithms is to alleviate the computational diffi-
culties described in the previous paragraph. Hawkins (2001) and Maboudou-Tchao
and Hawkins (2013), for instance, discuss multiple change-point estimation via dy-
namic programming using a likelihood-based segmentation. Within this framework,
the separability of the likelihood over different segments facilitates the application
of Bellman’s principle of optimality, i.e. the total model fit can be directly decom-
posed into the model fit on the individual segments. This allows for the construction
of an recursive procedure with complexity O(NmaxT 2), where Nmax is the user-
defined maximum number of permitted change points. Hawkins (2001) proposes a
sequence of generalized LR tests to compare the respectively best model with N∗
change points versus a competitor with (N∗+ 1) change points. Maboudou-Tchao
and Hawkins (2013) propose the use of an information criteria-based penalty for
model selection, on which we expand below. The works of Bai (1997); Prandom
et al. (1997); Bai and Perron (1998, 2003); Zeileis et al. (2003) and de Castro and
Leonardi (2015) are examples using similar dynamic programming arguments in
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various applications, such as regression.
Jackson et al. (2005) and Killick et al. (2012) also develop dynamic programming
algorithms, respectively, without and with a pruning step to improve computational
speed. Both approaches are exact and operate with a worst-case complexity of
O(T 2), and both employ a penalty function to account for the number of segments.
This function can be decomposed as the sum of segment-specific costs, which allows
the use of fundamental dynamic programming arguments. However, in the pruning
algorithm of Killick et al. (2012), if there are change points in the data, under
certain assumptions on the parameters and change-point spacings and using a linear
penalty the practical complexity can be near-linear. Rigaill (2015) also propose an
algorithm containing a pruning step, but this is based on the functional cost of
segmentation and is linear in the single parameter case. Maidstone et al. (2016)
develop the pruning idea further by combining the last two approaches conceptually
and, inter alia, propose a penalty-based pruning algorithm that is as good or better
than the algorithm of Killick et al. (2012), in the sense that it prunes more.
Genetic Algorithms
Davis et al. (2006) propose the use of a genetic algorithm instead. The term
‘genetic’ is founded in a link to the Darwinian evolution theory: the best segmen-
tation is recovered by successively combining parent segmentations into (in terms
of some specified optimality criterion) better fitting children segmentations, while
discarding any combinations that do not improve the fit. Ultimately, by so-called
crossover and mutation steps and by discarding segmentations with relatively poor
fit, if used with the appropriate specifications the algorithm converges after several
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generations to a best possible offspring. The concept of genetic algorithms has also
been applied by e.g. Battaglia and Protopapas (2011) for the segmentation of a
regime-switching process and Hu et al. (2011) for a nonparametric model. In Davis
et al. (2006), optimality is defined by the minimum description length principle,
which we discuss briefly below.
Model Selection Approaches
One of the most popular approaches to model selection for multiple change-point
detection is via classical information criteria (IC) such as the Schwarz criterion
(commonly abbreviated SIC or BIC, Yao, 1988). See e.g. Yao and Au (1989) for
a testing procedure using maximum likelihood, Chen and Gupta (1997) using a
CUSUM test, Arlot et al. (2012) using a kernel-based test, and Braun et al. (2000)
and Bardet et al. (2012) for quasi maximum likelihood approaches. Typically,
a given test statistic is optimized for each of a range of change-point numbers
N∗ = {0, . . . , Nmax} and then the resulting models are compared based on their
goodness of fit while penalizing the model complexity by adding an IC term. For
example, for likelihood-based testing the SIC penaltyQ(N+1) lnT is added to twice
the negative log-likelihood, where Q(N + 1) is the number of model parameters, Q
per segment.
There are numerous alternative penalty functions to the SIC criterion. We men-
tion here Pan and Chen (2006), who advocate the modified information criterion
(MIC) for the application to change-point models, which contains an additional
term to balance out effects that occur if a change point is very close to the start
or end of the interval. The MIC penality is equivalent to the SIC under the null
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hypothesis. Under the alternative, it can be expressed as
SIC + C
N+1∑
i=1
((ηi − ηi−1)/T − 1/(N + 1))2 lnT
where C > 0 is a constant. Pan and Chen (2006) show in a simulation study that
SIC and MIC are both converging, but MIC is generally more powerful if changes
occur at the extremes. Another series of papers proposes a simple penalization
by the scaled number of segments N + 1 (Lavielle and Moulines, 2000; Lavielle
and Luden˜a, 2000; Lavielle and Teyssiere, 2007). This is closely related to works
adapting the least absolute shrinkage and selection operator to the change-point
detection problem, such as Harchaoui and Levy-Leduc (2010); Bleakley and Vert
(2011) and Shen et al. (2014).
As argued e.g. in Chen and Gupta (2012), the IC approach and similar pe-
nalization techniques for model selection do not require the analyst to specify a
threshold or significance level for a change-point test. However, if the difference
between penalized goodness of fit measures of different model specifications is small,
any conclusion based on a particular model selection penalty can be purely a result
of disturbances. Hence a certain minimum difference may be required which, fol-
lowing Chen and Gupta (2012), can be interpreted in a similar way as thresholds.
Arlot and Celisse (2011) propose an alternative for model selection, a cross vali-
dation procedure for change-point detection which has the objective of minimizing
the quadratic risk. Their two-step method proceeds similarly to the dynamic pro-
gramming methods by first choosing a segmentation for a range of change-point
numbers and then selecting the optimal number of change points, but it uses cross
selection in both steps. Hocking et al. (2013) propose the data-adaptive estimation
48 CHAPTER 2. BACKGROUND AND RELATED WORK
of an appropriate threshold in an application-specific training set using interval
regression.
Fryzlewicz (2012) and Haynes et al. (2015) point out that, in general, a flexible
detection procedure might be of interest to the analyst where the number of change
points is estimated as function of the threshold level. Fryzlewicz (2012) makes a
case for the use of a range of threshold values to gain additional insights in the data.
Haynes et al. (2015) point out that while theoretical thresholds are appropriate
under the correct assumptions about the underlying process, their performance
under misspecification can be poor - an observation we can confirm in Chapter 4.
The authors propose a new detection method that relies on a dynamic algorithm
but finds the optimal segmentation for a range of threshold values.
Binary Segmentation Algorithm
Binary segmentation (BS, Vostrikova, 1981) is an recursive optimization approach,
frequently described as greedy algorithm, which tests for the existence of one change
point at each stage, i.e. it maximizes the fit successively change point by change
point and thus achieves optimality at each stage. A generic description of the re-
cursive algorithm underlying binary segmentation is provided in Figure 2.2. It is
initiated by setting the interval boundaries to s = 1 and e = T and requires the
specification of a threshold ζ and a test statistic Ts∗,b∗,e∗(x) = f(x(s∗), . . . , x(e∗)),
evaluated on x(t), t = {s∗, . . . , e∗} with change-point candidate b∗. Standard
BS has an empirical computation complexity of O(T log T ) and is easily imple-
mented. Vostrikova (1981) shows that the algorithm yields consistent estimates of
the change-point number and locations and many authors have used this approach
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Initialise Nˆ = ∅
function Binary Segmentation(Ts∗,b∗,e∗(x), s, e, ζ)
if e− s > 1 then
b0 := arg maxb Ts,b,e(x)
if Ts,b,e(x) > ζ then
add b0 to the set of estimated change-points Nˆ
Binary Segmentation(Ts∗,b∗,e∗(x), s, b0, ζ)
Binary Segmentation(Ts∗,b∗,e∗(x), b0 + 1, e, ζ)
end if
end if
end function
Figure 2.2: Binary segmentation algorithm
to detect multiple change points in time series, for example Vostrikova (1981);
Venkatraman (1992); Bai (1997); Cho and Fryzlewicz (2012) and Fryzlewicz and
Subba Rao (2014). Variations of BS are for example Circular Binary Segmentation
(Olshen et al., 2004; Venkatraman and Olshen, 2007) and Wild Binary Segmenta-
tion (WBS, Fryzlewicz, 2014) which offer more accurate estimation at the expense
of some of the computational efficiency.
We discuss the principles of BS and WBS in more details in the following chap-
ters. Here we conclude by noting three substantial differences to global optimization-
type algorithms. First, as pointed out e.g. by Hawkins (2001) and Killick et al.
(2012), while BS maximizes the fit at each step locally, the end result is not neces-
sarily identical to an optimal segmentation in the global sense. In practice, however,
this difference also represents the trade-off with computational speed: in the worst
case, even pruning algorithms have a computational complexity of O(T 2); e.g. for
the penalty-based algorithm of Maidstone et al. (2016) such a case is present when
the number of change points is high relative to T , because the cost function of each
previously detected change point has to be updated at every time point. One can
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also construct situations where BS has a computational complexity of O(T 2), but
these are pathological cases: this result can only be achieved by continued false
detection of change points at the interval boundaries, meaning that the detection
method is in any case inadequate for the data. Second, the recursive identifica-
tion of change points can be interpreted as in a test-statistic specific importance
ranking, i.e. the hierarchical structure of the identified change points may help to
interpret data. We illustrate the usefulness of this additional information by means
of a few simple examples in financial time series in Section 3.5.2. For the family
of dynamic algorithms (with and without pruning), this additional interpretability
is generally not available as direct output. Finally, dynamic programmes typically
require the specification of some penalty function, and the results are sensitive to
this choice as becomes clear in Chapter 4. While BS requires the specification of
a threshold, the number of change point estimates is monotonically decreasing as
the threshold increases and the change-point location estimates are not changing
if the threshold is lowered, in the sense that if for some threshold ζ > 0, ηˆ ∈ Nˆζ ,
then this ηˆ will also be in the set Nˆζ−c, for any constant c with 0 ≤ c ≤ ζ.
Bottom-Up Algorithms
We mention another strand of literature in change-point detection, which basically
inverts the principle of BS, starting with a fine partition and subsequently merging
adjacent segments by removing the change point that divides them. The initial
partitioning restricts the potential change-point locations to coincide with dyadic
partitions of the full time interval, i.e. locations that are multiples of 2j with j being
a positive integer. An example for this dyadic partitioning is Ombao et al. (2002)
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who introduce the so-called SLEX transformation: the smooth localised complex
exponentials transformation describes a family of orthogonal Fourier-type transfor-
mations that are localised in time. Via the best-basis selection algorithm, a bottom-
up approach as described above, the best segmentation is chosen in O(T log T ) by
minimizing a cost function that accounts for model complexity.
The preferred optimality criterion of Coifman and Wickerhauser (1992) in the
context of best basis selection is Shannon entropy, which emphasizes the preserva-
tion of information. However, other authors have put forward application-specific
alterations, e.g. Brooks et al. (1996) who suggest to use an additional smoothness
measure to avoid too fine segmentation. See also Rao and Kreutz-Delgado (1999)
for a discussion. A similar goal of representing the time series in an compressed
way is pursued by Davis et al. (2006, 2008) within their genetic algorithm. The
authors use the minimum description length (MDL) principle, which defines the
best-fitting model as the model that enables maximum compression of the data
(Rissanen, 1989).
Bayesian Approaches to Multiple Change-Point Detection
Bayesian methods have been proposed in various formulations and with various es-
timation methods. For instance, Chib (1998) formulates the problem using a latent
Markov-process state variable to specify the segment to which a particular observa-
tion belongs. Inclan (1993) and Stephens (1994) formulate the problem assuming
that the joint distribution of the parameters θi is exchangeable and independent
of the change points. Barry and Hartigan (1993) discuss the product partitioning
model formulation mentioned in Section 2.2.1, while Loschi et al. (2010) propose
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a modified version of their algorithm to sample from the posteriors of the parame-
ters in a linear regression model, thus obtaining information beyond the posterior
means. Chopin (2007) discuss a state space formulation using filtering and smooth-
ing.
Estimation within a Bayesian framework can be computationally demanding
if the number of change points is unknown, and it has deteriorating convergence
properties as the length of the time series grows (Chib, 1998; Young Yang and
Kuo, 2001; Chopin, 2007), but most approaches readily provide the user with an
estimate of point-wise probabilities of a change occurring, Pr(t ∈ N). This is
an attractive side-product from a practitioner’s point of view, as it gives a gauge
of confidence surrounding a change-point estimate. Markov-chain Monte Carlo
(MCMC) is a popular tool for estimation, see e.g. Stephens (1994); Green (1995);
Chib (1998); Lavielle and Lebarbier (2001) and Rosen et al. (2012). Stephens
and Smith (1993) and Wang and Zivot (2000) discuss Gibbs sampling for change-
point detection. For specific process families it is possible to derive fast recursive
methods, as shown for instance in Fearnhead (2006) for processes with either a
specified prior on number and, conditionally, location of change points, or a special
case of the product partitioning model where a joint prior on number and locations
of changes is specified; both processes assume independence of the parameters
across segments and the detection method runs in O(T 2), or even O(T ) in an
approximate version. See also Xuan and Murphy (2007) for a multivariate version
and Seidou and Ouarda (2007) for an adaptation to the multiple linear model. Ko
et al. (2015) propose a MCMC algorithm to estimate their Dirichlet process hidden
Markov model which, opposed to related earlier methods like Chib (1998), does not
2.3. BRIEF GENERAL REMARKS 53
require the specification of the number of change points in the central algorithm and
thus does not require a second model-selection stage (see also Quintana and Iglesias,
2003, for the connection between Dirichlet process and the product partitioning
model).
2.3 Brief General Remarks
2.3.1 Detection in Multivatiate Time Series
With the increased availability of large data sets and computational power to pro-
cess them, multivariate time series have become more frequently subject of change-
point analysis (Srivastava and Worsley, 1986; Ombao et al., 2005; Aue et al., 2009;
Vert and Bleakley, 2010; Chen and Gupta, 2012; Horva´th and Husˇkova´, 2012; Bard-
well and Fearnhead, 2014; Cho and Fryzlewicz, 2015a; Lung-Yut-Fong et al., 2015).
The analysis of multivariate data with possibly many time series faces many well-
known challenges, such as the curse of dimensionality for covariance estimation, or
time displacement, i.e. a misalignment of time points of observation over different
time series. The latter is relevant e.g. in asset price data traded in different time
zones or functional magnetic resonance imaging in neuroscience.
For change-point detection, an additional concern is whether changes are as-
sumed to occur in all time series at once; depending on the application at hand this
may be overly restrictive. However, if this assumption is not made and a change is
observed in a subset of the time series, questions arise such as how to consistently
estimate the (partially time-varying) covariance structure. Moreover, with increas-
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ing dimensionality the analyst can consider new forms of classifying changes in an
importance ranking, e.g. by the number of time series they affect, or, inversely,
classifying the time series based on their homogeneity of change points, which can
be interpreted as a dependency measure.
2.3.2 Standard Assumptions
Change-point detection procedures require some assumptions on the change-point
process, which generally depend on the detection problem at hand. Intuitively,
to ensure identifiability of change points in time series at least two assumptions
have to be made: firstly change points have to be sufficiently distant from their
immediate neighbours and the boundary points η0 = 0, ηN+1 = T . Intuitively, two
directly adjacent change points cannot be both identified as the segment between
them has length zero. Secondly, changes have to be sufficiently pronounced, i.e.
the minimum change size requires some positive lower bound.
These assumptions are necessary in any change-point detection problem. They
are related, as illustrated e.g. in Chan and Walther (2013) for a simple piecewise-
constant signal plus Gaussian noise situation, x(t) = f(t) + (t), t = 1, . . . , T ,
f(t) =
∑N+1
i=1 µiI(ηi−1 < t ≤ ηi). Here I(·) denotes the indicator function and
(t) ∼ N(0, 1) is i.i.d. noise. For this process the conditions reduce to the rela-
tion between minimum change-point spacing smin = mini=1,...,N+1(ηi − ηi−1) and
minimum absolute change size δmin = mini=2,...,N+1 |µi − µi−1|. For consistent de-
tectability of changes the proportion of change size to spacing must be bounded
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by
δmin
√
smin ≥
√
2 log 1/smin + bT√
T
, bT →∞
This means that if we consider absolute change-point locations, i.e. ηi/T → 0 and
thus smin → 0 as T → ∞, change-point detection requires δmin√smin ≥ (
√
2 +
εT )
√
(log 1/smin)/T with εT → 0 provided that εT
√
log 1/smin →∞.
If change-point locations are defined as fraction of the total time length T , i.e.
ηi/T → ci with ci being constants in (0, 1), then limT→∞ smin > 0. It follows that
any point with non-zero change can be estimated provided that δmin ≥ bT/
√
T with
bT → ∞ as T → ∞. Jandhyala et al. (2013) provides a comparison between the
two definitions, absolute and rescaled change points, and an extensive literature
review. In the following chapters, we use the rescaled-time definition unless stated
otherwise.
2.3.3 Comparability of Change-Point Detection Methods
While there is no single best method for all change-point formulations and applica-
tions, methods can be compared based on general characteristics or with a specific
detection problem in mind. This comparison can naturally be made in terms of
properties such as test size or power or the rate of convergence to estimate the cor-
rect number of change points N and the change-point locations ηi, i = {1, . . . , N}.
Other relevant dimensions of comparison are computational speed in terms
of average and worst-case complexity, scalability of a method and the number
and type of tuning parameters the user has to specify. Whether a small or large
number of tuning parameters is preferable is application- and user-dependent, but
56 CHAPTER 2. BACKGROUND AND RELATED WORK
in general when a frequently deployed method requires time-intense calibration
of the tuning parameter(s) this can be considered unattractive. Moreover, in the
absence of clear guidance on the calibration it can raise suspicion that the end
result suffers from an overfitting bias. Comparisons via empirical exercises can add
to the relative assessment of a method’s ability to detect change points in finite
sample applications. These can include particularly application-relevant or realistic
process specifications that are in some way challenging, e.g. with a high density of
change points or very small change sizes.
We claim that the empirical success of any change-point detection method, in-
cluding the ones discussed in this thesis, depends strongly on its appropriateness for
a given application. Factors determining this success vary with the research ques-
tion and data at hand, as much as with the analyst’s ultimate goal, e.g. whether
to detect change points in an online or retrospective analysis, whether to focus on
time or frequency domain or whether additional information beyond change-point
number and location is of interest. Among other things, the nature of data, most
crucially the distributional form, the length of a time series and the sampling fre-
quency as well as the dimensionality are of importance. Moreover, beliefs on the
type and number of change points can be determinants of a successful change-point
analysis.
2.4 Related Areas of Research
We already mentioned various subclasses of the change-point detection problem,
such as the regime-switching processes which also receive extensive attention in
2.4. RELATED AREAS OF RESEARCH 57
the econometrics literature (Gray, 1996; Hardy, 2001; Hamilton and Raj, 2013).
However, change-point detection in itself can also be considered a subclass of other
areas of research, notedly the signal recovery and representation literature (Rao and
Kreutz-Delgado, 1999) and feature extraction (Guyon et al., 2008). Considering
changes in the mean, a particularly strong link can be established with problems
of trend detection, trend reversal estimation and trend filtering (Johansen and
Sornette, 1999, 2000; Davies and Kovac, 2001; Wu et al., 2001; Kim et al., 2009;
Tibshirani, 2014). Johansen and Sornette (1999, 2000), for instance, propose a
Bayesian algorithm for applications to equity indices to capture trend reversal in
time and evaluate the performance of their model successively at the out-of-sample
financial crash in Japan in 1999. Davies and Kovac (2001) advertise the taut-string
algorithm and multiscale decomposition to identify local extremes in a time series,
which corresponds in their application to estimating piecewise linear trends between
local peaks and lows using a total variation penalty. In Chapter 3 we draw parallels
between this and related trend filtering methods and our change-point detection
method for changes in the mean.
Change-point detection can be related to the broad field of feature extraction by
interpreting it as specific form of a classification or clustering problem where the
time-ordered or sequential structure of the data is accounted for. This becomes
obvious in applications outside time series, such as image compression or DNA
segmentation (Pal and Pal, 1993; Keogh et al., 2001; Lee and Lewicki, 2002). Chen
et al. (2011) discuss a linear regression cluster detection when a change point can
exist at a cluster-specific location. Arias-Castro et al. (2005) propose a method to
detect geometric objects in noisy image data and discuss interesting features of the
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detection problem in two dimensions, such as the concept of effective dimension
which captures the multiplicity arising from testing in two or more dimensions.
Many approaches developed for network community detection also mirror ideas
that we find in change-point detection. Basically, one can interpret a time series
as network or graph where every observation is a node and has edges connecting
it to the observations immediately before and after in time. The required segmen-
tation can be based on similar technical arguments as in the time-ordered case,
such as hierarchical (bottom-up or top-down) clustering (Friedman et al., 2001) or
genetic algorithms (Liu et al., 2007). Parallels can also be drawn between commu-
nity detection in networks and Bayesian change-point detection procedures, see e.g.
Fortunato (2010). The author as well as Akoglu et al. (2015) provide overviews of
literature on dynamic networks, which include networks undergoing sudden struc-
tural changes over time. For instance, Peel and Clauset (2014) define an online
probabilistic learning framework for network change-point detection and introduce
a detection approach. Marangoni-Simonsen and Xie (2015) propose change-point
detection approaches for online community detection.
Chapter 3
Adaptive Trend Estimation in
Financial Time Series via
Multiscale Change-Point-Induced
Basis Recovery
Low-frequency financial returns can be modelled as centered around piecewise-
constant trend functions which change at certain points in time. We propose a new
stochastic time series framework which captures this feature. The main ingredient of
our model is a hierarchically-ordered oscillatory basis of simple piecewise-constant
functions that is determined by change points, and hence needs to be estimated from
the data. The resulting model enables easy simulation and provides interpretable
decomposition of nonstationarity into short- and long-term components. The model
permits consistent estimation of the multiscale change-point-induced basis via bi-
nary segmentation, which results in a variable-span moving-average estimator of
the current trend, and allows for short-term forecasting of the average return.
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Declaration This chapter is in parts based on joint work with Piotr Fryzlewicz
as published in Statistics and Its Interface (Schro¨der and Fryzlewicz, 2013).
3.1 Introduction
In this chapter, we consider the problem of statistical modelling and forecasting of
daily financial returns based on past observations, but the methodology we propose
will also be of relevance to financial data at other frequencies. More generally, it
leads to a new generic approach to statistical time series analysis, via adaptive
oscillatory bases induced by change points, which can be of interest in other fields
of application beyond finance.
Given a time series p = {p(t), t = 1, . . . , T} of daily speculative prices on
risky financial instruments, such as equities, equity indices, commodities, or cur-
rency exchange rates, their daily returns x = {x(t), t = 1, . . . , T} are defined by
x(t) = ln(p(t))− ln(p(t− 1)). Forecasting future values of x based on its own past
is of major interest to quantitative finance practitioners, but presents an extremely
challenging task due to the perceived low predictive content of past returns with
respect to the future. The importance and difficulty of the problem have led to the
use of a large number of statistical and data analytic techniques to tackle it. In par-
ticular, we mention return forecasting based on time-varying regression parameters
(Pesaran and Timmermann, 2002), traditional ARMA time series modelling with
heteroscedastic innovations (Berkowitz and O’Brien, 2002; Garcia et al., 2005),
methods stemming from the technical analysis of price series such as those based
on moving average cross-overs, breakout and other technical signals (Katz and Mc-
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Cormick, 2000), as well as various machine-learning techniques such as those based
on support vector machines (Kim, 2003; Camci and Chinnam, 2008) and neural
networks for return forecasting (Catala˜o et al., 2007; Kim and Shin, 2007).
Our approach rests on the observation that the logarithmic price ln(p(t)) can
meaningfully and interpretably be modelled as fluctuating around a trend which
started at a certain unknown time in the past, having a positive or negative lin-
ear slope. The points in time at which the slope changes will be referred to as
change points. The movements of ln(p(t)) around the trend resemble random walk
with heteroscedastic innovations. After differencing, this pattern translates to a
piecewise-constant trend function in the return domain, plus serially uncorrelated
deviations from it. Change points in the slope of the linear trend in ln(p(t)), or al-
ternatively in the magnitude of the piecewise-constant trend in x(t), can be related
to structural changes, coinciding for example with regulatory alterations, macroe-
conomic announcements, technological innovation or an economy’s transition from
recovery to recession or vice versa.
Trend detection in financial returns is a much-studied topic and a range of
methods are widely applied in practice; in Section 2.4 we mention among others
Davies and Kovac (2001) who advertise the taut-string algorithm and multiscale
decomposition to identify local extremes in a time series. Basically, the taut-string
algorithm identifies a piecewise linear function between local peaks and lows that
minimizes the squared deviation with the data while accounting for the scaled sum
of one-step absolute differences in the function. Cho and Fryzlewicz (2011) show
that this corresponds to δ = 1 in the CUSUM statistic of Equation (2.2) and is
therefore not optimal in terms of power and precision of detection in the setting of
62 CHAPTER 3. ADAPTIVE TREND ESTIMATION
Brodsky and Darkhovsky (1993, ch. 3). Kim et al. (2009) introduce the L1-trend
filtering approach, which is similar to the taut-string algorithm in the sense that it
seeks to minimize the squared deviation between data and a piecewise linear trend
subject to an L1-penalty. The authors consider a linear penalty based on the total
absolute second-order difference of the trend function scaled by a user-specified
penalty coefficient. Other approaches to trend detection are simple moving-average
and other one-sided kernel smoothing of the returns, moving-average cross-overs
at the level of logarithmic prices, local polynomial smoothing, spline smoothing
and nonlinear wavelet shrinkage. These and other techniques are reviewed from a
practitioner’s perspective in Bruder et al. (2008).
One contribution of this chapter is to advocate a trend-detection methodology
for financial returns that works by detecting change points in the return series
and taking the current trend estimate to be the average return between the most
recent estimated change point and the current time. This amounts to averaging
over the current estimated interval of stationarity in the conditional mean; related
but different adaptive procedures for volatility (as opposed to trend) estimation
appeared e.g. in Fryzlewicz et al. (2006), Spokoiny (2009) and Cˇ´ızˇek et al. (2009).
The first stage of our procedure is the segmentation of the returns series. Although
many of the available techniques for time series segmentation could be used, we
advocate the use of binary segmentation and justify this choice below. An example
of our model fit using one particular value of the threshold parameter is shown in
Figure 3.1 based on daily closing values of the S&P 500 index.
However, the contribution of this chapter goes beyond merely advocating
change-point detection as a useful approach to local trend estimation in finan-
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Figure 3.1: Daily closing values of the S&P 500 equity index between January 1990
and June 2013; top: log-price (grey) and the cumulatively integrated fit
∑t
s=1 fˆ(s)
from our model (black), middle: log-return (grey) and our model fit fˆ(t) (black),
bottom: the same as middle but with a shorter range on the y-axis. Model fit
shown for threshold parameter C = 0.3 and imposing a minimum change-point
distance of 60 days.
64 CHAPTER 3. ADAPTIVE TREND ESTIMATION
cial returns. Our main objective is to propose a new approach to statisti-
cal time series analysis, whereby the time series, generically denoted here by
x = {x(t), t = 1, . . . , T}, is spanned by an orthonormal oscillatory basis induced
by change points in the conditional mean value of x. In this chapter, the represen-
tation basis is assumed to be unknown to the analyst and needs to be estimated
from x using a change-point detection procedure; hence we will occasionally refer
to such a basis as ‘data-driven’ or ‘adaptive’. This in contrast to classical spectral
approaches to time series analysis, which use a particular fixed basis that is known
to the user, e.g. the Fourier basis in the classical spectral theory (Priestley, 1983),
or a fixed wavelet system as in e.g. Nason et al. (2000) and Sharifzadeh et al.
(2005). The SLEX method of Ombao et al. (2002), although also using a data-
driven basis principle, is fundamentally different from ours in that it models the
second-, not the first-order structure of x and is limited to change points occurring
at dyadic locations. In financial applications, spectral analysis has occasionally
been related to agents trading at different time horizons (see also Section 2.2.1, p.
41), although this point of view is of no primary relevance to us.
Our new adaptive basis approach to time series modelling opens up many in-
teresting avenues. It leads to a formal stochastic time series model, used here to
model local trends in financial returns but also applicable more widely, with inter-
pretable nonstationarities in the autocovariance structure and in the conditional
mean of x. It allows for a decomposition of the nonstationarity in the variance of
x into longer-term trends and short-term outbursts of volatility. Finally, it yields
a family of forecasting operators for x, parameterised by a single threshold param-
eter, which can be adjusted flexibly depending on the forecast horizon or the error
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criterion.
This chapter is structured as follows. Section 3.2 motivates and defines the
model and its building blocks, and studies its probabilistic properties. Section
3.3 describes the methodology and theory of change point detection and basis
recovery, as well as the implied methodology for current trend estimation and
forecasting. Section 3.4 illustrates basis recovery in a numerical study. Section 3.5
shows the estimated bases for data examples from various asset classes and performs
a forecasting competition between our method and the benchmark moving window
approach. We conclude with a brief discussion of a multivariate extension in Section
3.6. Proofs are in the appendix. For ease of reference, we provide a glossary of
important terms at the end of this chapter (p. 103).
3.2 The Model
3.2.1 Motivation and Basic Ingredients
As illustrated in Figure 3.1, piecewise-linear modelling of trends in {ln(p(t)), t =
1, . . . , T} results in the average of the returns series x = {x(t), t = 1, . . . , T}
oscillating around zero in a piecewise-constant fashion. We wish to embed this
feature into a rigorous stochastic framework by formulating a time series model for
x that captures this oscillatory behaviour.
Time series modelling using oscillatory building blocks is a well-established
technique. In this chapter we do not consider the traditional Fourier basis decom-
position as described in Equation (2.3), but rather employ a wavelet decomposition
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technique. The building blocks used in our basis construction are the Unbalanced
Haar (UH) wavelet vectors (Girardi and Sweldens, 1997; Delouille et al., 2001;
Fryzlewicz, 2007; Baek and Pipiras, 2009; Timmermans et al., 2012), which have
the advantage of being particularly simple, well-suited to the task of change-point
modelling, and hierarchically organised into a multi-scale system, which is useful
for the interpretability of the estimated change-point locations and basis vectors,
and facilitates their arrangement according to their importance. We use the UH
basis vectors to define the Unbalanced Haar time series model in Section 3.2.2.
Consider first the locally stationary wavelet model (Nason et al., 2000),
y(t) =
∞∑
j=1
∑
k∈Z
wj,kψ
j(t− k)ξj,k, t ∈ [1, T ], (3.1)
where j is the scale parameter, analogous to frequency in (2.3), and ψj are
compactly-supported wavelet vectors with elements {ψj(t), t = 1, . . . , T}, oscil-
latory in the sense that
∑
u ψ
j(u) = 0, and such that the length of their support
increases, but the speed of their oscillation decreases, with j. The parameters
wj,k are amplitudes, localised over time-location k, and ξj,k are mutually uncorre-
lated increments. We refer the reader to Vidakovic (2009) and Nason (2008) for
overviews of the use of wavelets in statistical modelling.
The above approach could be used to model returns processes x such as that
illustrated in Figure 3.1, but is not ideal. Our signal of interest, the piecewise-
constant average return, is blocky, and oscillates around zero in an inhomogeneous
fashion in the sense that there is significant variation in the lengths of the constant
intervals. Therefore, similar to the complex exponentials in the Fourier representa-
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tion, wavelet vectors arising from continuous functions are ill-suited for our purpose
of modelling piecewise constancy. The exception that can reflect this blocky os-
cillatory behaviour is the Haar wavelet, as we discuss below. Also, crucially, both
classical Fourier and wavelet decomposition techniques use bases which are not
data-adaptive in the sense that they are fixed before the analysis rather than being
tailored to, or estimated from, the data. In particular, one could possibly enter-
tain the thought of using the piecewise-constant Haar wavelets for our purpose,
but they would only permit change points at dyadic locations kT2−j, j = 1, 2, . . .,
k = 1, . . . , 2j − 1, where T is the sample size.
In our data, change points occur at arbitrary locations and we hope to be able
to capture this feature by the use of a suitably flexible oscillatory basis that permits
adaptive choice of change points in the basis vectors, allowing for a sparse repre-
sentation of the piecewise-constant trend. Arguably the simplest such construction
is furnished by the Unbalanced Haar wavelets. With I(·) denoting the indicator
function, the elements of a generic UH vector ψs,b,e are
ψs,b,e(t) =
{
1
b− s+ 1 −
1
e− s+ 1
}1/2
I(s ≤ t ≤ b)
−
{
1
e− b −
1
e− s+ 1
}1/2
I(b+ 1 ≤ t ≤ e),
where s and e are, respectively, the start- and end-point of its support, and b is
the location of a change point. ψs,b,e is constant and positive before the change
point, constant and negative after the change point, and such that
∑
t ψ
s,b,e(t) = 0
and
∑
t(ψ
s,b,e(t))2 = 1. If constructed as follows, a set of (T − 1) UH vectors plus
one constant vector constitutes an orthonormal basis of RT : define the first UH
68 CHAPTER 3. ADAPTIVE TREND ESTIMATION
basis vector ψb0,1 = ψ1,b0,1,T ; the change point b0,1 needs to be chosen and we later
say how. Then, repeat this construction following the binary segmentation logic
on the two parts of the domain determined by b0,1: provided that b0,1 ≥ 2, define
ψb1,1 = ψ1,b1,1,b0,1 , and provided that T − b0,1 ≥ 2, define ψb1,2 = ψb0,1+1,b1,2,T . The
recursion then continues in the same manner for as long as feasible, with each vector
ψbj,k having at most two children vectors ψbj+1,2k−1 and ψbj+1,2k . Additionally, we
define a vector ψb−1,0 with elements ψb−1,0(t) = T−1/2I(1 ≤ t ≤ T ). The indices j
and k are scale and location parameters, respectively. The larger the value of j,
the finer the scale, as in the classical wavelet theory.
Example. We consider an example of a set of UH vectors for T = 6. The rows
of the matrix W defined below contain (from top to bottom) vectors ψb−1,0 , ψb0,1 ,
ψb1,2 , ψb2,3 , ψb2,4 and ψb3,7 determined by the following array of change points:
(b0,1, b1,2, b2,3, b2,4, b3,7)
′ = (1, 3, 2, 5, 4)′.
W =

1/
√
6 1/
√
6 1/
√
6 1/
√
6 1/
√
6 1/
√
6√
5/6 −1/√30 −1/√30 −1/√30 −1/√30 −1/√30
0
√
3/10
√
3/10 −√2/15 −√2/15 −√2/15
0 1/
√
2 −1/√2 0 0 0
0 0 0 1/
√
6 1/
√
6 −√2/3
0 0 0 1/
√
2 −1/√2 0

In the above example it is not possible to create further vectors ψbj,k ; W constitutes
an orthonormal basis of R6.
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3.2.2 Definition and Examples
Motivated by the above discussion, our model for the returns series x is defined as
follows.
Definition 3.2.1 A stochastic process x = {x(t), t = 1, . . . , T} is called Unbal-
anced Haar process if it has a representation
x(t) = T 1/2
∑
(j,k)∈I
Aj,kψ
bj,k(t) + σ(t)ε(t), t = {1, . . . , T}, (3.2)
where I is a set of indices, of finite dimensionality |I| = N + 1 < ∞, such that
(−1, 0) ∈ I, and connected in the sense that if a child index (j + 1, 2k − 1)
or (j + 1, 2k) is in I, then so is their parent (j, k). The random variables
{Aj,k, (j, k) ∈ I} are mutually independent, drawn from continuous distributions
and satisfy E(Aj,k) = 0 and E(A
2
j,k) <∞. The vectors ψbj,k are UH vectors defined
in Section 3.2.1. The constants σ(t) are such that 0 < σ < σ(t) < σ < ∞, and
{ε(t), t = 1, . . . , T} is a sequence of independent standard normal variables, also
independent of Aj,k.
Denote the elements of the set {bj,k, (j, k) ∈ I}, sorted in increasing order, by
N = {ηi, i = 1, . . . , N}. For completeness, denote η0 = 0, ηN+1 = T . We assume
that the points ηi are fixed in rescaled time in the sense that for each i, we have
ηi = bTυic, V = {υi, i = 1, . . . , N} is an increasing sequence of constants in (0, 1)
and υ0 = 0, υN+1 = 1.
The Unbalanced Haar process (UHP) defined in 3.2.1 contains two additive
parts, interpretable, respectively, as signal (or trend) and noise. The signal,
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T 1/2
∑
(j,k)∈I Aj,kψ
bj,k(t), is designed to model the piecewise-constant average re-
turn and provides a multi-scale representation of this quantity in terms of the
basis functions ψbj,k . Heuristically speaking, it is composed of a constant vector
ψb−1,1 plus N UH vectors ψbj,k , each multiplied by its own independent amplitude
Aj,k. This mimics the construction of the piecewise stationary Fourier process in
Equation (2.3) and the locally stationary wavelet process in Equation (3.1), where
the process in question is also composed of oscillatory vectors at different frequen-
cies or scales, with random amplitudes. The fact that I is connected leads to
T 1/2
∑
(j,k)∈I Aj,kψ
bj,k(t) being a random, piecewise-constant signal with N change
points located at ηi, i = 1, . . . , N . As in (2.3), the basis vectors ψ
bj,k also change
with the sample size, but our notation does not reflect this for simplicity. The fac-
tor T 1/2 is required to keep the scale of the amplitudes Aj,k constant with respect
to T .
The noise, σ(t)ε(t), models the random movements of x(t) around the trend
and, for technical simplicity, is assumed to be Gaussian. In this work, we do not
dwell on the issue of estimating the volatility parameters σ(t), but treat them as
constant in our theoretical considerations. Naturally, in practice, they need to be
estimated from the data; we later specify what estimators we propose.
The UHP of Equation (3.2) enables easy simulation of sample paths of x(t) as
we illustrate in Figure 3.2. The simulated sample paths of x(t) from the UHP use
the canonical basis (see Section 3.3.2 for details). σ(t) is estimated from the real
data example from Figure 3.1, and the coefficients Aj,k are drawn from the normal
distribution with mean zero and variances matching the corresponding empirical
variances from the data.
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Figure 3.2: Daily closing values of the S&P 500 equity index (log-price, black line)
between January 1990 and June 2013 and simulated sample paths (grey lines) from
the estimated canonical basis {bˆj,k, (j, k) ∈ Iˆ} (see Section 3.3); the coefficients Aj,k
are drawn from the normal distribution with mean zero and variances matching
the corresponding empirical variances σ(t) as estimated from the data. The model
is estimated with a threshold parameter C = 0.3 and a minimum change-point
distance of 60 days.
3.2.3 Unconditional Properties of the Model
We start by discussing some simple unconditional probabilistic properties of the
Unbalanced Haar process. We use the term unconditional to mean that we do
not condition on particular values of the random coefficients Aj,k. Were we to do
this, our analysis would amount to considering a particular, rather than random,
piecewise-constant signal plus noise, a set-up which we investigate in Section 3.2.4
below.
E(Aj,k) = 0 and E(ε(t)) = 0 imply E(x(t)) = 0. The variance and autocovari-
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ance of x(t) admit the following decompositions:
Var(x(t)) = T
∑
(j,k)∈I
E(A2j,k)(ψ
bj,k(t))2 + (σ(t))2 (3.3)
Cov(x(t), x(t+ τ)) = T
∑
(j,k)∈I
E(A2j,k)ψ
bj,k(t)ψbj,k(t+ τ), τ 6= 0. (3.4)
A few remarks are in order.
Stationarity. Clearly, x(t) is stationary in the mean, but is variance- and
covariance-nonstationary. The nonstationarity in the variance arises not just be-
cause of the σ(t) term, but also because of the term T
∑
(j,k)∈I E(A
2
j,k)(ψ
bj,k(t))2,
which captures the variability of longer-term trends, as opposed to the daily vari-
ability captured by σ(t). The daily variability σ(t) could also, in principle, be
modelled as a GARCH-type process with a conditional, rather than unconditional,
heteroscedasticity, but we do not pursue this option in this work because of the
technical requirement of the boundedness of σ(t) from above.
Variance. Firstly, we observe that ψbj,k(t) = 0 if t is outside the support of ψbj,k ,
and the values of ψbj,k(t) differ depending on whether t falls within the positive
or the negative part of the support of ψbj,k ; the shorter the relevant part of the
support, the higher the value of (ψbj,k(t))2, and hence Equation (3.3) indicates
that shorter trends contribute more to the variability of x(t). In simple heuristic
terms, this can be interpreted as shorter-term trends being more variable. Secondly,
due to the fact that
∑
t(ψ
bj,k(t))2 = 1 the average variance admits the following
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decomposition:
T−1
T∑
t=1
Var(x(t)) =
∑
(j,k)∈I
E(A2j,k) + T
−1
T∑
t=1
(σ(t))2,
Therefore, the average variance of the signal has a simple representation in terms
of the variances of the amplitudes Aj,k.
Autocovariance. If both t and t + τ are within the same, positive or negative,
part of the support of ψbj,k , then ψbj,k(t)ψbj,k(t+ τ) reduces to (ψbj,k(t))2, and by
Equations (3.3) and (3.4), the contribution of the term indexed (j, k) to Var(x(t))
and Cov(x(t), x(t + τ)) is the same and equal to E(A2j,k)(ψ
bj,k(t))2. On the other
hand, if t and t+ τ are within the support of ψbj,k but on two different sides of the
change point bj,k, then the term E(A
2
j,k)ψ
bj,k(t)ψbj,k(t+ τ) contributes negatively to
Cov(x(t), x(t+ τ)), which reflects the fact that t and t+ τ belong to two opposing
trends at scale j.
Unbalanced Haar spectrum. By Equations (3.3) and (3.4), the term
T
∑
(j,k)∈I E(A
2
j,k)(ψ
bj,k(t))2 in the variance of x as well as the autocovariance of
x have a representation in terms of E(A2j,k), (j, k) ∈ I. Therefore, it is natural to
introduce a separate definition for this quantity.
Definition 3.2.2 Let x = {x(t), t = 1, . . . , T} follow model (3.2). The sequence
E(A2j,k), (j, k) ∈ I is referred to as the Unbalanced Haar spectrum of x with respect
to the basis {ψbj,k , (j, k) ∈ I}.
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We emphasise that the Unbalanced Haar spectrum is defined with respect to a
fixed basis {ψbj,k , (j, k) ∈ I}; a different basis for the same process x would result
in a different Unbalanced Haar spectrum. In particular, if the Unbalanced Haar
spectral approach is used to compare two or more time series, a common basis
should be used in order for the comparison to be meaningful, unless it is of interest
to study feature misalignment between the different series. Section 3.6 discusses a
multivariate extension of the Unbalanced Haar process and how a common basis
can be chosen. For univariate Unbalanced Haar processes, we discuss the important
issue of basis selection below and propose a data-adaptive approach to discovering
a unique basis for an observed time series x.
The Unbalanced Haar spectrum is an analogue of the spectral density in the
Fourier representation of Equation (2.3) and the wavelet spectrum in the LSW
model of Equation (3.1) in the sense that it also arises as the sequence of variances
of the random amplitudes associated with the oscillatory building blocks used in
the construction of the process. However, the role of the UH building blocks in
Equation (3.2) is subtly different from those of the Fourier exponentials in Equation
(2.3) and wavelets in Equation (3.1): the latter two directly model the contribution
of the corresponding oscillations to the autocovariance structures of the respective
processes, while our primary aim in using the UH building blocks is to model the
piecewise-constant trend in the process x rather than represent the autocovariance
of x. The fact that the autocovariance structure of x also has a representation in
terms of ψbj,k is nothing but a useful and interpretable by-product of this modelling
approach.
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If the basis {ψbj,k , (j, k) ∈ I} is known to the analyst, then the Unbalanced
Haar periodogram, defined below, provides an asymptotically unbiased but incon-
sistent estimate of the Unbalanced Haar spectrum, in the same way as the classical
periodogram is asymptotically unbiased but inconsistent for the spectral density in
the classical Fourier theory. The case of an unknown basis is more delicate and will
be discussed in more detail in Sections 3.2.4 and 3.3.2, as will be the issue of restor-
ing, in a certain sense, the consistency of spectral estimation in Definition 3.2.1.
In the remainder of this work, 〈·, ·〉 denotes inner product between two vectors.
Definition 3.2.3 Let x = {x(t), t = 1, . . . , T} follow model (3.2). The sequence
of statistics defined by
Ij,k = T
−1〈x,ψbj,k〉2 = T−1
(
T∑
t=1
x(t)ψbj,k(t)
)2
(3.5)
is called the Unbalanced Haar periodogram of x with respect to the basis
{ψbj,k , (j, k) ∈ I}.
The following result quantifies the asymptotic unbiasedness of Ij,k for E(A
2
j,k).
Proposition 3.2.1 We have
|E(Ij,k)− E(A2j,k)| ≤ σ2T−1.
3.2.4 Properties of the Model Conditional on Aj,k
Having observed a sample path of x, it is of interest to establish the number and
locations of change points in the observed signal T 1/2
∑
(j,k)∈I Aj,kψ
bj,k(t). From the
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point of view of this task, it is helpful to treat Aj,k as already observed, and therefore
carry out the change-point analysis conditioning on their values Aj,k = aj,k, for all
(j, k) ∈ I. Define f(t) = T 1/2∑(j,k)∈I aj,kψbj,k(t), suppressing the dependence of
f(t) on aj,k and bj,k, for simplicity of notation. In fact, neither aj,k nor bj,k are
observed directly, but instead we observe a noisy version of f = {f(t), t = 1, . . . , T},
that is x with
x(t) = f(t) + σ(t)ε(t), (3.6)
as in Equation (3.2) conditional on Aj,k = aj,k. We now briefly discuss some
properties of f . Let PA be the probability measure induced by the random variables
Aj,k, (j, k) ∈ I. The signal f satisfies the following properties.
Property 3.2.1 (i) f is piecewise-constant with at most N change points, and
bounded.
(ii) The magnitude of the ith change point in f is of the form |∑j,k αj,k,iaj,k|,
where αj,k,i are scalars.
(iii) Let A0 be the set of (N +1)-tuples of those values of aj,k, (j, k) ∈ I, for which
f has fewer than N change points. We have PA(A0) = 0.
(iv) With probability one with respect to PA, change points in f are located at bj,k;
sorted in increasing order, their locations are {ηi}Ni=1.
Naturally, conditioning on Aj,k changes the first- and second-order properties of
x. From (3.6), we have E(x(t)|Aj,k = aj,k) = f(t), Var(x(t)|Aj,k = aj,k) = (σ(t))2
and Cov(x(t), x(t+ τ)|Aj,k = aj,k) = 0 for τ 6= 0.
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The following section discusses the estimation of various aspects of the condi-
tional signal f .
3.3 Estimation and Forecasting
3.3.1 Change-Point Detection
Given observations from the conditional model (3.6), it is of interest to estimate
the number N of change points in f and the set of their locations, N = {ηi, i =
1, . . . , N}. Multiple change-point detection has been widely studied in literature,
see Section 2.2.2 for examples. We propose the use of the binary segmentation
(BS) method in this chapter because it is a natural tool for the estimation of UH
basis vectors from the data due to the hierarchical structure of this procedure, cf.
Fryzlewicz (2007). Via BS, we simultaneously estimate the canonical basis, which
is discussed in Section 3.3.2 below. Another benefit of binary segmentation is rate
optimality for the estimators of change-point locations in the particular setting of
the spacing between change points being of order O(T ), as is the case in our model.
However, we emphasise that other change-point detection methods could also be
used for this purpose.
For clarity, we describe below in pseudocode how BS is used to recursively
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discover change points in the Unbalanced Haar process of Equation (3.2). Let
X˜bs,e = 〈x,ψs,b,e〉
σ˜es =
(
1
e− s+ 1
e∑
t=s
(σ(t))2
)1/2
.
The main function is defined in Figure 3.3. The standard UHP-BS procedure is
launched by the call UHP-BS(x, 1, T , ζT ), where ζT is a threshold parameter. We
have the following result regarding the consistency of the UHP-BS procedure for
the number and locations of change points.
function UHP-BS(x, s, e, ζT )
if e− s < 1 then
STOP
else
b0 := argmaxb |X˜bs,e|
if |X˜b0s,e|/σ˜es > ζT then
add b0 to the set of estimated change points
UHP-BS(x, s, b0, ζT )
UHP-BS(x, b0 + 1, e, ζT )
else
STOP
end if
end if
end function
Figure 3.3: UHP-BS algorithm
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Theorem 3.3.1 Let f = {f(t), t = 1, . . . , T} in Equation (3.6) be constructed with
parameters aj,k lying outside set A0 from Property 3.2.1. Let N and η1, . . . , ηN
denote, respectively, the number and locations of change points in f . Let Nˆ denote
the number, and ηˆ1, . . . , ηˆN the locations, sorted in increasing order, of the change-
point estimates obtained by the UHP-BS algorithm. Let the threshold parameter
satisfy ζT ≥ c1 logp T (p > 1/2) and ζT ≤ c2T θ (θ < 1/2), for any positive constants
c1, c2. Then there exists a positive constant C1 such that P (AT )→ 1, where
AT = {Nˆ = N ; max
i=1,...,N
|ηˆi − ηi| ≤ C1T}
with T = O(log T ), where P (·) is the probability measure induced by {ε(t), t =
1, . . . , T}.
3.3.2 Basis Recovery
Given any piecewise-constant signal f = {f(t), t = 1, . . . , T} with N > 1 change
points in N, there are multiple ways to represent it in a UH basis {ψbj,k , (j, k) ∈ I},
as any of the N change points can be assigned to scale j = 0; that is, there are
N mutually exclusive possibilities: b0,1 = η1, b0,1 = η2, . . . , b0,1 = ηN . If N > 2,
then there is similar choice at the following scales j > 0. Some of the possible UH
bases are more interpretable and useful than others. Here, we define and focus on
one particular type of UH basis, termed the canonical UH basis, which enables the
partial ordering of the set of change points, N, according to what can be interpreted
as their importance.
Recall the construction of any UH basis, described in Section 3.2.1. Given a
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current interval of interest {s, . . . , e}, a basis selection procedure will be completely
specified if one specifies how to choose bj,k on that interval. The canonical basis is
defined as follows.
Definition 3.3.1 Given a piecewise-constant signal f = {f(t), t = 1, . . . , T} with
N > 0 change points at η1, . . . , ηN , a canonical Unbalanced Haar basis is a basis
for which bj,k on the current interval [s, e] (on which f is non-constant) is assigned
as
bj,k = arg maxs<ηi<e,i=1,...,N |〈f ,ψs,ηi,e〉|,
If there is more than one such bases, any of them is referred to as canonical.
In other words, applying Definition 3.3.1 sequentially, a canonical basis for f is
chosen as follows. At scale 0, b0,1 is chosen as the ηi that maximises |〈f ,ψ1,ηi,T 〉|;
that is, the ηi which defines the step function with one change point that fits f
best in the least-squares sense. Such ηi is not necessarily unique; however, ties are
not an issue for us as we clarify further below. Having identified b0,1, canonical
basis selection then proceeds sequentially as described in Section 3.2.1, at each
scale fitting the best approximation in the L2-sense to f on the relevant interval
{s, . . . , e}, by means of a step function with one change point, until all change
points in f have been accounted for.
We now give a result that specifies the uniqueness of a canonical basis for f
from model (3.6).
Proposition 3.3.1 There is a set B0 of (N + 1)-tuples {aj,k, (j, k) ∈ I} with
PA(B0) = 0 such that for {aj,k} from outside B0, f from Equation (3.6) has a
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unique canonical basis.
Summarising the above discussion, for a signal f defined by model (3.6), there
exists a unique canonical UH basis for it with probability 1 with respect to PA.
The unique canonical basis partially orders the change points in f according to
their importance in terms of explaining f in the L2-sense. The change point b0,1
can be interpreted as the most important, with change points as subsequent finer
scales being interpretable as gradually less important.
In this setting, we now state that it is possible to use binary segmentation to
reconstruct the canonical basis {bj,k} of f from the noisy observations defined by
Equation (3.6), as well as the corresponding canonical basis coefficients a¯j,k. The
latter fact can be interpreted as the conditional consistency of spectral estimation
in Equation (3.2) with respect to each unique canonical basis.
Theorem 3.3.2 Let f in Equation (3.6) be constructed with parameters aj,k lying
outside set A0 ∪ B0. Let N and {η1, . . . , ηN} denote, respectively, the number
and locations of change points in f , and let bj,k define the canonical basis of f ,
ordered according to increasing j, and with the bj,k’s within each scale j sorted
in increasing order. Let a¯j,k be the UH coefficients with respect to bj,k; that is,
a¯j,k = T
−1/2〈f ,ψbj,k〉. Let Nˆ denote the number, and {ηˆ1, . . . , ηˆN} the locations,
sorted in increasing order, of the change-point estimates obtained by the UHP-BS
algorithm, and let bˆj,k be the estimated change points in the order returned by the
UHP-BS algorithm. Let aˆj,k = T
−1/2〈x,ψbˆj,k〉. Let the threshold parameter satisfy
ζT ≥ c1 logp T (p > 1/2) and ζT ≤ c2T θ (θ < 1/2), for any positive constants c1, c2.
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Then there exist positive constants C1, C2 such that P (AT )→ 1, where
AT = {Nˆ = N ; max
(j,k)∈I
|bˆj,k − bj,k| ≤ C1T ;
max
(j,k)∈I
|aˆj,k − a¯j,k| ≤ C2T−1/2 log1/2 T}
with T = O(log T ).
The result of Theorem 3.3.2 goes one step further than the change-point de-
tection result of Theorem 3.3.1. It states that it is not only possible to detect the
number and location of the change points, but also their importance as defined
by the partial ordering specified by the canonical basis, as well as the coefficient
values with respect to that basis. Another way of viewing this result is that the
canonical basis {ψbj,k , (j, k) ∈ I} can be estimated from the noisy observations x.
The implication of this result is that binary segmentation can be used to estimate
not only the change points in f , but also their relative importance with respect to
each other. This is attractive from the point of view of both the interpretability of
the detected change points, and their use in forecasting, as we demonstrate further
below.
We end this section by remarking that although it is tempting to attempt to
define a “canonical UH spectrum” in Equation (3.2), this does not appear to be a
straightforward task. The reason for this is that the canonical basis is defined for
each signal f separately, and therefore two different sets of {aj,k}, leading to two
different realisations of f , can result in two different canonical bases. Therefore,
there is no such thing as a single specific canonical basis for the random generator
T 1/2
∑
(j,k)∈I Aj,kψ
bj,k(t) of signal f . Hence, defining a canonical UH spectrum,
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being the set of variances of Aj,k with respect to a canonical basis, is not particularly
obvious here.
3.3.3 Forecasting
We define our forecasting task in Equation (3.2) as follows. Having observed x, we
are interested in predicting the value of f(T +h), the conditional mean of x(T +h),
where h ≥ 1 is the forecasting horizon. However, we note that if h is small with
respect to T , which we formally quantify as h = o(T ), then our model guarantees
that f(T + h) = f(T ). This is because the change points locations ηi in our model
satisfy ηi = bTυic where the υi’s are constants, so the next change point after ηN
is not expected until T (1+δ) > T +h, with δ being a positive constant. Therefore,
the task of forecasting f(T+h) in model (3.2) is equivalent to the task of estimating
f(T ).
The condition f(T ) = f(T + h) for h = o(T ) carries an implicit assumption
that the asset modelled by x = {x(t), t = 1, . . . , T} is of a trend following type: we
assume that the current average return f(T ) will not change in the near future.
However, our framework may also be a useful starting point for the modelling and
forecasting of mean-reverting assets, in which f(T + h) is likely to be different
from f(T ); negative if f(T ) > 0, or vice versa. In the trend-reversal situation, one
possibility is to assume that f(T+h) = g(f(T )) where g(·) is possibly different from
identity and needs to be estimated from the data. Although rigorous treatment of
this case is beyond the scope of this work as it is not technically covered by our
modelling framework, we discuss it from the practical point of view in Section 3.5.
84 CHAPTER 3. ADAPTIVE TREND ESTIMATION
Representing f = {f(t), t = 1, . . . , T} in its canonical basis, we obtain
f(t) = T 1/2
∑
(j,k)∈I
a¯j,kψ
bj,k(t) =
∑
(j,k)∈I
〈f ,ψbj,k〉ψbj,k(t).
A natural estimator for f(t) is
fˆ(t) = T 1/2
∑
(j,k)∈Iˆ
aˆj,kψ
bˆj,k(t) =
∑
(j,k)∈Iˆ
〈x,ψbˆj,k〉ψbˆj,k(t),
where Iˆ is the set of estimated indices of the estimated change points; note that by
Theorem 3.3.2, we have Iˆ = I with high probability. Therefore, fˆ is the orthogonal
projection of the data x onto the space spanned by the estimated canonical UH
vectors ψbˆj,k . Hence, fˆ(T ) reduces to
fˆ(T ) =
1
T − ηˆN
T∑
t=ηˆN+1
x(t),
where ηˆN is the most recent estimated change point. Thus, fˆ(T ) can be interpreted
as an adaptive, as opposed to fixed-span, moving average of the recent values of
x, where the adaptation is with respect to the estimated change-point structure in
the data.
Our estimation procedure is parameterised by the threshold parameter ζT . The
permitted theoretical range of ζT is specified in Theorem 3.3.2, and the practical
choice of the constants in ζT is discussed in Section 3.5. The lower the value of
ζT , the later the UHP-BS procedure is likely to stop, and therefore the closer to T
the final detected change point ηˆN is likely to lie. Therefore, lower (higher) values
of ζT are likely to lead to shorter (longer) average spans T − ηˆN . In other words,
3.4. SIMULATION STUDY 85
recalling the importance interpretation of the detected change points discussed
earlier, higher values of ζT lead to forecasts based on more important detected
change points, whereas the lower the value of ζT , the higher the chance of basing
the forecasts on less important detected change points.
3.4 Simulation Study
In this section, we briefly exhibit the change-point detection and canonical basis
recovery capabilities of the UHP-BS algorithm. We generate trends f = {f(t), t =
1, . . . , T}, with T = 1000, as follows. For each trend, the number N of change
points is drawn from the Poisson(5) distribution and their locations ηi are drawn
uniformly on {1, . . . , T}. The jump sizes are simulated as independent normal
variables with zero mean and variance Vηi . We repeat the trend generation 100
times for Vηi = 1 and 100 times for Vηi = 2. We define the canonical basis of f
by {bj,k, (j, k) ∈ I}. For each trend f , we simulate 1000 sample paths of x(t) =
f(t) + σ(t)ε(t) with σ(t) = 1. The resulting sample paths tend to have low signal-
to-noise ratios and are challenging from the point of view of change-point detection.
In the UHP-BS algorithm, we use the threshold ζT =
√
C logp T with p = 1/2,
which is the lower end of the permitted theoretical range from Theorem 3.3.2. The
study is repeated for C = {0.5, 0.75, 1, 1.25, 1.5, 2}. For robustness, we estimate the
local volatility σ˜es using the Median Absolute Deviation estimator for the Gaussian
distribution, both here and in the remainder of this chapter. The estimated number
of change points is denoted by Nˆ .
To judge the quality of change-point detection and basis recovery, we use three
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statistics, one of which is N − Nˆ . To gauge the distance between the estimated
and true canonical bases, we take all those sample paths for which Nˆ = N . For
those sample paths, we define the ‘Not Assigned’ (NA) and ‘Scale Difference’ (SD)
statistics, which measure, respectively, the number of estimated change points that
cannot be assigned to any true one in terms of their location, and the sum of
differences in scales between the estimated and true change points if assignment is
possible.
The statistics are estimated via the following procedure. Define Bˆj,k = {bˆi,l :
bˆi,l ∈ (bj,k − ∆T , bj,k + ∆T )}, where ∆T = 5, and let Υ denote the set of all
estimated change points bˆj,k. Set SD = 0. For all (j, k), from coarser to finer scales
and from left to right, if |Bˆj,k| = 1, then the matching for that (j, k) is completed.
If |Bˆj,k| > 1, choose as the closest match the bˆi,l ∈ Bˆj,k that minimises |i − j|. If
there are multiple such bˆi,l’s, choose the one closest to bj,k. Delete the matched
estimated change point from Υ. Add |i − j| to SD. After considering all (j, k)’s,
set NA = |Υ|.
Table 3.1 summarizes the results over various parameter specifications. As
expected, Nˆ is closer to N if jump sizes have a larger variance Vηi . If ζT is too
small, many spurious change points are detected, while if it is too large, too few
are identified. The average NA and SD measures are small in value, which shows
the closeness of the true and estimated canonical bases, provided Nˆ is estimated
correctly.
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Vηi C Prop Prop Nˆ in Prop Nˆ in Avg Avg Avg Avg
Nˆ = N [N − 1, N + 1] [N − 2, N + 2] (N − Nˆ) (|N − Nˆ |) NA SD
1
0.50 0.02 0.05 0.08 -15.47 15.52 2.29 0.29
0.75 0.13 0.35 0.51 -3.15 3.75 2.21 0.40
1.00 0.22 0.56 0.76 -0.14 1.76 1.85 0.42
1.25 0.22 0.57 0.78 0.96 1.57 1.49 0.38
1.50 0.20 0.51 0.74 1.47 1.71 1.18 0.33
2.00 0.16 0.42 0.66 1.97 2.02 0.83 0.25
2
0.50 0.01 0.03 0.05 -17.15 17.17 1.20 0.15
0.75 0.12 0.29 0.43 -4.25 4.48 1.25 0.25
1.00 0.26 0.60 0.77 -1.09 1.79 1.11 0.31
1.25 0.32 0.71 0.88 0.05 1.18 0.91 0.32
1.50 0.33 0.73 0.90 0.58 1.08 0.74 0.33
2.00 0.30 0.67 0.87 1.05 1.20 0.51 0.31
Table 3.1: Simulation results for various Vηi and C; shown are, respectively, pro-
portions or averages, over all signals and sample paths. Columns 3–5 show the
proportion of the number of estimated change points Nˆ that equal or fall within
a small range of N . Columns 6 and 7 show N − Nˆ and |N − Nˆ |, respectively.
Columns 8 and 9 show the NA and SD measures, respectively.
3.5 Data Analysis
3.5.1 Data
We analyse the performance of our model in terms of basis recovery and forecasting
in an application to 16 financial time series, four each from of these four asset
classes: equity indices, single-name stocks, foreign exchange rates and commodity
futures. We consider their daily closing prices available between 1 January 1990
and 21 June 2013, obtained from Bloomberg. Details of the assets are provided in
Table A.1. We ignore days on which no price data are available. Correspondingly,
we obtain T ∗a ∈ {4774, . . . , 6124} data points per each asset a.
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3.5.2 Interpretation of Change-Point Importance
Figure 3.4 shows log-price series and our integrated model fit
∑t
s=1 fˆ(s) for the
General Electric (GE) equity, the GBP-USD exchange rate and the WTI crude
oil commodity future. For the S&P 500 index we refer back to Figure 3.1. While
the patterns exhibited in the three series from Figure 3.4 differ, two of the more
pronounced trend changes take place for all three series at the start of the global
financial crisis in early 2008 and following the dot-com bubble burst in 2000/2001.
However, the estimated canonical bases reveal that both of these events were more
important in the evolution of the General Electric share price than in those of the
GBP-USD exchange rate or the crude oil: the earliest change point in the General
Electric price series that can be attributed to the recent global financial crises is
estimated at scale j = 2 of the canonical basis, while corresponding change points
for GBP-USD and crude oil only appear at scales j = 7 and j = 8, respectively.
The dot-com burst corresponds to the change point at scale j = 1 for the GE data
and hence this event can be interpreted as the most important for this series.
For the GBP-USD exchange rate, other events are more important: the change
point at scale j = 1 is detected in 1990, corresponding to the British currency’s
joining of the European Exchange Rate Mechanism. For the oil price, the most
important change point is detected early in time and can be related to the price
shock due to the Iraqi invasion of Kuwait in the summer of 1990. Outside of the
period 1990/1991, the Asian financial crisis in 1997/1998 triggered some important
changes in the oil price trend. Given these examples, we concur that the interpre-
tation of the hierarchical order of the canonical UH basis is coherent with historic
events that had an impact on world financial markets in the period at hand.
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Figure 3.4: Daily closing values of the General Electric share price, the GBP-USD
exchange rate and WTI crude oil between January 1990 and June 2013; log-price
(grey) and the cumulatively integrated fit
∑t
s=1 fˆ(s) from our model (black), shown
for threshold parameter C = 0.3 and imposing a minimum distance between change
points of 60 trading days.
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3.5.3 Forecast Evaluation
Our model’s ability to predict returns is evaluated in a rolling window forecast
analysis conducted for each of the 16 assets. Formally, for observed returns on
each asset a ending at time T¯ +s, we evaluate the h-day cumulative return forecast
fˆa,h(s, T¯ ) =
∑h
t=1 fˆ
a(s+ T¯ + t) = hfˆa(s+ T¯ + 1), and compare it to the observed
return xa,h(s, T¯ ) =
∑h
t=1 x
a,h(s+ T¯ + t). To avoid overlapping forecast windows,
the forecasts are evaluated for s = {1, 1 + h, 1 + 2h, . . . , 1 + (Ha,h − 1)h}, where
Ha,h = b(T ∗a −T¯ )/hc is a function of the forecast horizon h = {1, 2, 5, 10, 15, 20, 40}.
The length of the estimation period is set to T¯ = 1, 750 days, or around 7 trading
years, which roughly corresponds to the typical length of a US business cycle since
1980 (NBER, 2013). The parameters of the UHP-BS procedure are as in Section
3.4, with the threshold constant C taking values in the set {0.1, 0.2, . . . 3.0}.
In the following, the index a is suppressed and it is understood that the forecast
performance is evaluated for each asset a. The forecast fˆh(s, T¯ ) equals h-times
the moving average of the most recent observations of x, with a span T¯ + s −
ηˆNˆ chosen data-adaptively from the data as described in Section 3.3.3. Hence,
a natural benchmark is a non-adaptive moving-average estimator that forecasts
f˜h(s, T¯ , w) = h/w
∑s+T¯
t=s+T¯−w+1 x(t). As the choice of w will clearly affect the
performance, we compare our model’s forecast fˆh(s, T¯ ) with an optimised threshold
constant C against the best forecast from a range of moving-average models with
w = {h, 2h, . . . 10h} for each forecast horizon h.
Our success criterion is sign predictability, defined as the proportion of correctly
predicted signs. Some authors, e.g. Leitch and Tanner (1991), argue that this
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approach provides more robust results than statistics based on the level of predicted
returns and provide evidence that in financial applications under the objective of
profit maximization, the proportion of correctly predicted signs beats, amongst
others, the mean square prediction error as a criterion for choosing forecasts. We
define the ‘Relative Success Ratio’ for a model with forecast f˙h at forecast horizon
h as RSRh = 1/Hh
∑Hh−1
i=0 I(xh(1 + ih, T¯ )f˙h(1 + ih, T¯ > 0)− 0.5.
A large positive RSRh provides evidence for predictability and can be expected
if an asset behaves in a trend-following way. However, as mentioned in Section
3.3.3, a large negative RSRh can be related to mean reverting behaviour and also
provides a meaningful trading signal. We only compare the two models in terms
of their RSRh if both provide the same directional signal, that is if both suggest
trend-following or mean-reversion behaviour. Table 3.2 summarizes the general
results as well as results for forecast horizons grouped into short, medium and long
term. The results are individually optimised in terms of the threshold constant
C (for our model) and the moving average span w (for the benchmark) for each
forecast horizon to yield the largest absolute RSRh, i.e. the model fit with the
proportion of predicted signs deviating furthest from 0.5.
Over all forecast horizons combined, our model and the benchmark are per-
forming comparably, with our model offering better performance for seven assets,
ahead of the benchmark, which performs better for five assets. The difference in
performance appears to be due to the commodities asset class, where the sign pre-
dictability of our model is clearly more pronounced for gold and oil, which show
trend-following behaviour. Differentiating over forecast horizons, our model tends
to outperform the benchmark in short- and medium-term prediction, but performs
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worse in long-run predictions.
Table 3.3 summarizes the RSRs during times of strong movements which often
reflect periods of financial market distress. We classify time periods as containing
strong movements if their h-day cumulative return lies in the top or bottom 10%
of their historic distribution. Formally, we consider only those forecasts for which
xh(s, T¯ − h+ 1) < Quant10%s,T¯ ,h or xh(s, T¯ − h+ 1) > Quant90%s,T¯ ,h with Quantα%s,T¯ ,h de-
noting the α-percentile of non-overlapping h-day returns in the period [s, s + T¯ ].
In this subset our model does well particularly in currencies, where the apparent
mean-reverting behaviour can be captured better by our adaptive predictor. Oth-
erwise the pattern is similar to that in Table 3.2, but even more favourable to
our adaptive predictor. In particular for the long-term forecasts, our model now
performs well compared to the benchmark.
Out-of-Sample Evaluation
We end this empirical analysis with a brief out-of-sample evaluation of the UHP-
BS procedure. Using a rolling-window approach similar to the one discussed in the
previous section with a seven-year estimation period, we now split the available
data in two parts: training and testing set. The number of forecasts resulting from
this set-up is given in Table A.2 in the appendix (p. 198). After estimating our
model and the benchmark model on the training set, the criterion to determine
empirical optimality of the model parameter, the threshold value C for our model
or moving average factor MA for the benchmark, respectively, is defined as the in
absolute terms largest Relative Success Ratio over the in-sample period per forecast
horizon h. This implies that no discretionary decision is imposed as to whether an
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h = 1, 2, 5, 10, 15, 20, 40 h = 1, 2 h = 5, 10, 15 h = 20, 40
UHP Benchmark UHP Benchmark UHP Benchmark UHP Benchmark
DAX 6.8 6.8 3.0 2.2 7.1 6.1 10.0 12.6
FTSE 5.6 2.6 1.7 -1.9 5.0 -0.4 10.4 11.6
HSI 2.5 4.6 1.6 3.0 4.2 4.2 0.7 6.9
S&P 7.2 6.2 2.4 0.2 7.7 6.6 11.3 11.5
LHA -0.1 4.4 -2.0 0.6 0.1 5.9 1.4 6.0
GE -1.1 -3.4 -2.3 -2.0 -1.2 -0.8 0.2 -8.9
JNJ -1.2 0.9 -1.7 -1.7 -1.4 0.4 -0.2 4.1
MSFT -1.8 -1.7 -2.1 -0.3 -2.2 0.1 -1.0 -5.8
GBPUSD -4.6 -3.2 -1.3 -0.1 -3.9 -3.3 -8.9 -6.0
USDJPY 0.2 1.7 -1.5 -0.1 1.8 1.7 -0.5 3.4
AUDUSD 3.9 4.8 2.1 -0.3 3.3 4.5 6.6 10.3
USDMXN -4.1 -0.4 -2.3 1.7 -5.4 1.0 -4.2 -4.6
Oil 6.6 1.8 2.9 0.1 6.2 1.7 10.8 3.5
Gold 2.5 1.6 3.3 -2.2 4.1 0.1 -0.6 7.4
Live Cattle 2.0 -6.1 -1.7 -2.9 0.8 -5.8 7.5 -9.7
Sugar -2.8 3.4 -2.0 0.3 -1.5 4.1 -5.5 5.5
Table 3.2: Relative success ratio in percent for our model with optimised threshold
value and the benchmark model with optimised moving average window length. If
the relative success ratio has the same sign for both models, the larger absolute
value is in bold. Forecast horizons are grouped with h = 1, 2, h = 5, 10, 15 and
h = 20, 40 representing short-, medium- and long-term forecasts, respectively.
asset should be trend-following or mean-reverting. However, we implicitly assume
that this asset-specific characteristic is time invariant.
We evaluate the h-day return forecasts using the optimised parameters, respec-
tively, C and MA, from the corresponding h-day forecast in-sample estimation.
Tables A.3 and A.4 in the appendix show these parameter values. As in the pre-
vious section, the analysis focuses on the RSRh statistics which are considered
comparable if they have the same sign. Our model beats the benchmark for the
horizons one, five, ten and 15 days, as shown in Table 3.4, but performs less well for
longer horizons. Looking at an asset-class level, we find evidence that our model’s
success is mainly visible for equity indices and commodities and less so for curren-
cies and single stocks. A possible reason for the difference in the performance for
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h = 1, 2, 5, 10, 15, 20, 40 h = 1, 2 h = 5, 10, 15 h = 20, 40
UHP Benchmark UHP Benchmark UHP Benchmark UHP Benchmark
DAX 7.0 3.0 -0.1 2.6 7.7 4.7 13.1 0.9
FTSE 2.4 -3.4 -2.7 -2.4 3.0 -7.6 6.8 1.9
HSI 3.0 9.5 4.0 3.2 2.9 9.1 2.1 16.4
S&P 0.9 4.3 -4.1 -4.4 2.2 4.3 3.8 12.9
LHA -4.2 0.1 -3.5 3.4 -10.1 -6.0 3.8 5.8
GE -3.1 -2.3 -0.7 -0.3 -5.4 -5.4 -2.1 0.5
JNJ -0.3 2.1 -4.4 -6.2 1.4 -1.0 1.2 15.0
MSFT -3.4 2.2 -3.4 4.4 -2.8 2.1 -4.4 0.3
GBPUSD -7.4 -2.0 -3.4 0.2 -4.2 2.4 -16.4 -11.0
USDJPY -2.1 -0.4 -0.4 0.0 -1.9 -0.6 -3.9 -0.7
AUDUSD 1.3 -2.3 -0.6 -4.3 3.4 -1.3 0.0 -1.8
USDMXN -3.1 -2.1 -0.5 3.8 -3.0 0.3 -5.7 -11.4
Oil 4.5 4.4 0.7 -1.4 5.3 10.4 6.9 1.3
Gold -5.6 -5.3 3.3 -0.7 -6.9 -0.6 -12.8 -16.8
Live Cattle -5.4 -6.1 -2.1 -2.5 -9.1 -4.1 -3.0 -12.8
Sugar -1.9 5.8 -3.8 -3.2 3.4 8.8 -8.0 10.4
Table 3.3: Relative success ratio RSR during times of strong movements in percent
for our model with optimised threshold value and the benchmark model with op-
timised moving average window length. If the relative success ratio has the same
sign for both models, the larger absolute value is in bold. Results for forecasts
taking place when the most recent h-day cumulative return is in the top or bottom
decile of its historical distribution. Forecast horizons are grouped with h = 1, 2,
h = 5, 10, 15 and h = 20, 40 representing short-, medium- and long-term forecasts,
respectively.
equity indices versus single stocks is that the latter are more driven by idiosyncratic
shocks.
An analysis with a two-year estimation period instead of the seven-years window
used above yields similar results, with our model clearly beating the benchmark
for most assets where a comparison is possible at the horizons two, five, ten and
15 years. Details on this analysis are provided in Section A.2.2 in the appendix.
Forecast horizon 1 2 5 10 15 20 40
UHP BM UHP BM UHP BM UHP BM UHP BM UHP BM UHP BM
DAX 2.27 1.84 2.15 1.00 4.89 0.60 5.02 1.67 10.71 9.29 3.33 10.00 7.69 7.69
FTSE 0.89 -2.23 -0.19 -0.57 -3.48 -0.36 6.94 3.11 11.87 2.52 9.05 8.10 5.77 -1.92
HSI 1.53 0.84 -0.44 1.73 2.59 0.86 3.20 1.72 4.81 -0.37 3.47 7.43 8.82 4.90
S&P -0.91 0.50 2.02 2.50 0.12 6.12 10.58 4.81 1.08 6.12 10.58 3.85 13.46 9.62
LHA 0.44 -0.39 -1.80 0.44 -0.24 1.71 0.73 3.69 2.17 -1.45 -2.88 10.58 7.69 13.46
GE -2.65 -2.25 -1.07 0.59 2.43 -0.85 1.92 -1.44 0.36 0.36 4.81 -5.77 -3.85 -5.77
JNJ 0.44 0.19 1.01 -0.77 -3.62 -3.28 4.11 3.62 -5.80 -1.45 1.92 -1.92 -1.92 -3.85
MSFT 0.29 -1.31 0.39 0.83 -6.04 0.72 -0.96 4.33 -5.40 -1.80 -0.96 2.88 - -5.77
GBPUSD 0.39 0.81 -0.60 -1.74 0.34 -2.52 -1.83 -5.50 -5.48 -4.11 -1.38 -5.05 -6.36 6.36
USDJPY -0.05 -0.99 -0.83 0.18 -0.80 1.26 -0.68 -2.05 1.37 2.74 0.46 -5.05 4.55 13.64
AUDUSD 2.70 -1.09 2.57 1.66 1.95 -3.55 2.05 2.75 -3.42 - 0.46 9.63 0.91 2.73
USDMXN -2.86 1.67 0.09 0.91 -4.69 0.57 -1.14 0.68 -0.34 3.79 1.38 -4.13 -1.85 -5.56
Oil 2.35 -0.97 3.24 0.48 5.56 1.93 -6.04 4.59 6.52 -1.45 4.81 -0.96 15.38 3.85
Gold -0.97 -0.46 5.90 0.39 6.28 -0.48 6.04 2.66 - -4.35 -1.92 0.96 -3.85 3.85
Live Cattle -1.10 -2.26 -1.79 -2.68 3.49 1.81 -3.14 4.15 2.17 -9.42 6.86 -8.82 9.62 -0.98
Sugar 1.13 0.17 0.05 0.69 1.21 1.71 0.97 3.17 1.09 1.82 -2.43 1.46 5.77 7.69
Table 3.4: Relative success ratio RSR in percent in the out-of-sample test; for our model with in-sample optimised
threshold value and the benchmark model (BM) with in-sample optimised moving average window length, for a
seven-year estimation period. If the relative success ratio has the same sign for both models, the larger absolute
value is in bold.
95
96 CHAPTER 3. ADAPTIVE TREND ESTIMATION
3.6 Extension into a Multivariate Setting
Multivariate extensions of the nonstationary piecewise constant process are inter-
esting from both a theoretical and a practical perspective. They open the door
for dimension reduction techniques such as nonstationary dynamic factor models
(Fan et al., 2008; Motta and Ombao, 2012) or, in the context of change-point de-
tection, sparsifying methods such as Cho and Fryzlewicz (2015a). Multivariate
extensions also can lead to adaptations focussing on specific characteristics, such
as time-varying correlations (Pelletier, 2006). A natural extension of the adap-
tive change-point induced basis recovery model into a multivariate setting can be
defined as follows
Definition 3.6.1 A D-variate stochastic process X(t) = (x1(t), . . . ,xD(t))
′, D >
1, t = {1, . . . , T} is called the Multivariate Unbalanced Haar process if it has a
representation
X(t) = T 1/2
∑
(j,k)∈I
ψbj,k(t)Aj,k + Σ(t)ε(t), t = {1, . . . , T}, where (3.7)
Aj,k = (A
(1)
j,k , . . . , A
(D)
j,k )
′ (3.8)
Σ(t) = diag(
√
σ1(t), . . . ,
√
σD(t) R diag(
√
σ1(t), . . . ,
√
σD(t) (3.9)
ε(t) = (ε1(t), . . . , εD(t))
′ (3.10)
I and ψbj,k are as in Definition 3.2.1. The D-dimensional random variables
{Aj,k, (j, k) ∈ I} are independent of the noise term ε(t) for all t,j,k. {Aj,k, (j, k) ∈
I} are drawn from a continuous distribution, satisfy E(Aj,k) = 0 and have co-
variance Cov(A
(d)
j,k , A
(d′)
j,k ) = σdσd′ρ
(d,d′)
j,k < ∞ ∀d, d′. The volatility of the noise is
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bounded, 0 < σ < σd(t) < σ <∞ ∀d, t, and the correlation between the noise terms
is constant, i.e. the correlation matrix R has off-diagonal entries Rd,d′ = ρ
(d,d′)
ε
∀d 6= d′. εd(t) are Gaussian random variables.
The variance and auto-covariance terms correspond to those discussed in Section
3.2.3. The Unbalanced Haar cross-spectrum can be defined similarly to Definition
3.2.2. The concept of change-point induced basis recovery is core to this model.
As discussed above, if the Unbalanced Haar spectral approach is used to com-
pare two or more time series, a common basis should be used in order for the
comparison to be meaningful, unless it is of interest to study feature misalignment
between the different series. A natural question is therefore how to discover an
uniquely identifiable change-point hierarchy in the multivariate framework. Cho
and Fryzlewicz (2015a) discuss a thresholded-sum approach to aggregate CUSUM-
based test statistics over multiple time series, and compare this to the approaches
of Groen et al. (2013), a maximum and an average over the univariate CUSUM
statistics per point in time. We discuss the three versions in Chapter 5 which
focuses on multivariate data. All variants can be embedded directly within a bi-
nary segmentation algorithm and yield a unique hierarchical structure of change
points for a given multivariate time series. Therefore we can construct a basis of
Unbalanced Haar vectors by the same logic as in the univariate case.
The unconditional cross-covariance between the two time series is the sum of
the covariance between the scaled wavelet coefficients per scale j and location k
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and the error covariance term,
Cov(xd(t),xd′(t)) = T
∑
(j,k)∈I
Cov(A
(d)
j,k , A
(d′)
j,k ) + σd(t)σd′(t)ρ
(d,d′)
ε (3.11)
The covariance between wavelet coefficients per scale j and location k is the prod-
uct of asset volatilities and scale- and location specific correlation coefficients,
Cov(A
(d)
j,k , A
(d′)
j,k ) = σdσd′ρ
(d,d′)
j,k
The correlation between error terms ρ
(d,d′)
ε is assumed to be constant over time.
Hence, if changes in the correlation between asset returns are not induced by time-
varying volatility, they can be attributed to the correlation terms in the signal
part. One of the crucial points in the multivariate framework is to make reason-
able assumptions regarding the cross-correlation ρ
(d,d′)
j,k and to define an estimator.
Clearly, correlation should vary over time, and a natural approach would be to
assume similar correlations per scale j. However, in practice this is of limited use-
fulness given the data-adaptive nature of our model and hence possibly strongly
varying vector lengths at lower scales. A more sensible approach is to assume that
correlation is similar for intervals of similar length or to estimate it over groups
of wavelets of ‘similar shape’, e.g. conditioning on segment length, change-point
location and change direction or height.
Figure 3.5 illustrates how the multivariate UH model can provide new insights
to data. The model is fitted to a panel of time series containing the four equity
indices of our previous analysis, DAX, FTSE, HSI and S&P, in the same period
and using the same parameters as in the univariate setting. We are using the
average CUSUM approach of Groen et al. (2013) and it appears that idiosyncratic
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variation, by which we mean changes in the mean return of single indices, is not
reflected by a change point at scales j = {1, . . . , 5}. The HSI, which lies above
the other indices in this representation, contains various changes in its trend in the
period 1993-1998 that are not apparent in the other three indices and are detected
as change points only at finer scales than the ones shown here. We see that the first
change identified corresponds to the burst of the dot com bubble at the beginning
of this century, while the turning points induced by the financial crisis appear only
at scales four and five.
3.7 Concluding Remarks
The UHP-BS procedure is a new change-point detection method, developed to cap-
ture the oscillatory behaviour of financial returns around piecewise-constant trend
functions. Core of the method is a data-adaptive hierarchically-ordered basis of Un-
balanced Haar vectors which decomposes the piecewise-constant trend underlying
observed daily returns into a binary-tree structure of one-step constant functions.
The UH process provides a new perspective for the interpretation of change points
in financial returns: for instance, the unconditional variance can be decomposed
into location- and scale-specific variances of the UH amplitudes Aj,k, plus the error
variance. A similar interpretation exists for the autocovariance, which is decom-
posed into positive and negative parts, with the sign depending on whether at a
given scale two points t, t + τ are on the same segment of the scale-specific UH
vector or separated by a change point. Moreover, UHP-BS provides the analyst
with a family of forecast operators. We compare the performance of UHP-BS to a
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Figure 3.5: Cumulative log-returns of equity indices between January 1990 and
June 2013; from dark to light grey: S&P 500, FTSE, HSI, DAX. The change-
point locations identified by the multivariate UH model using an average CUSUM
approach and a minimum distance between change points of 60 trading days are
indicated as vertical lines, with different line types corresponding to different scales
j.
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benchmark set of moving average forecasts using a data set of 16 assets from four
asset classes and a period of over 20 years of daily observations. We also briefly
discuss an extension of the UHP into a multivariate setting and illustrate how a
data-adaptive basis can be determined and how the hierarchical structure of this
basis can help interpret change-point importance in a multivariate setting.
There are various interesting paths going forward. For instance in the develop-
ment of a multivariate framework for the Unbalanced Haar process it would be in-
teresting to analyse under which assumptions common empirical observations (also
termed ‘stylised facts’, Cont, 2001) of asset returns can be captured, e.g. extremal
correlation between assets or what we label macrostructure noise, the characteristic
upward trend of absolute correlation between return series when it is computed on
decreasing frequency. Another interesting project would be to evaluate a trading
model build on the estimated coefficients A
(d)
j,k . We would expect that for time
series estimated on the same basis, a function of the difference A
(d)
j,k −A(d
′)
j,k , d 6= d′,
could be a valuable indicator for pair trading.
It is also interesting to explore alternative basis definitions. Core to UHP-BS
is a data-adaptive orthonormal oscillatory basis which is defined by a hierarchical
structure from Unbalanced Haar vectors using binary segmentation. The resulting
implicit partial ordering has attractive theoretical properties, is computationally
fast compared to most competing approaches and has the convenient feature of
making the change-point hierarchy interpretable. However, the canonical UH basis
depends on the jump sizes at the discovered change points. This makes it difficult to
define a data generating process in a simulation study and hence allows for empirical
evaluation only conditional on a signal f . Furthermore, updating the model in an
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online estimation setting is equivalent to re-estimating the model over the entire
time interval. Given a set of change points N, alternative basis definitions could
be based on a deterministic rule, e.g. assign coarser scales to change points that
are more distant from their neighbours. One could also sample bases at random
and average over the resulting estimates. Finally, one could consider an alternative
procedure for change-point estimation that naturally defines a hierarchical basis,
e.g. via WBS (Fryzlewicz, 2014).
The UHP-BS procedure provides interesting insights in both univariate and
multivariate financial return data. The approach can be applied to other data that
can be described as piecewise-constant signal plus noise, yielding interpretable,
data-driven segmentation. However, as we illustrate in the following chapter, there
are certain limitations arising from the assumption of changes occuring only in the
mean of the underlying process.
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3.8 Glossary: Most Essential Notation
Expression Meaning
Functions
O(·) Upper bound in the sense that f(x) = O(g(x))↔ |f(x)| ≤
C|g(x)| for all x ≥ x0 and some C > 0
o(·) Lower bound in the sense that f(x) = o(g(x))↔ |f(x)| ≤
|g(x)| for all x ≥ x0 and all  > 0
I(·) Indicator function
〈·, ·〉 Inner product
g(·) Unknown function determining the forecasting relation:
f(T + h) = g(f(T ))
Quantα%s,T¯ ,h α% quantile of non-overlapping h-day returns in the period
[s, s+ T¯ ]
Objects
N = {ηi, i = 1, . . . , N}, (Nˆ) True (estimated) set of change points in the UH process x
V = {υi, i = 1, . . . , N} Set of change points in rescaled time
p = {p(t), t = 1, . . . , T} Time series array of daily asset prices
x = {x(t), t = 1, . . . , T} Time series array of daily asset returns, s.t. x(t) =
ln(p(t))− ln(p(t− 1))
f = {f(t), t = 1, . . . , T} Time series array of conditional mean of x
ψbj,k = {ψbj,k(t), t = 1, . . . , T} Unbalanced Haar array at scale j and location k, corre-
sponding to change point bj,k as defined on page 67
a¯j,k, aˆj,k UH coefficients at scale j and location k w.r.t. f and x,
respectively
I = {(j, k)} Set of indices with cardinality |I| = N + 1 < ∞; with
(−1, 0) ∈ I, and connected in the sense that if a child
index (j + 1, 2k − 1) or (j + 1, 2k) is in I, then so is their
parent (j, k).
ζT Threshold parameter
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Chapter 4
Detection of Changes in Mean
and/or Variance using Sequential
Testing on Intervals
We consider the situation in which different types of sudden changes are present in
an univariate time series: changes in the mean only, simultaneously in mean and
variance, and in the variance only. We illustrate that this is not a straight-forward
generalization of the change-in-mean detection problem discussed in the previous
chapter and that change-point detection procedures face specific non-trivial chal-
lenges. To summarize our findings, detection procedures that only consider changes
in mean or variance while assuming that there are no sudden changes present in
the other quantity can yield misleading conclusions regarding the data. Procedures
that assume both quantities to change simultaneously have relatively poor power
properties when only mean or only variance changes. This is particularly apparent
when the number of change points is relatively large. Our main contribution in
this chapter is to propose a novel method for detection of changes in mean and/or
variance. The method is developed to account for certain effects from model mis-
specification that classical change-point detection methods face. For this purpose, it
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uses Sequential Testing on varying-length Intervals and is thus abbreviated SeqToI.
SeqToI is computationally demanding compared to existing procedures that have the
same purpose of detect change points in mean and variance, but its structure al-
lows us to tackle even difficult change-point detection settings with many change
points of different types and relatively small magnitudes. We illustrate the perfor-
mance of SeqToI in a simulation study in which we compare it with state-of-the-art
competitor methods.
4.1 Introduction
This chapter is concerned with a problem related to but more general than that
of change-in-mean detection discussed previously. We focus here on the case of
an unknown number of sudden changes that can appear in mean and variance,
possibly but not necessarily coinciding. We first introduce a process that describes
this situation and then provide examples where the research question is relevant in
practice. As it turns out, assuming only changes in the mean or only changes in the
variance when both quantities change can have substantial negative effects on the
accuracy of a change-point detection procedure, while assuming that both quan-
tities change only simultaneously can impact the power of a detection procedure
negatively.
The mean and/or variance change process is piecewise-stationary, and at every
change point in N = {ηi, i = 1, . . . , N} at least either mean or variance changes,
but both may also change simultaneously. Between change points, the process
is stationary, i.e. mean and variance are constant. The arguably most simple
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representation of this process x = {x(t), t = 1, . . . , T} is
x(t) = f(t) + s(t)(t), t = 1, . . . , T
f(t) = µi, s
2(t) = σ2i if ηi−1 < t ≤ ηi, i = 1, . . . , N + 1 (4.1)
where we assume the sequence of means to be bounded, {µi : |µi| < ∞, i =
1, . . . , N + 1}, and the sequence of variances to be finite and positive, {σ2i : 0 <
σi < ∞, i = 1, . . . , N + 1}. (t) ∼ N(0, 1) is i.i.d. Gaussian noise, but this
can be generalized as discussed in Section 4.2. At any change point ηi ∈ N, at
least one of the following holds: a) the mean changes by some nonzero quantity,
|µi−µi−1| > 0, or b) the variance changes by some nonzero quantity, |σi−σi−1| > 0.
Moreover, the distance between neighbouring change points is bounded from below,
ηi − ηi−1 > δT > 0. Our goal is to estimate the number of change points N and
their locations N = {ηi, i = 1 . . . , N}.
In this mixed change-type situation, at each change point ηi either the mean
changes, or the variance changes, or both quantities change simultaneously. The
resulting change-point detection problem thus has a new dimension compared to
previously discussed approaches, the change type, in addition to change-point num-
ber and change-point locations. As we illustrate below, ignoring this new dimension
yields at best a loss of power in the detection method, but can also severely distort
the change-point detection results if inappropriate estimation procedures are used.
The detection of possibly coinciding changes in mean and variance is important
in a wide range of applications, for example in climatology. The question of global
warming has received much attention in the past decades and a strand of litera-
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ture is concerned with the analysis of evidence for changes in temperature mean
and variance. For instance Parey et al. (2013) argue that accounting for changes
in the temperature mean and variance is crucial for the analysis of temperature
extremes. Vasseur et al. (2014) provide evidence that increases in temperature
variation poses a greater risk to species than climate warming, i.e. changes to the
mean temperature. The upper panel of Figure 4.1 shows the temporal evolution
of monthly average temperature in Berlin, Germany, for the month of July. From
mere eye-balling one could suspect that both mean and variance (approximated
by squared deviation from the sample mean and shown in the lower panel) change
over time and that their change points do not necessarily coincide.
We return to one of the examples introduced in Chapter 1 for a second illustra-
tion of a time series with changes in mean and variance. Figure 4.2 shows the S&P
500 for the period of 2006 to 2008. The index underwent sudden changes in mean
return level (corresponding to changing linear trends in the price level) and in the
return variance, estimated by the squared deviation from the sample mean return.
In asset price data the correct identification of change points in mean returns and
asset price variation is an important component for investment and risk manage-
ment strategies. Understanding changes in periods leading up to a financial market
turmoil are of particular interest. For instance, Ang and Timmermann (2012) point
out that the presence of sudden changes in mean and variance of asset returns can
severely impact investors’ optimal portfolio choice. Guidolin and Hyde (2012) find
evidence that over the period 1953 to 2009, accounting for sudden changes in as-
set returns is strongly beneficial for investors concerned with long-run strategic
multi-asset allocation when compared to models assuming smooth dynamics.
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Figure 4.1: Average temperature in the month of July in Berlin, Germany. Upper
panel: temperature in Celsius. Lower panel: Mean squared deviation of tem-
perature. Source: Global Historical Climatology Network (www.ncdc.noaa.gov,
retrieved 10/01/2016); 6 missing data points in the period 1728-2015
110 CHAPTER 4. SEQUENTIAL TESTING
S&
P 
50
0 
In
de
x 
Le
ve
l
10
00
15
00
10
00
2006 2007 2008
Sq
ua
re
d 
Da
ily
 R
et
ur
n
s
0
0.
5
1
2006 2007 2008
Figure 4.2: S&P500 Price Index, daily observations between January 2006 and
December 2008. Upper panel: end-of-day level. Lower panel: squared log-returns
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Other areas where research has been concerned with the identification of changes
in mean and variance are for instance DNA segmentation (Braun et al., 2000;
Chen and Wang, 2009), economics (Pitarakis, 2004) and navigation engineering
(Spangenberg et al., 2008).
Because of the unknown mixture of change-point types, the process of Equation
(4.1) is a challenging change-point detection problem. We discuss the difficulties
arising from the mixed-change situation in detail in the next section but point out
here that the performance of single-change-type detection methods, i.e. methods
detecting changes in the mean only or in the variance only, can be substantially
affected in the presence of a mixture of change types. In particular, in specific
situations single change-type detection methods are at best less powerful and at
worst biased when they operate under this kind of model misspecification. On
the one side, detection procedures that only consider changes in mean or variance
while assuming the other quantity to be constant can yield misleading conclusions
regarding the data. On the other side, principally, changes that occur only in the
mean or only in the variance are detectable by procedures that assume both quan-
tities to change simultaneously. However, it can be shown that these procedures
have inferior power properties when only mean or only variance changes (cf. Perron
and Zhou, 2008; Zhou and Perron, 2008, for analysis and discussion of changes in
coefficients and/or error variance in a regression framework), especially when the
number of change points is relatively large. This has not received much attention
from researchers concerned with change points in time series, possibly because in
some situations the loss of power might be acceptable in light of faster computation
and easier analytical traceability. We therefore proceed by reviewing previous at-
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tempts to identify change points under the assumption of simultaneously changing
mean and variance.
Work of Wang and Zivot (2000) proposes a Bayesian method for the detection
of changes in mean, trend and variance of a time series using the Gibbs sampler;
as often encountered in multiple change-point detection, their method requires
knowledge about the total number of change points in the time series. Similarly,
using an information criteria approach to estimate the correct number of change
points, Bai (2000) develops a quasi maximum likelihood method to detect changes
in mean and variance of a vector autoregressive process. For any admissible, user-
defined number of change points this method is applied in an iterative manner
to estimate change-point locations and model parameters in O(T 2). Tsay (1988)
propose an iterative heuristic procedure for the specific case of an ARMA process.
Jong et al. (2003) discuss a heuristic procedure for DNA segmentation assuming
changes in mean and variance by combining genetic and local search algorithms
with maximum likelihood to identify the optimal number of change-points. In a
similar setting, Picard et al. (2005) use penalized likelihood and dynamic program-
ming for change-point detection. For a biomedical data set, the authors compare
segmentation results testing for changes in mean (assuming constant variance) to
those testing for simultaneous changes in mean and variance. However, they neither
address the possibility of a mixed-change situation nor discuss systematic issues re-
lated to potential model misspecification. We return to this example of testing for
different change types at the end of Section 4.2.2.
Hawkins (2001) discusses a maximum likelihood method for change-point de-
tection that requires either prior knowledge about the number of change points or a
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fixed maximum number of change points and a supplemental analysis using a gen-
eralized likelihood ratio test for changes in the mean and variance of normal data.
In a series of papers, Perron and Zhou discuss the estimation of regression models
that contain change points in mean or variance, possibly coinciding (Perron, 2006;
Perron and Zhou, 2008; Zhou and Perron, 2008). The authors discuss a quasi max-
imum likelihood approach to testing for a specific number of change points in the
mean and/or a specific number of change points in the variance, which corresponds
to a global change-point algorithm optimized over two dimensions. This procedure
is then combined with a double-maximization algorithm (Bai and Perron, 1998) to
estimate the correct number of change points, which requires a maximum number
of allowed change points to be specified by the user. The method is shown to
perform well in applications with few change points, at most two in mean and two
in variance. Other global optimization methods such as the PELT algorithm of
Killick et al. (2012) are able to detect change points in much more general settings,
but require the specification of the change-point test, which can be e.g. penalized
likelihood for changes in mean, in variance, or (coinciding) in both quantities.
A different strand of literature is concerned with the explicit formulation of the
relation between changes in mean and in variance. For example, Braun et al. (2000)
circumvent the difficulties encountered when trying to detect changes in mean
and/or variance by assuming an explicit dependence structure between mean and
variance in applications to DNA segmentation. Within the financial and econo-
metrics literature, much work focused on modelling an explicit relation between
changing mean and variance (Haugen et al., 1991; Glosten et al., 1993; Christof-
fersen and Diebold, 2006; Buraschi et al., 2014), often termed leverage effect or
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asymmetric volatility. Put in simple terms, these concepts describe the observed
negative correlation between past returns and future return variance. While this
effect can also be modelled as smoothly varying conditional mean and variance,
existing literature on threshold- and Markov-switching models aims at capturing
the empirically observed sudden changes in the mean and variance of financial re-
turns, see. e.g. Rabemananjara and Zakoian (1993); Gray (1996); Ardia (2009)
and Rohan and Ramanathan (2012). However, our goal here is more generally the
detection of change points without assuming an explicit relation between changes
in mean and in variance.
Nonparametric change-point detection methods that do not require the assump-
tion of a distributional form fully described by a set of parameters (see Section
2.2.1) are an alternative suitable for the unknown change-type situation in the
process of Equation (4.1). These methods are appropriate for the change-point
problem we are interested in as long as they do not assume first or second mo-
ment of the data to be fixed (as is the case e.g. for the nonparametric method
of Preuß et al., 2015). However, by ignoring information regarding the distribu-
tion of data these nonparametric approaches can be expected to have poor power
properties compared to parametric approaches that exploit this information. This
will be apparent in Section 4.4 of this chapter where we include the distribution-
free approach of Matteson and James (2014) in our comparison of methods. The
authors’ e-divisive algorithm uses a nonparametric test for change-point detection
based on differences in empirical distributions nested within binary segmentation.
The authors claim that e-divisive consistently estimates change points while it does
“not make any assumptions regarding the nature of the change in distribution”.
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In the case of piecewise-stationary data following a normal distribution on each
segment, this nonparametric method yields poor results compared to the PELT
algorithm used for detection of (simultaneous) changes in mean and variance and
the sequential testing procedure we propose here.
The contribution of this chapter is as follows. First, we illustrate the difficulties
in detecting changes in mean and/or variance if different change types are present in
a time series. After observing the shortcomings of existing change-point tests under
model misspecification, we derive a sequential testing approach that addresses these
issues. The procedure is implemented within a binary segmentation-type algorithm
that evaluates test statistics on intervals with boundaries {(s, e) : 1 ≤ s < e ≤ T}
of varying length, which allows us to detect change points even if they are rela-
tively closely spaced. While the proposed method is computationally demanding,
we show in a numerical study that the results can compete with two state-of-the-art
approaches, the e-divisive method and the PELT method for detection of simulta-
neous changes in mean and variance. Our simulation study focuses on the relative
performance in what can be summarized as difficult situations, i.e. processes with
many change points and generally small change sizes.
4.2 Motivation and Toolbox
4.2.1 Statistical Framework for Known Change Types
Maximum likelihood (ML) is the arguably most common approach to change-point
detection in the mean and/or the variance of normal data, and we will use three
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types of ML estimators in this chapter, for change in mean, change in variance
and simultaneous change in mean and variance. The ML change-point estimation
methods are well-established for a range of situations. For changes in a univariate
normal process, see e.g. Cso¨rgo¨ and Horva´th (1997); Jandhyala and Fotopoulos
(1999) or Jandhyala et al. (2002). We state the main results for the single change-
point case below.
As outlined previously (see p. 33), for x following a parametric distribution
F = F¯(θ) on an interval {s, . . . , e} the principle of likelihood estimation is apparent
in the multiplicative partitioning
L(θ|x(s), . . . , x(e)) = L(θ1, . . . , θQ|x(s), . . . , x(e)) =
e∏
t=s
f(x(t)|θ)
where f(·|θ) denotes the pdf or pmf of F¯ conditional on the parameter vector
θ = (θ1, . . . , θQ)
′. The likelihood function is maximized to estimate the parameter
vector θ given the time series on the interval {s, . . . , e} and assuming some distri-
butional form. If testing for a single change point, one is interested in comparing
the likelihood for a model assuming N = 1 to that of N = 0 given the time series
x = {x(t), t = 1, . . . , T}. The model for N = 1 is chosen to maximize the likelihood
over all change-point candidates b, defining the likelihood ratio
LR(x) = supb supθi∈Θi,i={1,2} L(θ1|x(t), t = 1, . . . , b)L(θ2|x(t), t = b+ 1, . . . , T )
supθ0∈Θ L(θ0|x(t), t = 1, . . . , T )
where Θ and Θi, i = {1, 2}, denote, respectively, the parameter space for the ‘no-
change’ and ‘change’ cases. We use the notation LR(x|b) to indicate conditionality
on a change-point candidate, i.e. LR(x) = supb LR(x|b). The likelihood function
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of random variables x = {x(t), t = s, . . . , e} for the normal density fN(·) with
parameters µ and σ2 is
L(µ, σ|x(s), . . . , x(e)) = Πet=sfN(x(t)|µ, σ) = Πet=s1/(
√
2piσ) exp{−(x(t)− µ)
2
(2σ2)
}.
Given a change-point candidate b, we are interested in three different change-point
tests:
1. simultaneous change in mean and variance, i.e. at point b the mean changes
from µ1 to µ2 and the variance changes from σ
2
1 to σ
2
2
2. change in variance from σ21 to σ
2
2 (under constant mean µ0)
3. change in mean from µ1 to µ2 (under constant variance σ
2
0)
The resulting log-likelihood ratio test statistics comparing either of the three
change-point models for a given b against the no-change model are, scaled for
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ease of notation,
1
2
LLR(k)(x|b) = −b ln (σˆ2(k),1(b))− (T − b) ln (σˆ2(k),2(b))+ T ln (σˆ20) , k = 1, 2,
(4.2)
1
2
LLR(3)(x|b) = −T ln (σˆ2(3)(b))+ T ln (σˆ20) with (4.3)
σˆ20 = 1/T
T∑
t=1
(x(t)− µˆ0)2 (4.4)
σˆ2(1),1(b) = 1/b
b∑
t=1
(x(t)− µˆ1)2 σˆ2(1),2(b) = 1/(T − b)
T∑
t=b+1
(x(t)− µˆ2)2 (4.5)
σˆ2(2),1(b) = 1/b
b∑
t=1
(x(t)− µˆ0)2 σˆ2(2),2(b) = 1/(T − b)
T∑
t=b+1
(x(t)− µˆ0)2 (4.6)
σˆ2(3)(b) = 1/T
(
b∑
t=1
(x(t)− µˆ1)2 +
T∑
t=b+1
(x(t)− µˆ2)2
)
(4.7)
µˆ0 = 1/T
T∑
t=1
x(t) µˆ1 = 1/b
b∑
t=1
x(t) µˆ2 = 1/(T − b)
T∑
t=b+1
x(t) (4.8)
where the subscripts (k), k = {1, 2, 3} denote, respectively, the models for change
in mean and variance, change in variance and change in mean. We com-
pare the test statistics at the supremum over candidates b, i.e. LLR(k)(x) =
supb LLR(k)(x|b), k = {1, 2, 3}. In classical LR testing, these statistics are stan-
dardized, see e.g. Cso¨rgo¨ and Horva´th (1997) for details and a further discussion.
The intuition behind this family of statistics is straight-forward: all are maximized
where, under the respective assumptions of changes in mean and variance, variance
only or mean only, the weighted log-squared deviation σˆ2(k)(b), k = {1, 2, 3} from
the sample mean µˆj, j = {0, 1, 2} is minimized. The differences between the three
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alternatives lie in the weighting scheme and in whether the local sample mean µˆj
is assumed to be constant (j = 0 corresponding to the change in variance only,
k = 2) or to change at the single change point (j = 1 up to point b and j = 2
thereafter).
We use the LR testing approach because the principle is established in the
literature and provides explicit tests for the three change types that can occur in
an i.i.d. normally distributed process. Under normality and assuming that the type
of change is known, the likelihood is well-defined and LR testing is preferable to
nonparametric methods in the sense that it exploits the distributional information.
This also holds for multiple change-point detection, where one may deploy binary
segmentation (Jandhyala et al., 2013; Fryzlewicz, 2014) or dynamic programming
approaches (Killick et al., 2012; Maboudou-Tchao and Hawkins, 2013; de Castro
and Leonardi, 2015). The following section illustrates the challenges for using
the LR procedures outlined above when there are different types of change points
present. Similar issues arise from any change-point test for a given change type if
applied under wrong assumptions.
4.2.2 Estimation of a Change-Point Location under Model
Misspecification
Assume we observe a realization of the mixed-change type process in Equation
(4.1). Without knowledge on the types of changes contained in the time series, the
question arises which testing procedure to use. We consider first the change-point
location estimate, i.e. the point b∗ = argmaxb LLR(k)(x|b) for k = {1, 2, 3}, and
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illustrate the effect of model misspecification (in the sense of not accounting for the
presence of different change-point types) by means of simple examples with a small
number of change points; c.f. Pitarakis (2004) who illustrates in a series of simple
simulation studies the difficulties arising when testing for a change in mean in the
presence of a change in variance, and vice versa, for least-squares estimation. The
next section discusses the effect of model misspecification on the significance level
or threshold to which a test statistic is compared.
Example 1: Figure 4.3 shows a realization of the mixed-change process of
Equation (4.1). In the upper panel, a time series with a change in mean and
constant variance is displayed. The mean changes at η1 = 300 from 0 to 1. The
figure also shows the change-in-mean test statistic LLR(3)(x|b), rescaled to fit the
y-axis range. The lower panel shows a realization generated using the same random
seed but containing an additional change in the variance, which increases from 1
to 32 at η2 = 400. If applied in the appropriate context, i.e. under constant
variance, the change in mean can be detected with high precision. However, under
the presence of a change in variance, the change-in-mean test statistic can fail in
providing a consistent estimate; in the process realization shown, its maximum is
far from the true change-point location of the change in mean. Note also that it
does not fall near the location of the change in variance.
Example 2: Figure 4.4 shows a similar example. Here, in the upper panel the
variance changes at t = 700 from 1.752 to 32 and the mean is constant. In this case,
the log-LR statistic for a change in variance, LLR(2)(x|b), achieves its maximum
near the single change point. However, in the bottom panel, where we show a
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Figure 4.3: Realization of the process in Equation (4.1) and change-in-mean test
statistic LLR(3)(x|b), rescaled to fit. Upper panel: change in mean at η1 = 300
from 0 to 1, under constant variance. Lower panel: change in mean at η1 = 300
from 0 to 1 and change in variance at η2 = 400 from 1 to 3
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Figure 4.4: Realization of the process in Equation (4.1) and change-in-variance test
statistic LLR(2)(x|b), rescaled to fit. Upper panel: change in variance at η1 = 700
from 1.752 to 32, constant mean. Lower panel: change in variance at η3 = 700 from
from 1.752 to 32 and changes in mean from zero to 3.25 and back at, respectively,
η1 = 200 and η2 = 370.
realization of the same process but containing two changes in the mean, from 0 to
3.25 at 200 and back to zero at 370, the statistic LLR(2)(x|b) peaks at the point
t = 812, i.e. not near to any of the change points.
Example 3: We include the third example to point out that changes in the mean
generate changes in the variance. This implicit relation can yield the identification
of changes in mean instead of changes in variance, if both are present. Figure
4.5 shows a similar example: in the upper panel the variance changes variance
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Figure 4.5: Realization of the process in Equation (4.1) and change-in-variance test
statistic LLR(2)(x|b), rescaled to fit. Upper panel: change in variance at η1 = 500
from 1 to 22, constant mean. Lower panel: change in variance at η2 = 500 from 1
to 22 and change in mean at η1 = 300 from 1 to 3
changes half-way in time from 1 to 22 and the mean is constant. The log-LR
statistic for a change in variance, LLR(2)(x|b), achieves its maximum near the
single change point. However, in the bottom panel, where we show a realization of
the same process but containing a change in mean from 0 to 3 at 300, the statistic
LLR(2)(x|b) peaks near the change in mean, not the change in variance.
Example 4: Finally, we turn to the case of simultaneously changing mean
and variance. Figure 4.6 shows a process realization with single change point
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η1 = 100, at which the mean changes from 0 to 1 and the variance changes from 1
to 1.52. The upper panel shows the time series, the lower panel the test statistics
{LLR(k)(x|b), k = 1, 2, 3}, with, respectively, bold continuous, thin continuous and
bold dotted lines indicating test statistics for change in mean and variance, change
variance and change in mean. In this illustration, neither the test for a change in
mean (peaking around 550) nor that for a change in variance (peaking around 230)
would indicate a change near the true change-point location. In this setting and for
the same random seed a change only in mean or only in variance can be localised
by the respective test statistic shown Figures B.1 and B.2 in the appendix.
In conclusion, the simple examples above show how challenging change-point
detection under unknown change types can be. Specifically, we find that
 under changing variance, estimates for changes in the mean can be severely
biased;
 in the presence of mean changes and variance changes, test statistics for
change in variance can be biased or identify changes in mean instead of those
in the variance;
 there exist situations where a simultaneous change in mean and variance
cannot be identified by single-parameter test statistics, but can be identified
by a test for simultaneous changes.
Returning to the example of Picard et al. (2005) who compare segmentation
results testing for changes in mean (assuming constant variance) to those testing for
simultaneous changes in mean and variance for a biomedical data set, it becomes
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Figure 4.6: Realization of the process in Equation (4.1) with simultaneously chang-
ing mean and variance. At η1 = 100 the mean increases from 0 to 1 and the vari-
ance from 1 to 1.52. Upper panel: process realization. Lower panel: test statistics
LLR(k)(x|b), k = {1, 2, 3}. Continuous thick line: change in mean and variance,
k = 1. Continuous thin line: change in variance, k = 2. Dotted thick line: change
in mean, k = 3
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clear that this kind of comparison can result in misleading interpretation of data.
In fact, if the presence of a sudden change in variance can be suspected in the data,
the results of tests for a change in mean only are questionable.
While, based on the above, testing for simultaneous change points may appear
sufficient, we illustrate in a simulation study in Section 4.4 that the mean-and-
variance test statistic is less powerful in detecting changes of one parameter only.
For processes containing an unknown number of change points with unknown
type, we propose a testing procedure where the log-LR statistics are used sequen-
tially. The full SeqToI method is described formally in Section 4.3. The intuition
behind sequential testing is as follows: within a binary-segmentation type algo-
rithm, the procedure first tests for simultaneous changes in mean and variance.
When no more change points of this first type can be detected (by a criterion we
discuss in the next section), it tests the segments between adjacent change-point
estimates for changes in the variance only. Finally, accounting for both simulta-
neous and variance-only change-point estimates, the segments between adjacent
change-point estimates are tested for change points in the mean only.
Through this sequence of testing, SeqToI overcomes the three issues enlisted
above: first, it tests for changes in mean and variance. At this stage all simultaneous
change points are detected with high probability, thus addressing the risk of missing
a simultaneous change by using only change-in-mean or change-in-variance tests,
as illustrated in Figure 4.6. At the next stage, SeqToI tests for changes in variance
only accounting for previously detected change points (in a way we specify in the
next section). This means that at the third stage with high probability the set
of previously detected change points includes all simultaneous changes in mean
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and variance and all changes in variance only. Accounting for these, testing for
a change in mean only can proceed without risking a bias as described in Figure
4.3. The next section introduces the tool of using varying-length intervals for the
computation of the test statistics, which reduces the issue arising from a bias in
the variance test statistic due to the presence of changes in the mean, as illustrated
in Example 2. We do not claim that SeqToI identifies specific change types at the
respective stage; in fact the procedure can detect, for instance, a change in mean
only at any of the three stages. However, by accounting for change points detected
at previous stages SeqToI avoids double-counting a change point, as we describe in
the next section.
The top panel of Figure 4.7 shows a time series containing five change points:
two simultaneous changes of mean and variance, one of the variance only and two
in the mean only. We illustrate here the sequential approach to change-point de-
tection using SeqToI: the second panel shows two steps in the estimation using the
change in mean and variance statistic, LLR(1)(x|b). The third panel shows the
LLR(2)(x|b) statistic achieving its maximum at the variance change point. The
bottom panel shows the LLR(3)(x|b) statistic accounting for previously detected
change points. Note that this illustration only shows the sequential testing com-
ponent of SeqToI without considering varying-length intervals discussed in Section
4.3, as the full algorithm does. Instead, for ease of illustration the logic of sequen-
tial testing is illustrated in Figure 4.7 combined with standard binary segmentation
as in Chapter 3.
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Figure 4.7: Illustration of sequential testing approach. Top panel shows data with
various change point locations as vertical lines (continuous: mean and variance, bro-
ken: variance only, dotted: mean only). The lower three panels show the resulting test
statistics assuming δT = 30, rescaled for the purpose of this illustration. The sequential
approach proceeds as follows: first, all significant change points in mean and variance are
detected (2nd panel). Conditional on these changes, the method tests for changes in the
variance only (3rd panel). Finally, accounting for all previously detected change points,
the method tests for changes in the mean only (bottom panel). Note that the full SeqToI
method formally introduced on the following pages extends the approach shown here
to testing on varying-length intervals using a permutation-based approach to estimate
thresholds, which is not reflected in this illustration.
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4.2.3 Thresholding under Model Misspecification
In classical change-point detection using likelihood ratio test statistics, the distri-
bution of the test statistic under the null hypothesis of no change is used to derive a
conclusion about the significance of a candidate change point. As we illustrated in
the previous section, misspecification of this null hypothesis can lead to substantial
estimation bias. As alternative, we use an data-adaptive approach to threshold
estimation. Threshold permutation has received much attention in the literature
and we mention a few developments in Section 2.2.1. Below we describe a simple
permutation approach based on results of Arias-Castro et al. (2015) who develop a
permutation-based thresholding procedure to detect subsets of abnormalities in an
observed time series with unknown distribution. This data-adaptive approach also
allows for the application of SeqToI to a setting with non-Gaussian noise within a
quasi maximum likelihood (QML) framework. The principles of QML for change-
point detection have been discussed in, e.g., Nunes et al. (1995); Braun et al.
(2000); Bai (2000). Bai (2010) propose QML for the detection of a single change in
mean and/or variance in panel data with serially uncorrelated noise. Bardet et al.
(2012) use a data-adaptive procedure to estimate the appropriate thresholds for
change-point detection in a general class of ARCH models using QML.
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4.3 Sequential Testing on Intervals for Change-
Point Detection
In this section, the Sequential Testing on Intervals (SeqToI) procedure for change-
point detection is formally introduced. We begin by describing its components.
Varying-length Intervals. We employ a tool for change-point detection in-
troduced recently by Fryzlewicz (2014) as Wild Binary Segmentation (WBS) to
strengthen our sequential testing method’s performance. The idea is to randomly
draw R intervals contained in {1, . . . , T}, RI0 = {(sr, er) : 1 ≤ sr < er ≤ T, r =
1, . . . , R} and to compute the log-LR test statistics on each of these intervals,
LLR(k)(x(sr), . . . , x(er)) ≡ LLR(k)r (x), k = {1, 2, 3}, r = {1, . . . , R}. As illus-
trated in Fryzlewicz (2014) for the case of detection of changes in the mean only,
this approach is superior to standard BS when change points are close to another.
We can extend the argument here be noting that if R is large, with high probability
we have for any change point some interval containing only this point. In this case,
the test statistics are applied under the correct assumptions and can with high
probability detect the respective change point. In principle, a deterministic rule to
select the R intervals can be equally valid provided R is large enough.
Data-Adaptive Thresholding via Permutation. As previously discussed, the
appropriate thresholds of the test statistics {LLR(k)r (x), k = 1, 2, 3, r = 1, . . . , R}
depend on the presence and type of other change points in an interval {sr, . . . , er}.
We therefore centre our attention here on the data-adaptive estimation of thresh-
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olds via permutation. This approach has been previously developed in the context
of change-point detection by Antoch and Huskova (2001), who also argue in favour
of permutation-based thresholding for possibly multiple change points in small
and moderate sample sizes, as those resulting from randomly drawing intervals on
{1, . . . , T}, even if T is large. The authors discuss asymptotic properties for tests
of changes in mean and/or variance, as well as situations where multiple change
points are present. We construct the permutation-based thresholds as follows.
On each interval defined by (sr, er) ∈ RI0, permute the data P times at random,
generating {x(p)(t∗r)} where the set {t∗r} is a permutation of {sr, . . . , er},∀p. Then
compute the test statistics {LLR(k,p)r (x), k = 1, 2, 3, r = 1, . . . , R}. For each test
statistic k and interval r we use the (1− α)-quantile of the empirical distribution
of the statistic over permutations q
(k)
r,α = Quant
α%(LLR(k,p)r (x), p = 1, . . . , P ) to
evaluate significance of a change-point candidate. This is done by computing per
test type k the differences between the test statistic LLR(k)r∗ (x) and the quantile
q
(k)
r∗,α for all admissible intervals r
∗, where admissibility depends on the stage of the
procedure as we explain below. To decide on the significance of a change-point
candidate at any stage of the algorithm, the maximum of such a set of differences
d
(k)
α = maxr∗ LLR(k)r∗ (x)− q(k)r∗,α is then compared to a threshold ζ(k).
Sequential Testing. We recap the sequential testing approach outlined in the
previous section. For ease of notation, let Nˆ(0) = {0, T}. First, the procedure
estimates change points using the mean-variance log-LR statistics LLR(1)r (x). De-
noting the set of these change-point estimates Nˆ(1), at the second stage SeqToI
estimates variance change points on all segments {ηˆi + 1, . . . ηˆi+1} between any
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two adjacent points in ∪1k=0Nˆ(k) considering only intervals r∗ contained in a given
segment. Once no more change points can be estimated using the variance statis-
tic LLR(2)r (x), the procedure reaches its third and final stage where it searches
for change points in the mean using LLR(3)r (x) on all segments between adjacent
points in ∪2k=0Nˆ(k), again considering for any segment only intervals r∗ that are
contained in the segment. With high probability, this sequence of testing avoids
the potential issues arising from model misspecification as illustrated in Section
4.2. As in Chapter 3 and illustrated in Figure 4.7, we do not consider points within
δT -distance of the interval boundaries of any interval r as candidate change points.
The SeqToI procedure combines the components of sequential testing, random
intervals and permutation-based thresholding as follows. Initiate the set of change
point estimates Nˆ = ∅ and the set of random intervals RI1,T = RI0.
I. In this stage, k = 1. Consider the test statistics {LLR(k)r (x), r = 1, . . . , R}.
i. Over all r, let d
(k)
α = maxr LLR(k)r (x)− q(k)r,α.
ii. If d
(k)
α > ζ(k), add ηˆ1 = argmaxb LLR(k)r¯ (x|b) to Nˆ, where r¯ is the index
corresponding to d
(k)
α . Proceed to step (I.iii). Else proceed to the next
stage.
iii. Repeat the above in a binary-segmentation system: do step (I.i) only
considering intervals in RI1,ηˆ1 = {(sr, er) ∈ RI0 : 1 ≤ sr < er ≤ ηˆ1}, i.e.
fully contained in {1, . . . , ηˆ1}, and only considering intervals in RIηˆ1+1,T =
{(sr, er) ∈ RI0 : ηˆ1 + 1 ≤ sr < er ≤ T}.
II. Update the set of random intervals accounting for previously detected change
points, RI1,T = {(sr, er) ∈ RI0 : (sr, er < ηˆ) OR (sr, er > ηˆ),∀ηˆ ∈ Nˆ; 1 ≤
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sr < er ≤ T}. Repeat (I.i-iii) for k = 2.
III. Repeat (II.) for k = 3. Stop when no more change points are detected.
Some remarks are in order.
Remark. SeqToI does not necessarily identify only changes in mean and variance
at the first stage, or only changes in the variance at the second stage. For instance,
in a simple setting with a single change point corresponding to a change in mean the
procedure could detect the change point at any of the three stages: a) if sufficiently
pronounced, it could be detected when testing for simultaneous changes in mean
and variance using LLR(1)r (x), b) it could be detected by LLR(2)r (x), as illustrated
in Section 4.2.2, and c) if not detected at a previous stage, with high probability
it will be detected by LLR(3)r (x) (Fryzlewicz, 2014). Moreover, the exclusion of
intervals containing previously detected change points, consistently applied over all
stages, prevents SeqToI from spuriously detecting a change point twice: if a change
point was detected at the some stage, at any later stage no interval is considered
that contains this point at any location other than its end point.
Remark. The proposed procedure allows us to overcome the problems described
in Section 4.2 which could not be addressed by a simultaneous detection method
that, say, applies the three types of change-point tests in parallel and then merges
the resulting sets of change points. Such a simultaneous-testing approach raises two
questions. First, whether and how to merge change points if they were detected by
different tests and are close to another. Second, how to prevent biases from testing
under model misspecification, for instance biased estimation of the location of a
134 CHAPTER 4. SEQUENTIAL TESTING
change in mean because changes in the variance are not accounted for. Therefore
it is not clear how such parallel detection could be implemented.
Remark. The total number of intervals between neighbouring change-point es-
timates RNˆ =
∑
i |RIηˆi,ηˆi+1| (with | · | denoting the cardinality of a set), decreases
monotonically with every newly detected change point. If RNˆ is small we can ex-
pect that the performance of SeqToI is negatively affected. However, the decrease
is data-adaptive in the sense that, for instance, if a time series contains no change
in the variance, no further decline of RNˆ can be expected at Stage (II) of SeqToI
(other than by detecting a change in mean only that would otherwise be detected
in the following stage).
4.4 Simulation Study
4.4.1 Data Generating Process
SeqToI is compared to two competitor methods mentioned in Section 4.1, the PELT
algorithm and the e-divisive algorithm, and to a simplified version of itself where the
algorithm terminates after Stage (I) and thus tests only for simultaneous changes
in mean and variance using LLR(1)(x), abbreviated MV in the following. Our goal
is to show strengths and limitations of SeqToI in situations with varying density
of change points and relatively small change sizes, i.e. changes that appear to
be generally difficult to detect. In particular, we choose a mixed-change type
setting that allows us to trace back the source of particular poor or strong overall
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performance with respect to the change type it detects poorly or very well.
We generate piecewise-stationary processes with length T = 1000, normal errors
and varying change-point characteristics. We consider the cases of N = {3, 6, 9, 12}
change points with equal spacing on {1, . . . , T}, corresponding to low, medium-
low, medium-high and high change-point density. For ease of interpretability, the
changes in the first third of the time series are changes in the mean only, those
in the second third are simultaneous changes in mean and variance and those in
the final third are changes in the variance only. We sample from a function-plus-
noise process as in Equation (4.1) with fixed change sizes and block structure,
i.e. a positive change in a quantity is followed by a negative change of identical
magnitude. Table 4.1 summarizes the change sizes for mean and variance. These
are chosen so that at any change-point density level changes are difficult to detect,
with the most obvious appearing at in the high-density setting (N = 12) where the
close spacing between change points poses a challenge to detection methods. To
illustrate, we sample an (N = 3)-process with a change in mean at t = 250 from
1.0 to 1.5, a change in mean and variance at t = 500, where the mean changes from
1.5 to 1 and the variance changes from 1 to 1.52, and a change in the variance back
to unity at t = 750. We sample from each process 500 times.
N |µi − µi−1| |σi − σi−1|
3 0.5 0.5
6 0.8 0.8
9 1.0 1.0
12 2.0 2.0
Table 4.1: Parameter settings for the simulation study; base level is 1.0
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4.4.2 Competitors
We compare the performance of SeqToI to a parametric and a nonparametric com-
petitor method.
PELT
The PELT method of Killick et al. (2012) is devised as computationally efficient
dynamic program to detect change points in a global optimization framework. At
its core, the algorithm requires the specification of a cost function that is the sum
of a measure of goodness of fit (typically twice the negative log-likelihood) and a
penalty term against overfitting. The algorithm is based on optimal partitioning
but uses a pruning step to improve computational performance and indeed achieves
in practice usually a speed of O(T ).
PELT can be used with any of the three tests discussed in Section 4.2 that
test, respectively, for simultaneous changes in mean and variance, changes in the
variance only and changes in the mean only. It is not clear how a combination into a
sequential procedure could be possible within the framework of global optimization.
In the mixed-change setting we are concerned with here, SeqToI is compared to
the output of the function cpt.meanvar in the R package changepoint (version
2.2) that finds the optimal segmentation assuming simultaneous changes in mean
and variance. The PELT method is developed for linear penalty functions and we
evaluate it with three readily available choices: a) the standard Schwarz information
criterion (SIC) as used in Killick et al. (2012) (see also Chen and Gupta (1999) for
a discussion in the context of changes in mean and variance), b) the SIC0 which
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is equivalent to the SIC minus the number of change-point estimates Nˆ , i.e. it
does not count a change point as additional parameter, and c) the default penalty
function, the Modified Bayes Information Criterion (MBIC, Zhang and Siegmund,
2007). The minimum change-point spacing parameter is set to 0.03T , as for SeqToI.
Otherwise the default parameter settings as specified in the R package are used.
E-Divisive
As second competitor considered here is the nonparametric e-divisive (ED) method
of Matteson and James (2014). The ED method combines binary segmentation
with a nonparametric divergence measure based on the weighted difference of local
characteristic functions (Szekely and Rizzo, 2005). They derive the following test
statistic for a change at b ∈ {s, . . . , e}.
EDs,b,e(x|β) = (b− s+ 1)(e− b)
e− s+ 1
(
2
(b− s+ 1)(e− b)
b∑
t1=s
e∑
t2=b+1
|x(t1)− x(t2)|β
−
(
b− s+ 1
2
)−1 ∑
s≤t1<k≤b
|x(t1)− x(k)|β −
(
e− b
2
)−1 ∑
b<t2<k≤e
|x(t2)− x(k)|β
)
with β ∈ (0, 2). This measure of difference compares the distribution of x on
the interval {s, . . . , b} to that on {b + 1, . . . , e} using the Lβ-norm. Arguing that
allowing e to vary increases the power of a detection procedure, the change-point
estimate of ED on a set of intervals with boundaries {(s, e∗), e∗ ≤ T} becomes
(ηˆED, eˆ) = argmax
(b,e∗)
EDs,b,e∗(x|β). (4.9)
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Matteson and James (2014) propose a hierarchical algorithm similar to classical
binary segmentation. Given a set of N˜ change points, they estimate the resulting
non-overlapping segments {ηi−1 + 1, . . . , ηi}, ∀i = 1, . . . , N˜ + 1. Within each of the
(N˜ + 1) segments they identify a change-point candidate according to Equation
(4.9) and then estimate significance using a permutation test. If the candidate is
deemed significant, it is included in the set of change-point estimates and the binary
segmentation continues. Otherwise, the procedure terminates. The ED method is
readily available in the R package ecp. We use the default parameter settings and
analyse the performance for 1% and 5% significance levels and the parameter β in
the centre and at the upper end of its permitted range, β = {1, 1.99}.
4.4.3 Main Results
We discuss here the performance of SeqToI compared to PELT with three different
penalty function, ED with a total of four different parameter combinations and the
MV-variant of SeqToI that stops after Stage (I) and thus only tests for simultaneous
changes in mean and variance within the varying-length interval framework. For
SeqToI and MV we set P = 150, R = 20000, α = 0.05 and the threshold vector
ζ = (ζ(1), ζ(2), ζ(3))′ = (1.0, 1.5, 1.5)′, against which the maximum differences d(k)α
are evaluated at every step.
The choice of varying thresholds is motivated as follows. Firstly, within the
framework of multiple unknown change types considered here theoretical results
are challenging to derive in general, although in principle results from specific
problems could be considered for guidance. However, we rely on a data-adaptive
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approach where the threshold parameters are chosen within a simpler simulation
setting, where we also made the empirical observation that within the sequential
testing framework, tests at later stages require a slightly more conservative thresh-
old. The thresholds were chosen data-adaptively as follows: within a framework
corresponding to the one described above but letting the number of change points
vary between one and twelve and the change sizes increase with the number of
change points in a similar pattern as described in Table 4.1, we first identified
ζ(1) close to one to be optimal if there are solely simultaneous changes present in
the data. Repeating this but considering changes in mean and variance as well
as changes in variance only, we identified that the later-stage threshold should be
higher and set it to 1.5, which is close to the optimum. Finally, we found sim-
ilar results in the general mixed-change situation for ζ(3). We note that due to
the permutation approach deployed here, the exact choice of ζ does not appear to
have a large impact on the overall results: for every stage k of SeqToI, ζ(k) is not
a threshold in the sense of Chapter 3 but instead indicates the required level of
exceedance over the data-adaptively chosen critical value d
(k)
α . We impose a min-
imum change-point distance δT = 0.03T , which means that at every stage of the
algorithm we consider only those change-point candidates on (sufficiently long) in-
tervals {sr, . . . , er} that are at least δT distant from the boundaries. This is in-line
with the corresponding minimum spacings between change points in Killick et al.
(2012) and Matteson and James (2014).
Tables 4.2 and 4.3 summarize the results for N = {3, 6} and N = {9, 12},
respectively. We report the proportion of simulation runs where the number of
change points is under-, over- and correctly estimated (Nˆ <,>,= N) and, con-
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ditional on Nˆ = N , the mean absolute distance between change-point estimate
and change point, 1/N
∑N
i=1 |ηˆi− ηi|, averaged over the number of simulation runs
where Nˆ = N . Moreover, the tables show combined results and results on individ-
ual change types. For instance, with N = 6 in the lower part of Table 4.2 the first
block (columns 3-6) summarizes performance over the full generated time series of
length T = 1000; the second block summarizes the results on the first third of the
time series to point t = 333, an interval on which our simulation generates N/3 = 2
change points in the mean only. Similarly, the third block summarizes the meth-
ods’ performances on the interval {334, . . . , 667}, which contains for N = 6 another
two change points, both with simultaneous changing mean and variance. The final
block then contains the performance results of changes in the variance only. For
the N = 3 case we find that SeqToI and its simplified version MV perform bet-
ter than the ED method with various parameter choices and also outperform the
PELT-MBIC method (abbreviated MBIC in the following, and similarly for PELT
with SIC and SIC0), in terms of estimating the correct number and location of
change points. In both cases, the competitor method underestimates N ; the poor
performance of ED can be traced back to the method’s inability to detect changes
in the variance, which is apparent throughout all simulation settings. The changes
in mean only are better detected by ED, while this turns out to be a setting in
which MBIC0 breaks down. However, SIC and SIC0 show a higher percentage of
simulations with overall N = Nˆ than SeqToI, which can be attributed to higher de-
tection power in the change-in-mean segment. Moreover, we observe that SeqToI
has a slight tendency to overestimate change points on the simultaneous-change
segment. As this is not the case for the MV variation we can attribute this to the
second and third stages of the algorithm.
Overall Change in mean only Change in mean and variance Change in variance only
Nˆ < N Nˆ = N Nˆ > N MAD Nˆ < N Nˆ = N Nˆ > N MAD Nˆ < N Nˆ = N Nˆ > N MAD Nˆ < N Nˆ = N Nˆ > N MAD
Low Change-Point Density, N = 3
PELT
SIC 9.0 90.4 0.6 11.3 8.0 91.6 0.4 13.3 0.2 98.2 1.6 6.8 3.0 96.6 0.4 11.2
SIC0 0.6 90.4 9.0 11.5 1.4 95.0 3.6 13.7 0.0 96.6 3.4 6.7 1.2 95.0 3.8 11.7
MBIC 52.4 47.6 0.0 10.1 44.8 55.2 0.0 11.3 7.8 91.2 1.0 7.5 19.0 81.0 0.0 11.1
ED
1%,β = 1.00 92.4 6.4 1.2 35.6 12.4 87.6 0.0 13.5 5.8 90.8 3.4 16.8 90.8 8.2 1.0 23.7
5%,β = 1.00 74.4 20.6 5.0 33.4 5.8 93.8 0.4 13.9 2.6 90.2 7.2 17.0 76.4 20.0 3.6 23.4
1%,β = 1.99 94.8 4.2 1.0 62.2 19.6 80.4 0.0 11.8 15.2 81.0 3.8 27.2 95.2 3.8 1.0 49.9
5%,β = 1.99 85.0 10.2 4.8 64.2 7.2 92.8 0.0 12.7 5.2 84.8 10.0 26.2 89.8 7.8 2.4 53.9
SeqToI 11.8 76.0 12.2 12.8 12.2 87.2 0.6 12.7 0.4 86.2 13.4 7.6 3.2 95.0 1.8 11.8
MV 23.6 76.0 0.4 11.0 19.6 80.4 0.0 12.6 0.4 98.2 1.4 7.8 6.0 93.8 0.2 11.8
Medium-Low Change-Point Density, N = 6
PELT
SIC 6.0 93.8 0.2 5.2 5.4 94.4 0.2 6.0 0.0 99.4 0.6 3.8 1.0 99.0 0.0 5.6
SIC0 0.0 90.0 10.0 5.2 0.4 94.6 5.0 6.0 0.0 96.8 3.2 3.7 0.0 97.4 2.6 5.6
MBIC 61.2 38.8 0.0 4.8 49.4 50.6 0.0 5.4 3.8 95.4 0.8 4.1 23.6 76.4 0.0 5.4
ED
1%,β = 1.00 90.8 9.2 0.0 13.7 6.6 93.4 0.0 5.6 3.8 93.4 2.8 8.6 90.4 9.6 0.0 27.0
5%,β = 1.00 68.2 29.6 2.2 13.4 2.0 98.0 0.0 5.8 1.0 94.2 4.8 8.5 67.8 31.0 1.2 23.3
1%,β = 1.99 98.2 1.6 0.2 23.0 23.6 76.4 0.0 5.5 18.8 79.0 2.2 14.5 97.2 2.6 0.2 49.9
5%,β = 1.99 93.0 6.4 0.6 29.0 7.8 92.2 0.0 5.6 8.0 86.8 5.2 13.8 91.8 7.8 0.4 48.9
SeqToI 22.8 65.4 11.8 5.9 14.6 84.8 0.6 6.0 0.8 85.8 13.4 4.0 12.2 87.0 0.8 5.5
MV 41.2 58.8 0.0 5.3 24.6 75.4 0.0 5.9 1.6 97.6 0.8 4.3 21.0 79.0 0.0 5.5
Table 4.2: Performance summary for sparse change-point numbers N = {3, 6}: proportion of simulation runs where
the estimated number of change points Nˆ is less than, equal to or larger than N , and the mean absolute distance
between the estimated and true change-point locations, conditional on Nˆ = N (MAD). We show overall results and
results on intervals for each of the three change types. The parameters of the ED method are significance level and
β of Equation (4.9)
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Overall Change in mean only Change in mean and variance Change in variance only
Nˆ < N Nˆ = N Nˆ > N MAD Nˆ < N Nˆ = N Nˆ > N MAD Nˆ < N Nˆ = N Nˆ > N MAD Nˆ < N Nˆ = N Nˆ > N MAD
Medium-High Change-Point Density, N = 9
PELT
SIC 8.4 91.2 0.4 3.4 2.6 97.4 0.0 3.7 0.0 99.8 0.2 2.7 6.2 93.4 0.4 3.9
SIC0 0.2 89.0 10.8 3.5 0.0 96.8 3.2 3.6 0.0 95.4 4.6 2.7 0.4 96.0 3.6 4.0
MBIC 84.8 15.2 0.0 3.1 51.2 48.8 0.0 3.2 9.0 90.8 0.2 2.8 62.2 37.8 0.0 3.8
ED
1%,β = 1.00 99.0 1.0 0.0 22.3 5.0 95.0 0.0 3.5 7.2 90.6 2.2 7.1 99.2 0.8 0.0 11.4
5%,β = 1.00 91.0 7.6 1.4 11.6 0.6 99.4 0.0 3.6 1.2 92.6 6.2 6.8 92.0 7.8 0.2 13.3
1%,β = 1.99 100.0 0.0 0.0 NA 41.0 59.0 0.0 3.0 37.4 60.2 2.4 12.0 99.8 0.2 0.0 29.0
5%,β = 1.99 99.2 0.8 0.0 34.0 12.4 87.6 0.0 3.2 16.6 77.0 6.4 11.6 99.6 0.4 0.0 42.8
SeqToI 18.6 42.4 39.0 9.4 4.8 91.0 4.2 3.8 2.2 54.2 43.6 4.8 21.0 74.6 4.4 4.2
MV 90.2 9.8 0.0 3.3 65.0 35.0 0.0 3.2 18.8 81.2 0.0 2.7 66.8 33.2 0.0 3.9
High Change-Point Density, N = 12
PELT
SIC 0.0 100.0 0.0 1.6 0.0 100.0 0.0 1.3 0.0 100.0 0.0 1.5 0.0 100.0 0.0 1.9
SIC0 0.0 90.4 9.6 1.6 0.0 97.0 3.0 1.3 0.0 95.8 4.2 1.5 0.0 97.4 2.6 1.9
MBIC 0.8 99.2 0.0 1.6 0.0 100.0 0.0 1.3 0.0 100.0 0.0 1.5 0.8 99.2 0.0 1.9
ED
1%,β = 1.00 76.0 23.6 0.4 3.1 0.0 100.0 0.0 0.7 0.0 99.2 0.8 2.7 76.2 23.6 0.2 4.3
5%,β = 1.00 27.2 70.6 2.2 2.7 0.0 100.0 0.0 0.7 0.0 98.2 1.8 2.7 27.6 71.4 1.0 4.3
1%,β = 1.99 100.0 0.0 0.0 NA 2.0 98.0 0.0 0.7 9.6 89.6 0.8 5.3 100.0 0.0 0.0 NA
5%,β = 1.99 99.6 0.2 0.2 39.3 0.0 100.0 0.0 0.7 2.0 94.2 3.8 5.2 99.8 0.2 0.0 23.5
SeqToI 6.0 87.6 6.4 1.7 0.0 100.0 0.0 1.3 2.2 92.6 5.2 1.8 3.8 95.0 1.2 1.9
MV 76.4 23.6 0.0 1.7 14.2 85.8 0.0 1.3 13.2 86.8 0.0 1.7 71.0 29.0 0.0 1.9
Table 4.3: Performance summary for dense change-point numbers N = {9, 12}: proportion of simulation runs where
the estimated number of change points Nˆ is less than, equal to or larger than N , and the mean absolute distance
between the estimated and true change-point locations, conditional on Nˆ = N (MAD). We show overall results and
results on intervals for each of the three change types. The parameters of the ED method are significance level and
β of Equation (4.9)
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Our medium-low density setting with N = 6 and change magnitudes of size
0.8 (in the sense of Table 4.1) appears to be a bigger challenge for most methods,
and again SIC and SIC0 perform best in terms of estimating the correct number
of change points Nˆ = N , followed by SeqToI. Comparing over individual change-
types, the three methods SeqToI are the only ones consistently identifying the
correct number of change points in more than 80% of simulation runs. In terms of
mean absolute distance between change points and their estimates, our method is
similarly accurate as the PELT variants.
At the N = 9 with change magnitudes of size 1, we find further deterioration of
overall performance measures. In this setting, SIC and SIC0 perform clearly better
than SeqToI and we attribute the latter’s underperformance to a substantial over-
estimation of the number of change points in the segment containing simultaneous
changes in mean and variance, coupled with a tendency to underestimate the num-
ber of change points in the change in variance segment. Finally, for the setting with
N = 12 and much more pronounced change size of 2, we see all methods except
ED with β = 1.99 performing better than in the N = 9 setting, and this is visible
for almost every method at each of the individual change types. It is remarkable
how all PELT-type methods performs good overall, followed by SeqToI. MV fails to
detect the correct number of change points in the variance-only segment, where the
benefit of sequential testing appears most obvious, but also underperforms relative
to SeqToI in the other two change-type segments.
In summary, we find that SeqToI performs as good or almost as good as the
state-of-the-art PELT method for detection of changes in mean and variance with
appropriately specified model selection criterion: SIC or SIC0, except for the dense
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change-point setting where SIC and MBIC perform best. Just as SeqToI requires
the specification of thresholds, PELT requires the choice of a model selection cri-
terion and the optimality of the choice appears to depend on change type, change-
point density and change magnitudes. Overall, PELT-SIC appears to be the best
method in this comparative study, but this does not hold in specific situations
such as the change-in-mean segment in the sparse change-point setting. The ED
method misses change points in the variance-only segment in almost all situations
and using various parameter setting. Moreover, the ED method shows a tendency
to underestimate the number of change points for the change in mean only when
there are sparse change points with small change magnitudes.
The simulation settings considered here are designed to pose a challenge to
change-point detection methods, with relatively small change magnitudes for a
range of change-point density levels. SeqToI does not beat the top state-of-the-art
competitor procedures, but performs relatively well in many settings and shows a
comparably stable performance. This can be attributed to two drivers: sequential
testing that overcomes the misspecification issues discussed in Section 4.2 and
testing on intervals, some of which contain only a single change point which means
the test statistics are computed without misspecification. To be able to differentiate
these two drivers, the MV-variant is considered separately in the simulation study.
This variant of SeqToI tests only for simultaneous changes in mean and variance,
i.e. it stops after Stage (I) of the SeqToI algorithm.
The results indicate that MV tends to perform better than SeqToI in the seg-
ment where mean and variance change simultaneously. Indeed, in this segment
SeqToI overestimates the number of change points. Comparing SeqToI to SIC and
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SIC0, we can also identify this tendency as cause for underperformance in the sense
that the accuracy in estimating change locations is similar and one can argue that if
SeqToI was be less prone to overestimation on the mean-and-variance segment, the
simulation results would be much closer. However, the added value of sequential
testing becomes obvious on segments where only mean or only variance changes,
particularly with increasing change-point density. It follows that SeqToI performs
better than MV in three of our four simulation settings in terms of identifying the
total number of change points.
4.4.4 Computational Considerations
The SeqToI procedure is a computationally elaborate method, requiring the calcu-
lation of the test statistics LLR(k)r (x), k = {1, 2, 3}, (P + 1) times on each interval
r, on the original data and the P permutations. However, we note that the com-
putation of test statistics can be parallelised easily and conducted separately from
the binary segmentation, making this approach potentially faster than standard
binary segmentation. Among the competitors, PELT is by far the fastest method,
while ED has a comparable computation time to SeqToI due to its permutation
test, which is however nested in a classical binary segmentation algorithm that
limits the possibilities for parallelisation.
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4.5 Concluding Remarks
This chapter sheds light on an issue that has not been accounted for in Chapter
3 and is generally often overlooked in the development and application of change-
point detection methods. Yet, the problem of detection of changes in mean and/or
variance posed by the process of Equation (4.1) is relevant in many applications to
time series such as the climate and financial data shown in Section 4.1. It is more
challenging than detection of changes in mean or variance only and the existing
methods we are aware of do not explicitly address this problem in its general
formulation in a satisfactory way. Indeed, the mixed change-type situation with no
prior assumption on the number, type or location of changes has not received much
attention in the change-point detection literature. We provide various examples to
show that inappropriate assumptions (such as constant variance when testing for a
change in mean) can lead to undesirable outcomes. Consequently, such assumptions
have to be formulated carefully and the user of any method should be fully aware
of potential risks from model misspecification.
In the situation with changes in mean and/or variance, our analysis suggests
that testing for simultaneous changes in mean and variance is preferable, albeit
it is less powerful in single change-type (mean or variance) situations. A test for
changes in the mean can result in biased estimates if changes in the variance are
present, while testing for a change in the variance can be biased or detect a change
in mean instead, if both are present and do not coincide. Both single change-type
tests can fail to detect a simultaneous change of mean and variance.
We propose an intuitive approach to the problem and illustrate it using Gaus-
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sian data with sudden changes. Using ML test statistics within a sequential pro-
cedure that first tests for simultaneous changes in mean and variance, then for
changes in the variance and finally for changes in the mean and accounting con-
sistently for all previously detected change points the procedure can handle the
model misspecification inherent to a mixed-change situation. To the best of our
knowledge, this is the first work where the concept of binary segmentation using
varying-length intervals (Fryzlewicz, 2014) is applied within a sequential testing
framework to detect change points in different characteristics of a nonstationary
time series. The procedure proposed here is relatively computationally intense,
but as outlined above the calculations can be parallelised. Moreover, it requires
the choice of a set of thresholds. We provide the reader with a suggestion for this
choice and show how this performs in a range of settings in our simulation study;
the derivation of more extensive guidance is left for future work. While we focus
on the case of normally distributed data where the process is fully characterised
by the sequence {(µi, σ2i ), i = 1, . . . , N + 1}, our observation carries over to other,
more complex situations. Consequently, in applications to observed time series, the
analyst should take these findings into consideration when choosing an appropriate
change-point detection method in any application.
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4.6 Glossary: Most Essential Notation
Expression Meaning
Functions
O(·) Upper bound in the sense that f(x) = O(g(x)) ↔
|f(x)| ≤ C|g(x)| for all x ≥ x0 and some C > 0
Quantα%(LLR(k,p)r (x), p = 1, . . . , P ) (1−α)% quantile of the LLR(k) statistic over all P
permutations of x on interval r
Objects
N = {ηi, i = 1, . . . , N}, (Nˆ, Nˆ(k)) True (estimated) set of change points in the process
x; superscripts (k) indicate stage of change-point de-
tection procedure
RI0 = {(sr, er) : 1 ≤ sr < er ≤ T} Set of randomly drawn intervals r = {1, . . . , R} on
{1, . . . , T}
x = {x(t), t = 1, . . . , T} Time series with changes in the local mean µi and/or
variance σ2i , i = {1, . . . , N + 1}
x(p) = {x(p)(t∗r)} Permutation of x where the set {t∗r} is a permutation
of {sr, . . . , er}, for all permutations p and intervals
r
ζ = (ζ(1), ζ(2), ζ(3)) Threshold parameter array
LLR(k)(x) Maximized log-likelihood ratio test statistic;
LLR(x|b) indicates conditionality on a change-point
candidate b and the subscripts (k), k = {1, 2, 3}
denote, respectively, the models for change in mean
and variance, change in variance and change in
mean
d
(k)
α = maxr∗ LLR(k)r∗ (x)− q(k)r∗,α Maximum difference between log-likelihood statistic
for the kth change-type and the permutation-based
quantile, over all intervals r∗
Chapter 5
Frequency-Specific Change-Point
Detection in EEG Data
The goal in this chapter is to develop a practical tool that identifies changes in the
brain activity as recorded in electroencephalograms (EEG) by applying a multiple
change-point detection algorithm to estimates of spectral features. Our method is
devised to detect possibly subtle disruptions in normal brain functioning that precede
the onset of an epileptic seizure. In particular, we develop a procedure that detects
changes in the frequency bands of autospectra and cross-coherences in multi-channel
EEG data. The proposed frequency-specific change-point detection method (Fre-
SpeD) employs a multivariate cumulative sum-type test statistic within a binary-
segmentation type algorithm. We demonstrate its advantages against state-of-the-
art competitor methods in a simulation study and moreover show the robustness
over a range of parameter choices in a sensitivity analysis. When applied to epilep-
tic seizure EEG data, FreSpeD identifies the correct brain region as the focal point
of seizure, as well as the timing of the seizure onset. Moreover, FreSpeD detects
changes in cross-coherence immediately before seizure onset which indicate an evo-
lution leading up to the seizure onset. These changes are subtle and were not
captured by the methods that previously analysed the same EEG data. Thus, the
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directly interpretable output of FreSpeD gives additional insights into the complex
nature of an epileptic seizure and can support the identification of seizure precur-
sors.
Declaration This chapter is in parts based on joint work with Hernando Ombao,
submitted to the Journal of the American Statistical Association, Applications and
Case Studies.
5.1 Introduction
Epileptic seizures have received much attention by the neuroscience community.
The analysis of these episodes of abnormal brain activity helps researchers under-
stand disruptions in normal brain functioning with the ultimate goal of developing
more precise diagnosis, improved therapy and effective early-warning systems for
onset of seizure activity (Tzallas et al., 2012; Ramgopal et al., 2014). We anal-
yse here electroencephalographic (EEG) recording of a spontaneous (non-induced)
seizure and focus on the temporal evolution of energy distributions at individual
EEG channels and interactions between channel pairs. We aim at characterizing
the seizure and evaluate its spatial and temporal evolution. Moreover, we are able
to identify a pre-seizure build up of subtle changes in the cross-coherence between
channels, which has not been identified by other methods for change-point detec-
tion and cannot be detected by visual inspection. Our method offers new insights
to the temporal and spatial location of abrupt changes in the energy spectrum
during the seizure, with the feature of identifying the specific frequency bands that
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drive these changes.
During seizure the spectral profile of brain activity displays sudden and abrupt
changes. To capture this in a parsimonious but effective way, EEG recordings are
frequently modelled as piecewise stationary process (see e.g. Saab and Gotman,
2005; Terrien et al., 2013; Kumar et al., 2014). As a direct implication, a mul-
tivariate change-point detection method is required to identify change points and
thus produce a segmentation of the multi-channel EEG data into quasi-stationary
blocks. The method introduced here allows not only this segmentation, but also
direct interpretation in the sense of assigning a change point to one or multiple
EEG channels and frequency bands.
In this chapter, we are not concerned with estimating parameters of a classical
model such as the change in mean process of Chapter 3 or the change in mean
and/or variance process of Chapter 4. However, much effort has been dedicated
in the past to developing segmentation methods for multivariate data that rely
on detection of change points in model parameters, where we mention the vector
autoregressive (VAR) models in Kirch et al. (2015), Davis et al. (2006) and the
works referenced in Chen and Gupta (2012). Parametric change-point detection
methods are efficient if the underlying model is correct, but one can expect that
possible model misspecification severely affects the performance. Another limita-
tion of the parametric approach is the difficulty in the interpretation of detecting
a change in a parameter. For example, a change in a high order lag parameter of a
VAR model is not straight-forward to explain to a neuroscientist or clinician. Most
neuroscientists have a better intuition for the conventional approach of monitoring
the energy distribution over different oscillations compared to the parameters of a
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complex multivariate model.
Another class of change-point methods focus on detecting changes in the spec-
tral characteristics of EEG data. See, for example, Adak (1998), Ombao et al.
(2005), Terrien et al. (2013) and references cited therein. One feature common to
many of these methods is the use of a dyadic segmentation which restricts both
the permitted data length and the change-point locations to being multiples of
2j, j some positive integer. Another shared feature is that change detection lacks
specificity in frequency which is a serious limitation because, for interpretability,
methods for EEG seizure must be able to identify not only the change points but
also the frequency bands to which these changes can be attributed. Such frequency-
specific change detection can help to link the segmentation results to neuroscien-
tific findings on event-related changes in brain activity at different frequency bands
(Alarcon et al., 1995; Blondin and Greer, 2011; Schmitt et al., 2012).
Our contribution in this chapter is a method that identifies frequency-specific
temporal changes in both the spectral energy distribution at each channel and in
the cross-coherence between pairs of channels. The detection of frequency-specific
changes for a subset of frequency bands has been discussed in the literature, e.g.
by Kaplan et al. (2001) and Saab and Gotman (2005). However, detection of
frequency-specific change points in coherence has received limited attention to date.
Coherence is a frequency-specific measure of linear relation between a pair of chan-
nels. More formally, coherence at one frequency band is asymptotically equivalent
to the square of the linear correlation between this frequency band’s oscillations
(obtained by filtering) at a pair of channels, as shown in Ombao and van Bellegem
(2008). The evolution of coherence between EEG activity at different channels
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or neuronal activity between regions on the cortical surface can provide interest-
ing insights. For example, Sun et al. (2004) showed time-invariant differences in
coherence for different motor tasks. In a learning experiment, where a subject de-
termines associations between two sets of pictures, Gorrostieta et al. (2012) showed
that coherence between the nucleus acumbens and the hippocampus evolves during
the experiment. The nucleus acumbens, being a part of the reward system, plays a
significant role in reward and reinforcement learning. The hippocampus is engaged
in the memory formation and retention. Thus, the nature of the interaction be-
tween nucleus acumbens and the hippocampus also evolves while the subject learns
the association and retains memory throughout the experiment. More generally,
the interactions between brain regions is increasingly receiving attention in bio-
statistics and neuroscience. A good example are recent works on the detection of
temporal change points in functional magnetic resonance imaging (fMRI, see e.g.
Aston and Kirch, 2012; Cribben et al., 2012, 2013). However, fMRI data generally
is collected at much lower temporal resolution and therefore inherently cannot be
used to analyse the fast-progressing evolution of events like epileptic seizure.
To detect the number and location of possibly many change points of the
piecewise-stationary EEG process we use a multivariate CUSUM-type procedure
that consistently detects change points in autospectra and coherences of the epilep-
tic seizure data. To give an intuition, the central test statistic identifies at any stage
of the iterative algorithm the point that gives the maximum aggregated contrast
between adjoining blocks in a given interval, over a set of time series. If the test
statistic exceeds a certain threshold for which we provide practical guidance we
save the thus detected change point and proceed in a binary-segmentation logic
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by evaluating the two subintervals resulting from dividing the original interval at
this change point. The proposed procedure is motivated by the sparsified binary
segmentation algorithm (Cho and Fryzlewicz, 2015a). The authors apply it to
a multivariate locally stationary wavelet process to simultaneously detect change
points in Haar wavelet periodograms and cross-periodograms and derive some rel-
evant theoretical results. We adapt the sparsified binary segmentation concept
with the goal of detecting frequency-specific change points in both autospectra
and cross-coherences of multivariate locally stationary time series. Crucially, our
approach acknowledges that changes may not be synchronized over EEG chan-
nels, leading us to distinguish between channel-specific change points and those
detectable between channel pairs. Moreover, our method provides insight in terms
of the conventionally used frequency-band interpretation of EEG dynamics and
thus improves understanding of the process underlying multi-channel EEG data.
The analysis of brain activity immediately prior to and during epileptic seizure
requires a number of characteristics from a statistical method for change-point
detection. In light of the complex nature of the observed time series, nonparametric
methods have the obvious advantage of avoiding the risk of model misspecification.
The method developed in Preuß et al. (2015) is a good example, as it furthermore
allows for direct assignment of a change point to channels or brain regions, which
is not necessarily the case for parametric methods that fit a sequence of (V)AR
processes to data, such as proposed in Kirch et al. (2015) and Davis et al. (2006).
However, another important feature for EEG analysis is that the segmenta-
tion should be flexible in two respects, (a) change-point candidates should not be
restricted to dyadic locations and (b) the method should be applicable to multi-
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channel data, i.e. we should be able to simultaneously analyse EEG data recorded
at different (possibly many) channels, and their interactions. The methods of Cho
and Fryzlewicz (2015a), Kirch et al. (2015) and Preuß et al. (2015) are shown
to handle data with up to 100, 12 and 5 components, respectively, while Davis
et al. (2006) only provides results to the two-component case. The data from the
epileptic seizure we are analysing here is a 21 channel recording and frequently
experimental data is recorded at 64 or 256 channels simultaneously.
In terms of interpretability, neither Kirch et al. (2015) nor Davis et al. (2006)
nor Cho and Fryzlewicz (2015a) are able to assign change points to components
- at least not as immediate output - and thus neither method allows for direct
interpretation of changes in the dependency between channels. Preuß et al. (2015)
emphasize that their method can attribute changes to specific components of the
spectral matrix, i.e. autospectra or cross-spectra. However, they illustrate this
only for financial time series with length up to 2000 and as this method relies
on global optimization it cannot handle long time series such as our data set of
over eight minutes (500sec) sampled at 100Hz (100 points per second). Large
data is generally a challenge for global segmentation methods, except for dynamic
programming approaches. Approaches as in Killick et al. (2012) and Maidstone
et al. (2016) are in this respect noteworthy, as the algorithms use a pruning step
to detect multiple change points in univariate data by minimizing a cost function,
typically in linear time. However, it is not clear how these methods scale to high
dimensional data or how they could take the cross-dependence between components
of a multivariate time series into account.
The method of Kirch et al. (2015), placed within a binary segmentation al-
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gorithm as suggested by the authors, can detect multiple change points in long
multivariate time series, but the required bootstrapping of critical values is compu-
tationally demanding. Another nonparametric method for change-point detection
is the multivariate SLEX method of Ombao et al. (2005), who apply their method
to a subset of channels from our data set. However, the SLEX method suffers
from the restriction that both total time length and change-point locations must
be dyadic. Finally, none of the here-discussed multivariate approaches to time se-
ries segmentation provides interpretation of change points in the Fourier frequency
domain. This stands in contrast to the way physicians and neuroscientists read
EEG data, namely in terms of energy distribution over different Fourier frequency
bands.
To summarize, the method proposed in this work is the first to address the
wide range of requirements for the analysis of EEG data that evolves e.g. before
and during an epileptic seizure: it offers direct interpretability of changes both
with respect to location on the scalp and in terms of frequency bands, which make
the output relevant to neuroscientists. It is also computationally fast and scalable,
by which we mean that it can be applied to long recordings over many channels.
Change points are not restricted to have dyadic locations and are detected in both
autospectra and cross-coherences. Our method shows a high power in simulation
studies with long time series, where it proves to be sensitive to changes even if
those occur only in a small subset of time series components.
The application of the proposed method to EEG seizure data illustrates the
easy, direct interpretation of the identified changes and provides insights to spec-
tral energy evolution in pre-seizure brain activity. We can identify interesting
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pattern in the detected changes that point to the existence of pre-seizure biomark-
ers. Furthermore, we show how the method can support the analysis of epileptic
seizure EEG by the neurologist.
5.2 Modeling Epileptic Seizure EEG as
Piecewise-Stationary Process
Epileptic seizure signals can be considered realizations of an underlying brain pro-
cess containing abrupt changes between different quasi-stationary regimes. The
process can be characterised by the spectral energy distribution, i.e. how energy is
distributed over different frequencies: as the seizure process unfolds, the energy con-
centration at channels undergoes sharp changes at specific frequencies (or frequency
bands). Moreover, the strength of the interactions between oscillations at different
brain regions also changes. We propose the following formalization of this process.
Denote the zero-mean D−channel EEG signal to be X(t∗) = (x1(t∗), . . . ,xD(t∗))′,
t∗ = {1, . . . , T ∗}. The dimension D is known and, due to physical constraints,
must be finite. For the entire observation period, denote the number of station-
ary segments to be N + 1 and define the set of change-point locations to be
N = {ηi, i = 1, 2, . . . , N}. By convention, η0 = 0 and ηN+1 = T ∗. The i-th
stationary segment is denoted Ii = {ηi−1 + 1, . . . , ηi}. The EEG signal has the
piecewise-stationary representation
X(t∗) =
N+1∑
i=1
I(t∗ ∈ Ii)
∫ 0.5
−0.5
exp(i2piωt∗)dYi(ω) (5.1)
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where the indicator function I(t∗ ∈ Ii) = 1 if t∗ ∈ Ii and 0 otherwise and dYi(ω) =
(dY i1 (ω), . . . dY
i
D(ω))
′ is a zero-mean uncorrelated random increment process on the
i-th stationary segment with covariance matrix
Cov(dYi(ω)) = Fi(ω)dω =

f i1,1(ω) . . . f
i
1,D(ω)
. . . . . . . . .
f iD,1(ω) . . . f
i
D,D(ω)
 dω. (5.2)
This process, which contains finite jumps (i.e., jumps of finite size bounded away
from zero) at a finite number of change points, belongs to the family of locally
stationary processes (Dahlhaus, 2012). Moreover, under Gaussianity, it is fully
characterized by the localised spectral matrix
F(t∗, ω) =
N+1∑
i=1
I(t∗ ∈ Ii)Fi(ω), ω ∈ [−0.5, 0.5].
The diagonal elements of F(t∗, ω) represent the univariate localised autospectral
densities fd,d(t
∗, ω) for d = {1, . . . , D} which take the value f id,d(ω) when t∗ ∈ Ii.
The off-diagonal entries of fd,d′(t
∗, ω), where d 6= d′, are localised cross-spectral
densities which take the value f id,d′(ω) when t
∗ is in the i-th stationary segment.
To facilitate scale-free comparison of the dependence between different pairs of
EEG channels across time, we shall study the dependence between channels d and
d′ via the time-varying coherence defined to be
ρd,d′(t
∗, ω) = |fd,d′(t∗, ω)|2/(|fd,d(t∗, ω)||fd′,d′(t∗, ω)|),
with d, d′ ∈ {1, . . . , D}, d 6= d′, t∗ ∈ {1, . . . , T ∗}. This metric can be interpreted
5.2. EEG AS PIECEWISE-STATIONARY PROCESS 159
as localised frequency-specific (squared) correlation between a pair of time series
components. It measures the strength of linear association between two stationary
processes at a particular frequency (or frequency band) and admits values in the
range [0, 1] indicating weak to strong linear dependence.
The process defined in Equations (5.1)-(5.2) does not require that all channels
and all pairs of channels exhibit a change at each of the time points in the set N.
Instead, the set N is a collection of time points at which the autospectrum of at
least one channel or the coherence of at least one pair of channels exhibits a change
at some frequency. We denote the component-specific subsets Nd,d′ = {ηd,d′i , i =
1, 2, . . . , Nd,d
′} ⊆ N to be a collection of change points in the autospectrum (when
d = d′) or in the cross-coherence (when d 6= d′) where Nd,d′ ≤ N .
To identify change points in the piecewise-stationary process X(t∗) following
Equations (5.1)-(5.2), we require some assumptions about the underlying process.
Firstly, the process must be bounded, i.e. for all d, d′ : d 6= d′, fd,d(t∗, ω) ≤ f ∗ <∞
and ρd,d′(t
∗, ω) < 1 ∀t∗, ω. Secondly, the changes have to be nonzero, i.e. for all
d, d′ : d 6= d′ and all i, ∃ω∗ such that |fd,d(ηd,di , ω∗) − fd,d(ηd,di−1, ω∗)| ≥ f∗ > 0
and similarly, ∃ω∗∗ such that |ρd,d′(ηd,d′i , ω∗∗) − ρd,d′(ηd,d
′
i−1, ω
∗∗)| ≥ ρ∗ > 0. Thirdly,
changes have to be sufficiently distant, i.e. |ηd,d′i − ηd,d
′
i−1| ≥ δT > 0 for all d, d′ and
all i. We allow the minimum change-point distance δT to grow with T
∗, but at a
lower rate as explained in the following section.
The process defined in Equations (5.1)-(5.2) is nonparametric and thus general
while still sufficiently powerful in capturing structural changes. Such changes may
relate to events such as the presentation of an external stimuli or the build-up to an
epileptic seizure. Any change in brain activity will be reflected by a discontinuity
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in the spectral matrix at the points ηi, i ∈ {1, . . . , N}, and therefore shows in at
least a change in the spectral energy of a component xd(t
∗) or a change in the
coherence between two components xd(t
∗) and xd′(t∗).
The representation of the time-varying spectral density depends on the fre-
quency ω. That is, the autospectrum or coherence may remain constant for some
frequencies but may change over time for others. Hence change points can be at-
tributed to specific frequencies, for both spectral energy and coherence. This pro-
vides additional specific and interpretable results giving a competitive edge over
the majority of existing change-point detection methods which compare the full
spectral distribution over time, such as Preuß et al. (2015).
In the following section, we develop the FreSpeD method and provide insights
into how it allows for interpretation of detected change points in EEG data. While
the change-point detection theory behind FreSpeD is related to the theoretical
findings in Cho and Fryzlewicz (2015b,a), for a number of reasons it is more com-
plicated and beyond the scope of this application-focused chapter. However, we
discuss the results in a simplified framework in Section 5.3.3.
5.3 Frequency-Specific Change-Point Detection
The overall aim in this chapter is to study the evolution of brain activity in a multi-
channel epileptic seizure EEG recording X(t∗) with D channels. We characterize
the underlying dynamics via change points in time and frequency and for all D
autospectra and D(D− 1)/2 different cross-coherences in X(t∗). The first stage of
our method is to estimate these unknown spectral quantities.
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5.3.1 Estimation of the spectral quantities
To obtain information about the spectral properties of X(t∗), it is well-known that
some trade-off with the series’ resolution in time is required. Our approach to this
is to partition the entire time index {1, . . . , T ∗} into short localised intervals of
length ν, which are defined by the boundaries T = {t : t = ν, 2ν, . . . , Tν} where
T = T ∗/ν (see Figure 5.1). As we describe below, we aggregate information on the
short intervals {t−ν+1, . . . , t}, t ∈ T, using standard Fourier estimation principles
and index this by the elements of T = {t : t = ν, 2ν, . . . , Tν}. The set T contains
all points that we consider as change-point candidates and therefore ideally the
set of true change points N is a subset of T. We assume that T = O((T ∗)Θ) with
0.5 < Θ < 1: as T ∗ → ∞, T = T ∗/ν → ∞, but at a smaller rate. Moreover, the
minimum change-point distance δT grows proportional to T , δT ∝ T . This implies
that as T ∗ →∞, the partitioning T becomes finer but at a lower rate, meaning that
the window length ν also grows, but slowly. Under this assumption, intuitively the
chances of N 6⊂ T decrease.
The true spectral quantities we are concerned with here are the averages over
an interval up to point t, {t− ν + 1, . . . , t}, denoted for, respectively, autospectra
and cross-coherences as
f¯ν,d,d′(t, ω) =
1
ν
t∑
t∗=t−ν+1
fd,d′(t
∗, ω),
ρ¯ν,d,d′(t, ω) = |f¯ν,d,d′(t, ω)|2/(|f¯ν,d,d(t, ω)||f¯ν,d′,d′(t, ω)|), ∀t ∈ T.
If an interval up to point t, {t− ν + 1, . . . , t} does not contain a change point, the
average quantities are identical to the true autospectra and coherences at point
162 CHAPTER 5. FREQUENCY-SPECIFIC CHANGE-POINT DETECTION
t. To derive mean-squared consistent estimators of the autospectra and coherence
on an interval of length ν under stationarity, we compute the discrete Fourier
transform on each of M non-overlapping blocks of equal length that together cover
the whole interval of length ν. Following Welch (1967), we then average over the
M periodograms to obtain a consistent estimator. Formally, the estimator of the
local spectral matrix on the interval {t− ν + 1, . . . , t} is
F̂ν(t, ωl) =
1
M
M∑
m=1
F̂ν(m, t, ωl) =
1
M
M∑
m=1
dmν (t, ωl)d
m,?
ν (t, ωl), t ∈ T (5.3)
where dmν (t, ωl) is the discrete Fourier transform of X(t) of the m-th segment of
the interval indicated by t, {t− (M −m+ 1)ν/M + 1, . . . , t− (M −m)ν/M}, and
dm,?ν denotes the complex conjugate transpose of d
m
ν . In the following, we drop the
subscript ν for ease of notation.
In reality, we do not search for change points at (‘singleton’) frequency ω. This
is motivated by the standard practice in EEG analysis were conclusions are made
based on averages over traditional frequency bands delta, theta, alpha, beta and
gamma. In this work, the number of frequency bands L in a local time block,
controlled by the window length ν and the number of blocks M , L = dν/(2M)e, is
assumed to be a constant. We note in the theoretical framework developed in Cho
and Fryzlewicz (2015b,a) for the combined detection of change points in multiple
time series (corresponding to L here) an extension letting L grow slowly is possible,
i.e. LT− log T → 0 as L, T → ∞. However, because the interpretation of results
based on growing L is of limited practical use, we do not pursue this here.
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Remark. There are practical trade-offs for using small interval lengths ν and a
large number of blocks M in the Welch estimator. On the one hand, the frequency
resolution will be poor. On the other hand, the advantage is that the estimator will
have a lower variance (see e.g. Fiecas et al., 2010). In our application here with data
sampled at the relatively low rate of 100Hz, we choose a balanced approach setting
ν = 200 (2sec) and M = 10, which provides us with 10 frequency bands covering
[0, 50]Hz. We analyse the sensitivity of our method to the choice of ν in Section 5.4
for simulated data. As it turns out, a wide range of ν provides reasonable change-
point detection results. This is consistent with previous results on the dependence
of the quality of spectral estimates on local window length (Qin and Wang, 2008;
Fiecas and Ombao, 2016). In this work, the fact that the approximation of the
spectral estimates defined below are close to the true quantities for reasonable
interval lengths ν under stationarity suggests to choose Θ to be close to one: as
T grows at O((T ∗)Θ) and ν = T ∗/T , ν = O((T ∗)1−Θ). So as long as Θ < 1, ν is
growing with T ∗ and the relation between true and estimated spectral quantities
as defined below holds under stationarity.
The estimators for time-varying autospectra, cross-spectra and cross-coherences
as extracted from the spectral matrix F̂(t, ωl) are denoted by, respectively,
f̂d,d(t, ωl); the off-diagonal entries f̂d,d′(t, ωl); and the coherence estimator
ρ̂d,d′(t, ωl) = |f̂d,d′(t, ωl)|2/|f̂d,d(t, ωl)||f̂d′,d′(t, ωl)|, ∀t ∈ T. To be able to apply
the same testing concept to the autospectra and cross-coherences while achieving
consistency, we consider the Fisher-z transforms ρ¯∗d,d′(t, ωl) = 1/2 log
1+ρ¯d,d′ (t,ωl)
1−ρ¯d,d′ (t,ωl) and
ρ̂∗d,d′(t, ωl) = 1/2 log
1+ρ̂d,d′ (t,ωl)
1−ρ̂d,d′ (t,ωl) . If the set of change points is indeed a subset of the
set of change-point candidates, N ⊂ T, the estimators and the estimands (true but
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Figure 5.1: Partitioning of {1, . . . , T ∗} into nonoverlapping intervals of length ν
and example of an estimated spectrum (x-axis: time, y-axis: frequency, colour
indicates level of energy: higher energy corresponds to darker colouring)
unknown spectral quantities) are related by the following approximations:
f̂d,d(t, ωl) ≈ 1
2M
f¯d,d(t, ωl)χ
2
2M(t) (5.4)
ρ̂∗d,d′(t, ωl) ≈ ρ¯∗d,d′(t, ωl) +
√
Mε(t), t ∈ T, (5.5)
where {χ22M(t), t ∈ T} are i.i.d. chi-square distributed random variables with 2M
degrees of freedom and {ε(t), t ∈ T} are standard normal random variables. The
random variables are i.i.d. over frequency bands ωl. For ease of notation we sup-
press the subscripts (d, d) and (d, d′), respectively. The results for the autospectra
follow directly from applying Welch’s method to compute the periodogram, while
the results for the transformed cross-coherence follow from the asymptotic distri-
bution properties of the Fisher-z transform (Brockwell and Davis, 1991).
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5.3.2 Estimation of number and locations of change points
We present now the heart of the FreSpeD method, the test statistic and its algo-
rithmic framework that allow estimation of change points in time. For a specific
channel d or pair of channels (d, d′), the method simultaneously detects change
points and provides information about the frequency bands at which a change
point is detectable. The test statistic and algorithm are specified in a way to ac-
count for multiple testing over frequencies. The FreSpeD method produces output
that is directly interpretable and thus is an attractive tool for neuroscientists and
physicians.
We formulate the algorithm for a generic panel of time series Ẑ(t) with members
ẑl = {ẑl(t), t ∈ T}, l ∈ {1, . . . , L}. The algorithm is applied to estimate change
points in the autospectrum of channel d by setting ẑl(t) := f̂d,d(t, ωl) ∀l, and
for changes in the coherence between channels d and d′ to ẑl(t) := ρ̂∗d,d(t, ωl) ∀l.
Consider the thresholded sum of CUSUM test statistic, defined on the interval
{(s, e) ∈ T× T : ν ≤ s < e ≤ T} of length n = e− s+ 1 as
Cs,b,e(Ẑ) =
L∑
l=1
C∗s,b,e(ẑl)I(C∗s,b,e(ẑl) > ζT ) (5.6)
C∗s,b,e(ẑl) =
∣∣∣∣∣
√
e− b
n(b− s+ 1)
b∑
t=s
ẑl(t)−
√
b− s+ 1
n(e− b)
e∑
t=b+1
ẑl(t)
∣∣∣∣∣
/
σ̂s,e(ẑl)(5.7)
Here, ζT is a global threshold and I(C∗s,b,e(ẑl) > ζT ) = 1 if C∗s,b,e(ẑl) > ζT , zero
otherwise. σ̂s,e(ẑl) denotes a scaling factor which accounts for the variation of ẑl
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on {s, . . . , e}. For the autospectra and cross-coherences, respectively,
σ̂s,e(f̂(ωl)) =
1
n
√
M
e∑
t=s
f̂(t, ωl)
σ̂s,e(ρ̂
∗(ωl)) =
√√√√(n− 1)−1 e∑
t=s
(
ρ̂∗(t, ωl)− n−1
e∑
u=s
ρ̂∗(u, ωl)
)2
.
For a single time series ẑl, C∗s,b,e(ẑl) is maximized where the contrast between two
adjacent blocks {ẑl(s), . . . , ẑl(b)} and {ẑl(b + 1), . . . , ẑl(e)} is maximized. If this
contrast, scaled by the process variability, exceeds a threshold ζT , then we consider
b a change-point candidate. For any panel of processes Ẑ = {ẑl, l = 1, . . . , L} that
can be described as (approximately) piecewise-constant functions plus noise the
statistic Cs,b,e(Ẑ) is maximized at one of their change points, and even for large L
this statistic can consistently detect change points that occur only in a small subset
of the group while being robust to false positives (Cho and Fryzlewicz, 2015a).
Competitor approaches have considered averaging or taking the local pointwise
maximum CUSUM statistic (Groen et al., 2013),
Cavgs,b,e(Ẑ) =
1
L
L∑
l=1
C∗s,b,e(ẑl) Cmaxs,b,e(Ẑ) = max
l=1,...,L
C∗s,b,e(ẑl)
In a sense, the thresholded-sum CUSUM lies in-between the maximum CUSUM
and the average CUSUM (scaled by L). The thresholded-sum CUSUM is preferable
in settings with large L: here, averaging over CUSUMs can yield to false negatives,
i.e. undetected sparse change points. At the same time, the maximum CUSUM
can lead to false positives, i.e. spurious detection of change points by chance.
An interesting property of the thresholded-sum CUSUM of Equation (5.6) is the
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assignment of frequency bands to change points. If a point ηˆi is detected as change
point, we can consider the exceedance of the threshold for specific frequency bands
l∗ ∈ {1, . . . , L} as evidence that the change occurs at these frequency bands and is
not visible in other frequency bands.
Within the FreSpeD method, all D autospectra and D(D − 1)/2 different co-
herence pairs of the time series X(t∗) can be analysed separately. This is a fast
approach to analysing EEG data with potentially many channels, because the
method can be parallelized. For each autospectrum and cross-coherence, we use
the thresholded CUSUM statistic within a binary Segmentation algorithm. In this
framework, if we identify a change point on the interval {1, . . . , T} we split the in-
terval at this point, say b0, and repeat the procedure on the resulting subintervals
{1, . . . , b0} and {b0 + 1, . . . , T}.
The algorithm in a pseudo code function is displayed in Figure 5.2. This func-
tion is called for ẑl(t) = f̂d,d(t, ωl) and ẑl(t) = ρ̂
∗
d,d′(t, ωl), ∀d, d′ 6= d.
The algorithm includes an extra step of evaluating the thresholded CUSUM
statistic on the interval B0 of length ∆T + 1 around a change-point candidate b0 to
avoid spurious detections.
5.3.3 Heuristic Justification in a Simplified Framework
The focus of this chapter is on the application of a new and flexible method to
epilepsy data to generate new insights for the neuroscience community, mainly in
terms of interpretability of change points both spatially over the brain and with re-
spect to their appearance in frequency bands. While we illustrate the performance
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function FreSpeD(Ẑ, s, e, ζT )
if e− s ≥ 2δT + 1
B:={s+ δT , s+ δT + 1, . . . , e− δT}
b0:= arg maxb∈B Cs,b,e(Ẑ), B0:={b0 −∆T , . . . , b0 + ∆T}
if Cs,b0,e(Ẑ) > ζT and mint∈B0 Cs,t,e(Ẑ) > 0
add b0 to the set of estimated change points N
FreSpeD(Ẑ, s, b0, ζT )
FreSpeD(Ẑ, b0 + 1, e, ζT )
else
if |B| > 1
set B:=B \ b0, go to line 4: b0:= arg maxb∈B Cs,b,e(Ẑ)...
else
STOP
end if
end if
end if
end function
Figure 5.2: FreSpeD algorithm; initiated by setting ẑl(t) = f̂d,d(t, ωl) and ẑl(t) =
ρ̂∗d,d′(t, ωl), t ∈ T and s = ν, e = T ; ∀d, d′ 6= d
of our method compared to state-of-the-art competitor methods in Section 5.4 and
discuss findings from the application to an epileptic seizure recording in Section
5.5, the aim of the following discussion is to provide an intuition to the theoretical
properties of our method in a simplified framework. The proof belonging to this
discussion is provided in the appendix.
As pointed out before, the complex nature of the observed EEG time series re-
quires a change-point detection procedure in a flexible process framework. The non-
parametric method proposed here has the advantage of avoiding the risk of model
misspecification as it does not assume much beyond piecewise stationarity (see
page 159). However, the estimation of spectral quantities is not straight-forward
in this general framework and only allows for stating approximations instead of
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equalities in Equations (5.4) and (5.5). Moreover, independence (over time blocks
and frequency bands) is not granted in general. Finally, in the general framework
the set of change points is not guaranteed to be a subset of the set of change-point
candidates, i.e. it is possible that Nd,d′ 6⊂ T for some (d, d′) ∈ {1, . . . , D}2, which
can lead to a bias in the change-point statistic.
We now consider a simplified framework where the approximations of Equa-
tions (5.4) and (5.5) are equalities, with independent random variables and
where N ⊂ T. Moreover, we require a balancedness between change points, i.e.
max
(
ηd,d
′
i −ηd,d
′
i−1+1
ηd,d
′
i+1−ηd,d
′
i−1+1
,
ηd,d
′
i+1−ηd,d
′
i
ηd,d
′
i+1−ηd,d
′
i−1+1
)
≤ c∗ ∈ [1/2, 1). This is a technical assumption on
the change-point locations that is necessary to ensure consistency of our CUSUM
statistic which can exhibit erratic behaviour close at the edges of the interval on
which it is computed. Recalling the assumptions of boundedness, minimum sepa-
rability, identifiability stated on page 159 and the rate requirement T = O ((T ∗)Θ),
Θ ∈ (0.5, 1) we can then show that there exists C > 0 and κ > 0 s.t. for
T = log
2+ϑ T , ζT = κ log
1+$ T and ∆T ∝ T with ϑ > 0, $ > ϑ/2, as T ∗ →∞
1. the set of change points N̂d,d detected by FreSpeD in the autospectrum of
channel d satisfies
Pr
(
N̂d,d = Nd,d; |η̂d,di − ηd,di | < CT for i = 1, . . . , Nd,d
)
→ 1 as T ∗ →∞
2. the set of change points N̂d,d′ detected by FreSpeD in the cross-coherence
between channels d and d′ satisfies
Pr
(
N̂d,d
′
= Nd,d
′
; |η̂d,d′i − ηd,d
′
i | < CT for i = 1, . . . , Nd,d
′
)
→ 1 as T ∗ →∞.
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The theoretical derivation of the threshold ζT and the change-point accuracy bound
T in this simplified framework are shown in the appendix on page 209 ff. We note
here that for ease of notation the quantities are expressed in terms of T rather than
T ∗; the dependency on ν follows directly from the equality T = T ∗/ν.
The concept and theory of thresholded-sum CUSUM statistics for change-point
detection were to the best of our knowledge first developed in Cho and Fryzlewicz
(2015b,a) and used in combination with a wavelet-type decomposition of multivari-
ate data. The FreSpeD method was developed specifically for the application to
EEG data and differs substantially in two ways. First, FreSpeD uses estimates of
local Fourier autospectra and coherences. While some authors apply wavelet de-
composition to EEG signals (Schiff et al., 1994; Adeli et al., 2003; Wang et al., 2011),
the convention is interpretation of spectral energy over Fourier frequency bands and
we tailor our method following this convention. Second, FreSpeD does not analyse
the panel of EEG recordings over channels as a single time series, but rather consid-
ers recordings at individual channels and channel pairs separately. This allows the
spatial localisation of change points in the sense that we can observe a first change,
say, in the seizure focal point, followed by changes in neighbouring areas. Opposed
to this, the algorithm of Cho and Fryzlewicz (2015a) considers the aggregate of
Haar wavelet periodograms at all channels and channel pairs simultaneously.
5.3.4 Implementation in R
The R package FreSpeD developed by the first author of this chapter con-
tains an efficient implementation of the FreSpeD method. A first, blinded ver-
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sion of this package is made available as supplementary material on Github
(https://github.com/almms/FreSpeD.git). Prior to publication on CRAN the
package can be installed on Windows from the *.zip-file and requires the installation
of dependencies doParallel and foreach. In addition to the standard code and
a set of default parameter values, prior information can be included by adjusting
a range of parameters. For example, depending on the available time resolution
(sampling rate) and frequency-band resolution of interest, parameter adjustments
may be desirable to answer a specific research question. For instance, if the user’s
interest is focused on activity at the gamma band (32-50Hz), more coarse resolu-
tion can be allowed for by decreasing the window length ν, at the benefit of a finer
resolution in time. We also point out that the package offers parallelization of the
computations over a user-specified number of cores. More details can be found in
the package description.
5.4 Simulation Study
Simulation set up. To investigate the performance of the proposed methodology
for finite samples, we conduct a simulation study using parametric models under
the following settings:
 The total time series length is T ∗ = 50000, in line with the EEG data analysed
in Section 5.5.
 The number of components is D = 2 or 20.
 The number of components that exhibit a change is denoted Dc. When
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D = 2, we investigate the situation where Dc = 1 or 2; when D = 20,
Dc = 1, 10 or 20.
 The number of change points is N = 1 or 5, which are equidistant between
themselves and to start and end of the time series.
We consider four parametric processes, VAR(2), VAR(6), VAR(10) and
VARMA(2,2). Here, we only vary one or two parameters of the process com-
ponents that undergo a change, letting them switch between parameter sets A and
B, while the remaining Dnc = D −Dc components are fully described by parame-
ter set A. The cross-correlations of these processes are captured by the covariance
matrix of the innovations. To illustrate, a general form of the D-variate VAR(p)
process used here is
X(t∗) =

x1(t
∗)
x2(t
∗)
. . .
xD(t
∗)

=
p∑
k=1


φk,1 0 · · · 0
0 φk,2 · · · 0
...
...
. . .
...
0 0 · · · φk,D


x1(t
∗ − k)
x2(t
∗ − k)
. . .
xD(t
∗ − k)


+

1(t
∗)
2(t
∗)
. . .
D(t
∗)

,
where (1(t
∗), . . . , D(t∗))′ are i.i.d. Gaussian white noise with covariance Σ. Thus,
we summarize the process parameter set by the vectors Φk = (φk,1, . . . , φk,D)
′. The
first Dc elements of the parameter vector take the values φk,j = φ
A
k ∀k ∈ {1, . . . , p}
before the first change point and φk,j = φ
B
k afterwards, and alternate between these
two values at each subsequent change point. The remaining Dnc vector elements
of Φk take the value φ
A
k throughout time. For the VARMA(2,2), the corresponding
MA parameter vectors are denoted in this section Θk = (θk,1, . . . , θk,D)
′, k = {1, 2}
and their elements take the values θAk or θ
B
k in the same manner as described for
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the VAR parameters above.
1. VAR(2): (φA1 , φ
A
2 )
′ = (−0.15, 0.53)′, (φB1 , φB2 )′ = (−φA1 , φA2 )′
2. VAR(6): (φA1 , . . . , φ
A
6 )
′ = (0.10,−0.10, 0.00, 0.10, 0.20,−0.35)′ and
(φB1 , . . . , φ
B
6 )
′ = (φA1 , . . . , φ
A
4 ,−φA5 ,−φA6 )′
3. VAR(10): (φA1 , . . . , φ
A
10)
′ = (0.10,−0.10, 0.00, 0.10, 0.20,−0.35, 0.00, 0.00, 0.20,−0.35)′
and (φB1 , . . . , φ
B
10)
′ = (φA1 , . . . , φ
A
8 ,−φA9 ,−φA10)′
4. VARMA(2,2): (φA1 , φ
A
2 )
′ = (φB1 , φ
B
2 )
′ = (−0.15, 0.53)′, (θA1 , θA2 )′ =
(0.10,−0.10)′ and (θB1 , θB2 )′ = (2θA1 , 3θA2 )′
One realization of a changing component of each process with N = 5 change points
is displayed in Figure 5.3, where we show a window of size 400 around the first
change point to illustrate that changes in the processes are difficult to identify by
eye-balling. The autospectrum of a changing component of the VAR(6) process is
given in Figure 5.4. The figures suggest that while it is difficult to visually spot
the change points in the time series, these changes are more pronounced in the
spectra, hereby illustrating the potential of using the spectral data features in a
change-point detection algorithm for EEG data.
Remarks on competitor methods. The FreSpeD method is compared with ap-
proach of Cho and Fryzlewicz (2015a,b) using wavelet decompositions and the VAR-
based method of Kirch, Muhsal, and Ombao (2015) (abbreviated KMO). Cho and
Fryzlewicz (2015a,b) apply the principle of change-point detection via thresholded-
sum CUSUM statistics to their multivariate Locally Stationary Wavelet model
174 CHAPTER 5. FREQUENCY-SPECIFIC CHANGE-POINT DETECTION
Index
AR(2)−
5
0
5
Index
Xo
o[,
 i]
AR(6)−5
0
5
AR(10)−5
0
5
η − 200 η η + 200
Xo
o[,
 i]
ARMA(2,2)−5
0
5
η − 200 η η + 200
Figure 5.3: Realizations of single components of the processes used in the simulation
study, with a total of N = 5 equidistant change points; processes are shown on a
window of length 400 around the first change point
(LSW). In a similar way as FreSpeD analyses estimates of spectral energy and co-
herence at individual frequency bands, LSW considers Haar wavelet periodograms
and a transformation of the wavelet cross-periodograms at different scales. The
LSW method is introduced together with practical guidance regarding the choice
of parameters and the estimation of scale-specific thresholds. We use an implemen-
tation of the method and a bootstrap procedure for threshold estimation kindly
provided by the authors, and the guidance provided in Cho and Fryzlewicz (2015a)
for the choice of the parameter γ = 0.499, which is at the conservative end of its
scale.
The KMO method is implemented using orders p = 2 and p = 6. The choice of
these orders is somewhat arbitrary since KMO does not provide objective measures
for selecting the optimal order for change-point estimation. Kirch et al. (2015)
claim that the choice of the order should not adversely impact the result but the
simulation studies suggest otherwise, with the most severe negative result occurring
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Figure 5.4: Estimated time-varying autospectrum of one component of the VAR(2)
process depicted in Figure 5.3, assuming sampling rate of 100Hz
when the method uses an order that is much smaller than that of the true underlying
process. When KMO uses an order (here p = 2) that is lower than that of the true
process (e.g., p = 6 or 10), it appears that one loses information in the dimension
reduction step that could be crucial to change-point detection. Because KMO with
order p = 2 underperforms compared to the higher order parametrization p = 6
and compared to FreSpeD, we provide the results for the p = 2 parametrization
only in the appendix (Table C.5 on page 227). In the following, unless explicitly
stated we shall discuss only the results of KMO with order p = 6. The KMO
method is not originally designed to identify more than two change points but, as
stated in the paper, can be applied within a BS algorithm.
The LSW and the KMO methods are good benchmarks to which FreSpeD
can be compared because they are among the very few methods that can analyse
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multi-channel EEG data of length exceeding a few thousand and at the same time
provide flexible segmentation. While the spectral method in Preuß et al. (2015)
is relevant and comparable to FreSpeD it is not feasible for analysing big time
series data such as the epileptic seizure data introduced in the following section,
with D = 21 and T ∗ = 50000. In terms of computational speed, in practice KMO
requires the estimation of critical values which depend on D and the interval length
e− s+ 1 ≤ T ∗ and thus have to be estimated for a range of interval lengths within
the binary Segmentation framework. For the LSW method, Cho and Fryzlewicz
(2015a) suggest a data-adaptive simulation to estimate the scale-specific thresholds
in the multiscale wavelet model by fitting a simple AR(1) model and bootstrapping
the errors. This turns out to be computationally intensive and we use here the
work-around the authors develop for their simulation study, which is based on
a set of thresholds from AR(1) models with varying parameter values. In their
implementation of the change-point detection algorithm, the AR(1) parameter of
each component is estimated and the appropriate threshold for each scale is selected
based on this estimate.
In contrast to LSW and KMO, the FreSpeD method uses a single critical value
that we discuss below. In this numerical evaluation we chose as threshold for
the FreSpeD method the value ζT = 0.8 log
1.1 (T ), a theoretically valid choice
within the simplified framework of Section 5.3.3 and Appendix C.1. If we choose
a too conservative threshold, we risk not detection true change points. If this
threshold is chosen too small, we risk detecting spurious change points. However,
as the FreSpeD algorithm shows (see Figure 5.2), the step of testing the immediate
neighbourhood of a change-point candidate generally reduces this risk. This value
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provided good results in a small initial simulation for an AR(2) process with T ∗ =
50000, D = 2, Dc = 2, N = 1, ν = 200 and it appears to be robust for a range of
window widths ν parameter settings. Further we set the minimum change-point
distance δT = 1400 (14sec). The evaluation of seizure data in the following section
uses identical parameters. We provide simulation results for FreSpeD with varying
window length ν ∈ {60, 100, 400, 600} in Section C.2 the appendix; the results
are similar to the ones for ν = 200, but as argued above the parametrization
discussed in detail was chosen as it offers a good balance between frequency and
time resolution for the data set with sampling rate 100Hz. We note that the results
are based on the same threshold value.
Discussion of results. A total of 500 multivariate time series were generated
from each setting. The results of the simulation studies are reported in Tables 5.1
to 5.4 where the total number of change points are N = 1 and N = 5, respectively,
and the number of components is D = 2 and D = 20. The columns denoted
Nˆ < N , Nˆ = N and Nˆ > N give the percentage among 500 simulated time series
in which the estimated number of change points is less than, equal to or larger than
the true number of change points. The column MAD (mean absolute deviation)
gives the average absolute distance between true and actual change points for those
simulation runs where Nˆ = N .
Dc Process FreSpeD LSW KMO, p = 6
Nˆ < N Nˆ = N Nˆ > N MAD Nˆ < N Nˆ = N Nˆ > N MAD Nˆ < N Nˆ = N Nˆ > N MAD
1 VAR(2) 0.0 100.0 0.0 43.6 0.0 99.6 0.4 95.8 0.0 100.0 0.0 38.7
1 VAR(6) 0.0 99.6 0.4 30.9 0.0 87.6 12.4 524.6 0.0 96.8 3.2 364.0
1 VAR(10) 0.0 96.0 4.0 43.8 0.0 0.0 100.0 0.0 0.0 44.4 55.6 99.1
1 VARMA(2,2) 0.0 100.0 0.0 57.6 0.0 95.6 4.4 152.2 0.0 100.0 0.0 72.1
2 VAR(2) 0.0 99.9 0.1 43.0 0.0 100.0 0.0 46.4 0.0 100.0 0.0 19.7
2 VAR(6) 0.0 99.2 0.8 29.4 0.0 86.4 13.6 244.7 0.0 97.4 2.6 175.8
2 VAR(10) 0.0 95.9 4.1 32.7 0.0 0.0 100.0 0.0 0.0 47.6 52.4 41.3
2 VARMA(2,2) 0.0 100.0 0.0 62.4 0.0 96.4 3.6 81.3 0.0 100.0 0.0 33.1
Table 5.1: Single change point case for D = 2. MAD: mean absolute distance between estimated
and true change point if Nˆ = N
Dc Process FreSpeD LSW KMO, p = 6
Nˆ < N Nˆ = N Nˆ > N MAD Nˆ < N Nˆ = N Nˆ > N MAD Nˆ < N Nˆ = N Nˆ > N MAD
1 VAR(2) 0.0 100.0 0.0 157.1 0.0 76.6 23.4 70.2 0.0 98.0 2.0 69.1
1 VAR(6) 0.0 98.2 1.8 107.5 3.6 4.2 92.2 1701.8 90.6 9.0 0.4 467.7
1 VAR(10) 1.6 89.4 9.0 234.7 0.0 0.0 100.0 NA 14.8 7.0 78.2 3806.6
1 VARMA(2,2) 62.2 37.8 0.0 433.6 0.0 50.0 50.0 91.2 0.0 94.8 5.2 103.9
2 VAR(2) 0.0 100.0 0.0 159.2 0.0 78.4 21.6 38.3 0.0 98.8 1.2 37.4
2 VAR(6) 0.0 98.7 1.3 116.1 0.0 4.6 95.4 225.1 6.6 68.4 25.0 252.9
2 VAR(10) 1.9 88.6 9.5 234.8 0.0 0.0 100.0 NA 1.0 3.0 96.0 76.9
2 VARMA(2,2) 61.4 38.6 0.0 432.1 0.0 50.2 49.8 47.6 0.0 96.8 3.2 55.7
Table 5.2: Five change-points case for D = 2. MAD: mean absolute distance between estimated
and true change point if Nˆ = N
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Dc Process FreSpeD LSW KMO, p = 6
Nˆ < N Nˆ = N Nˆ > N MAD Nˆ < N Nˆ = N Nˆ > N MAD Nˆ < N Nˆ = N Nˆ > N MAD
1 VAR(2) 0.0 99.8 0.2 39.3 0.0 87.0 13.0 92.1 0.0 100.0 0.0 41.1
1 VAR(6) 0.0 98.6 1.4 34.9 0.0 3.6 96.4 176.5 30.8 69.2 0.0 440.5
1 VAR(10) 0.0 96.6 3.4 45.5 0.0 0.0 100.0 0.0 0.0 59.2 40.8 179.3
1 VARMA(2,2) 0.0 100.0 0.0 82.4 0.0 10.3 89.7 52.0 0.0 100.0 0.0 72.1
10 VAR(2) 0.0 99.9 0.1 33.7 0.0 91.4 8.6 9.5 0.0 100.0 0.0 6.5
10 VAR(6) 0.0 99.4 0.6 42.4 0.0 7.0 93.0 24.3 0.0 100.0 0.0 41.7
10 VAR(10) 0.0 95.5 4.5 29.7 0.0 0.0 100.0 NA 0.0 86.2 13.8 17.9
10 VARMA(2,2) 0.0 100.0 0.0 69.7 0.0 16.0 84.0 8.2 0.0 100.0 0.0 8.9
20 VAR(2) 0.0 99.9 0.1 31.8 0.0 91.6 8.4 5.0 0.0 100.0 0.0 5.7
20 VAR(6) 0.0 99.3 0.7 40.2 0.0 6.7 93.3 1.7 0.0 100.0 0.0 21.4
20 VAR(10) 0.0 95.7 4.3 31.2 0.0 0.0 100.0 NA 0.0 93.2 6.8 12.0
20 VARMA(2,2) 0.0 100.0 0.0 71.2 0.0 21.0 79.0 2.8 0.0 100.0 0.0 6.9
Table 5.3: Single change point case for D = 20. MAD: mean absolute distance between estimated
and true change point if Nˆ = N
Dc Process FreSpeD LSW KMO, p = 6
Nˆ < N Nˆ = N Nˆ > N MAD Nˆ < N Nˆ = N Nˆ > N MAD Nˆ < N Nˆ = N Nˆ > N MAD
1 VAR(2) 0.0 99.6 0.4 158.8 10.0 83.0 7.0 874.2 67.0 33.0 0.0 85.8
1 VAR(6) 0.0 98.4 1.6 115.1 20.0 9.0 71.0 3947.8 100.0 0.0 0.0 NA
1 VAR(10) 0.6 90.4 9.0 235.9 0.0 0.0 100.0 NA 100.0 0.0 0.0 NA
1 VARMA(2,2) 59.6 40.4 0.0 405.6 3.0 6.0 91.0 1079.0 100.0 0.0 0.0 NA
10 VAR(2) 0.0 99.8 0.2 158.0 1.4 88.4 10.2 83.7 0.0 100.0 0.0 10.5
10 VAR(6) 0.1 98.7 1.2 113.9 0.0 2.0 98.0 274.4 0.0 99.4 0.6 69.5
10 VAR(10) 1.5 87.0 11.5 209.3 0.0 0.0 100.0 NA 0.0 21.2 78.8 40.1
10 VARMA(2,2) 59.0 41.0 0.0 425.6 0.0 6.4 93.6 16.7 0.0 100.0 0.0 14.9
20 VAR(2) 0.1 99.7 0.2 160.4 0.6 84.6 14.8 50.1 0.0 100.0 0.0 7.3
20 VAR(6) 0.0 98.5 1.5 113.9 0.0 2.0 98.0 349.9 0.0 99.8 0.2 35.5
20 VAR(10) 1.7 87.3 11.1 218.8 0.0 0.0 100.0 NA 0.0 22.6 77.4 30.1
20 VARMA(2,2) 59.1 40.9 0.0 424.8 0.0 11.6 88.4 12.7 0.0 100.0 0.0 9.8
Table 5.4: Five change-points case for D = 20. MAD: mean absolute distance between estimated
and true change point if Nˆ = N
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For the setting with only a single change point (N = 1) with a total of D = 2
components and of which there is a change in only one (Dc = 1) or in both (Dc = 2)
components (Table 5.1), we find that all methods perform well for the most simple
VAR process with lag p = 2 and for the VARMA(2,2) in terms of identifying the
correct number of change points (from the column Nˆ = N). For these cases, KMO
is most precise in terms of MAD, while LSW is least accurate. For VAR(6) and
VAR(10), FreSpeD outperforms both LSW and KMO which show a tendency to
overestimate the number of change points. The poor performance of the parametric
KMO method for the VAR(10) case indicates that change-point detection in the
reduced subspace can be problematic, especially when the changes are happening
at VAR coefficient parameters at higher lags.
For the situation where N = 5 change points and D = 2 components (Table
5.2), FreSpeD outperforms LSW and KMO in the three VAR processes in terms of
estimating the correct number of change points. An exception is the VARMA(2,2)
process where the change is subtle and takes place only in a very narrow frequency
interval at the upper end of the frequency range. Both nonparametric methods
cannot isolate this change. For the FreSpeD method we attribute this to it at-
tenuating this difference by smoothing within frequency bands which are broader
than the narrow interval on which the difference exists. The LSW method per-
forms slightly better than FreSpeD for this VARMA(2,2) case, but shows generally
a high proportion of times where it overestimates the number of change points, for
all processes and independent of the number of changing components Dc. While
we can only speculate about the cause, it might be related to the way the thresh-
old is simulated following Cho and Fryzlewicz (2015a), by bootstrapping under the
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assumption that the observed time series follows an AR(1) process.
Conditional on correctly estimating the correct number of change points N = 5,
the mean absolute distance between true and estimated change points is overall
larger for FreSpeD but, compared to KMO, displays a much less erratic behaviour
over processes. Note that this is a natural result from the way the simulation study
is designed: four of the N = 5 equidistant change points do not coincide with any
candidate change points from the partitioning T using ν = 200. This effect is also
apparent in the supplemental analysis for varying ν provided in the appendix. The
accuracy of LSW is about the same order as KMO for VAR(2) and VARMA(2,2).
Next, we examine the case where there are D = 20 components and N = 1
change points shown in Table 5.3. Regardless of how many components (Dc = 1, 10
or 20) change, FreSpeD displays a stable behaviour in terms of correctly identifying
the number of change points. As the single change point is exactly on the border
between two estimation-interval windows of length ν, the accuracy is generally
good (lower than 0.5ν). In particular for Dc = 1 KMO shows weaknesses as
it tends to underestimate the number of change points in the VAR(6) case and
tends to overestimate the number of change points in the VAR(10) case, but this
improves as Dc increases. LSW again overestimates the number of change points
but, conditional on Nˆ = N , is accurate in the change-point localization.
Finally, for the case D = 20 components, N = 5 change points (Table 5.4),
KMO beats FreSpeD when the true process is VARMA(2,2). A plausible explana-
tion for the somewhat better performance of the KMO is that the VARMA(2,2)
spectrum of the parametrization used here can be well approximated by a VAR(2)
spectrum and, as discussed earlier, the change is only pronounced in a narrow
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frequency interval. However, it is interesting to note that KMO underestimates
the number of change points for the simple VAR(2) process when the changes are
subtle in only one component, while FreSpeD and LSW show stable performance
over Dc. We attribute this stability to the use of the thresholded-sum CUSUM by
both methods. The failure of a method to detect subtle changes could have adverse
consequences in monitoring EEGs of epilepsy patients because, as we demonstrate
in the EEG analysis section, some changes involve only a small subset of the chan-
nels. While FreSpeD is sensitive to these changes, it appears that the test statistic
in the KMO method is dominated by the majority of the channels that exhibited
no change. Overall, FreSpeD performs equally well or better than KMO and LSW
when the true process is any of the three VAR processes in terms of detecting the
correct number of change points.
5.5 Analysis of Seizure EEG
We now discuss a number of interesting findings from the application of the Fre-
SpeD method to a seizure recording. This recording captured brain activity of a
subject who suffered a spontaneous epileptic seizure while being monitored at the
epilepsy center at the University of Michigan. The EEG was sampled at 100Hz
(100 observations per second) and lasted for about 8.3 minutes (500sec). The total
length is T ∗ = 50000. The EEG was recorded at 21 channels, 19 bipolar scalp elec-
trodes placed according to the 10-20 system and two sphenoidal electrodes placed
at the base of the temporal lobe. Figure 5.5 illustrates the placement of the scalp
electrodes. In the 10-20 system, even numbers refer to right and uneven to left
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Figure 5.5: EEG scalp topography of a 10-20 electrode system
hemisphere electrodes. The abbreviations indicate the location on the scalp, from
front to back: frontal polar (Fp), frontal (F), central (C), temporal (T), parietal
(P) and occipital (O). Figure 5.6 gives an example of the recording, the time series
of channel F3 and the estimated time-varying autospectrum with interval length
ν = 200.
The goal of this paper is to capture the dynamic structure of the epileptic seizure
process and to identify even the subtle changes in the electrophysiology that pre-
cede seizure onset. The FreSpeD method identifies 413 change points over all 21
channels and 210 channel pairs. In total, 105 change points are identified in the
channel-specific autospectra and the remaining in pairwise cross-coherences. Fig-
ure 5.7 shows the cumulative sum of detected change points over time, respectively
for autospectra, coherences and total. We see that there are barely any changes de-
tected in the preictal period, with the total number of change points rising sharply
at around 5.67min (roughly at 340 seconds or at t∗ = 34, 000). This sudden increase
corresponds with what the attending neurologist identified as seizure onset in this
recording. This demonstrates that FreSpeD is able to data-adaptively identify the
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Figure 5.6: EEG recording at channel F3 (front left); top: time series; bottom:
estimated autospectrum with ν = 200
starting point of an epileptic seizure.
In addition to estimating the time of seizure onset, the estimated change-point
distribution can be used to identify the focal point (spatial center) of this particular
seizure episode. From the full recording, most change points can be identified in
the autospectra of channels T3 and T5, each of which contains eight change points.
Figure 5.8 illustrates where these changes are located in time and frequency. Again,
this is consistent with the neurologist’s diagnosis that this patient has left temporal
lobe epilepsy and thus electrical activity on this area is projected to the the field
on the scalp that covers the T3 and T5 channels.
For a given change point the interpretation of the value of thresholded CUSUM
statistics is not straightforward. The number of frequency bands where a change is
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Figure 5.7: Cumulative sum of detected change points over all channels and/or
channel pairs
detectable is a more robust and easily interpretable measure which illustrates the
intensity or spread of a change. Both channels, T3 and T5, have more and less
spread change points around the seizure onset. However, overall, there are more
frequency bands showing a change at channel T3 - the primary focal point according
to the neurologist. We note that this data-adaptive seizure localisation by the
FreSpeD method can be of great value to neuroscientists: automated mechanisms
to support and validate a neurologist’s judgement diminish the risk of human error
in the visual inspection of EEG traces and are more time efficient (Tzallas et al.,
2012).
We now examine the occurrence of change points across frequency bands shown
in Table 5.5. Most often the method was able to identify changes in the autospectra
and coherence at low frequency ranges, most pronounced in the theta band. While
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Figure 5.8: Change points in the autospectra of channels T3 and T5 in time (x-axis)
vs frequency (y-axis)
we identify comparably few changes at higher frequencies, the cumulative absolute
magnitude is larger and thus more emphatic. This is in-line with visual inspection
and literature on seizure data analysis (Worrell et al., 2004; Jiruska et al., 2010).
During normal brain states, energy concentration at high frequencies is low, but we
observe a pronounced sudden increase at seizure onset. However, the observation
of greater number but smaller magnitude (and therefore possibly not visually de-
tectable) of change points at lower frequencies has not received much attention to
date. This suggests that low-frequency energy and coherence vary more frequently
immediately before and during epileptic seizure.
The evolution of brain processes leading up to a seizure onset is of high interest
in the context of seizure warning systems. With the general aim of an improved
understanding of changes in the spectral features of the brain process we now
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Frequency Start End Prop. of total change points Prop. of change magnitude
band freq. freq. autospectra coherences autospectra coherences
theta 5 10 58.1 32.2 54.8 51.3
alpha 10 15 33.3 24.0 23.1 32.4
beta 15 20 24.8 23.5 15.0 30.6
beta 20 25 24.8 18.6 28.3 28.6
beta 25 30 28.6 16.7 41.2 31.2
gamma 30 35 30.5 18.4 50.5 36.9
gamma 35 40 38.1 23.2 73.5 50.3
gamma 40 45 41.0 24.0 80.6 55.6
gamma 45 50 35.2 23.7 83.9 55.3
Table 5.5: Frequency-specific proportion of change points and change magnitude.
Change magnitude is measured as sum over thresholded CUSUM statistics, over
time, frequency and components or component pairs
focus on highlighting a number of findings regarding preictal EEG. However, it
should be noted that seizure precursors can vary between different seizures of one
patient and between patients. For this particular data, the FreSpeD method was
able to detect very subtle changes that are not visually obvious to the neurologist.
Firstly, a cluster of preictal change points is identified at the very start of the
recording (Figure 5.9). This cluster consists of seven channel-specific changes in
the autospectrum and contains no coherence change. Six of the detected changes
occur between 1.00min and 1.30min (60-78sec) from the start of the recording.
There is also a very first change within the first 30 seconds of recording. In
light of the instability of the CUSUM statistic at the very borders of the interval
and the small magnitude of the detected change, it can be debated if this first
change point at 30 seconds is spurious. However, just as each of the following six
change points it is detected in the lower end of the beta-band. Within this cluster
of six autospectra changing shortly after another, all channels are located in the
back half of the brain and none in the frontal lobe. The largest change in terms of
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magnitude is detected in channel T5, whereas channel T3 is the only channel with
a change detected also in the mid-range of the beta-band, i.e. here the change is
more spread over frequencies. While the temporal lag to the seizure onset makes
it difficult to argue in favour of a direct link, the fact that FreSpeD independently
picks up changes at six channels, all early in the second minute of the recording,
reflects event-related global brain activity changes.
A second cluster can be identified at approximately 1.30min (78sec) immedi-
ately prior to seizure onset. Here, the FreSpeD method detects 13 changes in the
coherence of several channel pairs and, quite interestingly and different to the fist
observed cluster, none in channel-specific autospectra. As illustrated in Figure 5.9,
FreSpeD captures these changes in coherence that can be described as slowly build-
ing up, culminating into the full-blown seizure onset. Furthermore, the changes are
not confined at a local spatial region. Rather these were evenly distributed over the
brain with 15 channels being involved, two centrally located, seven on the left and
six on the right hemisphere. The changes are mostly visible in the theta/low alpha
and gamma frequency bands. At the time of writing, such an observation has not
received attention by researchers. In fact, these changes were not detected in other
works that previously analysed this same data set such as Ombao et al. (2002,
2005) and Davis et al. (2006). The FreSpeD method demonstrates that, even prior
to seizure onset, dependencies between brain regions already change, both within
the seizure area and with more distant regions. As already noted, these changes
are not visually identifiable. In fact, many epileptologists determine seizure onset
by visual inspection of EEG traces and hence can only identify changes at single
channel variance and spectral energy. The observation made here could potentially
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Figure 5.9: Preictal changes at all autospectra and cross-coherences. The x-axis
displays time (with the seizure onset at around 340sec), the y-axis shows the level
of the test statistics at the change points, averaged by number of frequencies in
which a change is detected.
change the paradigm for seizure characterization that it is beyond abnormal local
changes. It is worthwhile to point out that this observation is an immediate output
of out method, as the detected changes have a direct interpretation with respect
to frequency band and topological location.
To illustrate the detection of change points at channels and channel pairs, we
provide a short video clip as supplementary material. The *.avi-file is available
for download on Github (https://github.com/almms/FreSpeD.git) and shows
a schematic 3D brain with points indicating electrodes. When a change point
is detected in an autospectrum, the corresponding electrode flashes briefly. If a
change is detected in the pairwise coherence between two channels, a line appears
briefly connecting these electrodes. A panel below this illustration shows the time
progression relative to the total EEG recording time.
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5.6 Concluding Remarks
This chapter demonstrates that the FreSpeD method effectively detects change
points in multi-channel EEG traces and hereby can help improve our understand-
ing of complex brain activity such as epileptic seizure. In contrast to other meth-
ods, changes detected by FreSpeD can be directly attributed to specific frequency
bands; autospectra of specific EEG channels; and cross-coherences of specific pairs
of channels. To the best of our knowledge, this direct and detailed interpretability
is unique to the FreSpeD method and thus makes it a particularly attractive tool
to neurologists.
When applied to the multi-channel EEG recording of a spontaneous epileptic
seizure, the FreSpeD method identifies changes in cross-coherence immediately be-
fore seizure onset. We emphasize that these changes are subtle and were, in fact,
not detected by the methods that previously analysed the same EEG data. These
changes are not sufficiently obvious to be detected through mere eyeballing. Thus
the FreSpeD method gives additional insights into the complex nature of an epilep-
tic seizure and is a new approach that can potentially identify seizure precursors.
Furthermore, the FreSpeD method estimates the timing of seizure onset and the
spatial focal point consistently with the neurologist’s diagnosis. This data-adaptive
seizure analysis via FreSpeD can support physicians’ diagnoses, is time-efficient and
can reduce the risk of human error (Tzallas et al., 2012; Ramgopal et al., 2014).
The comparison of FreSpeD against a parametric and a nonparametric change-
point detection method for multi-channel EEG data in a simulation study shows the
robustness of our approach to model misspecification. It also underlines that the
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FreSpeD method works well even when the dimensionality increases. In addition,
due to possible parallelization of the method and a computationally attractive
algorithmic structure, FreSpeD is fast even when the number of observations in
time and the number of channels is large.
Based on the approach presented here, there are a number future research
directions that can be pursued. First, multi-channel EEG data with a high number
of channels is typically highly collinear. This calls for transforming the data into a
lower dimensional set of signals via some appropriate transformation that effectively
captures the change-points dynamics of the original data. One could then apply
the FreSpeD method to the summarized lower dimensional signal to discover the
change-points in the original data. This would be in analogous to the recent work
of Aston and Kirch (2012) but the emphasis of our work would be on detecting
changes on the spectral, rather than time domain, quantities.
In the current implementation, FreSpeD is designed to detect change points in
the autospectra and in (classical) coherence. Coherence at the same frequency may
not completely characterize the dependence in complex data such as multi-channel
EEG. A more general measure of dependence is evolutionary dual-frequency co-
herence where one can examine dependence between, say, the alpha oscillation in
one channel and the theta oscillation in another (Gorrostieta et al., 2012). Thus,
building on FreSpeD one can develop a procedure for detecting change points in
dual-frequency coherence to understand the evolutionary dependence structure be-
tween EEG channels or brain regions.
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5.7 Glossary: Most Essential Notation
Expression Meaning
Functions
O(·) Upper bound in the sense that f(x) =
O(g(x)) ↔ |f(x)| ≤ C|g(x)| for all x ≥ x0
and some C > 0
I(·) Indicator function
Objects
N = {ηi, i = 1, . . . , N} (Nˆ), Nd,d′ (Nˆd,d′) True (estimated) set of change points in
the process X(t∗); superscripts d, d′ indicate
channel (d = d′) or channel-pair d 6= d′ spe-
cific change points
T = {t : t = ν, 2ν, . . . , Tν} Set of partitioning of {1, . . . , T ∗} with window
length ν
Cs,b,e(Z) =
∑L
l=1 C∗s,b,e(zl)I(C∗s,b,e(zl) > ζT ) Thresholded sum of CUSUM statistics C∗s,b,e
of the generic time series Z with frequency-
specific components zl, l = {1, . . . , L}
X(t∗) = (x1(t∗), . . . ,xD(t∗)) D-channel EEG signal
F(t∗, ω) Localised spectral matrix
fd,d(t
∗, ω) Localised autospectral density of channel d
ρd,d′(t
∗, ω) = |fd,d′ (t
∗,ω)|2
(|fd,d(t∗,ω)||fd′,d′ (t∗,ω)|) Localised coherence between channels d and
d′ (d 6= d′)
f¯ν,d,d′(t, ω), ρ¯ν,d,d′(t, ω) Averages over any window with length ν de-
fined on the set T
f̂d,d′(t, ω), ρ̂d,d′(t, ω) Corresponding estimated quantities
ρ¯∗ν,d,d′(t, ω), ρ̂
∗
d,d′(t, ω) Fisher-z transforms
ζT Threshold parameter
Chapter 6
Conclusion
The previous chapters propose three methods to solve change-point detection prob-
lems that are relevant for different types of data. The methods are devised to
estimate the number and locations of change points in time series and moreover
offer insights to data beyond these estimates - this is what we call additional in-
terpretability in the title of this work. One avenue we explore is interpretability
via hierarchical ordering which results from binary segmentation. This can give an
interpretation to change points in the context of relative importance, as illustrated
in Chapter 3. The concept can be extended into a more general setting in Chapter
4, where interpretability of hierarchical orderings is possible within stages of the
sequential procedure. The contribution of Chapter 5 proceeds in a different direc-
tion, enabling direct interpretation of change points in EEG data with respect to
location in space (on the human scalp) and frequency band.
Chapter 3 discusses a method for local trend detection in financial time series.
Within a formal statistical framework, we define a data-adaptive basis decomposi-
tion which allows for a hierarchical interpretation of change points as we illustrate
with some examples. The approach also yields a family of forecasting operators
which we further analyse in a comparative performance evaluation on a set of 16
financial time series from four different asset classes.
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Chapter 4 draws attention to the importance of appropriate model specification
in the context of changes in mean and/or variance. Based on our literature review,
there is limited awareness of potential issues arising from model misspecification
in the sense of not accounting for changes in mean or variance when testing for
changes in, respectively, variance or mean, and there are few authors who explicitly
address this issue. We argue that this limited awareness can affect the application of
statistical methods negatively. After illustrating the challenges that can arise from
not accounting for the presence of a mix of change types we propose a new method
to address these challenges using sequential testing on intervals with varying length
and show in a simulation study how this approach compares to competitors in
mixed-change situations.
Finally, Chapter 5 discusses a new approach to change-point detection in EEG
data with application to an epileptic seizure recording. We illustrate how this
method, which is tailored to a specific scientific research question, can provide
new insights that are valuable to an interdisciplinary scientific community. In
particular, our approach offers a directly interpretable output which is in-line with
the general convention of EEG analysis. A first implementation of the method is
readily available in R.
At their core, all methods introduced in this work offer additional means of
direct interpretability of change-point estimates. In light of the increased availabil-
ity of data and rising demand for analytical tools, change-point detection methods
that open avenues for data analysis beyond the estimation of change-point number
and locations can be valuable in many applications.
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Appendix of Chapter 3
A.1 Proofs
Proof of Proposition 3.2.1. Using the orthonormality of the basis {ψbj,k , (j, k) ∈
I}, we have
E(Ij,k) = T
−1 E
T 1/2 ∑
(i,l)∈I
Ai,l
T∑
t=1
ψbi,l(t)ψbj,k(t)
+
T∑
t=1
σ(t)ε(t)ψbj,k(t)
)2
= T−1 E
(
T 1/2Aj,k +
T∑
t=1
σ(t)ε(t)ψbj,k(t)
)2
= E(A2j,k) + T
−1 E
(
T∑
t=1
σ(t)ε(t)ψbj,k(t)
)2
,
which gives
|E(Ij,k)− E(A2j,k)| ≤ T−1σ2
T∑
t=1
(ψbj,k(t))2 = σ2T−1.
Proof of Property 3.2.1. (i) results from the fact that f is a realisation of
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a piecewise-constant random process with at most N change points and that
by (ii), their magnitudes are |∑j,k αj,k,iaj,k|, which is a finite quantity. For
(ii), note that f(t)− f(t− 1) = T 1/2∑(j,k)∈I aj,k(ψbj,k(t)− ψbj,k(t− 1)) and that
T 1/2|ψbj,k(t)− ψbj,k(t− 1)| is bounded in T as ψbj,k(t) = O(T−1/2) due to the fact
that the spacings between change points satisfy mini=1,...,N+1 |ηi − ηi−1| = O(T ).
(iii) is implied by the fact that PA(|∑j,k αj,k,iAj,k| = 0) = 0 since the distributions
of Aj,k are continuous and mutually independent. Outside of the set A0, (iv) holds
because f can only have change points at bj,k as this is where the change points
in the basis vectors ψbj,k are located and the ends of their supports coincide with
their parents’ change points as the set I is connected.
Proof of Theorem 3.3.1. The proof is based on the proof of Theorem 3.1
from Fryzlewicz (2014). Firstly, we observe that our conditional signal f satisfies
the assumptions of that Theorem, since {aj,k, (j, k)∈I} 6∈ A0. Further, Lemmas
A.1 and A.2 from Fryzlewicz (2014) hold if λ1 in those Lemmas is replaced by
σλ1. Lemma A.3 holds with λ2 = O(log T ) and T = O(log T ) since in our case,
δT = O(T ). Lemmas A.4 and A.5 hold with the respective changes to λ1, λ2 and
T , as above. Hence, the proof of Theorem 3.3.1 proceeds in the same way as the
proof of Theorem 3.1 in Fryzlewicz (2014).
Proof of Proposition 3.3.1. The proof proceeds similarly to that of Property
3.2.1 (iii) by noting that 〈f ,ψs,ηi,e〉 is a linear combination of {aj,k, (j, k) ∈ I},
different for each i such that ηi ∈ [s, e].
Proof of Theorem 3.3.2. The proof is a straightforward modification of the proof
of Theorem 3.3.1, which itself uses the proof of Theorem 3.1 from Fryzlewicz (2014).
It is sufficient to observe that in our context, a stronger version of Lemma A.2 in the
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latter work holds, whereby ηp0+r achieves the unique maximum of |〈f ,ψs,η,e〉| over
η ∈ [s, e]. This is because if the unique maximum were achieved by ηp0+q 6= ηp0+r,
then |〈f ,ψs,ηp0+q ,e〉| > |〈f ,ψs,ηp0+r,e〉| = O(T 1/2) by Lemma 1 of Cho and Fryzlewicz
(2012), and therefore the b maximising |〈x,ψs,b,e〉| would have to fall near ηp0+q,
rather than ηp0+r by Lemma A.1 from Fryzlewicz (2014).
For the estimation of a¯j,k, we have
|aˆj,k − a¯j,k| = T−1/2|〈f ,ψbj,k〉 − 〈x,ψbˆj,k〉|
≤ T−1/2
{
|〈f ,ψbj,k〉 − 〈f ,ψbˆj,k〉|
+|〈x,ψbˆj,k〉 − 〈f ,ψbˆj,k〉|
}
≤ T−1/2
{
O((t)T−1/2) + O(log1/2 T )
}
= O(T−1/2 log1/2 T ),
where we use, respectively, the triangle inequality, a technique as in Lemma 2 of
Cho and Fryzlewicz (2012) and Lemma A.1 of Fryzlewicz (2014).
A.2 Data
Details of the financial return data considered in this chapter are provided in Table
A.1.
A.2.1 Details on the Out-of-Sample Analysis with a Seven-
Year Estimation Period
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Asset Class Asset Bloomberg Ticker Primary Quote/Trading Venue Obs
Equity Index Dax Index DAX Index Germany - DB 5,936
Equity Index FTSE 100 Index UKX Index United Kingdom - LSE 5,930
Equity Index Hang Seng Index HSI Index Hong Kong - HKSE 5,802
Equity Index S&P 500 Index SPX Index United States - NYSE 5,915
Equity Deutsche Lufthansa LHA GR Equity Germany - Xetra 5,891
Equity General Electric GE US Equity United States - NYSE 5,915
Equity Johnson & Johnson JNJ US Equity United States - NYSE 5,915
Equity Microsoft MSFT US Equity United States - Nasdaq 5,915
Currency AUD/USD Spot rate GBPUSD Curncy London Composite 6,124
Currency GBP/USD Spot rate USDJPY Curncy London Composite 6,124
Currency USD/JPY Spot rate AUDUSD Curncy London Composite 6,124
Currency USD/MXN Spot rate USDMXN Curncy London Composite 6,124
Commodity Future Crude Oil CL1 Comdty New York Mercantile Exchange 5,895
Commodity Future Gold GC1 Comdty CMX-Commodity Exchange 5,895
Commodity Future Live Cattle LC1 Comdty Chicago Mercantile Exchange 5,923
Commodity Future Sugar SB1 Comdty NYB-ICE Futures US Softs 5,880
Table A.1: Data series used in the empirical evaluation; data provider: Bloomberg;
number of observations (Obs) corresponds to number of days for which a quote is
available between 1 January 1990 and 21 June 2013.
Forecast horizon 1 2 5 10 15 20 40
DAX 2093 1046 418 209 139 104 52
FTSE 2090 1045 418 209 139 104 52
HSI 2026 1013 405 202 135 101 50
S&P 2082 1041 416 208 138 104 52
LHA 2070 1035 414 207 138 103 51
GE 2082 1041 416 208 138 104 52
JNJ 2082 1041 416 208 138 104 52
MSFT 2082 1041 416 208 138 104 52
GBPUSD 2187 1093 437 218 145 109 54
USDJPY 2187 1093 437 218 145 109 54
AUDUSD 2187 1093 437 218 145 109 54
USDMXN 2187 1093 437 218 145 109 54
Oil 2072 1036 414 207 138 103 51
Gold 2072 1036 414 207 138 103 51
Live Cattle 2086 1043 417 208 139 104 52
Sugar 2064 1032 412 206 137 103 51
Table A.2: Number of forecasts of the out-of-sample analysis: based on original
data of Table A.1, using a seven-year estimation period, non-overlapping forecast
windows and, respectively, half of the remaining as training and test period
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Forecast horizon Overall best 1 2 5 10 15 20 40
DAX 0.8 0.3 1 0.2 0.6 0.8 0.3 0.4
FTSE 0.2 0.5 1.4 0.1 0.6 0.8 0.6 0.5
HSI 0.8 0.9 0.1 0.1 0.8 0.8 0.8 0.4
S&P 0.1 0.2 2.9 0.2 0.5 0.1 0.5 0.9
LHA 0.5 0.3 0.9 0.5 0.6 0.5 0.6 0.6
GE 0.1 0.1 0.1 0.1 0.1 0.1 0.8 0.5
JNJ 0.1 0.2 0.2 0.1 1 0.2 0.7 1
MSFT 0.1 0.1 0.1 0.9 0.8 1.4 1.1 0.2
GBPUSD 1 0.1 2.1 0.1 0.6 1.4 0.6 1
USDJPY 0.4 0.3 0.1 0.5 1.5 1.4 1.4 0.4
AUDUSD 0.8 1.4 0.8 0.6 0.8 0.3 0.8 0.8
USDMXN 0.1 2.7 0.1 0.1 0.6 0.8 0.1 1.7
Oil 0.1 1.3 0.7 1.3 0.1 0.6 1.3 1.3
Gold 0.1 0.1 0.7 1 1 0.1 0.1 0.1
Live Cattle 0.6 0.4 2.8 0.8 0.3 0.4 0.2 0.6
Sugar 0.2 0.3 3 3 2.7 2.4 3 0.2
Table A.3: Optimal in-sample C parameter in our model, per forecast horizon,
seven-year estimation period
Forecast horizon Overall best 1 2 5 10 15 20 40
DAX 6 8 9 10 3 9 6 6
FTSE 1 3 3 6 8 9 9 2
HSI 2 3 10 3 1 1 4 2
S&P 1 3 9 3 10 7 9 5
LHA 4 3 5 4 1 4 8 4
GE 1 2 8 8 6 9 10 5
JNJ 1 2 8 1 9 10 6 6
MSFT 1 1 2 9 3 6 1 1
GBPUSD 2 2 10 5 7 6 1 2
USDJPY 6 3 7 8 6 3 10 6
AUDUSD 3 4 4 6 10 10 7 3
USDMXN 9 6 1 10 7 9 7 9
Oil 3 1 1 3 7 2 9 3
Gold 1 7 1 6 5 3 9 1
Live Cattle 3 10 1 10 1 7 9 3
Sugar 1 2 7 3 4 2 4 8
Table A.4: Optimal in-sample MA parameter in the benchmark model, per forecast
horizon, seven-year estimation period
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A.2.2 Results of the Out-of-Sample Analysis with a Two-
Year Estimation Period
Forecast horizon 1 2 5 10 15 20 40
DAX 2718 1359 543 271 181 135 67
FTSE 2715 1357 543 271 181 135 67
HSI 2651 1325 530 265 176 132 66
S&P 2707 1353 541 270 180 135 67
LHA 2695 1347 539 269 179 134 67
GE 2707 1353 541 270 180 135 67
JNJ 2707 1353 541 270 180 135 67
MSFT 2707 1353 541 270 180 135 67
GBPUSD 2812 1406 562 281 187 140 70
USDJPY 2812 1406 562 281 187 140 70
AUDUSD 2812 1406 562 281 187 140 70
USDMXN 2812 1406 562 281 187 140 70
Oil 2697 1348 539 269 179 134 67
Gold 2697 1348 539 269 179 134 67
Live Cattle 2711 1355 542 271 180 135 67
Sugar 2689 1344 537 268 179 134 67
Table A.5: Number of forecasts of the out-of-sample analysis: based on original
data of Table A.1, using a two-year estimation period, non-overlapping forecast
windows and, respectively, half of the remaining as training and test period
Forecast horizon 1 2 5 10 15 20 40
UHP BM UHP BM UHP BM UHP BM UHP BM UHP BM UHP BM
DAX 3.00 0.34 2.45 -0.14 3.06 -3.06 2.38 -0.34 7.14 8.16 1.35 4.05 -1.35 -1.35
FTSE 0.72 -2.43 1.16 0.75 2.22 -3.92 4.42 0.34 10.82 -1.55 8.11 4.05 -1.35 1.35
HSI -0.89 0.68 1.07 0.07 0.36 -0.36 - 0.71 -4.26 1.06 -2.86 -1.43 4.29 4.29
S&P -0.51 -2.20 3.16 3.16 2.05 8.90 9.59 5.48 13.92 8.76 2.05 3.42 17.57 6.76
LHA -0.70 0.31 -2.57 -0.21 -1.04 3.63 -0.35 5.24 1.55 9.79 -0.68 -2.05 8.33 16.67
GE -0.17 -1.66 -0.90 0.35 5.02 0.52 3.42 1.37 6.70 3.61 3.42 -10.27 -1.35 -4.05
JNJ 0.80 0.84 1.80 0.07 -3.98 -2.10 8.62 -4.48 -2.08 5.21 -7.53 -3.42 1.35 -1.35
MSFT 0.21 -1.33 0.34 -0.42 -1.56 -1.05 0.68 0.34 -4.64 -2.58 6.16 -0.68 1.35 4.05
GBPUSD 0.58 0.32 -1.41 -0.71 -0.64 2.88 -5.48 3.90 -5.77 -3.85 -12.82 5.13 -3.85 6.41
USDJPY 0.42 -1.07 1.23 -0.71 2.73 -3.23 -0.64 -0.64 1.92 0.96 5.13 -2.56 8.97 14.10
AUDUSD 1.51 0.13 1.41 0.77 -2.24 2.56 5.13 6.41 -5.77 0.96 -2.56 8.97 -1.28 1.28
USDMXN 0.83 1.76 0.96 2.88 -3.85 2.88 1.28 -1.28 -8.25 8.25 3.85 -6.41 -2.63 -10.53
Oil 1.87 -1.01 3.25 -0.21 5.71 0.17 5.86 1.72 3.61 -1.55 3.42 -2.05 13.89 2.78
Gold -0.62 -1.43 5.94 -1.38 -2.25 1.21 9.31 4.48 -0.52 0.52 -2.05 2.05 2.78 8.33
Live Cattle -1.95 -2.80 -0.21 -2.02 3.45 -2.08 -5.17 -2.41 4.64 -6.70 7.75 -3.52 12.16 9.46
Sugar -1.58 -0.21 0.35 1.32 1.39 3.66 2.08 -1.75 3.13 1.04 -5.56 0.00 -5.56 8.33
Table A.6: Relative success ratio RSR in percent in the out-of-sample test; for our model with in-sample optimized
threshold value and the benchmark model (BM) with in-sample optimized moving average window length, for a
two-year estimation period. If the relative success ratio has the same sign for both models, the larger absolute value
is in bold.
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Forecast horizon Overall best 1 2 5 10 15 20 40
DAX 0.8 0.7 0.7 0.5 0.6 0.8 0.8 0.7
FTSE 0.5 0.5 1.6 0.5 0.6 0.8 0.5 0.5
HSI 0.8 0.5 0.5 0.1 0.1 0.4 0.8 1.3
S&P 0.1 0.1 3 0.2 0.9 0.5 0.1 0.4
LHA 0.1 2.8 1.3 2.8 0.6 0.5 1.4 0.5
GE 0.3 0.2 0.1 0.1 0.2 0.1 0.8 0.3
JNJ 0.2 0.2 0.2 0.1 0.9 0.2 0.2 1
MSFT 0.1 0.1 0.1 0.6 1.1 1.4 0.2 1.1
GBPUSD 1 0.1 2.1 0.1 0.2 2.5 0.2 1
USDJPY 0.4 1.5 0.5 0.5 0.1 1.6 0.4 0.4
AUDUSD 0.3 0.8 0.8 0.2 0.8 0.3 0.8 0.8
USDMXN 1.7 0.6 0.1 0.1 0.6 3 0.1 1.7
Oil 0.1 1.3 0.7 1.3 1.3 1.3 1.3 1.3
Gold 0.1 0.1 0.7 0.1 2.1 0.1 0.1 2.1
Live Cattle 0.6 0.3 0.1 0.8 0.3 0.8 0.2 0.6
Sugar 0.7 1.2 3 3 2.7 2.4 0.7 0.1
Table A.7: Optimal in-sample C parameter in our model, per forecast horizon for
the two-year estimation period analysis
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Forecast horizon Overall best 1 2 5 10 15 20 40
DAX 6 9 10 10 3 9 6 6
FTSE 5 3 3 4 8 9 9 5
HSI 1 3 7 3 1 2 8 4
S&P 1 1 9 3 10 10 9 5
LHA 5 3 5 3 7 5 1 4
GE 7 2 1 8 7 4 2 7
JNJ 1 2 8 1 2 6 6 3
MSFT 1 1 2 1 10 6 1 3
GBPUSD 2 1 8 3 1 5 9 2
USDJPY 6 3 7 5 6 6 1 6
AUDUSD 4 5 7 5 9 10 7 4
USDMXN 1 6 1 10 7 5 7 9
Oil 3 1 7 3 7 7 9 3
Gold 3 1 7 1 6 3 9 1
Live Cattle 3 10 1 4 8 7 7 3
Sugar 4 1 7 8 4 7 7 10
Table A.8: Optimal in-sample MA parameter in the benchmark model, per forecast
horizon for the two-year estimation period analysis
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Appendix B
Appendix of Chapter 4
B.1 Additional Figures
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Figure B.1: Realization of the process of Figure 4.6 with changing variance only.
At η1 = 100 the variance from 1 to 1.5
2. Upper panel: process realization. Lower
panel: test statistics LLR(k)(x|b), k = {1, 2, 3}. Continuous thick line: change in
mean and variance, k = 1. Continuous thin line: change in variance, k = 2. Dotted
thick line: change in mean, k = 3
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Figure B.2: Realization of the process of Figure 4.6 with changing mean only. At
η1 = 100 the mean increases from 0 to 1. Upper panel: process realization. Lower
panel: test statistics LLR(k)(x|b), k = {1, 2, 3}. Continuous thick line: change in
mean and variance, k = 1. Continuous thin line: change in variance, k = 2. Dotted
thick line: change in mean, k = 3
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Appendix C
Appendix of Chapter 5
C.1 Proof in the Simplified Framework
The structure of the proof is as follows. We first show within the simplified
framework of Section 5.3.3 the consistency of change-point detection for esti-
mated spectral energy at a single frequency band ωl. Then we extend this to the
thresholded sum statistic of Equation (5.6). Where possible we drop the channel-
indicating subscripts (d, d′). All of the following is applied to the partitioning
T = {t : t = ν, 2ν, . . . , Tν}. The proof can be compressed by noting that the
core principles equally apply to autospectra and cross-coherences. Whenever this
is the case we use notation consistent with that of Section 5.3.2 and denote the
estimated time series as ẑl = {ẑl(t), t ∈ T}, l ∈ {1, . . . , L} with ẑl(t) := f̂(t, ωl)
or ẑl(t) := ρ̂
∗(t, ωl), and the true average quantities correspondingly as z¯l(t), t ∈ T,
where the subscript l refers to a frequency band.
209
210 APPENDIX C. APPENDIX OF CHAPTER 5
C.1.1 CUSUM for a Single Frequency Band ωl
Let us fist introduce some notation. On an interval {s, . . . , e} with {(s, e) ∈ T×T :
ν ≤ s < e ≤ T we define the statistics
Cs,b,e(ẑl) =
∣∣∣∣∣
√
e− b
n(b− s+ 1)
b∑
t=s
ẑl(t)−
√
b− s+ 1
n(e− b)
e∑
t=b+1
ẑl(t)
∣∣∣∣∣ (C.1)
for the time-varying estimator of the spectral quantity and, correspondingly,
Cs,b,e(zl) for the true quantities, with n = e− s+ 1. Note that this is the CUSUM
statistic of Equation (5.7) up to scaling: Cs,b,e(x) = σs,e(x)C∗s,b,e(x).
At any stage of the algorithm, for 1 ≤ i1 < i2 ≤ Nd,d′ ηd,d′i1 ≤ s < ηd,d
′
i1+1
< · · · <
ηd,d
′
i2
< e ≤ ηd,d′i2+1. In the following all results hold for subsets Nd,d,Nd,d
′ ⊆ N.
If, at any stage, there are change points on {s, . . . , e} then both of the following
conditions hold. This will become obvious on the next pages.
s < ηi1+i − c1δT < ηi1+i + c1δT < e for some 1 ≤ i ≤ i2 − i1 (C.2)
max {min(ηi1+1 − s, s− ηi1),min(ηi2+1 − e, e− ηi2)} ≤ c2T (C.3)
Here, c1, c2 are positive constants and T is as defined in Section 5.3.3. The follow-
ing Lemmata are adapted from Cho and Fryzlewicz (2015a) and the corrections
available in Cho and Fryzlewicz (2015a).
Lemma 1 Let {s, . . . , e} satisfy Equation (C.2). Then there exists a i∗ where
1 ≤ i∗ ≤ i2 − i1 such that for a positive constant C,
|Cs,ηi1+i∗ ,e(z¯l)| ≥ CδT/
√
T (C.4)
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Proof For the single change-point case, i∗ = 1, z¯l(t) is piecewise-constant before
and after ηi1+i∗ on {s, . . . , e}. Thus
|Cs,ηi1+i∗ ,e(z¯l)| =
√
(ηi1+i∗ − s+ 1)(e− ηi1+i∗)/
√
n|z¯l(ηi1+i∗ + 1)− z¯l(ηi1+i∗)|
≥ z∗c1δT/
√
T ,
where z∗ is the lower bound imposed on change sizes in the corresponding spectral
quantities and the inequality follows from the assumptions in Section 5.3.3. For the
case of multiple change points, by the assumptions of boundedness and minimum
separability for any interval satisfying the condition of Equation (C.2) there exists
at least one i∗ s.t.
1
ηi1+i∗ − s+ 1
ηi1+i∗∑
t=s
z¯l(t)− 1
e− ηi1+i∗
e∑
t=ηi1+i∗+1
z¯l(t)
is bounded away from zero. This generates the same situation as for the single
change-point case and thus Lemma 1 is shown.
Lemma 2 Under the condition of Equation (C.2), there exists a C > 0 such that
for points b ∈ {s, . . . , e} with |ηi1+i − b| > c0T for some k and Cs,ηi1+i,e(z¯l) >
Cs,b,e(z¯l),
Cs,ηi1+i,e(z¯l) > Cs,b,e(z¯l) + CT δT/T 2Cs,ηi1+i,e(z¯l) (C.5)
Proof Without loss of generality, let η ≡ ηi1+i < b. The proof follows directly
from the proof of Lemma 2.6, Case 2 in Venkatraman (1992), which is at three
full pages rather lengthy. Essentially, one can show that as T →∞, the difference
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Cs,ηi1+i,e(z¯l) − Cs,b,e(z¯l) is bounded below by a term is dominated by what Venka-
traman (1992) calls E1l. In our notation and noting that δT > 2c0T for large
T ,
E1l
=
(δT − c0T )c0T
√
nη + ne + δT
[
(ηi1+i − s+ 1)−1
∑ηi1+i
t=s z¯l(t)− (e− ηi1+i)−1
∑e
t=ηi1+i+1
z¯l(t)
]
√
nη(ne + δT )(nη + c0T )(ne + δT − c0T )(
√
(nη + c0T )(ne + δT − c0T ) +
√
nη(ne + c0T ))
≥ CT δT/T 2Cs,ηi1+i,e(z¯l)
where nη = ηi1+i − s+ 1 and ne = e− ηi1+i − δT .
Lemma 3 Let D = {(s, b, e) : 1 ≤ s < e ≤ T ;n = e − s + 1 ≥ δT ; max(b − s +
1, e− b) ≤ nc∗}, where c∗ as on page 169. Then as T →∞,
Pr
(
max
(s,b,e)∈D
|Cs,b,e(f̂(ωl))− Cs,b,e((2M)−1f¯(ωl))| > log T
)
→ 0 (C.6)
Proof We can drop at this point non-relevant subscripts and, using Equation
(5.4), consider
Pr
(
|
e∑
t=s
c(t)f¯(t, ωl)(χ
2
2M(t)− 2M)/(2M)| >
√
n log T
)
= Pr
(
|
e∑
t=s
c(t)f¯(t, ωl)
2M∑
m=1
(U2m(t)− 1)/(2M)| >
√
n log T
)
with c(t) =
√
e− b/√b− s+ 1 if s ≤ t ≤ b and c(t) = −√b− s+ 1/√e− b if
b < t ≤ e, which are finite on D as |c(t)| ≤ c∗ ≡√c∗/(1− c∗) <∞. χ22M(t)−2M =∑2M
m=1(U
2
m(t)−1) where Um(t) are independent standard normal random variables.
By standard results there exists C > 0 s.t. E(|U2m− 1|)j ≤ Cj−2j! E(|U2m− 1|)2 (see
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e.g. Johnson and Kotz, 1970). Thus by Bernstein’s inequality (Bosq, 1998),
Pr
(
|
e∑
t=s
2M∑
m=1
c(t)f¯(t, ωl)
(2M)2
(U2m(t)− 1)| >
√
n log T
)
≤ exp
− 1/2n log2 T2∑et=s (c(t)f¯(t,ωl))2(2M)3 + C maxt c(t)f¯(t,ωl)(2M)2 √n log T

As |c(t)| ≤ c∗ and |f¯(t, ωl)| ≤ f ∗, it follows that
Pr
(
max
(s,b,e)∈D
|Cs,b,e(f̂(ωl))− Cs,b,e((2M)−1f¯(ωl))| >
√
n log T
)
≤
∑
(s,b,e)∈D
exp
{
− 1/2n log
2 T
2n (c
∗f∗)2
(2M)3
+ C c
∗f∗
(2M)2
√
n log T
}
≤ T 3 exp(−C log2 T )
The last converges to zero as we assume n ≥ δT ≥ log T and that all constants are
finite.
Lemma 4 Under D as in Lemma 3 and the assumptions of Section 5.3.3, as T →
∞
Pr
(
max
(s,b,e)∈D
|Cs,b,e(ρ̂∗(ωl))− Cs,b,e(ρ¯∗(ωl))| > log T
)
→ 0 (C.7)
Proof From Equation (5.5) we see that the difference between estimated and true
coherence is i.i.d. normal random variables. Thus, using the Bernoulli inequality,
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for a standard normal variable ε with pdf φN(·) and λ1 ≥ log T ,
Pr
(
max
(s,b,e)∈D
|Cs,b,e(ρ̂∗(ωl))− Cs,b,e(ρ¯∗(ωl))| > λ1
)
≤
∑
(s,b,e)∈D
Pr (|ε| > λ1) ≤ T
3φN(λ1)
λ1
≤ C
T
Lemma 5 Under Equations (C.2) and (C.3), for Ds,e = {s < t < e;n = e−s+1 ≥
δT ; max(t− s+ 1, e− t) ≤ nc∗}, with c∗ as on page 169, there exists 1 ≤ i∗ ≤ i2− i1
s.t. ηi1+i∗ ∈ Ds,e and |ηi1+i∗ − b| < c0T for b = argmaxt∈Ds,e |Cs,t,e(f̂(ωl))|, or
b = argmaxt∈Ds,e |Cs,t,e(ρ̂∗(ωl))|, respectively.
Proof The following covers the general discussion of the CUSUM statistic in the
additive function plus noise setting. For the multiplicative model for the autospec-
tra in Equation (5.4) we rewrite
f̂(t, ωl) =
1
2M
f¯(t, ωl)χ
2
2M(t) = f¯(t, ωl) +
1
2M
f¯(t, ωl)(χ
2
2M(t)− 2M)
Thus, we can formulate a generic model ẑl(t) = g(t) + e(t) with piecewise-constant
function g(t) (with possibly many change points) that covers the autospectral case
(Equation (5.4)) and the coherence case (Equation (5.5)) for energy at a frequency
band ωl. Following Venkatraman (1992, Lemmata 2.2-2.3), under the assumption
of balancedness in Section 5.3.3 and the conditions specified in Equations (C.2) and
(C.3) for g0(t) denoting a one-step piecewise-constant function on {s, . . . , e} that
has its change point η on Ds,e and minimizes the mean-square distance between
g(t) and any one-step piecewise-constant function on {s, . . . , e}, η corresponds to
one of the change points of g(t) on {s, . . . , e}.
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In the framework of piecewise-constant function plus noise, detecting a change
point on an interval {s, . . . , e} implies finding the mean-square optimal fit of a
step function with a single step at b, denoted as ĝb(t). We know that for b
∗ =
argminb
∑
t∈{s,...,e}(ẑ(t)− ĝb(t))2,
e∑
t=s
(ẑ(t)− g0(t))2 >
e∑
t=s
(ẑ(t)− ĝb∗(t))2.
Therefore, if we can show that for some c0T ,
e∑
t=s
(ẑ(t)− g0(t))2 <
e∑
t=s
(ẑ(t)− ĝb(t))2
with c0T < |b − η|, this would imply that |b∗ − η| ≤ c0T . Subtracting the right
part and expanding the above,
e∑
t=s
(g(t) + e(t)− g0(t))2 −
e∑
t=s
(g(t) + e(t)− ĝb(t))2
=
e∑
t=s
{(g(t)− g0(t))2 − (g(t)− ĝb(t))2}+ 2
e∑
t=s
e(t)(ĝb(t)− g0(t)) ≡ I + II
I < 0 as g0(t) is defined to minimize the least squares fit to g(t), over all step
functions with a single step. We now show that I absolutely exceeds II as T →∞.
Let ψ ∈ Ψ be those vectors defined on {s, . . . , e} with components that are first
constant and positive and then constant and negative, such that these components
are zero on average and squared sum up to one. Denoting as g¯ the mean of g(t)
on {s, . . . , e} and ψ0 ∈ Ψ s.t. g0(t) = g¯ + 〈g, ψ0〉ψ0(t) with 〈·〉 denoting the inner
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product. Then
e∑
t=s
(g(t)− g0(t))2 (C.8)
=
e∑
t=s
(g(t)− g¯)2 − 2〈g, ψ0〉
e∑
t=s
(g(t)− g¯)ψ0(t) + 〈g, ψ0〉2
e∑
t=s
(ψ0(t))2 (C.9)
=
e∑
t=s
(g(t)− g¯)2 − 〈g, ψ0〉2 (C.10)
Let g˜(t) be a step function that changes at b and minimizes the squared distance
to g(t), then
e∑
t=s
(g(t)− g˜(t))2 ≤
e∑
t=s
(g(t) + ĝb(t))
2 (C.11)
Using Equations (C.8) and (C.11), for g˜(t) = g¯ + 〈g, ψ˜〉ψ˜(t), I can be bounded as
follows
e∑
t=s
{(g(t)− g0(t))2 − (g(t)− ĝb(t))2}
≤
e∑
t=s
{(g(t)− g0(t))2 − (g(t)− g˜(t))2} = 〈g, ψ0〉2 − 〈g, ψ˜〉2
= (|〈g, ψ0〉| − |〈g, ψ˜〉|)(|〈g, ψ0〉|+ |〈g, ψ˜〉|) ≤ (|〈g, ψ0〉| − |〈g, ψ˜〉|)|〈g, ψ0〉|
Note that |〈g, ψ0〉| = |Cs,η,e(g)| and |〈g, ψ˜〉| = |Cs,b,e(g)|. Thus, with the distance
c0T between η and b the above is bounded by −Cδ3T T/T 3, by Lemmata 1 and 2.
C.1. PROOF IN THE SIMPLIFIED FRAMEWORK 217
Consider now term II divided by 2,
e∑
t=s
e(t)(ĝb(t)− g0(t))
=
e∑
t=s
e(t)(g˜b(t)− g0(t)) +
e∑
t=s
e(t)(ĝb(t)− g˜(t)) = II.i+ II.ii
For each of these sums we consider separately the following three constant intervals:
assuming wlog η < b, II.i can be divided into
e∑
t=s
e(t)(g˜b(t)− g0(t))
=
η∑
t=s
e(t)(g˜b(t)− g0(t)) +
b∑
t=η+1
e(t)(g˜b(t)− g0(t)) +
e∑
t=b+1
e(t)(g˜b(t)− g0(t))
= II.i.1 + II.i.2 + II.i.3
By Lemmata 2 - 4, as T →∞
|II.i.1| =
∣∣∣∣∣ 1√η − s+ 1
η∑
t=s
e(t)
∣∣∣∣∣
∣∣∣∣∣
√
η − s+ 1
b− s+ 1
b∑
t=s
g(t)− 1√
η − s+ 1
η∑
t=s
g(t)
∣∣∣∣∣
≤ C log T
√
η − s+ 1√e− η
e− s+ 1 T/δTCs,η,e(z¯l) ≤ C
′T/δT log TCs,η,e(z¯l)
Similar bounds can be derived for |II.i.3| (of the same order as the above) and
|II.i.2| (of order C ′′√T/δT log TCs,η,e(z¯l). Furthermore, II.ii can be decomposed
as
e∑
t=s
e(t)(ĝb(t)− g˜(t)) =
b∑
t=s
e(t)(ĝb(t)− g˜(t)) +
e∑
t=b+1
e(t)(ĝb(t)− g˜(t))
= II.ii.1 + II.ii.2
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II.ii.2 is of same order as II.ii.1, and, as T →∞,
|II.ii.1| = 1
b− s+ 1
(
b∑
t=1
e(t)
)2
= log2 T (C.12)
Thus for I to absolutely exceed II as T → ∞, we require
T δ
3
T
T 3
> max
(
T log T√
T
,
√
T δT/T log T, log
2 T
)
. This implies that T > T
2 log2 T/δ2T ,
i.e. if T = max(T, log
2+ϑ T ) and ϑ > 0 suffice to meet the requirement
derived above. Now we turn to the last Lemma needed to show consistent
detection of change points for autospectra and cross-coherences, before dis-
cussing the consistency of the stopping mechanism of the algorithm when
there are no more change points to be detected. For the following, we require
δ
−5/2
T T
5/2 log T <
√
T < ζT < δT/
√
T , which implies ζT = κ log
1+$ T with any
$ > ϑ/2 and κ > 0.
Lemma 6 Under the conditions stated in Equations (C.2) and (C.3) as
T → ∞, Pr (A) → 0 for A = {|Cs,b,e(f̂(ωl))| < ζTσs,e(f̂(ωl))} with
b = argmaxt∈Ds,e |Cs,t,e(f̂(t, ωl))|.
Proof Define the event Bf = {n−1|
∑e
t=s f̂(t, ωl) − (2M)−1
∑e
t=s f¯(t, ωl)| < f˘}
with f˘ ≡ (4nM)−1∑et=s f¯(t, ωl). Using the Bernstein inequality (c.f. Lemma 3),
it can be shown that Pr(Bf ) → 1 as T → ∞, faster than for Equation (C.6)
in Lemma 3. Thus Pr(n−1
∑e
t=s f̂(t, ωl) ∈ (f˘/2, 3f˘/2)) → 1 and, since Pr(A) ≤
Pr(A ∩ Bf ) + Pr(Bcf ), it suffices to show that Pr(A ∩ Bf ) → 0. From Lemma 5,
we know that there exists 1 ≤ i∗ ≤ i2 − i1 s.t. ηi1+i∗ ∈ Ds,e and |ηi1+i∗ − b| <
c0T for b = argmaxt∈Ds,e |Cs,b,e(f̂(ωl))|. Wlog let ηi1+i∗ < b and denote f¯1(ωl) ≡
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f¯(ηi1+i∗ , ωl) 6= f¯(ηi1+i∗ + 1, ωl) ≡ f¯2(ωl). Then using Lemma 3 and the assumption
of balancedness of Section 5.3.3 in probability
|Cs,b,e(f̂(ωl))| ≥ |Cs,b,e((2M)−1f¯(ωl))| − log T
≥
√
(b− s+ 1)(e− b)
n∣∣∣∣((ηi1+i∗ − s+ 1)f¯1(ωl) + (b− (ηi1+i∗)f¯2(ωl)b− s+ 1 − f¯2(ωl)
∣∣∣∣− log T
≥
√
e− b
n(b− s+ 1)f∗(ηi1+i∗ − s+ 1)− log T
≥
√
1− c∗
nc∗
f∗(ηi1+i∗ − s+ 1)− log T
≥ CδT
c∗
√
T
− log T > 3f˘ ζT
2
Lemma 7 For some C,C ′ > 0 let {s, e} be such that either
1. ∃1 ≤ k ≤ N with s ≤ ηi ≤ e and min(ηi − s+ 1, e− ηi) ≤ CT or
2. ∃1 ≤ k ≤ N with s ≤ ηi < ηi+1 ≤ e and max(ηi − s+ 1, e− η+1k) ≤ C ′T
Then for A′ = {|Cs,b,e(f̂(ωl))| > ζTσs,e(f̂(t, ωl))} with b =
argmaxt∈Ds,e |Cs,t,e(f̂(t, ωl))|, Pr(A′)→ 0 as T →∞.
Proof We apply the same strategy as for the Proof of Lemma 6 using the event
Bf . We will show below that Pr(A∩Bf )→ 0. Assuming ηi− s+ 1 ≤ CT implies
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b > ηi, so
|Cs,b,e(f̂(ωl))| ≤ |Cs,b,e((2M)−1f¯(ωl))|+ log T
≤
√
(b− s+ 1)(e− b)
n∣∣∣∣((ηi − s+ 1)f¯1(ωl) + (b− (ηi)f¯2(ωl)b− s+ 1 − f¯2(ωl)
∣∣∣∣+ log T
≤
√
e− b
n(b− s+ 1)2f
∗(ηi − s+ 1) + log T
≤
√
e− ηi
n(ηi − s+ 1)2f
∗(ηi − s+ 1) + log T
≤ 2f ∗
√
CT + log T <
f˘ζT
2
The proof of the second case uses the same argument.
Functioning of the FreSpeD method for a single frequency band ωl
through Binary Segmentation The algorithm is initiated with s = 1, e = T
and assuming there are N > 0 sufficiently central change points (by the balanced-
ness assumption in Section 5.3.3) and the conditions of Equations C.2 and C.3 are
met, Lemma 6 holds. Then the method detects a change point within the distance
c0T from a true change point by Lemma 5. The resulting two subsegments are
such that Lemma 6 continues to hold. The algorithm continues until all change
points are detected, and the segments resulting from the detected N change points
fulfill one of the criteria of Lemma 7, so the algorithm terminates.
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C.1.2 Thresholded CUSUM on the Set of Frequency Bands
ωl, l = {1, . . . , L}
To ultimately prove the statements in Section 5.3.3 we need to show
consistency of the thresholded sum of CUSUM statistics over all L fre-
quency bands. Let L = {1, . . . , L} and Ls,e ⊆ L the set of frequency
bands with at least one change point in zl(t), t ∈ {s, . . . , e}, s, t, e ∈ T.
The following is based on the arguments in Cho and Fryzlewicz (2015a)
on thresholded CUSUMs. By Lemmata 3 and 4, respectively, we have
maxl max{s,t,e}∈D |Cs,t,e(f̂(ωl)) − Cs,t,e((2M)−1f¯(ωl))| ≤ log T with
probability bounded from below by 1 − (CLT 3 exp(−C log2 T )) → 1 and
maxl max{s,t,e}∈D |Cs,b,e(ρ̂∗(ωl)) − Cs,b,e(ρ¯∗(ωl))| >
√
8M log T with probability
bounded by 1− (CL/T )→ 1 as T →∞. Based on these events, on the one hand
by Lemma 7 we know that the absolute CUSUMs of any l ∈ L \ Ls,e will not
exceed the threshold ζT on the interval {s, . . . , e}. On the other hand, by Lemma
6 the CUSUMs of frequency bands containing true change points will exceed the
threshold around these change points with high probability.
The following is an observation on the behaviour of the CUSUMs of the
true spectral quantities, which are piecewise-constant functions, based on
Venkatraman (1992, Lemma 2.2). By Lemmata 3 and 4 the CUSUMs of the
estimated quantities are close. Consider a generic piecewise-constant function
hl(x) = (αl,xx+ βl,x)/
√
(x(1− x)) with x = (t− s+ 1)/n ∈ (0, 1), where αl,x, βl,x
depend on the change size and change-point locations and are constant between
change points. The scaling of the CUSUM by the locally estimated variability
affects the magnitudes of these constants but does not affect the functional form
222 APPENDIX C. APPENDIX OF CHAPTER 5
of hl(x). These functions are either monotonic or v-shaped between two adjacent
change points. They achieve their maximum over {s, . . . , e} at some change point
contained in this interval.
The pointwise summation of the CUSUM statistics belonging to set Ls,e, h(x),
has the same functional form as the individual components hl(x). We thus have
on an interval {s, . . . , e},
Cs,b,e(ẑ)
|Ls,e| =
∑L
l=1 Cs,b,e(ẑl)/σs,e(ẑl)I(Cs,b,e(ẑl) > ζT )
|Ls,e|
=
∑L
l=1 Cs,b,e(zl)/σs,e(ẑl)I(Cs,b,e(ẑl) > ζT )
|Ls,e|
+
∑L
l=1(Cs,b,e(ẑl)− Cs,b,e(zl))/σs,e(zl)I(Cs,b,e(ẑl) > ζT )
|Ls,e|
where |Ls,e| denotes the cardinality of the set Ls,e. By Lemma 3 and Lemma 4,
respectively, the second part of the summation is bounded by C log T . The first
part of the summation can be seen as average of CUSUMs of piecewise-constant
functions (from the set Ls,e), rescaled by constants. Because thresholding has
no effect in the neighbourhood CT around a true change point, by Lemma 5
b = argmaxt∈{s,e} Cs,t,e(ẑ) satisfies |b−ηi| < c0T for some i. The algorithm proceeds
iteratively and detects all N change points. It stops when all segments between
change points satisfy the conditions of Lemma 7 for all l = {1, . . . , L}.
We conclude with an outline of the consistency of our detection mechanism using
the extra step of evaluating the thresholded CUSUM statistic on the interval B0 of
length ∆T + 1 around a change-point candidate b0, which is shown in the pseudo-
code representation of the FreSpeD method in Figure 5.2. Using the arguments of
Lemma 2, for any l ∈ Ls,e there exists C > 0 s.t. Cs,t,e(zl) > ζT for |t− ηi| < CT
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for some change point ηi of zl on {s, . . . , e}. Then Cs,b,e(ẑl) > ζT within a distance
∆T ∝ T for b = argmaxt∈{s,...,e} Cs,t,e(ẑl) and thus this extra step is consistent.
C.2 Sensitivity to the Interval Length ν
We summarize the results of the simulation study specified in Section 5.4 below for
varying interval length ν = {60, 100, 400, 600}.
D Dc Process N = 1, ν = 60 N = 1, ν = 400
Nˆ < N Nˆ = N Nˆ > N MAD Nˆ < N Nˆ = N Nˆ > N MAD
2 1 AR(2) 0.0 100.0 0.0 55.3 0.0 100.0 0.0 200.8
2 1 AR(6) 0.0 100.0 0.0 42.4 0.0 99.8 0.2 200.0
2 1 AR(10) 0.0 87.4 12.6 46.9 0.0 100.0 0.0 208.0
2 1 ARMA(2,2) 0.0 100.0 0.0 111.4 0.0 100.0 0.0 226.4
2 2 AR(2) 0.0 100.0 0.0 57.7 0.0 100.0 0.0 202.4
2 2 AR(6) 0.0 100.0 0.0 41.5 0.0 99.9 0.1 202.8
2 2 AR(10) 0.0 89.0 11.0 45.1 0.0 99.7 0.3 204.8
2 2 ARMA(2,2) 0.0 100.0 0.0 101.0 0.0 100.0 0.0 228.4
D Dc Process N = 1, ν = 100 N = 1, ν = 600
Nˆ < N Nˆ = N Nˆ > N MAD Nˆ < N Nˆ = N Nˆ > N MAD
2 1 AR(2) 0.0 100.0 0.0 27.8 0.0 99.8 0.2 235.7
2 1 AR(6) 0.0 100.0 0.0 15.8 0.0 100.0 0.0 216.0
2 1 AR(10) 0.0 98.6 1.4 22.9 0.0 99.6 0.4 220.1
2 1 ARMA(2,2) 0.0 100.0 0.0 91.6 0.0 100.0 0.0 260.8
2 2 AR(2) 0.0 100.0 0.0 29.9 0.0 99.9 0.1 232.2
2 2 AR(6) 0.0 100.0 0.0 14.3 0.0 100.0 0.0 219.6
2 2 AR(10) 0.0 98.2 1.8 23.1 0.0 99.8 0.2 214.4
2 2 ARMA(2,2) 0.0 100.0 0.0 77.9 0.0 100.0 0.0 254.8
Table C.1: Simulation results for varying interval length ν with D = 2 components
and N = 1 change points.
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D Dc Process N = 5, ν = 60 N = 5, ν = 400
Nˆ < N Nˆ = N Nˆ > N MAD Nˆ < N Nˆ = N Nˆ > N MAD
2 1 AR(2) 0.0 100.0 0.0 115.0 2.6 97.0 0.4 319.1
2 1 AR(6) 0.0 99.6 0.4 70.6 1.2 98.6 0.2 266.9
2 1 AR(10) 0.2 86.0 13.8 122.9 2.2 97.4 0.4 277.9
2 1 ARMA(2,2) 22.8 77.2 0.0 290.9 81.6 18.4 0.0 495.9
2 2 AR(2) 0.0 100.0 0.0 114.4 2.1 97.6 0.3 324.9
2 2 AR(6) 0.0 99.8 0.2 70.8 1.9 97.9 0.2 277.6
2 2 AR(10) 0.1 88.5 11.4 130.2 2.5 97.0 0.5 261.5
2 2 ARMA(2,2) 23.6 76.4 0.0 289.6 80.2 19.8 0.0 510.7
D Dc Process N = 5, ν = 100 N = 5, ν = 600
Nˆ < N Nˆ = N Nˆ > N MAD Nˆ < N Nˆ = N Nˆ > N MAD
2 1 AR(2) 0.0 99.8 0.2 110.0 26.4 73.6 0.0 474.8
2 1 AR(6) 0.0 100.0 0.0 75.1 19.2 80.8 0.0 446.2
2 1 AR(10) 0.2 96.0 3.8 129.6 8.4 91.6 0.0 387.8
2 1 ARMA(2,2) 29.6 70.4 0.0 338.6 93.4 6.6 0.0 601.6
2 2 AR(2) 0.0 99.7 0.3 117.5 25.2 74.8 0.0 484.2
2 2 AR(6) 0.0 99.9 0.1 74.8 17.4 82.6 0.0 457.9
2 2 AR(10) 0.1 95.3 4.6 131.3 9.4 90.5 0.1 378.0
2 2 ARMA(2,2) 31.1 68.9 0.0 333.2 92.8 7.2 0.0 596.1
Table C.2: Simulation results for varying interval length ν with D = 2 components
and N = 5 change points.
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D Dc Process N = 1, ν = 60 N = 1, ν = 400
Nˆ < N Nˆ = N Nˆ > N MAD Nˆ < N Nˆ = N Nˆ > N MAD
20 1 AR(2) 0.0 100.0 0.0 55.8 0.0 99.8 0.2 201.6
20 1 AR(6) 0.0 100.0 0.0 45.9 0.0 100.0 0.0 200.0
20 1 AR(10) 0.0 89.6 10.4 46.7 0.0 100.0 0.0 200.8
20 1 ARMA(2,2) 0.0 100.0 0.0 96.3 0.0 100.0 0.0 222.4
20 10 AR(2) 0.0 100.0 0.0 58.3 0.0 100.0 0.0 203.8
20 10 AR(6) 0.0 100.0 0.0 42.4 0.0 100.0 0.0 201.8
20 10 AR(10) 0.0 89.1 10.9 45.6 0.0 99.9 0.1 201.4
20 10 ARMA(2,2) 0.0 100.0 0.0 99.2 0.0 100.0 0.0 221.0
20 20 AR(2) 0.0 100.0 0.0 56.8 0.0 100.0 0.0 204.2
20 20 AR(6) 0.0 100.0 0.0 42.4 0.0 99.9 0.1 202.2
20 20 AR(10) 0.0 89.2 10.8 45.4 0.0 99.9 0.1 202.2
20 20 ARMA(2,2) 0.0 100.0 0.0 99.0 0.0 100.0 0.0 221.4
D Dc Process N = 1, ν = 100 N = 1, ν = 600
Nˆ < N Nˆ = N Nˆ > N MAD Nˆ < N Nˆ = N Nˆ > N MAD
20 1 AR(2) 0.0 100.0 0.0 33.6 0.0 100.0 0.0 227.6
20 1 AR(6) 0.0 100.0 0.0 16.2 0.0 99.8 0.2 219.2
20 1 AR(10) 0.0 97.4 2.6 26.3 0.0 100.0 0.0 210.0
20 1 ARMA(2,2) 0.0 100.0 0.0 73.2 0.0 100.0 0.0 250.8
20 10 AR(2) 0.0 100.0 0.0 32.2 0.0 99.8 0.2 230.4
20 10 AR(6) 0.0 100.0 0.0 15.9 0.0 99.9 0.1 228.4
20 10 AR(10) 0.0 97.1 2.9 24.2 0.0 99.9 0.1 209.5
20 10 ARMA(2,2) 0.0 100.0 0.0 75.1 0.0 100.0 0.0 254.3
20 20 AR(2) 0.0 100.0 0.0 32.1 0.0 99.9 0.1 231.7
20 20 AR(6) 0.0 100.0 0.0 15.5 0.0 99.9 0.1 225.6
20 20 AR(10) 0.0 97.1 3.0 24.1 0.0 99.8 0.2 211.4
20 20 ARMA(2,2) 0.0 100.0 0.0 75.2 0.0 100.0 0.0 253.6
Table C.3: Simulation results for varying interval length ν with D = 20 components and N = 1 change point.
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D Dc Process N = 5, ν = 60 N = 5, ν = 400
Nˆ < N Nˆ = N Nˆ > N MAD Nˆ < N Nˆ = N Nˆ > N MAD
20 1 AR(2) 0.0 100.0 0.0 114.6 1.0 99.0 0.0 312.6
20 1 AR(6) 0.0 100.0 0.0 71.6 1.8 97.8 0.4 271.4
20 1 AR(10) 0.0 89.6 10.4 132.0 3.2 96.6 0.2 266.5
20 1 ARMA(2,2) 21.2 78.8 0.0 296.5 76.2 23.8 0.0 523.8
20 10 AR(2) 0.0 100.0 0.0 114.6 2.3 97.7 0.0 315.7
20 10 AR(6) 0.0 99.9 0.1 72.6 1.6 98.2 0.2 269.7
20 10 AR(10) 0.0 89.7 10.3 134.2 2.6 97.3 0.2 256.3
20 10 ARMA(2,2) 23.6 76.4 0.0 301.7 78.9 21.1 0.0 526.8
20 20 AR(2) 0.0 100.0 0.1 114.1 2.7 97.2 0.1 319.0
20 20 AR(6) 0.0 99.8 0.2 72.2 1.7 98.1 0.2 267.6
20 20 AR(10) 0.1 89.7 10.3 137.5 2.5 97.3 0.3 257.5
20 20 ARMA(2,2) 24.0 76.0 0.0 299.6 78.3 21.7 0.0 521.7
D Dc Process N = 5, ν = 100 N = 5, ν = 600
Nˆ < N Nˆ = N Nˆ > N MAD Nˆ < N Nˆ = N Nˆ > N MAD
20 1 AR(2) 0.0 100.0 0.0 121.0 27.0 73.0 0.0 451.0
20 1 AR(6) 0.0 99.8 0.2 76.3 17.0 83.0 0.0 442.3
20 1 AR(10) 0.2 93.4 6.4 129.8 11.0 89.0 0.0 382.6
20 1 ARMA(2,2) 30.0 70.0 0.0 330.2 93.0 7.0 0.0 596.5
20 10 AR(2) 0.0 100.0 0.0 122.0 23.2 76.6 0.1 488.9
20 10 AR(6) 0.0 99.9 0.1 78.1 16.4 83.5 0.1 457.0
20 10 AR(10) 0.1 95.2 4.8 133.6 10.3 89.6 0.1 375.7
20 10 ARMA(2,2) 31.2 68.8 0.0 335.1 93.7 6.3 0.0 610.3
20 20 AR(2) 0.0 100.0 0.1 121.1 24.5 75.4 0.1 487.7
20 20 AR(6) 0.0 99.9 0.1 78.1 16.4 83.4 0.1 456.8
20 20 AR(10) 0.2 95.1 4.7 135.5 9.8 90.0 0.2 374.5
20 20 ARMA(2,2) 30.5 69.5 0.0 336.7 93.7 6.3 0.0 617.7
Table C.4: Simulation results for varying interval length ν with D = 20 components and N = 5 change points.
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C.3 Results of the KMO method with lag p = 2
D Dc Process N = 1 N = 5
Nˆ < N Nˆ = N Nˆ > N MAD Nˆ < N Nˆ = N Nˆ > N MAD
2 1 AR(2) 0 92 8 39.7 0 76.6 23.4 70.2
2 1 AR(6) 0 29.4 70.6 470.6 3.6 4.2 92.2 1701.8
2 1 AR(10) 0 0 100 NA 0 0 100 NA
2 1 ARMA(2,2) 0 80.6 19.4 74.1 0 50 50 91.2
2 2 AR(2) 0 91.8 8.2 19.3 0 78.4 21.6 38.3
2 2 AR(6) 0 34.8 65.2 175.7 0 4.6 95.4 225.1
2 2 AR(10) 0 0 100 NA 0 0 100 NA
2 2 ARMA(2,2) 0 80 20 31.2 0 50.2 49.8 47.6
20 1 AR(2) 0 98.6 1.4 42.3 0 90.6 9.4 89.7
20 1 AR(6) 0 0 100 NA 0.4 0 99.6 NA
20 1 AR(10) 0 0 100 NA 0 0 100 NA
20 1 ARMA(2,2) 0 67.6 32.4 60.5 0 33 67 103.6
20 10 AR(2) 0 98.4 1.6 4.4 0 92.2 7.8 9.1
20 10 AR(6) 0 0 100 NA 0 0 100 NA
20 10 AR(10) 0 0 100 NA 0 0 100 NA
20 10 ARMA(2,2) 0 64.6 35.4 6.1 0 30.8 69.2 12.6
20 20 AR(2) 0 96.8 3.2 2.7 0 88.2 11.8 5.2
20 20 AR(6) 0 0.6 99.4 6.3 0 0 100 NA
20 20 AR(10) 0 0 100 NA 0 0 100 NA
20 20 ARMA(2,2) 0 63.2 36.8 3.3 0 28.2 71.8 6.9
Table C.5: Simulation results for the KMO method with lag parameter p = 2.
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Appendix D
List of Frequently Used
Abbreviations
Below we list the most abbreviations that are most frequently referred to in this
work.
Expression Meaning
AR Autoregressive
ARCH Autoregressive conditional heteroskedasticity
ARMA Autoregressive moving-average
BS Binary segmentation
CUSUM Cumulative sum
EEG Electroencephalography
FreSpeD Frequency-specific change-point detection
IC Information criterion
LR Likelihood Ratio
ML Maximum likelihood
SeqToI Sequential testing on intervals
UH Unbalanced Haar
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