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Uncertain and noisy data
a b s t r a c t
The problemof enumerating themaximal cliques of a graph is a computationally expensive
problem with applications in a number of different domains. Sometimes the benefit of
knowing the maximal clique enumeration (MCE) of a single graph is worth investing the
initial computation time.However,when graphs are abstractions of noisy or uncertain data,
theMCE of several closely related graphsmay need to be found, and the computational cost
of doing so becomes prohibitively expensive.
Here, we present amethod bywhich the cost of enumerating the set ofmaximal cliques
for related graphs can be reduced. By using the MCE for some baseline graph, the MCE for
a modified, or perturbed, graph may be obtained by enumerating only the maximal cliques
that are created or destroyed by the perturbation.When the baseline and perturbed graphs
are relatively similar, the difference set between the two MCEs can be overshadowed
by the maximal cliques common to both. Thus, by enumerating only the difference set
between the baseline and perturbed graphs’ MCEs, the computational cost of enumerating
the maximal cliques of the perturbed graph can be reduced.
We present necessary and sufficient conditions for enumerating difference sets when
the perturbed graph is formed by several different types of perturbations. We also present
results of an algorithm based on these conditions that demonstrate a speedup over
traditional calculations of the MCE of perturbed, real biological networks.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
A graph is an abstraction for representing a network of relationships and is useful in a variety of diverse settings. We
loosely define a graph here as a set of vertices, which represent some ‘‘objects of interest’’, along with a set of edges, which
connect two vertices and correspond to some relationship between the associated objects.
One feature of graphs, such as those built from protein interaction data, is the large amount of noise and uncertainty
in the underlying data. Since the data underlying the graph cannot be relied upon absolutely, potential edges are assigned
weights based on the likelihood of their existence. Since some analytical graph algorithms require unweighted graph edges,
there is often a need to determine an arbitrary likelihood threshold above which an edge is included in the graph. Different
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threshold values result in different levels of sensitivity and specificity in the results found by the graph algorithm. Hence,
several different threshold values may need to be explored, each corresponding to a different graph to be examined.
Threshold manipulation introduces the concept of perturbed graphs. We refer to the initial graph formed by applying a
threshold value to the edge weights as the baseline graph. As the threshold values changes, the corresponding graphs can be
formed by modifying, or perturbing, the baseline graph. These perturbed graphs are formed by adding edges to the baseline
graph when the threshold is lowered and removing edges from the baseline graph when the threshold is raised. In general,
a perturbed graph is a graph formed by adding or removing edges or vertices from a baseline graph. In addition to the case
of threshold manipulation, perturbed graphs can be formed as the knowledge base on which the graph was built is refined
by new experimental data. It should also be noted that graph perturbations that result in both the addition and removal
of edges can be decomposed into two perturbations, one consisting only of edge removals and the other consisting only
of edge additions, which can be iteratively applied. The focus of this paper is the establishment of necessary and sufficient
conditions for evaluating a graph property–the set of maximal cliques of the graph–for a perturbed graph.
In order to discuss maximal cliques in perturbed graphs, we first set out definitions for a few basic terms from graph
theory. A vertex and an edge are incident if the edge joins that vertex to another, and two vertices are adjacent if an edge
joins them. A neighborhood of a vertex is the set of all vertices that are adjacent to it. A clique is a set of vertices which
are all pairwise adjacent, and a maximal clique is a clique which is not contained within some larger clique of the graph.
Additionally, in the context of this paper we assume that all graphs are simple—that is, no edge joins a vertex to itself and
at most one edge can join any pair of distinct vertices. This assumption is made because neither loops nor multiple edges
contribute meaningfully to the set of maximal cliques of a graph.
The maximal clique enumeration (MCE) problem consists of enumerating all maximal cliques in a graph. The utility of
which is in discovering tightly knit, possibly overlapping sets within some overarching network of relationships. Potential
applications of finding maximal cliques in graphs include identifying protein–protein interaction complexes within protein
interaction data [26], aligning three-dimensional protein structures [4], integrating genome mapping data [8], identifying
co-expressed genes [19], identifying common secondary structure elements of proteins [7], finding clusters of orthologous
genes [17], clustering similar mass spectrometry spectra [23], and detecting social hierarchy from email communications
[20].
Enumerating all of the maximal cliques of a graph is computationally expensive. Moon and Moser demonstrated that
a graph of n vertices may have as many as 3n/3 maximal cliques [16], providing a strict lower bound on the worst-case
complexity of any enumeration algorithm. Since the number of maximal cliques in a graphmay increase exponentially with
the size of a graph, the efficiency of MCE algorithms is often measured with respect to the computational cost per maximal
clique.
We aim to improve the efficiency of defining the set of maximal cliques of a perturbed graph by providing necessary and
sufficient conditions to enumerate the difference set of the sets of maximal cliques of the baseline graph and the perturbed
graph (sets C and Cnew respectively). The difference set is the set of maximal cliques that are either unique to the baseline
graph (C−) or unique to the perturbed graph (C+). If both the set of maximal cliques of the baseline graph and the difference
set are known, then the set of maximal cliques of the perturbed graph can be defined (Cnew = (C∪C+) \C−). This approach
differs from the standard approach,which definesCnew byusing anMCE algorithm to enumerate eachmember ofCnew .While
both approaches would enumerate the maximal cliques unique to the perturbed graph, our approach would also have to
enumerate the maximal cliques unique to the baseline graph, while the standard approach would also have to enumerate
the maximal cliques that are common to both graphs. The benefit to our approach is that when the baseline and perturbed
graphs are similar, the set of maximal cliques unique to the baseline graph will be much smaller than the set of maximal
cliques that are common to both graphs. Thus, if both approaches have a similar computational cost per maximal clique
enumerated, then the computational cost of our approach will be much less than the standard approach.
The rest of the paper is organized as follows. Section 2 will review some of the existing algorithms for MCE as well as
previous work on graph properties in changing graphs. Section 3 will introduce some helper lemmas that will be used
throughout the paper. The necessary and sufficient conditions for defining the difference set in the case of creating a
perturbed graph by adding or removing a vertex, adding or removing a single edge, or adding or removing multiple edges
will be introduced in Sections 4–6, respectively. Section 7will describe an algorithm that utilizes the conditions presented in
Sections 4–6 to efficiently enumerate the difference set. Section 8will detail the results of our comparison of the performance
of this algorithm with that of well-known, efficient MCE algorithms.
2. Background
Previous researchers have produced several different algorithms for enumerating themaximal cliques of a graph. BK , one
of the most widely used and enduring MCE algorithms, was developed by Bron and Kerbosch [2]. It operates by recursively
expanding and shrinking a vertex set while keeping track of additional information to avoid enumerating duplicatemaximal
cliques and to limit unnecessary searching. A survey by Johnston [12] indicated that BK performed favorably against a set of
related MCE algorithms. Another backtracking algorithm, developed by Akkoyunlu [1], recursively divides the search space
such that every maximal clique in the original search space was contained in exactly one of the new, smaller search spaces.
Later, the backtracking algorithm of Loukakis and Tsouros [14] was shown to be more efficient than BK for small graphs
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(up to 220 vertices). An efficient MCE algorithmwas presented by Tomita et al. [24] in 2006. Based heavily on BK , it achieves
its performance with the use of an abbreviated output format.
Though backtracking search is the common basis of the previously mentioned MCE algorithms, other search methods
have been used. Several algorithms, including those by Tsukiyama et al. [25], Chiba and Nishizeki [5], Johnson et al. [11],
and Makino and Uno [15], are based on the concept of reverse search, in which a ‘‘parent’’ relationship is used to iterate
through a tree containing themaximal cliques of a graph. Another approach, explored by Stix [22], is to calculate themaximal
clique enumeration starting from either a fully connected or an edgeless graph and forming the desired graph by adding or
removing edges, adjusting the enumeration as the desired graph emerges.
Several previous researchers have also considered the problem of how graph properties are altered by changes in the
underlying graph. Many researchers, such as Rauch [18] and Henzinger and King [9], have focused on the connectivity of a
graph, though other properties, such asmatching [13], have also been considered. Thoughmuch of previouswork in the field
uses the term dynamic to describe graphs undergoing changes, this term suggests that the graph is undergoing continuous
change and the graph properties are being adjusted in real time. However, since the set ofmaximal cliques of a graphmay be
exponential in the size of that graph, calculating the enumerationmay still carry a substantial computational cost evenwhen
only producing an update to the set. Thus, we introduce the term perturbed to indicate that maximal clique enumeration on
the altered graph occurs in a discrete, update-like fashion.
3. Helper lemmas
We consider the necessary and sufficient conditions for determining the altered clique enumeration, Cnew , of the
perturbed graph Gnew using information from the graph prior to the perturbation, G, along with its clique enumeration,
C. In particular, we will often consider the neighborhood of a vertex v in G, notated by NG(v), as well as the neighborhood
of a vertex v in Gnew , notated NGnew (v).
As graphs consist of edge and vertex sets, a graph may be transformed into any other through repeated application of
four basic operations: adding a vertex, removing a vertex, adding an edge and removing an edge. These four shall be the
first perturbation types that we consider. However, we first introduce two lemmas which will be invaluable in proving our
results on the perturbed clique enumeration. The first of these lemmas is simply the observation that a clique of Gwill be a
clique in Gnew if no edge in the clique is removed in the perturbation.
Lemma 3.1. Suppose the edges (u1, v1), (u2, v2), . . . , (uj, vj) are being removed from G and the edges (x1, y1), (x2, y2), . . . ,
(xk, yk) are being added to G to form Gnew . For a vertex set C in G, if C is a clique in G and there is no i such that ui ∈ C and vi ∈ C,
then C is a clique in Gnew .
Proof. If no such i exists, no edge of C is being removed, so the vertices of C will be pairwise adjacent in Gnew . 
The second lemma guarantees that a maximal clique of G will be maximal in Gnew if no edge incident to the clique is
added in the perturbation.
Lemma 3.2. Suppose the edges (u1, v1), (u2, v2), . . . , (uj, vj) are being added to G and the edges (x1, y1), (x2, y2), . . . , (xk, yk)
are being removed from G to form Gnew . For a vertex set C ∈ C, if C is a clique in Gnew and C contains no vertex xi or yi for any i,
then C ∈ Cnew .
Proof. We prove the claim by contradiction. Suppose C ∈ C is a clique in Gnew and C contains no xi or yi, but C /∈ Cnew . Since
C is a clique in Gnew and C /∈ Cnew , there must be some clique S ∈ Cnew such that C ⊂ S. Let a ∈ S \ C . Since S is a clique in
Gnew , S must contain no edge being removed from G. Also, since C contains no xi or yi, amust be adjacent to all vertices of C
in G. However, this implies C ∪ {a} is a clique in G, contradicting our supposition that C ∈ C. 
4. Adding and removing a vertex
The first perturbational cases we consider are the addition and removal of a single vertex from a graph. The nature of
adding or removing a vertex allows for simple, intuitive results due to guarantees about the adjacency information of the
vertex involved.
4.1. Adding a vertex
The first, and simplest, of the four basic perturbations is the process of adding a vertex to a graph. In this section, we
consider the perturbed graph Gnew formed by adding a single vertex u to a graph Gwhich does not contain u. In the following
theorem, we see that the maximal clique enumeration of Gnew , Cnew , differs from the maximal clique enumeration of G, C,
by the clique containing only the vertex u.
Theorem 4.1. Cnew = C ∪ {u}.
Proof. As u is not connected to any vertex of G, no cliques spanning the two exist, so the cliques of Gnew will be the disjoint
union of the cliques of G (the set C) with the cliques of u ({u}). 
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Fig. 1. Example of a graph in the case of vertex removal. Edges with dotted lines are removed when vertex u is removed. Vertices in the white circle belong
to themaximal clique C in the original graph. Vertices in the vertical striped circle belong toNG(u)∪{u}. Vertices in the gray circle belong to⋃v∈NG(u) NG(v).
4.2. Removing a vertex
The second of the four basic perturbations is the process of removing a vertex from a graph. In this section, we consider
the perturbed graph Gnew formed by removing a single vertex u from a graph G containing u. However, unlike the process
of adding a vertex, there are two possible cases to consider. In the first, the vertex u is isolated in G, which is the inverse of
adding the vertex to the graph. In the following theorem, we demonstrate that Cnew can be formed from C by removing the
clique containing only u.
Theorem 4.2. If u is isolated, Cnew = C \ {u}.
Proof. G can be constructed by adding the vertex u to Gnew , so C = Cnew ∪ {u} by Theorem 4.1. Since u /∈ Gnew , {u} /∈ Cnew ,
so Cnew = C \ {u}. 
However, when the vertex u is not isolated, the process for ascertaining Cnew becomes more difficult. Rather than having
a single rule which defines Cnew directly, we shall examine all the cliques of C and place theoretical conditions on their
behavior as the vertex u is removed. (Later, when presenting our algorithmic results, we will use these conditions, along
with indexing techniques, to avoid systematically considering every clique of C.) When removing u from G, it is sufficient
to divide the cliques of C based on whether or not each contains the vertex u. In the following theorem, we see that those
cliques which do not contain u are retained from C.
Theorem 4.3. If C ∈ C and u /∈ C, C ∈ Cnew .
Proof. If u /∈ C , C is a clique in Gnew by Lemma 3.1. As no edges are being added to G, C ∈ Cnew by Lemma 3.2. 
In the next theorem, we show that the remainingmaximal cliques ofC, i.e., those cliqueswhich contain u, form cliques in
Gnew once u has been removed. Further, we identify a maximality set for the new cliques—if no vertex of this set is adjacent
to every vertex of the newly formed clique, the clique must be maximal in Gnew .
Theorem 4.4. If C ∈ C and u ∈ C, C \ {u} ∈ Cnew if there exists no x ∈ (⋃v∈NG(u) NG(v)) \ ({u} ∪NG(u)) such that x is adjacent
to every vertex of C \ {u}.
Proof. As NG(u) is assumed to be nonempty, C 6= {u}, and since u has no neighbors in Gnew , C (White area in Fig. 1) will not
be a clique in Gnew . Consider C \ {u}. Since C \ {u} ⊆ C , C \ {u} is a clique in G. Also, as u /∈ C \ {u}, C \ {u} is a clique in Gnew
by Lemma 3.1. Suppose C \ {u} is not maximal in Gnew . So, there exists some S ∈ Cnew such that C \ {u} ⊂ S. Let x ∈ S \ C .
Clearly, x /∈ C \ {u}, and since S is a clique in Gnew , x is adjacent to every vertex of C \ {u} in Gnew . Note, x 6= u, as u is not
adjacent to any vertex of C \ {u} in Gnew . Since u /∈ C \ {u} and x 6= u, xmust be adjacent to every vertex of C \ {u} in G. If
x ∈ NG(u) (Vertical striped area in Fig. 1), x is adjacent to u in G in addition to all vertices of C \ {u}, making C ∪{x} a clique in
G. However, this contradicts C ∈ C, so x /∈ NG(u). As all vertices of C \ {u} are adjacent to u in G, C \ {u} ⊆ NG(u), and since
C \ {u} is nonempty, x is adjacent to at least one vertex of NG(u), so x ∈ (⋃v∈NG(u) NG(v)) \ ({u} ∪ NG(u)) (Vertical striped
gray area in Fig. 1). 
Finally, we show that the process defined by the previous two theorems is sufficient for determining the set Cnew from
C. The proof of Theorem 4.5 will demonstrate that the previous two results are sufficient to define the set Cnew .
Theorem 4.5. All elements of Cnew are considered by Theorems 4.3–4.4.
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Proof. Let S be an arbitrary member of Cnew . u /∈ S, as u has been removed from G. Also, as no edges are removed from Gnew
to G, S is a clique in G by Lemma 3.1.
If S ∩ NG(u) = ∅, S is maximal in G by Lemma 3.2. As such, S ∈ C. Since u /∈ S, S ∈ Cnew by Theorem 4.3.
Suppose S ∩NG(u) 6= ∅, and let v ∈ S ∩NG(u). If S * NG(u), S\NG(u) 6= ∅. As no v ∈ S\NG(u) is adjacent to u in G, umust
not contradict themaximality of S inG. Since no other vertex could contradict themaximality of S inGwithout contradicting
its (assumed) maximality in Gnew , S ∈ C. As u /∈ S, S ∈ Cnew by Theorem 4.3.
Otherwise, S ⊆ NG(u). Every vertex of S is adjacent to u in G, so S ∪ {u} is a clique in G. Suppose S ∪ {u} is not maximal in
G. So, there exists some C ∈ C such that (S ∪ {u}) ⊂ C . Let x ∈ C \ S. Clearly, x 6= u and x is adjacent to all vertices of S in G.
However, this implies x is adjacent to all vertices of S in Gnew , contradicting S ∈ Cnew . Thus, S ∪{u}must be maximal in G, so
S∪{u} ∈ C. Since S ∈ Cnew , there is no a vertex adjacent to all vertices of S = (S∪{u})\{u} in G, so (S∪{u})\{u} = S ∈ Cnew
by Theorem 4.4. 
5. Adding and removing a single edge
We now consider the other two basic perturbations, adding or removing an edge. Without specific guarantees on the
neighbors of a vertex (as in the previous cases), the resulting necessary and sufficient conditions will be more complex, as
in Section 4.2. From here on, all perturbational cases will be divided depending on which endpoints of perturbed edges are
contained in the clique.
5.1. Adding an edge
The third, and most complex, of the four basic perturbations is the process of adding a single edge to a graph. In this
section, we consider the perturbed graph Gnew formed by adding edge (u, v) to the graph G, where u and v are nonadjacent
vertices of G. As before, we split the cases being considered before identifying corresponding cliques inCnew . In Theorem 5.1,
we see that any maximal clique in C which contains neither u nor v is retained in Cnew .
Theorem 5.1. If C ∈ C and u, v /∈ C, C ∈ Cnew .
Proof. Since no edge is being removed from G, C is a clique in Gnew by Lemma 3.1, and since u, v /∈ C , C ∈ Cnew by
Lemma 3.2. 
In Theorem 5.2, we see that cliques of C which contain exactly one of u or v are maximal cliques of Gnew so long as the
other vertex does not contradict their maximality.
Theorem 5.2. If C ∈ C and u ∈ C, C ∈ Cnew unless v is adjacent to every vertex of C \ {u}. Similarly, if v ∈ C, C ∈ Cnew unless
u is adjacent to every vertex of C \ {v}.
Proof. Since no edges are being removed from G, C is a clique in Gnew by Lemma 3.1, so C ∈ Cnew if C is maximal in Gnew .
Suppose it is not, and let S ∈ Cnew such that C ⊂ S. Let x ∈ S \ C . If x 6= v, x is adjacent to all vertices of C in G, contradicting
our assumption that C ∈ C. Thus, x = v, so v is adjacent to every vertex of C , proving the contrapositive.
The proof for when v ∈ C follows similarly. 
In Theorem 5.3, we identify those cliques of Cnew which are not contained in C, that is, the novel cliques introduced by
the perturbation. One caveat is that this procedure considers pairs of cliques from C and may prove costly when there are
many such pairings.
Theorem 5.3. If C,D ∈ C, u ∈ C and v ∈ D, then E = (C ∩ D) ∪ {u, v} ∈ Cnew if there is no x ∈ NG(u) ∩ NG(v) such that
x /∈ C ∪ D, but x is adjacent to every vertex of C ∩ D.
Proof. First, we show E is a clique in Gnew . Since C ∩D ⊂ C , all vertices of C ∩D (× filled area in Fig. 2) are pairwise adjacent
and are adjacent to u. Since C ∩ D ⊂ D, all vertices of C ∩ D are adjacent to v, and as edge (u, v) is being added to G, u and v
are adjacent in Gnew . As such, all vertices of E are pairwise adjacent.
Suppose E is not maximal in Gnew . Thus, there exists some clique S such that E ⊂ S. Let x ∈ S \ E. Since u, v ∈ E, u, v ∈ S,
so x is adjacent to u and v in Gnew . Since no edge is being removed from G, this implies x ∈ NG(u)∩NG(v) (Light gray area in
Fig. 2). Also, as each vertex of C∩D is contained in S, x is also adjacent to every vertex of C∩D inG, proving the contrapositive.
In Fig. 2, both x1 and x2 could serve as x to prove that E = (C ∩ D) ∪ {u, v} is not a maximal clique in the new graph. 
Lastly, we conclude by demonstrating that the previous three necessary conditions are also sufficient for constructing
Cnew so as to show that Cnew is completely defined by Theorems 5.1–5.3.
Theorem 5.4. All elements of Cnew are considered by Theorems 5.1–5.3.
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Fig. 2. Example of a graph in the case of edge addition. The edge being added is the dotted line between vertices u and v. Vertices in the circle with slashes
(/) belong to the clique C in the original graph, G. Vertices in the circle filled with backslashes (\) belong to the clique D in G. Vertices in the area filled
with the×’s belong to C ∩ D. Vertices in the white circle belong to NG(u) and vertices in the dark gray circle belong to NG(v). Vertices in the light gray area
belong to NG(u) ∩ NG(v).
Proof. Let S be an arbitrary member of Cnew . S must contain neither u nor v, only u, only v or both u and v. We consider the
four cases individually.
G can be formed by removing edge (u, v) from Gnew , so S ∈ C unless u, v ∈ S by Lemma 3.1. If u, v /∈ S, S ∈ C and was
added to Cnew by Theorem 5.1. If u ∈ S but v /∈ S, S ∈ C, so there is no vertex in G adjacent to all vertices of S, so S was
added to Cnew by Theorem 5.2. Similarly, if v ∈ S but u /∈ S, S was added to Cnew by Theorem 5.2. Finally, if u, v ∈ S, S \ {u}
and S \ {v} are cliques in G, so will be contained in some C ∈ C and D ∈ C such that u ∈ C and v ∈ D. Since S \ {u, v} is a
subset of both C and D, S ⊆ (C ∩D)∪ {u, v}. Since S is maximal, this implies S = (C ∩D)∪ {u, v} and there is no vertex not
in S adjacent to all vertices of S, so S was added to Cnew by 5.3. 
5.2. Removing an edge
We now examine the fourth and final basic perturbation, removing a single edge from a graph. For this section, we will
consider the perturbed graphGnew formed by removing the edge (u, v) from the graphG, where u and v are adjacent vertices
in G. We distinguish the cases of cliques that contain both endpoints of the removed edge and those that do not. Theorem 5.5
demonstrates that those which do not contain both endpoints also form maximal cliques in the perturbed graph.
Theorem 5.5. If C ∈ C and either u /∈ C or v /∈ C, C ∈ Cnew .
Proof. If u /∈ C or v /∈ C , C is a clique in Gnew by Lemma 3.1. Since no edges are being added to G to form Gnew , C is maximal
in Gnew by Lemma 3.2, so C ∈ Cnew . 
Theorem 5.6 outlines two candidate cliques which may be formed from a clique of C containing both u and v, along
with the vertices which may contradict their maximality in Gnew . Unlike in previous perturbations, this implies a single
clique in the graphmay well correspond to two cliques in the perturbed graph, potentially increasing the number of cliques
exponentially.
Theorem 5.6. If C ∈ C and u, v ∈ C, C \ {u} ∈ Cnew if there exists no x ∈ NG(v) \ NG(u) such that x is adjacent to every vertex
of C \ {u, v}. Similarly, C \ {v} ∈ Cnew if there exists no x ∈ NG(u) \ NG(v) such that x is adjacent to every vertex of C \ {u, v}.
Proof. C \ {u} ⊂ C , so C \ {u} is a clique in G, and since u /∈ C \ {u}, C \ {u} is a clique in Gnew by Lemma 3.1. Suppose C \ {u}
is not maximal in Gnew . So, there is some clique S such that C \ {u} ⊂ S. Let x ∈ S \ (C \ {u}). Since v ∈ C , x is adjacent to v in
Gnew , and x is adjacent to every vertex of C \ {u, v}. Since no edges are removed from Gnew to G, x ∈ NG(v). If x is adjacent to
u in Gnew , xwould be adjacent to u in G. However, this would make C ∪ {x} a clique in G, contradicting our assumption that
C ∈ Ct . Thus, x is adjacent to every vertex of C \ {u, v} and x ∈ NG(v) \ NG(u), proving the contrapositive of the claim.
The proof for C \ {v} follows similarly. 
Finally, we establish in Theorem 5.7 that, much as in Theorems 4.5 and 5.4, the previous conditions are sufficient to
construct Cnew from C.
Theorem 5.7. All elements of Cnew are considered by Theorems 5.5–5.6.
Proof. Let C ∈ Cnew . Since no edge is removed from Gnew to G, C is a clique in G by Lemma 3.1. Since u and v are not adjacent
in Gnew , u ∈ C , v ∈ C or neither u nor v is in C . If u, v /∈ C , C ∈ C by Lemma 3.2, so C ∈ Cnew by Theorem 5.5.
Suppose that u ∈ C but v /∈ C . If C is maximal in G, C ∈ C by Lemma 3.2, so C ∈ Cnew by Theorem 5.5. Otherwise, C is not
maximal in Gnew . Since C is a clique in G, there exists some S ∈ C such that C ⊂ S. Let x ∈ S \ C . x is adjacent to all vertices
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of C in G, so unless x = v, x is adjacent to all vertices of C in Gnew , contradicting C ∈ Cnew . Thus, S \ C = {v}, so C = S \ {v}.
Since u ∈ C ⊂ S, u ∈ S and v = x ∈ S, S contains both u and v. Since C = S \ {u} ∈ Cnew , there is no vertex adjacent to
every vertex of S \ {u}, so C = S \ {u} ∈ Cnew by Theorem 5.6.
Likewise, if v ∈ C , C ∈ Cnew by Theorem 5.5 if C is maximal in G, and C \ {v} ∈ Cnew by Theorem 5.6 if C is not maximal
in G. 
6. Multiple edges
While the theorems outlined in Sections 4.1, 4.2, 5.1 and 5.2 are certainly sufficient to account for any perturbation,
calculating the maximal clique enumeration of a graph by repeatedly adding or removing a single edge is rather inefficient.
Many of the cliques generated by these intermediate perturbations may be removed as a result of a later perturbation;
ideally, we would only wish to enumerate cliques which are maximal in the final state of the graph. Moreover, removing an
edge from a graph may potentially double the number of cliques in a graph, so the potential for wasted effort is quite high.
To remedy this inefficiency, we consider perturbations in which multiple edges are added or removed simultaneously.
Rather than analyzing the complex general case, we restrict our attention to perturbations in which the edges being added
or removed share a common vertex.
6.1. Adding multiple edges
In this section, we consider the perturbed graphGnew formed by adding the edges (u, v1), (u, v2), . . . , (u, vk) to the graph
G, where u, v1, . . . , vk are vertices of G and the common vertex, u, is not adjacent to any vertex vi. We also define the set
V = {v1, . . . , vk}, for convenience.
As when adding a single edge, those maximal cliques of Gwhich do not contain an endpoint of an edge being added are
maximal cliques in the perturbed graph, which we prove in Theorem 6.1.
Theorem 6.1. If C ∈ C, u /∈ C and C ∩ V = ∅, then C ∈ Cnew .
Proof. As no edges are being removed from G, C is a clique in Gnew by Lemma 3.1, and as no edge incident to C is being added
to G, C ∈ Cnew by Lemma 3.2. 
We demonstrate in Theorem 6.2 that a maximal clique of G containing the common endpoint u is a maximal clique of
Gnew so long as no vertex of V contradicts its maximality.
Theorem 6.2. If C ∈ C and u ∈ C, C ∈ Cnew if there is no x ∈ V such that x is adjacent to every vertex of C \ {u} in G.
Proof. Suppose C /∈ Cnew . Since no edges are being removed from G, C is a clique in Gnew by Lemma 3.1, so C must not be
maximal in Gnew . Thus, there exists some S ∈ Cnew such that C ⊂ S. Let x ∈ S \ C . x is adjacent to every vertex of C in Gnew .
u ∈ C , so x 6= u. Thus, if x /∈ V , xwill be adjacent to every vertex of C in G. This implies C ∪ {x} is a clique in G, contradicting
our assumption that C ∈ C. Note that since x ∈ V , such an xwould be adjacent to every vertex of C \ {u} in G.
Thus, C ∈ Cnew so long as no such x exists. 
In Theorem 6.3, we see that, much as when only a single edge was being added, only u can contradict the maximality of
a clique of C containing some vertex of V .
Theorem 6.3. If C ∈ C and C ∩ V 6= ∅, C ∈ Cnew if there is some vertex of C \ V that is not adjacent to u in G.
Proof. Suppose C /∈ Cnew . C is a clique in Gnew by Lemma 3.1, so C must not be maximal in Gnew . So, there exists some
S ∈ Cnew such that C ⊂ S. If u /∈ S \ C , S is a clique in G by Lemma 3.1, but since C ⊂ S, this would contradict C ∈ C. Thus,
u ∈ S \ C . Since u ∈ S \ C and S is a clique in Gnew , umust be adjacent to all vertices of C in Gnew and so must be adjacent to
all vertices of C \ V in G.
Thus, so long as some vertex of C \V is not adjacent to u, thismust not be the case and C ∈ Cnew , by the contrapositive. 
We now construct the cliques which have been introduced by the perturbation from pairs of maximal cliques in C, and
isolate those vertices of Gwhich may contradict the maximality of the constructed cliques.
Theorem 6.4. If C,D ∈ C, u ∈ C and D ∩ V 6= ∅, then E = ((C ∩ D) ∪ {u} ∪ (D ∩ V )) ∈ Cnew if there is no
x ∈ (NG(u) ∪ V ) ∩ (⋃v∈V NG(v)) such that x is adjacent to every vertex of (C ∩ D) ∪ (D ∩ V ) in G.
Proof. First, we show that E is a clique in Gnew . Note, as both C and D are cliques in G and no edges are being removed from
G, vertices of C ∩D are pairwise adjacent in Gnew , and vertices of D∩ V are also pairwise adjacent in Gnew . As u ∈ C \ (C ∩D)
and C is a clique in G, uwill be adjacent to every vertex of C ∩D in Gnew . As no edges are being removed and C ∩D and D∩V
are subsets of the clique D, all vertices of these two sets will be pairwise adjacent in Gnew . Finally, as edges of the form (u, vi)
for all vi ∈ V are being added to G and D ∩ V ⊂ V , all vertices of D ∩ V will be adjacent to u in Gnew . Thus, all vertices of E
will be pairwise adjacent in Gnew , so E is a clique in Gnew .
Suppose E /∈ Cnew . Since E is a clique in Gnew , E must not be maximal in Gnew . So, there exists some S ∈ Cnew such that
E ⊂ S. Let x ∈ S \ E. Note, as u ∈ E, x 6= u. As D ∩ V 6= ∅, there is some v ∈ D ∩ V . v ∈ D ∩ V ⊂ E ⊂ S. Since v ∈ S and
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x /∈ E, x and v are adjacent in Gnew , so u ∈ ⋃v∈V NGnew (v). Since x 6= u, this implies x ∈ ⋃v∈V NG(v). As u ∈ E, u ∈ S, so x is
adjacent to u in Gnew . As such, x ∈ NG(u) ∪ V . Thus, x ∈ (NG(u) ∪ V ) ∩ (⋃v∈V NG(v)). Since x ∈ S \ E, x /∈ E, and as E ⊂ S, x
is adjacent to all vertices of E in Gnew . So, since x 6= u, x is adjacent to every vertex of (C ∩ D) ∪ (D ∩ V ) in G.
Thus, if no such x exists, E ∈ Cnew . 
Again, we demonstrate that the constructive theorems define all of Cnew .
Theorem 6.5. All elements of Cnew are considered by Theorems 6.1–6.4.
Proof. Let S ∈ Cnew . If u /∈ S or S ∩ V = ∅, S is a clique in G by Lemma 3.1. As no edge is being added from Gnew to G, S ∈ C
by Lemma 3.2. If u /∈ S and S ∩ V = ∅, S ∈ Cnew by Theorem 6.1.
Suppose u ∈ S but S ∩V = ∅. If some v ∈ V is adjacent to every vertex of S \ {u}, S ∪{v} is a clique in Gnew , contradicting
S ∈ Cnew . Thus, no such v exists, so S ∈ Cnew by Theorem 6.2.
Suppose S ∩ V 6= ∅ but u /∈ S. So, there is some v ∈ S ∩ V . If all vertices of S \ V are adjacent to u, S ∪ {u} is a clique in
Gnew , contradicting S ∈ Cnew . Thus, some vertex of S \ V must not be adjacent to u in G, so S ∈ Cnew by Theorem 6.3.
If the three previous cases are false, u ∈ S and S ∩ V 6= ∅. In this case, S \ {u} and S \ V are cliques in G. Let C,D ∈ C
be such that S \ V ⊆ C and S \ {u} ⊆ D. Note, u ∈ C and D ∩ V 6= ∅. C ∩ D = (S \ {u}) ∩ (S \ V ) = (S \ {u}) \ V .
D ∩ V = (S \ {u}) ∩ V = S ∩ V , as u /∈ V . As such, (C ∩ D) ∪ {u} ∪ (D ∩ V ) = ((S \ {u}) \ V ) ∪ {u} ∪ (S ∩ V ) = S. If some
vertex x not in S is adjacent to every vertex of S in G, S ∪ {x} is a clique in Gnew , contradicting S ∈ Cnew . Thus, no such x can
exist, so S = (C ∩ D) ∪ {u} ∪ (D ∩ V ) ∈ Cnew by Theorem 6.4. 
6.2. Adding multiple edges to an isolated vertex
As a variant to the previous case, we now consider a perturbation wheremultiple edges incident to an isolated vertex are
being added. Essentially the inverse process of removing a vertex which is not isolated, this perturbation offers significant
advantages over the previous case in terms of computational complexity. In particular, we no longer need to consider pairs
of cliques when constructing the novel cliques introduced by the perturbation.
As before, we let u be the common vertex and let V = {v1, v2, . . . , vk} be the set of ‘‘outer’’ vertices. In the following
theorem, we show that those cliques of C not containing an endpoint of one of the added edges are contained in Cnew .
Theorem 6.6. If C ∈ C, u /∈ C and C ∩ V = ∅, then C ∈ Cnew .
Proof. As no edges are being removed from G, C is a clique in Gnew by Lemma 3.1, and as no edge incident to C is being added
to G, C ∈ Cnew by Lemma 3.2. 
We prove, in Theorem 6.7, that the maximal clique consisting of just u is not a maximal clique in the perturbed graph.
Theorem 6.7 is not, strictly speaking, necessary for constructing the setCnew—no clique is indicated to be contained inCnew—
but it is included to complete the accounting of cliques from C.
Theorem 6.7. If C ∈ C and u ∈ C, C = {u} and C /∈ Cnew .
Proof. Since u has no neighbors in G and C ∈ C, C must equal {u}. As V is assumed to be nonempty, (u, v1) is a clique in
Gnew containing C = {u}, so C /∈ Cnew . 
In Theorem 6.8, we establish that a clique containing some vertex of V is a maximal clique in the perturbed graph so long
as it is not a subset of the set V .
Theorem 6.8. If C ∈ C and C ∩ V 6= ∅, C ∈ Cnew unless C ⊆ V .
Proof. Suppose C ⊆ V . As u is adjacent to every vertex of V in Gnew , u is adjacent to every vertex of C in Gnew , making C ∪{u}
a clique Gnew , so C /∈ Cnew .
Suppose C * V and C /∈ Cnew . Since no edge is being removed from G, C is a clique in Gnew by Lemma 3.1, so C must not
be maximal in Gnew . Thus, there exists some S ∈ Cnew such that C ⊂ S. Let x ∈ S \ C . If x 6= u, x would be adjacent to every
vertex of C in G, but this would contradict our assumption that C ∈ C. As such, S = C ∪ {u}. However, since C * V , there
exists some y ∈ C such that y /∈ V , and since NGnew (u) = v, y is not adjacent to u in Gnew . As this contradicts our supposition
of S ∈ Cnew , C ∈ Cnew for any C such that C * V . 
We now construct the novel cliques introduced by the perturbation. Unlike previous perturbations, this construction
does not require us to consider pairs of cliques, resulting in significantly reduced computational complexity.
Theorem 6.9. If C ∈ C and C ∩ V 6= ∅, (C ∩ V ) ∪ {u} ∈ Cnew if there is no x ∈ V \ C such that x is adjacent to all vertices of
C ∩ V .
Proof. Since C∩V 6= ∅, v ∈ C for some v ∈ V . As C∩V ⊆ C , all vertices of C∩V will be pairwise adjacent, and as C∩V ⊆ V
and every vertex of V is adjacent to u in Gnew , (C ∩ V ) ∪ {u} is a clique in Gnew . Let D = (C ∩ V ) ∪ {u}, and suppose D is not
maximal in Gnew . So, there exists some S ∈ Cnew such that D ⊂ S. Let x ∈ S \ D. Since u ∈ D ⊂ S, x is adjacent to u in Gnew ,
and since NGnew (u) = V , x ∈ V . As x /∈ D, x /∈ C ∩ V , so x ∈ V \ C , since x ∈ V . Also, since x ∈ S \ D, x is adjacent to every
vertex of D in Gnew , so x is adjacent to every vertex of D \ {u} = C ∩ V in G. Thus, such an x ∈ C \ V must exist if D is not
maximal, proving the contrapositive. 
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Finally, we demonstrate that the previous theorems fully account for the members of Cnew .
Theorem 6.10. All elements of Cnew are considered by Theorems 6.6–6.9.
Proof. Let S be an arbitrary member of Cnew . As no edges are added from Gnew to G, S ∈ C so long as S is a clique in G
by Lemma 3.2. Since u is adjacent to only the vertices of V in Gnew , S ∩ V 6= ∅ if u ∈ S. We consider the three remaining
possibilities for S: u /∈ S and S ∩ V = ∅, u /∈ S and S ∩ V 6= ∅, and u ∈ S and S ∩ V 6= ∅.
If u /∈ S or S ∩ V = ∅, S is a clique in G by Lemma 3.1, so S ∈ C. If u /∈ S and S ∩ V = ∅, S ∈ Cnew by 6.6.
Suppose S ∩ V 6= ∅ but u /∈ S. By Lemma 3.1, S is a clique in G, so S ∈ C. If S ⊆ V , S ∪ {u} would be a clique in Gnew ,
contradicting S ∈ Cnew . As such, S * V , so S ∈ Cnew by 6.8.
In the final case, u ∈ S and S ∩ V 6= ∅. Consider Su = S \ {u}. Su ⊂ S, so Su is clique in Gnew , and since u /∈ Su, Su is a
clique in G by Lemma 3.1. Since S \ {u} is a clique in G by Lemma 3.1, there is some clique C ∈ C such that Su ⊆ C . Since
u is adjacent only to vertices of V in Gnew , Su ⊆ V . So, since Su ⊆ V and Su ⊆ C , Su ⊆ C ∩ V . Suppose Su 6= C ∩ V , and
let x ∈ (C ∩ V ) \ Su. Since x ∈ (C ∩ V ) \ Su, x ∈ V . So, x is adjacent to u in Gnew , and since x is adjacent to all vertices of
Su in Gnew , xmust be adjacent to all vertices of S in Gnew . However, this contradicts our assumption that S ∈ Cnew . As such,
Su = S \ {u} = C ∩ V , so S = (C ∩ V ) ∪ {u}. As S is maximal in Gnew , there is no vertex of G that is adjacent to all vertices of
S, so S ∈ Cnew by 6.9. 
6.3. Removing multiple edges
Finally, we consider the reverse case of adding multiple edges incident to a common vertex—removing multiple edges
incident to a single vertex. Echoing our previous notation, we consider the perturbed graph Gnew formed by removing
the edges (u, v1), (u, v2), . . . , (u, vk) from G, where u, v1, . . . , vk are vertices of G with u adjacent to all vertices of V =
{v1, . . . , vk}.
We demonstrate, in Theorem 6.11, that those cliques of C which do not contain any edge being removed are maximal
cliques of the perturbed graph.
Theorem 6.11. If C ∈ C and either u /∈ C or C ∩ V = ∅, C ∈ Cnew .
Proof. If u /∈ C or C ∩ V = ∅, C is a clique in Gnew by Lemma 3.1. Since no edges are being added to G to form Gnew , C is
maximal in Gnew by Lemma 3.2, so C ∈ Cnew . 
In Theorems 6.12 and 6.13, we show that, much as when removing a single edge, each maximal clique of G containing
an edge to be removed may potentially correspond to two maximal cliques in the perturbed graph. We also identify the set
of vertices which can establish this maximality.
Theorem 6.12. If C ∈ C, u ∈ C and C ∩ V 6= ∅, then C \ {u} ∈ Cnew if there exists no x ∈ (⋃v∈V NG(v)) \ ({u} ∪ NG(u)) such
that x is adjacent to every vertex of C \ {u}.
Proof. Consider C \ {u}. Since C \ {u} ⊂ C , C \ {u} is a clique in G, and since u /∈ C \ {u}, C \ {u} is a clique in Gnew by
Lemma 3.1.
Suppose C /∈ Cnew . By the contrapositive of Lemma 3.2, this implies C \ {u} is not maximal in Gnew . So, there is some
clique S ∈ Cnew such that C \ {u} ⊂ S. Let x ∈ S \ (C \ {u}). xmust be adjacent to every vertex of C \ {u}, and since C ∩V 6= ∅,
x is adjacent to some v ∈ V in Gnew . Since no edges are removed from Gnew to G, x ∈ NG(v), so x ∈ (⋃v∈V NG(v)). Also, as
u is not adjacent to any vertex of V in Gnew , x 6= u. If x is adjacent to u in Gnew , x would be adjacent to u in G. However, this
would make C ∪ {x} a clique in G, contradicting our assumption that C ∈ C. Thus, x is adjacent to every vertex of C \ {u} and
x ∈ (⋃v∈V NG(v)) \ ({u} ∪ NG(u)), proving the contrapositive of the claim. 
Theorem 6.13. If C ∈ C, u ∈ C and C ∩ V 6= ∅, then C \ V ∈ Cnew if there exists no x ∈ NG(u) \ V such that x is adjacent to
every vertex of C \ ({u} ∪ V ).
Proof. Consider C \V . Since C \V ⊂ C , C \V is a clique in G, and since (C \V )∩V = ∅, C \V is a clique in Gnew by Lemma 3.1.
Suppose C \ V /∈ Cnew . By the contrapositive of Lemma 3.2, this implies C \ V is not maximal in Gnew . So, there is some
clique S such that C \ V ⊂ S. Let x ∈ S \ (C \ V ). Since u ∈ C \ V , x is adjacent to u in Gnew . Since no edges are removed
from Gnew to G, x ∈ NG(u), and xmust be adjacent to every vertex of C \ ({u} ∪ V ) in G. Since x is adjacent to u in Gnew , x /∈ V .
Thus, x is adjacent to every vertex of C \ ({u} ∪ V ) and x ∈ NG(u) \ V , proving the contrapositive of the claim. 
Lastly, we prove that the previous conditions are sufficient to account for all maximal cliques of the perturbed graph.
Theorem 6.14. All elements of Cnew are considered by Theorems 6.11–6.13.
Proof. Let C ∈ Cnew . Since no edge is removed from Gnew to G, C is a clique in G by Lemma 3.1. Since u is not adjacent to any
vertex of V in Gnew , it cannot be the case that u ∈ C and C ∩ V 6= ∅. Thus, u ∈ C and C ∩ V = ∅, u /∈ C and C ∩ V 6= ∅, or
u /∈ C and C ∩ V = ∅.
If u /∈ C and C ∩ V = ∅, C ∈ C by Lemma 3.2, so C ∈ Cnew by Theorem 6.11.
Suppose that u ∈ C and C ∩ V = ∅. If C is maximal in G, C ∈ C by Lemma 3.2, in which case C ∈ Cnew by Theorem 6.11.
So, suppose C is not maximal in G. Since C is a clique in G, there exists some S ∈ C such that C ⊂ S. Let x ∈ S \C . x is adjacent
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to all vertices of C in G, so unless x ∈ V , x is adjacent to all vertices of C in Gnew , contradicting C ∈ Cnew . Thus, S \ C ⊆ V , so
C ⊇ S \ V . Since C ∩ V = ∅, C ⊆ S \ V , so C = S \ V . x ∈ S ∩ V , so S ∩ V 6= ∅. Since C = S \ V ∈ Cnew , there can be no
vertex of NG(u) \ V adjacent to every vertex of S \ V , so C = S \ V ∈ Cnew by Theorem 6.13.
Suppose that u /∈ C and C ∩ V 6= ∅. If C is maximal in G, C ∈ C by Lemma 3.2, in which case C ∈ Cnew by Theorem 6.11.
So, suppose C is not maximal in G. Since C is a clique in G, there exists some S ∈ C such that C ⊂ S. Let x ∈ S \C . x is adjacent
to all vertices of C in G, so unless x = u, x is adjacent to all vertices of C in Gnew , contradicting C ∈ Cnew . Thus, S \ C = {u}, so
C = S \ {u}. Since C ∩ V ⊂ S ∩ V , S ∩ V 6= ∅. As C = S \ {u} ∈ Cnew , there also must be no vertex adjacent to every vertex
of S \ {u}, so C = S \ {u} ∈ Cnew by Theorem 5.6. 
7. Algorithm
As the theoretical results for adding and removing vertices are straightforward,we present two algorithms for calculating
the clique set of a perturbed graph that utilize the theory and theorems presented in Sections 4–6. Algorithm 7.1 is designed
for the case in which edges are removed from a graph, and Algorithm 7.3 is designed for when edges are added.
In the case of edge removal, due to the theory outlined in Theorems 6.11 and 6.14, the setC− will consist of exactly those
cliques of C that contain at least one edge being removed. Theorems 6.12–6.14 imply that C+ can be calculated by taking
the cliques C of C− and iteratively considering the subcliques C \ {u} and C \ V for each set of removed edges sharing a
common endpoint u and checking these subcliques for maximality.
Twoobservations are employed in the design of our algorithm to improve performance. The first is that identifying cliques
containing a removed edge would normally require scanning every clique of C for the removed edge—this is particularly
inefficient if the graph G undergoes multiple perturbations. To remedy this inefficiency, we index the set of cliques by the
edges they contain so that the set C− may be ‘‘retrieved’’ much more quickly.
The second observation is that in the process of removing edges, many vertices that were adjacent to the clique (or
formerly in the clique) may be checked multiple times to see if they are adjacent to all vertices of the clique. Thus, rather
than repeatedly checking adjacency with vertices of the clique, we analyze the connectivity between the clique and its
neighboring vertices, store this information in a data structure (lines 4–7 of Algorithm 7.1), and update this information as
vertices are removed from the clique (in the function remove_from_clique). In this fashion, nonmaximal cliques can be
detected when a vertex in the neighborhood of the clique has its last nonadjacent vertex of the clique removed. Pseudocode
for enumerating the difference sets C− and C+ when edges are being removed is detailed in Algorithms 7.1 and 7.2 and the
remove_from_clique and return_to_clique functions.
Input: G : graph from which edges are being removed
Input: E : set of edges being removed from G to form Gnew
Input: C : set of maximal cliques of G
Output: C− : set of maximal cliques of G that are no longer maximal in Gnew
Output: C+ : set of maximal cliques of Gnew that were not maximal in G
Algorithm:Perturbed_MCE_Removal1
C− ← cliques of G containing an edge of E2
foreach clique clique in C− do3
counter ← set of vertices of G adjacent to some vertex of clique4
nonadj← associative map between vertices of clique and the set of clique vertices to which they are nonadjacent5
counter_nonadj← associative map between vertices of clique and the set of counter vertices to which they are6
nonadjacent
num_nonadj : associative map between vertices of counter and the number of clique vertices to which they are7
nonadjacent
call recursive_removal (Algorithm 7.2)8
end9
Algorithm 7.1: Pseudocode outline of the perturbation algorithm.
Though our theoretical results for edge additions rely on considering pairs of cliques, we choose to instead base the
implementation of the algorithm for handling edge additions by applying our results for edge removal to the inverse
perturbation. That is, we consider the perturbation that would transform Gnew to G by removing from the set of edges being
added to G, and we enumerate the difference sets C+ and C− in the same fashion as we would C+ and C−, respectively, in
the removal case. By our results for edge removal, the cliques ofC+ will be exactly thosemaximal cliques of Gnew containing
an edge being added, and we can apply our edge removal algorithm to the cliques of C+ to calculate the set C− (lines 18–
23 of Algorithm 7.3). However, the edge removal algorithm may overestimate the set C− by including cliques that are not
maximal in G, which we resolve by removing any resulting clique that was not a maximal clique of G (lines 25–26). By
repeated application of Theorems 5.1–5.4, we see that the cliques ofC− will all be subsets of cliques fromC+, so this process
is guaranteed to enumerate all of C−. For our implementation, we used a modification of the BK algorithm [2] to calculate
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Algorithm:recursive_removal1
if all edges of E have been removed from clique then2
Add clique to C+3
else4
v← a vertex of cliquewith nonadj[v] 6= {}5
if remove_from_clique(v) returns success then6
call recursive_removal7
call return_to_clique(v)8
foreach x in nonadj[v] do9
call remove_from_clique(x)10
end11
if no remove_from_clique call returned failure then12
call recursive_removal13




Algorithm 7.2: Pseudocode of the recursive algorithm for finding subsets of a clique that form a maximal clique in
either G or Gnew—functions remove_from_clique and return_to_clique are defined separately.
remove_from_clique(v):1
Move v from clique to counter2
num_nonadj[v] ← |nonadj[v]|3
foreach x in nonadj[v] do4
Move v from nonadj[x] to counter_nonadj[x]5
end6
foreach x in counter_nonadj[v] do7
num_nonadj[x]← num_nonadj[x] - 18
end9




Function remove_from_clique(v) for removing a vertex from a clique.
return_to_clique(v):1
Move v from counter to clique2
foreach x in nonadj[v] do3
Move v from counter_nonadj[x] to nonadj[v]4
end5
foreach x in counter_nonadj[v] do6
num_nonadj[x]← num_nonadj[x] + 17
end8
Function return_to_clique(v) for adding a vertex back to a clique.
the cliques of Gnew containing an edge that was added to G. As BK operates by expanding the vertex set compsub to find
maximal cliques, we need only to ‘‘seed’’ compsub with our edges of Gnew that were added (lines 4–16 of Algorithm 7.3) in
order to find all of the maximal cliques that contain these edges in Gnew .
8. Results
To measure the effectiveness of an algorithm based on the theorems presented in this paper we implemented the
algorithm in Section 7 and compared its performance when enumerating the maximal cliques of perturbed graphs to that
of a standard maximal clique enumeration (MCE) algorithm. We refer to the implementation of the algorithm as PGCE
(Perturbed Graph Clique Enumerator). We measure the PGCE algorithm’s performance in comparison to the well-known,
efficient MCE algorithm of Bron and Kerbosch [2] (BK). Our implementation of the BK algorithm comes from the authors of
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Input: G : graph from which edges are being removed
Input: E : set of edges being removed from G to form Gnew
Input: C : set of maximal cliques of G
Output: C− : set of maximal cliques of G that are no longer maximal in Gnew
Output: C+ : set of maximal cliques of Gnew that were not maximal in G
Algorithm:Perturbed_MCE_Addition1
C+ ← {}2
V ← the set of vertices incident to an edge in E3
not ← {}4
foreach vertex v in V do5
U ← the set of vertices joined to v by an edge of E6
Remove vertices of not from U7
foreach u in U do8
compsub← {u, v}9
candidate← the set of all common neighbors of u and v not in not10
Execute BK using compsub, candidate and not11
Add resulting maximal cliques to C+12
Add u to not13
end14
Remove vertices of U from not15
Add v to not16
end17
foreach clique clique in C+ do18
counter ← set of vertices of G adjacent to some vertex of clique19
nonadj← associative map between vertices of clique and the set of clique vertices to which they are nonadjacent20
counter_nonadj← associative map between vertices of clique and the set of counter vertices to which they are21
nonadjacent
num_nonadj : associative map between vertices of counter and the number of clique vertices to which they are22
nonadjacent
call recursive_removal (Algorithm 7.2)23
end24
foreach clique clique in C− do25
if clique /∈ C then26
Remove clique from C−27
end28
Algorithm 7.3: Pseudocode algorithm for discovering the cliques of G containing an edge of E in the case of edge
addition; compsub, candidate and not are arrays used during the operation of BK .
[21], which use the version of BK described in [2]. This implementationmade use of a number of data structures to allow the
BK algorithm to perform comparably if not better to more recent MCE algorithms such as those of Makino and Uno [15] and
Tomita et al. [24]. Though, the BK implementation in [21] allows for parallel execution, we compared the PGCE algorithm to
only the serial version.
Weperformed two tests in this section. In the first,we tested the scalability of the algorithm relative to BKby running it on
several synthetic graphs, varying the number of vertices and edges. In the second, we tested PGCE against BK on real-world
biological networks, in which perturbations were induced by varying a threshold value for the weighted edges.
For the first test, we evaluated the algorithm’s scalability to larger andmore dense graphs relative to BK. For this purpose,
we generated several graphswith various vertex and edge counts using the graph generator R-MAT [3]. To test the scalability
to larger sparse graphs, we generated two series of sparse graphs, onewith 8 times asmany edges as vertices (for an average
degree of 16) where the number of vertices ranged from 512 to 32,576 in powers of two, and another series with a fixed
8,192 vertices where the number of edges ranged from 3 to 15 times as many edges as vertices. All of the graphs were
produced using the default R-MAT parameters of a = 0.45, b = c = 0.15, and d = 0.25.
We preprocessed the resulting graphs to remove isolated vertices and loops and generated random perturbations from
20% of the total number of edges removed to 20% of the number of edges being added, where each edge or non-edge has
an equal probability of being perturbed. (This methodology affects more cliques when removing edges than when adding
edges.) We used BK and PGCE to enumerate the cliques of the perturbed graphs of size at least three and compared the
median runtimes of three runs on each of the two algorithms. The results appear in Figs. 3 and 4. All runs were performed
on a 2.33 GHz Intel Xeon server with 16 GB of RAM running RedHat Enterprise Linux 5.
As can be seen in Fig. 3, PGCE achieves speedups over BK of 1.08–12.1 when adding edges to graphs of increasing size
and speedups of 3.25–9.98 when removing edges. Fig. 4 shows speedups of 1.93–20.4 for adding edges and 0.78–23.1 for
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Fig. 3. Speedup relative to BK for randomly generated perturbations on sparse graphs as graph size increases. The left graph shows the speedup for edge
addition perturbations, and the right graph shows the speedup for edge removal perturbations. The number of edges in all graphs is approximately 8 times
the number of vertices.
Fig. 4. Speedup relative to BK for randomly generated perturbations on sparse graphs as graph density increases. The left graph shows the speedup for
edge addition perturbations, and the right graph shows the speedup for edge removal perturbations. The number of vertices in all graphs is approximately
8192.
removing edges from graphs where the number of edges is varied. PGCE performs better relative to BK on larger and more
dense graphs, which cause BK to enumerate more cliques, and with smaller perturbations, which cause PGCE to enumerate
fewer cliques. Also, in both cases, the performance of the PGCE algorithm was much less sensitive to changes in graph size
and density for perturbations where edges were added. A more detailed cross-section of the experiments is presented in
Tables 1 and 2.
For the second test, we evaluated the PGCE algorithm on perturbed graphs generated by using threshold manipulation
on predicted protein interaction networks. The networks, made available through the Graemlin project [6] at Stanford,1
use experimental data to predict protein interactions in the following microbial species: Escherichia coli, Mycobacterium
tuberculosis, Salmonella typhimurium, and Synechocystis. Each of these predicted protein interactions is assigned a confidence
value between 0 and 1 with 3 significant digits. To create the networks, we first created a weighted graph whose edges
connected proteins with a predicted interaction and whose edge weights were the confidence value associated with that
prediction. Then we applied a threshold by only including those edges whose edge weight was greater than the threshold
value. In order to test the case of perturbing the graph through edge removal we increased the threshold value and for edge
addition we lowered the threshold.
The experimental results for this second test were generated by adding or removing only a small percentage of the
edges of the graph. This corresponds to the case when the threshold value is being fine tuned amongst a small range of
possible values. As Fig. 5 shows, there are a large number of predicted interactions with a small confidence value, but for
high confidence values the number of predicted interactions is much smaller. This is a phenomenon we also observed in
other types of data such as the functional association data stored in the STRING database [10]. In this case, it is likely that a
large range of threshold values can be discounted based on the distribution, and the fine tuning of the threshold value will
result in small graph perturbations.
To compare the PGCE and BK algorithms we constructed a perturbed graph by either increasing or decreasing the
threshold value by 0.001. We compared the runtimes of the two algorithms by comparing the time the BK algorithm took
to enumerate the perturbed graph with the time the PGCE algorithm took to enumerate the C− and C+ sets. We did not
include the preprocessing and postprocessing steps in the runtime of the two algorithms because their portion of the overall
runtime decreases significantly as the size of the graphs increases. All runs were again performed on a 2.33 GHz Intel Xeon
server with 16 GB of RAM running RedHat Enterprise Linux 5.
The speedup results for the 0.001 perturbations are shown in Tables 3 and 4 and Figs. 6 and 7. Table 3 shows the results of
a set of runs on the E. coli network as the threshold value is increased and edges are removed from the graph. In this case, the
1 Download at ftp://ftp-networks.stanford.edu/pub/graemlin_nets.
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Table 1
Runtime results for 6 perturbations on synthetic graphs of increasing size.
Number of vertices
Baseline 4048 8153 16316 32608
Number of edges
Baseline 32199 64874 130251 251120
Number of cliques of size at least three
Baseline 4408 5838 7855 9735
|C+| / |C−|
+5% Edges 170/4 141/2 168/0 367/0
+10% Edges 321/13 339/3 347/4 689/2
+20% Edges 705/10 747/14 807/3 1534/2
−5% Edges 731/672 983/844 1433/1161 2027/1460
−10% Edges 1392/1274 1917/1647 2656/2128 3459/2530
−20% Edges 2143/2172 3201/2892 4677/3892 6027/4689
Median BK Runtime/Median PGCE Runtime (ms)
+5% Edges 291/46 692/94 1715/205 4195 /455
+10% Edges 313/52 745/110 1846/238 4583/541
+20% Edges 358/68 803/124 2116/313 5467/747
−5% Edges 239/49 568/90 1405/184 3388/370
−10% Edges 209/59 490/111 1230/218 2970/425
−20% Edges 157/79 369/144 920/287 2231/545
Number of Cliques per Millisecond (BK/PGCE)
+5% Edges 15.7/3.78 8.64/1.52 4.68/0.820 2.41/0.807
+10% Edges 15.1/6.42 8.29/3.11 4.44/1.47 2.27/1.28
+20% Edges 14.3/10.5 7.59/5.40 4.09/2.59 2.06/2.06
−15% Edges 16.0/28.6 8.84/20.3 4.79/14.1 2.46/9.42
−10% Edges 15.4/45.2 8.71/32.1 4.70/21.9 2.44/14.1
−20% Edges 15.2/54.6 8.29/42.3 4.42/29.9 2.30/19.7
Fig. 5. Number and percentage of predicted protein interactions having a given confidence value.
Fig. 6. Speedup factor of the PGCE algorithm with respect to the BK algorithm for edge removal. The networks are, from left to right, those of E. coli,
M. tuberculosis, S. typhimurium, and Synechocystis.
PGCE algorithm outperforms the BK algorithm for the experimental perturbations because of the smaller sets which it has to
enumerate (C−,C+). Table 4 shows the results when the threshold value is increased and edges are removed from the graph.
For the addition case, it appears that the performance of the PGCE algorithm is due not only to the smaller enumerated set,
but also to the increase in the speed in which each individual cliques is enumerated. Figs. 6 and 7 show the speedup of the
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Table 2
Runtime results for 6 perturbations on synthetic graphs of increasing edge
counts.
Number of vertices
Baseline 8065 8132 8168 8179
Number of edges
Baseline 40697 56836 72870 88816
Number of cliques of size at least three
Baseline 1566 4034 8104 13928
|C+|/|C−|
+5% Edges 30/0 108/4 248/4 399/8
+10% Edges 30/0 241/0 517/8 874/14
+20% Edges 199/0 747/14 1102/12 1915/45
−5% Edges 345/220 759/626 2027/1460 2049/2071
−10% Edges 544/376 1401/1124 3459/2530 3704/3821
−20% Edges 1087/778 2311/1948 6027/4689 5277/5361
Median BK runtime/median PGCE runtime (ms)
+5% Edges 221/56 498/82 935/107 1561/136
+10% Edges 237/63 745/110 1009/127 1686/164
+20% Edges 268/77 803/124 1167/170 1953/230
−5% Edges 182/62 406/82 761/109 1268/151
−10% Edges 161/67 357/96 660/137 1103/200
−20% Edges 124/80 274/118 495/182 818/292
Number of cliques per millisecond (BK/PGCE)
+5% Edges 7.23/0.536 8.31/1.37 8.93/2.36 9.17/2.99
+10% Edges 7.00/1.46 7.96/2.56 8.54/4.13 8.77/5.41
+20% Edges 6.59/2.10 7.37/4.54 7.88/6.55 8.09/8.52
−5% Edges 8.00/12.4 8.45/16.9 9.26/23.5 9.55/27.3
−10% Edges 8.01/19.0 8.31/26.3 9.04/34.9 9.50/37.5
−20% Edges 7.12/29.4 7.83/36.1 8.85/43.8 9.06/46.6
Table 3
Runtime Results for Edge Removal on the E. coli network.
Threshold value
Baseline 0.500 0.501 0.502 0.503 0.504 0.505 0.506 0.507
Perturbed 0.501 0.502 0.503 0.504 0.505 0.506 0.507 0.508
Number of Edges
Baseline 35133 34867 34635 34345 34080 33825 33586 33316
Perturbed 34867 34635 34345 34080 33825 33586 33316 33076
Removed 266 232 290 265 255 239 270 240
Number of cliques
Baseline 27831 27603 26923 26299 25459 24496 23857 23407
Perturbed 27603 26923 26299 25459 24496 23857 23407 22720
C+ 1969 1449 2101 1514 1969 1583 1348 1308
C− 2197 2129 2725 2354 2932 2222 1798 1995
Algorithm runtime (ms)
BK 1184 1174 1152 1117 1079 1063 1014 1023
PGCE 260 247 332 294 353 274 203 223
Speedup 4.55 4.75 3.47 3.80 3.06 3.88 5.00 4.59
Number of cliques per millisecond
BK 23.31 22.93 22.83 22.79 22.70 22.44 23.08 22.21
PGCE 16.02 14.49 14.54 13.16 13.88 13.89 15.50 14.81
PGCE algorithm with respect to the BK algorithm for four different networks. These networks are, from left to right, those
of E. coli,M. tuberculosis, S. typhimurium, and Synechocystis.
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Table 4
Runtime Results for Edge Addition on the E. coli network.
Threshold value
Baseline 0.501 0.502 0.503 0.504 0.505 0.506 0.507 0.508
Perturbed 0.500 0.501 0.502 0.503 0.504 0.505 0.506 0.507
Algorithm Runtime (ms)
BK 1232 1184 1174 1152 1117 1079 1063 1014
PGCE 21 16 21 21 22 21 13 13
Speedup 58.67 74 55.90 54.86 50.77 51.38 81.77 78
Number of Cliques per Millisecond
BK 22.59 23.31 22.93 22.83 22.79 22.70 22.44 23.08
PGCE 198.38 223.63 229.81 184.19 222.77 181.19 242.00 254.08
Fig. 7. Speedup factor of the PGCE algorithm with respect to the BK algorithm for edge addition. The networks are, from left to right, those of E. coli,
M. tuberculosis, S. typhimurium, and Synechocystis.
9. Conclusion
In summary, we have presented necessary and sufficient conditions for enumerating maximal cliques of a perturbed
graph in six different types of perturbation. Using these results, we described algorithms for calculating themaximal cliques
induced and destroyed by two types of perturbations, and presented empirical results as to the efficacy of these algorithms
over re-enumeration. Our experimental results on synthetic data showed that the proposed algorithm achieves good
performance relative to existing algorithm on small perturbations of graphswithmany cliques. Our results for perturbations
resulting from threshold manipulations on predicted protein interaction data showed speedups of between 3–6 in the case
of edge removal and 20–120 in the case of edge addition. Our algorithms, or some refinement thereof, could prove a powerful
tool for evaluating various ‘‘what-if’’ scenarios in graphs based on noisy or uncertain data.
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