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ABSTRACT
We investigate the evolution of supermassive black holes in the ‘Evolution and Assembly of
GaLaxies and their Environments’ (EAGLE) cosmological hydrodynamic simulations. The
largest of the EAGLE volumes covers a (100 cMpc)3 and includes state-of-the-art physical
models for star formation and black hole growth that depend only on local gas properties.
We focus on the black hole mass function, Eddington ratio distribution and the implied duty
cycle of nuclear activity. The simulation is broadly consistent with observational constraints
on these quantities. In order to make a more direct comparison with observational data, we
calculate the soft and hard X-ray luminosity functions of the active galactic nuclei (AGN).
Between redshifts 0 and 1, the simulation is in agreement with data. At higher redshifts, the
simulation tends to underpredict the luminosities of the brightest observed AGN. This may
be due to the limited volume of the simulation, or a fundamental deficiency of the underlying
model. It seems unlikely that additional unresolved variability can account for this difference.
The simulation shows a similar ‘downsizing’ of the AGN population as seen in observational
surveys.
Key words: black hole physics – methods: numerical – galaxies: active – galaxies: formation –
quasars: general.
1 IN T RO D U C T I O N
Accreting supermassive black holes (SMBHs) are one of the most
efficient sources of radiation in the Universe. During periods of
strong activity, they are often prominent as optical nuclei of galaxies,
and referred to as active galactic nuclei (AGN). From a theoretical
perspective, the vast energy outputs of AGN offer an appealing
explanation for the steep cut-off of the massive end of the galaxy
luminosity function (e.g. Bower et al. 2006, Croton et al. 2006) and
the scaling of the X-ray properties of galaxy groups and clusters
(e.g. Binney & Tabor 1995; Churazov et al. 2001; McCarthy et al.
2010).
From an observational perspective, the strong correlation be-
tween the mass of the central SMBH and the properties of the host
galaxy, such as its velocity dispersion and bulge mass (see review
by Kormendy & Ho 2013, also by Graham 2016), is consistent with
a causal connection. One way to explore this connection, is to exam-
ine the evolution of AGN, for example by constructing luminosity
 E-mail: yrosas@das.uchile.cl (YR-G); r.g.bower@durham.ac.uk (RGB)
functions at different cosmic epochs. Integrating the total energy
radiated over the AGN lifetime then provides a method of charting
the build-up of the rest-mass energy of SMBHs (Soltan 1982).
Measurements of the luminosity distribution of AGN require
large, unbiased samples selected over a wide range of redshifts
and luminosities. Constructing such samples is difficult because a
fraction of the emission that emerges from the SMBH is obscured by
the surrounding gas and dust making an uncertain fraction of SMBH
difficult to detect (Lansbury et al. 2015). Although spectroscopic
optical surveys are able to scan wide areas and detect large numbers
of AGN up to redshift z = 6, these surveys are biased to the brightest
and most unobscured population of SMBHs. While the mid-infrared
band can also be used to detect SMBHs via the reprocessed emission
from dust heated by AGN activity, the emission from the SMBH
is often overwhelmed by the host galaxy. X-rays therefore provide
the most efficient and unbiased method of selection. Although soft
X-rays are the most easily observed band, AGN selection is still
biased due to gas extinction around the SMBH. This makes hard
X-rays the least biased wavelength range to detect the full SMBH
population as obscuration is greatly reduced. Recently, multiple
large X-ray surveys have been carried out by Ueda et al. (2014),
C© 2016 The Authors
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Aird et al. (2015) and Buchner et al. (2015). These studies have
revealed that the AGN population evolves strongly and that their
number density abruptly decreases between z ≈ (1–2) and today.
Moreover, these studies show that there is strong ‘downsizing’ of
the AGN population in the sense that the space density of higher-
luminosity AGN peaks at higher redshifts.
Such deep X-ray surveys provide tests for models linking the
build up of galaxies and their SMBHs. Recently, this has been ex-
plored using semi-analytic models where the growth of SMBHs and
AGN feedback have been incorporated as analytic approximations.
Typically, these models assume that AGN activity is triggered by
major galaxy mergers or disc instabilities, and calibrate AGN feed-
back to reproduce the galaxy mass function (Bower et al. 2006;
Croton et al. 2006; De Lucia & Blaizot 2007). After accounting
for strong dust obscuration of faint AGN, such models have been
able to reproduce the observed AGN luminosity functions and AGN
downsizing (Fanidakis et al. 2012; Hirschmann et al. 2012). Such
studies rely on summarizing complex hydrodynamic interactions by
simple models, but provide important and useful approximations.
Hydrodynamic simulations offer an alternative approach, more
clearly differentiating the resolved hydrodynamical interactions
from the small-scale processes that cannot be directly resolved.
AGN evolution has been explored by hydrodynamical simulations
of isolated galaxy mergers (Springel, Di Matteo & Hernquist 2005)
and small cosmological volumes at high redshift. In these simula-
tions, SMBH growth and AGN feedback are incorporated as subgrid
physics (Springel et al. 2005; Booth & Schaye 2009). SMBH accre-
tion is typically based on the pure Bondi–Hoyle model (Bondi &
Hoyle 1944) or on simple modifications of this (Springel et al. 2005;
Booth & Schaye 2009). Recent studies, however, have recognized
the importance of accounting for the effects of accreting high angu-
lar momentum material (e.g. Hopkins et al. 2009; Rosas-Guevara
et al. 2015; Angles-Alcazar et al. 2016).
In addition, a fraction of the rest-mass energy of the accretion
flow may be injected in the surrounding gas as thermal energy
or a momentum driven wind or jet. Since such processes cannot
be directly resolved, simulations choose to implement feedback in
different ways, for example as thermal heating proportional to the
mass accretion rate (e.g. Springel et al. 2005; Booth & Schaye
2009), by explicitly distinguishing quasar and radio modes (e.g.
Sijacki et al. 2007; Vogelsberger et al. 2014), or by injection of
momentum into the surrounding gas (e.g. Power, Nayakshin &
King 2011; Choi et al. 2014).
The latest generation of cosmological hydrodynamic simulations
can now track the evolution of a galaxy population resolving the
formation of individual galaxies with a resolution of ∼700 pc within
large cosmological volumes, typically 100 cMpc on a side (Vogels-
berger et al. 2014; Khandai et al. 2015; Schaye et al. 2015). In this
paper we will focus on the Evolution and Assembly of GaLaxies
and their Environments (EAGLE) simulations (Crain et al. 2015;
Schaye et al. 2015). The EAGLE simulations reproduce many prop-
erties of galaxies, such as: the evolution of the galaxy mass functions
(Furlong et al. 2015a), the evolution of galaxy sizes (Furlong et al.
2015b), the colour–magnitude diagram (Trayford et al. 2016) and
the properties of molecular and atomic gas (Lagos et al. 2015; Bahe´
et al. 2016). Much of the success in reproducing the properties of
the massive galaxies is due to the effects of AGN feedback (Crain
et al. 2015). A key question is, therefore, whether the model re-
produces the observables of SMBH evolution in a cosmological
context. This test is almost entirely independent of the calibration
procedure used to select model parameters, since the calibration
procedure only considered the normalization of the correlation be-
tween the present-day SMBH mass and galaxy stellar mass (Schaye
et al. 2015).
In this paper we present the evolution of SMBHs in the EAGLE
simulations from z = 11 to 0. We compare the predicted X-ray
observables in EAGLE to observational data from X-ray deep fields
up to redshift 7. Such deep fields roughly correspond to the size
of the largest EAGLE simulation, implying that we are restricted
to densities of moderately luminous AGN. In Section 2, we briefly
outline the relevant subgrid physics used in the EAGLE project
and describe how we compute the intrinsic X-ray emission from
AGN using empirical corrections for the bolometric luminosity and
the obscured fraction. In Section 3, we present the results of the
simulation. We summarize the properties of local SMBHs, such as
their mass function in Section 3.1. The evolution of the black hole
mass function, the Eddington ratio distribution plane and the black
hole mass-halo mass relation are investigated in Section 3.2. In
Section 3.3 we compare the evolution of the AGN luminosity func-
tion in X-ray bands with the most recent observational estimates.
We show that AGN in EAGLE follow a similar downsizing trend to
that seen in observational data. Finally in Section 4, we summarize
and discuss our main results. Additional tests of simulation conver-
gence and parameter dependencies are given in Appendix A and in
Appendix B.
2 C O D E A N D S I M U L AT I O N S
2.1 Code
In this study we use simulations from the EAGLE project.1 This
consists of a large number of cosmological simulations, with varia-
tions in parameters, galaxy formation subgrid models and numerical
resolutions, as well as a large, (100cMpc)3 volume reference cal-
culation. Full details of the EAGLE simulations can be found in
Schaye et al. (2015) and Crain et al. (2015) (hereafter S15 and
C15); here we give only a brief overview.
The EAGLE simulations were performed with a modified version
of the parallel hydrodynamic code GADGET-3 which is a computation-
ally efficient version of the public code GADGET-2 (Springel 2005).
The improvements to the hydrodynamics solver, which are collec-
tively referred to as Anarchy, aim to better model hydrodynamical
instabilities, as described in Dalla Vecchia (in preparation) (see also
S15 and Schaller et al. 2015). Here, we concentrate on the refer-
ence model denoted as, Ref-L100N1504, which corresponds to a
cubic volume of L = 100 comoving Mpc (cMpc) on a side. Initially,
it employs 2 × 15043 particles. In order to study numerical weak
convergence, we also use the simulations AGNdT9-L050N0752 and
Recal-L025N0752 with box sizes L = 50 and 25 cMpc respectively,
containing 2 × 7523 particles per simulation. Numerical weak con-
vergence is defined in S15 and reflects the need of recalibrating
the subgrid parameters to model more faithfully the physical pro-
cesses at increasing resolution. Further simulation variations are
considered in Appendix A.
The EAGLE simulations start from cosmological initial condi-
tions at z = 127. The transfer function for the linear matter power
spectrum was generated with CAMB (Lewis, Challinor & Lasenby
2000), adopting the Planck Cosmology parameters (Planck collabo-
ration I et al. 2014). The Gaussian initial conditions were generated
using the linear matter power spectrum and the random phases from
the public multiscale white noise Panphasia field (Jenkins 2013).
1 http://eaglesim.org; http://eagle.strw.leidenuniv.nl
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Table 1. Box length, initial particle number, initial baryonic and dark matter particle mass, comoving and
maximum proper gravitational softening for the EAGLE simulations used in this paper.
Name L N mg mDM com prop
[cMpc] [ M] [ M] [ckpc] [pkpc]
Ref-L100N1504 100 2 × 15043 1.81 × 106 9.70 × 106 2.66 0.70
AGNdT9-L050N0752 50 2 × 7523 1.81 × 106 9.70 × 106 2.66 0.70
Recal-L025N0752 25 2 × 7523 2.26 × 105 1.21 × 106 1.33 0.35
Table 2. Values of parameters that differ between the simulations. These
parameters affects the subgrid physics from star formation and from black
holes used in this work; nH, 0 y nn affect the fraction of the available energy
injected from SN II into the ISM (see S15); Cvisc and TAGN affect the BH
accretion rates and the energy released from AGN as indicated in the text.
Simulation prefix nH, 0 nn Cvisc TAGN
[cm−3] [K]
Ref 0.67 2/ln 10 2π 108.5
AGNdT9 0.67 2/ln 10 2π × 102 109
Recal 0.25 1/ln 10 2π × 103 109
Particle displacements and velocities are calculated using second-
order perturbation theory (Jenkins 2010).
The setup of these simulations gives a mass resolution of
9.7 × 106 M for dark matter (and 1.81 × 106 M for baryonic)
particles. The gravitational interaction between particles is calcu-
lated using a Plummer potential with a softening length of 2.66
comoving kpc limited to a maximum physical size of 0.70 kpc. The
box sizes, particle numbers and mass and spaced resolutions are
summarized in Table 1.
2.2 Subgrid physics
The galaxy formation subgrid physics included in these simulations
is largely based on that used for the OWLS project (Schaye et al.
2010, see also Crain et al. 2009). Many improvements have been
implemented, in particular in the modelling of stellar feedback and
black hole growth. We provide a brief overview below. Further
details can be found in S15 and an extensive comparison of the
effects of varying the subgrid physics parameters is given in C15.
The values of the parameters that differ between the simulations
can be found in Table 2.
(i) Radiative cooling and photoheating, star formation and stel-
lar feedback.
Radiative cooling and photoheating are as described in Wiersma
et al. (2009a). The radiative rates are computed element by element
in the presence of the cosmic microwave background (CMB) and
the UV and X-ray background radiation from quasars and galaxies
(model of Haardt & Madau. 2001). Eleven elements are tracked. The
radiative cooling and heating rates are computed with the software
Cloudy (Ferland et al. 2013). Prior to reionization, the gas is in
collisional ionization equilibrium and no ionizing background is
present.
Star formation is implemented following the model of Schaye
& Dalla Vecchia (2008), including a metallicity dependent density
threshold, n∗z ∼ Z−0.64 (Schaye 2004) above which gas particles are
allowed to form stars. The model parameters are chosen to repro-
duces the empirical Schmidt–Kennicutt law which is encoded in
terms of a pressure law. A temperature floor is imposed as a func-
tion of density, P ∝ ργ eff , for gas with γ eff = 4/3. This value of
γ eff leads to the Jeans mass, and the ratio of the Jeans length to the
SPH kernel length, being independent of density, avoiding spurious
fragmentation due to a lack of resolution. Gas particles are stochas-
tically selected for star formation and converted to collisionless star
particles. Each star particle represents a simple stellar population
formed with a Chabrier (2003) IMF.
Stellar evolution is implemented as described in S15 and Wiersma
et al. (2009b). The stellar mass-loss and consequent metal enrich-
ment of 11 elements are modelled via three channels: (1) AGB stars,
(2) Supernova (SNe) type Ia and (3) Massive stars and core collapse
SNe. The mass-loss of the stellar population, including metals, is
added to the gas particles that are within an SPH kernel of the star
particle.
Feedback from star formation is treated stochastically, using the
thermal injection method described in Dalla Vecchia & Schaye
(2012). The total energy available to inject into the ISM per core SN
is assumed to be 1051erg. This amount of energy is injected 30 Myr
after the birth of the star particle. Neighbouring gas particles are
selected to be heated stochastically based on the available energy,
and then heated by a fixed temperature difference of T = 107.5K.
The stochastic heating distributes the energy such that the cooling
time relative to the sound crossing time across a resolution element
allows the thermal energy to be converted to kinetic energy, limiting
spurious losses. The fraction of the available energy injected into
the ISM depends on the local gas metallicity and density.
(ii) Black hole growth and AGN feedback.
Haloes that become more massive than 1.48 × 1010 M are seeded
with black holes of 1.48 × 105 M (1.48 × 104 M for the sim-
ulation Small-seeds-L050N0752 presented in Appendix A) using
the method of Springel et al. (2005). In order to mimic dynam-
ical friction, at each timestep the black holes less massive than
100 times the initial mass of the gas particles are relocated to
the minimum of its local gravitational potential. SMBHs can then
grow via gas accretion, where the accretion rates are calculated
by the modified Bondi–Hoyle model presented in Rosas-Guevara
et al. (2015):
˙Maccr = min
(
˙MBondi
[
C−1visc(cs/V)3
]
, ˙MBondi
)
, (1)
where cs is the sound speed, V is the SPH-average circular speed of
the gas around the black hole and Cvisc is a viscosity parameter that
controls the degree of modulation of the Bondi–Hoyle rate, ˙MBondi,
in high circulation flows. SMBH accretion rates are also Eddington
limited. In contrast to Rosas-Guevara et al. (2015) and Booth &
Schaye (2009), EAGLE accretion rates do not include an additional
‘β-factor’ to boost the accretion rates when the surrounding gas
density is high. This parameter is largely degenerate with the Cvisc
parameter. The values of Cvisc in the simulations are found in Table 2.
SMBHs also grow via mergers when they are within their smoothing
length and have sufficiently small radial velocity. Further details
are given in S15. Following Springel et al. (2005), two masses are
adopted for BH particles: a sub grid mass that is applied to the
computation of the gas accretion rates and AGN feedback, and a
particle mass that is used in the gravitational calculations. Initially,
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the subgrid mass is smaller than the particle mass. Once the subgrid
mass exceeds the particle mass, the SMBH accretes stochastically
gas particles in its vicinity so both masses grow a step. This method
ensures that subgrid masses can be smaller than particle mass whilst
conserving the gravitating mass.
AGN feedback is implemented following the stochastic model
of Booth & Schaye (2009). Thermal energy is injected into the
surrounding gas as a fraction of the rest mass energy of the gas
accreted by the SMBH. Neighbouring gas particles of the SMBH
are stochastically selected and heated by a temperature difference
of T = 108.5K for the simulation Ref-L100N1504 and 109K for
the simulation AGNdT9-L050N0752. The scheme is similar to that
used to implement feedback from star formation, but uses a signif-
icantly higher heating temperature for the energy injection events.
It is important to emphasize the simplicity of the feedback scheme
that we adopt: a single mode of AGN feedback is implemented
throughout using a fixed efficiency of 0.1, from which, a fraction of
0.15 is coupled to the surrounding gas.
2.3 Simulation outputs
Most published papers by the EAGLE collaboration are based on
the analysis of 29 ‘snapshot’ outputs, containing the full informa-
tion on all particles at a particular redshift. These provide a good
census of the masses of SMBHs at one particular time. Since we are
interested in the dominant black hole of each dark matter halo, we
do not use the quantities tabulated in the public data base (McAlpine
et al. 2016) as these correspond to summed quantities of all SMBHs
within the halo. As discussed in that paper, these can differ signifi-
cantly in the case of low-mass black holes.
Although ‘snapshot’ outputs can be used to construct the AGN
luminosity function, the strong variability of AGN in the simula-
tion means that the statistics of luminous AGN are poorly sampled.
To obtain a better determination of the AGN luminosity functions,
we make use of the more frequent ‘snipshot’ outputs. These are
partial copies of the particle state of the simulation, which are out-
put in order to track critical simulation quantities with higher time
resolution. There are 406 (400, 406) ‘snipshots’ outputs for the
Ref-L100N1504 (AGNdT9-L050N0752, Recal-L025N0752) sim-
ulation, with a temporal separation between 10 and 60 Myr. In
the simulation, AGN are highly variable on significantly shorter
time-scales, and we average the luminosity functions in ranges of
snipshots in order to improve the statistical sampling of luminous
outbursts. A detailed analysis of AGN variability will be presented
in McAlpine et al. (in preparation). Although this procedure allows
us to reduce sampling uncertainties due to variability, it does not
allow us to include rare objects that are not present in the simulation
volume. In Appendix A, we compare simulations with different vol-
umes, but the same parameters. The analysis presented then suggests
that variability is the dominant uncertainty and that the procedure
we use does not appear to cause a significant underestimate of the
abundance of luminous AGN.
To give an impression of the size of the SMBH population, the first
SMBH appears in the Ref-L100N1504 simulation at z = 14.5, the
most massive black hole has a mass of MBH = 4.1 × 109 M and
is located in the most massive halo (which has a mass of M200 =
6.4 × 1014 M) at z = 0. The total number of SMBHs at z = 0
with mass larger than 106 M is 5627 of which 25 have masses
> 109 M, 505 have masses > 108 M and 1996 have masses
> 107 M.
2.4 Post-processing and definition of accretion regimes
As we have previously stressed, the subgrid models of SMBH accre-
tion and feedback used do not make any distinction between differ-
ent regimes of SMBH accretion. In post-processing, we distinguish
between the activity levels of SMBHs based on their Eddington
ratio,
λEdd ≡ ˙Maccr/ ˙MEdd, (2)
where ˙Maccr and ˙MEdd are the SMBH mass accretion rate and the Ed-
dington limit respectively. We define two ‘active’ accretion regimes.
For Eddington ratios larger than 10−2, we assume that the nuclear
disc around the SMBH is thin and radiative cooling is efficient. We
therefore assume that the luminosity of the disc can be described by
the standard Shakura–Sunyaev disc model (Shakura & Syunyaev
1973). Such sources will be highly luminous in X-rays. We will
refer to SMBHs in this regime as Shakura–Sunyaev discs (SSDs).
For λEdd in the range 10−4–10−2, we assume that the nuclear ac-
cretion disc is thick and radiatively inefficient. We will refer to
these SMBH as Advection Dominated Accretion Flows (ADAFs)
(Rees et al. 1982; Narayan & Yi 1994; Abramowicz, Chen & Taam
1995). By default, we assume that these sources make negligible
contributions to the X-ray luminosity function. Such sources are,
however, expected to dominate radio source counts. Finally, we
classify those with λEdd < 10−4 as inactive and assume that such
sources are essentially undetectable against the emission of the host
galaxy.
Note that the choice of a threshold in the Eddington ratio to define
both active states SSDs and ADAFs does not have a significant effect
on the X-ray AGN luminosity functions as shown in Appendix B.
2.5 Predicting X-ray observables
In this section, we describe the method used to predict X-ray lu-
minosities from the SMBH accretion rates. We consider only AGN
in the SSD regime (λEdd > 10−2). For such sources, the bolometric
luminosity is
Lbol = r1 − r
˙MBHc
2 = r ˙Maccrc2, (3)
where r is the radiative efficiency and is set to 0.1 as suggested by
Shakura & Syunyaev (1973).
We use the redshift independent bolometric corrections of Mar-
coni et al. (2004) to convert the bolometric luminosity into intrinsic
hard (2–10 keV) and soft (0.5–2 keV) X-ray band luminosities.
The bolometric corrections are third degree polynomial relations
defined as follows:
log10
(
LHX
Lbol
)
= −1.54 − 0.24L − 0.012L2 + 0.0015L3
log10
(
LSX
Lbol
)
= −1.64 − 0.22L − 0.012L2 + 0.0015L3, (4)
where L = log10(Lbol/L) − 12. The bolometric corrections are
computed with a template spectrum that is truncated at λ > 1µm to
exclude the IR bump (Marconi et al. 2004) produced by reprocessed
UV radiation. The correction is assumed to be independent of red-
shift. We note that Vasudevan & Fabian (2009) have suggested that
the bolometric corrections may be a function of the Eddington ratio,
but the differences are not significant except in AGN with λEdd <
10−2. Lusso et al. (2012) suggested that the bolometric corrections
could be lower than those of Marconi et al. (2004) at high bolomet-
ric luminosities, but the offset is small in the context of this work.
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Hopkins, Richards & Hernquist (2007) also proposed expressions
for the bolometric corrections based on dust absorbed luminosities.
For us, this is inappropriate since we base our analysis on intrin-
sic X-ray luminosities. Thus, we opt for the relations of Marconi
et al. (2004) which has the benefit of being consistent with previous
studies. Hereafter, we always refer to luminosity LHX (LSX) as the
intrinsic luminosity in the 2–10 kev (0.5–2 keV) rest-frame energy
range.
The emission of AGN may be absorbed if the circumnuclear
environment is rich in gas and dust. The absorption is likely to be
highly anisotropic, making a fraction of sources undetectable in the
soft X-ray band. From the observational data, it is unclear whether
the obscured fraction is a function of redshift and other sample
properties. For example, early studies (e.g. Ueda et al. 2003; Steffen
et al. 2003) did not find clear evidence for a redshift dependence,
but recent studies have established that the obscured AGN fraction
increases with increasing redshift (e.g. Hasinger 2008; Treister, Urry
& Virani 2009; Ueda et al. 2014). Because of these uncertainties, we
prefer to compare the simulations to observed soft X-ray luminosity
functions for which the obscured fraction has already been taken
into account by simultaneously fitting to both hard and soft X-
ray data (Aird et al. 2015). In future work, we will investigate the
obscuration of AGN due to gas and dust, taking into account the
properties of the host galaxy.
3 R ESULTS
3.1 Properties of nearby SMBHs
The SMBH mass function provides a useful overview of the SMBH
population at low redshift. To determine the average SMBH mass
function with reduced sampling noise, we combine snipshot outputs
as explained in Section 2.3. Fig. 1 shows the SMBH mass func-
tion for the Ref-L100N1504 (dark blue line), AGNdT9-L050N0752
(light blue line) and Recal-L025N0752 (green line) simulations. In
order to facilitate comparison with later plots and observational
data, we include only the central black hole of each galaxy. The
level of agreement between simulations is good (better than 0.2
dex) for SMBHs with mass > 106 M. This level of agreement is
encouraging, but note that the EAGLE simulations were calibrated
to reproduce the normalization of MBH-Mstar relation at z = 0 (see
S15, fig. 10). It is interesting to note the similarity of the high-
mass end of the Ref-L100N1504 and AGNdT9-L050N0752 simu-
lations. Given the more effective AGN feedback in the AGNdT9-
L050N0752 model, we might have expected a divergence at the
massive end due to its greater gas mass-loss from galaxy groups.
Clearly this is not the case. In Appendix A, we show that for SMBHs
with mass 1.6 × 106 M the mass function depends strongly on
the seed black hole mass and we indicate this region by dotted lines.
It is interesting to compare the simulation SMBH mass functions
to the estimates based on observational data. Because SMBH masses
can be directly determined only in an incomplete sample of galaxies
(Kelly & Shen 2013), it is important to note that the observational
estimates of the SMBH mass function are indirect and must be
inferred from the correlations between SMBHs and the properties
of their host galaxy bulge. In the Fig. 1, we show estimate from
Marconi et al. (2004) (grey circles), Shankar et al. (2004) (grey
squares) and more recent data from Shankar (2013) (red and grey
regions). Shankar (2013) and Shankar et al. (2004) use the MBH-σ
correlation, while Marconi et al. (2004) use the relation between
SMBH mass and bulge luminosity. The simulated SMBH mass
function is in reasonable agreement with the observational estimates
Figure 1. The SMBH mass functions of AGNdT9-L050N0752 (light-blue),
Ref-L100N1504 (blue) and Recal-L025N0752 (green) at z = 0.1 The dotted
part of each curve corresponds to SMBH masses below to the initial mass
of a gas particle. The dashed part at the high-mass end indicates the SMBH
mass bins containing fewer than 10 objects per mass bin. The grey region
corresponds to the observational estimate of Shankar (2013) who uses the
MBH − σ relation from McConnell & Ma (2013), while the red region
corresponds to an estimate in which the SMBHs in the centre of Sa type-
galaxies are included. Older observational estimates from Marconi et al.
(2004) and Shankar et al. (2004) are shown as data points. The observational
estimates all infer the black hole mass function indirectly and the differences
are primarily driven by the choice of the MBH-σ calibration.
from Shankar et al. (2004) and Marconi et al. (2004) over a wide
mass range, but underestimates the abundance of the high-mass
SMBHs when compared to Shankar (2013). This discrepancy is
somewhat surprising since both the simulation and Shankar (2013)
are calibrated to SMBH masses from McConnell & Ma (2013).
The discrepancy, and the variance between observational estimates,
illustrates the uncertainty in deriving the SMBH mass function
from observational data. Indeed, Shankar (2013) note that adopting
different variations of the SMBH scaling relations leads to large
variations in the inferred SMBH mass function, since the scatter
and mass range covered by the data must be taken into account. For
example, Shankar (2013) show that the low-mass end of their mass
function depends strongly on how the MBH-σ correlation is applied
to galaxies of different morphological types. The red region assumes
that the relation can be applied regardless of morphology, while the
grey region assumes that Sa and late-type galaxies do not have
an SMBH. Thus, although there are some differences between the
simulated SMBH mass function and the more recent observational
estimates, these depend heavily on how the observational calibration
data is extrapolated. For this reason, it is far better to validate the
simulation by comparing to the black hole mass-stellar mass relation
directly and in Schaye et al. (2015) we show that the simulation
reproduces the observational data within their uncertainties.
Integrating the mass function, we obtain the predicted black
hole mass density at z = 0.1. In the Ref-L100N1504 simu-
lation, we find it to be 2.6 × 105 MMpc−3, closely match-
ing the observational value estimated by Yu & Tremaine (2002)
(2.6 ± 0.4 × 105 MMpc−3, adjusted to Planck Cosmology pa-
rameters), whose calculations are based on the velocity dispersion
of early-types galaxies in the Sloan Digital Survey (SDSS). This
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Figure 2. The contributions of different accretion regimes to the predicted
SMBH mass function for the Ref-L100N1504 simulation at z = 0.1. The
dotted part of each curve corresponds to masses smaller than the initial mass
of a gas particle and the dashed part of the curve to mass bins containing
fewer than 10 objects. The dark blue line is the total SMBH population, the
light blue line corresponds to inactive SMBHs (λEdd < 10−4), the green
line to SMBHs accreting as ADAFs (10−4 ≤ λEdd < 0.01) and the red line
to SSDs (λEdd ≥ 0.01). Purple lines in the figure show the effect of also
requiring the SSD sources to exceed a luminosity limit, as would be the case
in an observational survey. The figure shows that inactive SMBH dominate
the SMBH mass function over a wide mass ranges, with a negligible con-
tribution to the most massive SMBHs (>108 M) from SSDs. Comparing
the contributions of different accreting SMBHs to the total SMBH mass
function, the average ‘duty cycle’ of SMBHs is determinated. The predicted
duty cycle for SSDs is ∼0.01 in agreement with observational estimates.
value is also consistent with the result from Aird et al. (2010) who
used hard X-ray luminosities to compute the total energy released by
the SMBH population through time (2.2 ± 0.2 × 105 MMpc−3),
although is lower than the estimate of Marconi et al. (2004)
(4.6+1.9−1.4 × 105 MMpc−3).
In Fig. 2 we dissect the SMBH mass function according to
accretion regime. We distinguish inactive SMBHs (light blue),
ADAFs (green) and SSDs (red). The three SMBH populations differ
greatly in normalization. Most SMBHs are inactive, corresponding
to 70 per cent of the total SMBH population with MBH > 107 M,
while ADAFs (green line) correspond to 29 per cent and SSDs cor-
respond to only ∼1 per cent of the population. The figure shows
results from the Ref-L100N1504 simulation, but the breakdown is
similar in the other simulations. Since SMBHs frequently switch
between states between output times, we can view the differences
in normalization as an average duty cycle, and interpret the relative
normalization of the mass functions as the probability of finding an
SMBH in any given state.
The duty cycle, that is the fraction of the time an SMBH is
active, shortens with increasing SMBH mass, with the probabil-
ity of classifying an SMBH as an active SSD varying from 0.05
for MBH ∼ 106 M to 0.01 MBH ∼ 108 M. At higher masses, the
probability of finding a present-day SMBH in the SSD state becomes
extremely small. Restricting the comparison to the SMBH popula-
tion with MBH > 107 M, the SSD fraction is 0.02 on average. This
is consistent with the observational estimates of the average AGN
lifetime for MBH < 108 M that corresponds to 3−13 × 107 years
(e.g. Yu & Tremaine 2002; Marconi et al. 2004).
These trends are not particularly sensitive to the choice of the
threshold used to define SSD systems; however, an observational
survey will only detect black holes that exceed an X-ray luminos-
ity (or flux) limit. Purple lines in Fig. 2 show the effect this has
on the fraction of black holes that are detectable in an ideal hard
(2–10 keV) X-ray survey. Our estimates account for bolometric
corrections (as described in Section 2.5) but do not account for
additional selection effects, such as the difficulty of distinguish-
ing faint AGN from emission associated with star formation. We
focus on the results for an observational survey with a luminos-
ity limit of LHX > 1043 erg s−1. For the highest mass black holes,
all the SSD systems are detected, but below a black hole mass of
108 M, the observable population become increasingly biased.
For black holes of mass 107 M, the detected population accounts
for only 6 per cent of the SSD population and 0.3 per cent of
all black holes of that mass. As black hole masses drop below
106 M, the population becomes undetectable because of the Ed-
dington limit. Fortunately, in practice, observational surveys are
flux limited so that a range of luminosity limits can be probed;
nevertheless, this exercise highlights the difficulty of constructing a
complete census of the black hole population. We examine the X-ray
emission of the simulation’s black hole population in more detail
in Section 3.3.1.
3.2 Properties of high-redshift SMBHs
Having examined the properties of SMBHs at low redshift, we now
investigate the evolution of SMBHs. We will look at the evolution of
the SMBH mass function, the λEdd-MBH distribution and the SMBH
mass-halo mass relation.
3.2.1 The SMBH mass function
Fig. 3 investigates the evolution of the SMBH mass function. Be-
tween z = 5.1 and z = 1.0, the normalization of the SMBH
mass function rapidly evolves by an order of magnitude. While
the overall normalization changes little at lower redshifts (z <
1), the abundance of the most massive objects increases as the
break in the mass function becomes shallower with cosmic time,
and the dip seen at low masses at intermediate redshifts is filled
in. The evolution of the SMBH mass function is similar to
the evolution of the galaxy stellar mass function (see Furlong
et al. 2015a, fig. 2).
In Fig. 4, we show the evolution of the different accretion regimes.
The contributions of ADAFs (green lines), SSDs (red lines) and
inactive SMBHs (light blue) evolve relative to each other. At z < 2
the abundance of the SMBH mass function is dominated by ADAFs
and inactive SMBHs, preserving a similar shape to the total SMBH
mass function. In contrast, the SSD population evolves rapidly in
normalization from z= 2 to z= 0.1, also showing a rapid decrease in
characteristic mass. This is a feature of AGN ‘downsizing’ which
we will return in the following sections. At z > 2 the inactive
SMBH population declines and the dominant populations are SSDs
and ADAFs. The results described above show that there is switch
in the nature of black hole accretion with cosmic time. Below z
= 2, the population is dominated by inactive SMBHs or ADAFs
and only a tiny fraction is undergoing strong accretion. At high
redshift, SMBHs undergo much more frequent high Eddington-rate
accretion events.
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Figure 3. The evolution of the SMBH mass function from z = 5.1 to z =
0.1 in the Ref-L100N1504 simulation. The dotted part of the SMBH mass
function corresponds to masses smaller than the initial mass of gas particles.
The dashed part corresponds to mass bins containing fewer than 10 objects.
Colours represent different redshifts as indicated in the legend. The SMBH
mass function shows a rapid evolution in the normalization over the whole
mass range from z = 5.1 to z = 1. Towards lower redshifts (z < 1), the
evolution is mostly restricted to a flattening of the slope at the high-mass
end.
3.2.2 The λEdd-MBH plane
In Fig. 5 we show Eddington ratio, λEdd = ˙MBH/ ˙MEdd, as a function
of black hole mass in the Ref-L100N1504 simulation from redshifts
0–5. Overall, the median Eddington ratio decreases as a function
of the black hole mass, with the SMBHs with mass 106–107 M
the most active population in the simulation through cosmic time.
However, there is large scatter (∼2 dex) in the distribution of Ed-
dington ratios for any given SMBH mass due to the high variability
of the mass accretion rates.
For a given SMBH mass, the median value of λEdd moves to-
wards lower values as redshift decreases. This trend is more evident
in SMBHs with MBH < 107 M, where the median of log10λEdd
declines from ∼−1 at z = 3 to −3 at z = 0. For SMBHs with
higher mass, the median changes less dramatically, consistent with
the difference in the evolution of the active and inactive SMBH
populations shown in Fig. 4. The figure also highlights that SMBHs
of mass <107 M have an increasing tendency to be limited by the
Eddington accretion rate at higher redshift, making it possible to
build quasar-mass black holes early in the history of the Universe. In
general, however, the SMBHs in the simulation accrete well below
their Eddington limit.
3.2.3 The MBH-M200 relation
Fig. 6 shows the evolution of the central SMBH mass–halo mass
relation for different redshifts from z = 5 to z = 0.
We also include the estimates at z= 0 from observations of strong
gravitational lenses by Bandara, Crampton & Simard (2009) as
grey diamonds and the grey line. In comparison to the simulations,
Figure 4. Evolution of the SMBH mass function split by accretion regime: light-blue lines correspond to inactive SMBHs (λEdd < 10−4), green lines to
SMBHs accreting as ADAFs (10−4 ≤ λEdd < 10−2) and red lines to SSDs (λEdd ≥ 10−2) from z = 0.1 to z = 5.1. At low redshift, the mass function is
dominated by the inactive and ADAFs population, whereas at high redshift, the SSDs and ADAFs are the most abundant.
MNRAS 462, 190–205 (2016)
SMBHs in EAGLE Universe 197
Figure 5. Evolution of the Eddington ratio distribution (λEdd = ˙MBH/ ˙MEdd), plotted as a function of black hole mass. Median and average λEdd are shown as
solid blue and dashed pink lines, respectively. Only SMBHs with MBH > 106 M are shown. The grey solid line repeats the median of the distribution at z =
0. The coloured region represents the 10th and 90th percentiles of the distribution. λEdd increases as redshift increases, particularly for lower mass black holes.
SMBHs with MBH  107 M have an increasing tendency to be limited by the Eddington accretion rate at z > 2.
Figure 6. The MBH-M200 relation for various redshifts from z = 0 to z = 5. Solid lines represent the median for the simulations Ref-L100N1504 (dark blue)
and AGNdT9-L050N0752 (light blue). Circles show individual haloes for bins with less than 10 haloes per dex mass bin. Coloured regions represent the 10th
to 90th percentiles of the distribution, and the dark dashed line represents the MBH-M200 relation at z = 0. Grey diamonds show observational estimates from
Bandara et al. (2009) and the grey solid line the fit to the MBH-M200 relation found in that paper. The dotted horizontal line shows the BH seed mass. The
MBH-M200 relation undergoes a transition for haloes with M200 ∼ 1011.6 M. The transition evolves little with redshift, showing only a tendency to be slightly
more abrupt at higher redshifts.
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Bandara et al. (2009) find a steeper relation, but this calculation was
based on the assumed form of the MBH-σ relation and not on direct
observations of the mass of the central SMBHs.
The two simulations agree closely, and both show rapid BH
growth in the halo mass range 1011.5–1012.5 M demonstrating that
this rapid growth phase does not depend on the details of the SMBH
feedback scheme (or indeed the SMBH seed mass, as we show in
Appendix A). The origin of this transition will be investigated in
Bower et al. (in preparation), showing that it emerges as a result
of a change in the hot gas content of the halo (see also Bower
et al. 2006). In halo masses below the transition, the gas content of
galaxies is regulated by stellar feedback; however, in more massive
haloes, supernova-driven outflows stall as the hot halo becomes es-
tablished and the gas content of the galaxy is regulated by the more
energetic SMBH driven feedback. The median MBH-M200 relation
evolves very little with redshift, so that at z = 2 many massive
SMBHs have already been assembled and a population of haloes
with M200 > 1012 M already host SMBHs with MBH > 108.5 M.
At higher redshifts the transition between the SMBH mass regimes
becomes more abrupt, and SMBHs in this regime must grow rapidly
as their halo mass increases which is consistent with the increas-
ing median Eddington ratio seen in Fig. 5. SMBHs in higher-mass
haloes (>1012 M) have released enough energy into the host halo
to ensure that the cooling time becomes long, and the galaxy is
starved of further fuel for star formation. This later process results
in a self-regulated growth as noted by Booth & Schaye (2010)
leading, together with the BH growth due to mergers, to the small
scattering well-defined slope seen in Fig. 6.
3.3 Observable diagnostics of SMBH growth
In this section we investigate observables related to gas accretion
on to SMBHs. We will focus on the hard and soft X-ray AGN
luminosity functions and the evolution of the space density of AGN
in hard X-rays through cosmic time.
3.3.1 Hard X-ray luminosity functions
Fig. 7 shows the predicted hard (2–10 keV) X-ray luminosity func-
tion (HXRLF) over the redshift range 0–5. Intrinsic X-ray lumi-
nosities have been derived using the bolometric corrections de-
scribed in Section 2.5, and include only SMBHs in the SSD regime.
We show two simulations, Ref-L100N1504 (dark blue lines) and
AGNdT9-L050N0752 (light blue lines). The HXRLF shows strong
Figure 7. Evolution of the hard (2–10 keV) X-ray luminosity functions in simulations Ref-L100N1504 (dark blue) and AGNdT9-L050N0752 (light blue).
Each panel corresponds to a different redshift bin as indicated. The simulation curves are dashed where there are fewer than 10 AGN per dex luminosity bin.
Green circles correspond to the observational estimates from Miyaji et al. (2015), red pentagons to Aird et al. (2015) and bright blue hexagons to Buchner
et al. (2015). Comparing the simulations to each other, we find good agreement at all redshifts with differences no larger than 0.2 dex in normalization. The
abundance of AGN of a given luminosity increases up to z ≈ 2 and then declines. Compared to the observations, the simulations match the data well for z <
0.8, but for 1.2 < z < 4.0 they underestimate the abundance of AGN with luminosities greater than LHX > 1044 erg s−1, and may overestimate the abundance
of fainter sources. The differences for brighter sources are, however, affected by the limited volume of our simulation.
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Figure 8. An illustration of the plausible impact of unresolved AGN variability on the hard X-ray luminosity function in EAGLE. Blue solid lines and points
reproduce respectively model Ref-L100N1504 and observations of Fig. 7. Red dash–dotted and dashed lines represent the hard X-ray luminosity function
convolved with a log-normal distribution of width 0.3 and 0.5 dex, respectively to illustrate the impact of variability not resolved by the simulations. The
mean of convolution kernel is set in order to conserve the total energy released. Unresolved variability does not significantly alter the comparison between the
observed luminosity function and the simulation prediction.
evolution in shape and normalization in both simulations. Below
z = 2 the simulations agree with each other within 0.2 dex in nor-
malization, with AGNdT9-L050N0752 slightly above the HXRLF
of Ref-L100N1504. At z > 2 the simulations are still similar but
present higher discrepancies in the bright end of the HXRLF. The
bright end of the HXRLF may be affected the limited statistics avail-
able in our volume or by variability on short time-scales that is not
resolved.
We also compare the predicted HXRLF to recent observational
estimates based on the deep X-ray fields from Miyaji et al. (2015)
(green circles), Aird et al. (2015) (red pentagons) and Buchner et al.
(2015) (bright blue hexagons). Overall, the comparison between the
observations and simulations is encouraging, given the simplicity
of the subgrid model used. We stress that the parameters of SMBH
growth and AGN feedback were calibrated to match the stellar mass
function at z = 0.1 and the normalization of the MBH-Mstar relation,
not to match the evolution of AGN. Looking in detail, the observa-
tions are in good agreement (within the observational error bars) out
to z = 0.8; however, at 1.2 < z < 4.0 and higher luminosities (LHX
> 1044 erg s−1), the simulation HXRLF appears to decline with LHX
more quickly than seen in the observations. The discrepancy does
not appear to be due to the sampling statistics but we cannot en-
tirely rule out the possibility that it is due to the finite volume of the
simulation (see Appendix A) because we sample a relatively small
number of massive galaxies in the simulations. Above z ∼ 2, there
is an overabundance of low luminosity (LHX < 1043 erg s−1) AGN in
EAGLE. In this regime, however, the observational constraints are
quite uncertain, as can be seen by comparing different observational
data sets.
We have mentioned previously that one possible factor that af-
fects the HXRLF is the variability of AGN that is not resolved in the
simulation. Short time-scale variations could originate from fluc-
tuations in accretion disc viscosity, for example. In galactic binary
systems such as stellar remnant compact objects, order of magnitude
variations in the accretion rate arise from the ionization instability in
accretion discs, and similar instabilities may be present in SMBHs
(Done, Gierlin´ski & Kubota 2007). Such ‘flickering’ cannot be re-
solved in our simulations which only attempt to model variations in
the gas supply rate on 102 pc scales.
An illustration of the effect of short-time-scale variability is
shown in Fig. 8. Here, we show the effect of convolving source
luminosities with a log-normal distribution with σ between 0.3 and
0.5 dex per luminosity.
We have chosen the log-normal distribution as a simple way to
illustrate the potential impact of flickering since we are interested in
the effect of order of magnitude variations in source luminosity. It is
important to note that the central value of the convolution kernel has
been set so that the average (expectation) luminosity is independent
of σ . We have explored relatively high σ values in order to assess
the maximum impact of unresolved variability in the simulation.
A source with σ = 0.5 is, instantaneously, an order of magnitude
brighter or fainter than the mean luminosity for 5 per cent of the
time, and a factor of 3 brighter or fainter for 32 per cent of the time.
Values higher than 0.5 would imply that the instantaneous LHX is
almost unrelated to the SMBH accretion rate.
Solid lines reproduce the Ref-L100N1504 simulation and obser-
vational data from Fig. 7. The effect of including unresolved vari-
ability is shown as red dot–dashed and red dashed lines in Fig. 8.
As the width of the convolving Gaussian is increased intrinsically
low luminosity sources scatter in the high luminosity bins, and the
simulation tends to agree better with the observational data. The
overall effect is relatively small, however, and does not seem able to
reconcile the simulation with the observational data. The convolu-
tion has little effect on the fainter luminosities (LHX < 1043 erg s−1)
and so cannot account for the overabundance of faint sources in the
simulation at z > 4. We have already stressed that the observational
measurements are uncertain in this regime.
Although the volume of the simulation is rather small for the
characterization of extreme high redshift events, for completeness
we show the predicted hard X-ray luminosity function in EAGLE
at z = 5–11 in Fig. 9. We see that the HXRLF amplitude decreases
with redshift and evolves rapidly in shape. Above z = 8, the simu-
lation suffers from particularly poor sampling for AGNs with LHX
> 1043 erg s−1 (indicated by the dashed line). Comparing to obser-
vational estimates from Buchner et al. (2015), we find reasonable
agreement between z = 5.1 and 7 over the luminosity range that
we are able to probe. Observational data is not available at higher
redshifts in this luminosity range, and the figure presents the model
predictions.
3.3.2 Soft X-ray luminosity function
Soft (0.5–2 keV) X-ray measurements provide a useful comple-
ment to hard X-ray surveys. The evolution of the soft X-ray AGN
luminosity function (SXRLF) has been investigated by e.g. Miyaji,
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Figure 9. Hard X-ray luminosity functions of AGNs from z= 5.1 to z= 11.
The HXRLF amplitude and shape evolve rapidly as redshift decreases. We
compare the simulations with observations from Buchner et al. 2015 (open
points with error bars), finding good agreement at z = 5.1 and 7 over the
luminosity range that can be compared. No observational data is available
at higher redshift.
Hasinger & Schmidt (2000), Hasinger, Miyaji & Schmidt (2005),
Aird et al. (2015). A complication, however, is that an uncertain
fraction of sources will be obscured by the gas column along the
line of sight through the host galaxy to the AGN. Rather than trying
to model the effects of obscuration in the simulation, we compare to
the results of Aird et al. (2015) in which the effects of obscuration
have been empirically corrected.
Fig. 10 shows the SXRLF for the simulation Ref-L100N1504
(solid lines). To illustrate the importance of obscuration, we have in-
cluded blue dot–dashed lines to show the expected abundance of de-
tectable (i.e. unobscured) objects using the prescription of Hasinger
(2008). Comparing the SXRLF with obscuration to the one without,
the fraction of obscured AGN can vary between 0.83 and 0.01 with
the largest values found at low luminosities (LSX < 1042 erg s−1)
and the smallest at high luminosities (LSX > 1044 erg s−1). Note,
however, that these ratios are not a theoretical prediction of the
simulations, but the effect of corrections derived from
We compare the predicted SXRLF (solid lines) to the observa-
tional estimates from Aird et al. (2015) (red pentagons). The ob-
served counts are corrected for the effects of obscuration by com-
paring the hard- and soft-band X-ray data. The data points should
therefore be compared to the solid lines derived from the simula-
tions. The simulation broadly reproduces the observed evolution
across cosmic time, particularly for the faintest part of the SXRLF
(LSX < 1042.5–44 erg s−1) at z < 2. Even at low redshift, the brightest
part of the SXRLF is steeper than observed, but the discrepancy is
only greater than the observational uncertainties in the region where
we have fewer than 10 sources per bin (shown as dashed lines).
As we discussed above, we would expect some additional con-
tribution from unresolved variability, and we show the effect of
log-normal luminosity variations between width of 0.3 and 0.5 dex
as red dot–dashed and red dashed lines, respectively. As we found
in Fig. 8, this has relatively little impact. Towards high redshifts (3
< z < 4), the simulations predict a higher amplitude of the SXRLF
(particularly at luminosities of LSX ∼ 1043 erg s−1). This might in-
dicate an overabundance of the faint AGN in the simulations, but
may also be due to a greater redshift dependence of obscuration
than accounted for by Aird et al. (2015).
However, a similar over-abundance is seen in both soft and hard
X-ray luminosity functions, and in general in both X-ray bands the
luminosity functions follow a similar evolution. It seems therefore
that the offset between the simulation and the observations must
either be real (in the sense that the numerical implementation of
SMBH accretion used in the simulations generates an excess of low
luminosity sources) or be due to observational selection effects (for
example, we have not attempted to model observational selection
effects such as the difficulty of detecting faint AGN against the
galaxy’s nuclear star formation).
In general terms, the evolution of the SXRLF in the simula-
tion evolves in broad agreement with the observational constraints,
opening a window to explore more deeply the connection between
BH accretion rates, obscuration and the gas and star formation prop-
erties of galaxies.
3.3.3 Evolution of the comoving number density of AGN
Fig. 11 shows the evolution of the comoving number density of
AGN in the simulation Ref-L100N1504 (solid lines). As we dis-
cussed above, some AGN variability may not be accounted for in
the simulation and we illustrate the effect of convolving source
luminosities with a log-normal distribution of width 0.3–0.5 dex.
Figure 10. Evolution of the soft X-ray luminosity function. Each panel represents the SXRLF at different redshifts from z = 0−4 as indicated. Solid lines
represent the SXRLF in the simulation Ref-L100N1504, with blue dashed lines showing the luminosity bins containing fewer than 10 AGN per dex luminosity
bin. Blue dot–dashed lines represent the SXRLF when empirical obscuration estimates are applied to the simulation data. The simulation results are compared
to the observational estimate of Aird et al. (2015) (red pentagons) which includes a correction for obscuration and should thus be compared to the solid lines
from the simulation. Red lines represent the SXRLF convolved with log-normal luminosity variations of 0.3 (dot–dashed lines) and 0.5 (dashed lines) in dex,
bringing the simulation into slightly better agreement with the observations. Discrepancies in the abundance at fainter luminosities could be the result of a
more rapid evolution of the obscuration, however, similar discrepancies are seen in Fig. 7.
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Figure 11. Evolution of the comoving number density of AGN in simu-
lation Ref-L100N1504, broken into three different hard X-ray luminosity
bins: blue solid lines correspond to AGN with LHX = 1042−43 erg s−1, light
blue lines to AGN with LHX = 1043–44 erg s−1 and green lines to LHX =
1044–45 erg s−1. The solid lines become dashed when there are less than 10
objects per dex luminosity bins. Observational estimates from Ueda et al.
(2014), from Aird et al. (2015) and the values obtained by integrating the ob-
servational estimates from Buchner et al. (2015). The hexagons with arrows
represent values that where estimated within a smaller redshift bin. The evo-
lution of the comoving number density of AGN with LHX = 1042–43 erg s−1
and LHX = 1043–44 erg s−1 is similar to the observed estimates for z  1.5
but declines more slowly with redshift than suggested by the observations
at z > 2. The abundance of the brightest AGN is affected by the size of the
simulation and additional variability not captured by the simulation. Thinner
lines illustrate the effect of convolving AGN luminosities with log-normal
flickering of 0.3 and 0.5 dex.
We split the AGN population into three luminosity bands as in-
dicated in the legend. This figure reproduces the information al-
ready seen in Fig. 8, but allows us to investigate the evidence for
AGN ‘downsizing’ more clearly. In the observational data, higher
luminosity sources peak in abundance at progressively higher red-
shifts. A similar trend is seen in the simulations: brighter AGN
(LHX = 1044–1045 erg s−1; green lines) peak at redshifts greater than
3 while fainter AGN (LHX = 1042–1043 erg s−1; dark blue lines) peak
at z ≈ 1.4.
For comparison, we show recent estimates from Ueda et al. (2014)
and Aird et al. (2015). We also show values obtained by integrat-
ing the luminosity functions from Buchner et al. (2015). There is
reasonable agreement between simulations and observations for the
lower luminosity bins, LHX = 1042–1043 erg s−1 (dark blue line) and
LHX = 1043–1044 erg s−1 (light blue line), out to z ∼ 1.5. Moving
towards higher redshifts, the simulations predict too many faint
AGN in comparison to observations, the discrepancy becoming al-
most 0.8 dex in the comoving number density at z ∼ 5. We note,
however, similar discrepancies are seen in observational data due to
uncertainties in detecting faint AGN at high redshifts. For example,
the comoving number density of AGN of LHX = 1042−1043 erg s−1
from Ueda et al. (2014) (blue circles, 10−4.4 cMpc−3) is higher by 0.8
dex compared to Aird et al. (2015) (blue pentagons, 10−5.2 cMpc−3)
at z ∼ 5.0. Moreover, Giallongo et al. (2015) recently reported a
more abundant population of faint AGNs at z = 4–6 by studying
AGN candidates from the multiwavelength CANDELS deep sur-
veys (Grogin et al. 2011; Koekemoer et al. 2011). The sample was
initially selected by the UV rest frame of the parent galaxy and thus
is able to account for sources with marginal X-ray nuclear detec-
tions. This population might extend to even higher redshift (z >
10). Madau & Haardt (2015), based on this result, suggest that such
contribution of active galaxies drives the reionization of hydrogen
and helium satisfying several observational constrains such as the
observed flatness of HI photoionization rate between z = 2 and z =
5 and the estimated integrated Thompson scattering optical depth (τ
= 0.056) found in the Lyman α opacity of the intergalactic medium
and cosmic microwave (CMB) polarization.
The comoving number density of the brightest AGN is low in
the simulations compared to the observational estimates. However,
the comoving number density of the brightest AGN can be affected
by additional AGN variability combined with the low numbers of
bright AGN in the finite simulation volume. As we show in the
figure, convolution with log-normal flickering of 0.5 dex goes some
way to account for the high abundance of bright AGN seen in the
observations.
Overall, while the ‘downsizing’ trend is present in the simula-
tions, it is not as clear as suggested by the observational data. In
particular, the abundance of AGN of a particular luminosity has
a broader plateau than suggested by observations, principally be-
cause the rapid decline observed in the abundance of faint AGN
at high redshift seen in observations is shallower in the simula-
tions. At almost all redshifts, however, the simulations tend to un-
derpredict the abundance of the brightest AGN, and their peak of
their abundance occurs at too high redshift. We should be care-
ful not to over-interpret this apparent discrepancy, however, since
the abundance of these objects is poorly sampled in the simulation
volume.
4 C O N C L U S I O N S
We have examined the evolution of supermassive black holes
(SMBHs) across cosmic time predicted by the EAGLE simulations
(S15, C15). The EAGLE project consists of a suite of hydrody-
namical simulations with state-of-the-art subgrid models of galaxy
formation including radiative cooling, star formation, reionization,
abundance evolution, stellar evolution and mass-loss, feedback from
star formation, and SMBH growth and AGN feedback. The param-
eters of these subgrid models were calibrated to reproduce the ob-
served galaxy mass function and sizes at z = 0.1. In particular, the
efficiency of AGN accretion and feedback were set to reproduce the
break in the stellar mass function at z = 0.1 and the normalization
of the SMBH mass-stellar mass relation at z = 0. It is important
to emphasize that the subgrid models of SMBH growth and AGN
feedback do not make any explicit distinction between quasar and
radio modes, and that we only distinguish sources with high and
low Eddington ratios during the analysis. The main findings are
summarized as follows:
(i) The main properties of nearby SMBHs are reproduced well in
the EAGLE simulations. Within the observational uncertainties, the
z = 0 SMBH mass function is similar to estimates from Shankar
et al. (2004), Marconi et al. (2004) and Shankar (2013), and the
density of SMBHs in the local Universe is also comparable to
that observed. This agreement is partly the result of the calibra-
tion strategy (see Fig. 1). As a post-processing step, we divide
the present-day black hole mass function as a function of Edding-
ton ratio, λEdd. We associate sources with λEdd ≥ 10−2 with X-ray
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luminous Shakura–Sunyaev discs (SSDs), sources with 10−4 ≤ λEdd
< 10−2 as Advection Dominated Accretion Flows (ADAFs) and
classify that sources with λEdd < 10−4 as inactive. At low redshift
the mass function is dominated by inactive and ADAF black holes
(Fig. 2). Assuming that SMBHs cycle between the SSD, ADAF
and inactive states, we estimate that the duty cycle for SMBHs in
the SSD state is ∼0.01, which is comparable to the observational
estimates (e.g. Soltan 1982; Yu & Tremaine 2002; Marconi et al.
2004).
(ii) The mass function of SMBHs in the EAGLE simulation
evolves rapidly in amplitude from z > 5 to z = 2. At redshift
2 a large fraction of the MBH > 107 M population has already
been formed (Fig. 3). Between z = 2 and the present-day the mass
function evolves more gradually in normalization. When we break
this evolution down by accretion state, we find that luminous SSD
systems, while a minor contribution at the present-day, become in-
creasingly dominant at high redshift (Fig. 4). This trend can also
be clearly seen by examining the evolution of the Eddington ratio
distribution directly (Fig. 5).
(iii) We examine the dependence of black hole mass on the dark
matter halo mass, M200 (Fig. 6). The MBH–M200 relation has a char-
acteristic shape, with SMBH masses growing little above the seed
mass in haloes less massive than ∼1012 M, but showing a sharp
rise in more massive haloes. The fast growth of the SMBH ends
when its mass exceeds MBH ∼ 108 M. SMBHs follow an almost
linear trend with M200 in larger haloes. The characteristic shape of
this relation evolves little with redshift, with a suggestion that the
steep rise in mass becomes more abrupt as redshift increases.
(iv) The black hole mass function, the Eddington ratio distribu-
tion and the SMBH dependence on halo mass cannot be directly
observed and must be inferred by combining observational surveys
with, for example, a calibration between black hole mass and stellar
mass. To facilitate a more direct comparison between the model
and observational data, we compute the X-ray luminosity function
in the rest frame for SMBHs in the SSD state. We use bolometric
corrections from Marconi et al. (2004) to convert the bolomet-
ric output predicted by the model into the intrinsic hard and soft
X-ray luminosities. We compare the hard-band X-ray luminosity
functions with the observational measurements from Miyaji et al.
(2015), Aird et al. (2015) and Buchner et al. (2015) (Fig. 7). The
finite volume of the simulation limits the comparison to hard X-ray
AGN luminosities lower than LHX ∼ 1044 erg s−1. At low redshifts,
the simulations agree extremely well with the observational data.
At higher redshift (z > 1) the simulations tend to underpredict the
abundance of high luminosity sources with LHX  1044 erg s−1, al-
though we cannot rule out the possibility that this is a result of the
simulation’s limited volume. At z = 2 and above, the amplitude
of the predicted luminosity function appears higher than observed,
particularly around LHX ∼ 1043 erg s−1, although some caution is
required since we have not attempted to include observational selec-
tion effects (other than bolometric corrections) in our predictions.
We find a similar result when we compare to obscuration-corrected
soft-band X-ray luminosity functions from Aird et al. (2015).
(v) The hard X-ray luminosity functions we derive include the
effect of variability captured by the model due to gas flows on
kpc scales, but unresolved variability (for example due to flicker-
ing in the accretion disc) that may cause additional fluctuations in
luminosity. Given the steepness of the X-ray luminosity function,
this could have an important impact. However, we present a sim-
ple model based on additional log-normal distributed flickering to
show that this has only a limited impact on the comparison with
observational data (Fig. 8).
(vi) We investigate AGN downsizing in the simulation (Fig. 11).
The observed trend seen in observational data is qualitatively re-
produced: the comoving number density of higher luminosity AGN
peaks at higher redshift, and the simulations are in good quantitative
agreement with the observational data for LHX < 1044 erg s−1 at z
2. At higher redshifts, the simulations produce more active SMBHs
than observed, resulting in a shallower roll-over of the AGN abun-
dance. The finite volume of the simulations and the possible effects
of flickering make difficult to reliably compare the abundance of
the more luminous AGN. Taken at face value, the simulations do
not predict the rapid rise in the abundance of the brightest (LHX >
1044 erg s−1) objects seen in some observational surveys between z
= 0 and z = 2. Larger volume simulations, and a better understood
model for AGN flickering, are required to determine if this is due
to a real discrepancy between the hydrodynamical model and the
observational data.
The results we find are broadly consistent with other simula-
tions and semi-analytic calculations. For example, Fanidakis et al.
(2012) used a version of the semi-analytic GALFORM code, sim-
ilar to that of Bower et al. (2006), in which galaxy formation is
approximated as a network of analytic differential equations that
are applied to haloes that grow in a dark matter N-body simulation.
It is assumed that SMBHs grow either by accretion from the diffuse
gas halo, if this is stable against cooling, or as a result of gas flows
produced during merger and disc instability driven starbursts. The
semi-analytic model is able to probe large volumes and hence more
luminous sources, and the model indeed generates a population of
very luminous sources at high redshift, improving the match to the
observational data. Similarly to EAGLE, theses calculations do not
show the strong ‘down-sizing’ trend inferred from the observational
data and the authors conclude that the perceived evolution is largely
the result of obscuration.
Recently, Hirschmann et al. (2014) and Sijacki et al. (2015) have
presented an analysis of black hole properties in large volume cos-
mological simulations. Hirschmann et al. (2014) combined simu-
lations of a 500 Mpc region at low resolution (a factor of ∼100
higher than the particle mass of the Ref-L100N1504 simulation)
run to z = 0, with the results obtained from a 68 Mpc region with
a resolution similar to that of the EAGLE simulation, but run only
to z = 1. Their prescription of AGN feedback is extensively based
on Springel et al. (2005) and two explicit modes of AGN feedback
are assumed, namely, a quasar and a radio mode with a switchover
depending on the source Eddington ratio. The efficiency of feed-
back in radio mode is 4 times larger than that in quasar mode.
These models generally fit the observed AGN luminosity functions
reasonably well, although they also find that the abundance of LHX
∼ 1043 erg s−1 sources tends to be overestimated when the reso-
lution of their large volume calculation is increased. Accounting
for the differences in resolution and volume, their results appear
compatible with our own.
Sijacki et al. (2015) presented an analysis of SMBHs in the Il-
lustris simulation (Vogelsberger et al. 2014) which, while similar in
volume and resolution of our work, differs greatly in its implemen-
tation of AGN feedback and accretion on to SMBHs. In particular,
the Illustris simulation employs different schemes for feedback in
high and low Eddington ratio sources. In low accretion states radio
feedback is implemented by depositing energy in thermal ‘bubbles’
at some distance from the central galaxy (Sijacki et al. 2007). In
this high accretion mode feedback energy is dumped at the location
of the BH at every timestep, a procedure that is expected to result
in significant radiative losses at this resolution (e.g. Dalla Vecchia
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& Schaye 2012) The black hole mass function derived from the
Illustris simulations differs significantly in shape from that in
EAGLE, being essentially a power law that increases in steepness
as a function of mass. At low redshift, rare SMBHs (more massive
than MBH ∼ 109 M) are more abundant, but most of these SMBHs
accrete at rates less than 10−4 of the Eddington limit. The results
for the luminosity functions are broadly similar to ours (within the
uncertainty of the data that are shown). In particular, they also find
that the model tends to overpredict the abundance of moderate lu-
minosity (LHX ∼ 1043 erg s−1) AGN at z > 2. In terms of AGN
downsizing, the model does appear to capture the rapid decline of
the abundance of high-luminosity sources, although it is unclear
whether this is largely affected by the selection of sources based on
an Eddington ratio criterion of λEdd > 10−4, given the significant
difference in the black hole mass functions of the simulations.
Although most of our qualitative results seem compatible with
these earlier works. It is important to stress the greater simplicity of
the AGN feedback model used in EAGLE, and the fact that basic
galaxy properties like stellar masses and sizes are better reproduced.
It is therefore encouraging that the model, which uses a single mode
of AGN feedback and in which AGN feedback energy is a fixed
fraction of the accretion rate, captures so many of the trends seen in
observational data. The results we have presented from the EAGLE
simulations open a new window to investigate the co-evolution of
the SMBH growth and galaxy evolution. In future work, we will
investigate more consistently the obscuration of AGN due to gas
and dust by including the properties of the host galaxy. We will also
investigate the effects of AGN feedback on the host galaxies and
how this evolves through cosmic time.
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A P P E N D I X A : C O N V E R G E N C E T E S T S
Following the discussion of the numerical convergence in S15,
we use this appendix to investigate the impact of the simulation
volume on AGN observables. We also present the effects of vary-
ing the initial seed SMBH mass and simulation resolution on the
AGN luminosity functions. The simulations that we consider are
described in Table A1 and Table 1.
Fig. A1 investigates the sensitivity to the volume of the simulation
of the hard X-ray luminosity function (HXRLF) at z= 1, the median
of the z = 0 SMBH mass-halo mass relation and the SMBH mass
function at z= 0. Dash lines show the limit of our sampling statistics.
The left-hand panel of Fig. A1 shows a good convergence in the
HXRLF. The discrepancies for the HXRLF are smaller than 0.2 dex
between simulations in the brightest part of the HXRLF. The plots
in the figure also show excellent agreement within these limitations.
Fig. A2 shows the same panels, but compares the simulations
Ref-L100N1504 (blue), Small-seeds-L050N0752 (pink) and Recal-
L025N0752 (green). Although we compare different box sizes, the
previous figures show that this is not a concern providing that the
sampling statistics are appropriately accounted for. The left-hand
panel shows that the HXRLF is insensitive to resolution and to a
change in the model for AGN feedback. Decreasing the SMBH seed
mass by an order of magnitude has only a small effect (compared
to observational uncertainties) at the faintest luminosities shown.
The middle panel of Fig. A2 shows the median of the distribu-
tion of the MBH-M200 relation at z = 0. The median and scatter
of each simulation shows a similar shape, however, the simula-
tion Small-seeds-L050N0752 presents a sharper rise in haloes of
1011.5−12.5 M in comparison to the other simulations. This re-
sults from the SMBHs in Small-seeds-L050N0752 having to grow
faster to reach the self-regulated MBH-M200 relation. Note how-
ever, that this steep rise persists in the three simulations, indicating
that this fast growth of SMBHs in such haloes are independent
of the subgrid parameters of the simulation. The right-hand panel
presents the SMBH mass function at z = 0 in simulations Ref-
L100N1504, Small-seeds-L050N0752 and Recal-L025N0752. The
agreement between Ref-L100N1504 and Recal-L025N0752 is bet-
ter than 0.2 dex, comparable to the differences in the galaxy mass
functions of these simulations. In contrast, the lower mass end of
the SMBH mass function(MBH < 107.5 M) is strongly affected
by the SMBH seed mass. The simulation Small-seeds-L050N0752
predicts lower values for the SMBH mass function by ∼1 dex for
SMBHs with mass smaller than 107 M. Nevertheless, the mas-
sive end of the SMBH mass function present an impressive level of
agreement between simulations.
A P P E N D I X B: C H O I C E O F AC C R E T I O N
R E G I M E S
In Section 2.4, we define two active accretion regimes that depend on
the value of Eddington ratio. We assume that black holes with λEdd
that are higher than 10−2 are luminous sources of X-rays (since the
nuclear disc is thin and radiative cooling efficient) and consider them
Table A1. Box length, initial particle number, initial baryonic and dark matter particle mass, comoving and
maximum proper gravitational softening for the EAGLE simulations used in this paper.
Name L N mg mDM com prop
[cMpc] [ M] [ M] [ckpc] [ckpc]
Ref-L100N1504 100 2 × 15043 1.81 × 106 9.70 × 106 2.66 0.70
Ref-L050N0752 50 2 × 7523 1.81 × 106 9.70 × 106 2.66 0.70
Small-seeds-L050N0752 50 2 × 7523 1.81 × 106 9.70 × 106 2.66 0.70
Ref-L025N0376 25 2 × 3763 1.81 × 106 9.70 × 106 2.66 0.70
Recal-L025N0752 25 2 × 7523 2.26 × 105 1.21 × 106 1.33 0.35
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Figure A1. Convergence by box size. Left-hand panel: the HXRLF at z = 0.8–1.0 in the simulations Ref-L100N1504 (blue), Ref-L050N0752 (pink) and
Ref-L025N0376 (green). The discrepancies between simulations Ref-L100N1504 and Ref-L050N0752 are smaller than 0.2 dex for LHX < 1044 erg s−1. Middle
panel: the median of the MBH-M200 relation at z = 0, with shaded regions showing the 10th and 90th percentiles of the distribution. In each panel, observational
data is presented following Figs 1, 5 and 7. Right-hand panel: the SMBH mass function at z = 0. There is good consistency between results in different
simulation volumes.
Figure A2. Similar to Fig. A1 but showing the simulations Ref-L100N1504 (blue), Recal-L025N0752 (pink) and Small-seeds-L050N0752 (green). The
panels investigate the dependence on resolution and on the assumed SMBH seed mass. The MBH-M200 distribution presents a steep rise in haloes with
M200 ∼ 1011.5–12.5 M in all simulations, but is sharper in Small-seeds-L050N0752, while the SMBH mass function and HXRLF are largely unaffected.
Figure B1. Similar to Fig. 8 but showing the simulation Ref-L100N1504 (blue) with increasing value of λEdd of SMBHs to be consired SSDs. Different
colours indicate different value of λEdd as indicate the legend. SMBHs above of this limit are considered in the HXRLF. The HXRLF are largely unaffected
by this limit, specially the bright end of the HXRLF.
as SSDs. Lower luminosity sources are assumed not to contribute
to the X-ray luminosity functions we show in the main text. In this
appendix, we explore the impact of varying this limit. Fig. B1 shows
the HXRLF considering SMBH to be X-ray luminous when λEdd
is larger than a minimum that varies from 10−4 to 10−2. We show
redshifts from z = 0 to z = 4. The dependence is weak, especially
for the bright end of HXRLF. For the faint end of the HXRLF, (AGN
with LHX lower than 1043 erg s−1) the difference becomes of ∼0.5
dex, comparing λEdd > 10−2 and λEdd > 10−4. This discrepancy
becomes smaller with increasing redshift and is smaller than the
observational error bars.
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