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Abstract
In a preceding work it is determined when a centrally symmetric convex body in Rd,
d = d1 · · · dl, is the closed unit ball of a reasonable crossnorm on Rd1 ⊗ · · ·⊗Rdl . Con-
sequently, the class of tensorial bodies is introduced, an associated tensorial Banach-
Mazur distance is defined and the corresponding Banach-Mazur type compactum is
proved to exist. In this paper, we introduce the hyperspace of these convex bodies.
We called “the space of tensorial bodies”. It is proved that the group of linear isomor-
phisms on Rd1 ⊗· · ·⊗Rdl preserving decomposable vectors acts properly (in the sense
of Palais) on it. A convenient compact global slice for the space is constructed. With
it, topological representatives for the space of tensorial bodies and the Banach-Mazur
type compactum are given. Among others, it is showed that the set of ellipsoids in
the class of tensorial bodies is homeomorphic to the Euclidean space of dimension
p = d1(d1+1)2 + · · ·+
dl(dl+1)
2 . We also prove that both the projective and the injective
tensor products of 0-symmetric convex bodies are continuous functions with respect
to the Hausdorff distance.
Keywords: Convex body, Tensor norm, Hyperspace, Lie groups, Proper actions, Tensor
product of convex sets, Linear mappings on tensor spaces, Banach-Mazur compactum.
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1 Introduction
Nowadays, tensor products appear as basic tools in many problems of both pure and
applied nature, as can be seen in [10, 23] and the monograph [24]. In this sense, the theory
of tensor products of Banach spaces, established by A. Grothendieck [17], has become
in an essential tool for the study of tensor products and its applications. This can be
traced by its influence to a wide range of areas, from Banach space theory [11, 12, 31] to
Mathematical Analysis or Graph Theory [30] and theoretical computer science [22].
In [15], M. Fernández-Unzueta and the author give an intrinsic description of the convex
bodies associated to tensor norms on finite dimensions. It means characterizing when a
0-symmetric convex body Q on Rd, d = d1 · · · dl, is the unit ball of a reasonable crossnorm
on the tensor space ⊗li=1(R
di , ‖ · ‖i) for some norms ‖ · ‖i not determined a priori. See
[15, Theorem 3.2]. This class of convex bodies is called tensorial bodies [15, Definition
3.3]. Among its principal properties, a Banach-Mazur type distance is introduced and its
associated Banach-Mazur type compactum is exhibited [15, Theorem 3.13]. In the present
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work, we introduce the hyperspace consisting of the tensorial bodies and investigate its
topological structure. The main results provide topological representatives for both the
space of tensorial bodies and its associated Banach-Mazur type compactum, see Corollaries
4.9, 4.10 and 4.11.
The Banach-Mazur compactum is a central object in the study of Banach spaces [35].
It lies between two areas, namely the geometry of Banach spaces and infinite dimensional
topology. Many of its metric properties, such as diameters and distances between particular
points, were deeply studied in the twentieth century [16, 19, 34]. In contrast, its topological
structure was not determined until the beginning of this century. It was due to the works of
S. Antonyan [3, 4] and S. Ageev and D. Repovš [2] that, via topological groups, the topology
of the Banach-Mazur compactum was established. In this way, it is worth to notice that
the results presented here extend, to the tensorial setting, many of the properties exhibited
in [3] for the Banach-Mazur compactum and the hyperspace of 0-symmetric convex bodies.
Below we present the contents of the paper. We begin by stating basic results and
notation from tensor norms and group actions used along the work. Then, in Section 2,
we review the main properties of the tensorial bodies [15]. A tensorial body Q in ⊗li=1R
di
is a 0-symmetric convex body such that Q1 ⊗π · · · ⊗π Ql ⊆ Q ⊆ Q1 ⊗ǫ · · · ⊗ǫ Ql for some
0-symmetric convex bodies Qi ⊂ R
di . The set of tensorial bodies in ⊗li=1R
di is denoted by
B⊗(⊗
l
i=1R
di). Here, ⊗π and ⊗ǫ are, respectively, the projective and the injective tensor
product of 0-symmetric convex bodies ([7], [8, Section 4.1]).
When regarding as a hyperspace of compact convex sets in ⊗li=1R
di , the space of
tensorial bodies B⊗(⊗
l
i=1R
di) is a topological subspace of the space of 0-symmetric convex
bodies in ⊗li=1R
di ≃ Rd, d = d1 · · · dl. In this way, in Section 3, we prove that this space is
closed and contractible, see Propositions 3.4 and 3.5. An expected and fundamental result
is given in Proposition 3.3, where we show that the projective ⊗π and the injective ⊗ǫ
tensor products are continuous functions with respect to the Hausdorff distance.
To go further into the topological structure of the space of tensorial bodies, in Section
4, we introduce an action of a Lie group on this space. We prove that the group of linear
isomorphisms on ⊗li=1R
di preserving decomposable vectors GL⊗(⊗
l
i=1R
di) (see Section 2
for the definition and basic proterties) acts properly (in the sense of Palais) on B⊗(⊗
l
i=1R
di)
(Theorem 4.1). The action is given by
GL⊗(⊗
l
i=1R
di)× B⊗(⊗
l
i=1R
di) −→ B⊗(⊗
l
i=1R
di)
(T,Q) 7→ TQ := {Tu : u ∈ Q} .
This result together with [15, Corollary 4.3] allows us to calculate the topological structure
of the set of tensorial ellipsoids E⊗(⊗
l
i=1R
di) (i.e the ellipsoids in ⊗li=1R
di that also are
tensorial bodies, see Section 2.1). We show (Corollary 4.2) that:
E⊗(⊗
l
i=1R
di) is homeomorphic to Rp with p = d1(d1+1)2 + · · · +
dl(dl+1)
2 .
Throughout the paper d, d1, . . . , dl ≥ 2 and l ≥ 2 are integers. In this section, it is funda-
mental the subgroup O⊗(⊗
l
i=1R
di) := O(⊗li=1R
di) ∩ GL⊗(⊗
l
i=1R
di) which consists of the
orthogonal maps on the Hilbert tensor product (⊗li=1R
di , ‖ · ‖H) preserving decomposable
vectors
In Section 4.1, we construct a compact O⊗(⊗
l
i=1R
di)-global slice L⊗(⊗
l
i=1R
di) for
the space of tensorial bodies. To that end, we first define an equivariant retraction
l⊗ : B⊗(⊗
l
i=1R
di) → E⊗(⊗
l
i=1R
di) from the space of tensorial bodies onto the tensorial
2
ellipsoids. It sends each tensorial body Q in ⊗li=1R
di to the Löwner ellipsoid Lo¨w(Q1 ⊗π
· · · ⊗π Q
l) of the projective tensor product of the 0-symmetric convex bodies Qi associ-
ated to Q in Remark 2.3 (Proposition 4.5). Then, the compact O⊗(⊗
l
i=1R
di)-global slice
of B⊗(⊗
l
i=1R
di) is the inverse image L⊗(⊗
l
i=1R
di) = l−1⊗ (B
d1,...,dl
2 ) of the Euclidean ball
Bd1,...,dl2 on (⊗
l
i=1R
di , ‖ · ‖H). See Theorem 4.7.
It is in Section 4.2 where we accomplish our principal goals: to provide topological rep-
resentatives for the space of tensorial bodies (Corollaries 4.10 and 4.11 ) and its associated
Banach-Mazur type compactum BM⊗(⊗
l
i=1R
di) (Corollary 4.9). BM⊗(⊗
l
i=1R
di) consists
of the classes of tensorial bodies determined by GL⊗(⊗
l
i=1R
di) endowed with the metric
logδBM⊗ induced by the tensorial Banach-Mazur distance δ
BM
⊗ , see [15, Theorem 3.13].
In Corollary 4.9, we first prove that BM⊗(⊗
l
i=1R
di) is homeomorphic to the orbit space
B⊗(⊗
l
i=1R
di)/GL⊗(⊗
l
i=1R
di). Then, from Theorem 4.7, we obtain a homeomorphism be-
tween the compactum and the orbit space L⊗(⊗
l
i=1R
di)/O⊗(⊗
l
i=1R
di). We thus get the
representatives:
BM⊗(⊗
l
i=1R
di) ∼= B⊗(⊗
l
i=1R
di)/GL⊗(⊗
l
i=1R
di) ∼= L⊗(⊗
l
i=1R
di)/O⊗(⊗
l
i=1R
di).
This result extends to the tensorial setting Corollary 1 of [3] which exhibits new represen-
tatives for the Banach-Mazur compactum.
In Corollary 4.10, we show that the space of tensorial bodies is homeomorphic to the
product L⊗(⊗
l
i=1R
di) × E⊗(⊗
l
i=1R
di). This, along with Corollary 4.2, allows us to prove
that B⊗(⊗
l
i=1R
di) is homeomorphic to L⊗(⊗
l
i=1R
di)× Rp (Corollary 4.11).
We finish the paper with an appedix (Section A) about the Lie group GL⊗(⊗
l
i=1R
di)
which may be of independent interest. We show that the subgroup O⊗(⊗
l
i=1R
di) is a
maximal compact subgroup of GL⊗(⊗
l
i=1R
di) (Proposition A.2). This result, together
with the so called polar decomposition theorem, allows us to determine the Lie group
structure of GL⊗(⊗
l
i=1R
di). See Proposition A.4, Corollary A.5 and Lemma A.6.
We would like to point out that this work follows the ideas presented in [3, 4], where
the topological structure of the Banach-Mazur compactum is determined via the action
induced by the general linear group GL(d). Recent works about the topology of some
hyperspaces of convex bodies are [5, 6].
1.1 Notation
The letters d, di will denote possitive integers greater than or equal to 2. By 〈·, ·〉 , ‖ · ‖,
Bd2 we denote the standard scalar product on R
d and its associated norm and Euclidean
ball. As usual the group of linear isomorphisms on Rd is denoted by GL(d). Every compact
convex set Q ⊂ Rd with nonempty interior (i.e. int(Q) 6= ∅) is called a convex body. In
adition, if Q = −Q then Q is called a 0-symmetric convex body. We write B(d) to denote
the set of 0-symmetric convex bodies in Rd. For every Q ∈ B(d), its polar set, Q◦, is a
0-symmetric convex body, defined as Q◦ :=
{
y ∈ Rd : supx∈Q| 〈x, y〉 | ≤ 1
}
.
The Minkowski functional of a 0-symmetric convex bodyQ ⊂ Rd is defined by gQ (x) :=
inf
{
λ > 0 : λ−1x ∈ Q
}
, for x ∈ Rd. A well known result concerning 0-symmetric convex
bodies is the bijection between norms on Rd and 0-symmetric convex bodies. This result,
due to H. Minkowski [27], is fundamental to this work and will be used frequently without
making an explicit reference. It can be stated as follows: the map B (d)→
{
norms on Rd
}
that sends Q to its Minkowski functional gQ(·) is a bijection, the unit ball of
(
R
d, gQ
)
is
Q and gQ◦(x) =
∥∥〈·, x〉 : (Rd, gp)→ R∥∥ . See [32, Remark 1.7.8].
The results about convex bodies that will be used in this paper can be found in [32].
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1.2 Tensor norms
We use standard notation from Banach space theory and tensor products. The symbols
M , N or Mi will denote Banach spaces. The closed unit ball of M will be denoted by
BM and its dual space by M
∗. We write L (M,N) to denote the Banach space of bounded
linear operators from M to N, with the usual operator norm.
The tensor product of Mi, i = 1, . . . , l, is denoted by ⊗
l
i=1Mi. The elements of the
form x1 ⊗ · · · ⊗ xl, xi ∈ Mi, are called decomposable vectors. For each subset Ai ⊆ Mi,
i = 1, . . . , l, ⊗(A1 . . . , Al) is the image of A1 × · · · × Al under the canonical multilinear
map ⊗. The decomposable vector x∗1 ⊗ · · · ⊗ x
∗
l , x
∗
i ∈ M
∗
i , determines a linear functional
on ⊗li=1Mi which sends x
1 ⊗ · · · ⊗ xl to x∗1(x
1) · · · x∗l (x
l).
A norm α (·) on the tensor product ⊗li=1Mi is a reasonable crossnorm if
1. α
(
x1 ⊗ · · · ⊗ xl
)
≤
∥∥x1∥∥ · · · ∥∥xl∥∥ for every xi ∈Mi, i = 1, ..., l.
2. For every x∗i ∈M
∗
i , the linear functional x
∗
1⊗· · ·⊗x
∗
l is bounded and ‖x
∗
1 ⊗ · · · ⊗ x
∗
l ‖ ≤
‖x∗1‖ · · · ‖x
∗
l ‖ .
The biggest and the smallest reasonable crossnorms are the projective tensor norm π(·)
and the injective tensor norm ǫ(·) respectively. They are defined as:
π(u) := inf
{
n∑
i=1
‖x1i ‖ · · · ‖x
l
i‖ : u =
n∑
i=1
x1i ⊗ · · · ⊗ x
l
i
}
, and
ǫ(u) := sup
{
|x∗1 ⊗ · · · ⊗ x
∗
l (u)| : x
∗
i ∈ BM∗i , i = 1, . . . , l
}
for u ∈ ⊗li=1Mi. An alternative description of reasonable crossnorms, stated in terms of
the norms π(·) and ǫ(·), is the following: a norm α(·) is a reasonable crossnorm if
ǫ (u) ≤ α (u) ≤ π (u) for every u ∈ ⊗li=1Mi. (1.1)
If α (·) is a reasonable crossnorm on ⊗li=1Mi, ⊗
l
α,i=1Mi will denote the normed space(
⊗li=1Mi, α
)
, and M1⊗ˆα · · · ⊗ˆαMl its completion. For a deeper discussion about tensor
norms we refer the reader to [11, 12, 17, 31].
On the tensor product of Euclidean spaces, there is natural scalar product 〈·, ·〉H . It
endows ⊗li=1R
di with a reasonable crossnorm ‖ · ‖H . 〈·, ·〉H is defined, on decomposable
vectors, as: 〈
x1 ⊗ · · · ⊗ xl, y1 ⊗ · · · ⊗ yl
〉
H
:= Πli=1
〈
xi, yi
〉
and it is extended to ⊗li=1R
di by multilinearity. The closed unit ball of ⊗lH,i=1R
di is
denoted by Bd1,...,dl2 . For a thorough treatment of tensor products of Euclidean spaces, we
refer the reader to [20, Section 2.5 ].
1.3 Group Actions
Below we present the results from topological groups that will be used in Section 4. See
[9, 28] for a deeper discussion of this topic.
All topological groups and topological spaces considered are Tychonoff. A G-space is
a pair (X, θ) where G is a topological group and θ is a continuous action of G on X. If
X is a G-space and x ∈ X, then G (x) := {gx : g ∈ G} denotes the orbit of x. By X/G,
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we denote the orbit space. As usual, Gx := {g ∈ G : gx = x} is the stabilizer of G at x.
For every subset S ⊆ X and every subgroup H ⊆ G, H (S) := {hs : h ∈ H, s ∈ S} is the
H-saturation of S. If H(S) = S, S is called H-invariant.
For any subgroup H ⊆ G, G/H := {gH : g ∈ G} is a G-space with the action induced
by left translations.
A continuous map f : X → Y between two G-spaces is called equivariant or a G-map
if f (gx) = gf (x) for every x ∈ X and g ∈ G.
A special class of actions over locally compact groups are the so called proper actions,
introduced by R. Palais [29]. They enjoy many of the desirable properties of actions over
compact groups, as can bee seen in [1, 29].
Let G be a locally compact group and let X be a Tychonoff G-space. The action of G
on X is proper (in the sense of Palais) if any x ∈ X has a small neighborhood V. Here, a
subset S ⊆ X of a G-space is called small if any x ∈ X has a neighborhood V such that
[S, V ] := {g ∈ G : gS ∩ V 6= ∅} , the transporter from S to V , has compact closure in G.
Proper actions play a fundamental role for the paper. For this reason, we include some
of its main properties: On every G-space X, the orbit G(x), x ∈ X, is a closed subset of
X and Gx is a compact subgroup of G (see [29, Proposition 1.1.4]). Moreover, there is a
G-equivariant homeomorphism between G/Gx and G (x) , see [29, Proposition 1.1.5].
Let us recall the definition of a slice:
Definition 1.1. [28, p. 305] Let X be a G-space and H a closed subgroup of G. An
H-invariant subset S ⊆ X is called an H-slice in X, if G (S) is open in X and there exists
a G-equivariant map f : G (S) → G/H such that S = f−1 (eH) . The saturation G (S) is
called a tubular set. If G (S) = X, then S is a global H-slice of X.
An important and well known result about actions of compact Lie groups G establishes
the existence of a Gx-slice for any x in a G-space X, see [9, p. 14]. The case of non-compact
Lie groups and proper actions is deeply studied in [1, 29].
2 Tensorial Bodies
In [15], the problem of establishing a geometric characterization of the unit balls of tensor
normed spaces on finite dimensions is addressed. There, by means of the correspondence
between 0-symmetric convex bodies and norms on Rd, d = d1 · · · dl, a characterization of
the convex bodies that are closed unit balls of reasonable crossnorms on ⊗li=1
(
R
di , ‖ · ‖i
)
,
for some norms (not determined a priori) on each Rdi is exhibited (see [15, Theorem 3.2]).
These convex bodies are the so called tensorial bodies.
Throughout the paper, ⊗li=1R
di will be a Euclidean space with the scalar product
〈·, ·〉H . Given a tuple Qi ⊂ R
di , i = 1, . . . , l, of 0-symmetric convex bodies, their projective
⊗π and injective tensor product ⊗ǫ ([7], [8, Section 4.1]) are defined as:
Q1 ⊗π · · · ⊗π Ql := conv{x
1 ⊗ · · · ⊗ xl ∈ ⊗li=1R
di : xi ∈ Qi, i = 1, . . . , l} , and
Q1 ⊗ǫ · · · ⊗ǫ Ql := (Q
◦
1 ⊗π · · · ⊗π Q
◦
l )
◦ .
When the normed spaces (Rdi , gQi), i = 1, . . . , l, are considered, the projective ⊗π and
the injective ⊗ǫ tensor products of Q1, . . . , Ql are the closed unit balls associated to the
projective π(·) and the injective ǫ(·) tensor norms, respectively. That is,
B⊗lπ,i=1(Rdi ,gQi)
= Q1 ⊗π · · · ⊗π Ql , and
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B⊗lǫ,i=1(Rdi ,gQi)
= Q1 ⊗ǫ · · · ⊗ǫ Ql.
See [15, pp. 5-6].
The previous relations give us the possibility to describe reasonable crossnorms in terms
of convex bodies. Given a 0-symmetric convex body Q ⊂ ⊗li=1R
di , gQ is a reasonable
crossnorm on ⊗li=1
(
R
di , ‖ · ‖i
)
if and only if
Q1 ⊗π · · · ⊗π Ql ⊆ Q ⊆ Q1 ⊗ǫ · · · ⊗ǫ Ql. (2.1)
where Qi = B(Rdi ,‖·‖i), i = 1, . . . , l. In this case, for every x
i ∈ Rdi , i = 1, . . . , l, the
following hold:
gQ
(
x1 ⊗ · · · ⊗ xl
)
= gQ1
(
x1
)
· · · gQl
(
xl
)
, (2.2)
gQ◦
(
x1 ⊗ · · · ⊗ xl
)
= gQ◦1
(
x1
)
· · · gQ◦
l
(
xl
)
, (2.3)
see [15, Proposition 3.1]. The inclusions in (2.1) enables the definiton of tensorial bodies:
Definition 2.1. ([15, Definition 3.3]) A 0-symmetric convex body Q ⊂ ⊗li=1R
di is called
a tensorial body in ⊗l
i=1R
di if there exist 0-symmetric convex bodies Qi ⊂ R
di , i = 1, ..., l,
such that (2.1) holds.
If Q satisfies (2.1), we will say that Q is a tensorial body with respect to Q1, . . . , Ql.
The set of tensorial bodies in ⊗li=1R
di is denoted by B⊗
(
⊗li=1R
di
)
. The set of tensorial
bodies with respect to Q1, ..., Ql is denoted by BQ1,...,Ql
(
⊗li=1R
di
)
.
For every non-zero decomposable vector a ∈ ⊗li=1R
di and every 0-symmetric convex
body Q ⊂ ⊗li=1R
di , if a = a1 ⊗ · · · ⊗ al then Qa
1,...,al
i , i = 1, . . . , l, defined as
Qa
1,...,al
i :=
{
xi ∈ Rdi : a1 ⊗ · · · ⊗ ai−1 ⊗ xi ⊗ ai+1 ⊗ · · · ⊗ al ∈ Q
}
, (2.4)
is a 0-symmetric convex body. The next theorem establishes when a 0-symmetric convex
body is the closed unit ball of a reasonable crossnorm for some norms, not determined a
priori, on each Rdi .
Theorem 2.2. ([15, Corollary 3.4]) Let Q ⊂ ⊗li=1R
di be a 0-symmetric convex body. The
following are equivalent:
1. Q is a tensorial body in ⊗li=1R
di .
2. There exist norms ‖ · ‖i on R
di , i = 1, ..., l, such that gQ is a reasonable crossnorm
on ⊗li=1(R
di , ‖ · ‖i).
3. For any a1 ⊗ · · · ⊗ al ∈ ∂Q,
Qa
1,...,al
1 ⊗π · · · ⊗π Q
a1,...,al
l ⊆ Q ⊆ Q
a1,...,al
1 ⊗ǫ · · · ⊗ǫ Q
a1,...,al
l .
In this case, g
Q
a1,...,al
i
(·) = 1
‖ai‖i
‖ · ‖i for i = 1, . . . , l.
Remark 2.3. To simplify many arguments in the forthcoming proofs, it is convenient to
choose the convex bodies of (2.4) in a specific way: for every 0-symmetric convex body Q ⊂
⊗li=1R
di , Qi denote the convex bodies generated by ed11 ⊗ · · · ⊗ (λe
dl
1 ), λ =
1
gQ(e
d1
1 ⊗···⊗e
dl
1 )
.
That is, Qi := Q
e
d1
1 ,...,λe
dl
l
i for i = 1, . . . , l.
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In [15, Section 3.2], it is proved that there exists a Banach-Mazur type distance on
the set of tensorial bodies. It is called the tensorial Banach-Mazur distance. Its exis-
tence follows from the relation between tensorial bodies and linear mappings preserving
decomposable vectors that we describe below.
A linear map T : ⊗li=1R
di → ⊗li=1R
di preserves decomposable vectors if T
(
x1 ⊗ · · · ⊗ xl
)
is a decomposable vector for any xi ∈ Rdi , i = 1, . . . , l. The set of linear isomorphisms pre-
serving decomposabe vectors is denoted by GL⊗(⊗
l
i=1R
di).
In [25, Corollary 2.14], it is proved that for every T ∈ GL⊗(⊗
l
i=1R
di) and every xi ∈ Rdi ,
we have:
T
(
x1 ⊗ · · · ⊗ xl
)
= T1
(
xσ(1)
)
⊗ · · · ⊗ Tl
(
xσ(l)
)
(2.5)
where σ is a permutation on {1, ..., l} and Ti ∈ GL(di) for i = 1, . . . , l. The latter along
with [15, Theorem 3.12] allows to prove that for every T ∈ GL⊗(⊗
l
i=1R
di) :
If Q ∈ BQ1,...,Ql
(
⊗li=1R
di
)
, then TQ ∈ BT1Qσ(1),...,TlQσ(l)
(
⊗li=1R
di
)
. (2.6)
In this case, for every tuple of 0-symmetric convex bodies Qi ⊂ R
di , i = 1, . . . , l, and
α = π, ǫ it holds
T (Q1 ⊗α · · · ⊗α Ql) = T1(Qσ(1))⊗α · · · ⊗α Tl(Qσ(l)). (2.7)
The tensorial Banach-Mazur distance δBM⊗ (P,Q) , between tensorial bodies P,Q ⊂
⊗li=1R
di , is defined as:
δBM⊗ (P,Q) := inf
{
λ ≥ 1 : Q ⊆ TP ⊆ λQ, for T ∈ GL⊗(⊗
l
i=1R
di)
}
. (2.8)
In [15, Section 3.2], it is proved that for each pair P,Q ∈ B⊗
(
⊗li=1R
di
)
, the infimum in
(2.8) attains its value at some λ ≥ 1 and T ∈ GL⊗
(
⊗li=1R
di
)
. This naturally leads to the
following equivalence relation: For every pair of tensorial bodies P,Q ⊂ ⊗li=1R
di , P ∼ Q
if and only if δBM⊗ (P,Q) = 1 or, equivalently, there exists T ∈ GL⊗(⊗
l
i=1R
di) such that
T (P ) = Q.
The set of equivalence classes determined by this relation is denoted by BM⊗
(
⊗li=1R
di
)
.
In [15, Theorem 3.13], it is showed that
(
BM⊗
(
⊗li=1R
di
)
, log δBM⊗
)
is a compact metric
space. It is called the compactum of tensorial bodies.
2.1 Tensorial ellipsoids
An ellipsoid E ⊂ V in a d-dimensional vector space is defined as the image of the Euclidean
ball Bd2 by a linear isomorphism T : R
d → V. In the case of ellipsoids in ⊗li=1R
di , since
we have fixed the scalar product 〈·, ·〉H , we say that E ⊂ ⊗
l
i=1R
di is an ellipsoid if E =
T (Bd1,...,dl2 ) for some linear isomorphism T : ⊗
l
i=1R
di → ⊗li=1R
di .
An ellipsoid E ⊂ ⊗li=1R
di is a tensorial ellipsoid if E is also a tensorial body in ⊗li=1R
di .
The set of tensorial ellipsoids in ⊗li=1R
di is denoted by E⊗(⊗
l
i=1R
di). The Hilbertian tensor
product of ellipsoids Ei, i = 1, . . . , l, introduced in [7], is defined as:
E1 ⊗2 · · · ⊗2 El := T1 ⊗ · · · ⊗ Tl(B
d1,...,dl
2 ),
for Ei = Ti(B
di
2 ). It does not depend on the election of the maps Ti. The product ⊗2 gives
examples of tensorial ellipsoids. In this case, E1 ⊗2 · · · ⊗2 El is the closed unit ball of the
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Hilbert tensor product ⊗lH,i=1(R
di , gEi). In particular, the Euclidean ball B
d1,...,dl
2 is such
that
Bd1,...,dl2 = B
d1
2 ⊗2 · · · ⊗2 B
dl
2 . (2.9)
In [15, Section 4], the ellipsoids in the class of tensorial bodies are completely described.
It is proved that if E is a tensorial ellipsoid in ⊗li=1R
di , then there exist Ti ∈ GL(di),
i = 1, . . . , l, such that
E = T1 ⊗ · · · ⊗ Tl(B
d1,...,dl
2 ) = T1(B
d1
2 )⊗2 · · · ⊗2 Tl(B
dl
2 ). (2.10)
This shows that tensorial ellipsoids are the image of Bd1,...,dl2 by elements of GL⊗(⊗
l
i=1R
di).
See [15, Corollary 4.3].
3 The space of tensorial bodies B⊗(⊗li=1R
di)
For every pair P,Q of non-empty compact sets contained in a Euclidean space E, the
Hausdorff distance δH(P,Q) is defined as:
δH(P,Q) := max
{
sup
x∈P
inf
y∈Q
‖x− y‖E, sup
y∈Q
inf
x∈P
‖y − x‖E
}
or, equivalently, by δH(P,Q) = min {λ ≥ 0 : P ⊆ Q+ λBE, Q ⊆ P + λBE}. If P,Q are, in
addition, 0-symmetric convex bodies, then we have the following well known characteriza-
tion of δH , see [32, Theorem 1.8.11]:
δH(P,Q) = sup
x∈∂BE
|gP ◦ (x)− gQ◦(x)| . (3.1)
Below, we prove that both the projective ⊗π and the injective ⊗ǫ tensor products of
0-symmetric convex bodies are continuous functions with respect to δH (Proposition 3.3).
Lemma 3.1. For every sequence {Cn}n∈N ⊂ B(d) and C ∈ B (d) , we have:
1. If gCn (·) converges uniformly on ∂B
d
2 to gC (·), then the same holds for gC◦n (·) and
gC◦ (·) .
2. If Cn converges to C, in the Hausdorff distance, then gCn (·) converges uniformly on
∂Bd2 to gC (·). In particular, C
◦
n goes to C
◦ in the Hausdorff distance.
We do not include the proof of Lemma 3.1, because it can be directly proved by using
(3.1). For each d ∈ N, the function
ν : (B(d), δH )→ R (3.2)
Q 7→ ν(Q) = sup
x∈Q
‖x‖
is uniformly continuous, see [5, Lemma 4.2].
Lemma 3.2. Let Pi, Qi ⊂ R
di , i = 1, ..., l, be 0-symmetric convex bodies. Then, for each
i, the following holds:
δH(Q1 ⊗π · · · ⊗π Qi ⊗π · · · ⊗π Ql, Q1 ⊗π · · · ⊗π Pi ⊗π · · · ⊗π Ql) ≤ δ
H(Qi, Pi)
∏
j 6=i
νj(Qj).
Here, νj : B(dj)→ R is the map of (3.2).
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Proof. Let us fix i ∈ {1, ..., l}. Observe that from the definition of ⊗π and the properties
of the Hausdorff distance [32, p. 51], it follows that
δH(Q1 ⊗π · · · ⊗π Qi ⊗π · · · ⊗π Ql, Q1 ⊗π · · · ⊗π Pi ⊗π · · · ⊗π Ql) ≤ (3.3)
δH(⊗(Q1, . . . , Qi, . . . , Ql),⊗(Q1, . . . , Pi, . . . , Ql)).
On the other hand, if we take λ ≥ δH(Pi, Qi) then Pi ⊆ Qi+λB
di
2 and Qi ⊆ Pi+λB
di
2 .
Thus, for every xi ∈ Qi, there exists y
i ∈ Pi and ui ∈ B
di
2 such that x
i = yi + λui. Hence,
for every xj ∈ Qj, j = 1, ..., i, ..., l, one has
x1 ⊗ · · · ⊗ xi ⊗ · · · ⊗ xl = x1 ⊗ · · · ⊗ (yi + λui)⊗ · · · ⊗ x
l
= x1 ⊗ · · · ⊗ yi ⊗ · · · ⊗ xl + x1 ⊗ · · · ⊗ λui ⊗ · · · ⊗ x
l.
Since x1 ⊗ · · · ⊗ yi ⊗ · · · ⊗ xl ∈ ⊗(Q1, . . . , Pi, . . . , Ql), x
j ∈ νj(Qj)B
dj
2 for j 6= i, then by
(2.9), we have
⊗(Q1, . . . , Qi, . . . , Ql) ⊆ ⊗(Q1, . . . , Pi, . . . , Ql) + λ
∏
j 6=i
νj(Qj)B
d1,...,dl
2 .
In a similar way, the above inclusion also holds if we exchange ⊗(Q1, . . . , Qi, . . . , Ql)
and ⊗(Q1, . . . , Pi, . . . , Ql). Therefore,
δH(⊗(Q1, . . . , Qi, . . . , Ql),⊗(Q1, . . . , Pi, . . . , Ql)) ≤ λ
∏
j 6=i
νj(Qj)
and the result then follows from (3.3).
Proposition 3.3. The projective ⊗π and the injective ⊗ǫ tensor products are continuous
functions. That is, for α = π, ǫ,
⊗α : (B(d1), δ
H)× · · · × (B(dl), δ
H )→ (B(⊗li=1R
di), δH )
(Q1, . . . , Ql) 7→ Q1 ⊗α · · · ⊗α Ql
is continuous.
Proof. First we prove that ⊗π is continuous. To that end for each i = 1, ..., l, let {Q
n
i }n∈N
be a sequence in B(di) converging to Qi ∈ B(di). From the triangle inequality and Lemma
3.2, we have
δH (Q1 ⊗π · · · ⊗π Ql, Q
n
1 ⊗π · · · ⊗π Q
n
l ) ≤∑l
i=1
δH
(
Qn1 ⊗π · · · ⊗π Q
n
i−1 ⊗π Qi ⊗π Qi+1 ⊗π · · · ⊗π Ql,
Qn1 ⊗π · · · ⊗π Q
n
i−1 ⊗π Q
n
i ⊗π Qi+1 ⊗π · · · ⊗π Ql
)
≤∑l
i=1
δH (Qi, Q
n
i )
∏
j<i
νj
(
Qnj
)∏
j>i
νj (Qj) .
Thus, by the continuity of νi ([5, Lemma 4.2]) and the fact that Q
n
i converges to Qi, it
follows that δH(Q1⊗π · · · ⊗π Ql, Q
n
1 ⊗π · · · ⊗π Q
n
l ) goes to 0. This proves the continuity of
⊗π.
To prove that ⊗ǫ is continuous, observe that if Q
n
i and Qi are as above, then, by
Lemma 3.1, (Qni )
◦ converges to Q◦i . Thus, by the continuity of ⊗π, (Q
n
1 )
◦ ⊗π · · · ⊗π (Q
n
l )
◦
converges to Q◦1⊗π · · · ⊗πQ
◦
l . Hence, from Lemma 3.1, ((Q
n
1 )
◦⊗π · · · ⊗π (Q
n
l )
◦)◦ converges
to (Q◦1⊗π · · · ⊗πQ
◦
l )
◦. This shows that δH(Qn1 ⊗ǫ · · · ⊗ǫQ
n
l , Q1⊗ǫ · · · ⊗ǫQl) goes to 0, and
so the continuity of ⊗ǫ is proved.
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3.1 Basic Properties
From now on, we will refer to B⊗
(
⊗li=1R
di
)
as the space of tensorial bodies. Unless
otherwise state the topology on it will be the one determined by the Hausdorff distance.
In this way, B⊗
(
⊗li=1R
di
)
is a topological subspace of the space of 0-symmetric convex
bodies in ⊗li=1R
di . Here we will prove that it is a closed and contractible (topological)
subspace. See Propositions 3.4 and 3.5.
To shorten notation, when no confusion can arise, we write simply B⊗ or BQ1,...,Ql
instead of B⊗(⊗
l
i=1R
di) and BQ1,...,Ql(⊗
l
i=1R
di). Recall that for every 0-symmetric convex
body Q, gQ denotes its Minkowski functional. Also, if Q ⊂ ⊗
l
i=1R
di then Qi, i = 1, . . . , l,
are the 0-symmetric convex bodies of Remark 2.3.
Proposition 3.4. The following statements hold:
1. Let Qi ⊂ R
di , i = 1, . . . , l, be 0-symmetric convex bodies. Then BQ1,...,Ql
(
⊗li=1R
di
)
is a compact convex subset of the space of 0-symmetric convex bodies in ⊗li=1R
di .
2. B⊗(⊗
l
i=1R
di) is closed in the space of 0-symmetric convex bodies in ⊗li=1R
di .
Proof. (1) The convexity of BQ1,...,Ql follows directly from the properties of the Minkowski
sum. In this sense, for any convex body and any 0 ≤ t ≤ 1. If α = π, ǫ then tQ1 ⊗α · · · ⊗α
Ql + (1− t)Q1 ⊗α · · · ⊗α Ql = Q1 ⊗α · · · ⊗α Ql. Hence, by (2.1), if P,Q ∈ BQ1,...,Ql, then
tQ+ (1− t)P ∈ BQ1,...,Ql.
To prove that BQ1,...,Ql is compact, it is enough to show that it is closed. The result then
follows by the Blaschke selection theorem [32, Theorem 1.8.6] and the fact that BQ1,...,Ql
is bounded (every element is contained in Q1 ⊗ǫ · · · ⊗ǫ Ql).
Let Pn ∈ BQ1,...,Ql be a sequence converging to a 0-symmetric convex body P . We will
see that P is a tensorial body in BQ1,...,Ql. By (2) of Lemma 3.1 we have:
gP
(
x1 ⊗ · · · ⊗ xl
)
= lim
n→∞
gPn
(
x1 ⊗ · · · ⊗ xl
)
∗
= lim
n→∞
gQ1
(
x1
)
· · · gQl
(
xl
)
= gQ1
(
x1
)
· · · gQl
(
xl
)
.
(∗) follows from the fact that each Pn ∈ BQ1,...,Ql, see (2.2). Similar arguments show
that gP ◦
(
x1 ⊗ · · · ⊗ xl
)
= g(Q1)◦
(
x1
)
· · · g(Ql)◦
(
xl
)
. Therefore, by [15, Proposition 3.1],
P ∈ BQ1,...,Ql.
(2) The closedness of B⊗ follows directly from [15, Proposition 3.7]. To see this, take
a sequence Qn ∈ B⊗ converging to a 0-symmetric convex body Q. By Lemma 3.1, gQn
converges uniformly on compact sets to gQ. Thus, from [15, Proposition 3.7], Q must be a
tensorial body.
Proposition 3.5. The space of tensorial bodies B⊗(⊗
l
i=1R
di) is contractible.
Proof. We will define a contracting homotopy from B⊗ to B
d1
2 ⊗π · · · ⊗π B
dl
2 . For every
tensorial body Q ⊂ ⊗li=1R
di and every real number t ∈ [0, 1], let H be defined as:
H(Q, t) = (1− 2t)Q+ 2t(Q1 ⊗π · · · ⊗π Q
l) for 0 ≤ t ≤
1
2
, and
H(Q, t) = ((2− 2t)Q1 + (2t− 1)Bd12 )⊗π · · · ⊗π ((2− 2t)Q
l + (2t− 1)Bdl2 ),
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for 12 ≤ t ≤ 1. Below, we show that H : B⊗ × [0, 1] → B⊗ is the desired homotopy.
To prove that it is well defined, observe that since every tensorial body Q belongs to its
corresponding BQ1,...,Ql , then, by the convexity of BQ1,...,Ql (Proposition 3.4), it holds that
(1− 2t)Q+2t(Q1 ⊗π · · · ⊗π Q
l) is a tensorial body for all t ∈
[
0, 12
]
. Also, by definition of
H, H(Q, t) is a tensorial body for 12 ≤ t ≤ 1. Clearly H(Q, 0) is the identity map on B⊗
and H(Q, 1) = Bd12 ⊗π · · · ⊗π B
dl
2 .
It remains to prove the continuity of H. To this end, let tn and Qn be sequences of both
real numbers in
[
0, 12
]
and of tensorial bodies converging to t and Q respectively. From
Lemma 3.1 and [15, Proposition 3.7], gQin converges uniformly (on compact sets) to gQi ,
for each i = 1, . . . , l. This, along with (3.1) and (1) in Lemma 3.1, proves that Qin goes to
Qi, for each i. Hence, by the continuity of ⊗π, Q
1
n⊗π · · ·⊗πQ
l
n converges to Q
1⊗π · · ·⊗πQ
l
in the Hausdorff distance. Now, by the triangle inequality, we have:
δH(H(Qn, tn),H(Q, t)) ≤ δ
H(H(Qn, tn),H(Q, tn)) + δ
H(H(Q, tn),H(Q, t))
≤ (1− 2tn)δ
H(Qn, Q) + 2tnδ
H(Q1n ⊗π · · · ⊗π Q
l
n, Q
1 ⊗π · · · ⊗π Q
l)
+2|tn − t|(ν(Q) + ν(Q
1 ⊗π · · · ⊗π Q
l)),
where ν is the map defined in (3.2). The convergence of H(Qn, tn) to H(Q, t) then follows
from the last inequality and the previous discussion. In the same manner, the continuity
on
[
1
2 , 1
]
follows from the continuity of both the projective tensor product ⊗π and the map
t 7→ (2− 2t)Qi + (2t− 1)Bdi2 , i = 1, ..., l.
We finish this section with two results that will be used in the proof of Theorem 4.1.
Lemma 3.6. Let ε > 0 and let P ⊂ ⊗li=1R
di be a tensorial body such that 2εBd1,...,dl2 ⊆ P .
If δH (P,Q) < ε, for some tensorial body Q, then εBd1,...,dl2 ⊆ Q.
We do not include the proof of Lemma 3.6 because it follows from [5, Lemma 3.1] by
making x0 equals to zero.
Lemma 3.7. Let ε > 0 and let P ⊂ ⊗li=1R
di be a tensorial body such that 2εBd1,...,dl2 ⊆ P .
Then the set, VP (ε) :=
{
Q ∈ B⊗(⊗
l
i=1R
di) : δH(P,Q) < ε
}
is a relatively compact set in
the space of tensorial bodies.
Proof. We will prove that each sequence in VP (ε) has a convergent subsequence in B⊗.
Suppose that 2εBd1,...,dl2 ⊆ P and let Qk, k ∈ N, be a sequence contained in VP (ε) .
Clearly Qk, k ∈ N, is a bounded sequence of non-empty compact convex sets. Thus, from
the Blaschke selection theorem ([32, Theorem 1.8.6]) there exists a subsequence Qki such
that Qki converges to a non-empty compact convex set Q ⊂ ⊗
l
i=1R
di . By Lemma 3.6,
εBd1,...,dl2 ⊆ Qki for all i ∈ N, therefore εB
d1,...,dl
2 ⊆ Q and Q is a 0-symmetric convex body.
Hence, from Proposition 3.4, it follows that Q ∈ B⊗. This completes the proof.
4 A natural action on the space of tensorial bodies B⊗(⊗li=1R
di)
Recall that GL⊗(⊗
l
i=1R
di) is the set of linear isomorphisms on ⊗li=1R
d
i that preseve decom-
posable vectors (see Section 2). In a similar way, O⊗(⊗
l
i=1R
di) consists of the orthogonal
maps on ⊗li=1R
di which enjoy of the same property. That is,
O⊗(⊗
l
i=1R
di) := GL⊗(⊗
l
i=1R
di) ∩O(⊗li=1R
di).
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In [15, Proposition 3.11 and Theorem 3.12], it is proved that GL⊗(⊗
l
i=1R
di) is a closed
subgroup of GL(⊗li=1R
di) which preserves tensorial bodies, see also (2.6). This allows us
to define a natural action of GL⊗(⊗
l
i=1R
di) on the space B⊗(⊗
l
i=1R
di). It is given by:
GL⊗(⊗
l
i=1R
di)× B⊗(⊗
l
i=1R
di) −→ B⊗(⊗
l
i=1R
di)
(T,Q) 7→ TQ := {Tu : u ∈ Q} .
Clearly, it is a continuous action. Indeed, it is the restriction of the natural action of the
general linear group GL(⊗li=1R
di) on the space of 0-symmetric convex bodies in ⊗li=1R
di ,
which is continuous ([3, p. 210]).
For simplicity of notation, we usually write GL⊗ and O⊗ instead of GL⊗(⊗
l
i=1R
di) and
O⊗(⊗
l
i=1R
di). Remember that throughout the paper l ≥ 2 and di ≥ 2 are integers.
Theorem 4.1. The action of GL⊗(⊗
l
i=1R
di) on B⊗(⊗
l
i=1R
di) is proper.
Proof. First notice that since GL⊗ is a closed subgroup of GL(⊗
l
i=1R
di), see [15, Proposi-
tion 3.11], it is a locally compact Lie group.
Now, let P ∈ B⊗ and ε > 0 be such that 2εB
d1,...,dl
2 ⊆ P. We claim that VP (ε) is a
small neighborhood of P. To prove this, observe that for each 0-symmetric convex body
C ⊂ ⊗li=1R
di , there exists λ > 0 such that λBd1,...,dl2 ⊆ C.We will show that the transporter
Γ = {T ∈ GL⊗ : TVP (ε) ∩ VC(λ) 6= ∅} has compact closure in GL⊗. To that end, we will
prove that every sequence in Γ has a convergent subsequence in GL⊗.
Let Tk, k ∈ N, be a sequence contained in Γ. Then, for every k ∈ N, there exists
Qk ∈ VP (ε) such that Tk(Qk) ∈ VC(λ). Thus, by Lemma 3.6, εB
d1,...,dl
2 ⊆ Qk for all k.
Also, since δH(Tk(Qk), C) < λ, we have that Tk(Qk) ⊆ C + λB
d1,...,dl
2 . Hence,
Tk(εB
d1,...,dl
2 ) ⊆ Tk(Qk) ⊆ C + λB
d1,...,dl
2 .
The latter implies that the sequence ‖Tk‖ is bounded (here ‖Tk‖ is the operator norm of
Tk on ⊗
l
H,i=1R
di). We thus have that Tk is a bounded sequence of operators between finite
dimensional spaces. Therefore Tk must have a convergent subsequence.
Let us denote by T ∈ L(⊗lH,i=1R
di) to the limit of such subsequence Tki . We will
prove that T belongs to GL⊗. Since GL⊗ is a closed subgroup of GL(⊗
l
i=1R
di), see [15,
Proposition 3.11], it is enough to prove that T is a linear isomorphism. To do this, observe
that Qki ∈ VP (ε) and Tki(Qki) ∈ VC(λ). Thus, from Lemma 3.7, there exists a sub-
subsequence Qkij such that Qkij and Tkij
(
Qkij
)
converge to some tensorial bodies Q, D
respectively. This yields to TQ = D which proves that T is a linear isomorphism. This
completes the proof.
Let us recall that E⊗(⊗
l
i=1R
di) consists of the ellipsoids in the class of tensorial bodies,
see Section 2.1. The next result extends, to the class of tensorial bodies, Corollary 3.10 of
[5] which proves that the space of ellipsoids in Rd is homeomorphic to Rp, with p = d(d+1)2 .
Corollary 4.2. E⊗(⊗
l
i=1R
di) is homeomorphic to Rp with p = d1(d1+1)2 + · · · +
dl(dl+1)
2 .
Proof. Observe that O⊗ is the estabilizer of B
d1,...,dl
2 thus, by Theorem 4.1 and [29, Propo-
sition 1.1.5], the GL⊗-orbit of B
d1,...,dl
2 is homeomorphic to the quotient GL⊗/O⊗. The
result then follows from [15, Corollary 4.3], which shows that the GL⊗-orbit of B
d1,...,dl
2 is
E⊗
(
⊗li=1R
di
)
, and from Corollary A.5.
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The GL⊗-equivariant retraction conv⊗
Given a tensorial body Q ⊂ ⊗li=1R
di , we define conv⊗ as the map sending Q to the
projective tensor product of its associated 0-symmetric bodies Qi, i = 1, . . . , l, see Remark
2.3. That is,
conv⊗ : B⊗
(
⊗li=1R
di
)
−→ B⊗
(
⊗li=1R
di
)
Q 7→ Q1 ⊗π · · · ⊗π Q
l.
The set of fixed points of conv⊗ is Π := {Q ∈ B⊗(⊗
l
i=1R
di) : conv⊗(Q) = Q}. Below, we
prove that conv⊗ is a GL⊗-equivariant retraction from the space of tensorial bodies onto
Π, see (3) in Proposition 4.4.
Lemma 4.3. Π is the image of B(d1)×· · ·×B(dl) under the projective tensor product ⊗π.
Proof. Let us suppose that Q ∈ Π, then Q = Q1 ⊗π · · · ⊗π Q
l and it is the image of
(Q1, . . . , Ql) under ⊗π. On the other hand, if Q is such that Q = Q1⊗π · · · ⊗πQl for some
0-symmetric convex bodies Qi ⊂ R
di , then Q ∈ BQ1,...,Ql ∩ BQ1,...,Ql . Therefore, by [15,
Proposition 3.6], there exist λi > 0, i = 1, . . . , l, such that λ1 · · ·λl = 1 and Q
i = λiQi, for
all i. From this, Q1⊗π · · ·⊗πQ
l = Q1⊗π · · ·⊗πQl and Q ∈ Π, so the proof is completed.
The next proposition collects the basic properties of conv⊗. It is based on an alternative
definition of this map stated in terms of the set of decomposable vectors. We follow the
notation of [13]. There, this set is denoted by
Σ
Rd1 ,...,Rdl := {x
1 ⊗ · · · ⊗ xl : xi ∈ Rdi , i = 1, . . . , l}.
Proposition 4.4. The following statements hold:
1. For every tensorial body Q ⊂ ⊗li=1R
di , conv⊗(Q) = conv(Q ∩ ΣRd1 ,...,Rdl ).
2. The map conv⊗ is constant on every BQ1,...,Ql(⊗
l
i=1R
di).
3. The map conv⊗ is a GL⊗-equivariant retraction from B⊗(⊗
l
i=1R
di) onto Π.
Proof. To prove (1) observe that from Theorem 2.2, each tensorial body Q is a tensorial
body with respect toQ1, . . . , Ql, so by (2.2), we have Q1⊗π· · ·⊗πQ
l ⊆ conv(Q∩Σ
Rd1 ,...,Rdl ).
To show the other inclusion, notice that every w = x1⊗· · ·⊗xl ∈ Q can be written as w =
y1 ⊗ · · · ⊗ yl where yi = gQi(
xi
g
Qi
(xi)
)xi, i = 1, . . . , l− 1, and yl = gQ1(x
1) · · · gQl−1(x
l−1)xl.
Clearly each yi ∈ Qi for i = 1, . . . , l−1 and, from (2.2), yl ∈ Ql. Hence, w ∈ Q1⊗π · · ·⊗πQ
l.
The desired inclusion then follows by convexity.
(2) We will prove that for every Q ∈ BQ1,...,Ql ,
conv⊗(Q) = Q1 ⊗π · · · ⊗π Ql. (4.1)
Let Q ∈ BQ1,...,Ql, then Q ∈ BQ1,...,Ql ∩BQ1,...,Ql and, from [15, Proposition 3.6], there exist
λi > 0, i = 1, . . . , l, such that λ1 · · ·λl = 1 and Q
i = λiQi, for all i. Hence, Q
1⊗π · · ·⊗πQ
l =
Q1 ⊗π · · · ⊗π Ql and conv⊗(Q) = Q1 ⊗π · · · ⊗π Ql, as desired.
(3) To prove the equivariance of conv⊗, it is enough to recall that linear maps preserve
convex hulls. Hence, T (conv(Q ∩ Σ
Rd1 ,...,Rdl )) = conv(T (Q ∩ ΣRd1 ,...,Rdl )) = conv((TQ) ∩
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Σ
Rd1 ,...,Rdl ), for every T ∈ GL⊗. The latter along with (1) shows that T (conv⊗(Q)) =
conv⊗(TQ).
To prove that conv⊗ is continuous, let Qk, k ∈ N, be a sequence in B⊗ converging to
a tensorial body Q. We will see that conv⊗(Qk) converges to conv⊗(Q). By (2) in Lemma
3.1, gQk converges uniformly (on compact sets) to gQ. Thus, from [15, Proposition 3.7],
g(Qi
k
)◦ converges uniformly (on compact sets) to g(Qi)◦ . So, by (3.1), Q
i
k goes to Q
i for each
i = 1, . . . , l. Hence, by the continuity of ⊗π (Proposition 3.3), Q
1
k ⊗π · · · ⊗π Q
l
k converges
to Q1 ⊗π · · · ⊗π Q
l and conv⊗ is continuous.
To show that conv⊗ is a retraction onto Π, notice that each tensorial bodyQ is such that
Q,Q1⊗π · · ·⊗πQ
l ∈ BQ1,...,Ql , then by (4.1), conv⊗(conv⊗(Q)) = conv⊗(Q
1⊗π · · ·⊗πQ
l) =
Q1 ⊗π · · · ⊗π Q
l = conv⊗(Q).
4.1 A global slice for the space of tensorial bodies B⊗(⊗
l
i=1R
di)
Given a 0-symmetric convex body Q ⊂ Rd, the Löwner ellipsoid Lo¨w(Q) and John ellipsoid
John(Q) are defined as the ellipsoid of minimal volume (resp. maximal volume) containing
Q (resp. contained in Q). Both ellipsoids are fundamental tools in the study of convex
bodies and finite dimensional normed spaces (see for instance [35, Chapter 3]). One of their
main features is the uniqueness, which was proved by F. John [19]. This property enables
the definition of the Löwner map, Lo¨w, as the map sending each 0-symmetric convex body
Q ⊂ Rd to its Löwner ellipsoid Lo¨w(Q), see [5, Section 3.2]. Among its fundamental
properties, in [5, Theorem 3.6], it is proved that the Löwner map is a GL(d)-equivariant
retraction onto the set of ellipsoids in Rd. By means of this map, we will exhibit a compact
O⊗-global slice for the space of tensorial bodies (Theorem 4.7).
The relation between Löwner and John ellipsoids and the tensor products ⊗π, ⊗ǫ is
established in [7, Lemma 1] and [14, Proposition 3.14]. There, it is proved that Löwner
and John ellipsoids are preserved under the projective ⊗π and the injective tensor product
⊗ǫ, respectively. In [7, Lemma 1], it is showed that for every tuple of 0-symmetric convex
bodies Qi ⊂ R
di , i = 1, . . . , l, the Löwner ellipsoid of the projective tensor product is the
Hilbertian tensor product of the Löwner ellipsoids Lo¨w(Qi). That is,
Lo¨w(Q1 ⊗π · · · ⊗π Ql) = Lo¨w(Q1)⊗2 · · · ⊗2 Lo¨w(Ql). (4.2)
As a consequence of (4.2), Löwner ellipsoids of projective tensor products of 0-symmetric
convex bodies are tensorial ellipsoids. This allows us to define the map l⊗ as the compo-
sition of two retractions l⊗ := Lo¨w ◦ conv⊗,
l⊗ : B⊗(⊗
l
i=1R
di)→ E⊗(⊗
l
i=1R
di)
Q 7→ Lo¨w(Q1 ⊗π · · · ⊗π Q
l).
Below we prove that l⊗ is a GL⊗-equivariant retraction onto the space of tensorial
ellipsoids (Proposition 4.5). This map will be used to show that the subset L⊗(⊗
l
i=1R
di)
which consists of the tensorial bodies Q ⊂ ⊗li=1R
di such that l⊗(Q) = B
d1,...,dl
2 is a compact
global O⊗-slice for the space of tensorial bodies B⊗(⊗
l
i=1R
di), see Theorem 4.7. To simplify
notation, we will write E⊗ and L⊗ instead of E⊗(⊗
l
i=1R
di) and L⊗(⊗
l
i=1R
di).
Proposition 4.5. The map l⊗ is a GL⊗-equivariant retraction from B⊗
(
⊗li=1R
di
)
onto
E⊗
(
⊗li=1R
di
)
.
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Proof. The map l⊗ is continuous and GL⊗-equivariant due to the Löwner map Lo¨w is a
continuous GL(⊗li=1R
di)-equivariant map [5, Theorem 3.6], and the map conv⊗ is contin-
uous and GL⊗-equivariant (see Proposition 4.4). To prove that l⊗ is a retraction. Let
E ⊂ ⊗li=1R
di be a tensorial ellipsoid, then, by [15, Corollary 4.3], there exist Ti ∈ GL(di),
i = 1, ..., l, such that E = T1 ⊗ · · · ⊗ Tl(B
d1,...,dl
2 ). Thus,
l⊗(E) = l⊗(T1 ⊗ · · · ⊗ Tl(B
d1,...,dl
2 )) = (T1 ⊗ · · · ⊗ Tl)l⊗(B
d1,...,dl
2 )
= T1 ⊗ · · · ⊗ Tl(B
d1,...,dl
2 ) = E .
The third equality follows from (2.9), (4.1) and (4.2).
Proposition 4.6. L⊗(⊗
l
i=1R
di) enjoys of the following properties:
1. L⊗(⊗
l
i=1R
di) is O⊗-invariant.
2. The GL⊗-saturation of L⊗(⊗
l
i=1R
di) coincides with B⊗(⊗
l
i=1R
di).
3. Let T ∈ GL⊗(⊗
l
i=1R
di). If T
(
L⊗(⊗
l
i=1R
di)
)
∩ L⊗(⊗
l
i=1R
di) 6= ∅, then T is an
orthogonal map.
4. L⊗(⊗
l
i=1R
di) is compact.
Proof. (1). Let Q ∈ L⊗ and let U be an orthogonal map in O⊗. By the equivariance of l⊗
(Proposition 4.5), l⊗ (UQ) = U(l⊗(Q)) = U(B
d1,...,dl
2 ) = B
d1,...,dl
2 . Therefore U(Q) ∈ L⊗
and the invariance of L⊗ is proved.
(2). Let Q ⊂ ⊗li=1R
di be an arbitrary tensorial body, we will see that it belongs to
the GL⊗-saturation of L⊗. Since for each i = 1, . . . , l, there exists Ti ∈ GL(di) such that
Lo¨w(Qi) = Ti(B
di
2 ), then, by setting P := T
−1
1 ⊗ · · · ⊗ T
−1
l (Q), we have:
l⊗ (P ) = l⊗
(
T−11 ⊗ · · · ⊗ T
−1
l (Q)
) ∗
= T−11 ⊗ · · · ⊗ T
−1
l (l⊗ (Q))
∗∗
= T−11 ⊗ · · · ⊗ T
−1
l
(
Lo¨w(Q1)⊗2 · · · ⊗2 Lo¨w(Q
l)
)
= T−11 ⊗ · · · ⊗ T
−1
l
(
T1(B
d1
2 )⊗2 · · · ⊗2 Tl(B
dl
2 )
)
∗∗∗
= Bd12 ⊗2 · · · ⊗2 B
dl
2 = B
d1,...,dl
2 .
(*) follows from Proposition 4.5. (**) follows from (4.2). (***) follows from the second
equality in (2.10).
Therefore P ∈ L⊗ and Q = T1 ⊗ · · · ⊗ Tl(P ) belongs to the GL⊗-saturation of L⊗.
(3). Let T ∈ Gl⊗ such that TQ ∈ L⊗, for some Q ∈ L⊗. Then, by the GL⊗-
equivariance of l⊗, T (B
d1...,dl
2 ) = T (l⊗(Q)) = l⊗(TQ) = B
d1...,dl
2 . This proves that T is an
orthogonal map in GL⊗. So, T ∈ O⊗.
(4). We will prove that any sequence in L⊗ has a convergent subsequence. Let Qk be
a sequence contained in L⊗. Then for each k, Lo¨w(Q
1
k ⊗π · · · ⊗π Q
l
k) = B
d1,...,dl
2 and so
Q1k ⊗π · · · ⊗π Q
l
k belongs to the compact set L (⊗
l
i=1R
di) ⊂ B(⊗li=1R
di) of [3, Remark 1].
Consequently, there exists a subsequence Q1kj⊗π · · ·⊗πQ
l
kj
converging to some 0-symmetric
convex body D ⊂ ⊗li=1R
di , such that Lo¨w(D) = Bd1,...,dl2 . Hence, from (2) in Lemma 3.1
and [15, Proposition 3.7], we have that D is a tensorial body for which Qikj and (Q
i
kj
)◦
converge to Di and (Di)◦ respectively.
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Now, by the continuity of ⊗π and ⊗ǫ (Proposition 3.3), we have that Q
1
kj
⊗π · · ·⊗πQ
l
kj
and Q1kj⊗ǫ · · ·⊗ǫQ
l
kj
converge to D1⊗π · · ·⊗πD
l and D1⊗ǫ · · ·⊗ǫD
l, respectively. Since we
also have that Q1kj ⊗π · · · ⊗πQ
l
kj
⊆ Qkj ⊆ Q
1
kj
⊗ǫ · · ·⊗ǫQ
l
kj
, then by the Blaschke selection
theorem ([32, Theorem 1.8.6]), we can suppose that Qkj converges to some compact convex
set Q. In such case, we must have that D1 ⊗π · · · ⊗π D
l ⊆ Q ⊆ D1 ⊗ǫ · · · ⊗ǫ D
l and so
Q is a tensorial body. Finally, from the continuity of l⊗ (Proposition 4.5), it follows that
l⊗(Q) = B
d1,...,dl
2 . This shows that Q ∈ L⊗ and the proof is completed.
Theorem 4.7. L⊗
(
⊗li=1R
di
)
is a compact global O⊗-slice for the proper GL⊗-space
B⊗
(
⊗li=1R
di
)
.
Proof. The compactness of L⊗ was proved in Proposition 4.6. Now, we will prove that
it is a global GL⊗-slice for the space of tensorial bodies. Since E⊗ is the GL⊗-orbit of
Bd1...,dl2 , see [15, Corollary 4.3], and O⊗ is the stabilizer of B
d1...,dl
2 , then, by [29, Proposition
1.1.5], there is a GL⊗-equivariant homeomorphism between E⊗ and GL⊗/O⊗. The latter
together with Proposition 4.5 and the fact that L⊗(⊗
l
i=1R
di) = l−1⊗ (B
d1...,dl
2 ) yield a GL⊗-
equivariant map f : B⊗ → GL⊗/O⊗ such that L⊗(⊗
l
i=1R
di) = f−1(O⊗(⊗
l
i=1R
di)).
4.2 Topological representatives for B⊗(⊗
l
i=1R
di) and BM⊗(⊗
l
i=1R
di)
Here, we exhibit topological representatives for both the space of tensorial bodies and the
compactum BM⊗(⊗
l
i=1R
di). Namely, in Corollary 4.9, we prove that BM⊗(⊗
l
i=1R
di) is
homeomorphic to two orbit spaces B⊗/GL⊗ and L⊗/O⊗. In Corollaries 4.10 and 4.11, we
prove that B⊗ is homeomorphic to the product L⊗ × E⊗ and L⊗ × R
p, respectively. It is
worth to notice that these results extend, to the context of tensorial bodies, Corollary 1 of
[3] and Corollaries 3.8 and 3.9 of [5] about the Banach-Mazur compactum and the space
of convex bodies in Rd, respectively.
Proposition 4.8. The following statements hold:
1. The orbit space B⊗(⊗
l
i=1R
di)/GL⊗(⊗
l
i=1R
di) is compact.
2. The spaces L⊗(⊗
l
i=1R
di)/O⊗(⊗
l
i=1R
di) and B⊗(⊗
l
i=1R
di)/GL⊗(⊗
l
i=1R
di) are ho-
meomorphic.
Proof. (1). From Proposition 4.6, L⊗ is compact and GL⊗ (L⊗) = B⊗. Thus, by the
continuity of the orbit map π : B⊗ → B⊗/GL⊗, we have that π (L⊗) = B⊗/GL⊗ is
compact.
(2). Denote by π| the restriction of the orbit map to L⊗. From (1), we know that
π| is a continuous surjective map from L⊗
(
⊗li=1R
di
)
onto B⊗/GL⊗. Also, notice that
from (3) in Proposition 4.6, for every P,Q ∈ L⊗ we have that π| (P ) = π| (Q) if and
only if P , Q have the same O⊗-orbit. From this, π| induces a continuous bijective map
ρ : L⊗/O⊗ → B⊗/GL⊗. Since L⊗ is compact (Proposition 4.6), the same holds for
L⊗/O⊗, see [9, Theorem 3.1]. Finally, due to B⊗/GL⊗ is Hausdorff (see [29, Proposition
1.1.4]), we have that ρ is a homeomorphism between L⊗/O⊗ and B⊗/GL⊗. This completes
the proof.
Recall that BM⊗(⊗
l
i=1R
di) endowed with the metric log δBM⊗ is a compact metric space
([15, Theorem 3.13]). It consists of the equivalence classes of tensorial bodies determined
by the relation P ∼ Q if and only if T (P ) = Q for some T ∈ GL⊗, see (2.8).
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Corollary 4.9. BM⊗(⊗
l
i=1R
di) is homeomorphic to B⊗(⊗
l
i=1R
di)/GL⊗(⊗
l
i=1R
di) and
L⊗(⊗
l
i=1R
di)/O⊗(⊗
l
i=1R
di).
Proof. Let Ψ : B⊗
(
⊗li=1R
di
)
→ BM⊗
(
⊗li=1R
di
)
be the map sending each tensorial body
Q to its class [Q] ∈ BM⊗. It is not difficult to prove that, as a consequence of Lemma 3.1
and [15, Proposition 3.7], Ψ is continuous. Clearly it is surjective, and Ψ(P ) = Ψ(Q) if
and only if Q belongs to the GL⊗-orbit of P. Therefore, by the compactness of B⊗/GL⊗
(see (1) in Proposition 4.8) and the fact that BM⊗ is a Hausdorff space, it follows that Ψ
induces a homeomorphism between B⊗/GL⊗ and BM⊗. This proves the first part of the
corollary. The second part follows directly from (2) in Proposition 4.8.
Corollary 4.10. The following statements hold:
1. There exists an O⊗-equivariant retraction r : B⊗
(
⊗li=1R
di
)
→ L⊗
(
⊗li=1R
di
)
such
that r (P ) belongs to the GL⊗-orbit of P.
2. B⊗
(
⊗li=1R
di
)
is homeomorphic to L⊗
(
⊗li=1R
di
)
× E⊗
(
⊗li=1R
di
)
.
Proof. In order to prove the first part of the theorem, we will use Lemma A.6. There, it is
proved that GL⊗ is homeomorphic to the product A×O⊗ where A ⊂ GL⊗ consists of the
tensor products S1⊗· · ·⊗Sl of strictly positive maps Si ∈ GL(di), and the homeomorphism
is given by the composition map.
(1) To define the so called retraction, let us first consider f : GL⊗ → E⊗ defined
as f(T ) := T (Bd1,...,dl2 ). By [29, Proposition 1.1.5] and [15, Corollary 4.3], f induces a
GL⊗-equivariant homeomorphism f˜ : GL⊗/O⊗ → E⊗. Indeed, f is the composition of the
maps:
GL⊗
π
→ Gl⊗/O⊗
f˜
→ E⊗,
where π is the natural quotient map. From the compactness of O⊗, it follows that π
is closed ([9, Theorem 3.1]). Also, since f is the composition of two closed maps, it
must be closed too. From this and Lemma A.6, we know that the restriction f|A is a
homeomorphism between A and E⊗. Furthermore, if we let O⊗ acts on A by sending the
pair (U,S) ∈ O⊗ × A to USU
−1, and on E⊗ by the action induced from B⊗, then f|A is
an O⊗-equivariant homeomorphism.
Denote by ξ : E⊗ → A the inverse map of f|A, then
[ξ (E)]−1 E = Bd1,...,dl2 for all E ∈ E⊗. (4.3)
We claim that the map r : B⊗ → L⊗, defined as, r (Q) := [ξ (l⊗ (Q))]
−1Q is the desired
O⊗-equivariant retraction. By its definition r is continuous and r(Q) belongs to the GL⊗-
orbit of Q ∈ B⊗. Also, from (4.3) and the equivariance of l⊗ (Proposition 4.5), we have
l⊗ (r(Q)) = l⊗
(
[ξ (l⊗ (Q))]
−1Q
)
= [ξ (l⊗ (Q))]
−1 l⊗ (Q) = B
d1,...,dl
2 .
This shows that r(Q) ∈ L⊗ for all Q ∈ B⊗. To prove that it is a retraction onto L⊗,
observe that for every Q ∈ L⊗,
r (Q) = [ξ (l⊗ (Q))]
−1Q =
[
ξ
(
Bd1,...,dl2
)]−1
Q = I⊗li=1Rdi
(Q) = Q.
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To prove that r is O⊗-equivariant, let U ∈ O⊗ and Q ∈ B⊗ then
r (UQ) = [ξ (l⊗ (UQ))]
−1 UQ = [ξ (Ul⊗ (Q))]
−1 UQ.
By the equivariance of ξ, we have ξ (Ul⊗ (Q)) = Uξ (l⊗ (Q))U
−1. Thus [ξ (Ul⊗ (Q))]
−1 =
U [ξ (l⊗ (Q))]
−1 U−1. Consequently,
r (UQ) =
(
U [ξ (l⊗ (Q))]
−1 U−1
)
UQ = U
(
[ξ (l⊗ (Q))]
−1Q
)
= U(r (Q))
as required.
To prove (2), define ϕ : B⊗ → L⊗ × E⊗ as ϕ(Q) := (r(Q), l⊗(Q)) , then ϕ is an
O⊗-equivariant homeomorphism with inverse map given by ϕ
−1 (Q, E) = ξ (E)Q.
The next corollary follows directly from the above and Corollary 4.2:
Corollary 4.11. B⊗(⊗
l
i=1R
di) is homeomorphic to L⊗(⊗
l
i=1R
di)×Rp, with p = d1(d1+1)2 +
· · ·+ dl(dl+1)2 .
A The Lie group structure of GL⊗(⊗li=1R
di)
Proposition 3.11 of [15] shows that GL⊗(⊗
l
i=1R
di) is a closed subgroup of GL(⊗li=1R
di),
with respect to the topology induced by the operator norm on L(⊗lH,i=1R
di). Consequently,
GL⊗(⊗
l
i=1R
di) is a Lie group and O⊗(⊗
l
i=1R
di) is a compact subgroup of it.
Given a permutation σ on {1, . . . , l} for which xσ(1) ⊗ · · · ⊗ xσ(l) ∈ ⊗li=1R
di , whenever
xi ∈ Rdi , i = 1, . . . , l, we define the map Uσ in decomposable vectors as:
Uσ(x
1 ⊗ · · · ⊗ xl) = xσ(1) ⊗ · · · ⊗ xσ(l), (A.1)
and extend it to ⊗li=1R
di by multilinearity. The map Uσ is orthogonal. Indeed, notice
that the canonical basis ediki , ki = 1, . . . , di, of R
di is such that Uσ(e
d1
k1
⊗ · · · ⊗ edlkl) =
e
dσ(1)
kσ(1)
⊗· · ·⊗e
dσ(l)
kσ(l)
.We will denote by P to the subset of GL⊗(⊗
l
i=1R
di) of orthogonal maps
Uσ as above.
Lemma A.1. The following hold:
1. P is a finite subgroup of O⊗(⊗
l
i=1R
di).
2. Every T ∈ GL⊗(⊗
l
i=1R
di) can be written as T = (T1 ⊗ · · · ⊗ Tl)Uσ , for some Ti ∈
GL(di), i = 1, . . . , l, and Uσ ∈ P.
Proof. (1) Clearly P is a finite subset of O⊗ and the identity map on ⊗
l
i=1R
di belongs to
it. To prove that it is a subgroup, let Uσ, Uβ ∈ P, then it can be directly checked that
U−1σ = Uσ−1 and UσUβ = Uβσ.
(2) Let T ∈ GL⊗ then, by [25, Corollary 2.1.4], there exist a permutation σ on {1, ..., l}
and Ti ∈ GL(di), i = 1, . . . , l, such that T (x
1⊗· · ·⊗xl) = T1(x
σ(1))⊗· · ·⊗Tl(x
σ(l)). Hence,
T = (T1 ⊗ · · · ⊗ Tl)Uσ as desired.
Proposition A.2. O⊗(⊗
l
i=1R
di) is a maximal compact subgroup of GL⊗(⊗
l
i=1R
di).
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Proof. Let K ⊂ GL⊗ be a compact subgroup such that O⊗ ⊆ K. We will prove that
K = O⊗.
Suppose that T ∈ K then, by Lemma A.1, there exist Ti ∈ GL(di), i = 1, . . . , l,
and Uσ ∈ P such that T = T1 ⊗ · · · ⊗ TlUσ. By the polar decomposition ([21, Theorem
60]), each Ti can be written as Ti = SiUi, for some positive linear map Si ∈ GL(di) and
Ui ∈ O(di). Therefore, T = S1 ⊗ · · · ⊗ SlU1 ⊗ · · · ⊗ UlUσ and so S1 ⊗ · · · ⊗ Sl is a positive
self-adjoint linear map in K. Now, from the compactness of K, for each eigenvalue λi of Si
with unitary eigenvector zi and each integer n, the sequence (S1⊗· · ·⊗Sl)
n(z1⊗· · ·⊗zl) =
(λ1 · · ·λl)
nz1 ⊗ · · · ⊗ zl is bounded in ⊗li=1R
di . Since this is only possible if λ1 · · · λl = 1,
and this holds for every eigenvalue λ1 · · ·λl of S1 ⊗ · · · ⊗ Sl, we have that S1 ⊗ · · · ⊗ Sl is
the identity on ⊗li=1R
di . Thus, T ∈ O⊗ and K ⊆ O⊗ as required.
Let us denote by ⊗(GL(d1), . . . , GL(dl)) the set of tensor products T1 ⊗ · · · ⊗ Tl of
linear maps Ti ∈ GL(di). Similarly, ⊗(O(d1), . . . , O(dl)) denotes the set of tensor products
U1⊗ · · · ⊗Ul of orthogonal maps Ui ∈ O(di). Below, we show that ⊗(GL(d1), . . . , GL(dl))
and ⊗(O(d1), . . . , O(dl)) are Lie groups of dimensions d
2
1+ · · ·+ d
2
l − (l− 1) and
d1(d1−1)
2 +
· · ·+ d1(d1−1)2 − (l − 1), respectively.
Lemma A.3. Let N ⊂ GL(d1) × · · · × GL(dl) be defined as N := {(λ1Id1 , . . . , λlIdl) :
λ1 · · ·λl = 1}. Then N is a normal subgroup and:
1. ⊗(GL(d1), . . . , GL(dl)) is isomorphic as a Lie group to GL(d1)× · · · ×GL(dl)/N.
2. ⊗(O(d1), . . . , O(dl)) is isomorphic as a Lie group to O(d1)× · · · ×O(dl)/N.
Proof. We begin by proving that both ⊗(GL(d1), . . . , GL(dl)) and ⊗(O(d1), . . . , O(dl)) are
closed subgroups of GL⊗(⊗
l
i=1R
di) and, in consequence, they are Lie groups. From the
properties of the tensor product of linear maps, it follows easily that both of them are
subgroups. The closedness follows from two facts. First, they are subsets of the set of
decomposable vectors in L(Rd1 ,Rd1) ⊗ · · · ⊗ L(Rdl ,Rdl), which is closed with respect to
any norm topology on the tensor space (see [10, Proposition 4.2]). Second, GL⊗ is closed
in GL(⊗li=1R
di), see [15, Proposition 3.11].
We now construct the desired isomorphisms. Let Φ : GL(d1) × · · · × GL(dl) →
⊗(GL(d1), . . . , GL(dl)) be the map sending each tuple (T1, . . . , Tl) to its tensor product
T1⊗ · · · ⊗ Tl. Also, let Φ| the restriction of Φ to O(d1)× · · · ×O(dl). Clearly, Φ and Φ| are
surjective maps. Indeed, it is not difficult to prove that they are smooth homomorphisms
with Kernel N. Thus, by [18, Theorem 11.1.8], Φ and Φ| induce isomorphisms of Lie groups
between GL(d1)×· · ·×GL(dl)/N and ⊗(GL(d1), . . . , GL(dl)), and O(d1)×· · · ×O(dl)/N
and ⊗(O(d1), . . . , O(dl)), respectively.
Below, we describe the structure of the groups GL⊗(⊗
l
i=1R
di) and O⊗(⊗
l
i=1R
di). The
case of tensor products of two spaces, i.e. l = 2, was already established in [26, Proposition
A.1].
Proposition A.4. GL⊗(⊗
l
i=1R
di) and O⊗(⊗
l
i=1R
di) are isomorphic (as Lie groups) to the
semidirect product ⊗(GL(d1), . . . , GL(dl))⋊ P and ⊗(O(d1), . . . , O(dl))⋊ P, respectively.
Proof. First observe that when only different integers are considered, i.e. di 6= dj , for i 6= j,
i, j = 1, . . . , l, then, by [25, Corollary 2.1.4], GL⊗(⊗
l
i=1R
di) = ⊗(GL(d1), . . . , GL(dl)),
O⊗(⊗
l
i=1R
di) = ⊗(O(d1), . . . , O(dl)) and P = {I⊗li=1Rdi
}. So in this case, the result is
straightforward.
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In order to prove the general case, notice that from (2) in Lemma A.1, GL⊗ =
⊗(GL(d1), . . . , GL(dl))P and ⊗(GL(d1), . . . , GL(dl)) ∩ P is trivial. Therefore, we only
need to check that ⊗(GL(d1), . . . , GL(dl)) is a closed normal subgroup of GL⊗, and that
GL⊗ has a finite number of connected components. The first part of the result then follows
from [18, Proposition 11.1.18].
By Lemma A.3, ⊗(GL(d1), . . . , GL(dl)) is a closed subgroup. To prove that it is a
normal subgroup, it is enough to show that Uσ(T1⊗· · ·⊗Tl)U
−1
σ ∈ ⊗(GL(d1), . . . , GL(dl))
for any Ti ∈ GL(di) and Uσ ∈ P. Let x
i ∈ Rdi , i = 1, . . . , l, then
Uσ(T1 ⊗ · · · ⊗ Tl)U
−1
σ (x
1 ⊗ · · · ⊗ xl) = UσT1(x
σ−1(1))⊗ · · · ⊗ Tl(x
σ−1(l))
= Tσ(1)(x
1)⊗ · · · ⊗ Tσ(l)(x
l) = Tσ(1) ⊗ · · · ⊗ Tσ(l)(x
1 ⊗ · · · ⊗ xl). (A.2)
Thus, Uσ(T1⊗· · ·⊗Tl)U
−1
σ = Tσ(1)⊗· · ·⊗Tσ(l) is a linear map on ⊗(GL(d1), . . . , GL(dl)),
as required.
To prove that GL⊗ has a finite number of connected components, note that by Lemma
A.1, the composition induces a continuous surjective map from ⊗(GL(d1), . . . , GL(dl)) ×
P onto GL⊗. Hence, since both ⊗(GL(d1), . . . , GL(dl)) and P have a finite number of
connected components, the same holds for GL⊗.
It remains to show the assertion for O⊗. By Lemma A.3, ⊗(O(d1), . . . , O(dl)) is closed.
Also, since (A.2) is valid for Ui ∈ O(di), i = 1, . . . , l, then it is a closed normal subgroup of
O⊗. In addition, by Lemma A.1, the composition map also gives us a surjective continuous
map from ⊗(O(d1), . . . , O(dl))×P onto O⊗. From this O⊗ has a finite number of connected
components, and the result follows from [18, Proposition 11.1.18].
Corollary A.5. GL⊗(⊗
l
i=1R
di)/O⊗(⊗
l
i=1R
di) is homeomorphic to Rp with p = d1(d1+1)2 +
· · ·+ dl(dl+1)2 .
Proof. By Proposition A.4, GL⊗ has a finite number of connected components. Conse-
quently, its quotient by O⊗, which is a maximal compact subgroup (Proposition A.2), must
be homeomorphic to Rp, [33, Theorem 32.5]. Therefore, from Lemma A.3 and Proposition
A.4, we have p = d1(d1+1)2 + · · · +
dl(dl+1)
2 .
The next lemma exhibits the polar decomposition of any linear isomorphism in GL⊗. It
shows that every T ∈ GL⊗ can be written uniquely as T = SU where U is an orthogonal
map in O⊗ and S is the tensor product of strictly positive linear maps. Recall that a
linear map S : E → E, on a Euclidean space E, is strictly positive if it is self-adjoint and
〈x, Tx〉
E
> 0 for every non-zero x ∈ E.
Lemma A.6. Let A consists of tensor products S1⊗· · ·⊗Sl of strictly positive linear maps
Si ∈ GL(di), i = 1, . . . , l. Then:
1. A ⊂ GL⊗(⊗
l
i=1R
di) is closed.
2. The map Ψ : A×O⊗(⊗
l
i=1R
di)→ GL⊗(⊗
l
i=1R
di) sending the pair (S,U) to SU is a
homeomorphism.
Proof. (1). To show that A is closed, let S1,n ⊗ · · · ⊗ Sl,n be a sequence in A converging
to S ∈ GL⊗. Since ⊗(GL(d1), . . . , GL(dl)) is closed (Proposition A.3), and positive self-
adjoint linear maps are stable under taking limits, then S is a positive linear isomorphism
(i.e. strictly positive). Moreover, it is of the form S = T1⊗ · · · ⊗ Tl, for some Ti ∈ GL(di),
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i = 1, . . . , l. Now, if Ti = SiUi is the polar decomposition of Ti (i.e. Si is strictly positive
and Ui is orthogonal), then S = (S1⊗· · · ⊗Sl)(U1⊗· · ·⊗Ul). So, by the uniqueness of the
polar decomposition ([21, Theorem 60]), U1 ⊗ · · · ⊗ Ul must be the identity on ⊗
l
i=1R
di .
This shows that S ∈ A as desired.
(2). To show that Ψ is bijective, let T ∈ GL⊗ then, by Lemma A.1, T = T1⊗· · ·⊗TlUσ
for some Ti ∈ GL(di) and Uσ ∈ P. Also, as a consequence of the above argument, T can be
written as T = (S1⊗· · ·⊗Sl)(U1⊗· · ·⊗Ul)Uσ and so T = SU, for S = S1⊗· · ·⊗Sl ∈ A and
U = (U1⊗· · ·⊗Ul)Uσ ∈ O⊗. Indeed, since the polar decomposition of linear isomorphims is
unique ([21, Theorem 60]) then so are S, U . Hence Ψ is bijective. Its continiuty follows by
definition. It reminds to show that Ψ−1 is continuous. Let Tn = Ψ(Sn, Un) be a sequence
converging to T = Ψ(S,U). From the compactness of O⊗ and the fact that A is closed,
it follows that Un converges to U and Sn to S. This shows that Ψ
−1 is continuous as
required.
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