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We present an investigation of the vibrational density of states ~VDOS! of selenium calculated using
two different methods. First we compute the VDOS from the velocity autocorrelation and study its
evolution with the temperature. Secondly we compute it from the dynamical matrix. This latter
method leads to imaginary frequencies for finite temperatures. In the literature these frequencies are
called unstable and are related to the diffusion and/or the anharmonicity. We investigate the
character of these frequencies, asking whether they are localized or extended, more acoustic or
optic. We show that, below a temperature-dependent threshold frequency, they are similar to their
real low-frequency counterparts. The temperature evolution of the number of these modes changes
at the glass transition. © 2001 American Institute of Physics. @DOI: 10.1063/1.1343074#I. INTRODUCTION
Amorphous selenium is one of the few elementary
glasses. Its glass transition temperature, Tg’305 K, is near
room temperature which facilitates experiments. It has been
studied extensively in experiments on both structural1–3 and
dynamical properties.4–7 There are only few simulations8 on
the dynamics of Se when it is quenched through the glass
transition.
On the other hand, simulations on model systems have
been done for some years where the vibrational density of
states ~VDOS! is computed in the hot and the supercooled
liquid.9–12 These simulations were aimed to link the vibra-
tional and diffusional properties.13–15 Particular attention was
given to the behavior of the instantaneous normal modes
~INM!. These INMs are gained by a generalization of the
normal mode analysis by means of the dynamical matrix, as
done routinely for crystals. The INM analysis in the liquid,
as well as in the glass for T.0 K, leads to modes with
negative eigenvalues, (2pn)2. The frequency, n , is imagi-
nary. These modes are, therefore, sometimes referred to as
imaginary modes, also called unstable modes, and are related
either to the diffusion and/or to anharmonicity. Based on the
soft potential model,16 the INMs were analyzed to find the
threshold between the diffusive and the anharmonic domains
of these unstable modes.17
The aim of this work is to investigate, for a realistic
model of a glass, the evolution of the INMs upon quenching
through the glass transition. Initially we want to see whether
different domains exist in the INM-spectrum of Se and sec-
ondly, if so, whether it is possible to discriminate between
diffusive and anharmonic domains of the INMs modes.
This paper is set out as follows. First we describe the
method used to obtain the different configurations in the liq-
uid, the super-cooled liquid and the glass. We then briefly
recall different methods to obtain the VDOS. In Sec. III the
VDOS of selenium at different temperatures are presented.
In the next section the spectra are analyzed in terms of
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modes. We correlate the change of the INMs with the glass
transition and compare it with the temperature dependence of
the diffusion constant. Finally we conclude and summarize
this work.
II. SIMULATIONS
We did classical molecular dynamics simulations on a
system of N52000 atoms interacting via a three-body poten-
tial. This potential was constructed to reproduce the proper-
ties both of small clusters of Se and also of the trigonal
crystalline phase. More details on the potential are given in
Ref. 18. The potential has previously been used to study
vibrations19 and local relaxations20,21 in amorphous Se. It has
also been used to study the microscopic and electronic struc-
ture of Se.22
In our simulations we used a Parrinello–Rahman
algorithm23,24 to keep the pressure constant, equal to zero.
The temperature was kept constant by rescaling the veloci-
ties at each integration step. The simulations were done in a
cubic box with periodic boundary conditions.
The equations of motion were integrated using the ve-
locity Verlet algorithm.25 Taking care of the stability of the
algorithm, we used time steps of 1 ps in the liquid, 2 ps in
the glass phase, and 4 ps for the lowest temperature (6 K!.
The samples in the liquid and super-cooled liquid phases
were obtained by cooling well equilibrated liquids to the
measurement temperatures. Subsequently the samples were
aged during 800 000 time steps ~i.e., 800 ps!. The samples in
the glassy phase ~i.e., T<290 K! were derived by cooling the
samples aged at T5290 K to the desired measurement tem-
peratures. The quench rates for theses two steps were equal,
Qr51013 K/s. The samples in the glassy phase were also
aged for 800 000 time steps ~1.6 ns for T.6 K and 3.2 ns at
T56 K! before the measurements were taken.
To improve the statistics, we used four independent
starting configurations in the liquid. After aging these differ-
ent samples, we used in the measurements three different
configurations of each of the independent samples. These6 © 2001 American Institute of Physics
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3237J. Chem. Phys., Vol. 114, No. 7, 15 February 2001 Vibrational density of states through glass transitionconfigurations were picked during the simulation at constant
temperature every 100 000 time steps. We, therefore, had 12
different configurations for each temperature, assuming that
100 000 time steps are enough to cancel correlations between
configurations extracted from the molecular dynamics simu-
lations.
In the previous simulations21 we estimated the glass
transition temperature as Tg’300 K which is in good agree-
ment with the experimental value Tg5305 K. One should
notice that the effective quench rate for the samples is less
than 1010 K/s near Tg .
III. METHODS
Several methods exist to compute the vibrational density
of states ~VDOS! from molecular-dynamics simulations. One
can use the method proposed by Beeman and Alben,26 or
slightly modified by Oligschleger and Scho¨n.19 This method
is based on the solution of the equation of motions with the
forces given in harmonic approximation.
Another method is to compute the velocity-
autocorrelation function ~VAF!27
Cvv~ t !5^v~ t1t0!v~ t0!& t0, ~1!
and then to obtain the VDOS by a Fourier transform of the
VAF
Z~v!5
1
2pE0
‘
Cvv~ t !cos~vt !. ~2!
This method also can be used in the liquid phase where the
VAF additionally gives information about the diffusion. It
should be noted that this method goes beyond the harmonic
approximation and thus gives an insight into the anharmo-
nicity.
A third method is to compute the 3N33N dynamical
matrix D ~with N the number of particles in the simulation!
Di j
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where V is the interatomic potential, M i the mass of particle
i and ri
0 denotes the current configuration. The roman indices
run over particles and the greek ones over the spatial direc-
tions. Diagonalizing the dynamical matrix one obtains the
wanted information on the dynamics. For each mode of vi-
bration s the eigenvalue, ls , is related to the frequency of
the vibration by ls5(2pns)2. The eigenvector coordinates
es
i represent the vectorial amplitude of atom i in the vibra-
tional eigenmode.
Originally developed for the solid phase, this method has
been transferred to the liquid and super-liquid phases in re-
cent years. In an ordered solid far from a phase transition the
energy landscape can be approximated by a quadratic func-
tion and, therefore, all eigenvectors, ls , are positive or zero.
The three zero eigenvalues correspond to the three degrees of
translation. The corresponding rotations are usually elimi-
nated by the periodic boundary conditions. In amorphous or
liquid samples the system is not necessarily in a quadratic
minimum. For instance, if one atom at a given instanceDownloaded 21 Dec 2006 to 134.94.122.39. Redistribution subject tojumps over a barrier then the curvature of the energy land-
scape at this instantaneous configuration is not positive in all
directions. Therefore, at least one eigenvalue of the dynami-
cal matrix is negative, and the corresponding frequency, ns ,
is imaginary. But this is not the only case where one obtains
an imaginary frequency. Also a simple anharmonic well in
the landscape energy can also lead to an imaginary frequency
~see for instance Ref. 9!. It is sufficient that the instantaneous
configuration is beyond a turning point of the multidimen-
sional energy landscape.
In this work we will focus on this dynamic matrix
method. Thanks to the knowledge of the eigenvectors, this
method can provide detailed information on the vibrations,
especially on the nature of the modes. It can help to answer
questions, such as whether the unstable modes are acoustic-
like or opticlike, extended or localized. For comparison we
also calculate the VDOS from the velocity autocorrelation
function, Eq. ~2!.
IV. VIBRATIONAL DENSITY OF STATES
To study the change of the VDOS with temperature we
show the densities of states obtained by the two methods for
different temperatures, above and below the glass transition
temperature.
Figure 1 presents the VDOS obtained from the Fourier
transform of the VAF, Eq. ~2!. Two bands are clearly distin-
guished. The peak at high frequencies, above 6 THz, corre-
sponds to the intramolecular bond stretching vibrations. The
broad band below 6 THz is due, both to bond bending modes
and to the intermolecular modes, at the lower frequencies.
The shapes and the values of these two bands are similar to
the ones measured in experiment.28 There is a marked im-
provement compared to the results of the earlier simulation
using a much simpler model.8
With increasing temperature the spectrum as a whole
shifts to lower frequencies. Additionally, above T5Tg a
peak appears at the lowest frequencies. This peak is the sig-
nature of diffusion which causes a quasi elastic peak over-
FIG. 1. Vibrational densities of states of liquid and amorphous Se obtained
by Fourier transform of the velocity autocorrelation function at different
temperatures: 6 K ~long dashed!, 200 K ~short dashed!, 290 K ~dashed–
dotted!, 445 K ~dotted!, and 495 K ~solid line!. AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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The rest of the lower-frequency band does not change sig-
nificantly when the temperature is increased. The high-
frequency band broadens with temperature and consequently
its peak height decreases.
Figure 2 shows for the same set of temperatures the
VDOS obtained from the diagonalization of the dynamical
matrix, i.e., the spectrum of the instantaneous modes. As
usual we multiply the imaginary frequencies by i and show
them as negative frequencies on the same axis as the real
ones. We now have three bands instead of the two in Fig. 1.
The extra band corresponds to the imaginary frequencies and
is, therefore, not present with the VAF method. Secondly,
contrary to Fig. 1, the low-frequency band (0 – 6 THz! does
not shift with increasing temperature whereas the high-
frequency band changes strongly. While the position of its
maximum shifts only slightly to lower values, its maximum
value decreases dramatically with increasing temperature. Si-
multaneously its width increases. Clearly the imaginary band
grows rapidly upon heating the system. This behavior had
been reported before from several numerical simulations of
other materials. It is related to anharmonicity and diffusion,
both of which gain in importance with increasing tempera-
ture. This effect would not be present in a quasi harmonic
description where one takes a harmonic expansion from a
temperature-dependent equilibrium configuration and all fre-
quencies are real. Even if we neglect mixing of the quasi-
harmonic eigenmodes for the moment, the potential-energy
curve as function of elongation in the eigenmode will be
anharmonic and in some cases have a low-lying maximum.
For some critical elongation the curvature goes through zero
~turning point! and the eigenvalue of the mode becomes
negative. The VDOS of the INM corresponds to a time av-
erage of the potential energy curve. With increasing tempera-
ture the probability to find elongations larger than the critical
one rises and, therefore, the imaginary band of the VDOS
grows. Anharmonic mixing between the modes will further
increase this effect
The difference between Figs. 1 and 2 poses the question
of whether the instantaneous mode spectrum shifts also to
FIG. 2. Vibrational density of states computed from the dynamical matrix at
different temperatures: 6 K ~long dashed!, 200 K ~short dashed!, 290 K
~dashed–dotted!, 445 K ~dotted!, and 495 K ~solid line!.Downloaded 21 Dec 2006 to 134.94.122.39. Redistribution subject tolower frequencies with increasing temperature, as has been
observed by the VAF-method in Fig. 1. In that case the na-
ture of the instantaneous imaginary frequency modes should
be similar to the one of the modes of the real low-frequency
band. At the same time one might also expect that some of
theses imaginary ~unstable! modes are due to diffusion. With
increasing temperature, the number of atoms jumping barri-
ers will increase and this will be reflected in an increase of
the number of imaginary modes. Therefore, two effects of
temperature should occur simultaneously, a shift of real low-
frequency modes ~due to the softening of the system! and an
increase of diffusive imaginary modes. To distinguish be-
tween diffusive or anharmonic modes we studied their na-
ture, using simple tools.
V. NATURE OF THE MODES
First we check whether the modes are localized or ex-
tended. A usual measure of localization is the participation
ratio
p~n!5H N(
i
~ei~n!ei~n!!2J 21. ~4!
For extended modes the participation ratio is of order unity.
For localized modes it should scale inversely with the system
size. This scaling behavior is, however, only observed at the
band edges, for low-spectral densities. Two effects contrib-
ute to an increase of participation ratio even for modes which
can, in some sense, be considered as localized. First, modes
of similar frequency will interact if they are sufficiently
close. With increasing system size this will give, instead of
p(n);1/N , an asymptotic behavior p(n);c(n) where c(n)
is the concentration of localized modes at frequency n . Sec-
ond, for low frequencies, the interaction of low-frequency
quasi-localized modes and sound waves becomes important.
This is well known from studies of resonant vibrations in
defect crystals.
Let us discuss the low temperature behavior of the par-
ticipation ratio, long-dashed line in Fig. 3. The above dis-
cussed effects are reflected in the steep increase at low fre-
quencies of p(n). For our system size, the transverse sound-
wave with the largest wave length, compatible with
FIG. 3. Participation ratio of the eigenmodes of the instantaneous dynamic
matrix at different temperatures: 6 K ~long dashed!, 200 K ~short dashed!,
290 K ~dashed–dotted!, 445 K ~dotted!, and 495 K ~solid line!. AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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participation ratios shown in Fig. 3 correspond to an infinite
matrix for n.0.4 THz, whereas for lower frequencies there
will be size effects. The bulk of the modes in the lower-
frequency band is extended with p(n)’0.4, slowly falling
with increasing n . Truly localized modes are observed in the
gap between the two frequency bands and at the highest fre-
quencies. This is again similar to the observations in defect
crystals. The low values of p(n) for the higher-frequency
band is a typical effect of amorphicity. It reflects the breakup
of the infinite chains of the crystal into shorter chains and
rings in the amorphous structure.21
With increasing temperature the modes of the high-
frequency band localize even more, p(n)→1/N . The chain
structure weakens and can no longer support extended bond
stretching vibrations. Below 6 THz the p(n) curve shifts
with increasing temperature to the left ~into the imaginary
frequency part!. The drop at the higher frequencies becomes
more pronounced. We will see from the following that this
can be attributed to an increased mixing between the two
frequency bands.
From a study of a soft sphere model glass it has been
suggested that the increase of p(n) at imaginary frequencies
with temperature can be used as an indicator of the glass
transition.9 The glass transition is related to the temperature
where truly unstable modes become extended. Without an
extensive investigation it is not possible to distinguish those
modes ~indicating a motion over a barrier! from strongly
anharmonic vibrations. But one hopes to find a limiting
imaginary frequency below which modes are mostly un-
stable. Due to the inherent chain structure, the extended
modes have much lower participation ratios in Se, p(n)
’0.4, than in the closed packed simple soft sphere glass
where the corresponding values are p(n)’0.55. As a conse-
quence one cannot distinguish extended and weakly local-
ized modes unambiguously using only p(n) as criterion.
Keeping this caveat in mind, we find that the glass transition
occurs when the average p(n’0) increases to 0.35. Single
modes with p.0.35 are observed around n520.360.1
Thz.
As we have seen, the participation ratio is not sufficient
to classify the modes. Therefore, we test the modes for ad-
ditional properties. As a first step we check whether the
modes are of a more acoustic or optic type. For this, we
introduce a phase parameter f defined as29–33
f~n!5
(^i , j&ei~n!ej~n!
(^i , j&uei~n!ej~n!u , ~5!
where ^i , j& indicates nearest neighbors. This definition en-
sures that for more acoustic vibrations the phase parameter
f(n)’1 ~the vibrations of neighboring atoms are in phase!,
while it is f(n)’21 for an optic ~anti-phase! vibration.
In Fig. 4, we show the phase parameter for three differ-
ent temperatures above, near and below the glass transition
temperature. To clarify the physics the curves have been
smoothed. The values of f(n) scatter strongly at the edges
of the spectra, especially at very high frequencies around 8
Thz, indicating that the parameter loses its meaning for these
vibrations. We have seen that the modes are strongly local-Downloaded 21 Dec 2006 to 134.94.122.39. Redistribution subject toized in this frequency range and, therefore, the following
analysis which is based on a plane-wave behavior of the
modes, is no longer applicable. The same holds, to a lesser
extent, for the edge of the spectrum at imaginary frequencies,
i.e., around 24 i Thz.
We first look at the low temperature values (T56
K—dashed line in Fig. 4!. As to be expected, the low-
frequency modes are predominantly acoustic. With increas-
ing frequency, f decreases to nearly 21 at the frequency of
the gap in the spectrum, i.e., around 6 THz. In the high
frequency band, the phase parameter increases again to reach
a value of zero before it drops again. This last decrease is
probably an artifact of the smoothing procedure. As said
above, the values for the single modes scatter strongly. The
same increase of the phase parameter in the high-frequency
band is observed in the VDOS of a crystalline configuration
of trigonal Se. This structure consists of parallel helical
chains with periodicity three. For a q50 longitudinal mode
along a chain one gets f’20.2. At this temperature, there
are only few imaginary modes and these seem to have the
same characteristics as the ones with very low real frequen-
cies, i.e., they are acousticlike.
With increasing temperature, the evolution of f shows
some interesting features. First, when the system is heated
there is a general shift of the f(n) curve to lower frequen-
cies. This is expected from the shift of the whole spectrum
with increasing temperature seen in Fig. 2. Second, f in the
high-frequency band is more or less equal for both higher
temperatures. Third, in the imaginary frequency range the
phase parameter starts from ’1 at 0 THz and decreases be-
fore it starts to scatter strongly. This behavior is seen below
and above Tg . We can, therefore, conclude that the imagi-
nary modes, in the range of small imaginary values near 0
Thz, are acousticlike while it is more difficult to characterize
their nature in the range of high imaginary values.
Analogously to the phase parameter, we define a bond
stretch parameter S(n)32
S~n!5
(^i , j&u~ej~n!2ei~n!!rˆ i ju
(^i , j&u~ej~n!2ei~n!!u
, ~6!
FIG. 4. Phase parameter f(n) at different temperatures: T56 K ~dashed
line!, T5290 K ~dotted–dashed line!, and T5495 K ~solid line!. AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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atom i to atom j. This bond stretching parameter is so de-
fined, that it is equal to one for a mode that only involves
stretching of the bonds. It is equal to zero when all motion is
orthogonal to the bonds.
Figure 5 reports the bond stretching parameter for the
same three temperatures as used in Fig. 4 for the phase pa-
rameters. The curves are again smoothed to avoid spurious
effects at the edges. Taking first the low-temperature curve
~6 K, dashed line! one sees that, as expected, the low-
frequency band is mainly due to modes that do not strongly
involve bond stretching. Contrarily the high-frequency band
consists of bond stretching modes. This is in full agreement
with experiments.34
With increasing temperature, we observe the same trends
as above, e.g., a general shift of the curves to smaller fre-
quencies. Moving to imaginary frequencies the stretching pa-
rameter changes continuously and differs only slightly from
the values at low real frequencies. At the largest imaginary
frequencies, n,23i THz, S(n) again scatters, but not as
strongly as the phase parameter, Fig. 4.
From the above we can so far conclude that, as to be
expected, the lower band of the instantaneous mode spec-
trum shifts to lower frequencies when the system is heated to
the liquid phase. Furthermore the modes with imaginary fre-
quencies have the same character as the ones with low real
frequencies. Therefore, we can now answer the first of our
posed questions. The modes with imaginary frequencies, at
least the ones with not too large absolute frequencies, origi-
nate from the lowest frequency part of the real spectrum. For
the largest imaginary frequencies their character is, however,
no longer as well defined.
The above analysis was based on concepts strictly valid
for wavelike modes only. It is, therefore, understandable that
it is not really applicable to the modes with the largest imagi-
nary frequencies, since these modes are no longer extended.
In order to clarify this last point, we introduce a third
tool, namely the correlation length or gyration radius. We
define it by32,35
FIG. 5. Stretching parameter S(n) at different temperatures:6 K ~dashed
line!, 290 K ~dashed–dotted line!, and 495 K ~solid line!.Downloaded 21 Dec 2006 to 134.94.122.39. Redistribution subject toLc
2~n!5(
i
uri2rg~n!u2uei~n!u2, ~7!
where rg(n) is the center-of-mass of the mode, defined by
rg~n!5(
i
ri uei~n!u2. ~8!
The gyration radius measures the spatial extent of a mode. If
the mode is extended ~plane wavelike! the correlation length
Lc tends to Lbox/2 where Lbox is the size of the simulation
box; in the case of a localized mode this length goes to zero.
The definition of the gyration radius is not unique. In
particular, one can change the weight in the definition of Lc
from uei(n)u2, corresponding to effective masses, to uei(n)u4,
corresponding to participation ratios.35 In the latter case the
absolute value of Lc changes but the qualitative behavior
remains the same.
In Fig. 6 we plot the average correlation length as func-
tion of frequency for the same temperatures as in Figs. 1 and
2, both below and above Tg . To show the essential features
more clearly, also these curves have been smoothed. Com-
paring with Fig. 3 where the participation ratios were shown
one observes a similar structure which is now, however,
much more pronounced.
As in the previous discussion of f and S, we first focus
on the lowest temperature, namely 6 K. At this temperature
the value of Lc tends to a constant value of about 19 Å in
both the lower and upper band. The size of the simulation
box at 6 K is 19.23 Å. Therefore, we deduce that both bands
are formed by modes extended over the whole volume. It is
also evident that Lc drops at the upper and lower edges of the
spectrum and at the gap, which indicates that both the modes
at the lowest and highest frequencies and in the gap are lo-
calized. As regards the lowest frequencies we want to recall
that localization is weak. In an infinite system these modes
interact with the sound waves, forming resonant ~quasi-
localized! modes, see e.g., Ref. 35. Due to the finite size of
the simulation volume long wavelength phonons are ex-
cluded and the resonant modes show up as localized.
FIG. 6. Correlation length Lc(n) at different temperatures: 6 K ~long
dashed!, 200 K ~short dashed!, 290 K ~dashed–dotted!, 445 K ~dotted!, and
495 K ~solid line!. AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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creased. First, as already seen for f and S, there is an overall
shift in frequency. Second, the modes with lowest real fre-
quencies are extended at all temperatures. The marginal in-
crease of the Lc value reflects only the volume expansion
with temperature. In contrast, as already observed in the par-
ticipation ratio, the high frequency band localizes more and
more with increasing temperature. As discussed above, this
band is formed by the intra-chain vibrations and with in-
creasing temperature the chains get broken and the modes
localize. Third, there is a strong shift in the imaginary fre-
quency range. In contrast to Fig. 3, there is a well defined
edge separating extended and localized modes. We observe
that the modes with small imaginary frequencies ~i.e., typi-
cally n,1.0i Thz! are extended modes. Thus, at all tempera-
tures, continuing from zero frequency, the correlation length
at first stays constant in a straight continuation from the real
frequencies before dropping steeply. This drop gives a much
clearer border between extended and localized behavior than
the one defined by the participation ratio.
VI. GLASS TRANSITION AND DIFFUSION
The temperature variation of the imaginary frequency
modes is often related to the glass transition and the diffu-
sion in the liquid. In Fig. 7 we plot the fraction of the modes
with imaginary frequencies, f im(T), as function of tempera-
ture. There is a clear change of temperature behavior at the
glass transition temperature Tg . In the glassy state, T,Tg ,
f im(T) increases nonlinearly, whereas above Tg it follows a
law f im(T)5A1B*T . Seen the other way, this means that
when the liquid configuration becomes partially arrested at
the glass transition also unstable modes get frozen in. This
reflects, e.g., the typical glassy effects such as local relax-
ations. The spectrum alone does not give information on the
nature of these modes or whether they are homogeneously or
heterogeneously distributed.
If one argues along the lines of Bembenek and Laird9
that the glass transition is reached when extended modes
become unstable, then the correlation length of the modes,
Fig. 6, fixes the threshold frequency separating unstable and
FIG. 7. Fraction of imaginary frequency modes f im , ~full diamonds! and
diffusion constant ~circles! as function of temperature. The lines are guides
to the eye only. The glass transition temperature, Tg’300 K, is indicated by
the dotted line.Downloaded 21 Dec 2006 to 134.94.122.39. Redistribution subject toanharmonic modes to n lim’20.5i THz. However, at this
frequency the average participation ratio, Fig. 3, at T5Tg is
only p(20.5i)’0.29 which would not allow one to identify
these modes as extended. Taking Bembenek and Laird’s con-
jecture and Figs. 3 and 4 we find that below the glass tran-
sition unstable modes are frozen in. These modes are local,
have acoustic characteristics and do not involve bond
stretching.
The fact that over barrier motion will lead to imaginary
frequency modes suggests that their density is related to dif-
fusion. Based on earlier ideas by Zwanzig36 it was suggested
that the temperature dependence of the diffusion constant in
the liquid should be dominated by the temperature depen-
dence of f im .37,38 The fact that imaginary frequency modes
are also observed in crystals at elevated temperatures has
lead to a challenge of this idea.15 Comparing the temperature
variation of the diffusion constant and of f im in Fig. 7, we
find that a proportionality is only given above T’400 K,
well above Tg . There is no proportionality between the two
quantities in the supercooled liquid. This cannot be remedied
either by using a cutoff frequency or by subtracting f im(Tg).
It is not clear how this breakdown of the proportionality in
the supercooled region is related to the structure and which
other factor entering into a calculation of the diffusion con-
stant is strongly temperature dependent. Different from the
closed packed structures studied before37 Se forms, at not too
high temperatures, rings and chains which partially break up
with increasing temperatures. The chain structure might in-
fluence the temperature behavior of both, the diffusion con-
stant and f im . We see in neither of them an indication of a
cross over from a chain to a single atom behavior. This does,
however, not necessarily mean that there is no structural ef-
fect. Comparing our results with other work it should be kept
in mind that we used constant temperature/constant pressure
ensembles ~NPT!. The other authors have used constant vol-
ume ~NVE! ensembles. Assuming that for these ensembles
the proportionality would also be observed for Se, one would
conclude that the volume dependence of the imaginary
modes and of the diffusion constant differ strongly in super-
cooled liquids. This point should be investigated.
VII. CONCLUSION
Using an effective three-body interatomic interaction,
we computed the vibrational density of states of selenium as
function of temperature, both in the liquid and amorphous
states. We compared the results obtained from the velocity
autocorrelation with the instantaneous mode spectrum. Both
methods give similar results at low temperatures. When the
system is heated, the whole spectra shift to lower frequen-
cies. This reflects the over-all softening of the system with
increasing temperature. In a second step we have investi-
gated the structure of the modes obtained by diagonalizing
the dynamical matrix, with special emphasis on the modes
with imaginary frequencies. We have shown that the modes
with small imaginary frequencies have the same nature as the
real low-frequency modes, i.e., they are acousticlike and do
not stretch the nearest-neighbor bonds. There is a transition
from extended to localized modes which shifts with increas- AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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perature dependence of the fraction of modes which have
imaginary frequency clearly changes at the glass transition.
Following the idea that the glass transition occurs when ex-
tended modes become unstable we can identify a cutoff fre-
quency separating purely anharmonic modes from unstable
ones. The latter indicate motion from one configurational
minimum to another. The character of the modes with large
imaginary frequencies is more difficult to evaluate. They are
usually identified as diffusive modes. Contrary to some theo-
ries, we think that the threshold between the diffusive and
anharmonic ~or extended! imaginary modes could depend on
the temperature. This latter point should be investigated in
the future in order to give an accurate estimation of this
threshold, for instance by drawing the energy profile of these
modes.
Contrary to other work, we do not find a proportionality
between the fraction of imaginary frequency modes and the
diffusion constant in the undercooled liquid regime. It re-
mains to be seen whether this is typical for the type of ma-
terial or is a result of the constant pressure ensemble chosen.
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