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1 Introduction
Classical Thom’s transversality theorem and Whitney’s approximation theorems (see, e. g.,
[6]) reflect the flexibility of smooth maps. They are essentially local because global results
follow by means of cut-offs and the like. In complex analytic category, in the absence of
cut-offs, the corresponding results hold under global restrictions on the manifolds. Kaliman
and Zaidenberg [8] prove that holomorphic maps from a Stein manifold X to a complex
manifold Y satisfy the jet transversality theorem after shrinking the domain of the initial
map. Forstnericˇ [3] proves that certain complex analytic properties of the target manifold
(such as the existence of a dominating spray in the sense of Gromov) imply global jet
transversality theorem (i.e., no shrinking of the domain is needed). In almost complex
setting, the problem makes sense only when the source manifold has complex dimension
one, because holomorphic maps of almost complex manifolds of higher dimension generally
do not exist. Compact pseudo-holomorphic curves might not admit any perturbations for a
fixed almost complex structure. In this paper we prove versions of the theorems of Thom
and Whitney for pseudo-holomorphic discs.
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Theorem 1.1 Let (M,J) be a C∞-smooth almost complex manifold of complex dimension
n ≥ 2 and let f0 : ID → M be a J-holomorphic disc of class C
m(ID), m ≥ 0; here ID ⊂ IC
is the unit disc. Then there exists a J-holomorphic immersion f : ID→ M of class C∞(ID)
arbitrarily close to f0 in C
m(ID). Furthermore, f is homotopic to f0 within the set of J-
holomorphic discs in M close to f0 in C
m(ID).
This result is a version of Whitney’s approximation theorem for pseudo-holomorphic
discs. We need it in our work [2] on pseudo-holomorphic discs in Stein domains. We hope
that Theorem 1.1 will find other applications, in particular, in the theory of intersections
and moduli spaces of pseudo-holomorphic curves (see [11]).
For almost complex manifolds of complex dimension 2, McDuff [10] proves local approx-
imation of a pseudo-holomorphic map by an immersion near a singular point. The proof
in [10] uses a normal form of a holomorphic map at the singular point (see also [12, 14]),
hence it uses the C∞ smoothness of (M,J). Although we state the result for C∞, our
proof goes through for finite smoothness. McDuff [10] also proves that a J-holomorphic map
X → (M,J) of a compact Riemann surface X can be approximated by a J ′-holomorphic im-
mersion for some J ′ close to J . In our Theorem 1.1, the structure J remains fixed. Moreover,
we do not separately analyze singular points of the map. Following the proof in the smooth
category, we deduce Theorem 1.1 from a pseudo-holomorphic analog of Thom’s transversality
theorem below.
Let D be an open subset in IC or the closure of an open subset. By a J-complex k-jet
D → M at ζ ∈ D we mean the k-jet of a smooth map D → M satisfying the equation of
J-holomorphicity (see equation (2) below) at ζ to order k. We denote by Jk(D,M) the set
of all J-complex k-jets D →M . Then Jk(D,M) is a smooth submanifold of the space of all
k-jets of maps D → M .
Theorem 1.2 Let (M,J) be a C∞-smooth almost complex manifold. Let 0 ≤ k < m be
integers. Let S be a C∞-smooth locally closed real manifold in Jk(ID,M) with or without
boundary. Then the set of J-holomorphic discs f : ID→M of class Cm(ID) transverse to S
(that is, the k-jet extension jkf is transverse to S) is dense in the space of all J-holomorphic
discs of class Cm(ID).
We point out that S is a real submanifold of Jk(ID,M) with no regard to the almost
complex structures on M or Jk(IC,M) (see [9]).
Perturbations of small J-holomorphic discs are essentially described by the implicit func-
tion theorem. For big discs, Ivashkovich and Rosay [7] prove that the center and direction
of a J-holomorphic disc admit arbitrary small perturbations. Ivashkovich and Rosay [7] use
the result in the study of the Kobayashi-Royden metric on an almost complex manifold.
The proof of Theorem 1.2 uses the Fredholm property of the linearized Cauchy-Riemann
operator to parametrize J-holomorphic maps by holomorphic ones. The main difficulty here
is that in general the Fredholm operator of the linearized problem has a non-trivial kernel.
We modify it by adding a small holomorphic term to obtain an invertible operator. The
modification is inspired by an important work of Bojarski [1]. The same idea yields another
natural result.
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Theorem 1.3 Let (M,J) be a C∞-smooth almost complex manifold. The set of J-holomorphic
discs of class Ck,α(ID), k ≥ 1, 0 < α < 1 (resp. W k,p(ID), k ≥ 1, 2 < p < ∞) forms a
C∞-smooth Banach manifold modelled on the space of holomorphic functions ID→ ICn of the
same class.
For the usual complex structure, Forstnericˇ [4] proved the result for holomorphic map-
pings of a strongly pseudoconvex domain in a Stein manifold. Finally, we point out (Proposi-
tion 4.2) that the manifold of J-holomorphic discs carries a natural almost complex structure
only if J is integrable.
Closing the introduction, we thank the referee for useful critical remarks.
2 Almost complex structures and J-holomorphic discs
We recall basic notions concerning almost complex manifolds and pseudo-holomorphic discs.
Denote by ID the unit disc in IC and by Jst the standard complex structure of IC
n; the value
of n will be clear from the context. Let (M,J) be an almost complex manifold. A smooth
map f : ID→M is called J-holomorphic if
df ◦ Jst = J ◦ df (1)
We also call such a map a J-holomorphic disc or a pseudo-holomorphic disc.
In local coordinates z ∈ ICn, an almost complex structure J is represented by a IR-linear
operator J(z) : ICn → ICn, z ∈ ICn such that J(z)2 = −I, I being the identity. Then the
Cauchy-Riemann equations (1) for a J-holomorphic disc z : ID → ICn can be written in the
form
zη = J(z)zξ, ζ = ξ + iη ∈ ID.
We represent J by a complex n × n matrix function A = A(z) and obtain the equivalent
equations
zζ = A(z)zζ , ζ ∈ ID. (2)
We first recall the relation between J and A for fixed z. Let J : ICn → ICn be a IR-linear
map so that det(Jst + J) 6= 0, where Jstv = iv. Set
Q = (Jst + J)
−1(Jst − J).
One can show that J2 = −I if and only if QJst+JstQ = 0, that is, Q is a complex anti-linear
operator. Then there is a unique matrix A ∈ Mat(n, IC) such that
Av = Qv, v ∈ ICn.
We introduce
J = {J : ICn → ICn : J is IR−linear, J2 = −I, det(Jst + J) 6= 0},
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A = {A ∈ Mat(n, IC) : det(I −AA) 6= 0}.
It turns out that the map J 7→ A is a birational homeomorphism J → A (see [13, 15]), and
the inverse map A 7→ J has the form
Ju = i(I − AA)−1[(I + AA)u− 2Au]. (3)
Let J be an almost complex structure in a domain Ω ⊂ ICn. Suppose J(z) ∈ J , z ∈ Ω. Then
J defines a unique complex matrix function A in Ω such that A(z) ∈ A, z ∈ Ω. We call A
the complex matrix of J . The matrix A has the same regularity properties as J . A function
f : Ω→ IC is (J, Jst)-holomorphic if and only if it satisfies the Cauchy-Riemann equations
fz + fzA = 0, (4)
where fz and fz are considered row-vectors. Such non-constant functions generally do not
exist unless J is integrable; the integrability condition in terms of A = (ajk) has the form
Njkl = Njlk, Njkl := (ajk)zl +
∑
s
(ajk)zsasl. (5)
The main analytic tool in the study of pseudo-holomorphic discs is the Cauchy-Green
integral
Tu(ζ) =
1
2πi
∫
ID
u(ω) dω ∧ dω
ω − ζ
.
As usual, we denote by Ck,α(ID) the space of functions in ID whose partial derivatives to
order k satisfy a Ho¨lder condition with exponent 0 < α < 1. We write Cα(ID) = C0,α(ID).
We denote by W k,p(ID) the Sobolev space of functions with derivatives to order k in Lp(ID).
We will use the following regularity properties of the Cauchy-Green integral (see, e.g., [16]).
Proposition 2.1 (i) Let p > 2 and α = (p−2)/p. Then the linear operator T : Lp(ID)→
W 1,p(ID) is bounded. The inclusion W 1,p(ID) ⊂ Cα(ID) is bounded, hence, the operator
T : Lp(ID)→ Cα(ID) is bounded, and T : Lp(ID)→ L∞(ID) is compact. If f ∈ Lp(ID),
then ∂ζTf = f , ζ ∈ ID, as a Sobolev derivative.
(ii) Let 1 < p < 2 and s = 2p(2− p)−1. Then T : Lp(ID)→ Ls(ID) is bounded.
(iii) Let k ≥ 0 be integer and let 0 < α < 1. Then T : Ck,α(ID)→ Ck+1,α(ID) is bounded.
Using the Cauchy-Green operator we can replace the equations (2) by the equivalent
integral equation
z = T (A(z)zζ) + φ (6)
where φ : ID→ ICn is an arbitrary holomorphic vector function. In a small coordinate chart,
we can assume that the matrix A is small with derivatives. By the implicit function theorem,
for every small holomorphic vector function φ, the equation (6) has a unique solution. In
particular, all J-holomorphic discs close to a given small disc are parametrized by small
holomorphic vector functions. We would like to establish a similar correspondence for J-
holomorphic discs which are not necessarily small.
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3 Fredholm theory
Let Bj , j = 1, 2 be n × n matrix functions on ID of class L
p(ID), p > 2. Solutions of the
equation
uζ = B1u+B2u (7)
in the class W 1,p(ID) are called generalized holomorphic vectors. The equation (7) arises as
the linearized equation (2). We introduce
T0u = Tu− Tu(0),
Pu = u− T0(B1u+B2u).
Let r > 2p(p − 2)−1. Then s = (1/p + 1/r)−1 > 2. If u ∈ Lr, then B1u,B2u ∈ L
s. Then
T (B1u+B2u) ∈ W
1,s(ID) is continuous, and T0(B1u+B2u) makes sense. Thus the operator
P : Lr(ID)→ Lr(ID) (8)
is bounded. The equation (7) is equivalent to the equation
Pu = φ (9)
where φ is a usual ICn-valued holomorphic function on the unit disc with φ(0) = u(0). In
the scalar case n = 1 this equation admits a solution for every φ, and the kernel of P is
trivial. This is a fundamental results of the theory of generalized analytic functions [16].
However, for n > 1 this is no longer true (see [1]). The equation (9) in general does not
necessarily give a one-to-one correspondence between generalized holomorphic vectors and
usual holomorphic ones.
By Proposition 2.1, the operator u 7→ T0(B1u + B2u) is compact and P is Fredholm.
Hence the kernel of P is finite-dimensional. We modify the operator P by adding a small
holomorphic term to obtain an operator with trivial kernel.
Theorem 3.1 Let Bj, j = 1, 2 be n× n matrices of class L
p(ID), p > 2.
(i) Let w1, ..., wd form a basis of kerP over IR. There exist holomorphic polynomial vectors
p1, ..., pd with p1(0) = ... = pd(0) = 0 such that the operator P˜ : L
r(ID)→ Lr(ID) of the
form
P˜ u = Pu+
d∑
j=1
(Re (u, wj))pj (10)
has trivial kernel. The polynomials pj can be chosen to be arbitrarily small.
(ii) If Bj ∈ W
k,p(ID), k ≥ 0, 2 < p <∞ (resp. Ck,α(ID), k ≥ 0, 0 < α < 1), then P˜ is an
invertible bounded operator in the space W k+1,p(ID) (resp. Ck+1,α(ID)), in particular
P˜−1 is bounded. The function φ = P˜ u is holomorphic if and only if u satisfies (7).
Furthermore, P˜ u(0) = u(0).
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We point out that a simpler version of Theorem 3.1 holds for the operator T in place of
T0, but without the conclusion P˜ u(0) = u(0). We need the latter in the proof of Theorem
5.1 below.
In order to study the range of the operator P we make use of the adjoint P ∗. For vector
functions u = (u1, ..., un), v = (v1, ..., vn) we introduce the usual inner product
(u, v) =
n∑
j=1
i
2
∫
ID
ujvjdζ ∧ dζ.
We consider the adjoints with respect to the real inner product Re (·, ·). The operator P ∗ is
defined on Lq(ID) with q = r(r − 1)−1. Given a function χ denote by Sχ the operator
Sχu =
1
2πi
∫
ID
χ(ζ)u(ζ)dζ ∧ dζ
We write S1 for χ = 1. The following lemma is immediate.
Lemma 3.2 (i) The adjoint of the operator of matrix multiplication u 7→ Bju has the
form u 7→ B∗ju, where B
∗
j denotes the hermitian transpose;
(ii) T ∗ = −T , here Tu := T (u);
(iii) the conjugation operator σ : u 7→ u is self-adjoint: σ∗ = σ;
(iv) S∗χ = χS1;
(v) T ∗0 = −T − ζ
−1
S1; and finally
(vi) P ∗ = I + ζ
−1
B∗1T ζ + ζ
−1B
∗
2Tζσ.
We need a boundary uniqueness theorem for solutions of (7), which in turn reduces to
the following version of the similarity principle ([5], Theorem 3.12; see also [11], Theorem
2.3.5).
Lemma 3.3 Let u ∈ W 1,p(ID) be a solution of (7), and let ζ0 ∈ bID. Then there exist a
neighborhood U of ζ0 in IC, a continuous nonsingular matrix function S in ID ∩ U , and a
vector function φ holomorphic in ID ∩ U and continuous in ID ∩ U such that u = Sφ.
In [5], ζ0 is an interior point, but the proof goes through for a boundary point. For
completeness, we include a proof.
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Proof : Put B1 = (ajk) and B2 = (bjk). We rewrite the equation (7) in the form
uζ = Hu.
Here the matrix H = (hjk) is defined by hjk = ajk+ bjkuk/uk, and uk are the components of
u. Then H ∈ Lp(ID). For ǫ > 0 put D(ζ0, ǫ) = {ζ ∈ ID : |ζ − ζ0| ≤ ǫ}. Define Hǫ(ζ) = H(ζ)
for ζ ∈ D(ζ0, ǫ) andHǫ(ζ) = 0 otherwise. Let e1, . . . , en be the standard basis of IC
n. Consider
the equations
w = T (Hǫw) + ej , j = 1, . . . , n. (11)
By Ho¨lder inequality (see [16], Theorem 1.19)
||T (Hǫw)||L∞(ID) ≤ Cǫ
α||H||Lp(ID)||w||L∞(ID), (12)
where α = (p − 2)/p and C depends only on p. Then for small ǫ > 0 the operator L :
w 7→ T (Hǫw) is a contraction in L
∞(ID). Then (11) have unique solutions wj ∈ L
∞(ID). By
Proposition 2.1(i), wj ∈ W
1,p(ID). Define the matrix function S = (w1, ..., wn). By (11) and
(12), S → I in L∞(ID) as ǫ → 0; here I is the identity matrix. Hence S is nonsingular for
small ǫ > 0. Define φ = S−1u. Then both S and φ are in W 1,p(ID), in particular, they are
continuous in ID. By differentiating (11) we obtain Sζ = HS in the interior of D(ζ0, ǫ). We
now have
HSφ = Hu = uζ = Sζφ+ Sφζ = HSφ+ Sφζ
in the interior of D(ζ0, ǫ). Since S is nonsingular, then φζ = 0 in the interior of D(ζ0, ǫ).
The proof is complete.
Corollary 3.4 Let u ∈ W 1,p(ID) be a solution of (7). Suppose u = 0 on an arc (or a set of
positive length) E ⊂ bID. Then u ≡ 0 identically.
Proof : Let ζ0 ∈ bID be a Lebesgue point of E. Then u has a decomposition u = Sφ
provided by Lemma 3.3. Since S is nonsingular, then φ = 0 on E. By the boundary
uniqueness theorem φ ≡ 0, hence u ≡ 0 in a neighborhood of ζ0. By the connectedness
argument, u ≡ 0 in all of ID, as desired.
Denote byH0 the space of all holomorphic vector functions h ∈ L
r(ID) such that h(0) = 0.
Then H0 is a closed subspace of L
r(ID).
Lemma 3.5 H0 + RangeP = L
r(ID).
Proof : Let v ∈ Lq(ID), q = r(r−1)−1 be orthogonal to both H0 and RangeP . We prove
that v = 0.
Since (RangeP )⊥ = kerP ∗, we have P ∗v = 0, i.e.
ζv = −B∗1T (ζv)− ζζ
−1B
∗
2T (ζv). (13)
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By “bootstrapping” we prove ζv ∈ Lp(ID). Indeed, if ζv ∈ Lt(ID), 1 < t < 2, then T (ζv) ∈
Ls(ID) with s = 2t(2− t)−1. Then by (13) ζv ∈ Lk with
k =
1
p−1 + s−1
=
t
1− βt
>
t
1− β
where β = 1
2
− 1
p
, 0 < β < 1
2
. Starting from ζv ∈ Lq(ID) and applying the above argument
finitely many times, we get ζv ∈ Lm(ID) for m > 2. Finally, applying (13) one more time
if necessary, we get ζv ∈ Lp(ID). Put u = T (ζv). Then u ∈ W 1,p(ID) ⊂ Cα(ID) with
α = (p− 2)p−1.
On the other hand, since v is orthogonal to H0, then the function u = T (ζv) vanishes on
IC\ID and, in particular, on bID. By (13), the function u in ID satisfies
uζ = −B
∗
1u− ζζ
−1B∗2u. (14)
By Corollary 3.4 applied to (14), we have u ≡ 0. Hence v ≡ 0 in ID. The lemma is proved.
Proof of Theorem 3.1: Part (i). By Lemma 3.5 there exist p1, ..., pd ∈ H0 such that
Span IR(p1, ..., pd)⊕ RangeP = L
r(ID) (15)
By polynomial approximation, we can choose pj to be polynomial. We now show that the
operator P˜ defined by (10) has trivial kernel. Let P˜ u = 0. Then by (15) we have Pu = 0
and Re (u, wj) = 0, j = 1, ..., d. Since the functions w1, ..., wd form a basis of kerP over IR,
we get u = 0. This proves part (i). Part (ii) is immediate. The theorem is proved.
The following result is not new, and we do not need it in the rest of the paper. We
include it because it is important by itself, and it is an immediate consequence of Theorem
3.1.
Corollary 3.6 Let B1, B2 ∈ L
p(ID), p > 2. Then for every ψ ∈ Lp(ID) the non-homogeneous
equation
uζ = B1u+B2u+ ψ
has a solution in W 1,p(ID).
Proof : By Theorem 3.1, u = P˜−1Tψ ∈ W 1,p(ID) is a solution.
4 Manifold of J-holomorphic discs
Consider a non-homogeneous equation
gζ = A(ζ, g)gζ + b(ζ, g) (16)
similar to the equation (2). In applications below, the matrix A will arise from a certain
almost complex structure, hence we assume det(I − AA) 6= 0.
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Proposition 4.1 Let A and b be C∞-smooth in an open set in ID × ICn. Then the set of
Ck,α(ID), k ≥ 1, 0 < α < 1 (resp. W k,p(ID), k ≥ 1, 2 < p < ∞) solutions of (16) forms
a C∞-smooth Banach manifold modelled on the space of holomorphic functions ID → ICn of
the same class.
Proof : Let g0 be a solution of (16). We will construct a chart in a neighborhood of g0.
Put A0(ζ) = A(ζ, g0(ζ)). We make a substitution by a real linear transformation
h = g − A0g. (17)
The correspondence g ↔ h is one-to-one because
g = (I −A0A0)
−1(h+ A0h).
Then the equation (16) turns into
hζ = K0hζ +K1h +K2h + q. (18)
The expressions of the new coefficients K0, K1, K2, and q in terms of A and b are obtained
by straightforward computations. In particular K0(ζ, h0(ζ)) = 0, which was the goal of the
substitution. Here h0 = g0 − A0g0.
The equation (18) is equivalent to
h = T0(K0hζ +K1h +K2h+ q) + φ+ φ0, (19)
where φ is holomorphic, and φ0 is a fixed holomorphic function such that (19) holds with
h = h0 and φ = 0.
We would like to apply the inverse function theorem to the C∞ map
h 7→ F (h) = φ = h− T0(K0hζ +K1h +K2h+ q)− φ0
in Ck,α(ID) (resp. W k,p(ID)) to obtain a one-to-one correspondence h↔ φ = F (h).
Note that F (h0) = 0. The Fre´chet derivative of the map F at h0 has the form
F ′(h0)u = u− T0(B1u+B2u),
where B1, B2 ∈ C
k−1,α(ID) (resp. W k−1,p(ID)). Note that there is no term with uζ here
because K0(ζ, h0(ζ)) = 0.
In general the operator F ′(h0) might not be an isomorphism as required by the inverse
function theorem. We will modify the map F using Theorem 3.1.
We apply Theorem 3.1 to the operator
P (u) = u− T0(B1u+B2u),
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in Ck,α(ID) (resp. W k,p(ID)) to obtain an isomorphism
P˜ (u) = u− T0(B1u+B2u) +
d∑
j=1
Re (wj, u)pj.
We now modify the map F (keeping the same notation F ):
F (h) = φ = h− T0(K0hζ +K1h +K2h+ q)− φ0 +
d∑
j=1
Re (wj, h− h0)pj . (20)
Now F ′(h0) = P˜ is an isomorphism. By the inverse function theorem F
−1 is well defined
and C∞-smooth in a neighborhood of zero in the space of all vector functions of class Ck,α
(resp. W k,p). The map F gives a one-to-one correspondence between all solutions of (18)
close to h0 and all holomorphic functions φ close to 0 in C
k,α (resp. W k,p). Hence it gives
the desired chart.
The transition maps between the charts are smooth automatically because the set of
solutions of (16) is a subset of the manifold of all maps in each smoothness class, and the
map F is invertible as a map defined on all Ck,α (resp. W k,p) functions close to h0.
In conclusion we note that in this proof we could use the operator T instead of T0 because
a version of Theorem 3.1 holds for the operator T . Proposition 4.1 is proved.
Proof of Theorem 1.3. Let f0 : ID → M be a J-holomorphic disc of class C
k,α (resp.
W k,p). We will construct a chart in a neighborhood of f0.
Following [7], by replacing each disc in M by its graph in ID ×M , we reduce the proof
to the case, in which the disc f0 is an embedding and contained in a single chart in IC×M .
We further specify the choice of that chart.
For every point p ∈ M there exists a chart ψ : U ⊂ M → ICn such that p ∈ U , ψ(p) = 0,
and for the push-forward ψ∗J = dψ ◦ J ◦ dψ
−1 we have ψ∗J(0) = Jst. We claim that we
can choose such charts ψζ for every point p = f0(ζ) so that they C
k,α-smoothly depend on
ζ ∈ ID.
Indeed, let G : U ⊂ T (M) → M be a smooth map defined in a neighborhood of the
zero-section of T (M) such that for Gp := G|Tp(M) : Tp(M) → M we have Gp ∗(0) = id.
For example, we can take for G the exponential map for an arbitrary Riemannian metric
on M . The pull-back bundle f ∗0 (T (M)) → ID is trivial as a complex vector bundle over
ID. Then there exist J-complex linearly independent X1(ζ), . . . , Xn(ζ) ∈ Tp(M), p = f0(ζ),
which are Ck,α in ζ ∈ ID and C∞ in ζ ∈ ID. Define ψζ(q) = z = (z1, . . . , zn) ∈ IC
n so that
G−1p (q) =
∑n
j=1 zjXj(ζ), p = f0(ζ). Here the product zjXj is computed using J(p). Then
ψζ∗J(0) = Jst because by construction ψ
ζ
∗ is (J, Jst)-linear at p = f0(ζ). The map ψ
ζ is Ck,α
in ζ ∈ ID and C∞ in ζ ∈ ID.
Using the map (ζ, q) 7→ (ζ, ψζ(q)) we can introduce Ck,α coordinates in a neighborhood
of the graph of f0 in ID ×M . By shrinking ψ
ζ(q) in ζ we obtain C∞ coordinates.
Let 0 < r < 1. Put H(ζ, q) = (ζ, ψrζ(q)), here ζ ∈ ID and q ∈ M close to f0(ζ). For r
sufficiently close to 1, the C∞-smooth map
H : U ⊂ ID×M → ID× ICn
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defines coordinates (ζ, z) ∈ ID× ICn in a neighborhood U of the graph of f0.
Consider the almost complex structure Jst ⊗ J on IC ×M . Then the push-forward J˜ =
H∗(Jst ⊗ J) is defined in a neighborhood of ID × {0} ⊂ ID × IC
n. By the definition of J˜ , we
have J˜ |ID×{0} = Jst, hence J˜ has complex matrix A˜ such that A˜(ζ, 0) = 0. Note that the
projection (ζ, z) 7→ ζ is (J˜ , Jst)-holomorphic, hence by (4) the matrix A˜ has the form
A˜ =
(
0 0
b A
)
.
The matrix A(ζ, ·) is the complex matrix of the push-forward ψrζ∗ J . Since A˜(ζ, 0) = 0, then
A(ζ, 0) = 0 and b(ζ, 0) = 0. (The condition A˜(ζ, 0) = 0 is not essential in this proof, but it
may be useful in other applications.)
A map f : ID → M close to f0 is J-holomorphic if and only if ζ 7→ (ζ, f(ζ)) is Jst ⊗ J-
holomorphic. The latter is equivalent to ζ 7→ (ζ, ψrζ(f(ζ)) being J˜ -holomorphic. Finally, it
holds if and only if the map ζ 7→ g(ζ) := ψrζ(f(ζ)) ∈ ICn satisfies the equation (16), that is,
gζ = Agζ + b.
Theorem 1.3 now follows by Proposition 4.1.
In conclusion we point out that if k ≥ 2, then instead of using the substitution (17), we
could pass to the limit as r → 1 and apply Theorem 3.1 in the limit. The proof is complete.
Let M be the manifold of all J-holomorphic discs in M in a smoothness class admitted
by Theorem 1.3. It seems reasonable to look for a suitable almost complex structure on
M. However, we show that a natural almost complex structure exists on M only if J is
integrable.
Let Φζ :M∋ f 7→ f(ζ) ∈M be the evaluation map at ζ ∈ ID.
Proposition 4.2 Suppose there is an almost complex structure J on M such that the eval-
uation maps Φζ are (J , J)-holomorphic. Then J is integrable.
Proof : Note that if J exists, then it is unique. It suffices to prove the result for small
discs in a coordinate chart. Let f ∈ M, that is fζ = Af ζ . Without loss of generality
f(0) = 0 and A(0) = 0. A tangent vector u at f is a solution of the linearized equation,
which implies
uζ(0) = (Azu+ Azu)f ζ(0). (21)
The hypothesis about J means that for every such u, the map Ju also satisfies that equation.
Using the description (3) of J in terms on A and A(0) = 0, we get Ju(0) = iu(0) and
(Ju)ζ(0) = i(uζ − 2Azf ζu)(0).
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Applying (21) to Ju and comparing the result with (21) again we get
Azf ζu(0) = Azuf ζ(0).
Since u(0) and f ζ(0) are arbitrary, we have
(ajk)zl(0) = (ajl)zk(0).
Since A(0) = 0, then the integrability conditions (5) hold at 0, and the proposition follows.
5 Parametrization of jets and evaluation map
We first prove the existence of solutions of (7) with given jet at a fixed point.
Theorem 5.1 Let 1 ≤ k ≤ m. Let B1, B2 ∈ C
m−1,α(ID), 0 < α < 1. Then for every
a0, ..., ak ∈ IC
n there exists a solution u of (7) such that u ∈ Cm,α(ID) and
∂jζu(0) = aj , 0 ≤ j ≤ k. (22)
Proof : Without loss of generality we assume m = k. As a basis of induction, put
u = P˜−1a0. By Theorem 3.1, u ∈ C
k,α(ID) is a solution of (7) with u(0) = a0. Assume by
induction, that u1 ∈ C
k,α(ID) is a solution of (7) with
∂jζu1(0) = aj , 0 ≤ j ≤ k − 1.
We look for a desired solution of (7) in the form
u = u1 + ζ
kv (23)
Hence v must satisfy the following conditions:
vζ = B1v +B2ζ
−kζ
k
v, (24)
v(0) = b, b =
ak − ∂
k
ζ u1(0)
k!
.
Let P˜0 be the operator constructed in Theorem 3.1 for the equation (24). Define v = P˜
−1
0 b.
We show that u given by (23) is in Ck,α(ID) and satisfies (22).
By Theorem 3.1, v ∈ W 1,p(ID) for all 2 < p < ∞, hence v ∈ Cα(ID). By bootstrapping,
the equation P˜0v = b implies v ∈ C
k,α(ID \ ID1/2).
Since w = ζkv satisfies (7), then
w = T (B1w +B2w) + φ, (25)
where φ ∈ Cα(ID) is holomorphic in ID.
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We claim that φ ∈ Ck,α(bID). Indeed, we split the integral T (B1w + B2w) over ID
into integrals over ID1/2 and ID \ ID1/2. The first term is holomorphic on bID. The second
term is in Ck,α(ID \ ID1/2) by Proposition 2.1(iii) because w = ζ
kv ∈ Ck,α(ID \ ID1/2), and
B1, B2 ∈ C
k−1,α(ID). Hence the claim follows.
Since φ is holomorphic in ID and φ ∈ Ck,α(bID), then by the regularity of the Poisson in-
tegral, φ ∈ Ck,α(ID). Finally by bootstrapping, using again Proposition 2.1(iii), the equation
(25) yields w ∈ Ck,α(ID). Hence u ∈ Ck,α(ID).
Since v ∈ Cα(ID), then Taylor’s expansion of w at 0 has the form
w(ζ) = bζk +O(|ζ |k+α).
Hence, ∂kζw(0) = k! b and ∂
j
ζw(0) = 0 for 0 ≤ j < k. Hence, u = u1 + ζ
kv satisfies (22). The
proof is complete.
Let jkζ : (C
k(ID))n → (ICn)k+1 be holomorphic k-jet evaluation map at ζ ∈ ID defined by
jkζ (u) = {∂
j
ζu(ζ) : 0 ≤ j ≤ k}.
Let Vm,α denote the space of all solutions of (7) of class Cm,α(ID).
Proposition 5.2 Let 1 ≤ k ≤ m. Let B1, B2 ∈ C
m−1,α(ID), 0 < α < 1. Then there exists a
subspace V ⊂ Vm,α, dimV <∞, such that for every ζ ∈ ID the restriction jkζ |V : V → (IC
n)k+1
is surjective.
Proof : By Theorem 5.1 there exists a subspace V0 ⊂ V
m,α such that jk0 |V0 is bijective.
The evaluation point 0 in Theorem 5.1 can be replaced by any other point ζ ∈ ID by
extending Bj to all of IC and applying Theorem 5.1 to a bigger disc with center at ζ . Let
V (ζ) ⊂ Vm,α denote such a subspace that jkζ |V (ζ) is bijective. By continuity, every ζ0 ∈ ID
has a neighborhood U(ζ0) ⊂ ID so that for every ζ ∈ U(ζ0) the map j
k
ζ |V (ζ0) is bijective.
By compactness, we find a finite covering ∪Nl=1U(ζl) of ID and then V =
∑N
l=1 V (ζl) has the
needed property. The proof is complete.
6 Transversality of J-holomorphic discs
In this section we prove Theorems 1.1 and 1.2.
Let (M,J) be an almost complex manifold. Recall that by a J-complex k-jet ID→M at
ζ ∈ ID we mean the k-jet of a smooth map ID→ M J-holomorphic to order k at ζ . We denote
by Jk(ID,M) the manifold of J-complex k-jets ID→ M . Let U ⊂ M → ICn be a coordinate
chart in which J has complex matrix A. Let f : ID → U be a smooth map J-holomorphic
to order k at ζ . Then all the derivatives ∂pζ∂
q
ζ
f(ζ), p + q ≤ k, are uniquely determined by
∂pζ f(ζ), p ≤ k from the equation (2). Hence for every chart U ⊂M , in which J is defined by
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its complex matrix A, and open set D ⊂ ID, there is a chart U˜ ⊂ Jk(ID,M)→ D×U × ICnk
so that the k-jet extension of a J-holomorphic map f : D → U has the representaion
jkf(ζ) = (ζ, f(ζ), ∂1ζf(ζ), . . . , ∂
k
ζ f(ζ)).
Proof of Theorem 1.2. Let f0 : ID → M be a J-holomorphic disc of class C
m(ID),
m > k. We would like to find a J-holomorphic disc f : ID → M close to f0 in C
m(ID) so
that jkf is transverse to S.
Without loss of generality we can assume that m is large. Indeed, for 0 < r < 1 the map
ζ 7→ f0(rζ) is in C
∞(ID) and approaches f0 in C
m(ID) as r → 1.
We will use elements of the constructions from the proofs of Theorem 1.3 and Proposition
4.1. In particular, we will use the one-to-one correspondence f ↔ h between J-holomorphic
discs f close to f0 and solutions h of the equation (18) close to h0. We will also use the map
F : h 7→ φ defined by (20). For this reason, we assume that f0 ∈ C
m,α(ID), where m is large
and 0 < α < 1. The particular values of m and α are unimportant.
Similarly to Jk(ID,M), we introduce J˜k(ID, ICn) as the manifold of k-jets of smooth maps
satisfying (18) to order k at a point. Then J˜k(ID, ICn) consists of a single chart J˜k(ID, ICn) ∋
jkh(ζ) 7→ (ζ, h(ζ), ∂1ζh(ζ), . . . , ∂
k
ζ h(ζ)) ∈ IC
n(k+1)+1.
The correspondence f ↔ h gives rise to a C∞-diffeomorphism
Ψ : Jk(ID,M) ⊃ U → U˜ ⊂ J˜k(ID, ICn)
defined in a neighborhood U ⊃ jkf0(ID). Then j
kf is transverse to S in Jk(ID,M) if and
only if jkh is transverse to S˜ := Ψ(S) in J˜k(ID, ICn).
Let V be the space of solutions of the equation (7) provided by Proposition 5.2. Let
u1, ..., uN form a basis of V . Let φj = F
′(h0)(uj). For s = (s1, ..., sN) ∈ IR
N put φs =
∑
l slφl.
Then the map
Φ : ID× IRN → J˜k(ID, ICn),
Φ(ζ, s) = jkF−1(φs)(ζ)
is defined for small s ∈ IRN . The map Φ is Cm−k,α-smooth. By Proposition 5.2, the map
Φ is a submersion for s = 0, ζ ∈ ID. Then X = Φ−1(S˜) is a Cm−k-smooth manifold in a
neighborhood of ID × {0} ⊂ ID × IRN . Let τ : ID × IRN → IRN be the projection. Then
Φ(·, s) is transverse to S˜ ⊂ J˜k(ID, ICn) if and only if s is a regular value of τ |X . (See the proof
of Thom’s transversality theorem in [6], Lemma 4.6, Chapter 2.)
Since m is large, then by Sard’s theorem the set of critical values of τ |X has measure
zero. Hence there exists s ∈ IRN arbitrarily close to 0 such that h = F−1(φs) has k-jet
extension Φ(·, s) transverse to S˜ in J˜k(ID, ICn). Then the corresponding jkf is transverse to
S in Jk(ID,M), as desired. Theorem 1.2 is now proved.
Proof of Theorem 1.1. Theorem 1.1 follows from Theorem 1.2 in the same way that
the classical Whitney theorem follows from that of Thom (see [6]).
The space J1(ID,M) has a canonical structure of a vector bundle over ID ×M . Let S
be the zero section of this bundle. Then a J-holomorphic map f : ID→M is an immersion
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if and only if j1f(ID) ∩ S = ∅. We have dimIR J
1(ID,M) = 4n + 2 and dimIR S = 2n +
2. If j1f is transverse to S, then indeed j1f(ID) ∩ S = ∅, because otherwise dimIR ID +
dimIR S ≥ dimIR J
1(ID,M) implies n ≤ 1. The desired result now follows by Theorem 1.2.
The homotopy statement follows by Theorem 1.3. The proof is complete.
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