The results are presented of experiments with the multiple polynomial version of the quadratic sieve factorization method on a Cyber 205 and on a NEC SX-2 vector computer. Various numbers in the 50-92 decimal digits range have been factorized, as a contribution to (i) the Cunningham project, (ii) Brent's Table of 
INTRODUCTION
About ten years ago Rivest, Shamir and Adleman ( [20] ) discovered that the difficulty of breaking certain cryptographic codes depends on the difficulty of factoring large numbers. This discovery stimulated the renewed interest in the classical problem of the factorization of integers. In 1974, it was considered very difficult to factor numbers in the 40-50 decimal digit range ([10, figure 1 on page 185]). Now, fourteen years later, 70-80 digits (and even larger!) numbers are factorized in a routine way by R.D. Silverman ([8, 21] ), P. Montgomery ([15] ), R.P. Brent ([2] ) and, very recently, A.K. Lenstra and M. Manasse ( [23] ). This demonstrates the huge progress in the past decade, particularly when we take into account the -experimental -fact that if the number of decimal digits of the number to be factorized is increased by three, then the amount of CPU-time needed is roughly doubled. A well-written survey of modern factoring and primality testing methods may be found in [5] . Many of the numbers in that book have already been factorized, many others are still awaiting to be factorized. The tables of 'most' and 'more wanted' numbers, which are regularly updated, are good (but hard) starting points for those who want to contribute to this book.
Factoring can be done on any computer, from pocket calculator ( [1] ) to supercomputer (as described in this paper). R.D. Silverman has been very successful in using computers in parallel for factoring ( [8, 11] ). Of course, any given computer system puts its own specific requirements on the factoring algorithm to be chosen, and on the tuning of the algorithm parameters involved (cf. [7] ).
Many numbers in [5] have been factorized by means of H.W. Lenstra's Elliptic Curve Method (ECM), described in [13] . Improvements were proposed by P. Montgomery ([15] ) and R.P. Brent ([2] ), and impressive factorizations with ECM were obtained by these people, by R.D. Silverman, and, most recently, by A.K. Lenstra and M. Manasse ( [23] ).
In this paper, we shall describe our experiences with the so-called multiple polynomial quadratic sieve factorization method (MPQS) on large vector computers. This method may be considered as complementary to ECM since the computing time of MPQS depends on the size of the number to be factorized, whereas ECM's computing time depends on the size of the smallest prime factor of the number to be factorized. At present, numbers with smallest prime divisor up to 30 decimal digits may be best factorized with help of ECM, whereas numbers with smallest prime divisor greater than 30 digits may be best factorized with help of MPQS, provided that the size of the number to be factorized does not exceed about 90 decimal digits. Of course, we usually do not have such knowledge about the size of the prime divisors we are seeking. Anyway, ECM should always be tried before MPQS, in order to eliminate the smaller prime divisors first.
The current record of factorizing numbers by ECM is (L n is the n-th Lucas number, Cxx means a composite number of xx digits, and Pxx a prime number of xx digits):
found by P.L. Montgomery ([6] ), and the current record for MPQS is: (6 131 −1)/(5 . 263 . 3931 . 6551) = C92 = P34 . P59, found by us and described in the present paper.
Numbers which are composed of two prime divisors of approximately equal size are the hardest to factorize, and are particularly interesting for cryptography: they are suitable to act as keys in so-called RSA public-key cryptosystems ( [20] ). The above records indicate that numbers of about 100 decimal digits can no longer be considered as safe keys (as they were about 10 years ago).
We shall report our experiences with the version of MPQS described in [18] , on two single-CPU vector computers: a CDC Cyber 205 and a NEC SX-2. Since these machines belong to the fastest (commercially) available single-CPU vector computers, and since MPQS is the best known general purpose factorization method, our results implicitly present the current state-of-the-art of factoring by general purpose methods.
The largest number we factorized on the Cyber 205 has 82 digits and required about 70 CPU-hours; on the NEC SX-2 we factorized a 92-digit composite number in about 95 hours CPU time. Earlier, Davis and Holdridge implemented a variant of the Quadratic Sieve on a Cray 1 and on a Cray X/MP ( [10] ). Their record is the C71 (10 71 −1)/9, which took them about 9.5 hours on the Cray X/MP.
In Section 2 of this paper we describe the multiple polynomial version of the quadratic sieve factoring algorithm. This algorithm goes back to Kraitchik ([12] ); Pomerance was the first to describe and analyze it in its modern form ( [17] ). Davis and Holdridge ( [10] ) and, independently, P. Montgomery ([18] ) proposed the use of multiple polynomials in the quadratic sieve algorithm. Section 3 gives a global description of the CDC Cyber 205 and the NEC SX-2, and the values of the algorithm parameters which we used in our implementations on the two machines. Section 4 presents our computational results in the form of tables of the numbers we have factorized so far. These fall into three categories: 
THE MULTIPLE POLYNOMIAL QUADRATIC SIEVE

The MPQS-algorithm
Let N be the (large) number, which is known to be composite by Fermat's little theorem, and which we want to factorize. The quadratic sieve algorithm belongs to a class of algorithms which have the common aim to find two integers X and Y such that 
where W i is easy to factor, or at least easier than N. If sufficiently many congruences (2.2) have been found, these can be combined, by multiplying together a subset of them, in order to get a relation of the form (2.1). The version of the quadratic sieve algorithm that we shall employ may be described as follows. Let
, where a, b and c satisfy the following relations:
and M is some fixed integer. Then we have
There are many pairs a, b satisfying (2.3). The quadratic polynomial W (x) assumes extreme values in x = 0, ±M, and these are such that The potential prime divisors p of a given quadratic polynomial W (x) may be characterized as follows: Hence, before we start sieving, we first find the primes p<B, for some suitable B, for which the equation t 2 ≡ N (mod p) is solvable. This set of primes is called the factor base FB; it is fixed during the whole factorization process. The number of primes in the factor base will be denoted by L, and the primes in the factor base are indicated by p j , for
If at least L +2 completely factorized W-values have been collected, then (X,Y)-pairs satisfying (2.1) may be found as follows. We have integers
now we associate with W (x i ) the vector α
Since we have more vectors
Hence, from (2.4) it follows that
which is of the form (2.1). The set S is to be found by Gaussian elimination (mod 2) on the binary matrix with columns α → i ( [16] ). This process may yield many different sets S. This is useful, since not every set S yields a gcd(X −Y,N) between 1 and N, and sometimes the number N is composed of more than two prime factors. In order to completely factorize such a number, we need more than one decomposition of N.
The multiple polynomial quadratic sieve algorithm may now be described as follows. A number of refinements and details are described in Section 2. 
Algorithmic refinements and details of the MPQS-algorithm
(i) Use of a multiplier. Sometimes, it is worthwhile to premultiply the number N by a small, fixed, positive squarefree integer, with the purpose to bias the factor base towards the smaller primes. The criterion we used to determine this multiplier is described in [18] .
(ii) Small prime variation. When we sieve with a prime p, the number of sieving steps is 2M/p . This number is largest for small p, and its corresponding log(p)-value does not contribute too much to the total log | W (x) | -value. Therefore, it is advantageous to 'forget' (as Pomerance names it) to sieve with the smallest primes. To compensate for this, one has to lower the report-threshold value in order not to miss any fully factorizable W-value. The only price to pay is the generation of some false W-values, i.e., which are not fully factorizable over the factor base.
(iii) Large prime variation. By lowering the report-threshold by an amount of log(βB), for some fixed β>1, an unfactorized portion of size between B and βB is allowed in the W (x)-reports. If we manage to catch two of such W 's with the same unfactorized part, we can combine these two to yield a completely factorized W-value. The birthday paradox promises that this will not happen too infrequently. Usually, the unfactorized portion is a large prime between B and βB, but this is not essential.
(iv) Generation of polynomials. Our choice of generating the quadratic polynomials W (x) is a special case of one of several possible choices described in [18] . First, we prepare a list of r primes g 1 , g 2 , . . . , g r , of size ∼ ∼(√ 2N /M) 1/4 , where we assume that M is chosen such that (√ 2N /M) 1/4 >B. Moreover, the primes g are such that the equation , g 2 , . . . , g r }.
For each polynomial we have to solve the congruences W (x) ≡ 0 (mod q) for all q = p e <B, for all primes p∈FB. This can be done efficiently for a fixed set of g-primes as follows. Solving W (x) ≡ 0 (mod q) is equivalent to solving (a 2 x+b) Table 3 .1 we list a number of hardware and software characteristics of the particular machines we used. Most of the operations in the MPQS-algorithm can be formulated in terms of large vectors of data and such vectors are processed extremely efficiently by these machines.
The dominant computations in the quadratic sieve are the sieving operations of step 5, and these can be done in 32 bits floating point arithmetic. This makes the quadratic sieve one of the most powerful factoring methods. The speed we obtained was about 13 million sieving operations per second (i.e., additions of log(p) to an element of the sieving array SI [−M,M) ) on the Cyber 205, and about 90 million sieving operations per second on the NEC SX-2. On the NEC SX-2 the selection part (step 6) also became time-critical, due to the high speed by which the sieving part (step 5) could be executed. Details of how we have vectorized and optimized the time-critical loops in our Fortran programs are given in [14] .
Part of the MPQS-computations have to be carried out in multi-precision integer arithmetic. For this purpose, we used a package of D.T. Winter ([24] ), which is also used in Lenstra and Cohen's primality proving program ( [9] ).
The method used to do the Gaussian elimination (mod 2) is described in [16] . The elements of the bitarray are packed in words of 64 bits (on the Cyber 205) or 32 bits (on the NEC SX-2). The elimination operations can then be done very efficiently by XOR-ing with the column vectors of the array. On the NEC SX-2 this XOR-ing proceeds with a speed of 4 words of 32 bits per clock cycle. The total Gaussian elimination step takes less than 0.1 % of the total work of the MPQS-algorithm! 
RESULTS
We have factorized various numbers with our vector computer implementations of the multiple polynomial quadratic sieve. For each number, several preliminary tests were carried out in order to determine optimal values of the parameters B and M. In Table 4 .1 we list the combinations of B and M that we have used for numbers of various sizes, and the corresponding (approximate) size of the factor base.
In the sieving step 5, we did not sieve with the primes and prime powers < 30 (small prime variation). To compensate for this, the report-threshold was lowered by the value 4log(2)+3log (3) Σ log(p) = 28.476. This lowering of the report-threshold also has the effect that W-values can be reported which are not fully factorizable over the factor base (large prime variation). Here, this incompletely factorizable part of W can be as large as exp(28.476) ∼ ∼2.329 × 10 12 . However, in order to have a reasonable chance to find matches in these 'incomplete' W 's, we rejected those W 's for which the incomplete part exceeded βB, where we took β = 20 on the Cyber 205 and β = 50 on the NEC SX-2 (cf. Section 2.2 (iii) ). Of the incompletely factorized reported W 's we found about 30% yielding at least two coinciding parts, and these 30% generated about 60% of the bit-matrix for the Gaussian elimination. On the NEC SX-2, about 25% of the incomplete W 's could be used in this way. This lower percentage was caused by the larger value of β which we used on the NEC SX-2.
We chose the number of g-primes, needed for the generation of W-polynomials, to be fixed on 16, so that we could generate 16 × 15 new polynomials before having to change these g-primes.
Most of the numbers we have factorized were already attacked, by others, with help of the Elliptic Curve Method, but without success.
So far, we have factorized three (very large) numbers on the NEC SX-2, viz., of 77, 87 and 92 decimal digits. These numbers are explicitly marked in the Tables below. All other numbers have been factorized on the Cyber 205. Primality of the factors found was proved with the help of Cohen and Lenstra's primality proving program ( [9] ). 200,000 160,000 7,400 77 2,500,000 300,000 13,100 | 87 2,500,000 450,000 18,800 | on NEC SX-2 92 2,500,000 600,000 24,300 |
Cunningham-Project
We have factorized several numbers for the Cunningham-project [5] . These numbers are denoted here according to the convention used in [5] : e.g., C58 3,288+ means a composite number of 58 decimal digits, which is a cofactor of the number 3
288
+1. By 2,542L is meant a cofactor of the so-called Aurifeuillian decomposition of 2 542 +1. Table 4 .2 below lists the factorizations we have found so far. The C72, C75, C82
and C87 in Table 4 .2 were 'more wanted' and the C92 was 'most wanted' at the time they were factorized. The C92 was an absolute record, in size, of a number factorized by a general purpose factoring algorithm. In Table 4 .3 we present, for comparison, a survey of the results obtained by Davis and Holdridge on a Cray 1S by means of a variant of the quadratic sieve ( [10] ). 
Factorizations for proofs of the non-existence of certain odd perfect numbers
For a proof of the non-existence of odd perfect numbers below 10 200 certain numbers of the form σ(a b ) had to be factorized ( [4] ). Here σ( . ) denotes the sum of the divisors function. In Table 4 .5 below we use the following notation: e.g., C48 201716 means a cofactor of σ(2017 16 ) of 48 decimal digits. 5. CONCLUSIONS Our experiments indicate that large vector computers are very well suited for factoring large integers with help of the quadratic sieve method. Our Cyber 205 program runs about twice as fast as the Cray 1S program of Davis and Holdridge. Our NEC SX-2 program is much faster: about 5-10 times as fast as the Cyber 205 program. Moreover, some tests on the NEC SX-2 with numbers already factorized by Davis and Holdridge indicated that our NEC program is also 5-10 times as fast as their Cray X/MP program. As a comparison with Bob Silverman's program running on a parallel network of 24 Sun-3 workstations, we mention that, at the time of the writing of this paper, the largest number he had factorized with the MPQS-algorithm was C90 5,160+ [22] , and this took him about 15,000 CPU hours. Each machine therefore took about 625 hours. Not very long ago, a key of 100 decimal digits in the RSA public-key cryptosystem seemed safe. Our results show, that this size should now be lifted at least up to 120-130 decimal digits.
