Using an Observing System Simulation Experiment (OSSE), we investigate the impact of JAXA Greenhouse gases Observing SATellite 'IBUKI' (GOSAT) sampling on the estimation of terrestrial biospheric flux with the NASA Carbon Monitoring System Flux (CMS-Flux) estimation and attribution strategy. The simulated observations in the OSSE use the actual column carbon dioxide (X CO 2 ) b2.9 retrieval sensitivity and quality control for the year 2010 processed through the Atmospheric CO 2 Observations from Space algorithm. CMSFlux is a variational inversion system that uses the GEOS-Chem forward and adjoint model forced by a suite of observationally constrained fluxes from ocean, land and anthropogenic models. We investigate the impact of GOSAT sampling on flux estimation in two aspects: 1) random error uncertainty reduction and 2) the global and regional bias in posterior flux resulted from the spatiotemporally biased GOSAT sampling. Based on Monte Carlo calculations, we find that global average flux uncertainty reduction ranges from 25% in September to 60% in July. When aggregated to the 11 land regions designated by the phase 3 of the Atmospheric Tracer Transport Model Intercomparison Project, the annual mean uncertainty reduction ranges from 10% over North American boreal to 38% over South American temperate, which is driven by observational coverage and the magnitude of prior flux uncertainty. The uncertainty reduction over the South American tropical region is 30%, even with sparse observation coverage. We show that this reduction results from the large prior flux uncertainty and the impact of non-local observations. Given the assumed prior error statistics, the degree of freedom for signal is Â1132 for 1-yr of the 74 055 GOSAT X CO 2 observations, which indicates that GOSAT provides Â1132 independent pieces of information about surface fluxes. We quantify the impact of GOSAT's spatiotemporally sampling on the posterior flux, and find that a 0.7 gigatons of carbon bias in the global annual posterior flux resulted from the seasonally and diurnally biased sampling when using a diagonal prior flux error covariance.
Introduction
Because of the crucial role of carbon dioxide (CO 2 ) in forcing climate (e.g. Mann et al., 1998) and the uncertainties related to carbonÁclimate feedbacks in global models (e.g. Cox et al., 2000; Friedlingstein et al., 2006) , it is essential to monitor how CO 2 is changing and what processes are causing these changes. While fossil fuel consumption is the dominant man-made source of CO 2 to the atmosphere, about 55% of those CO 2 emissions to date have been absorbed by the ocean and land (e.g. Gloor et al., 2010) . NASA initiated the Carbon Monitoring System (CMS) (http://carbon.nasa.gov/, http://cmsflux. jpl.nasa.gov/) integrated Emission/Uptake Flux Pilot project in 2010 to explore the capability of global modelling, *Corresponding author. email: junjie.liu@jpl.nasa.gov $Now at: Institute of Coastal Research, Helmholtz-Zentrum Geesthacht, Geesthacht Germany. Tellus B 2014 . # 2014 J. Liu et al. This is an Open Access article distributed under the terms of the Creative Commons CC-BY 4.0 License (http:// creativecommons.org/licenses/by/4.0/), allowing third parties to copy and redistribute the material in any medium or format and to remix, transform, and build upon the material for any purpose, even commercially, provided the original work is properly cited and states its license. assimilation and observations to attribute changes in atmospheric CO 2 to spatially resolved fluxes. The purpose of this paper is to describe the formulation and integrity of the atmospheric inversion system used in the NASA CMS Flux estimation and attribution (CMS-Flux). In the CMS-Flux, the surface CO 2 fluxes estimated from observation-constrained terrestrial and oceanic carbon models are used to force an atmospheric transport model, after which atmospheric inversion refines the fluxes to match atmospheric CO 2 observations. Following Chevallier et al. (2005) , an Observing System Simulation Experiment (OSSE) is applied to assess the ability of the inverse flux estimation to reproduce a known spatiotemporal distribution of surface fluxes, which can only be done through an OSSE. The simulated observations have the same coverage and sensitivity as the Japan Aerospace Exploration Agency (JAXA) Greenhouse gases Observing SATellite 'IBUKI' (GOSAT, Yokota et al., 2009) b2.9 retrievals (Crisp et al., 2012; O'Dell et al., 2012) produced by the NASA Atmospheric CO 2 observations from Space (ACOS) algorithm, which will also be used with the forthcoming NASA Orbital Carbon Observatory (OCO-2) satellite (Crisp et al., 2008) . Chevallier et al. (2009 Chevallier et al. ( , 2010b have examined the impact of simulated GOSAT observations on the flux estimation under both perfect and imperfect model assumptions. The GOSAT sampling used in these studies was based on simulated retrieval throughput, that is, samples removed under cloudy conditions. There is no OSSE study so far that uses the real GOSAT retrieval sampling and sensitivities, and few studies (Corbin et al., 2008; Parazoo et al., 2012) have discussed the impact of spatiotemporally biased sampling on CO 2 flux estimation. Sampling the simulated observations with the same observation coverage and sensitivity as the real GOSAT b2.9 retrievals, we aim to address the following questions:
(1) What is the most optimistic impact of GOSAT b2.9 observations on the accuracy and precision of inferred fluxes with the CMS-Flux? (2) What are the implications of GOSAT spatiotemporally biased sampling on estimates of global and regional fluxes, for example, in the northern highlatitudes?
Following Chevallier et al. (2007) , we calculate posterior flux uncertainty from a Monte Carlo method (Chevallier et al., 2007) . In the CMS-Flux, we use variational data assimilation to estimate monthly mean surface CO 2 flux at each model grid point. The GEOS-Chem forward model (Nassar et al., 2010 ) is used to provide a link between surface CO 2 fluxes and their impact on atmospheric CO 2 concentrations at later times. The GEOS-Chem adjoint model (Henze et al., 2007 ) is used to calculate the sensitivity of CO 2 concentration to the surface CO 2 flux at each grid point, which makes it possible to estimate surface CO 2 flux at high spatiotemporal resolution.
The remaining paper is structured as follows: Section 2 describes the CMS-Flux attribution strategy including the GEOS-Chem forward and adjoint models, surface fluxes, variational inversion method, simulated observations, inversion setup and uncertainty quantification; we discuss the results in Section 3 and summarise the major conclusions in Section 4.
CMS-Flux attribution strategy
2.1. GEOS-Chem CO 2 forward and adjoint models GEOS-Chem is a global chemical transport model (CTM) driven by meteorological fields from NASA's Goddard Earth Observing System, Version 5 (GEOS-5) data assimilation system (Rienecker et al., 2008) . Suntharalingam et al. (2004) describes an early implementation of CO 2 simulation into GEOS-Chem, in which CO 2 is simulated as a passive tracer forced by emissions from biomass burning, biofuel burning, fossil fuel emissions and cement manufacture, as well as by CO 2 exchange between the atmosphere and the ocean and the terrestrial biosphere. Nassar et al. (2010) made a number of updates, including the addition of CO 2 forcing from shipping, aviation (3-D) and a chemical source (3-D) into GEOS-Chem v8-03-02. They found that this simulation better represented the observed latitudinal gradients than the previous version when compared to surface-based and aircraft observations. The same version of GEOS-Chem has been used to estimate surface fluxes using a synthesis Bayesian inversion constrained by mid-tropospheric CO 2 from the Tropospheric Emission Spectrometer (Nassar et al., 2011) . The present study uses the same categories of CO 2 flux as Nassar et al. (2010 Nassar et al. ( , 2011 , but the fluxes are updated to represent our best prior knowledge for the year 2010.
The GEOS-Chem CO 2 adjoint model is based on the fullchemistry GEOS-Chem adjoint model (Henze et al., 2007) , which has been applied to estimate inorganic fine particles (PM 2.5 ) precursor emissions over the United States , estimate carbon monoxide (CO) emissions (Kopacz et al., 2009 (Kopacz et al., , 2010 and attribute direct ozone radiative forcing (Bowman and Henze, 2012) . The GEOSChem CO 2 adjoint model has been thoroughly tested (Appendix) following the methodology described in Henze et al. (2007) . It is publicly available (http://wiki.seas.harvard. edu/geos-chem/index.php/GEOS-Chem_Adjoint). The version we use is v32.
The horizontal grid dimensions for both the forward and adjoint models are 48 (latitude) )58 (longitude), which allows a reasonable balance between a long assimilation window and practical computational cost. There are 47 vertical levels with the top at about 0.01 hPa. This spatial resolution is sufficient to capture the large-scale atmospheric transport, which is the primary driver of column CO 2 (X CO 2 ) variability (Keppel-Aleks et al., 2011).
Surface CO 2 fluxes for 2010
The surface CO 2 fluxes include emissions from fossil fuel, shipping, aviation, biofuel and biomass burning. The model also includes airÁsea fluxes, terrestrial biosphere fluxes and secondary chemical sources within the atmosphere. The detailed carbon budgets and sources for each category of the fluxes are listed in Table 1 . Monthly fossil fuel emissions are taken from the Carbon Dioxide Information Analysis Center (CDIAC, Andres et al., 2011) . The biomass burning emissions are from the daily Global Fire Emission Database (GFED) v3 van der Werf et al., 2010) .
Three-hour airÁsea fluxes are obtained from an observationally-constrained simulation carried out using the ECCO2-Darwin configuration of the Massachusetts Institute of Technology general circulation model (MITgcm, Marshall et al., 1997a , 1997b . The Estimating the Circulation and Climate of the Ocean, Phase II (ECCO2) project provides a data-constrained estimate of the time-evolving physical ocean state (Menemenlis et al., 2005 (Menemenlis et al., , 2008 , and the Darwin project provides time-evolving ecosystem variables (Follows et al., 2007; Dutkiewicz et al., 2009; Follows and Dutkiewicz, 2011) . Together, ECCO2 and Darwin provide a time-evolving physical and biological environment for carbon biogeochemistry, which is used to compute surface carbon fluxes at high spatial resolution (18-km horizontal grid spacing). For this work, the fluxes are binaveraged to a 48)58 grid. Compared to monthly mean fluxes from the Takahashi et al. (2002) atlas, the 3-hour airÁsea fluxes from ECCO2-Darwin show stronger variability in both space and time (not shown).
Two sets of terrestrial biosphere fluxes are used. Both fluxes are 3-hourly. One is used as a 'true' flux that acts as the boundary forcing in the nature run. This simulation will be sampled along with GOSAT orbit to create a suite of observations. The other biospheric flux is used as the prior flux for the 'control' inversion. This prior flux is the sum between a run of the Carnegie-Ames-StanfordApproach (CASA) balanced biosphere model and the scaled annual mean net CO 2 flux from Phase 3 of the Atmospheric Tracer Transport Model Intercomparison Project (TransCom3; Gurney et al., 2003) . It is intended to represent a 'climatological' state for the inversion. The 'true' terrestrial biosphere flux was computed as part of the CMS-Flux, using an updated version of CASA that also includes impacts of biomass burning from GFED v3 (van der Werf et al., 2004 (van der Werf et al., , 2006 . The CASA-GFED3 flux estimates were computed at monthly time steps with 0.58 spatial resolution. CASA-GFED3 is a light use efficiency type model in which net primary productivity (NPP) is expressed as the product of photosynthetically active solar radiation, a light use efficiency parameter, scalars that capture temperature and moisture limitations, and fractional absorption of solar radiation by the vegetation canopy (FPAR). The heterotrophic respiration, R h , is coupled to NPP via nine detrital carbon pools in which decomposition is controlled by meteorological conditions and pool-dependent turnover rates. Input data sets include meteorological data (air temperature, precipitation and incident solar radiation), a soil classification map and a number of satellite-derived products that characterise vegetation state and burned area . For this study, NASA's Modern-Era Retrospective Analysis for Research and Applications (MERRA) meteorology (Rienecker et al., 2011 ) was used and FPAR was derived from the Advanced Very High Resolution Radiometer Normalized Difference Vegetation Index (AVHRR NDVI) (Tucker et al., 2005) according to the procedure of Los et al. (2000) . The monthly CO 2 fluxes were disaggregated to 3-hour values with GEOS-5 temperature and radiation analysis fields following Olsen and Randerson (2004) and aggregated to the 48 )58 grid for the atmospheric model.
The true and the prior terrestrial biosphere fluxes have the same annual totals globally ( (5.3 GtC), but they have different seasonal and diurnal cycles and spatial patterns, especially in the tropics. As shown in Fig. 1 , both the seasonal and diurnal cycles of the prior flux over the Northern Hemisphere (NH) are weaker. To some extent, the difference between the prior flux used in the control inversion and the true flux reflects the current understanding of the carbon cycle: the global net flux (which is 
Simulated ACOS-GOSAT b2.9 observations
We simulate the ACOS-GOSAT X CO 2 observations with the same observation coverage and vertical sensitivity as the ACOS-GOSAT b2.9 retrievals and thus represents information about the entire atmospheric column that includes sensitivity to boundary layer CO 2 concentrations. Over land, TANSO-FTS points to nadir, with a 10.5-km diameter circular footprint. Over the ocean, TANSO-FTS points to the glint spot in order to compensate for the low reflectivity of the ocean in the nadir viewing direction. The throughput of real GOSAT retrievals is less than the full satellite coverage as a consequence of cloud contamination, poor retrieval quality, etc. In order to incorporate these effects, the simulated ACOS-GOSAT b2.9 observations are filtered according to the recommendations of the ACOS b2.9 Level 2 Standard Product Data User's Guide (available at http://oco.jpl.nasa.gov/ocodatacenter/). Only the nadir-view high-gain observations with master quality flag equal to one are simulated: the medium-gain land observations and the ocean glint data are not used. The master quality flag provided in the b2.9 retrieval product considers the confidence in the retrieved X CO 2 (see ACOS Level 2 Standard Product Data User's Guide, b2.9). Glint measurements are made exclusively over ocean and have different properties than the nadir measurements made over land (Wunch et al., 2011) . The excluded medium-gain TANSO-FTS mode, which is used over bright surface scenes (e.g. over the desert) is known to have ghosting issues caused by mismatched timing delays in the signal chain (Wunch et al., 2011) . The filtered observation coverage is non-uniform in both space and time (Fig. 2) . A significant portion of the tropical region is not observed due to cloud contamination (Fig. 2b) . The unobserved region closely follows the movement of the Inter-Tropical Convergence Zone (ITCZ). When the ITCZ moves to the northern part of the Equator during summer, so does the unobserved region. There are less than 20 observations at most of the grid points over north of the Amazon during 2010 (Fig. 2a) . Over the NH high latitudes (north of 408N), the coverage is seasonally dependent; there are no observations during late fall, winter and early spring due to the reduced signal-to-noise ratio from the low solar zenith angle. The total number of good-quality observations after filtering is 74 055 for 2010. We simulate the observations at the ACOS-GOSAT b2.9 locations without any spatial averaging. Since two observations close in space and time (i.e. observed in the same grid box within an hour) may contain the same surface flux information, some of the observations provide redundant information about surface fluxes. These redundant observations improve precision through implicit averaging in the inversion system. The amount of simulated ACOS-GOSAT observations assimilated in this study is much less than the total 330 000 GOSAT observations simulated in Chevallier et al. (2010b) , which is partly because we do not simulate glint-mode GOSAT observations over ocean areas and the stricter quality control of the real retrieving process.
We generate simulated observations based on CO 2 vertical profiles, c t , from the nature run that is forced by the true terrestrial biosphere flux. The nature run output interval is hourly. We first sample the simulated CO 2 profiles, c t , at the closest times and locations of the real good-quality ACOS-GOSAT b2.9 observations. We then apply an observation operator, h(×) [eq. 
where a i is the GOSAT column averaging kernel, and c b i
and y b i are the a priori CO 2 profile and the a priori X CO 2 assumed in the GOSAT X CO 2 retrieval process. These three quantities are from the ACOS-GOSAT b2.9 retrieval products. The simulated ACOS-GOSAT X CO 2 retrieval vector y o is the model simulated X CO 2 y t with random errors:
where the elements of vector e o are the random observation errors. The i th element of the vector y t is equal to y t i . The random observation error e o can be rewritten as:
where the elements of vector r are the estimated observation errors of real ACOS-GOSAT observations that comes along with the ACOS-GOSAT b2.9 retrieval products. The vector p consists of Gaussian distributed random numbers with zero mean and unity standard deviation. The observation error covariance then can be written as
where E[×] represents the expectation operator. We assume there is no error correlation among observations, so the observation error covariance R is a diagonal matrix with values ranging between 1 and 9 ppm 2 for most samples.
The amount of observation information could be less if there were error correlations among observations, which can result from calibration errors or systematic errors in the atmospheric state, for example, surface pressure. We assume no transport errors, since we use the same transport model in both the flux inversion and the observation generation. We also ignore any systematic biases in GOSAT observations, whose impact on flux estimation has been discussed before (e.g. Baker et al., 2010; Basu et al., 2013) . Therefore, the GOSAT observation impact obtained from this study is the most optimistic estimate. Neglecting these errors also allows us to focus on the fundamental role of coverage and sampling on the inference of surface CO 2 fluxes.
Flux attribution with variational data assimilation
The variational data assimilation solves for a control vector x by iteratively minimising the following cost function:
where y o is the simulated ACOS-GOSAT X CO 2 defined in eq. (2). The control vector x defines temporally varying and spatially gridded scale factors, which are applied to the prior monthly mean flux, f b . For this application, the scale factors are monthly at each 48 )58 grid point. The prior scale vector, x 0 , is equal to one everywhere, and its error covariance matrix is B (Section 2.5). GEOS-Chem forward model M(×) simulates CO 2 vertical profiles from the surface flux
, where f d represents the 3-hourly diurnal fluxes that have zero monthly mean value at every grid point. The diurnal flux f d is not optimised. Based on eq.
(1), the observation operator h(×) calculates the model simulated X CO 2 from CO 2 vertical profiles at the closest times and locations of ACOS-GOSAT b2.9 observations. The optimised scale factor is the scale factor that minimises the cost function defined in eq. (4). To minimise the cost function, we use the Limited-memory BroydenÁ FletcherÁGoldfarbÁShanno (L-BFGS; Byrd et al., 1994; Zhu et al., 1997) numerical minimisation scheme. It is the no-bound option of the L-BFGS-B (Bounded) algorithm, that is, L-BFGS. The L-BFGS algorithm requires the gradient of the cost function
where H is the linearised observation operator h( ×), and H T is its adjoint. The operator M T is the adjoint of the GEOS-Chem model. The L-BFGS algorithm iteratively adjusts the control vector until the cost function reaches a minimum. We assess the convergence by defining a stopping criterion when the ratio between the cost function and the number of the observations is close to one. This standard is chosen in consideration of both inversion convergence (Section 3.1) and computational cost of the minimisation. In our case, a single iteration using 1 yr of data takes about 5.5 central processing unit (CPU) hours when using two quad-core processors operating at 3 GHz.
Inversion setup
In this OSSE study, we solely optimise the terrestrial biosphere flux, assuming perfect flux from the other sources and perfect initial state of CO 2 . However, we consider the error propagation from non-terrestrial biosphere flux into the terrestrial biosphere flux when constructing the biosphere flux prior error statistics, which will be discussed later in this section. We choose not to optimise ocean flux, because of the sparse coverage of ACOS-GOSAT b2.9 observations over ocean (not shown). The assimilation window is 1 yr. The control vector is 12 monthly scale factors defined at each grid point. We note that the system can also estimate all types of fluxes (e.g. fossil fuel, ocean and land) at the native GEOS-Chem spatial resolution and at finer time scales. The prior flux error covariance matrix, B, is one of the key elements needed for an optimal flux estimate, and it is quite challenging to characterise (Michalak et al., 2005; Chevallier et al., 2012) . In this study, the prior flux error statistics were constructed from a Monte Carlo run of CASA-GFED 3 by sampling the distributions of model parameters. The square root of the sum of the error variances over the globe for the individual fluxes has been scaled to be equal to 1.0 GtC/yr, which is the 2010 terrestrial biosphere flux uncertainty published by Global Carbon Project (http://www.globalcarbonproject.org/). This uncertainty considers the uncertainty propagation from non-biosphere fluxes (fossil fuel, land use and ocean) to biosphere fluxes. Since we estimate monthly mean flux scale factors, we scale the terrestrial biosphere flux error statistics by the absolute value of the prior monthly mean flux. We set the lower bound of the scaled errors to be 0.05 and the upper bound to be 1.0. The lower bound is to ensure that the observations can always have some impact on the surface flux estimation, since the impact of the observations is weighted against the prior error statistics [eq. (4)]. The upper bound is to avoid spuriously high values in the prior flux error statistics for the near-zero prior flux. The scaled errors change monthly at each grid point, and they are used as the square root of diagonal elements in prior error covariance matrix B. Due to the spatial inhomogeneity of the terrestrial biosphere flux and the coarse resolution of our inversion, we assume there is no spatial error correlation between different grid points. We also assume no error correlation between different months, even though the difference between the true flux and the prior flux indicates a seasonal anti-correlation, especially over the NH. Neglecting this temporal correlation will degrade the final posterior flux estimate, which we will be further discussed in Section 3.2.2. Therefore, the prior flux error covariance matrix B is diagonal. In Fig. 3 , we plot the equivalent prior error statistics in flux. The magnitude of the prior flux error statistics is larger over the tropics, Eurasia and eastern North America (Fig. 3a) . The tropical uncertainty is relatively high with respect to the NH uncertainty even though the NH flux is higher in absolute terms. The errors are larger during boreal summer in the NH and the whole year in the southern part of the tropical region (Fig. 3b) .
Posterior flux uncertainty quantification with a Monte Carlo approach
Theoretically, the posterior flux error covariance can be calculated from a number of analytical equations (e.g. Kalnay, 2003; Tarantola, 2005) . However, the large dimension of the state vector x prohibits a direct calculation of this covariance. In this study, the posterior flux uncertainty is approximated using a Monte Carlo approach (Chevallier et al., 2007) . In the Monte Carlo approach, an ensemble of prior states and observations are generated, consistent with the prior and observation error statistics. Then the standard deviation of the ensemble posterior fluxes gives the posterior flux uncertainty. The mean of the ensemble prior states is equal to the true flux. Different from the control inversion, the ensemble prior fluxes have the same diurnal cycle and seasonal cycle as the true flux. We performed 60 flux estimates. We chose 60 ensembles in consideration of both the computational cost and the is generated according to the following:
where Q n is a diagonal matrix whose elements are Gaussian distributed random numbers with zero mean and unity standard deviation. We define the uncertainty reduction at each point as 1 ( s a /s b , where s a and s b are the standard deviations of the ensemble posterior and prior fluxes respectively at a specific time and location. The uncertainty reduction 1 (s a /s b indicates the random error uncertainty reduction. In the later discussion, we define error as the absolute difference between the posterior flux from the control inversion and the true flux, and the uncertainty as the standard deviation of ensemble prior/posterior fluxes in the Monte Carlo flux estimation.
Results
In this section, we first evaluate convergence and degrees of freedom for signal (DFS). Then, we discuss the impact of assimilating simulated ACOS-GOSAT observations on CO 2 flux estimation in two aspects: 1) random error uncertainty reduction; and 2) the consequence of ACOS-GOSAT spatiotemporally biased sampling on the estimated annual flux at both the global and regional scales. Finally, through forward perturbation simulation experiments, we analyse the impact of remote CO 2 observations on flux estimation over the South American tropical region, where the observation coverage is sparse.
Convergence and DFS
In an optimal system, the minimum of the cost function is Chi-square distributed with expectation and variance equal to the number of observations. We stopped iterating after 70 iterations in the control inversion, when the ratio between the cost function and the total number of observations reaches 1.17. This indicates that the solution is close to convergence. The reason that it has not reached 1.0 yet is because the difference between the prior and the true flux is not totally random (Fig. 1) and the suboptimal prior flux error covariance. With Monte Carlo ensemble runs, where the difference between the prior and the true flux is completely random, the ratio between the cost function and the number of observations reaches 1.0 after about 20 iterations (not shown).
Given the prior information, the number of independent pieces of information that the assimilated observations provide can be described by the DFS (e.g. Rodgers, 2000) . It is defined as
where x a is the optimised vector. DFS based on the ensemble inversions performed in the uncertainty quantification is Â1132. This indicates that the 74 055 GOSAT X CO 2 observations provide Â1132 independent observables about the fluxes given the assumed prior flux error statistics. This number is much smaller than the size of our control vector, which is 11 923 (one-third of total grid points), or 993 spatial-resolved fluxes per month. Consequently, the GOSAT X CO 2 can constrain about 10% of the spatiotemporal fluxes over the year. If we assume that the DFS is distributed evenly as a function of month, then the current system could resolve roughly 100 locations. The actual number will be higher in the NH summer and smaller in the NH winter. The DFS is still substantially higher than the number of TransCom 3 regions.
Posterior flux
3.2.1. Global flux seasonal cycle. Figure 4 shows posterior flux seasonal cycle averaged over the globe (red line in Fig. 4a) , and its flux uncertainty reduction as a function of month (Fig. 4b) . The global averaged flux seasonal cycle has been improved (Fig. 4a) , especially during the later half of the year when the prior flux (blue line) and the true flux (black line) differ the most. The monthly mean flux uncertainty reduction (Fig. 4b) is in the range of 25Á60% with the reduction being largest during the boreal summer when the observation coverage is most dense. The small uncertainty reduction in December is due to two factors: sparse observation coverage over the NH high latitudes during winter and proximity to the assimilation window terminus. There are fewer observations to constrain December fluxes as opposed to, say, January fluxes where observations over the entire assimilation window can in principle provide a constraint. We can overcome the second factor by extending the assimilation window to more than 1 yr, for example, 15 months, but only analysing the flux of the first 12 months.
3.2.2. Global annual flux and its relationship with observation sampling. In this subsection, we discuss the consequence of ACOS-GOSAT spatiotemporally biased sampling on the estimated annual flux at the global scale under the condition of our specific inversion setup. Averaged zonally, the seasonality of the posterior flux from the control inversion has been improved over all latitudes (Fig. 1f) . The root mean square (RMS) error of the monthly zonal mean flux has been reduced by as much as 50% (Fig. 1g) . However, the annual global total flux has become (6.0 GtC/yr after optimisation. It is worse than the prior flux ( (5.3 GtC/yr), which is constructed to be equal to the true annual flux. Spatially, the annual mean flux also becomes worse over some locations, for example, over Europe (Fig. 1c) . Why does the annual flux become worse while the monthly zonal mean flux is improved in all months? We find that the extra 0.7 GtC/yr sink in the annual total posterior flux is due to both the specific inversion setup and the difference between the observed value forced by the true flux and the model-predicted observations forced by the prior flux. Since the prior flux error covariance matrix is diagonal (Section 2.6), the adjustment to the prior flux during inversion would be more subject to the difference between the observations and the model simulated values than otherwise. Averaged over the globe, the annual mean simulated ACOS-GOSAT X CO 2 forced by the true flux is 387.12 ppm, and the annual mean simulated ACOS-GOSAT X CO 2 forced by the prior flux is 387.49 ppm. If we assume that an equivalent net CO 2 flux into the atmosphere is the same between a 1-ppm increase in ACOS-GOSAT X CO 2 and a 1-ppm increase in the global mean CO 2 provided NOAA (http://www.esrl.noaa.gov/), the 0.37-ppm difference is equivalent to 0.8 GtC/yr since a 1-ppm increase in global mean CO 2 is equivalent to a Â2. 1276 GtC net CO 2 flux into the atmosphere (Gruber et al., 2009; Sarmiento et al., 2010) . The 0.1 GtC difference from the actual posterior flux bias is because the CO 2 has not been well mixed towards the end of the year, which affects the accuracy in transferring CO 2 difference into flux. As we shall show, this 0.37-ppm difference is a consequence of the sampling of GOSAT.
In order to better understand where the 0.37-ppm difference comes from, we plot 10-d running-mean X CO 2 from the nature run sampled with different strategies in Fig. 5a . X CO 2 here is a pressure-weighted column CO 2 without using the ACOS-GOSAT averaging kernels. When only sampled at the ACOS-GOSAT locations and times (black line), the annual mean X CO 2 is 0.14 ppm smaller than the annual mean X CO 2 sampled at all grid points every 3 hours (blue line). This difference is a combination effect of ACOS-GOSAT seasonally dependent partial geographic sampling and daytime only sampling. When we sample X CO 2 at ACOS-GOSAT locations every 3 hours (red line in Fig. 5a and b) , the annual mean X CO 2 is 0.05 ppm smaller than the annual mean X CO 2 sampled at all grid points every 3 hours. When only sampled at the ACOS-GOSAT observing time, the annual mean X CO 2 is 0.09 ppm smaller than the annual mean X CO 2 sampled every 3 hours, even though both strategies sample the same ACOS-GOSAT locations. It indicates that the ACOS-GOSAT daytime only sampling results in (0.09-ppm bias, while partial geographic sampling introduces (0.05-ppm bias. The low bias from the daytime only sampling is because the terrestrial biosphere absorbs CO 2 from the atmosphere during the daytime. Miller et al. (2007) show that the X CO 2 sampled at 13:00 pm (local time) is most close to daily average X CO 2 . However, the difference between X CO 2 sampled at 13:00 pm and the daily average X CO 2 depends on the magnitude and phase of terrestrial biosphere diurnal cycle. The seasonally dependent sampling introduces a low bias in X CO 2 is because of the ACOS-GOSAT preferentially samples in the NH high latitudes during summer, which is the time of significant carbon uptake from terrestrial biosphere, while having a relatively low spatial sampling yield in the late fall and winter.
The above analysis about the nature run X CO 2 sampled with different strategies implies that two X CO 2 fields sampled at ACOS-GOSAT locations and times could have different annual mean values when the surface CO 2 fluxes have different diurnal and seasonal cycles, even with the same annual flux, as is the case here. Compared to the prior flux used in the control inversion, the true flux has a stronger seasonal cycle (Fig. 1 ) and diurnal cycle (not shown), especially over the NH. ACOS-GOSAT tends to sample the locations and times when the biosphere absorbs CO 2 from the atmosphere, for example, daytime and boreal summer, so the observations have a lower value than the X CO 2 forced by the prior flux when sampled at ACOS-GOSAT locations and times (black line in Fig. 5c ). In order to disentangle the contribution of diurnal biased sampling from the seasonally dependent sampling, we run a CO 2 simulation, in which the terrestrial biosphere flux has the same diurnal cycle as the true flux while maintaining the same seasonal cycle as the prior flux used in the control run. The annual net flux from this combined flux is still Blue: daily averaged X CO 2 sampled at every grid point every 3 hours; red: daily averaged X CO 2 sampled at the ACOS-GOSAT locations every 3 hours; black: X CO 2 sampled at the ACOS-GOSAT locations and observing time. (b) Red: the difference between X CO 2 sampled at the ACOS-GOSAT locations and the X CO 2 sampled everywhere; black: the difference between X CO 2 sampled at the ACOS-GOSAT locations and observing time and the X CO 2 sampled everywhere every 3 hours. (c) Black: the difference between the observations and the X CO 2 forced by the prior flux used in the control inversion; red: the difference between the observations and the X CO 2 forced by the flux with the same diurnal cycle as the true flux but with the same seasonal cycle as the prior flux used in the control inversion.
(5.3 GtC/yr. The annual mean difference between the observations and the X CO 2 sampled at the GOSAT locations and time (red line in Fig. 5c ) is (0.25 ppm, which is the combination effect of the seasonally dependent sampling and the different seasonal cycle between the true flux and the prior flux. It also implies that the diurnally biased sampling in combination of the different diurnal cycle between the true flux and the prior flux results in (0.12 ppm difference. Therefore, the 0.37-ppm difference between the simulated ACOS-GOSAT X CO 2 from the nature run and the simulated ACOS-GOSAT X CO 2 forced by the prior flux is due to the spatiotemporally dependent sampling of ACOS-GOSAT X CO 2 observations (Fig. 3) in combination with the systematic spatiotemporal difference between the true flux and the prior flux (Fig. 1) .
In order to further test whether the bias in the annual total posterior flux is due to ACOS-GOSAT sampling, we did another experiment that assimilates the simulated X CO 2 observations with a random distribution in space and time, but with the same observation error statistics and sensitivity as ACOS-GOSAT X CO 2 . We find that the posterior flux (green line in Fig. 4a ) from this experiment is (5.4 GtC, much closer to the true flux ( (5.3 GtC) than the posterior flux with the GOSAT sampling characteristics. Compared to the posterior flux constrained by ACOS-GOSAT X CO 2 (red line in Fig. 4a ), the posterior flux assimilating the random sampled X CO 2 is much more accurate during the winter months, when ACOS-GOSAT X CO 2 almost has no sampling over the high latitudes. This experiment proves that the bias in the posterior flux when assimilating the simulated ACOS-GOSAT X CO 2 is due to its spatiotemporally dependent sampling. Even with ACOS-GOSAT, including a more realistic temporal error correlation (e.g. the seasonal anti-correlation) would reduce the impact of the biased ACOS-GOSAT X CO 2 sampling and therefore the bias in the annual total flux. However, as far as we know, the current state-of-the-art inversion systems (e.g. Chevallier et al., 2007; Baker et al., 2010; Basu et al., 2013) do not have such seasonal anticorrelation error statistics, which is due to the computational cost and complexities of a large-scale inversion system. Without an accurate seasonal cycle in the prior flux or the accurate prior flux error covariance, it requires caution to interpret the annual total flux when assimilating GOSAT X CO 2 or GOSAT-type X CO 2 observations. 3.2.3. Accuracy, uncertainty reduction and biases of the posterior flux at TransCom 3 regions. In this subsection, we discuss the impact of simulated ACOS-GOSAT observations on the aggregated flux estimation at the 11 land regions (Fig. 6l ) defined in TransCom 3.
The seasonal cycle over these 11 regions has been improved (Fig. 6aÁk) . The RMS error reduction is between 35 and 63%, with the reduction being around 50% over most of the regions. The posterior flux (red line) and the true flux (black line) have the same seasonal cycle phase, even with a dissimilar phase in the prior flux (blue line), for example, in the tropics (Fig. 6d, f) . The amplitude of the seasonal cycle has also been improved. The magnitude of error reduction has a close relationship with the number of observations assimilated (purple line in Fig. 6aÁk ). Over the NH boreal region (Fig. 6a, g, k) , during the winter when the observations are sparse, the posterior flux error only becomes slightly smaller than the prior flux error; while during the boreal summer when the observations are dense, the posterior flux has much smaller error than the prior flux. Even though the monthly flux in all these TransCom 3 regions has been improved, the annual mean flux becomes worse over some regions. This degradation of the annual mean flux is due to the seasonally and diurnally biased sampling in combination with the different seasonal cycle and diurnal cycle between the prior and the true flux as discussed in Section 3.2.2. ACOS-GOSAT observations capture the stronger sink during summer, but they miss the stronger source during spring and winter in the true flux, which results in the stronger annual posterior sinks over Europe and the North American boreal region (Figs. 1c, 6a and k) . Including a seasonal anti-correlation in the prior flux covariance would increase the source magnitude of the prior flux during winter and spring when ACOS-GOSAT observations are not available and, therefore, reduce the bias in the annual total flux over Europe and The North American boreal region.
The uncertainty reduction of the monthly mean flux over the TransCom 3 regions ranges from 10% over North American boreal to 38% over South American temperate (Fig. 7b) . The magnitude of uncertainty reduction is related to both the prior flux error (Fig. 7a) and the observation coverage. Over North American boreal, both the total number of observations (purple line in Fig. 6f ) and the prior flux error (Fig. 7a) are small, so the uncertainty reduction is small. Over the South American tropical region, even though the total number of observations is small, only 1073, the uncertainty reduction is still 30%, which is mainly due to the relatively large magnitude of the prior flux uncertainty (Fig. 7a ) and the impact of remote observations (Section 3.3). Chevallier et al. (2009) showed that the fractional uncertainty reduction ranges from 25 to 80% over terrestrial TransCom 3 regions when assimilating simulated GOSAT observations without transport errors, which is larger than we find here. We speculate that the main reason is due to the difference in the number of observations assimilated (Section 2.4).
3.3. The sensitivity of remote CO 2 concentrations to the surface flux over the South American tropical region
The South American tropical region is home to one of the world's largest tropical rainforests and is experiencing rapid land-cover change (e.g. Lepers et al., 2005) . Understanding the carbon budget over this region is crucial to improve our understanding of the global carbon cycle and the impact of human activity on ecosystems. However, due to the lack of observation coverage so far, the carbon budget over this region still has a large uncertainty (e.g. Stephens et al., 2007) . We showed theoretically that ACOS-GOSAT could reduce the flux uncertainty by 30% even with sparse observation coverage over this region. In this subsection, through forward perturbation simulation experiment, we examine contributions to the improvement aside from the local observations. In this experiment, we perturb the prior flux in the control run over the South American tropical region (rectangle in Fig. 8 ) to equal the true flux in the nature run. We then compare X CO 2 from this perturbation experiment to the X CO 2 from the original control run. The perturbed region is a close approximation to the TransCom3 South American tropical region. We find that the surface CO 2 flux over the perturbed region has an impact on X CO 2 over South American temperate and South Africa (Fig. 8a and b) . These regions have much denser observational coverage than over the perturbed region ( Fig. 8c and d) . The monthly mean X CO 2 difference between the perturbed run and the control run is about 0.2 ppm over South Africa, and the magnitude can be up to 0.8 ppm over South American temperate. The instantaneous X CO 2 difference between the perturbed run and the control run can be more than one ppm over these regions, which is significant relative to the observation error statistics (one ppm to three ppm). When the Intertropical Convergence Zone moves to the north of the Equator during boreal summer, the surface CO 2 flux over the perturbed region also has large impact on the X CO 2 over Central to North America (Fig. 8a) . This experiment indicates that the X CO 2 observations over Central to North America during boreal summer and the X CO 2 observations over South African and South American temperature regions have strong sensitivities to the CO 2 flux over South American tropical region. Therefore, the posterior flux improvement over the perturbed region is mainly from the impact of the observations over these regions, since where the observation coverage is much denser than the observation coverage over the perturbed region (Figs. 1, 8c and d). In this study, we do not consider transport errors. Chevallier et al. (2010b) found that the largest bias happens in the South American tropical region when assimilating simulated GOSAT observations in the presence of transport errors. When the model is imperfect, this remote connection between flux and the X CO 2 may also lead to dipole surface CO 2 flux estimation (Stephens et al., 2007) . Fig. 8a and b also show that the X CO 2 observations over the Eastern Tropical Pacific and the South Atlantic Ocean have strong sensitivities to the flux over the perturbed region. We expect that the assimilation of X CO 2 observations especially glint observations over these oceanic regions could have a significant impact on the estimate of South American tropical terrestrial biosphere flux.
Discussion and Conclusions
In this paper, we describe the variational inversion system developed as part of the CMS-Flux (http://www.carbon. nasa.gov, http://cmsflux.jpl.nasa.gov) and demonstrate the performance of this system in the context of an OSSE. Using the same coverage and sensitivity as the real ACOS-GOSAT b2.9 observations for 2010, we further discuss the impact of GOSAT spatiotemporally biased sampling on the net flux estimation, and the impact of remote observations on tropical flux estimation, where the GOSAT has sparse observation coverage. The results from this OSSE help us understand the impact of the unique ACOS-GOSAT spatiotemporal sampling on flux estimation. A follow-on paper will describe the assimilation of real ACOS-GOSAT observations.
With the Monte Carlo method, we quantified the random error uncertainty reduction in the posterior flux. We carried out 60-member ensemble inversions, in which the ensemble prior fluxes and the ensemble-simulated observations follow the error statistics used in the inversion. The degree of freedom for signal is Â1132, which indicates that a 1-yr of total 74 055 GOSAT X CO 2 observations has Â1132 independent quantities about the fluxes given the assumed prior flux error statistics. The results show that the uncertainty reduction of the monthly global mean flux ranges from 25 to 60%. When aggregated to TranCom3 regions, the monthly mean flux uncertainty reduction ranges from 10% over North American boreal to 38% over South American temperate, where the observation coverage is dense and the prior flux uncertainty has relatively large magnitude. We also found that the ACOS-GOSAT observations can reduce the uncertainty over the South American tropical region by 30% in spite of the sparse local observation coverage. Through a sensitivity experiment, we illustrated that this large uncertainty reduction is mainly from the observations over Central America, South American temperate and South Africa, where the CO 2 concentrations are sensitive to South American tropical flux. Parazoo et al. (2013) show that the X CO 2 observations and Solar-induced Chlorophyll Fluorescence (SIF) from GOSAT provide complementary information about the net flux and the Gross Primary Production (GPP) over the Southern Amazonia region, which indicates that we can use these two types of observations to disentangle respiration and GPP over the broad Amazonia region.
With a control inversion, in which the prior flux has the same global annual total flux as the true flux, but has different seasonal and diurnal cycle, we assessed the consequence of ACOS-GOSAT spatiotemporally biased sampling on the estimated annual flux in both the global and regional scale when using a diagonal prior flux error covariance. ACOS-GOSAT observations sample the atmosphere during daytime and have dense observation coverage during boreal summer, so the mean X CO 2 sampled at ACOS-GOSAT observing locations and times has lower value than the mean X CO 2 sampled everywhere. Even forced by the same annual total fluxes, the global annual mean X CO 2 from the nature run is about 0.37 ppm lower than the X CO 2 forced by the prior flux when sampled at the ACOS-GOSAT locations and times. This leads to Â0.7 GtC more sink in the posterior global flux than the true flux when neglecting the temporal correlation in the prior flux error covariance. Because of the seasonally dependent sampling over the NH boreal region (e.g. Europe) and the stronger seasonal and diurnal cycle of the true flux, the posterior annual total flux over the NH boreal region also has a larger sink than the true flux. Previous studies (Corbin and Denning, 2006; Corbin et al., 2008; Parazoo et al., 2012) show that clear-sky and daytime only sampling introduces bias in the satellite X CO 2 observations. The seasonally dependent sampling has not been quantitatively discussed before. In most of the previous OSSE studies (e.g. Baker et al., 2010; Chevallier et al., 2010b) , they assume no diurnal cycle in the prior flux (Baker et al., 2010) or assume the same diurnal and seasonal cycles in both the prior and the true fluxes (Chevallier et al., 2010b) . The current state-of-the-art inversion systems (e.g. Chevallier et al., 2007; Baker et al., 2010; Basu et al., 2013) do not have seasonal temporal correlation in the prior flux error covariance matrix, though some inversion systems (e.g. Chevallier et al., 2010b; Yadav and Michalak, 2013) include temporal error correlations that decay exponentially with time. However, the prior fluxes used in inversions most likely have different seasonal cycle and diurnal cycle from reality. Yang et al. (2007) and Keppel-Aleks et al. (2012) both find that the seasonal cycle of CASA climatology flux, which is widely used in flux inversions, is about 30 to 40% weaker than the seasonal cycle constrained by X CO 2 . Therefore, caution is needed to interpret the global and regional annual net flux estimated from spatiotemporally biased sampling observations, such as GOSAT.
This study demonstrates the significant impact on flux estimation of assimilating simulated ACOS-GOSAT observations with the CMS flux inversion system. However, the CMS flux inversion system has some common problems with other inversion systems, and these problems require more investigation. These problems include, but are not limited to, the specification of prior flux error statistics, uncertainty quantification and the impact of transport errors.
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