ABSTRACT In this paper, we propose an optimized belief propagation (OBP) based progressive edge-growth (PEG) method for constructing quasi-cyclic low density parity check (QC-LDPC) codes. In this proposed method, Tanner graphs are built by progressively appending the check nodes rather than the variable nodes. Moreover, this OBP-PEG method considers three new constraint conditions to select the QC-LDPC code sets constructed by the PEG method. Compared with the PEG-based QC-LDPC decoders, the proposed OBP-PEG decoders decrease the number of the input ports of check-node processer by up to 25%, accelerates the convergence speed by up to 11.7% in layered decoding process, and improves the success probability by up to ten times in constructing fast-convergence QC-LDPC codes.
I. INTRODUCTION
Low density parity check (LDPC) codes are widely included in modern communication systems [1] , e.g. 5G wireless communications and quantum communications [2] , [3] , and the convergence speed and hardware consumption are the fundamental challenges for the designers of LDPC decoders [4] . Besides decoding algorithms [5] , the code construction methods can be also used to tackle these two challenges. Progressive edge-growth (PEG) is a typical random construction method of LDPC codes [6] . However, PEG method progressively appends the variable nodes, and the variations of the check-node degrees enlarge the hardware cost of checknode processer (CNP) (also known as CFU, i.e., check function unit) [7] . Moreover, PEG method leads to a high number of iterations in the decoding process because of the variable nodes having low belief refresh speed. This degrades both the convergence of LDPC decoders and the success rate in constructing fast-convergence codes.
In [8] , the authors introduced two constraint conditions into PEG method, and this clearly improves the BER performance of the constructed LDPC codes. Inspired by above works, here we propose an optimized belief propagation (OBP) based PEG method for constructing quasi-cyclic (QC) LDPC codes, which applies to the efficient layered belief propagation (LBP) algorithms [9] , [10] . Differently with PEG method, this OBP-PEG method builds the large-girth Tanner graphs by progressively appending the check nodes, but not the variable nodes. This ensures that the numbers of variable nodes connecting to every check node are identical, i.e., the number of input ports of each CNP can be well controlled. Simulation shows that, compared with PEG decoders, the number of input ports of each CNP in OBP-PEG decoders decreases by up to 25%. Also, we introduce three constraint conditions, i.e., relaxant constraint condition (RCC), belief prorogation condition (BPC), and weight constraint condition (WCC). RCC ensures the satisfactory variable-node degree ratio, BPC ensures the sufficient belief propagation, and WCC updates OBP-PEG method for the construction of QC-LDPC codes. Simulation shows that, compared with PEG method, the OBP-PEG method improves the convergence by 11.7% in decoding process, and improves the success probability by up to 10 times in constructing fast-convergence QC-LDPC codes.
II. THE PROPOSED OBP-PEG CONSTRUCTION METHOD
A. SYSTEM MODEL AND LBP DECODING ALGORITHM A (n, k) LDPC code is described by a m × n parity check matrix H or the Tanner graph [1] , where n denotes the number of variable nodes; m denotes the number of check nodes; k denotes the original information bits (k = n−m). The check nodes in the Tanner graph correspond to the parity check functions, and the variable nodes correspond to the coded bits including information bits and parity bits. 
B. BELIEF PROPAGATION CONDITION (BPC)
Based on the regulations of LBP algorithms [9] , [11] , we can approximately have that,
wherein E(.) is the expectation operator; Q j and r ij respectively denotes the previous values of Q j and r ij before the current iteration; and N (i) \j denotes N (i) excluding variable node v(j); and
Here ϕ (x) is a monotonically decreasing function.
Equations (1) to (4) presents the iteration process for calcu-
Based on above equations and Gaussian approximation [12] , the error probability function of decoded symbols, denoted as P e , can be written as,
Equation (5) 
where α is relaxant factor typically ranging from 1.3 to 1.7, and here it is set as 1. As shown above, the proposed OBP-PEG method not only select the variable nodes having the small-value degree ratio γ j (as in eq. (6)), but also enhances the belief propagation of the variable nodes having minimum E(L[Q j ]).
III. THE UPDATE OF OBP-PEG METHOD FOR QC-LDPC
QC-LDPC codes are a popular member of LDPC codes due to their trade-off between complexity and throughput. In QC-LDPC codes, the parity check matrix H is equivalent to a prototype matrix H P . Each element of H P (i.e., [H P ] i,j ), the circulant value, corresponds to either a p × p circulant permutation matrix or a p × p all-zero matrix, where [H P ] i,j corresponding to CPM ranges from 0 to p − 1. FIGURE 2. The simulated T avg of 100 (64800, 32400) QC-LDPC code sets constructed by PEG and OBP-PEG methods; (a). SNR=2.0dB; (b). SNR=3.0dB; (c). the probability distribution of T avg .
As shown in above construction procedure of OBP-PEG method, the expanded sub-graph has multiple paths from c i to selected v j , and the path weight w p (i, j) can be generally calculated as,
where the edges (c i s , v j s ) are located in the path, and l denotes the expansion depth. For the cases of i = 0, the values of [H P ] 0,j can be randomly selected from 0 to p−1. For the cases of i = 0, the weight constraint condition (WCC) is included to determine the values of [
WCC guarantees that there is no loop in the Tanner graph has a length of 4. If [H P ] i,j is unable to satisfy WCC, a new v j in candidate set S c 2 can be selected, and above procedure is repeated. Finally, OBP-PEG method will select the v j to establish an edge with c i . Figure 1 shows the procedure of PEG method and OBP-PEG method for QC-LDPC codes, including that how the latter expands the sub-graph and picks the optimal v j . If WCC is not satisfied during the process, the proper circulant value (i.e., [H P ] i,j ) can be obtained by re-selecting the variable node. The number of CNP input ports must equal to the maximum value of d i c , so that CNP is valid for all check node processing. The CNP complexity is determined by d i c ,
i.e., the number of the edges connecting c i . In the proposed OBP-PEG method, d i c is set as a fixed value, this decreases its maximum value, and thus, the CNP complexity can be decreased as well.
IV. SIMULATION RESULTS AND DISCUSSIONS
This section compares the performance of PEG and OBP-PEG methods in QC-LDPC applications. Here we independently construct 100 QC-LDPC code sets, and we define T avg to denote the average number of the iterations in the LBP decoding tests of each code set. As shown in Figure 2 , the simulated T avg of the QC-LDPC code sets, which are respectively constructed by PEG and OBP-PEG methods, follow Gaussian distribution. Here we define T qef to denote the lower limit of T avg ensuring the quasi-error-free decoding performance, and
where E(T avg ) and σ (T avg ) denote the mean and variance of the Gaussian distribution of T avg , respectively. Considering the properties of Gaussian distribution [15] , T qef expressed in (9) guarantees the probability of error free decoding reaches more than 99%. In this paper, T qef is used to denote the convergence speed in LBP decoding process.
Besides T qef , we also investigate the success rate in constructing fast-convergence codes, i.e., the probability that T avg is smaller than a threshold of the iteration number. Considering the properties of Gaussian distribution [15] , this success rate R fc (.) of fast convergence codes can be easily obtained as,
wherein T thr denotes the threshold of the iteration number. The above equation can be further transferred to,
Based on (10) and (11) Tables I compares the convergence (T qef ), the number of the input ports of CNP, and R obp fc (T thr ) of (960, 480) QC-LDPC codes constructed by PEG and OBP-PEG methods. Here, R peg fc (T thr ) = 10%, SNR is 3.0dB, and code rate is 0.5. It can be seen that, compared with PEG method, OBP-PEG method reduces T qef by up to 11.7%, and increases R fc (T thr ) by up to 1.75 times. Also, it can be seen that, OBP-PEG successfully decrease the number of CNP input ports by up to 25%. It can be concluded that the advantages of OBP-PEG method in constructing QC-LDPC codes are significant when p is relatively small.
Tables II compares the convergence speed (T qef ), the number of the input ports of CNP, and R obp fc (T thre ) of QC-LDPC codes as various code length applied. The code rate is 0.5, and SNR is 3.0dB. It can be seen that, compared with conventional PEG method, OBP-PEG method reduces T qef by up to 9.6% and increases R fc (T thr ) by up to 10 times. Figure 3 compares the bit error rate (BER) performance of the QC-LDPC codes constructed by proposed OBP-PEG method, where the standard QC-LDPC codes of Second Generation Digital Video Broadcasting (DVB-S2) and Worldwide Interoperability for Microwave Access (WiMAX) specifications are also used as benchmark. The LBP decoding algorithm is applied, and BER results are obtained when various SNR and code lengths applied. It can be seen that, the QC-LDPC codes of proposed OBP-PEG method show similar (even slightly better) BER performance that standard QC-LDPC codes of WiMax and DVB-S2 do. As expected, the increase of iteration number decreases required SNR, and the change of SNR ranges only around 0.2 to 0.5 dB (BER around 1E-5) when iteration number increases up to 100.
V. CONCLUSION
This paper proposed a novel OBP-PEG method for constructing QC-LDPC codes. This OBP-PEG method appends the check nodes and considers three new conditions. Compared to PEG method, this proposed method improves the decoding convergence by up to 11.7% and increases the success rate by 10 times in constructing fast-convergence QC-LDPC codes. Moreover, this OBP-PEG method decreases the number of input ports of CNP by up to 25%.
