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Abstract
A k-ranking of a graph G is a mapping  : V (G) → {1, . . . , k} such that any path with endvertices x and y satisfying x = y and
(x) = (y) contains a vertex z with (z)>(x). The ranking number r(G) of G is the minimum k admitting a k-ranking of G.
The on-line ranking number ∗r (G) of G is the corresponding on-line invariant; in that case vertices of G are coming one by one so
that a partial ranking has to be chosen by considering only the structure of the subgraph of G induced by the present vertices. It is
known that log2 n + 1 = r(Pn)∗r (Pn)2log2 n + 1. In this paper it is proved that ∗r (Pn)> 1.619 log2 n − 1.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Let G be a simple ﬁnite undirected graph.A ranking of G is a mapping (a colouring)  : V (G) → Z+ such that any
(x, y)-path with x = y and (x)=(y) has a vertex z satisfying (z)>(x). If (V (G)) ⊆ {1, . . . , k}, k ∈ Z+0 ,  is
said to be a k-ranking. Clearly, from the deﬁnition it follows that a ranking is a proper vertex colouring and a k-ranking
of a connected graph uses k at most once. The ranking number of G, denoted r(G), is the minimum k ∈ Z+0 admitting
a k-ranking of G.
The ranking numberwas introduced probably by Iyer et al. [6].An overviewof older results can be found inKatchalski
et al. [7], where the ranking number is called the ordered chromatic number. It seems that the ranking number continues
to be an interesting graph invariant, as shown e.g. by the recent papers of Bodlaender et al. [1], Deogun et al. [3], and
Ghoshal et al. [4,5]. There are also edge and directed versions of a ranking. For complexity results concerning the
ranking number the reader is referred to Llewellyn et al. [10] (the vertex case), Lam and Yue [9] (the edge case), and
Kratochvíl and Tuza [8] (the directed case).
We are interested in determining the (vertex) ranking number on-line. Before describing the problem in detail we
introduce some notation. For p, q ∈ Z let [p, q] be the set of all z ∈ Z with pzq and [p,∞) the set of all z ∈ Z
with pz.
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For ﬁnite sequences A= (a1, . . . , am) and B = (b1, . . . , bn) let AB = (a1, . . . , am, b1, . . . , bn) be the concatenation
of A and B. The concatenation is noncommutative, but it is associative, and so we can use
∏k
i=1Ai for the concatenation
of ﬁnite sequences A1, . . . , Ak (in this order). A reduction of a ﬁnite sequence
∏m
i=1(ai) is any sequence
∏l
i=1(ai)
with l ∈ [1,m − 1]. The inverse of a ﬁnite sequence A =∏mi=1(ai) is the sequence A−1 :=
∏m
i=1(am+1−i ).
If f ⊆ A×B is a mapping andA′ ⊆ A, we denote by f |A′ the restriction of f toA′, i.e. the mapping f ∩(A′×B). For
a mapping f ⊆ A×B with a ﬁnite set B ⊆ R, |B|2, we denote by max(f ) the maximum value of f, i.e. the maximum
of the set f (A), and by smax(f ) the second maximum value of f, i.e., the maximum of the set f (A) − {max(f )}.
We shall also use the empty graph K0 = (∅,∅). The symbol Pn represents the n-vertex path with V (Pn) = {xi : i ∈
[1, n]} and E(Pn) = {{xi, xi+1} : i ∈ [1, n − 1]}.
Now we are ready to describe the on-line ranking problem. An input sequence for a graph G is a (possibly empty)
sequence of vertices of G in which any x ∈ V (G) appears at most once. An input sequence for G is complete if it
contains all vertices of G. Let Is(G) be the set of all input sequences for G and Is(G) the set of all complete input
sequences for G. If Y =∏mi=1(yi) ∈ Is(G), we denote by G(Y, j), j ∈ [0,m], the subgraph of G induced by the vertex
set {yi : i ∈ [1, j ]}. The sequence Y represents the order of incoming vertices, i.e. the vertex yi , i ∈ [1,m], comes as
the ith one.A vertex yj , j ∈ [1,m], has to be coloured when it comes so that a ranking Y,j of the graph G(Y, j) arises
(with no possibility of a subsequent alteration of an assigned colour). So, a decision concerning the choice of Y,j (yj )
has to be done using only the knowledge of the ranking Y,j−1 of the graph G(Y, j − 1) (the information on colours
of vertices preceding yj in Y) and the structure of the graph G(Y, j). Let Gj be an induced subgraph of G isomorphic
with G(Y, j) and let  : V (G(Y, j)) → V (Gj ) be an isomorphism. Put (Y ) := ∏ji=1((yi)) ∈ Is(G). Then the graphs
G(Y, i) and G((Y ), i) are isomorphic for any i ∈ [0, j ], and so we should have Y,i(yi) = (Y ),i ((yi)) for every
i ∈ [1, j ]. This leads to the deﬁnition of a ranking algorithm described below.
Let Q be the set ofall quadruples (G,H,, x) such that G is a non empty graph, H is an induced subgraph of G
with |V (H)| = |V (G)| − 1,  is a ranking of H, and {x} = V (G) − V (H). We say that two quadruples (G,H,, x)
and (G′, H ′,′, x′) are equivalent if there is an isomorphism  : V (G) → V (G′) fulﬁlling (V (H)) = V (H ′) (so that
(x) = x′) and (y) = ′((y)) for any y ∈ V (H). A ranking algorithm is a mappingA : Q → [1,∞) such that for
every (G,H,, x) ∈ Q
(i) the mapping  ∪ {(x,A(G,H,, x))} is a ranking of G and
(ii) A(G′, H ′,′, x′) =A(G,H,, x) whenever a quadruple (G′, H ′,′, x′) ∈ Q is equivalent to (G,H,, x).
LetA be a ranking algorithm, let G be a graph and let Y =∏mi=1(yi) ∈ Is(G). The algorithmA provides a ranking
rank(A,G, Y, i) of the graph G(Y, i), i ∈ [0,m], recurrently as follows:
(i) rank(A,G, Y, 0) := ∅;
(ii) if i ∈ [1,m], then rank(A,G, Y, i) := rank(A,G, Y, i − 1) ∪ {(yi,A(G(Y, i),G(Y, i − 1), rank(A,G, Y, i −
1), yi))}.
We denote by rank(A,G, Y ) the ranking rank(A,G, Y,m) of the graph G(Y) := G(Y,m), the subgraph of G induced
by all vertices of Y . Clearly, rank(A, G, Y, i) = rank(A,G, Y )|V (G(Y, i)), i ∈ [0,m]. Put for short max(A,G, Y )
:= max(rank(A,G, Y )). By max(A,G) we denote the maximum of max(A, G, Y ) over all Y ∈ Is(G). (Evidently,
when calculating max(A,G)we can restrict ourselves to complete input sequences for G.) The on-line ranking number
∗r (G) of the graph G is the minimum of max(A,G) over all ranking algorithmsA. Thus, for any graph G and any
ranking algorithmA we have r(G)∗r (G) max(A,G).
The above deﬁnition of a ranking algorithm is a very general one. Note that when determining ∗r (K) the only
valuesA(G,H,, x) which are important are those for quadruples (G,H,, x) ∈ Q where G is an induced subgraph
of K.
The on-line ranking problem is even interesting for graphs with very simple structure, e.g. for cycles and paths.
Schiermeyer et al. proved in [11] that ∗r (Pn)< 3 log2 n for n ∈ [2,∞). We have succeeded in [2] to bound ∗r (Pn)
from above by 2log2n + 1. Since, according to [7], r(Pn) = log2 n + 1, the ratio ∗r (Pn)/r(Pn) is smaller than 2
for any n ∈ [1,∞). On the other hand, there is an inﬁnite sequence {Gn} of graphs (Semanišin and Soták [12]) such
that limn→∞∗r (Gn)/r(Gn) = ∞.
Until now, the only known lower bound for ∗r (Pn) was the trivial one, i.e. ∗r (Pn)r(Pn)= log2 n + 1. The aim
of the present paper is to show that ∗r (Pn)> 1.619 log2 n − 1.
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2. Preliminary results
Two vertex-disjoint subgraphs G(1),G(2) of a graph G are said to be independent in G if {x(1), x(2)} /∈E(G) for
every x(1) ∈ V (G(1)) and x(2) ∈ V (G(2)).
Lemma 1. Let G be a graph and G(1),G(2) be subgraphs of G that are independent in G. If Y (1) ∈ Is(G(1)) andA is
a ranking algorithm, then there exists Y (2) ∈ Is(G(2)) such that smax(rank(A,G, Y (1)Y (2))|V (G(2)))∗r (G(2))− 1.
Proof. Letn(i) be thenumber of vertices of the graphG(i), i=1, 2.Let s(Y (2)) := smax(rank(A,G, Y (1)Y (2))|V (G(2)))
and suppose that s(Y (2))∗r (G(2))−2 for any Y (2)=
∏n(2)
i=1(yi) ∈ Is(G(2)). LetGi := G(Y (1)Y (2), n(1)+ i) andi :=
rank(A,G, Y (1)Y (2), n(1) + i) for i ∈ [0, n(2)]. Clearly, G0 =G(1) and, for any i ∈ [1, n(2)],A(Gi,Gi−1,i−1, yi)=
i (yi) andi −0 is a ranking of the graph Gi −G(1). (Note that a ranking of a graph yields a ranking of any of its sub-
graphs simply by “inheriting” original colours of vertices.) Consider a ranking algorithm A˜ that is (partially) determined
as follows: A˜(Gi −G(1),Gi−1 −G(1),i−1 −0, yi) := i (yi) for any i ∈ [1, n(2)] such that i (yi)∗r (G(2))− 2
and A˜(Gi − G(1),Gi−1 − G(1),i−1 − 0, yi) := ∗r (G(2)) − 1 provided that i (yi)∗r (G(2)) − 1.
In both cases i := i−1 −0 ∪{(yi, A˜(Gi −G(1),Gi−1 −G(1),i−1 −0, yi))} is a ranking of Gi −G(1). In the
former one this follows from the fact thatA is a ranking algorithm,i is a ranking ofGi , andi =i −0=i |V (Gi −
G(1)). In the latter onei is a ranking of Gi −G(1) since then we can use the colouri (yi)=∗r (G(2))−1> ∗r (G(2))−
2s(Y (2))smax(i − 0) to replace the colour (i − 0)(yi) = i (yi) = max(rank(A,G, Y (1)Y (2))|V (G(2))).
(Indeed, by replacing the maximum value of a ranking by an integer exceeding the second maximum value we obtain
again a ranking.)
To see that A˜ (deﬁned so far) satisﬁes also the requirement (ii) of the deﬁnition of a ranking algorithm con-
sider Yˆ (2) = ∏n(2)i=1(yˆi) ∈ Is(G(2)), let Gˆi := G(Y (1)Yˆ (2), i) and ˆi := rank(A,G, Y (1)Yˆ (2), i) for i ∈ [1, n(2)]
and suppose that there is j ∈ [1, n(2)] such that the quadruples (Gj − G(1),Gj−1 − G(1),j−1 − 0, yj ) and
(Gˆj − G(1), Gˆj−1 − G(1), ˆj−1 − 0, yˆj ) are equivalent with an isomorphism  : V (Gj − G(1)) → V (Gˆj − G(1))
fulﬁlling (V (Gj−1 − G(1))) = V (Gˆj−1 − G(1)) and (j−1 − 0)(yi) = (ˆj−1 − 0)((yi)) for any i ∈ [1, j − 1].
Since G(1) and G(2) are independent in G, it is clear that  : V (Gj ) → V (Gˆj ), deﬁned by  := {(y, y) : y ∈
V (G(1))} ∪ , is an isomorphism with (V (Gj−1)) = V (Gˆj−1) and j−1(y) = ˆj−1((y)) for any y ∈ V (Gj−1).
(Note that j−1|V (G(1)) = ˆj−1|V (G(1)) as input sequences Y (1)Y (2) and Y (1)Yˆ (2) share the starting subsequence
Y (1).) Therefore, the quadruples (Gj ,Gj−1,j−1, yj ) and(Gˆj , Gˆj−1, ˆj−1, yˆj ) are equivalent, as a consequence
A(Gj ,Gj−1,j−1, yj )=A(Gˆj , Gˆj−1, ˆj−1, yˆj ), and so A˜(Gj −G(1),Gj−1 −G(1),j−1 −0, yj )= A˜(Gˆj −
G(1), Gˆj+1 − G(1), ˆj−1 − 0, yˆj ).
Values of A˜ for remaining quadruples in Q are not important for the proof; they can be taken arbitrarily so
that A˜ is correctly deﬁned.From the deﬁnition of A˜ it follows that ∗r (G(2)) max(A˜,G(2))∗r (G(2)) − 1, a
contradiction. 
Lemma 2. Let c ∈ [0,∞), let G′ be a graph, and G an induced subgraph of G′ with components Gi , i ∈ [1, c]. IfA is
a ranking algorithm, there exists Y ∈ Is(G) such that smax(rank(A,G′, Y )|V (Gi))∗r (Gi) − 1 for each i ∈ [1, c].
Proof. We proceed by induction on c. If c = 0, then G = K0, Is(G) = {( )}, and there is nothing to prove. Suppose
that c ∈ [1,∞) and the statement of the lemma is true for any graph and any of its induced subgraphs with c − 1
components. Consider the induced subgraph G(1) =⋃c−1i=1Gi of the graph G′. Then there is Y (1) ∈ Is(G(1)) such that
smax(rank(A,G′, Y (1))|V (Gi))∗r (Gi)− 1 for every i ∈ [1, c − 1]. If G(2) =Gc, the assumptions of Lemma 1 are
fulﬁlled, hence there exists a sequence Y (2) ∈ Is(G(2)) such that smax(rank(A,G′, Y (1)Y (2))|V (Gc))∗r (Gc) − 1.
Having in mind that rank(A,G′, Y (1)Y (2))|V (Gi) =rank(A,G′, Y (1))|V (Gi) for any i ∈ [1, c − 1], we can take
Y = Y (1)Y (2) ∈ Is(G) and we are done. 
Let G be a graph and let Y ∈ Is(G) − Is(G). For an induced subgraph G′ of G isomorphic to G(Y) and an
isomorphism  : V (G(Y )) → V (G′) we have G(Y)  G((Y )) = G′, so that (if  can be chosen as a non-identity) we
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cannot distinguish input sequencesY and (Y ) leading to isomorphic graphs G(Y) and G((Y )). If y ∈ V (G)−V (G′),
the input sequence (Y )(y) for G is said to be an elementary continuation of Y (determined by  and y). An input
sequence Y˜ ∈ Is(G) is said to be a continuation of Y if there are Yi ∈ Is(G), i ∈ [0, l], such that Y0 = Y , Yl = Y˜ , and
Yi is an elementary continuation of Yi−1 for any i ∈ [1, l].
Let  : V (Pm) → [1, k], m ∈ [2,∞), be a k-ranking. We deﬁne the full sequence of the ranking  by fs() :=∏m
i=1((xi)). Depending on which end of Pm is denoted by x1, we obtain (in general) two possible pairs of sequences,
namely (fs(), (fs())−1) and ((fs())−1, fs()). If Pm is a proper subgraph of Pn and we have to ﬁnd a continuation
of the mapping  to a ranking of Pn, then not all terms of fs() and (fs())−1 are of the same importance. Therefore,
we deﬁne the characteristic of fs(), denoted by char(fs()) =∏i=1(ai), recurrently as follows:
(i) a1 := max() = (xp1) (clearly, a1 and p1 are determined uniquely);
(ii) if ai =(xpi ) is known, then either pi =m and  := i or pim− 1, ai+1 := max{(xj ) : j ∈ [pi + 1,m]}, and
pi+1 is the unique j ∈ [pi + 1,m] such that ai+1 = (xj ).
The sequence
∏
i=1(ai) is decreasing, while
∏
i=1(pi) is increasing. We deﬁne analogously the characteristic
char((fs())−1) of (fs())−1.
Suppose that Y ∈ Is(Pn) − Is(Pn) is such that Pn(Y ) has at least two components G(1),G(2) (paths, of course) and
let A be a ranking algorithm. Put  := rank(A, Pn, Y ) and (i) := |V (G(i)), i = 1, 2. Consider an elementary
continuation Y˜ of Y such that in Pn(Y˜ ) isomorphic images of components G(1) and G(2) are “glued” together to form
a component G˜ of Pn(Y˜ ) (using the last incoming vertex y˜ for interconnection). Put ˜ := rank(A, Pn, Y˜ ). In general,
there are four possibilities for the full sequence of ˜|V (G˜) (apart from taking the inverse), namely
1. fs((1))(˜(y˜))fs((2)),
2. fs((1))(˜(y˜))(fs((2)))−1,
3. (fs((1)))−1(˜(y˜))fs((2)),
4. (fs((1)))−1(˜(y˜))(fs((2)))−1.
To determine a lower bound of ˜(y˜) it is sufﬁcient to consider the simpliﬁed sequences
1. char(fs((1)))(˜(y˜))(char((fs((2)))−1))−1,
2. char(fs((1)))(˜(y˜))(char(fs((2))))−1,
3. char((fs((1)))−1)(˜(y˜))(char((fs((2)))−1))−1,
4. char((fs((1)))−1)(˜(y˜))(char(fs((2))))−1.
Note that any simpliﬁed sequence is decreasing in the left part and increasing in the right part (with parts cut off by
˜(y˜)).
To see that a simpliﬁed sequence is sufﬁcient for determining a lower bound of ˜(y˜) suppose that char(fs((j))) =∏(j)
i=1(a
(j)
i ), char((fs(
(j)))−1) =∏(j)i=1(b(j)i ) and put A(j) := {a(j)i : i ∈ [1, (j)]}, B(j) := {b(j)i : i ∈ [1, (j)]},
j = 1, 2. The simpliﬁed sequence in case 1 is
(
a
(1)
1 , a
(1)
2 , . . . , a
(1)
(1)−1, a
(1)
(1)
, ˜(y˜), b(2)
(2)
, b
(2)
(2)−1, . . . , b
(2)
2 , b
(2)
1
)
.
If A(1) ∩ B(2) = ∅ and m := max(A(1) ∩ B(2)), then necessarily ˜(y˜)m + 1 because of a path with endvertices
coloured m whose internal vertex should be coloured ˜(y˜). If A(1) ∩B(2) =∅, then ˜(y˜)m+1 with m := 0. Further,
if c ∈ [m + 1,∞) and c ∈ A1 ∪ B(2), then ˜(y˜) = c because of a path with one endvertex coloured c whose second
endvertex should be coloured ˜(y˜). The ﬁnal conclusion is that
˜(y˜) min((max((A(1) ∩ B(2)) ∪ {0}) + 1,∞) − (A(1) ∪ B(2))). (*)
The situation in cases 2–4 is similar to case 1 with the following set combinations for ﬁnding a lower bound of ˜(y˜):
A(1)/A(2), B(1)/B(2), B(1)/A(2).
To illustrate the above principles suppose that(1) is the 6-ranking ofP14 with fs((1))=(1, 3, 1, 2, 5, 4, 2, 3, 6, 1, 3,
4, 1, 2) and (2) is the 5-ranking of P10 with fs((2)) = (1, 3, 1, 2, 1, 4, 3, 5, 2, 1). Since char(fs((1))) = (6, 4, 2),
char(fs((2))) = (5, 2, 1), char((fs((1)))−1) = (6, 5, 3, 1), char((fs((2)))−1) = (5, 4, 3, 1), we obtain successively
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simpliﬁed sequences (6, 4, 2, ˜(y˜), 1, 3, 4, 5), (6, 4, 2, ˜(y˜), 1, 2, 5), (6, 5, 3, 1, ˜(y˜), 1, 3, 4, 5), and (6, 5, 3, 1, ˜(y˜),
1, 2, 5), so that a lower bound of ˜(y˜)is 7, 3, 7, and 7, respectively.
It may happen that max(A(1)∩B(2)) can be determined already from a reduction of char(fs((1))) and/or a reduction
of char(fs((2))). (The ideal case is if a(1)1 = b(2)1 .) Therefore, we deﬁne the spectrum of a ranking  of Pn as the set
containing both sequences char(fs()), char((fs())−1) and all their reductions. LetS() denote the spectrum of .
In the above illustrative example we haveS((1)) = {(6, 5, 3, 1), (6, 5, 3), (6, 5), (6), (6, 4, 2), (6, 4), (6)}.
3. Short paths
Put, for k ∈ [1,∞),
p(k) := min{n ∈ [1,∞) : ∗r (Pn)k}.
In this section we are going to determine p(5) and an upper bound of p(6). With m, n ∈ [1,∞), mn, Pm is an
induced subgraph of Pn. Thus, by Corollary 2 of [2], ∗r (Pm)∗r (Pn) and {p(k)}∞k=1 is a nondecreasing sequence. It
is easy to see that ∗r (Pk) = k = p(k) for k ∈ [1, 3]. By Theorem 1 of [11], p(4) = 5.
Theorem 3. p(5) = 8.
Proof. Since p(4) = 5 and ∗r (Pk) = 4 for k ∈ [5, 7] (see Corollary 19, Theorem 28 [2]), it is sufﬁcient to prove
∗r (P8)5. We do it by showing that for any ranking algorithmA there exists Y ∈ Is(P8) with max(A, P8, Y )5.
First, we construct step by step an input sequence Y7 =∏7i=1(yi) ∈ Is(P8). Put, for short, i := rank(A, P8, Y7, i),
i ∈ [1, 7]. If max(7)5, we can take Y := Y7. Therefore, we may suppose that max(i )4 for every i ∈ [1, 7].Let y1
and y2 be such that P8(Y7, 2)  P2. If max(2) ∈ {3, 4}, assume that V (P8(Y7, 2))={x1, x2}, put G(1) := P2, Y (1) :=
(y1, y2), and let G(2)  P5 be the subpath of P8 with V (G(2)) = {xi : i ∈ [4, 8]}.
By Lemma 1 there exists Y (2) ∈ Is(G(2)) such that with Y7 := Y (1)Y (2) we have smax(7 − 2)∗r (P5) − 1 = 3.
From 3smax(7 − 2)<max(7 − 2)4 it follows that max(7 − 2) = 4 and smax(7 − 2) = 3. Since the
spectrum of 2 contains (3) or (4) and that of 7 −2 the sequence (4, 3), there is an elementary continuationY of Y7
such that the last incoming vertex x3 of Y receives a colour5, see (∗).
Fromnowonwe suppose thatmax(2)2, i.e. {2(y1),2(y2)}={1, 2}. Let y3 be a neighbour of the vertex coloured
2 under 2. If max(3) ∈ {3, 4}, let y4 be a neighbour of the vertex coloured 1 under 3. Clearly, 4(y4) ∈ {3, 4},
and so {4(y3),4(y4)} = {3, 4}. Assume that V (P8(Y7, 4)) = {xi : i ∈ [1, 4]}, put G(1) := P4, Y (1) :=
∏4
i=1(yi)
and let G(2)  P3 be the subpath of P8 with V (G(2)) = {x6, x7, x8}. By Lemma 1 there is Y (2) ∈ Is(G(2)) such that
with Y7 := Y (1)Y (2) it holds that smax(7 −4)∗r (P3)− 1 = 2. Using 2smax(7 −4)<max(7 −4)4 we
obtain max(7 − 4) ∈ {3, 4}. SinceS(7 − 4) contains (3) or (4) and (4, 3) ∈ S(4), we can proceed similarly
as above.
The remaining possibility, max(3)2, means that 3(y3) = 1. Let y4 and y5 be neighbours of vertices coloured 1
under 3. We have 3 min{5(y4),5(y5)} max{5(y4),5(y5)}4, hence {5(y4),5(y5)} = {3, 4}. Let y6 and
y7 be chosen so that {y6, y7}= {x7, x8} and P8(Y7)=P5 ∪P2. If max(7 −5) ∈ {3, 4}, we proceed as above. Finally,
if max(7 −5)2, then (4, 3) ∈S(5), (2, 1) ∈S(7 −5), and, by (∗), there is an elementary continuationY of
Y7 such that the last incoming vertex x6 of Y receives a colour 5. 
Proposition 4. p(6)13.
Proof. We have to ﬁnd for any ranking algorithm A a sequence Y ∈ Is(P13) with max(A, P13, Y )6. Analo-
gously as in the proof of Theorem 3 we ﬁrst construct a sequence Y12 =∏12i=1(yi) ∈ Is(P13) such that with i :=
rank(A, P13, Y12, i), i ∈ [1, 12], we have max(i )5 for any i ∈ [1, 12].
Let the ﬁrst four vertices come in such a way that P13(Y12, i)  Pi for every i ∈ [1, 4] and the following assumptions
are fulﬁlled: if max(2)=3, y3 is a nonneighbour of the vertex coloured 3 under2, if max(2)=2, y3 is a neighbour of
the vertex coloured 1 under2 and, ifmax(3)=3, y4 is a nonneighbour of the vertex coloured 3 under3.Then it is easy
to see that max(4)3 and max(4)= 3 only if fs(4)= (1, 2, 1, 3). Suppose that V (P13(Y12, 4))= {xi : i ∈ [1, 4]},
put G(1) := P4, Y (1) := ∏4i=1(yi), and let G(2)  P8 be the subpath of P13 with V (G(2)) = {xi : i ∈ [6, 13]}.
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By Lemma 1 and Theorem 3 there is a Y (2) ∈ Is(G(2)) such that with Y12 := Y (1)Y (2) we have smax(12 −
4)∗r (P8) − 1 = 4. Since 4 smax(12 − 4)<max(12 − 4)5, we obtain (5, 4) ∈ S(12 − 4). Fur-
ther, from the above we know that one of the sequences (3, 2, 1), (4), (5) belongs toS(4). Thus, having in mind (∗),
for an appropriate elementary continuation Y of Y12 the last incoming vertex of Y receives a colour 6. 
4. A lower bound of ∗r (Pn)
For k ∈ [5,∞) put q(k) := p(k − 4) + 3p(k − 3) + 3. If n ∈ [q(k),∞), an input sequence Y˜ ∈ Is(Pn) is
said to be k-appropriate for a ranking algorithmA if Pn(Y˜ ) has c4 components Gi , i ∈ [1, c], where ⋃4i=1Gi 
Pp(k−4) ∪ 3Pp(k−3), and with ˜ := rank(A, Pn, Y˜ ) it holds that smax(˜|V (Gi))∗r (Gi) − 1, i = 1, 2, 3, 4.
Put mi := max(˜|V (Gi)), si := smax(˜|V (Gi)), i = 1, 2, 3, 4, and suppose without loss of generality that
(m1, s1)(m2, s2)(m3, s3)(m4, s4), where the symbol  stands for “lexicographically not greater than”. A contin-
uation Y ∈ Is(Pn) of Y˜ obtained by “gluing” together components Gi , i ∈ [1, 4], is said to be k-sufﬁcient forA if,
with  := rank(A, Pn, Y ), either max()k + 1 or there is i ∈ {2, 3} such that (k, k − 1, k − i) ∈S().
Lemma 5. If k ∈ [6,∞), n ∈ [q(k),∞),A is a ranking algorithm, and there is an input sequence Y˜ ∈ Is(Pn) that is
k-appropriate forA and satisﬁes (m1, s1,m2, s2,m3, s3,m4, s4) = (k−3, k−4, k−3, k−4, k−3, k−4, k−1, k−5),
then there is a continuation Y of Y˜ that is k-sufﬁcient forA.
Proof. From the assumptions on Y it is clear that k − 4m1m2m3m4, m2k − 3, min{s1, s2, s3, s4}k − 5,
and si can be equal to k − 5 only if Gi = Pp(k−4) (and p(k − 4)<p(k − 3)), and so for at most one i ∈ [1, 4].
We construct a continuation Y = Y3 of Y˜ in three steps: we put Y0 := Y˜ and deﬁne an appropriate elementary
continuation Yi = i−1(Yi−1)(yi) of Yi−1 for i =1, 2, 3;here y1, y2, y3 are vertices interconnecting (isomorphic images
of) components Gi , i ∈ [1, 4]. Let i := rank(A, Pn, Yi), i = 1, 2, 3. If max{1(y1),2(y2),3(y3),m4}k + 1
(this inequality follows e.g. from m3 = m4 = k or from max{1(y1),2(y2)} = m4 = k), we are done. Henceforth we
suppose thatm3k − 1 and max{1(y1),2(y2),3(y3),m4}k.
(1) If m3 = k − 3, then m2 = k − 3 and s2 = s3 = k − 4.
(11) If m1 = k − 3, let Y2 be such that one of the components of Pn(Y2) is (G2 · G1) · G3 (here dots represent
interconnecting vertices) and the restriction of 2 to that component can be simpliﬁed to (k − 4, k − 3,1(y1), k −
3,2(y2), k−3, k−4); for short we shall code such an assumption by Y2 : (G2 ·G1) ·G3 → (k−4, k−3,1(y1), k−
3,2(y2), k − 3, k − 4). Then we have 1(y1),2(y2) ∈ [k − 2, k] and 1(y1) = 2(y2).
(111) If {1(y1),2(y2)} = {k − 1, k}, then (k, k − 1, k − 3) ∈S(2) and we are done, since for any continuation
Y3 of Y2 either 3(y3)k+ 1 or one of the sequences (k, k− 1, k− 2), (k, k− 1, k− 3) be-longs toS(3). (Note that
the sequence (k, k − 1, k − 3) from the spectrum of 2 can change to the sequence (k, k − 1, k − 2) from the spectrum
of 3 if 3(y3) = k − 2.)
(112) If {1(y1),2(y2)} = {k − 2, k}, then m4 ∈ [k − 3, k − 1].
(1121) If there is j ∈ {2, 3} such that either m4 = k − j or m4 = k − 1 and s4 = k − j , then, provided that Y3 :
G4 ·((G2 ·G1) ·G3) → (s4,m4,3(y3), k−4, k−3, k−2, k−3, k, k−3, k−4), we obtain (k, k−1, k−j) ∈S(3)
(in the case m4 = k − j by our assumptions 3(y3) = k − 1).
(1122) Ifm4=k−1 and s4k−4, then s4=k−4 (s4=k−5 would lead to s1=k−4 andm1=k−3 representing the
case excluded by the assumptions of this lemma). In fact, there is no need to consider the case (m4, s4)= (k−1, k−4),
since with Y3 : G4 · ((G2 · G1) · G3) → (k − 1, k − 4,3(y3), k − 4, k − 3, k − 2, k − 3, k, k − 3, k − 4) we have
3(y3)k + 1.
(113) If {1(y1),2(y2)} = {k − 2, k − 1} and Y3 : G4 · ((G2 · G1) · G3) → (m4,3(y3), k − 4, k − 3, k − 2, k −
3, k − 1, k − 3, k − 4), then (k, k − 1, k − 3) ∈S(3), because either m4 = k or m4 ∈ [k − 3, k − 1] and 3(y3)= k.
(12) If m1k − 4, then (m1, s1) = (k − 4, k − 5).
(121) If (m4, s4) = (k − 1, k − 4), with Y2 : (G2 · G1) · G3 → (k − 3, k − 4,1(y1), k − 4,2(y2), k − 4, k − 3),
we have, as in (11), 1(y1),2(y2) ∈ [k − 2, k] and 1(y1) = 2(y2).
(1211) If {1(y1),2(y2)} = {k − 1, k}, proceed as in (111).
(1212) If {1(y1),2(y2)} = {k − 2, k}, then m4 ∈ [k − 3, k − 1] and there is j ∈ {2, 3} such that either m4 = k − j
or m4 = k − 1 and s4 = k − j . In such a case with Y3 : G4 · ((G2 · G1) · G3) → (s4,m4,3(y3), k − 3, k − 4, k −
2, k − 4, k, k − 4, k − 3), we have (k, k − 1, k − j) ∈S(3) (note that m4 = k − j implies 3(y3) = k − 1).
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(1213) If {1(y1),2(y2)} = {k − 2, k − 1}, let Y3 : G4 · ((G2 · G1) · G3) → (s4,m4,3(y3), k − 3, k − 4, k −
2, k − 4, k − 1, k − 4, k − 3). Then (k, k − 1, k − 3) ∈ S(3), since either m4 = k or m4 ∈ [k − 3, k − 1]
and 3(y3) = k.
(122) If (m4, s4)=(k−1, k−4), suppose thatY1 : G2·G3 → (k−4, k−3,1(y1), k−3, k−4); then1(y1)∈ [k−2, k].
(1221) If 1(y1) = k, with Y3 : (G1 · G4) · (G2 · G3) → (k − 5, k − 4,2(y2), k − 4, k − 1,3(y3), k − 4, k −
3, k, k − 3, k − 4), we have 2(y2) = k − j ,j ∈ {2, 3},and so (k, k − 1, k − j) ∈S(3).
(1222) If1(y1)=k−1, the assumption Y2 : G4 ·(G2 ·G3) → (k−4, k−1,2(y2), k−4, k−3, k−1, k−3, k−4)
leads to 2(y2) = k,(k, k − 1, k − 3) ∈S(2) and we are done.
(1223) If1(y1)=k−2, supposing that Y2 : G1 ·(G2 ·G3) → (k−5, k−4,2(y2), k−4, k−3, k−2, k−3, k−4),
we obtain 2(y2) ∈ {k − 1, k}.
(12231) If 2(y2) = k − 1, then with Y3 : G4 · (G1 · (G2 · G3)) → (k − 1, k − 4,3(y3), k − 5, k − 4, k − 1, k −
4, k − 3, k − 2, k − 3, k − 4), we have3(y3) = k and (k, k − 1, k − 2) ∈S(3).
(12232) In fact, it is not necessary to consider the case 2(y2) = k, since from Y3 : (G1 · (G2 · G3)) · G4 →
(k − 5, k − 4, k, k − 4, k − 3, k − 2, k − 3, k − 4,3(y3), k − 4, k − 1) it follows that 3(y3)k + 1.
(2) m3k − 2.
(21) If m2 = k − 3, then s2 = k − 4.
(211) In the case (m3,m4) = (k − 2, k − 1) let Y3 : (G2 ·G1) · (G3 ·G4) → (k − 3, k − 4,1(y1),m1,3(y3),m3,
2(y2),m4), then 1(y1) ∈ [k − 2, k].
(2111) m3 = m4 = k − 2.
(21111) If 1(y1) ∈ {k − 2, k}, then it is easy to see that (k, k − 1, k − 2) ∈S(3).
(21112) If 1(y1) = k − 1, then max{2(y2),3(y3)} = k, and so (k, k − 1, k − 3) ∈S(3).
(2112) If m3 = m4 = k − 1, then 1(y1) = k − 2 and 2(y2) = k, hence (k, k − 1, k − 2) ∈S(3).
(2113) If (m3,m4) = (k − 2, k), then either 1(y1) = k − 2, 3(y3) = k − 1, and (k, k − 1, k − 2) ∈ S(3) or
1(y1) = k − 1 and (k, k − 1, k − 3) ∈S(3).
(2114) If (m3,m4) = (k − 1, k), then 1(y1) = k − 2 and (k, k − 1, k − 2) ∈S(3).
(212) If (m3,m4) = (k − 2, k − 1), then s3 = k − j , j ∈ [3, 5], and s4 = k − l, l ∈ [2, 5], where (j, l) = (5, 5).
(2121) If j ∈ {3, 4}, let Y2 : (G2 · G3) · G4 → (k − 3, k − 4,1(y1), k − j, k − 2,2(y2), k − 1, k − l).
(21211) If 1(y1) = k − 1, then 2(y2) = k, (k, k − 1, k − 3) ∈S(2) and we are done.
(21212) 1(y1) = k.
(212121) If l ∈ {2, 3}, then(k, k − 1, k − l) ∈S(2) and we are done again.
(212122) Under the assumption l ∈ {4, 5} let Y3 : ((G2 ·G3) ·G4) ·G1 → (k−3, k−4, k, k− j, k−2,2(y2), k−
1, k − l,3(y3),m1). By virtue of m1 ∈ {k − 4, k − 3} we have max{3(y3),m1} ∈ {k − 3, k − 2} (note that the case
l = 5 yields s4 = k − 5∗r (G4) − 1,G4 = Pp(k−4), and m1 = k − 3), and soS(3) contains either (k, k − 1, k − 3)
or (k, k − 1, k − 2).
(2122) If j = 5, then l ∈ [2, 4],m1 = k − 3 (similarly as above) and s1 = k − 4.
(21221) With l = 2 let Y3 : ((G1 · G4) · G3) · G2 → (k − 3,1(y1), k − 1, k − 2,2(y2), k − 2,3(y3),m2); then
2(y2) = k and (k, k − 1, k − 3) ∈S(3).
(21222) If l ∈ {3, 4}, assume that Y1 : G1 · G4 → (k − 3, k − 4,1(y1), k − l, k − 1); then 1(y1) ∈ {k − 2, k}.
(212221) If1(y1)=k−2 andY3 : (G3·(G1·G4))·G2 → (k−2,2(y2), k−3, k−4, k−2, k−l, k−1,3(y3), k−3),
then 2(y2) = k and (k, k − 1, k − 3) ∈S(3).
(212222) Finally, provided that 1(y1) = k, choose Y3 : ((G1 · G4) · G3) · G2 → (k − 3, k − 4, k, k − l, k −
1,2(y2), k − 2,3(y3), k − 3), which leads to (k, k − 1, k − 2) ∈S(3).
(22) m2 = k − 2.
(221) Ifm3=m4=k−2 andY2 : (G2 ·G3)·G4 → (k−2,1(y1), k−2,2(y2), k−2), then (k, k−1, k−2) ∈S(2).
(222) If (m3,m4) = (k − 2, k − 1), let Y1 : G2 · G3 → (k − 2,1(y1), k − 2), then 1(y1) ∈ {k − 1, k}.
(2221) If 1(y1) = k − 1 and Y2 : (G2 · G3) · G4 → (k − 2, k − 1, k − 2,2(y2), k − 1), then 2(y2) = k and
(k, k − 1, k − 2) ∈S(2).
(2222) If 1(y1) = k, let Y3 : ((G2 · G3) · G4) · G1 → (k − 2, k, k − 2,2(y2), k − 1, k − j,3(y3),m1), where
k − j = s4, and hence j ∈ [2, 5].
(22221) If j ∈ {2, 3}, we are done since then (k, k − 1, k − j) ∈S(3).
(22222) If j ∈ {4, 5},then m1 ∈ {k − 4, k − 3} yields max{3(y3),m1}k − 3 (as above, from j = 5 it follows that
m1 = k − 3), and soS(3) contains one of the sequences (k, k − 1, k − 2), (k, k − 1, k − 3).
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(223) If (m3,m4) ∈ {(k−2, k), (k−1, k−1), (k−1, k)} and Y2 : (G2 ·G3) ·G4 → (k−2,1(y1),m3,2(y2),m4),
then (k, k − 1, k − 2) ∈S(2).
(23) If m2 = k−1, then m3 = k−1 and m4 ∈ {k−1, k}. In fact, we can omit this case since if Y2 : (G2 ·G3) ·G4 →
(k − 1,1(y1), k − 1,2(y2),m4), then max{1(y1),2(y2)}k + 1. 
Theorem 6. If k ∈ [7,∞), then p(k)p(k − 5) + 3p(k − 4) + p(k − 3) + 4.
Proof. Let A be a ranking algorithm. Put r(k) := p(k − 5) + 3p(k − 4) + p(k − 3) + 4. Our theorem will be
proved by ﬁnding an input sequence Yˆ ∈ Is(Pr(k)) with max(A, Pr(k), Yˆ )k. By Lemma 2, there exists an input
sequence Y˜ ∈ Is(Pr(k)) such that Pr(k)(Y˜ ) = ⋃5i=1Gi  Pp(k−5) ∪ 3Pp(k−4) ∪ Pp(k−3),G5  Pp(k−3), and with
˜ := rank(A, Pr(k), Y˜ ) it holds that smax(˜|V (Gi))∗r (Gi) − 1, i = 1, 2, 3, 4, 5. Put mi := max(˜|V (Gi)), si :=
smax(˜|V (Gi)), i = 1, 2, 3, 4, 5, and suppose without loss of generality that (m1, s1)(m2, s2)(m3, s3)(m4, s4).
If (m1, s1,m2, s2,m3, s3,m4, s4) = (k − 4, k − 5, k − 4, k − 5, k − 4, k − 5, k − 2, k − 6), then, since r(k)q(k −
1)=p(k−5)+3p(k−4)+3, by Lemma 5 there is a continuationY of Y˜ determined by “gluing” together components
Gi, i ∈ [1, 4] (with the new component G′), that is (k−1)-sufﬁcient forA. Let := rank(A, Pr(k), Y ). If max()k
or m5k, then we are done as max(A, Pr(k), Yˆ ) max{max(),m5}k for any continuation Yˆ ∈ Is(Pr(k)) of Y.
Otherwise we may suppose that max{m4,m5}k − 1 and there is i ∈ {3, 4} such that (k − 1, k − 2, k − i) ∈ S().
Consider an elementary continuation Yˆ = (Y )(yˆ) ∈ Is(Pr(k)) ofY such that with ˆ := rank(A, Pr(k), Yˆ ) we have Yˆ :
G′·G5 → (k−1, k−2, k−i, ˆ(yˆ), s5,m5). From k−4s5 <m5k−1 it follows that {k−1, k−2, k−i}∩{s5,m5} = ∅,
and so ˆ(yˆ)k.
Now assume that (m1, s1,m2, s2,m3, s3,m4, s4) = (k − 4, k − 5, k − 4, k − 5, k − 4, k − 5, k − 2, k − 6). We
construct Yˆ = Y4 in four steps: we put Y0 := Y and we determine an appropriate elementary continuation Yi =
i−1(Yi−1)(yi) ∈ Is(Pr(k)) of Yi−1, i = 1, 2, 3, 4. Let i := rank(A, Pr(k), Yi), i = 1, 2, 3, 4. First, let (Y1 and) Y2
be such that Y2 : (G1 · G2) · G3 → (k − 5, k − 4,1(y1), k − 4,2(y2), k − 4, k − 5). Clearly, 1(y1) = 2(y2),
min{1(y1),2(y2)}k − 3, and we may suppose that max{1(y1),2(y2)}k − 1.
If {1(y1),2(y2)}={k−3, k−j}, j ∈ {1, 2}, let Y3 : ((G1 ·G2) ·G3) ·G5 → (k−5, k−4, k−j, k−4, k−3, k−
4, k − 5,3(y3), s5,m5). Since s4 = k − 6, we have G4  Pp(k−5), and so s5∗r (G5) − 1k − 5. We may suppose
that m5k − 1, hence s5 ∈ [k − 5, k − 2], which leads to 3(y3)k − 2 (note that if s5 = k − 2, then m5 = k − 1 and
k − j ∈ {s5,m5}) and 3(y3) = k − j . If 3(y3)k − 1, then {k − j,3(y3)} = {k − 2, k − 1}. In such a case with
Y4 : (((G1 · G2) · G3) · G5) · G4 → (k − 1, k − 2,4(y4), k − 2) we have 4(y4)k.
If {1(y1),2(y2)} = {k − 2, k − 1} and Y3 : ((G1 · G2) · G3) · G4 → (k − 1, k − 2,3(y3), k − 2), then
3(y3)k. 
Using the known values of p(k), k ∈ [1, 4], Theorem 3, and Proposition 4, we obtain the following inequalities for
p(k), k ∈ [7, 10]:
Corollary 7. p(7)20, p(8)30, p(9)46, and p(10)71.
Lemma 8. Let  ∈ R satisfy p(k)k for any k ∈ [1, 10] and 11 − 8 − 37 − 64. Then p(k)k for any
k ∈ [1,∞).
Proof. By induction on k we prove that for each k ∈ [1,∞) we have p(l)l for any l ∈ [1, k]. The statement is true
for k ∈ [1, 10]. So, suppose that k ∈ [11,∞) and p(l)l for every l ∈ [1, k− 1]. By Theorem 6 we get p(k)p(k−
5)+3p(k−4)+p(k−3)+4k−3 +3k−4 +k−5 +4. Clearly, it sufﬁces to show that k−3 +3k−4 +k−5 +4k .
The desired inequality follows from k −k−3 −3k−4 −k−5 =k−11(11 −8 −37 −6)11 −8 −37 −64,
since k−111 (note that p(1) = 1). 
Proposition 9. If k ∈ [1,∞), then p(k)20k/7.
Proof. By virtue of Theorem 3, Proposition 4, and Corollary 7, p(k)20k/7 for each k ∈ [1, 10]. Since 2011/7 −
208/7 − 3 · 207/7 − 206/7 = 7.06 . . . 4, we are done by Lemma 8 with = 201/7. 
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Theorem 10. If n ∈ [1,∞), then ∗r (Pn)> 7 log2 n/log2 20 − 1> 1.619 log2 n − 1.
Proof. Suppose that ∗r (Pn) = k. Then p(k + 1)>n, and so, by Proposition 9, n< 20(k+1)/7. As a consequence we
obtain (k + 1)/7> log2 n/log2 20, which, according to 7log2 20 = 1.619 . . ., yields the desired inequalities.
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