Abstract-The processing of large volumes of RDF data require an efficient storage and query processing engine that can scale well with the volume of data. The initial attempts to address this issue focused on optimizing native RDF stores as well as conventional relational databases management systems. But as the volume of RDF data grew to exponential proportions, the limitations of these systems became apparent and researchers began to focus on using big data analysis tools, most notably Hadoop, to process RDF data. This paper presents a comparative analysis of performance of Presto (distributed SQL query engine) in processing big RDF data against Apache Hive. To evaluate the performance Presto for big RDF data processing, a map-reduce program and a compiler, based on Flex and Bison, were implemented. The map-reduce program loads RDF data into HDFS while the compiler translates SPARQL queries into a subset of SQL that Presto (and Hive) can understand.
I. INTRODUCTION
Resource Description Framework (RDF) enables the representation of data as a set of linked statements, each of which consists of a subject, predicate, and object called a triple. RDF datasets, consisting of millions of triples, form a network of directed graph (DG) and are stored in systems called triple-stores. A query language standard, SPARQL, has also been developed to query RDF datasets. For the Semantic Web to work, both triple-stores and SPARQL query processing engines have to scale well with the size of data. This is especially true when the size of RDF data is too big such that it is difficult, if not impossible, for conventional triple-stores to work with [1] - [3] In the past few years, however, new advances have been made in the processing of large volumes of data sets, aka big data, which can be made to use for processing big RDF data [4] - [6] .
In the past two and half-years, new trends in big data technology have emerged that use distributed in-memory query processing engines based on SQL syntax. Some of these tools include: Facebook Presto [7] , Apache Shark [8] , and Cloudera Impala [9] . These tools promise to deliver high performance query execution than traditional Hadoop system like Hive [10] . It is the motivation of this paper to validate this claim for big RDF data -i.e. if these new in-memory query processing models work well to deliver faster response times for SPARQL queries, which must be translated to SQL. This paper makes the following novel contributions: (i) Architecture of Presto-RDF framework that uses a distributed in-memory query execution model, based on Presto, to evaluate the performance of SPARQL queries over big RDF data.
(ii) RDF-Loader component of Presto-RDF that uses mapreduce to load RDF data into the different storage structures based on three storage schemes -triple-store, vertical and horizontal scheme. (iii) SPARQL to SQL compiler based on Flex and Bison. The compiler is also unique in that it generates SQL for the three RDF storage schemes. (iv) Evaluation of query performance for the three RDF storage schemes. Horizontal storage scheme had better performance than the triple-store as the size of data increases. No published results were found on the horizontal storage scheme to the best of our knowledge.
The rest of the paper is organized as follows: Background and related work is presented in section 2. The architecture of Presto-RDF framework and RDF storage strategies are presented in section 3. Section 4 describes the SPARQL to SQL compiler. Section 5 describes the experimental setup for performance evaluation of Presto-RDF and results. Section 6 presents conclusions and future work.
II. BACKGROUND AND RELATED WORK
This section presents the background on various RDF storage schemes and review of related works that propose and evaluate different distributed SPARQL query engines. It also presents a review of two systems, Apache Spark and Cloudera Impala, which are similar to Facebook Presto.
A. RDF Stores RDF stores, also known as triple stores, are data management systems that are used to store and query RDF data. RDF stores also provide an interface, called a SPARQL end-point, which can be used to submit SPARQL queries. Some triple stores, like Sesame, also provide APIs that can programmers can use to submit SPARQL queries and get results. RDF storage managers can be broadly classified into three categories:
• Native triple stores -are stores that are built from scratch to store RDF triples. Native triple stores make a direct use of the RDF data model -a labeled directed graph -to store and access RDF data. While multi-process attributes, M, are:
• D m : data distribution method type hash, data source or none.
• Q m : query process distribution method type data parallel, data replication, or none.
• S m : stream process type pipeline or none.
• A m : resource-sharing architecture memory, disk, or nothing. RDF triples can be stored and accessed in Hadoop Distributed File System (HDFS) by creating a relational layer on top of HDFS that maps triples into relational schemas. Hive, for example, allows storing data in HDFS based on a relational schema that defined by the user. Though there are some discrepancies among researchers regarding the naming and classification of relational schemas for RDF data, most researchers classify these schemas in to three groups [1] , [4] , [5] , [17] 
B. Distributed SPARQL
A distributed SPARQL query engine based on Jena ARQ [12] has been proposed [13] . The query engine extends Jena ARQ and makes it distributed across a cluster of machines. Document indexing and pre-computation joins were also used to optimize the design. The results of the experiments that were conducted showed that the distributed query engine scaled well with the size of RDF data but its overall performance was very poor. The query engine, unlike Facebook Presto, uses MapReduce similar to Hussain et al. [31] approach of using Hadoop MapReduce framework to store large RDF graphs and query them.
Marcello Leida et al. [14] propose a query processing architecture that can be used to efficiently process RDF graphs that are distributed over a local data grid. They propose a sophisticated non-memory query planning and execution algorithm based on streaming RDF triples. Presto uses a distributed in-memory query-processing algorithm. Xin Wang et al. [15] discuss how the performance of distributed SPARQL query processing can be optimized by applying methods from graph theory. The results of their experiment show that a distributed SPARQL processing engine based on MST-based algorithms performs much better than other non-graph traversal algorithms. The framework presented in this paper translates a SPARQL query into its equivalent SQL query, and hence the query optimization that is done by Presto is for the SQL query and not for the SPARQL query. A distributed RDF query processing engine based on a message passing has been proposed [16] . The engine uses in-memory data structures to store indices for data blocks and dictionaries. Just like Presto, query-processing engine avoids disk I/O operations.
C. Apache Spark and Cloudera Impala
Apache Spark [8] and Cloudera Impala [9] are two opensources systems that are very similar to Facebook Presto.
Both Apache Spark and Cloudera Impala offer in-memory processing of queries over a cluster of machines. Spark uses advanced Directed Acyclic Graph (DAG) execution engine with cyclic data flow and in-memory processing to run programs up to 100 (for in-memory processing mode) or 10 times faster (for disk processing mode) than Hadoop MapReduce [8] . Cloudera Impala is an open-source massively parallel processing (MPP) engine for data stored in HDFS. Cloudera Impala is based on Cloudera's Distribution for Hadoop (CDH) and benefits from Hadoop's key features -scalability, flexibility, and fault tolerance. Cloudera Impala, just like Presto, uses Hive Metastore to store the metadata information of directories and files in HDFS [9].
III. PRESTO-RDF ARCHITECTURE
This section proposes architecture, called Presto-RDF, which can be used to store and query big RDF data using the Hadoop Distributed File System (HDFS) and Facebook Presto. It also presents RDF-Loader, one of the key components of the architecture, which is used to read, parse and store RDF triples. Figure 1 illustrates the different components of the architecture. RDF data that is extracted from the Semantic Web is parsed and loaded into HDFS using a custom-made RDF-loader, which will also store metadata information on Hive Thrift Server. When a user submits a SPARQL query over a command line interface, the query is processed by a custom-made SPARQL to SQL converter, RQ2SQL, that translates the SPARQL query into SQL which would then be submitted to Facebook Presto. Presto, using its Hive connector and Hive Thrift Server, runs the SQL against HDFS and returns the result back to the CLI.
B. RDF-Loader
The purpose of the RDF-Loader is to load, parse, and store RDF data in HDFS. RDF-Loader implements four different RDF storage schemes and creates external Hive tables whose metadata is stored in the Hive Thrift server. Before the RDFLoader is executed the raw RDF data to be first processed is loaded into HDFS using this command:
hadoop fs -put file hdfs-dir
Once the raw RDF data is uploaded, RDF-Loader runs several MapReduce jobs and stores the output back into HDFS. The structure of data is defined by the schema that can be specified by users of the system. In order for the RDF-Loader to run and process raw RDF, the following input parameters are required:
• database -is the name of the database that will be created.
• target -is the type of RDF storage structure, i.e. the type of schema. There are four options: triples, vertical, wide, and horizontal.
• expand -this option indicates if qnames are to be expanded.
• server -is the DNS name or IP address of the master node, NameNode, of the Hadoop cluster.
• port -is the port number Hadoop listens to connections.
• input -is the path of the HDFS directory that holds the raw RDF data.
• output -is the path of the HDFS directory the processed RDF data will be stored.
• format -defines the format of the output files as they are stored in HDFS. The current version of the Hive metastore supports five different formats: SEQUENCEFILE, TEXTFILE, RCFILE, ORC, and AVRO. This study makes use of the TEXTFILE format. The following sections discuss four different RDF storage strategies implemented by the RDF-Loader.
In the triple-store storage scheme, an RDF triple is stored as is -resulting in a table with three columns: subject, predicate and object. If the raw RDF data has 30 million triples, the triple store strategy will have one In the wide table RDF storage scheme, the raw RDF data is parsed and stored as a single table having one column for subject values, and multiple predicate columns for object values. Because it is unlikely that a subject has all the predicates found in the data set, this storage strategy will have a number of null values. For an RDF data set that has unique object values for a subject-predicate pair, this scheme would result in a table that has s number of rows, where s is the number of subjects in the data set. If the dataset, however, contains multiple values for the same subjectpredicate pair, the table will have multiple rows for the same subject. The storage scheme, thus, forces new rows to be created for each unique subject-predicate pair. The mapreduce algorithm for the wide table storage scheme, as implemented in this study, is shown in the The horizontal storage scheme is similar to the wide table storage scheme in terms of the schema of the table. However, unlike the wide-table scheme, it optimizes the number of rows stored for subjects that have multiple object values for the same predicate. In this scheme, it is not necessary to create new rows for each unique subjectpredicate pair. Instead, rows that are already created for the same subject, but for a different predicate will be used.
In the vertical storage scheme implemented in this research, the raw RDF data is partitioned into different tables based on the predicate values of the triples in the data with each table having two columns -the subject and object values of the triple. Thus, if the raw RDF data has 30 million triples that have 20 unique predicates, the vertical storage scheme will create 20 tables and stores the subject and object values of triples that share the same predicate in the same Because predicate values are URIs that contain non-alpha numeric characters, e.g. http://www.w3.org/1999/02/22-rdfsyntax-ns#, which cannot be used in naming directories, the reducer has to replace these characters with some other character, for example the underscore character, and creates the directory (which is considered as a table for the Hive Metastore). In the vertical storage scheme, for a raw RDF data that contains n number of triples, the mapper runs at O(n) while the reducer runs at O(p*x) where p and s are the number of unique predicates and subjects in the data set, respectively. In the worst case scenario, where there are as many unique predicates and subjects, the number of triples, the map-reduce algorithm for the vertical storage scheme runs at O (n 2 ). • Optional graph patterns: re specified using the OPTIONAL keyword. The semantics of the optional graph pattern matching is that it either adds additional binding to the solution or would leave it unchanged.
IV. RQ2SQL -SPARQL TO SQL COMPILER
Given the following RDF data: The RQ2SQL translation, for the vertical store, is the same as the previous. Constraints can also be applied to optional graph patterns.
• Alternate graph Patterns: are constructed by specifying the keyword UNION between two graph patterns.
• Named graph patterns: are constructed by specifying a FROM NAMED IRI where each IRI is used to provide one named graph in the RDF dataset. Using same IRI in two or more NAMED clauses would result in one named graph. 
B. SPARQL solution sequences and modifiers
The results returned from a SPARQL query are unordered collection of single or composite values that, according the W3C, can be regarded as solution sequences with no specific order. SPARQL defines six solution modifiers: order, projection, distinct, reduced, offset and limit.
• Order modifier: is specified by the ORDER BY clause and forms the order of a solution sequence. Ordering can be qualified as ASC for ascending or DESC for descending.
• Projection modifier: is specified by listing a subset of variables defined in the pattern-matching clause.
• Distinct modifier: is specified by the DISTINCT keyword and filters out duplicates from the solution sequence. • Reduced modifier: unlike the distinct modifiers that ensures that duplicate solutions are eliminated from the solution sequence, the reduced modifier, specified by the REDUCED keyword, permits them to be eliminated. The result set of a solution sequence with a reduced modifier is at least one and at most the cardinality of the solution sequence without the distinct and reduce modifiers. RQ2SQL does not support the REDUCED keyword.
• Offset modifier: just like SQL, the offset modifier, specified by the OFFSET keyword, returns results of the solution sequence starting at the specified offset value. Offset value of 0 has no effect. Both Presto and Hive do not support the OFFSET keyword.
• Limit modifier: just like SQL, the LIMIT modifier puts an upper bound to the number of solution sequences returned. A limit value of 0 would return no results. A negative limit value is not valid. 
RQ2SQL translation:
SELECT TOP 20 T0.object FROM http___xmlns_com_foaf_0_1_name T0
• ASK query modifier -SPARQL queries specified using the ASK form test whether or not a SPARQL query has a solution. Given the following triples: 
C. RQ2SQL
RQ2SQL is a mini SPARQL to SQL compiler built using Flex -a lexical analyzer creator -and Bison -a parser generator creator. RQ2SQL supports basic SPARQL queries including OPTIONALS, FILTERS as well as ORDER BY, DISTINCT, projection and LIMIT modifiers. However, it does not support UNION, ASK, named graph patterns as well as group graph patterns. RQ2SQL generates SQL queries for the four different RDF storage schemas explained in previous section -triple, wide, horizontal, and vertical.
Translating LUBM queries to SQL: RQ2SQL was tested for correctness by compiling the 14 LUBM benchmark queries against Presto and then comparing the result with the output generated after running same queries on 4store. This section presents selected queries from LUBM and their RQ2SQL translation for the vertical storage scheme.
Q1:
PREFIX 10, 20 , and 30 million were generated. The experimental setup that was conducted involved setting up four and eight node clusters on Microsoft Windows Azure Platform. Each node in the cluster had a 2-core x86-64 processor, 14GB of memory, and 1TB of hard disk. Measurements were conducted for the four-benchmark queries for 10, 20, and 30 million triples. Figures 5 and 6 show the performance of Presto-RDF on Query 1 (Q1) over a 4-node and 8-node cluster respectively. 
B. Result for Q6:
The SQL translations for query Q6, unlike Q1, involve multiple JOINs for each of the three storage. The results of the evaluation on a 4-node and 8-node cluster are shown in Figure 8 and 9 below. The results of the evaluation above indicate that the performance increased with increase in the number of nodes. The vertical store, has a much better performance than the triple-store and horizontal store. Unlike Q1, however, where the horizontal store had a slightly better performance than the triple-store, the triplestore in Q6 had a slightly better performance than the horizontal store, especially as the size of the triples increases. This result can be explained by the fact that the horizontal store SQL for Q6, unlike the triple-store, involves multiple selections before making JOINs. For Hive, unlike Presto-RDF, as the number of nodes was increased there was a drop in performance -which can be attributed to increase in replication across nodes and disk I/O operations.
C. Presto vs. Hive for Q6 and Q8
For Q6 as well, Presto-RDF has a much higher performance than Hive. The SQL translations for Q8 involve multiple JOINs (just as the case were in Q6) and a UNION. The results have the same behavior as Q6 -the vertical store has a much better performance than the triple-store and horizontal stores, and Presto-RDF has a much higher performance than Hive. Figure 11 below shows the results of running the above queries over 10, 20 and 30M triples. 
D. Result for Q11:
Because Q11 involves just one table that has less number of rows for the vertical and horizontal storage schemes than the triple-store (which is one table), the results shown above are expected. For 8 nodes, there is a performance improvementsee Figure 13 .
VI. CONCLUSIONS AND FUTURE WORK
This paper proposed a Presto-based architecture, Presto-RDF that can be used to store and process big RDF data and SPARQL to SQL compiler. This paper also presented a comparative analysis of big RDF data using Presto, which uses in-memory query processing engine, and Hive, which uses MapReduce to evaluate SQL queries. From the experiments conducted, following conclusions can be drawn:
• For all queries, Presto-RDF has a much higher performance than Hive.
• The vertical storage scheme has a consistent performance advantage than both the triple-store or horizontal storage schemes.
• As the size of data increases, the horizontal storage scheme performed relatively better than the triple-store scheme. This is unlike the articles reviewed during this research study, which ignore the horizontal scheme as being not efficient (because it has many null values).
• Increasing the number of nodes improved query performance in Presto but not in Hive. This can be explained by the fact that Hive replicates data across clusters and does IO operations -which increase as the size of nodes increase.
There are a number of areas to extend this study: this paper used a single benchmark, SP 2 Bench. This work can be investigated on different benchmarks such as LUBM [21] , BSBM [22] , and DBPedia [6] . There are different optimization techniques that can be applied to the three storage schemas as well as to the RDF data directly. The RDF data is stored as a text file, which is not optimal. This work can be extended to test using RCFILE, ORC, AVRO formats, which are better optimized than text file.
