In this work, we present a method for the selection of a subset of nodes in a wireless sensor network whose application is to reconstruct the image of a (spatially) bandlimited physical value (e.g., temperature). The selection method creates a sampling pattern based on blue noise masking and guarantees a near minimal number of activated sensors for a given signal-to-noise ratio. The selection method is further enhanced to guarantee that the sensor nodes with the least residual energy are the primary candidates for deselection, while enabling a tradeoff between sensor selection optimality and balanced load distribution. Simulation results show the effectiveness of these selection methods in improving signalto-noise ratio and reducing the necessary number of active sensors compared with simpler selection approaches.
INTRODUCTION
In this work, we consider applications for wireless sensor networks where a spatially bandlimited physical phenomenon (e.g., temperature, pressure) is to be sensed and reconstructed at a central base station or local cluster head. We assume that the sensors are deployed in a manner such that their locations in the field are random (e.g., dropped
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. from an airplane) and that they are deployed with a higher density than what the application's accuracy requirements demand. There are several reasons why this may occur. First, signal-to-noise ratio (SNR) requirements can only be guaranteed within a reasonable likelihood if the average sensor density is high enough. Also, sensor networks may be purposely deployed with high density to achieve longer network lifetime, if it assumed that sensor activity is rotated. Finally, some applications may require resolution that is adaptive over time, necessitating a dense initial deployment of the sensors.
In any of these situations, it is sufficient to activate only a subset of the sensors, as the activation of all sensors in densely populated regions may provide minimal additional accuracy. Furthermore, sensor nodes are characterized by very low energy budgets, so the energy burden imposed by activating certain sensors may be much more significant than the improvement in cumulative sensor network data that they provide. It is important to efficiently manage the sensors so that network lifetimes of months or even years are realizable. While power consumption in the network is affected by many factors, in general, a reduction in the number of active sensors reduces overall power consumption. The sensor management problem addressed in this work is essentially to determine which sensors to deactivate so that the quality of data is sufficient enough to meet application requirements while achieving the energy efficiency that is critical in wireless sensor networks.
In this paper, we propose an algorithm for determining which sensors within the more densely covered subregions should be selected to acquire data from the environment and which nodes should remain inactive in order to conserve energy. The proposed method is especially suitable for applications where it is desirable to trade spatial resolution for sensor network longevity. Our proposed algorithm chooses sensor subsets such that the sensor positions can be mapped into the blue noise binary patterns that are used in many image processing applications [9] . The algorithm guarantees that subsets are chosen such that each subset provides a near optimal SNR for a given initial sensor distribution and a desired number of active sensors. We also enhance the algorithm so that the sensor nodes with the least residual energy are the primary candidates for deselection and present a way in which the algorithm can be distributed for practical implementation. Finally, we propose a method in which multiple subsets are chosen according to a blue noise sampling method and the scheduling of these subsets is optimized through a linear program.
The rest of this paper is organized as follows. Section 2 addresses related work. Section 3 provides a brief background on the concepts of blue noise and stochastic sampling. Section 4 presents our proposed algorithms. Section 5 provides simulation results along with analysis. Section 6 concludes the paper and suggests future work in this area.
RELATED WORK
The problem of node selection in wireless sensor networks has been explored to some extent and several protocols have been proposed as solutions. Some algorithms essentially produce a randomly chosen sensor subset [6] . Other protocols have been proposed to select subsets of sensors for use in coverage-preserving applications such as distributed detection [3, 16, 18, 19, 20] . The patterns of the chosen sensors resulting from these algorithms are much more evenly spread out than random subset selection. However, most do not consider load balancing in the selection of active sensors.
An alternative approach to achieving energy efficiency in overpopulated sensor networks is to scale back the amount of traffic generated in areas of high sensor density. In [5] , the authors propose an approach where sensors can adjust their resolution according to the density in their neighborhood. The resolution of the individual sensors is chosen so that the accuracy of the reconstructed image of the phenomenon is approximately equal throughout the monitored region. Other distributed compression solutions include [1] and [13] . These approaches still require all sensors to remain on, which we assume to be costly despite the reduction of traffic generated and transmitted.
BLUE NOISE MODEL / STOCHASTIC SAMPLING BACKGROUND
A blue noise pattern is a statistical model for describing stochastic patterns with very little frequency content below a blue noise principal frequency fBN [17] . A binary blue noise mask/pattern sBN (x) −→ SBN (f ) is a special case of a blue noise pattern that consists of similarly sized impulses distributed in a homogeneous manner and maintains a stochastic nature (i.e., uniform distribution of the impulses is prohibited). By distributing impulses in such a way, the resulting spectral content of the pattern is composed almost entirely of high frequency content. A binary blue noise pattern may be described by the following equations.
Several algorithms have been proposed to generate binary blue noise patterns [7, 8, 9, 10, 11] . The method that is of interest to us is that which was proposed in [9] and improved in [11] . In their work, the authors propose a dart throwing method, mimicking a stochastic Poisson disc method. In this method, randomly chosen new points (impulses) are added to the point set if and only if no other points are located within a specified radius centered at the location of the new points. A low pass spatial filter is then used to determine which points contribute the most low frequency content (the points with the highest value of the filtered sampling pattern). These points are subject to relocation within the regions with the least low frequency content. Our proposed sensor selection method uses a modification of this algorithm to create a binary blue noise pattern.
While the optimal sampling pattern for a bandlimited signal consists of samples at regular intervals (i.e., a grid pattern for images), other sampling patterns can be used with little performance dropoff. As long as the maximum spacing between sensors is small enough to meet the Nyquist sampling rate criteria, several algorithms can be used to perform ideal reconstruction, converging to a reconstructed signal with no error from the original [2, 14, 15] . In fact, when employing a sampling pattern based on a binary blue noise mask, a source signal can be reconstructed nearly as optimally as from a grid pattern. In other words, the number of sampling points necessary to perfectly reconstruct a bandlimited signal is only slightly higher when sampling with a blue noise noise pattern than when performing regular sampling at the Nyquist rate.
The maximum sample spacing imposed by the Nyquist constraint can be met using fewer sampling points when employing blue noise sampling rather than random (white noise) sampling. Even if the local sampling rate falls below the Nyquist rate in some subregions, a blue noise sampling pattern will achieve higher accuracy than a white noise sampling pattern with the same number of sampling points. To understand why this is the case, observe the stochastic sampling processes shown in Figure 1 . The bandlimited signal in Figure 1 (a) is sampled by the blue noise sampling pattern in Figure 1 (b) as well as by the white noise sampling pattern in Figure 1 (c). The spectrum of the blue noise sampled signal, shown in Figure 1 (d) shows that there is very little aliasing into the signal band. This is due to the high frequency nature of the sampling pattern. However, the signal is corrupted much more by the white noise sampling, as shown in Figure 1 (e), and it is apparent that more information about the original signal is lost. In reality, the reconstruction algorithms presented in [2, 14, 15 ] are nonlinear and not as simple as the application of a low pass filter. These algorithms can tolerate some noise leakage into the signal band, but clearly it is desirable to reduce the signal band noise as much as possible.
The blue noise sampling described here is easily extended to the two-dimensional scenario. Figure 2 illustrates a typical blue noise sampling pattern and a typical random (white noise) sampling pattern. As the figure shows, the sampling points in the blue noise pattern are more evenly spread out than those in the white noise pattern. For the same number of sampling points, a bandlimited image can be reconstructed more accurately from the blue noise sampled signal than from the randomly sampled signal.
BLUE NOISE SPATIAL SAMPLING IN WIRELESS SENSOR NETWORKS
In this section, we propose a method to decide which nodes in a wireless sensor network should be used to actively sense the environment and which should remain off in order to conserve energy. We consider the situation where a large number of sensor nodes are randomly deployed within the region to be monitored such that in all subregions of the area, it is likely that the density of the sensor nodes is more than necessary to meet the SNR requirements of the application. In such situations, accuracy of the reconstructed phenomenon can be traded for energy efficiency. In other words, a smaller subset of sensor nodes can be used to observe the area. Although there may not always be a direct correlation between power consumption in the network and the number of active sensors, reducing the number of active sensors generally leads to better energy efficiency.
Since the objective of our application is to reconstruct a spatially bandlimited signal (e.g., a temperature field), we can consider the cumulative sensor data to be a stochastically sampled signal, sampled at the active sensor locations, and apply stochastic sampling theory to our selection algorithm. Specifically, since the random deployment of the sensors limits us such that we must stochastically (rather than regularly) sample the phenomenon, we would like to sample with a blue noise pattern so that the accuracy of the reconstructed signal is as high as possible for a given number of sensors. Thus, the sensor selection algorithm was designed using the intuition of the algorithm for creating blue noise patterns presented in [11] .
We assume a grid overlayed on the region where the sensor network is deployed with resolution high enough that each sensor's location can be precisely mapped to the nearest grid point and each point on the grid is associated with no more than one sensor. If a grid point has a sensor mapped to it, the grid point is assigned a value of 1; otherwise, it is assigned a value of 0. The resulting binary pattern s initial [i, j] should have white noise spectral characteristics because of our assumption about the random deployment of sensors.
In our proposed method, a low pass filter relaxation algorithm is iteratively applied to the current sampling pattern/point set scurrent [i, j] , which is initially set to the initial sensor pattern s initial [i, j] . The characteristics of the low pass spatial filter hBN [i, j], which is a symmetric filter based on a one-dimensional impulse response hBN (d), should depend on the characteristics of the phenomenon that is being observed. More specifically, the coefficients of the low pass filter are determined such that the frequency content of the observed variable falls within the filter's pass band. Meanwhile, the selection of the order of the filter is essentially a tradeoff between the desired performance of the algorithm and computational cost. The algorithm filters the sampling pattern to create f [i, j], such that f = scurrent * hBN . Next, the algorithm finds the maximum value of f [i, j] at the grid points where any currently active sensors reside, deactivates the corresponding sensor, and updates scurrent by zeroing the grid point that the sensor is mapped to. Essentially, this results in the removal of a sensor that contributes significant low spatial frequency content. These steps are carried out iteratively until the maximum filter output drops below a predetermined threshold or the number of remaining active sensor nodes drops below a certain value. The resulting sampling pattern sBN [i, j] is shown to have blue noise spectral characteristics [4] .
Incorporation of an Energy Cost
One of the most important design goals for wireless sensor networks is energy efficiency, which must be met in order to allow networks to operate unattended for extended periods of time. Deselecting nodes according to an algorithm such as the one described in the previous section clearly reduces overall power consumption in the network. In addition to this, it is also important to rotate activity among nodes and to specifically avoid the use of nodes with little remaining lifetime. Consider a network that chooses active sensors based on a method similar to the one described in this section, where chosen sensors operate until their energy supply becomes completely depleted. Toward the end of the network's lifetime, the set of available sensors to choose from will be more sparsely located and more sensors may be needed to achieve the same SNR as in the early stages of the network. In order to avoid this scenario, we would like to extend the time before any of the sensors in the network deplete their energy supply and die.
Here, we propose a modification to the blue noise sensor selection algorithm in which we incorporate energy costs. In this modified selection method, the low pass filter output is combined with an energy cost so that
where α (0 ≤ α ≤ 1) represents a tuning parameter that allows the system designer to balance a tradeoff between ideality of the sensor pattern and balanced load distribution and Costenergy(Si) represents a monotonically decreasing function of Si's residual energy. In essence, we are combing a redundancy cost with an energy cost. A typical energy cost assignment might be as simple as the inverse of a node's residual energy. During each step, the sensor with the highest overall cost is deselected. These steps are repeated iteratively, as in the original algorithm, until the active subset consists of the desired number of sensors or guarantees a sufficient SNR. Following the selection algorithm, the selected subset of nodes is used to monitor the environment and send data to the base station for a round of arbitrary length. Following the completion of a round, the selection algorithm is repeated with updated energy information from the sensors.
Distribution of the Algorithm
As wireless sensor networks are expected to grow to orders of thousands of nodes, it is desirable to distribute organization algorithms. Advantages of distributed algorithms include load distribution and fault tolerance, among others. Conveniently, the nature of our proposed sensor selection algorithm makes it easily distributable. The deactivation of a sensor is affected only by sensors with distances of less than N ×Tr 2 from the sensor, where N represents the order of the filter used to create the blue noise sampling pattern and T r represents the arbitrary resolution of the image grid to which the sensors are mapped. In fact, there is not necessarily any need for the concept of a discrete grid, as long as each sensor Si is able to translate distance to its neighbors Sn to the appropriate values of the filter's impulse response hBN (dist(Si, Sn)).
As long as sensors are synchronized and begin the sensor selection algorithm simultaneously, they may set a backoff timer according to
where W represents the maximum backoff window value, and K is chosen according to the expected node density and the filter used to create the blue noise sampling pattern. Using this approach, sensors whose locations correspond to high values of f will have low backoff timers, as they should have highest priority for deactivation. When sensor Si's timer expires, it broadcasts a beacon to its neighbors, informing them of its intended deactivation. When the neighboring nodes Sn receive this deactivation beacon from Si, they adjust their calculated filter output by subtracting hBN (dist(Sn, Si)) and increase their backoff time as
where B(Si) represents the value of B(Si) immediately before the beacon is received. It is convenient that sensors can only increase their backoff time as a result of receiving another node's beacon, meaning that the nodes must only synchronize once during the algorithm. The algorithm should terminate once the density of the nodes approaches a threshold based on the desired SNR. In terms of the distributed algorithm, this means that once a node resets its backoff value past a certain threshold Bmax, it should withhold its beacon, stop listening for beacons, and assume that it will remain active for the next round. The energy cost modification could easily be incorporated into this distributed version of the protocol by making minor changes to Equations 4, 5, and 6. An illustration of how the algorithm works (using sensors deployed in a single dimension for clarity) is shown in Figure  3 . Figure 3(a) shows the initial values of f and the corresponding timer values at each of the sensor nodes. Since sensor S2 has the highest value of f , it is the first to send a beacon. Consequently, the other nodes update their values of f and their backoff timers, as shown in Figure 3(b) . S2's beacon causes sensors S1 and S3 to set their timers beyond Bmax, and the algorithm terminates at these nodes. At this point, S5 has the highest value of f . After its backoff timer expires, S5 sends a beacon and again, each of the other active sensors updates f and their backoff timers accordingly, as shown in Figure 3 a few operations. Following this, only a few lookups, additions, and possibly subtractions (following the reception of a deactivation beacon) are necessary per neighbor. A fullblown filtering operation is not necessary since most of the image grid being filtered is zero-valued. For the version of the algorithm that considers energy consumption, another multiplication is necessary for each neighbor. The energy overhead for implementing this algorithm is clearly dominated by the transmission of the short beacon messages, and since we can expect the number of each node's neighbors to be bounded to the order of tens, we do not expect the overhead to be very significant. Furthermore, the processing capabilities required by the algorithm are very reasonable.
Lifetime Optimization
Here, we propose another energy efficient sensor selection approach. In this approach, active sensor subsets are created in a similar manner as in the original blue noise sensor selection algorithm. However, rather than deterministically deselecting nodes at locations with the highest filter output, nodes are deselected with a weighted probability proportional to this value. Having introduced this factor of randomness, many active subsets, each providing the desired blue noise sampling characteristics, can be found. It is possible to schedule the use of each of these subsets so that the total lifetime of the monitoring application is maximized [12] . This optimization can be performed through a simple linear programming approach, which accounts for initial energy at individual sensors. Unfortunately, such an optimized schedule is not as robust or as easily distributed as the previously described distributed algorithm. For example, if a sensor failure occurs, the use of all sensor subsets of which it was a member may no longer provide the SNR requirements and should no longer be used. At this point, the optimal schedule would need to be recalculated and all previous sensor activity might be considered misguided in hindsight. Similar consequences might stem from the use of mobile sensors. Also, such an optimal schedule would not be able to take advantage of additional sensor deployment. In light of these observations, this method should only be used in static topology networks where one sensor has the computational power necessary to solve large linear programs.
SIMULATIONS
We simulated a network of sensors randomly deployed within a 128m × 128m region, of which a given number were activated to monitor a bandlimited phenomenon whose average signal power was normalized to unity. We compared our proposed blue noise sensor selection approach with the random selection of sensors (essentially, a white noise sampling approach) and a grid-based approach. In the grid-based approach, a hexagonal grid was overlaid onto the region where the sensors were deployed and the closest sensor to each grid point was selected for activation. Following the selection of nodes, the original data image (e.g., temperature field) was reconstructed from the sensor samples using the Voronoi reconstruction algorithm [2] and the mean square error was calculated.
In our first simulations, there were 250 sensors deployed to sense a signal that was bandlimited to 1 20 m −1 . We measured the mean square error of the reconstructed signal using each approach as we increased the number of sensors activated. Figure 4 shows that, as expected, for all methods the mean square error decreases as the number of activated sensors increases. However, the blue noise sampling method performs slightly better than the grid-based sampling approach and much better than the random (white noise) sampling approach. At first, it might seem surprising that the gridbased approach does not perform the best. However, this method is only expected to perform very well when the number of selected active sensors is much less than the number of deployed sensors. Otherwise, the sampling pattern created from the grid-based method may not resemble a grid at all, due to the random initial placement of the sensors. The blue noise selection algorithm also holds the advantages of being able to easily distribute the algorithm. In Figure 4 , the error goes to zero at approximately 150 sensors using the blue noise and grid-based approaches and approximately 200 sensors using the random sampling approach, meaning that at these points, the Nyquist sampling rate criteria is being met in all subregions. Even when the sensor deployment is not sufficient to meet this criteria, a subsampling approach can be beneficial if the deselected sensors are chosen correctly. In Figure 5 , we plot the results from a scenario similar to the one above, but with a phenomenon that is bandlimited to 1 15 m −1 . In this case, even when all 250 sensors are activated, the mean square error of the reconstructed signal does not go to zero. However, with an intelligent selection scheme such as the blue noise selection algorithm, a limited number of sensors may be deactivated without much further loss in signal quality. Figure  5 shows that with the blue noise selection algorithm, the deselection of 20 sensors has almost no effect on signal quality, and even the deselection of 40 sensors does not greatly affect signal quality.
Next, we ran some simple simulations to show the benefit of including an energy cost. In these simulations, 400 nodes were deployed, of which 150 were selected for activation. We used the inverse of a node's residual energy as its energy cost, so that
where E(Si) represents the residual energy of sensor Si, which was initially distributed uniformly between 2 J and 10 J in these simulations. We varied α to observe the tradeoff between ideality of the sampling pattern and appropriate distribution of the energy load. For a large value of α, the algorithm is essentially unchanged from the original version, while a small value of α means that good load distribution has become the more critical goal. This tradeoff is illustrated in Figure 6 . For large values of α, a very low mean square error is achieved, but many nodes with little residual energy are selected. The average residual energy of the selected nodes is the mean of the energy distribution -6 J. As we decrease the value of α, the average residual energy of the selected nodes increases, as desired, while there is initially a very small rise in mean square error. As the value of α decreases further, it can be seen that mean square error begins to increase more rapidly. A typical application may want to operate somewhere near the knee of the curve, simultaneously attaining the goals of accuracy of the reconstructed data image and good load balancing. Finally, we ran simulations to observe the lifetime achievable through the optimization of the sensor schedule, as described in Section 4.3. We compared the optimal schedule's lifetime with that of a blind selection method, in which we select the sensor subset based on the unaltered blue noise se- lection algorithm, and iteratively reselect the subset once a sensor in the subset dies. In these simulations, we deployed 100 sensors in a 128m × 128m field and chose active subsets of 50 nodes to observe a phenomenon that was bandlimited to
For the optimized schedule, we chose 100 sensor subsets of 50 nodes each according to the blue noise sampling pattern algorithm (with the necessary modifications to add a factor of randomness to the selection algorithm). Nodes were each given a lifetime of 1 (units are arbitrary).
In Figure 7 , we show the average mean square error of the reconstructed signal as a function of time using the optimized sensor schedule and using the blind selection algorithm, averaged over 20 trials. Since the order in which the subsets are used in the optimized schedule is arbitrary, we show the average and standard deviation of these subsets instead of a time plot. The blind selection scheme initially chooses a sensor subset that reconstructs the data image with a low mean square error, as Figure 8 (a) shows for a single trial. However, once the energy of the nodes in the first subset is used up (at time 1), there are only 50 sensors remaining from which to choose the next set of 50. The resulting sensor subset's sampling pattern, shown in Figure  8 (b), does not have the desired blue noise properties. This is reflected in the high mean square error in the late stages of network operation. On the other hand, the optimization procedure uses many high quality sensor subsets, a sampling of which is shown in Figure 9 . The optimal scheduling of these sets allows the network to perform well over a longer period of time, for an average length of 1.43.
To observe the performance of the optimization program when the energy among the deployed nodes is nonuniform, we simulated a network in which the nodes' initial energy was randomly distributed so that sensor lifetime ranged from 3 to 10 time units, taking only integer values in order to simplify the simulations. Again, we found 100 sensor subsets from which we calculated the optimal schedule and compared with the blind approach. The results are shown in Figure 10 . The optimized schedule allows the network to operate with a low mean square error for an average time length of 6.3, while the average mean square error of the Of course, the amount by which lifetime can be extended is affected by factors such as how many subsets we run the optimization for as well as how much randomness we add to the selection algorithm, which allows sensor pattern ideality to be traded for sensor subset diversity.
CONCLUSIONS
We have presented an algorithm for the selection of active sensors in a wireless sensor network whose application is to reconstruct the data image of spatially bandlimited physical phenomenon such as temperature. Through simulation results, we have shown that significant improvement in overall accuracy of the reconstructed signal can be achieved by this algorithm compared with other simple approaches. We have also shown that by incorporating an energy cost into the algorithm, one can trade accuracy of the reconstructed data image for well balanced load distribution among the sensors in the network. Finally, if multiple sensor subsets are chosen through a more randomized version of the blue noise selection algorithm, the subsets can be scheduled in such a way that the network can produce a higher quality signal over a longer period of time compared with a simple approach of iteratively selecting a new sensor subset whenever a currently active sensor dies.
In the future, we would like to develop the details and per- form simulations of the distributed version of this algorithm using a round based approach and observe the achievable lifetime of the network as well as the degradation of SNR over time. Also, we have worked under the assumption that all sensors send traffic directly to a base station or local cluster head over a single hop. Thus, the energy cost assignment is based solely on a sensor's own residual energy since that sensor is the only one affected by its activation. This is not the case in multihop networks, and for such networks, it may be more appropriate to incorporate a cumulative path cost. We wish to explore this issue in the future as well.
