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Abstract
Many product review websites have been established (e.g., epinion.com, Rateitall.com) for
collecting user reviews for a variety of products. In addition, it has also become a common
practice for merchants or product manufacturers to setup online forums that allow their
customers to provide reviews or express opinions on products they are interested or have
purchased. To facilitate merchants, product manufacturers, and customers in exploiting
online product reviews for their marketing, product design, or purchasing decision making,
classification of the products reviews into positive and negative categories is essential. In this
study, we propose a Semantic-based Sentiment Classification (SSC) technique that constructs
from a training set of precategorized product reviews a sentiment classification model on the
basis of a collection of positive and negative cue features. Furthermore, the proposed SSC
technique includes a semantic expansion mechanism that uses WordNet for expanding the
given set of positive and negative cue features. On the basis of three product review corpora,
our empirical evaluation results suggest that the proposed SSC technique achieves higher
classification effectiveness than the traditional syntactic-level sentiment classification
technique does. Moreover, the SSC technique with the use of few seed features (e.g., 10 or
20) can result in comparable classification effectiveness to that attained by the use of a
comprehensive list of positive and negative cue features (a total of 4206 words) defined in the
General Inquirer.
Keywords: Sentiment Classification, Semantic Cue Feature, Product Review, Opinion
Mining

1. Introduction
With the rapid expansion of e-commerce innovations, the World Wide Web (or Web for
short) has become an excellent source for gathering customer opinions or, more specifically,
customer reviews (Dave et al. 2003; Hu and Liu 2004a; Hu and Liu 2004b; Liu et al. 2005).
Many product review websites have been established (e.g., epinion.com, Rateitall.com) for
collecting user reviews for a variety of products. Product reviews are also available on the
discussion boards and Usenet via Google Groups. In addition, users also express their
opinions on products in their blogs, which are then aggregated by sites such as
Blogstreet.com, AllConsuming.net, and onfocus.com. Furthermore, it has also become a
common practice for merchants or product manufacturers to setup online forums that allow
their customers to provide reviews or express opinions on products they are interested or have
purchased.

The Tenth Pacific Asia Conference on Information Systems (PACIS 2006)

Such online product reviews are essential for merchants or product manufacturers to
understand general responses of customers on their products for product or marketing
campaign improvement. In addition, product reviews can enable merchants better understand
specific preferences of individual customers and facilitates effective marketing decision
making. For example, a merchant or product manufacturer can send the information or
advertisement of a product to those customers who have expressed positive opinions on
products that are similar to the target product. From the perspective of customer, online
product reviews provide valuable information to facilitate their purchase decisions. For
example, product reviewers can help customers reduce their search space by paying more
attention on those products receiving positive evaluations from most of customers. Similarly,
if a customer is considering a specific product to purchase, he/she may be interested in
knowing what the positive (or negative) opinions other customers have on this product.
To facilitate merchants, product manufacturers, and customers in exploiting online product
reviews for their marketing, product design, or purchasing decision making, classification of
the products reviews into positive and negative categories is essential. However, the sheer
volume and availability of online product reviews often make the manual categorization
approach prohibitively tedious and unpractical, in terms of time and cognitive efforts.
Consequently, it is essential and desirable to develop an effective classification technique that
is capable of automatically classifying a set of product reviews into two target sentiment
categories: positive and negative.
Essentially, sentiment classification deals with the assignment of documents to appropriate
sentiment categories that generally include positive and negative (Dave et al. 2003; Finn and
Kushmerick 2003; Mishne 2005; Pang et al. 2002; Turney 2002; Wang et al. 2005). Unlike
traditional text categorization that focuses on topical categorization (i.e., classifying
documents according to their subject matter) (Apté et al. 1994; Cohen and Singer 1999;
Dumais et al. 1998; Sebastiani 2002; Weiss et al. 1999; Yang and Chute 1994), sentiment
classification performs the categorization task on the basis of the sentiment (e.g., positive or
negative) expressed in the documents. Given a training set of precategorized documents (i.e.,
product reviews in this study), most of prior sentiment classification studies employ
syntactic-level content features, possibly in conjunction with syntactic or text statistic
features, to build sentiment classification models for subsequent category prediction of
uncategorized documents. For example, some studies employ keyword features for their
sentiment classification model construction, where keyword features are selected by a
statistical selection measure of choice (e.g., TF, TF×IDF, χ2-statistic, or information gain)
(Dave 2003; Mishne 2005). Some others studies include additional syntactic statistic features
(e.g., part-of-speech (POS) statistics) and text statistic features (e.g., document length,
average sentence length, etc.) to build sentiment classification models (Finn and Kushmerick
2003; Pang et al. 2002; Mishne 2005).
Because sentiment categories (i.e., positive and negative) are subjective in nature, the use of
semantic-oriented features (e.g., ‘good’ and ‘excellent’ expressing a positive attitude and
‘bad’ and ‘poor’ for a negative attitude) rather than syntactic-level content features would
improve the effectiveness of sentiment classification. Thus, in this study, we propose a
Semantic-based Sentiment Classification (referred to as SSC) technique that constructs from
a training set of precategorized documents a sentiment classification model on the basis of a
collection of positive and negative cue features (i.e., words implying positive or negative
opinions). Nevertheless, the acquisition of a comprehensive set of positive and negative cue
features is difficult, if not impossible. Thus, it is reasonable to assume that the set of positive
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and negative cue features available for any sentiment classification task generally is small in
its size. In this case, to derive a relatively comprehensive set of semantic cue features for
sentiment classification, the proposed SSC technique needs to deal with the semantic
expansion of the given set of positive and negative cue features through the use of a lexical
dictionary (i.e., WordNet in this study). We will empirically evaluate the proposed SSC
technique, using several salient sentiment classification approaches as performance
benchmarks. The remainder of the paper is organized as follows. Section 2 reviews existing
sentiment classification techniques. Section 3 details the proposed SSC technique, including
the overall processes and specific designs. Subsequently, we describe the evaluation design
and discuss important experimental results in Section 4. Finally, we conclude with a
summary, discussion of our research contributions, and some future research directions in
Section 5.

2. Literature Review
As mentioned, sentiment classification deals with the assignment of documents to appropriate
sentiment categories (Dave et al. 2003; Finn and Kushmerick 2003; Mishne 2005; Pang et al.
2002; Turney 2002; Wang et al. 2005). The sentiment category of a document reflects its
author’s general opinion toward a specific subject, generally be positive or negative. Central
to sentiment classification is the automatic learning of a sentiment classification model using
a set of precategorized documents that serve as training examples. The resulting model then
can classify (or predict) the particular sentiment category to which a new document belongs.
The first step toward the construction of a sentiment classification model is the establishment
of a collection of features that potentially can differentiate among different sentiment
categories. Three major types of features commonly employed for sentiment classification
include keyword features, part-of-speech (POS) statistic features, and text statistic features
(Dave et al. 2003; Finn and Kushmerick 2003; Mishne 2005; Pang et al. 2002; Turney 2002;
Wang et al. 2005; Wei et al. 2006).
Keyword Features: Keyword features, commonly adopted in text categorization research, are
words or phrases that can best differentiate different sentiment categories according to the
training set of precategorized documents. Extraction of keyword features begins with the
parsing of each source document to produce a set of words and word phrases. In most cases,
keyword features exclude a set of prespecified stop words that are non–semantic-bearing
words. Subsequently, representative keyword features are selected from the set of previously
extracted keyword features. Feature selection is important for document classification
efficiency and effectiveness, because it not only condenses the size of the extracted keyword
feature set, but also reduces the potential biases embedded in the original (i.e., nontrimmed)
keyword feature set (Dumais et al. 1998; Wei et al. 2006). Common selection metrics include
TF (term frequency), TF×IDF (term frequency×inverse document frequency), χ2-statistic, and
information gain.
POS Statistic Features: Documents with different sentiment categories may exhibit different
writing styles (i.e., genres). Reviews of sentiment classification research suggest that the POS
statistics of documents may reflect the style of the language and discriminate among different
sentiment categories (Finn and Kushmerick 2003; Mishne 2005; Pang et al. 2002; Wei et al.
2006). To extract POS statistic features, a POS tagger is applied to syntactically tag each
training document. The occurrence percentage of each POS tag in each training document is
then calculated as a POS statistic feature. The number of POS statistic features depends on
the POS tagger adopted. For example, if we employ Brill’s rule-based POS tagger (Brill
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1994) that uses the Penn Treebank tagging style and tag set (36 tags), a total of 36 POS
statistic features will be generated.
Text Statistics Feature: In addition to keyword features and POS statistic features, several
existing techniques employ text statistic features for their sentiment classification tasks. For
example, Finn and Kushmerick (2003) use a set of text statistics that include average
sentence length, distribution of long words, average word length, and frequency of various
function words and punctuation symbols. Mishne (2005) employs such text statistic features
as document length (in characters), document length (in words), average sentence length (in
characters), and average sentence length (in words) for sentiment classification. Similarly,
Wei et al. (2006) adopt five text statistic features in their study: number of sentences, number
of words, average sentence length (in words), average word length (in characters), and
frequency of punctuation symbols.
Any combinations of these three types of features can be employed for sentiment
classification. For example, Finn and Kushmerick (2003) build four sentiment classification
models by using keyword features, POS statistic features, text statistic features, and
combination of the three types of features. Likewise, Wei et al. (2006) construct six
classification models that include keyword features only, POS statistic features only, text
statistic features only, combination of keyword and POS statistic features, combination of
keyword and text statistic features, and combination of keyword, POS statistic, and text
statistic features.
After feature extraction and selection, each training document is then represented as a feature
vector jointly defined by the previously selected features. Common document representation
schemes for keyword features include binary (i.e., presence or absence of a keyword feature
in a training document) (Pang et al. 2002; Wei et al. 2006), TF (i.e., within-document
frequency of a keyword feature) (Finn and Kushmerick 2003; Pang et al. 2002), and TF×IDF.
On the other hand, the actual values of the POS statistic features (i.e., the occurrence
percentage of a POS tag in a training document) and the text statistic features (e.g., the
document length in characters or in words, etc.) often represent their actual values derived
from each training document.
Finally, induction is designed to induce a classification model automatically that
distinguishes sentiment categories from one another on the basis of the set of training
documents. A review of previous research suggests the use of several salient learning
algorithms, including decision tree (Finn and Kushmerick 2003; Wei et al. 2006), Naïve
Bayes (Dave et al. 2003; Pang et al. 2003; Wang et al. 2005), support vector machines (SVM)
(Dave et al. 2003; Pang et al. 2003; Mishne 2005), and maximum entropy classification
(Dave et al. 2003; Pang et al. 2003).

3. Semantic-based Sentiment Classification (SSC) Technique
This section details our proposed Semantic-based Sentiment Classification (SSC) technique.
Specifically, given a set of training documents precategorized into the positive or negative
sentiment categories, the proposed SSC technique automatically constructs a sentiment
classification model on the basis of a collection of positive and negative cue features where
each cue feature implies a positive or negative orientation. To deal with the situation where
the set of positive and negative cue features available for any sentiment classification task
generally may be small in its size, the proposed SSC technique includes a semantic expansion
mechanism for expanding the given set of positive and negative cue features through the use
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of a lexical dictionary (specifically, WordNet in this study). As we illustrate in Figure 1, the
proposed SSC technique consists of three main tasks: 1) semantic expansion, 2) document
representation, and 3) induction. In the following subsections, we depict each task involved in
our proposed technique.

Positive and
Negative Cue
Features
Precategorized
Training
Documents

Semantic
Expansion

WordNet

Document
Representation

Expanded
Cue Feature Set

Sentiment
Classification
Model
Figure 1: Overall Process of the Proposed SSC Technique
Induction

3.1 Semantic Expansion
As mentioned, the acquisition of a comprehensive set of positive and negative cue features is
difficult, if not impossible. Thus, given a set of positive and negative cue features, the
semantic expansion task is to derive a relatively comprehensive positive and negative cue
features through the use of WordNet. In this study, the initial set of positive and negative cue
features (each of which is referred to as a seed) are restricted to adjectives and adverbs due to
the following two reasons. First and most importantly, nouns in a document are likely to be
the subjects that customers comment on, while modifiers (i.e., adjectives and adverbs) are
often used to express opinions and feelings on subjects (Hu and Liu 2004a). Second, this
restriction can reduce the complexity and improve the efficiency of the semantic expansion
task. Accordingly, only the lexical information on modifiers in WordNet is employed to this
task.
WordNet organizes modifiers in a bipolar structure, as shown in Figure 2. Two basic
semantic relations between modifiers in WordNet are antonym and synonym. Two words are
said to be antonyms if they express opposite meanings. For example, there exists an antonym
relationship between ‘fast’ and ‘slow’ because they express the meaning of moving and not
moving quickly respectively. On the contrary, two words, such as ‘fast’ and ‘rapid’, are
synonyms if they express the same or highly similar meaning. However, two modifiers have
closely similar meaning may not share the same antonym. Taking ‘fast’ and ‘prompt’ as an
example. Although they are synonyms, ‘slow’ is the antonym for ‘fast’ but not for ‘prompt.’
Only part of modifiers in WordNet have direct antonym (e.g., ‘fast’ versus ‘slow’) and others
only have indirect antonym (e.g., ‘prompt’ versus ‘slow’).
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swift

dilatory

prompt

sluggish

alacritous

fast

slow

leisurely

quick

tardy
rapid

laggard
synonym

antonym

Figure 2: Bipolar Adjective Structure (Adopted from Miller 1998)
On the basis of the bipolar structure of modifiers in WordNet, the semantic expansion
proceeds as follows. Assume that Fp, Fn, EFp, and EFn be the sets of positive seeds, negative
seeds, expanded positive cue features, and expanded negative cue features, respectively. For
each positive seed f ∈ Fp, we first search its synonyms and antonyms in WordNet and form
the synonym set SYNf and the antonym set ANTf for the seed f. Accordingly, we expand the
cue features by adding SYNf and ANTf to EFp, and EFn respectively. Likewise, for each
negative seed g ∈ Fn, we incorporate its synonyms SYNg and antonyms ANTg into EFn and
EFp, respectively. This expansion process will iterate for a prespecified number of iterations
(T). The algorithm of the proposed feature expansion task is shown in Figure 3.
Procedure Semantic-Expansion (Fp, Fn, WordNet)
Begin
EFp = Fp;
EFn = Fn;
i = 0;
While iteration i < T Do
Begin
For each positive seed f in Fp that has been expanded in prior iterations
Begin
SYNf = SYNONYM (f, WordNet);
ANTf = ANTONYM (f, WordNet);
EFp = EFp ∪ SYNf;
EFn = EFn ∪ ANTf;
End-for;
For each negative seed g in Fn that has been expanded in prior iterations
SYNg = SYNONYM (g, WordNet);
ANTg = ANTONYM (g, WordNet);
EFn = EFn ∪ SYNg;
EFp = EFp ∪ ANTg;
End-for;
Fp = EFp;
Fn = EFn;
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i = i + 1;
End-while;
Return EFp and EFn;
End.
Figure 3: Algorithm of Semantic Expansion
3.2 Document Representation
Following semantic expansion, each document in the training corpus is represented using the
expanded positive and negative cue feature set. In this study, the binary scheme is adopted as
the representation method. Specifically, each training document di is described by a feature
→

vector di as:
→

di = <vi,1, vi,2, …, vi,m, vi,m+1, vi,m+2, …, vi,m+n>,
where m is the total number of the expanded positive cue features (including positive seeds)
in EFp, n is the total number of the expanded negative cue features (including negative seeds)
in EFn, and vi,j is 1 (or 0) if the cue feature j is present (or absent) in the document di.
3.3 Induction
Finally, in the induction task, the proposed SSC technique automatically learns a sentiment
classification model that distinguishes sentiment categories from one another on the basis of
the training document corpus. Among the various induction algorithms that include decision
tree, Naïve Bayes, maximum entropy, neural network, and support vector machines (SVM),
SVM generally outperforms other induction algorithms (Dave et al. 2003; Dewdney et al.
2001; Pang et al. 2002; zu Eissen and Stein 2004). Therefore, our proposed SSC technique
employs SVM as its underlying induction method.
Developed by Vapnik (1995), SVM creates from a set of training examples a classification
function for the targeted classification problem. For a two categories classification problem,
the basic idea behind SVM is to find a hyperplane w which not only separates the training
examples in one category from those in the other category, but also makes the separation (i.e.,
margin) between the two categories as large as possible. To obtain the optimal hyperplane,
SVM can be formulated as the minimization of the following function.
n
1
2
(||w||
)
+
C
( ξ i)
∑
2
i=1

subject to
yi(w · xi – b) ≥ 1 – ξi
where C > 0 is a regularization parameter, which determines the tradeoff between empirical
error and the structural error (i.e., error on the training instances versus generalization error)
and ξi > 0 is a slack variable, which measures the amount of training error of a training
example.

4. Empirical Evaluations
This section reports the empirical evaluation of the proposed SSC technique. In the following,
the evaluation design (including data collections, evaluation criteria, and evaluation
procedure), benchmark techniques, and important evaluation results will be detailed.
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4.1 Data Collection
To evaluate the effectiveness of the proposed SSC technique, product reviews on three topics
were collected from the Rateitall Website (www.rateitall.com). The three topics of product
reviews included were ‘notebook computers,’ ‘mobile phones,’ and ‘sedans.’ The comment
of each product review was used in our evaluation study. In addition, customer rating (from 1
to 5 stars) associated with each product review was employed to categorize the product
review into the positive or negative sentiment category. A product review rated with 4 or 5
stars was assigned into the positive sentiment category, whereas a product review rated with
1 or 2 stars was assigned into the negative sentiment category. Because this study only
focused on the two-sentiment category classification task, product reviews with a rating of 3
stars, which indicated neutral opinions, were not included. As a result, the ‘notebook
computers’ topic consisted of 403 product reviews, the ‘mobile phones’ had 470 product
reviews, and the ‘sedans’ topic included 828 product reviews. A summary of the three
product review corpora is provided in Table 1.
Table 1: Summary of Three Product Review Corpora
Number of
Number of
Total Number
Topic
Positive Reviews Negative Reviews
of Reviews
Notebook Computers
Mobile Phones
Sedans

321
402
593

82
68
235

403
470
828

Additionally, we collected two lists of positive and negative cue features from the General
Inquirer Website (www.wjh.harvard.edu/~inquirer/) for our empirical evaluation study.
General inquirer is a computer-assisted approach for content analyses of textual data and
contains lists of words in various semantic categories including positive and negative ones. A
total of 1,915 and 2,291 words are included in the positive and negative lists in General
Inquirer.
4.2 Evaluation Criteria and Procedure
We measure the effectiveness of the proposed SSC technique and its benchmark techniques
on the basis of the classification accuracy, which is defined as the percentage of product
reviews correctly categorized (i.e., identical to their corresponding sentiment categories) by a
sentiment classification technique. Tenfold cross-validation strategy is employed to estimate
the learning effectiveness on each sentiment classification technique investigated. That is, we
divide each corpus of product reviews randomly into ten mutually exclusive subsets of
approximately equal size. Each subset is then designated as the testing data set while the
others serve as the training data set. For each product review corpus, the overall performance
of the sentiment classification technique under investigation is estimated by averaging the
performance estimates of the 10 individual trials.
4.3 Benchmark Technique
We included a traditional syntactic-level sentiment classification technique as our
performance benchmark. Two different feature models were designed, one using keywords
extracted and selected from each product review corpus and the other adopting only adjective
and adverb keywords because these modifiers are often used to express sentiment attitudes on
subjects. We denote these two feature models for the traditional syntactic-level sentiment
classification technique as the Keyword and Adj&Adv models, accordingly. To extract
features for these two feature models, we adopted Brill’s POS tagger (Brill 1994) to
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syntactically tag each word in the training document. We then employed the approach
proposed by Voutilainen (1993) to implement a parser for extracting keyword features from
each syntactically tagged document. For the Keyword model, we retained all words and word
phrases appearing in the training documents. On the other hand, for the Adj&Adv model, we
preserved only the adjectives and adverbs. Following feature extraction, we applied the
weighted average χ2 statistic (Yang and Pedersen 1997) to trim the size of the feature set to
improve subsequent learning efficiency and effectiveness. Finally, the binary representation
scheme was employed to represent each training document for the subsequent sentiment
classification model learning by SVM. A parameter-tuning experiment was conducted to
determine the appropriate number of features for the Keyword and the Adj&Adv model,
respectively. We examined for each feature model different numbers of features (k), ranging
from 100 to 2000 in increments of 100. The results of our parameter-tuning experiments
suggested setting k as 1700, 1200, and 2000 resulted in the highest classification accuracy of
the Keyword model for the ‘notebook computers,’ ‘mobile phones,’ and ‘sedans’ topics,
respectively. In addition, in the Adj&Adv model, the most appropriate values for k were 600,
500, and 1100 for the three product review corpora.
4.4 Comparative Evaluations
In this comparative evaluation, we first assumed that only twenty cure features were
available. Specifically, 10 positive and 10 negative features were randomly selected from the
General Inquirer as the initial cue features (i.e., seeds) for our SSC technique. We performed
the semantic expansion task from T = 0 (i.e., without any expansion) to 5 iterations and
evaluated their sentiment classification effectiveness accordingly. To minimize potential
biases that may result from the randomized seed selection from the General Inquirer, we
performed this seed selection process three times and then estimated the overall performance
of our SSC technique by averaging the performance estimates of these three seed selection
trials.
The classification effectiveness of our proposed SSC technique with ten positive and ten
negative seed features, denoted as SSC (20 seeds), across 0 to 5 expansion iterations is shown
in Table 2. Over the range of expansion iterations examined (from T = 0 to 5), the average
number of expanded cue features was 20, 365.33, 3157.33, 9105.00, 13551.67, and 15352.00,
respectively. Across the three product review corpora, the classification accuracy resulted
from the use of the initial 20 seeds (i.e., T = 0) was largely comparable to that attained by the
use of the expanded positive and negative cue features when T = 1. With these two specific
numbers of iterations, the worst classification effectiveness was attained in each product
review corpus. The best classification accuracy was 84.95% (i.e., T = 3) for the ‘notebook
computers’ topic, 88.37% (i.e., T = 2) for the ‘mobile phones’ topic, and 75.36% (i.e., T = 3
or 4) for the ‘sedans’ topic. When we further increased the number of expansion iterations to
5, the resultant classification effectiveness degraded across all product review corpora;
showing a 1.82% drop in accuracy for the ‘notebook computers’ topic, a 2.27% drop for the
‘mobile phones’ topic, and a 2.27% drop for the ‘sedans’ topic. This evaluation results
suggested the utility of semantic expansion (from T = 1 to 2 or 3) and possible noises
introduced by over expansion (i.e., T = 5).
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Table 2: Evaluation Results of SSC (20 Seeds)
Product Review Corpus

Notebook Computers

T=0

T=1

T=2

T=3

T=4

T=5

79.49%

80.32%

81.97%

84.95%

83.79%

83.13%

Mobile Phones
86.03%
86.03% 88.37% 86.33%
85.32%
86.10%
Sedans
71.74%
71.50%
73.35% 75.36% 75.36% 73.11%
Note: Bolded numbers indicate the highest classification accuracy across 0 to 5 expansion iterations.

On the basis of the most appropriate number of expansion iterations for each product review
corpus, we comparatively evaluated the proposed SSC technique with our benchmark
technique. Additionally, we incorporated as our performance benchmark the classification
effectiveness of the proposed SSC technique with the use (without semantic expansion) of all
positive and negative words in the General Inquirer (i.e., 1915 positive and 2291 negative
words) as the cue features. We referred to this classification model as SSC (General Inquirer).
Because the list of positive and negative words in the General Inquirer has been manually
validated, their validity should be higher than that expanded from the semantic expansion
task of the proposed SSC technique. Thus, the inclusion of the SSC (General Inquirer) model
in our comparative evaluation was to establish the upper-bound performance for our proposed
SSC technique.
The comparative evaluation results are depicted in Table 3. The proposed SSC technique with
the use of the cue features from the General Inquirer or 20 seeds outperformed the two
models of the traditional syntactic-level sentiment classification technique. Specifically, the
SSC (General Inquirer) model achieved a classification accuracy of 86.60%, 88.94%, and
78.38% for the ‘notebook computers,’ ‘mobile phones,’ and ‘sedans’ topics, respectively. The
proposed SSC technique with 20 seeds performed slightly worse than its upper-bound
performance attained by the SSC (General Inquirer) model. Particularly, the performance
difference between the SSC (20 seeds) and the SSC (General Inquirer) was 1.65%, 0.57%,
and 3.02% in the three different product review corpora.
Table 3: Comparative Evaluation Results
Classification
Model

Notebook Computers
k*

1

Accuracy

Mobile Phones
k*

Accuracy

Sedans
k*

Keyword Model
1700
81.50%
1200
84.47%
2000
Adj&Adv Model
600
79.95%
500
82.77%
1100
SSC (General Inquirer)
NA
86.60%
NA
88.94%
NA
SSC (20 Seeds)
NA
84.95%
NA
88.37%
NA
*
1: k refers to the most appropriate number of features for each respective model.

Accuracy
74.88%
71.50%
78.38%
75.36%

We statistically tested the differences among different sentiment classification models. As we
show in Table 4, being an upper-bound performance, the SSC (General Inquirer) method
statistically significantly outperformed the two methods pertaining to the traditional
syntactic-level sentiment classification technique across all product review corpora examined,
but only obtained a significantly better classification accuracy than our SSC (20 Seeds)
method in the ‘sedans’ corpus. These results indicated that the use of semantic cue features to
construct prediction models did improve the effectiveness of sentiment classification.
However, the differential effectiveness between a complete set of semantic cue features
employed in the SSC (General Inquirer) method and the expanded set of positive and
negative cue features derived from 20 random seeds (i.e., the SSC (20 Seeds) method) was
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insignificant in most cases. The SSC (20 Seeds) method significantly outperformed the
Adj&Adv method across three corpora but was only significantly better than the Keyword
method in the ‘mobile phones’ corpus.
Table 4: Significance Test (p-value) Among Different Sentiment Classification Methods
Classification
Model

Notebook Computers
M1

M2

M3

Mobile Phones
M1

M2

M3

Sedans
M1

M2

M3

M1: Keyword Model
M2: Adj&Adv Model
0.676
0.465
0.099*
M3: SSC (General Inquirer) 0.053* 0.016**
0.092* 0.014**
0.026** 0.003***
*
*
***
M4: SSC (20 Seeds)
0.192 0.069 0.540 0.068 0.003 0.773 0.708 0.055* 0.035**
***

: Significant at p < 0.01 on a two-tailed t-test; **: p < 0.05; *: p < 0.1

4.5 Sensitivity Analysis of Number of Seed Features
The number of seed features employed by the proposed SSC technique may affect the
effectiveness of sentiment classification. Thus, we further conducted an experiment to
investigate this effect. Specifically, we provided a total of 10 initial positive and negative cue
features randomly selected from the lists of General Inquirer. That is, the SSC (10 Seeds)
method included 5 positive and 5 negative cue features. The average number of positive and
negative cue features expanded across 0 to 5 expansion iterations were 10, 230.00, 1866.67,
6924.00, 11969.00, and 14564.33, respectively. Table 5 depicts the classification accuracy of
the SSC (10 Seeds) method over the range of expansion iterations. Similar to the results
attained by the SSC (20 Seeds) method, the best classification accuracy (i.e., 85.11%,
88.66%, and 76.17% for the ‘notebook computers,’ ‘mobile phones,’ and ‘sedans’ corpus)
was achieved when setting the number of expansion iterations as 3, 2, and 4 for the respective
corpus. As compared to the effectiveness of the SSC (20 Seeds) method shown in Table 2,
the decrease of the number of seed features from 20 to 10 appeared to have marginal positive
but insignificant effects on the classification accuracy in all three experimental corpora.
Specifically, as Table 6 shows, the SSC (10 Seeds) method significantly outperformed the
two methods pertaining to the traditional syntactic-level sentiment classification technique in
most of the product review topics investigated. Furthermore, the differential effectiveness
between the SSC (10 Seeds) method and the SSC (20 Seeds) method and between the former
and the SSC (General Inquirer) method was statistically insignificant in all corpora under
examination.
Table 5: Evaluation Results of SSC (10 Seeds)
Product Review Corpus

T=0

T=1

T=2

T=3

T=4

T=5

Notebook Computers

79.65%
85.53%
71.78%

80.65%
85.91%
71.66%

81.89%
88.66%
74.40%

85.11%
85.96%
74.44%

83.29%
85.46%
76.17%

83.05%
85.75%
74.72%

Mobile Phones
Sedans
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Table 6: Significance Test (p-value) with SSC (10 Seeds)
Classification
Method

Notebook Computers

Mobile Phones

Sedans

SSC (10 Seeds)

SSC (10 Seeds)

SSC (10 Seeds)

*

Keyword Model
Adj&Adv Model
SSC (General Inquirer)
SSC (20 Seeds)
***

*

0.097
0.029**
0.540
0.638

0.054
0.002***
0.887
0.808

0.396
0.031**
0.164
0.566

: Significant at p < 0.01 on a two-tailed t-test; **: p < 0.05; *: p < 0.1

4.6 Effects of Additional Features (POS Statistics and Text Statistics)
Due to their popularity in sentiment classification literatures, effects of POS statistic features
and text statistic features were also examined in this study. We incorporated the POS statistic
features and text statistic features (specifically, number of sentences, number of words,
average sentence length (in words), average word length (in characters), and frequency of
punctuation symbols adopted by Wei et al. 2006) into the sentiment classification methods
under discussion. As Table 7 illustrates, the effects of POS statistic features and text statistic
features were not consistent across different sentiment classification methods and different
product review corpora. For the ‘mobile phones’ corpus, the inclusion of the POS and text
statistic features into a sentiment classification method generally outperformed that without
their inclusion. However, a different conclusion was observed in the other two corpora. In
addition, the inclusion of the POS and text statistic features into the proposed SSC technique
(i.e., SSC (General Inquirer), SSC (20 Seeds), and SSC (10 Seeds)) generally result in a
declined classification effectiveness, although most of their differential performance was
statistically insignificant.
Table 7: Effects of POS Statistics and Text Statistics
Classification
Method

Notebook Computers

Mobile Phones
Without

Sedans

With

Without

With

With

Without

Keyword Model

79.25%

81.50%

84.89%

84.47% 74.27%

74.88%

Adj&Adv Model

77.97%

79.95%

83.40%

82.77% 72.22%

71.50%

SSC (General Inquirer)

86.60%

86.60%

89.79%

88.94% 75.59%

78.38%

SSC (20 Seeds)

84.53%

84.95%

87.80%

88.37% 73.71%

75.36%

SSC (10 Seeds)
85.11%
87.94% 88.66% 73.67% 76.17%
85.20%
Note: Bolded numbers indicate the inclusion of POS statistic and text statistic features
resulted in higher classification accuracy than without their inclusion.

5. Conclusion and Future Research Directions
To facilitate merchants, product manufacturers, and customers in exploiting online product
reviews for their marketing, product design, or purchasing decision making, classification of
the products reviews into positive and negative categories is essential. In this study, we
propose a Semantic-based Sentiment Classification (SSC) technique that constructs from a
training set of precategorized product reviews a sentiment classification model on the basis of
a collection of positive and negative cue features. To deal with the situation where the set of
positive and negative cue features available for a sentiment classification task may be small
in its size, the proposed SSC technique includes a semantic expansion mechanism that uses
WordNet for expanding the given set of positive and negative cue features. On the basis of
three product review corpora, our empirical evaluation results indicate that the proposed SSC
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technique achieves higher classification effectiveness than the traditional syntactic-level
sentiment classification technique does. Moreover, our proposed SSC technique with the use
of few seed features (e.g., 20 or 10) can result in comparable classification effectiveness to
that attained by the use of a comprehensive list of positive and negative cue features (a total
of 4206 words) defined in the General Inquirer.
Some ongoing and future research directions are briefly discussed as follows. First, our
experimental study did not involve a large number of product review corpora. A future
evaluation plan involving more collections of product reviews covering diverse product
categories is one of our future research directions. Second, the proposed SSC technique
restricts the seed features to adjectives and adverbs only. However, nouns (e.g.,
‘accomplishment’ and ‘congratulation’ for positive opinions and ‘ambiguity’ and ‘mistake’
for negative opinions) and verbs (e.g., ‘accept’ and ‘cheer’ for positive opinions and ‘reject’
and ‘abuse’ for negative opinions) may also be important indicators for positive and negative
sentiment categories. Hence, the proposed SSC technique has to be extended to be capable of
dealing with seed features that are nouns and verbs. Finally, the semantic orientation of a
feature depends on its word sense. For example, if ‘attractive’ expresses the meaning of
‘pleasing to the eye or mind especially through beauty or charm,’ it should be a positive
feature. On the contrary, if ‘attractive’ expresses the meaning of “having the properties of a
magnet”, it may not be considered a positive feature. Therefore, it would be essential and
desirable to incorporate word sense disambiguity into our proposed SSC technique.
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