Abstract. The Cauchy Problem for the modified Zakharov-Kuznetsov equation in three space dimensions is shown to be locally well-posed in H s (R 3 ) for s > 1 2
Introduction and main result
The Cauchy Problem for the modified Zakharov-Kuznetsov (mZK) equation in two space dimensions (1) u t + ∂ has been studied extensively in recent years. Local well-posedness in H 1 (R 2 ) was obtained in 2003 by Biagioni and Linares, see [1] . Combined with the conservation of mass and energy their local result implies global well-posedness, provided the data are sufficiently small in L 2 (R 2 ). The local result was generalized to data in H s (R 2 ), s > 3 4 by Linares and Pastor in [7] , the same authors showed global well-posedness in H s (R 2 ), s > 53 63 , under an additional smallness assumption on the L 2 -norm of the data [8] . Further progress on the local problem was reached by Ribaud and Vento in [11] , who established well-posedness in H s (R 2 ) for s > . Since the mZKequation is a higher dimensional generalization of the modified Korteweg-de Vries equation, for which the Cauchy Problem is known to be ill-posed in the C 0 -uniform sense in H s (R) with s < 1 4 (see [6] ), this may be the best possible result except for the endpoint s = In contrast to the two dimensional case, no results concerning the Cauchy Problem for the mZK-equation in three space dimensions are known, yet. In this short note we shall apply mostly well-known linear and a new bilinear estimate for solutions of the corresponding linear equation to establish the following result. Theorem 1. The Cauchy-Problem for the modified Zakharov-Kuznetsov equation
with x ∈ R and y ∈ R 2 is locally well-posed for data
We remark that from the scaling point of view this theorem covers the whole subcritical range. Combining the above local result with the conservation of mass and energy as in [2, p. 3] we obtain global well-posedness for small data in H 1 (R 3 ).
Then there exists ε > 0, such that for u 0 H 1 < ε the local solution of the Cauchy Problem (2) guaranteed by Theorem 1 extends globally in time.
Estimates for free solutions of the linear equation
Let U φ (t)u 0 denote the solution of the Cauchy Problem for the linear equation
. The phase function is given here by φ(ξ, η) = ξ(ξ 2 + |η| 2 ), where (ξ, η) ∈ R × R 2 are the dual variables corresponding to (x, y) ∈ R × R 2 . Then the Strichartz type estimate 
. Especially for u 0 = v 0 we get with
Rescaling we see that also
and hence by the Littlewood Paley Theorem
Apart from the Strichartz type estimates and their bilinear refinement we can rely on a local smoothing effect of Kato type in order to deal with the derivative in the nonlinearity. As was shown by Ribaud and Vento, in the case of the linear ZK equation (3) it reads
see Proposition 3.1 of [10] . To complement the use of the local smoothing effect we combine a Sobolev embedding in the time variable with the L 4 -Strichartz estimate in order to obtain the following maximal function inequality. The argument given below was taken from [5, Proof of Theorem 2.4].
3. Proof of the local result for modified ZK Now let X s,b denote the Bourgain space associated with the phase function φ(ξ, η) = ξ(ξ 2 + |η| 2 ), more precisely let
where, with (ξ, η, τ ) ∈ R × R 2 × R,
Then by the transfer principle the estimates for free solutions discussed in Section 2 imply corresponding estimates in X s,b -norms for b > 1 2 . For example we have
and, for s >
The bilinear estimate (5) is converted into
where s > 
Proof. Dualizing the bilinear estimate (12) we obtain for s, b > 1 2
Here and in (12) we clearly may replace the D x s on the right by ∇ xy s . Now pointwise estimates on Fourier side give
where the dots indicate similar terms. For the first contribution we use first (13) and then (12) to obtain the upper bound
For the second contribution we start again with (13) and continue with Hölder's inequality and two applications of (9) to see that it is bounded by
Thus we have achieved
where s, b > 
For the first contribution we get the upper bound u X σ,b v X σ,b w X σ,b by Kato smoothing for the first and by the maximal function estimate for the second and third factor. The second contribution is estimated by
where we have used a Sobolev embedding in x and the L 4 -Strichartz estimate for the first, the same Strichartz estimate for the second and the maximal function estimate for the third factor. This shows that for b > Finally interpolation among (14) and (15) gives the claimed estimate.
