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a b s t r a c t
In this research, we study the problem of finding the approximate solution of a class
of Hamilton–Jacobi equations, namely the Eikonal equation. We employ the Legendre
pseudospectral viscosity method to solve this problem. This method basically consists of
adding a spectral viscosity to the equation. This spectral viscosity, which is sufficiently
small to retain the formal spectral accuracy is large enough to stabilize the numerical
scheme. Several test problems are considered and the numerical results are given to show
the efficiency of the proposed method.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
The Hamilton–Jacobi equations
ψt + H(x,∇ψ(x, t)) = 0, (1.1)
arise in many applications ranging from classical mechanics to contemporary problems of optimal control. These include
geometrical optics [1,2], crystal growth [3], computer vision [4–6], path planning [7], optimal control [8], obstacle
navigation [9], photolithography etching [10] etc.
An important member of the family of the static Hamilton–Jacobi equations is the Eikonal equation. The stationary
Eikonal equation is
|∇u(x)| = 1
η(x)
, x ∈ Rn, (1.2)
with boundary condition, u(x) = φ(x), x ∈ Γ ⊂ Rn. The Eikonal equation has many important applications in optimal
control [11,8], computer vision [4–6], geometric optics [1,2,12], crystal growth [3], path planning [7,9], porousmedia [13] etc.
This equation is closely related to conservation laws and information travels with characteristics or rays from the boundary.
If η = 1 and φ = 0 the solution u(x), is the distance between the point x and the boundary. If η depends on x, u(x)
is the phase of high frequency wave traveling in a medium with variable speed of propagation. Also in geometric optics,
the Eikonal equation is the optical path length from some arbitrary, fixed object point, through the optical system to some
points in image space [14]. The coordinates of the point in image space are the argument of the Eikonal equation.
Analytic solutions to the time-dependent partial differential equations (PDEs) do not exist in all but exist only for the
most trivial cases. Thus, one needs to turn to numerical approximations and solutions. Two different types of numerical
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methods can be found to solve the Eikonal equation. One approach is to treat the problem as a stationary boundary value
problem and design an efficient numerical algorithm to solve the system of nonlinear equations after discretization. For
example, the fast marching [15–19] and the fast sweeping methods [20–22] are of these types.
The fast marching method employs a heap to sort points on the moving wavefront. This is based on the property of the
solution that guarantees that the characteristics have the steepest descent on u. Thus the solution u of the Eikonal equation
can be constructed by expanding a wavefront from a source to a downwind direction using an upwind discretization. The
solution at each point depends onpointswith smaller values. In order tomaintain desirableminimumproperty, the updating
process is using the heap-sort algorithm. The complexity of this algorithm is of order O(N logN) forN grid points, where the
logN factor comes from the heap-sort algorithm. The main idea behind the fast sweeping method is based on that we can
solve the equation by updating solutions along a specific direction. This case occurs when the characteristic path does not
change directions. According to the prescribed idea, the fast sweeping method solves the problem on an n-dimensional grid
using at least 2n directional sweeps, one per quadrant, within a Gauss–Seidel update scheme. The fast sweeping method is
optimal in the sense that a finite number of iterations is needed [22]. Also, the complexity of the algorithm is O(N) for a
total number of N grid points, so that the constant in the complexity depends on the equation. The algorithm is extremely
simple to use. Moreover, the iterative framework is more flexible for general equations and high order methods.
The high order finite difference type fast sweeping scheme presented in [23], provides a quite general framework,
and it can incorporate any type numerical Hamiltonian into the framework. Due to the wide stencil of the higher order
finite difference approximation to the derivative, several numerical schemes were extended to solve the Hamilton–Jacobi
equations. For example, we canmention Essentially non-oscillatory (ENO) scheme [24], weighted ENO (WENO) scheme [25],
discontinuous Galerkin method [26] etc. ENO andWENO are finite difference and finite volume schemes, respectively. Both
ENO andWENO schemes use the idea of adaptive stencils to automatically achieve high order accuracy and non-oscillatory
property near discontinuities. ENO and WENO schemes have been quite successful in applications, especially for problems
containing both shocks and complicated smooth solution structures. Also, discontinuous Galerkin (DG) methods which are
developed in [26], can achieve high order accuracy by using a compact computational stencil.
The other class of numerical methods for static Hamilton–Jacobi (H–J) equations are based on reformulation of the
equations into suitable time-dependent problems. One technique to obtain a time-dependent Hamilton–Jacobi equation
is using the so called paraxial formulation in which a preferred spatial direction is assumed in the characteristic
propagation [23,27–29]. Due to the finite speed of propagation and the CFL (Courant–Friedrich–Levy) condition for the
discrete time step size, the number of the time steps has to be of the same order as that for one of the spatial dimensions so
that the solution converges in the entire domain. Another approach to obtain a time-dependent Hamilton–Jacobi equation
is the level set method. The level set technique was first introduced by Osher and Sethian [30] in 1988. This is a simple and
multipurpose method for computing and analyzing the motion of interface in two or three dimensions and following the
evolution of interfaces [31,32]. The main idea of the level set method is to embed the propagating interface as the zero level
set of a continuous real valued function, called a level set function. Let ϕ denote this function; then ϕ embeds the interface
Γ as its zero level set Γ (t = 0) = {x ∈ Rn | ϕ(x) = 0}. This representation retains geometric information of the interface,
which can be extracted using formulas involving derivatives and integrals of ϕ. Furthermore, by adding a time variable, the
level set function can be used to capture a given dynamic of the interface using a time dependent PDE in ϕ. The location of
the interface at time t in this case is the zero level set of ϕ at that time: Γ (t) = {x ∈ Rn | ϕ(x, t) = 0}.
Osher [33] rediscovered a method [34], to study the Cauchy problem for the general first order nonlinear equations by
the aid of the level set equations. In that paper, Osher derived from the general first order equation
F (x, y, u, ux, uy) = 0, (1.3)
a time dependent Hamilton–Jacobi equation
ϕt + H(x, y, t, ϕx, ϕy) = 0, (1.4)
on domainΩ ⊆ Rn and subject to initial condition ϕ(x, t = 0) = ϕ0(x) for x ∈ Γ ⊂ ∂Ω . In [35] ϕ(x, t = 0), where x is a
point in Rn, defined by
ϕ(x, t = 0) = ±d, (1.5)
where d is the distance function from x toΓ (t = 0). The plus (minus) sign is chosen if the point x is outside (inside) the initial
hyper surface Γ (t = 0). The existence and uniqueness of the solution to the time-dependent Hamilton–Jacobi equations
are studied in [36,37], provided that H does not change sign and the initial value be continuous. For this purpose, they have
used the method of viscosity solution theory. The use of characteristic functions instead of continuous functions has the
advantage to avoid the situation when the representation function of front has a very low derivative around its zero level
set. Based on this description, authors of [38] represented the initial front by a characteristic function 1Ω0 − 1Ωc0 defined
equal 1 onΩ0 and−1 on its complementary set.
2. The main approach
The employed approach in the current research is based on the level set method and the spectral vanishing viscosity
method. The level set formulation of the Eikonal equation is as follows
∂tu(x, t)− c(x)|∇u(x, t)| = 0, inΩ × [0, T ], (2.1)
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subject to the boundary condition
u(x, t0) = 1Γ − 1Γ c , x ∈ Ω, (2.2)
and the initial condition
u(x, t∗) = g(t), x ∈ Γ , t∗ > t0, (2.3)
where c(x) = η(x) and g(x) is a Lipschitz continuous function.
The spectral method used two strategies for finding the numerical solution of the given partial differential equation. In
the pure spectral method, the solution is given as an expansion of the desire basis functions and the purpose of the method
is to find the coefficient of this expansion but in the collocationmethod, the values of solution of the considered problem are
given at someGauss nodes [39,40]. As amatter of fact, themost attractive property of spectralmethodsmay be thatwhen the
solution of the problem isC∞-regular, then the convergence is exponential (the so-called spectral accuracy). However,when
the spectral methods are applied to the hyperbolic problems, this attractive spectral accuracy is failed. A main disadvantage
of using spectral methods for the nonlinear conservation laws lies in the formation of Gibbs phenomenon, once instinctive
shock discontinuities appear in the solution [41]. In applying the classical spectral methods for the nonlinear conservation
laws, the oscillations produced by Gibbs phenomenon often grow up due to the nonlinearities and the calculations fail even
if the initial data is smooth.
In 1989, Tadmor [42] first introduced the spectral viscosity method, which is based on high frequency-dependent
vanishing viscosity regularization of the classical spectral method. Tadmor [42,43] considered the one-dimensional system
of conservation laws
∂u
∂t
+ ∂ f (u)
∂x
= 0, (2.4)
with the prescribed initial condition, u(x, t = 0) = u0(x). The solution of (2.4) may develop instinctive jump discontinuities
(shock waves) and in this situation, one should choose the class of weak solutions.Within this class, there aremany possible
weak solutions. In order to single out the physical relevant solutions, Eq. (2.4) augmented with an entropy condition
∂tU(u)+ ∂xF(u) ≤ 0, (2.5)
where the entropy function U is a regular function and the entropy flux F is related [44] to U and to the flux f by F ′ = U ′f ′.
Then theweak solution of this problem based on the viscosity solution of Hamilton–Jacobi equationswhich is studied in [36]
is unique.
In [45,44], the Legendre pseudospectral viscosity method is employed to solve the nonlinear conservation laws. Authors
of [45], proved that by adding a small amount of spectral viscosity (SV), the bounded solutions of the Legendre SV
method converge to the exact scalar entropy solution based on the characteristic parameters of the spectral vanishing
viscositymethod. Lepsky [46] studied the spectral viscositymethod to approximate the solutions of convexHamilton–Jacobi
equations. In that paper, it is proved that the numerical solution converges to the exact unique viscosity solutions of H–J
equations and we can obtain the L1-convergence rate of the order 1 − ε ∀ε > 0. The spectral viscosity method has been
employed in formulating alternative large-eddy simulation (LES) approaches in [47–49]. The spectral vanishing viscosity
method (SVV) was applied to the two-dimensional simulation of waves in layered atmosphere [50]. Also, the SVVmethod is
used in calculation of the incompressible flow of high Reynolds number [51] as well as for stabilizing the viscoelastic flows
in [52]. Authors of [53] proposed a dissipative model based on a spectral viscosity (SV) diffusion convolution operator for
correcting the long-term behavior of the proper orthogonal decomposition (POD) model etc.
In the current article, we first reformulate problem (1.2) to Hamilton–Jacobi form (2.1) by the aid of the level set method.
Thenwe use the Legendre spectral viscosity techniques to discretize the problem in space. As a result an ordinary differential
equation (ODE) is generated. We use the so-called strong stability preserving (SSP) Runge–Kutta (RK) method [54–56] to
solve the ODE and the unknown function at the collocation point can be generated. In the new approach, we introduce
a representation for the unknown function u(x, t) based on Kronecker product. The advantage of using this type of
representation lies in the fact that employing the method for solving problems with higher dimensions can be done much
easier.
The organization of the rest of this article is as follows. We describe the Legendre pseudospectral viscosity (LSV) method
in Section 3. In Section 4, we give a brief introduction to the setup of SSP Runge–Kutta methods. We then, in Section 5,
present an iterative algorithm to re-initialization. In Section 6, we show how to implement the LSVmethod to this problem.
Some numerical examples and results from numerical calculations are presented in Section 7, while Section 8 contains the
concluding remarks. Also we refer the interested reader to [57–65] for some applications of partial differential equations.
3. The Legendre pseudospectral viscosity method
We first introduce the Legendre pseudospectral viscosity method (LSV) by following the works of [44,45] and in the
second place, we employ the LSV to solve the two dimensional Hamilton–Jacobi equations based on the Kronecker product.
We consider the nonlinear H–J equations
ut + H(x, t,∇u(x, t)) = 0, inΩ × [0, T ]. (3.1)
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To solve (3.1) by the SV method, we look for a polynomial approximation uN(., t) in the space PN of algebraic polynomials
of degree less than or equal to N as the solution of the semi-discrete equation:
∂tuN(x, t)+ INH(x, t,∇uN(x, t)) = εNDm∂xuN(x, t), (3.2)
where
• uN =Nk=0 uˆNkLk is the numerical approximation by orthogonal family of Legendre polynomials (Lk)k≥0. The Legendre
polynomials defined byL0(x) = 1,L1(x) = x, and the recurrence formula
(n+ 1)Ln+1(x) = (2n+ 1)xLn(x)− nLn−1(x),
and in this space, we have 1
−1
Ln(x)Lm(x)dx = 22n+ 1δn,m,
(δn,m is the Kronecker symbol).
• The characteristic parameters of the spectral vanishing viscosity (SVV) method are thus the SVV activationmodemN and
the spectral viscosity amplitude εN ; recall that without viscosity (i.e., εN = 0) the spectral solution does not converge to
the entropic solution. If l be a characteristic length of the grid, from a scaling argument, εN = O( l2N ).
• Dm denotes the Legendre viscosity operator defined for υ =∞k=0 υˆLk by
Dmυ =
N
k=0
qˆkυˆkLk, (3.3)
where the viscosity coefficients are qˆk = 1 if k ≤ mN and 0 < qˆ ≤ 1 ifmN < k ≤ N . For the variations of qˆk with respect
to the number k, as in [66], we use the exponential filter:
qˆk = 1, for |k| ≤ mN , (3.4)
qˆk = exp

−

k−m
N −mN
p
, formN < |k| ≤ N, (3.5)
where p is the order of the filter andmN is the cutoff mode.
• IN is the interpolation operator at the Legendre–Gauss–Lobatto (LGL) nodes {ξi}. The LGL nodes are the zeros of
(1− x2)L′N(x), with ξ0 = −1 < ξ1 < · · · < ξN = 1.
Nowwe follow [39,50] to extend the preceding description to 2D representation. For arbitrarym and n, a function of two
variables f : [a, b] × [c, d] −→ R is approximated by
f (x, y) ≃
m
i=0
n
j=0
cijL
(n)
i

2
b− ax−
b+ a
b− a

L
(m)
j

2
d− c x−
d+ c
d− c

, (3.6)
where
cij = f

b− a
2
(ξ ni + 1),
d− c
2
(ξmj + 1)

. (3.7)
Then we introduce another representation of expansion (3.6) based on the Kronecker product as
f (x, y) ≃ (Ln[a,b](x)⊗Lm[c,d](y))f , (3.8)
where f is the (n+ 1)× (m+ 1)-vector:
f = [c00, . . . , c0m | c10, . . . , c1m | . . . | cn0, . . . , cnm]T .
These representations, provide some simplifications in discretization of the problem. For example, let f be approximated as
(3.8); then we can write the partial derivative of f (x, y) as follows [39]:
∂k
∂xk
f (x, y) ≃

∂k
∂xk
Ln[a,b](x)⊗Lm[c,d](y)

f (3.9)
=

Ln[a,b](x)
b− a
2
Dkn+1 ⊗Lm[c,d](y)

f (3.10)
= Ln[a,b](x)⊗Lm[c,d](y) b− a2 (Dkn+1 ⊗ Im+1)f , (3.11)
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Table 1
Parameter αik and CFL coefficients for the SSP schemes.
Scheme Step Order CFL i k
Source s p Bound 0 1 2
Shu and Osher [55] 2 2 1.0 1 1 0
2 12
1
2
3 3 1.0 1 1 0 0
2 34
1
4 0
3 13 0
2
3
where Dn+1 is the differential matrix or derivative matrix. The subscript (n + 1) in Dkn+1 stands for the dimension and
superscript k denotes the matrix power. Also Im+1 is the (m+ 1)× (m+ 1) identity matrix.
According to the above descriptions, we can introduce the following representation for Legendre approximation in PN,M ,
the space of algebraic polynomials of two variables with degree in x (respectively y) less than or equal to N (respectively
M):
uN,M(x, y, t) ≃
m
i=0
n
j=0
uˆij(t)LNi (x)L
M
j (y) = (LN(x)⊗LM(y))uN,M . (3.12)
Also the Legendre viscosity operator is defined by [44]
QN,MuN,M = ∂xDm1∂xuN,M + ∂yDm2∂yuN,M , (3.13)
where Dmi (i = 1, 2) defined as in (3.3). Then in order to approximate Eq. (2.1) by means of the Legendre pseudospectral
viscosity method, we look for a polynomial approximation uN,M(., t) ∈ PN,M of u(., t), to solve the semi-discrete equation
∂tuN,M − c(x)|∇uN,M(x, t)| = ε ·QN,M , (3.14)
where ε = (ε1, ε2) and ε1, ε2 are spectral amplitudes.
4. Time discretization
In this research, we use the strong-stability-preserving (SSP) Runge–Kutta (RK) methods [54–56] for time advancement.
The SSP–RK scheme in [55] was originally directed at approximating the solution of conservation laws, but it has been
extensively applied to Hamilton–Jacobi partial differential equations by the level set community. Let p denote the order of
the scheme and s be the number of stages. Although schemes with up to p = 5 are given in [55], the restriction to p = s lets
only the schemes with p ≤ 3 to be implemented without providing a special backward time step. Furthermore, the largest
CFL coefficient, that maintains the SSP property for the schemes with p ≤ 3, is one.
A new class of SSP schemes was proposed for conservation laws in [56] with s > p. Relaxing the connection between s
and p permits construction of a scheme with p = 4 without the need for the backward temporal operator, as well as more
efficient p ≤ 3 schemes with s > p. But due to a large CFL coefficient, we need a larger time step and it does not cover the
cost of the additional stages.
In order to employ the SSP schemes, we define the operator
L = (−H(x, t,∇u(x, t))+ ε ·QN,M). (4.1)
We then advance the solution using a Runge–Kutta procedure [54] of the form
u(0) = u(tn), (4.2)
u(i) =
i−1
k=0
[αiku(k) + dtβikL(t(k), u(k))], (4.3)
u(tn+1) = u(s), (4.4)
where αik ≥ 0 andi−1k=0 αik = 1.
Coefficients and CFL condition, for the so-called second and third-order SSP–RK methods are shown in Tables 1 and 2.
5. Re-initialization
Analytic solutions to the time-dependent Hamilton–Jacobi partial differential equations for u(., t) do not exist in all but
the most trivial cases. Thus, one needs to use the numerical approximations of the solutions. The errors of a large class of
popular numericalmethods are typically related to the derivative of u. This implies that the derivatives of u have a relation to
the error,withmagnitudes correlated to large errors. In addition to smoothness inϕ (the level set function), onewould desire
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Table 2
Parameter βik for the SSP schemes.
Scheme Step Order i k
Source s p 0 1 2
Shu and Osher [55] 2 2 1 0 0
2 0 12
3 3 1 1 0 0
2 0 14 0
3 0 0 23
that u avoids large derivatives with large magnitudes. On the other hand, for the stability of representation, the interface by
zero level set, the level set function should not be too flat near its zero level set.
The process of replacing again the level set function into a more desirable form for stability and error is called re-
initialization. During the re-initialization process, the following partial differential equation [31,67–69] needs to be solved
at a given time, t , just after solving LSV approximation, Eq. (3.14), at the end of each computation step
∂u∗
∂τ
+ sgn(u∗0)(|∇u∗| − 1) = 0, with u∗0 = u∗(x, 0) = u(x, t), (5.1)
where τ is the virtual time during re-initialization. Here sgn(u∗0) is used to denote the regularized signum function of the
initial data u0(x) such as [31]
sgn(u∗0) =
u∗0
ϵ2 + (u∗0)2
. (5.2)
The common choices of ϵ are c∆x and c|∇u0|∆x [70,68]. To discretize Eq. (5.1), we use the following scheme [67,6,68]
u∗n+1i,j = u∗ni,j −1τ sgn(u∗0)G(u∗ni,j ), (5.3)
where the flux G(uni,j) defined in the following form. First we introduce the notations:
a = (∆
x−ui,j)
h
= (ui,j − ui−1,j)
h
,
b = (∆
x+ui,j)
h
= (ui+1,j − ui,j)
h
,
c = (∆
y
−ui,j)
h
= (ui,j − ui,j−1)
h
,
d = (∆
y
+ui,j)
h
= (ui,j+1 − ui,j)
h
.
Then the flux G is
G(ui,j) =


max{(a+)2, (b−)2} +max{(c+)2, (d−)2} − 1, if u(t, xi, yj) > 0,
max{(a−)2, (b+)2} +max{(c−)2, (d+)2} − 1, if u(t, xi, yj) < 0,
0, O.W,
(5.4)
where a+ = max(a, 0), a− = min(a, 0). The interested reader can see [28,67,70,71] and the references therein for more
details about the re-initialization process.
6. Outline of the evolution procedure
In this section, we will outline the procedure for solving Eq. (2.1) with given initial and boundary conditions (2.2) and
(2.3), respectively, on Legendre–Gauss–Lobatto (LGL) nodes {ξj}j≥1.
1. Construct a stencil based on the Cartesian product of LGL nodes in x and y directions.
2. The Legendre pseudospectral viscosity approximation of this problem at t = tn leads to find uN,M(x, y, t) ∈ PN,M
satisfying
∂tuN,M(ξi, ξj, tn)− c(ξi, ξj)|∇uN,M(ξi, ξj, tn)| = ε ·QN,MuN,M(ξi, ξj, tn), (6.1)
+ boundary conditions, e.g. uN,M |Γ = g|Γ . (6.2)
3. For each nodes, the solution advances one step in time using the SSP–RK schemes presented in Section 3.
4. Just after solving Eq. (6.1) at the end of each computational step, we need to apply a re-initialization process to the
resulting data of the RK method to preserve the signed distance property of the level set function. In the current work,
we employ a re-initialization process with dx = dy = 10−3 and dt = 10−4.
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Table 3
Numerical results for Example 1.
Mesh size L1 error L2 error L∞ error RMS
4× 4 3.0619× 10−5 1.7112× 10−5 9.7207× 10−6 4.7885× 10−6
5× 5 1.0676× 10−4 5.9248× 10−5 4.2913× 10−5 1.8101× 10−5
6× 6 2.0831× 10−3 2.6906× 10−2 2.2039× 10−2 7.8609× 10−3
8× 8 3.5126× 10−3 4.6574× 10−2 3.3227× 10−2 1.3907× 10−2
10× 10 5.5301× 10−3 4.9167× 10−2 4.5620× 10−2 1.4874× 10−2
12× 12 4.6307× 10−3 4.5938× 10−2 4.7141× 10−2 1.4017× 10−2
14× 14 5.6339× 10−3 4.3276× 10−2 5.3048× 10−2 1.3285× 10−2
16× 16 5.4148× 10−3 4.0466× 10−2 5.7793× 10−2 1.2480× 10−2
7. Numerical results
The above Legendre pseudospectral procedure is applied to various cases involving two dimensional Eikonal equation.
Test problems presented here are taken from the literature on high order methods for the hyperbolic problems: the
fast sweeping method [21,26], the discontinuous Galerkin finite element method [72,73] and the viscosity solutions
approach [6]. In all the computations reported in this section, the time discretization is the explicit third-order SSP–RK
scheme which is presented in Section 3. Tests were performed on a 1.6 GHz Pentium 4 laptop (from 2004) with 2.5 GB
memory running Windows XP version 2002 with Service Pack 2.
In Eq. (3.14), we take
ε1 = ε2, m1 = m2,
and viscosity coefficients
qˆk = 1, for |k| ≤ m,
qˆk = exp
−(k− N)2
(k−m)2

, form < |k| ≤ N.
In this section, the numerical errors are considered in L1, L2 and L∞ norms. Also, for each test problem, we report the RMS
(root mean square) error defined as
RMS =

(uexact(x, y, t)− uapproximate(x, y, t))2
N
,
whereN is the total number of the collocation nodes in the computational domain. For those exampleswhose exact solutions
are known, the boundary conditions are given by the exact solution at those nodes.
7.1. Example 1: distance function
The distance function from Γ is the exact solution of Eikonal equation over the regionΩ = [−1, 1]2,Γ = (0, 0) and by
velocity function c(x, y) = 1 [26,21]. The exact steady solution is
u(x, y,∞) =

x2 + y2.
We preassign the boundary conditions in Γ in which the solution is not updated during the iteration. The results for various
space and time discretization parameters N, dt and m = 2√N are presented in Table 3. The numerical and exact solutions
for N = 16× 16 are displayed in Fig. 1. Also, Fig. 2 shows the pointwise plot of the exact and numerical solutions in order
to reveal the shock capturing property of the viscosity vanishing scheme (3.14). The propagation of wavefront for different
values ofmesh size is depicted in Fig. 3. From Fig. 3(a)–(d), we can see thatwavefronts change from circular to non circular or
nearly planar shapes. Also Fig. 4 shows how the technique introduced in the current paper captures the vanishing viscosity
solution for a 6× 6 mesh.
7.2. Example 2: kinks
Let Ω = [−1, 1]2,Γ be a circle with the center (0, 0) and the radius Rs = 0.5, and c(x, y) = 1 with the exact steady
solution
u(x, y,∞) = |

x2 + y2 −Rs|.
The origin (0, 0) is the only singularity, namely kink, of the solution [28]. The boundary condition is preassigned in Γ . The
Legendre pseudospectral viscosity method employed to solve this example and the numerical results are summarized in
Table 4. In Figs. 5 and 6, we show the numerical versus exact solution and pointwise plot of exact and numerical solutions
at final time (T = 1). The evolution of this scheme is depicted in Fig. 7.
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Fig. 1. The right one is the exact steady solution and the left one is the numerical solution with 16× 16 mesh and dt = 0.001.
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Fig. 2. Distance function; exact solution (dashed line) and numerical solution (cross points), mesh size = 16× 16, dt = 0.001.
Table 4
Numerical results for Example 2.
Mesh size L1 error L2 error L∞ error RMS
4× 4 2.9474× 10−5 1.6566× 10−5 1.0156× 10−5 4.6305× 10−6
5× 5 1.2551× 10−2 9.5794× 10−3 7.3256× 10−3 2.9265× 10−3
6× 6 3.1948× 10−4 1.6411× 10−4 1.0298× 10−4 4.7945× 10−5
8× 8 4.9940× 10−2 2.9458× 10−2 3.3122× 10−2 8.7966× 10−3
10× 10 1.0405× 10−1 5.2783× 10−2 6.2999× 10−2 1.5967× 10−2
12× 12 6.1382× 10−2 3.1712× 10−2 3.4594× 10−2 9.6764× 10−3
14× 14 8.7998× 10−2 4.2285× 10−2 7.9455× 10−2 1.3157× 10−2
16× 16 1.3258× 10−1 6.5802× 10−2 1.1123× 10−1 2.0293× 10−2
7.3. Example 3: kinks
Let Ω = [−1, 1]2 and Γ be a circle of radius 0.3 centered at (−0.5,−0.5) in the left half plane and a circle of radius
Rs = 0.3 centered at (0.5, 0.5) in the right half plane. The exact solution is
u(x, y,∞) = min(|

(x− 0.5)2 + (y− 0.5)2 −Rs|, |

(x+ 0.5)2 + (y+ 0.5)2 −Rs|),
which is the distance from Γ .
The center of two circles and {(x, y) | x+ y = 0} are the singularities, i.e., where characteristics intersect [21,28].
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Fig. 3. Contour plot for Example 1 (a) 4× 4 mesh (b) 5× 5 mesh (c) 6× 6 mesh (d) 7× 7 mesh.
Table 5
Numerical results for Example 3.
Mesh size L1 error L2 error L∞ error RMS
4× 4 4.9987× 10−6 1.8158× 10−6 7.9363× 10−6 4.5397× 10−7
5× 5 3.2588× 10−5 1.9447× 10−5 1.5372× 10−5 5.9412× 10−6
6× 6 1.1508× 10−3 6.9458× 10−4 5.3736× 10−4 2.0293× 10−4
8× 8 1.0423× 10−2 6.3052× 10−3 6.3922× 10−3 1.8828× 10−3
10× 10 1.2746× 10−1 9.3728× 10−2 1.5395× 10−1 2.8354× 10−2
12× 12 1.5295× 10−1 8.2691× 10−2 9.3092× 10−2 2.5232× 10−2
14× 14 1.4296× 10−1 7.8398× 10−2 1.1196× 10−1 2.4068× 10−2
16× 16 8.0157× 10−2 3.6679× 10−2 6.8857× 10−2 1.1312× 10−2
The numerical errors are included in Table 5. In Fig. 8, we can see the power of the numerical scheme to capture the
corners. The graph of the exact and numerical solutions at final time are given in Fig. 9.
7.4. Example 4: shape from shading
Consider Ω = [−1, 1]2 and Γ = ∂Ω . The steady state solution of this problem is a shape function, which has the
brightness I(x, y) = 1√
1+f (x,y)2 under vertical lightening [6,26,35]. We consider the following cases.
Case 1:
f (x, y) =

(1− |x|)2 + (1− |y|)2.
Then we have c(x, y) = 1f (x,y) and the exact steady solution is
u(x, y,∞) = (1− |x|)(1− |y|).
The solution is not smooth but piecewise bilinear. In the nodes which f (x, y) = 0, the wavefront speed is infinity. In such
points, we preassigned c(x, y) by a large enough number.
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Fig. 4. Evolution of Example 1.
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Fig. 5. Example 2. The right one is the exact steady solution and the left one is the numerical solution with 14× 14 mesh and dt = 0.001.
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Fig. 6. Example 2. Exact solution (dashed line) and numerical solution (cross points), mesh size = 6× 6, dt = 0.001 for Example 2.
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Fig. 8. Example 3. Exact solution (dashed line) and numerical solution (cross points), mesh size = 6× 6, dt = 0.001.
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Fig. 9. Example 3. The right one is the exact steady solution and the left one is the numerical solution with 16× 16 mesh and dt = 0.001.
Case 2:
f (x, y) = 2

y2(1− x2)2 + x2(1− y2)2.
Hence c(x, y) = 1f (x,y) with the exact steady solution is
u(x, y,∞) = (1− x2)(1− y2).
Note that the solution of this problem is smooth.
The computational results for both cases are presented in Tables 6 and 7, respectively. The contour plot of the wavefront
is depicted in Fig. 10 for the case 2. In Fig. 11, we plotted the numerical solution u(., t) on the 12×12mesh for both smooth
and non-smooth examples. Both exact and numerical results are plotted in Fig. 12.We can see the shock capturing properties
of the proposed scheme.
7.5. Example 5
LetΩ = [−1, 1]2,Γ = (0, 0) and
c(x, y) = 2
π

sin2

π
2 x
+ sin2 π2 y .
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Table 6
Numerical results for Example 4.
Mesh size L1 error L2 error L∞ error RMS
4× 4 1.3224× 10−5 7.4605× 10−6 4.7805× 10−6 2.0853× 10−6
5× 5 5.6836× 10−2 2.9491× 10−2 2.2318× 10−2 9.0095× 10−3
6× 6 1.3175× 10−2 6.5196× 10−2 3.8642× 10−2 1.9047× 10−3
8× 8 2.2171× 10−1 1.1326× 10−2 8.5275× 10−2 3.3829× 10−2
10× 10 4.5934× 10−2 2.2328× 10−2 1.9029× 10−2 6.7545× 10−3
12× 12 5.8045× 10−1 2.7429× 10−1 2.4051× 10−1 8.3695× 10−2
14× 14 7.5248× 10−1 3.2181× 10−1 2.4089× 10−1 9.8795× 10−2
16× 16 6.5824× 10−2 2.9358× 10−2 2.5228× 10−2 9.0543× 10−3
Table 7
Numerical results for Example 4.
Mesh size L1 error L2 error L∞ error RMS
4× 4 2.9713× 10−4 1.6611× 10−4 9.3027× 10−5 4.6427× 10−5
5× 5 2.7479× 10−3 1.8076× 10−3 9.3027× 10−3 5.5239× 10−4
6× 6 2.9226× 10−1 1.4502× 10−1 9.5332× 10−2 4.2369× 10−2
8× 8 1.0021× 10−1 5.7423× 10−2 5.9758× 10−2 1.7145× 10−2
10× 10 1.0981× 10−1 7.2869× 10−2 1.3832× 10−2 2.2044× 10−2
12× 12 1.6305× 10−2 9.4245× 10−2 1.3466× 10−2 2.8757× 10−3
14× 14 2.1220× 10−2 1.2080× 10−2 1.8395× 10−2 3.7086× 10−3
16× 16 2.8612× 10−2 2.8612× 10−2 1.6173× 10−2 4.9878× 10−3
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Fig. 10. Example 4. Shape from shading (a) non-smooth example (b) smooth example.
The exact solution of this test problem is
u(x, y,∞) = − cos
π
2
x

− cos
π
2
y

.
The solution is smooth, f (0, 0) = 0 indicates that the equation is degenerate at the origin, i.e., the propagating speed is
infinity [21]. In this point, we set a large enough quantity as the c(x, y). The numerical errors are summarized in Table 8.
The exact and numerical results at final time are presented in Fig. 12 such that they reveal the edge detection ability of the
SVV scheme.
8. Concluding remarks
In this paper, the pseudospectral viscosity schemeswere introduced and successfully implemented for a class of nonlinear
Hamilton–Jacobi equations, namely the Eikonal equation. The pseudospectral viscosity method is based on the applying a
‘‘spectral viscosity’’. While this viscosity operator is small enough to gain the spectral accuracy, it is sufficiently strong to
stabilize the numerical calculation. The accuracy of the pseudospectral methods is severely decreased by Gibbs oscillation
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Fig. 11. Example 4 (non-smooth example). Exact solution (dashed line) and numerical solution (cross points), mesh size = 12× 12, dt = 0.001.
Table 8
Numerical results for Example 5.
Mesh size L1 error L2 error L∞ error RMS
4× 4 2.8764× 10−4 1.6065× 10−4 9.3836× 10−5 4.4905× 10−5
5× 5 1.7287× 10−2 1.0118× 10−2 8.6661× 10−3 3.0910× 10−3
6× 6 1.1169× 10−2 5.2648× 10−2 3.0678× 10−3 1.5382× 10−3
8× 8 1.4327× 10−1 5.8032× 10−2 3.2953× 10−2 1.7329× 10−2
10× 10 4.3681× 10−1 2.2125× 10−2 2.7237× 10−2 6.6932× 10−2
12× 12 5.8917× 10−1 2.3501× 10−1 1.3159× 10−2 7.1709× 10−2
14× 14 8.6025× 10−1 3.3392× 10−1 1.8239× 10−2 1.0251× 10−2
16× 16 4.4621× 10−1 5.4872× 10−1 1.7793× 10−2 1.2480× 10−2
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Fig. 12. Example 5. Exact solution (dashed line) and numerical solution (cross points), mesh size = 7× 7, dt = 0.001.
when discontinuities are present. But the pseudospectral viscosity method can overcome this problem and seems to be a
simple way to stabilize the calculation for long-time simulation. The spectral viscosity method involves some parameters
which must be given an appropriate value to obtain good results. The applicability and simplicity of the SV method
are particularly relevant for solving the multidimensional problems which could be easily handled without dimensional
splitting. Some numerical tests depicted to observe the efficiency of the newmethod proposed in this paper. To approximate
the unknown function and its derivatives, the Legendre pseudospectral scheme employed to the phase space. Also the
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strong-stability-preserving Runge–Kutta method applied to deal with the time derivatives. From the numerical results
obtained, we can conclude that using the lower degree approximation relatively with smaller collocation points yields
accurate numerical results.
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