Abstract-A novel expression for the evaluation of 2 -sensitivity is developed for the cases of linear discrete-time systems, linear continuous-time systems, and two-dimensional (2-D) state-space digital filters. This is accomplished by introducing the concept of general controlability and observability Gramians in each case. Moreover, the 2 -sensitivity measures obtained here contain the conventional 1 2 -sensitivity measures as a special case. An iterative procedure for constructing the optimal coordinate transformation matrix that minimizes the 2 -sensitivity measure is then presented in each case. This procedure is advantageous since the initial estimate and the estimate at each iteration can be calculated analytically. Finally, three numerical examples are given to illustrate the utility of the proposed techniques.
I. INTRODUCTION
O NE OF THE primary finite-length register effects in fixed point digital filters is changes in the input-output description of the filter due to approximating real-number parameters with a finite binary representation. Such an effect is loosely called coefficient sensitivity and has been an important research topic since coefficient truncation or rounding may cause an originally stable filter to be an unstable one. It is well-known that the undesirable finite-word-length (FWL) effects can be reduced considerably by the appropriate selection of the filter structure. Several techniques for synthesizing linear discrete-time systems that minimize the coefficient sensitivity have been reported in [1] - [9] . These techniques can be divided into two main classes: -sensitivity minimization [1] - [5] and -sensitivity minimization [6] - [9] . It has been pointed out [6] - [9] that the sensitivity measure based on the norm only is natural and reasonable. The -sensitivity minimization has also been considered in linear continuous-time systems [10] . The problem of minimizing the coefficient sensitivity measure evaluated by using a mixture of norms has been studied for two-di- mensional (2-D) state-space digital filters [11] - [15] . Recently, the -sensitivity minimization problem has also been treated in the 2-D case [16] - [18] . This paper addresses the -sensitivity minimization problem for the cases of linear discrete-time systems, linear continuous-time systems, and 2-D state-space digital filters. To this end, we introduce the concept of general controllability and observability Gramians, and derive a novel expression for evaluating the -sensitivity for each case. This expression includes the conventional -sensitivity measure as a special case. Next, an iterative procedure for the minimization of an -sensitivity measure with respect to a positive-definite and symmetric matrix is presented in each case. This iteration procedure can be performed analytically. Three numerical examples are presented to demonstrate that the proposed algorithms offer faster convergence as well as improved solutions.
Throughout this paper, denotes the identity matrix of appropriate dimension. The transpose (conjugate transpose) of a matrix is indicated by , and and are used to denote the trace of a square matrix and the direct sum of matrices, respectively.
II. -SENSITIVITY MINIMIZATION OF LINEAR SYSTEMS

A. Linear Discrete-Time Systems
Let be a state-space description of a stable, controllable, and observable linear discrete-time system, i.e., (1) where is an state-variable vector, is a scalar input, is a scalar output, and , , , and are real constant matrices of appropriate dimensions. The transfer function of (1) is given by (2) Suppose that (1) is implemented by finite-word-length (FWL) fixed-point arithmetic with a -bit fractional representation and is realized by with parameters, the first-order approximation of Taylor's series expansion yields (5) It is obvious that the smaller , yield the smaller transfer-function error . For a fixed-point implementation of bits, the parameter perturbations are considered independent random variables uniformly distributed within the range . Then a measure of the transfer function error can statistically be defined by (6) where denotes the ensemble average operation. Since are independent random variables uniformly distributed, it follows that (7) where By carrying out a coordinate transformation (8) to (1), a new realization characterized by (9) can be derived. From (2) and (9), it is clear that the transfer function is invariant under the coordinate transformation of (8) .
Definition 1: Let be an real matrix and let be a scalar complex function of , differentiable with respect to all the entries of . The sensitivity function of with respect to is then defined as (10) where denotes the th entry of the matrix . From the foregoing arguments, the overall -sensitivity measure is defined by (12) where The terminology " -sensitivity" used here reflects the fact that the terms involved in (12) are all -norms, and the definition differs itself from the mixed sensitivity defined by (13a) whose upper bound, i.e., (13b) was the sensitivity measure employed by the authors of [1] - [5] . From a technical point of view, the main motivation of investigating the sensitivity was to overcome the difficulties introduced if the -norm term in would have been replaced by a -norm term. See [6] - [9] for some detailed accounts of this and other issues concerning the relationship between these two sensitivity measures.
Note that the -sensitivity measure, (12) , can also be expressed as The matrices and are called the controllability and observability Gramians, respectively, and can be obtained by solving the Lyapunov equations [20] (15a) (15b) Definition 3: The general controllability and observability Gramians for a linear discrete-time system (1) are defined by
respectively, where . Notice that, with , (16a) and (16b) become (15a) and (15b), respectively. In other words, the conventional controllabilty and observability Gramians, and , can be viewed as the special cases of the general controllability and observability Gramians, and . The theorem below relates the evaluation of the matrix to the general controllability and observability Gramians.
Theorem 1: The matrix defined in (14b) is symmetric and positive-definite and can be expressed in the form (17) Proof: The symmetry of matrix can be verified by evaluating using (14b) as (18) To show the positive definiteness of , let be an arbitrary nonzero column vector of dimension and use (14b) to compute (19) Next, noting that (20) and utilizing the Cauchy integral theorem (21) where is a counterclockwise contour that encircles the origin, it is possible to write the matrix as (22) where . Since is a scalar, it follows that (23) Hence (24) which coincides with (17) . This completes the proof of Theorem 1.
Making use of (17), we can write (14a) as (25) This is a new formula for expressing the -sensitivity of (12) in terms of the general controllability and observability Gramians. Once and are obtained, the computation quantity of each term in the right-hand side of (25) is constant independent of . Also, the infinite sum can be approximated with the finite sum by truncation provided that the system is stable. It should be noted that the first term in the right-hand side of (25) is identical to the upper bound of the -mixed sensitivity measure [1] - [5] . Therefore, the new formula for the -sensitivity reveals its connection to the -mixed sensitivity measure in a natural way.
Next, we consider the problem of synthesizing the optimal state-space model with minimum -sensitivity.
From (16a), (16b), and (9), the general controllability and observability Gramians and in the new realization are related to the original ones by (26) where . For the new realization , (25) is changed to (27) or equivalently (28) where is an positive-definite symmetric matrix. Note that in (27) and (28) the dependence of the -sensitivity measure on the coordinate transformation matrix (equivalently ) has been explicitly indicated. In this regard, it can be readily verified that the -sensitivity measure of the original realization as defined in (12) 
Note that in (37) corresponds to the upper bound of -mixed sensitivity measure [1] - [5] . The positive-definite symmetric matrix , say , minimizing (37) is then derived uniquely as (38) which serves as the initial estimate in the iteration process (35).
Once the optimal positive-definite symmetric matrix that minimizes (28) is obtained, the optimal coordinate transformation matrix is constructed as (39) where is any orthogonal matrix. The optimal statespace model with minimum -sensitivity can then be realized by substituting (39) into (9).
B. Linear Continuous-Time Systems
In a linear continuous-time system, the transfer function is given by (40) instead of (2). Equation (14a) is then written in the form (41) with where the controllability and observability Gramians and can be obtained by solving the Lyapunov equations [20] (42a) (42b) in place of (15a) and (15b). This can be viewed as the continuous-time version of (25), but in the present case (49) is an approximate expression for evaluating the -sensitivity of a linear continuous-time system in the state-space description. The infinite sum in (49) can be approximated with a finite sum by truncation provided that the system is stable. Note that the first term in the right-hand side of (49) is the upper bound of the -mixed sensitivity measure [10] , thus the -sensitivity expression in (49) offers an analytical relation to the -mixed sensitivity measure. In the realization of the optimal linear continuous-time system with minimum -sensitivity, (49) is changed to (50) or equivalently (51) where . Similar to the discrete-time case, the -sensitivity measure evaluated in (41) and (49) may be referred to as . It follows that the formulas in (31a), (34), and (35) also hold for the present case provided that and are modified to (52a) (52b) Consequently, the iteration process described by (34) and (35) and the initial estimate given by (38) can also apply to the linear continuous-time systems.
III.
- 
where is a counterclockwise contour that encircles the origin, it is possible to write the and in the form Hence, it suffices to deal with the matrix instead of . To make the subsequent derivation simple, in the following we omit the hat and write for .
By letting and , we obtain (70a) (70b) respectively, where
The iterative procedure reported in [18] can be used to solve (70a) and (70b) for and , that is,
where is derived from the previous iteration. The iteration continues until (72) where is a prescribed tolerance. The initial estimate can be obtained by minimizing the upper bound of -norms mixed sensitivity measure [11] , [14] (73) which yields a closed-form solution as (74) Once the positive-definite -optimal symmetric matrix is obtained, the -optimal coordinate transformation matrix can be constructed as (75) where and are arbitrary and orthogonal matrics, respectively. The -optimal filter structures that minimize (69) can be synthesized by substituting (75) into (56).
IV. NUMERICAL EXAMPLES
Example 1: Consider a linear discrete-time system, (1), specified by whose poles are at and . Using (15a) and (15b), its controllability and observability Gramians are calculated as By using (16a), (16b), (25), and (37), the -sensitivity measure and the first term in it are computed as where the infinite sum in (25) was truncated with (the same truncation will be applied hereafter in this example).
The initial estimate is derived from (38) as The -sensitivity profile of the first ten iterations is given in Table I , from which we see that with a tolerance the algorithm converges after four iterations. By substituting into (9), the optimal state-space model with minimum -sensitivity is then obtained as For comparison purposes, the gradient-flow-based algorithm [8] in which is generated by (76) was applied to the above example with the same initial estimate. In the simulation, the step-size in (76) is set to 0.28 (which seems the best), and the algorithm after 1000 iterations yields The -sensitivity profile of the first ten iterations is given in Table II . It is observed that, with a tolerance , the algorithm converges after four iterations.
By substituting into (9), the optimal state-space model with minimum -sensitivity is then obtained as Example 3: Consider a 2-D stable state-space digital filter of order (2,2) modeled by (53) where First, (60a), (60b), (62a), and (62b) were used with the truncation to evaluate and as shown at the bottom of the next page. Next, and were calculated using (63a) and (63b) with truncations and . The -sensitivity measure was then computed using (65) as where is defined in (73).
The initial estimate was computed using (74) as Then, using (69) and (73), we obtain Finally, by applying (71a) and (71b), with two iterations we obtain where or equivalently
The -sensitivity profile of the first ten iterations is given in Table III . Then, (69) and (73) were calculated as By substituting into (56), the optimal filter structure with minimum -sensitivity was obtained as shown at the bottom of the page.
It is noted that the -sensitivity measure in the optimal filter structure obtained here is considerably smaller than in the optimal filter structure obtained by Li [17] .
V. CONCLUSION
Novel expressions for the -sensitivity of linear discrete-time systems, linear continuous-time systems, and 2-D state-space digital filters have been developed. Each expression is derived in terms of the general controllability and observability Gramians. It has been shown that, for each class of systems, the new formula offers a natural connection between the -sensitivity and the -mixed sensitivity. An iterative procedure has also been proposed to facilitate the minimization of the new expressions of the -sensitivity measure. Our computer simulation results have demonstrated the effectiveness of the proposed techniques compared with several existing methods.
