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Abstract
We introduce a technique that simplifies the problem of imposing jump con-
ditions on interfaces that are not aligned with a computational grid in the
context of the Correction Function Method (CFM). The CFM offers a gen-
eral framework to solve Poisson’s equation in the presence of discontinuities
to high order of accuracy, while using a compact discretization stencil. A
key concept behind the CFM is enforcing the jump conditions in a least
squares sense. This concept requires computing integrals over sections of the
interface, which is a challenge in 3-D when only an implicit representation of
the interface is available (e.g., the zero contour of a level set function). The
technique introduced here is based on a new formulation of the least squares
procedure that relies only on integrals over domains that are amenable to
simple quadrature after local coordinate transformations. We incorporate
this technique into a fourth order accurate implementation of the CFM, and
show examples of solutions to Poisson’s equation computed in 2-D and 3-D.
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1. Introduction
Solving Poisson’s equation in the presence of discontinuities is of great
importance in science and engineering applications. In many cases, the dis-
continuities are caused by interfaces between different media, such as in
multiphase flows, Stefan’s problem, Janus drops, and other multiphase phe-
nomena. These interfaces follow themselves from solutions to differential
equations, and can assume complex configurations. For this reason, it is con-
venient to embed the interface into a regular triangulation or Cartesian grid
and solve Poisson’s equation in this regular domain. The Correction Func-
tion Method (CFM) [1–3] was developed to solve Poisson’s equation in this
context, and achieve high order of accuracy with a compact discretization
stencil.
The CFM is based on the concept of the correction function (introduced
in §2.1), which is the minimizer of an energy functional constructed to impose
the jump conditions and locally satisfy Poisson’s equation. In the present
paper we leverage the flexibility in this construction and propose a new for-
mulation that simplifies numerical implementation. A key ingredient of the
CFM is computing integrals over sections of the interface, which is a chal-
lenge in 3-D when only an implicit representation of the interface is available
(e.g., the zero contour of a level set function). There are several recent
methods that focus specifically on integrating functions on implicitly defined
surfaces [4–8]. However, these methods are designed to solve general prob-
lems that include non-trivial integration domains. In our context, we are
free to define the energy functional and we use this flexibility to simplify the
integration problem. Specifically, we define integration domains using ap-
proximate coordinate transformations such that we can always use standard
quadrature techniques.
We now define the problem precisely. Poisson’s equation with imposed
discontinuities (for brevity: discontinuous Poisson equation) is given by
∇ · (β(~x)∇u(~x)) = f(~x) for ~x ∈ Ω, (1a)
[u(~x)] = a(~x) for ~x ∈ Γ, (1b)
[β(~x)un(~x)] = b(~x) for ~x ∈ Γ, (1c)
u(~x) = g(~x) for ~x ∈ ∂Ω. (1d)
Here the solution domain Ω is split into two sub-domains, Ω1 and Ω2, by a
co-dimension 1 surface, Γ, disjoint from the boundary ∂Ω. This situation is
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illustrated in figure 1. Furthermore, a and b are known functions defined on
Γ, and square brackets denote the jump in the enclosed quantity across Γ,
i.e.,
[u(~x)] = lim
~x∗→ ~x
~x∗ ∈Ω2
u(~x∗)− lim
~x∗→ ~x
~x∗ ∈Ω1
u(~x∗).
Figure 1: Illustration of the solution domain for the discontinuous Poisson equation. The
domain Ω is split into two subdomains, Ω1 and Ω2, by the internal interface Γ.
In addition, we assume Dirichlet conditions on the domain boundary ∂Ω,
and that this boundary is aligned with the computational grid. However,
other boundary conditions can be used, such as Neumann or Robin, with no
effect on how jump conditions are imposed on the interface Γ.
Remark 1. The coefficient β denotes a known positive function, β = β(~x).
In many applications, β is discontinuous across the interface Γ. However, in
this paper we only consider the case where β is constant. The subject of this
paper is imposing the jump conditions when only an implicit representation
of the interface is available. The case of discontinuous β introduces addi-
tional difficulties in the context of the CFM formulation that are not related
to the subject of this paper. Hence, we address the matter of discontinuous β
in separate work. This matter was partially addressed in ref. [3] by coupling
the CFM with boundary integral equations. However, solving boundary in-
tegral equations to high order of accuracy using level set functions is also a
challenge. For this reason, work on a more general framework for the case of
discontinuous β is ongoing and will be addressed in future publications.
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Over the past four decades, several methods have been developed to
solve (1), and other closely related problems, with either an interface or a
boundary that is embedded into a regular triangulation or Cartesian grid [9–
38]. One of the shortcomings of many embedded methods is that they are
rather hard to generalize beyond first or second order of accuracy. However,
there are methods that achieve accuracy higher than second order, based
on one of the following ideas: (i) discretization stencils that incorporate the
jump (or boundary) conditions [20–22, 27, 28], or (ii) smooth extrapolations
of the solution constrained by the jump (or boundary) conditions [18, 32–
34]. In practice these ideas are implemented by Taylor expansion or a similar
concept, and high order of accuracy is obtained at the expense of wide dis-
cretization stencils. In turn, wide stencils introduce additional issues, such
as handling multiple crossings of the interface by a single stencil, and re-
strictions on the proximity between interfaces. The method introduced by
Mayo and collaborators [20–22] avoids wide discretization stencils by incor-
porating second and third derivatives of the jump conditions into the Taylor
expansion. On the other hand, computing higher derivatives of the jump
conditions requires the solution of an additional boundary integral equation.
In contrast to using Taylor expansion, the CFM [1–3] is based on com-
puting a smooth extension of the solution by solving a partial differential
equation that is compatible with Poisson’s equation. This concept results in
a general framework that, in principle, can achieve arbitrary order of accu-
racy, and maintains compact discretization stencils. In ref. [1] we introduced
the fundamentals of the CFM, and proposed a fourth order implementation
to solve (1) in 2-D when β is constant. In ref. [3] we extended the CFM to
solve (1) with piece-wise constant β, including the possibility of arbitrarily
large jumps in the equation’s coefficients (in [3] we showed third order con-
vergence for coefficient ratios of O(106)). The work of ref. [3] is inspired by
Mayo’s method [20, 21], and also requires the solution of a boundary integral
equation. However, there is an extension of the CFM for the case of discon-
tinuous β that does not require the solution of a boundary integral equation.
This extension is briefly discussed in ref. [2], and is the subject of current
research by the authors. The CFM has also been extended to other classes
of differential equations, such as the heat equation [2], the Navier-Stokes
equations [2], and the wave equation [39].
This paper is organized as follows. In §2 we present an overview of the
CFM for Poisson’s equation. Next, in §3 we present the details of the new
technique for imposing the jump conditions in a least squares sense, including
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its effects on the CFM formulation. In §4 we present solutions computed with
the modified CFM in 2-D and 3-D. Finally, the conclusions are in §5.
2. Overview of the Correction Function Method
2.1. The correction function
The Correction Function Method (CFM) was developed to solve the dis-
continuous Poisson problem (1) when the interface Γ is not aligned with a
computational grid [1–3]. The CFM is based on the notion of smooth ex-
tensions of the solution (denoted by u1 and u2) across the interface, and the
definition of the correction function: D = u2−u1. This function can be used
to complete discretization stencils that stride the interface.
We illustrate this point with a 1-D example. Consider the approximate
computation of uxx at grid node i using standard centered finite differences:
uxxi ≈
ui−1 − 2ui + ui+1
h2
, (2)
where h is a uniform grid spacing. Equation (2) is known to produce errors
O(h2) if u ∈ C2((xi−1, xi+1)). However, when u is discontinuous, as depicted
in figure 2, the approximation in (2) is not valid since it is based on Tay-
lor expansions. One way to address this issue, originally introduced in the
Ghost Fluid Method [29–31], is to estimate a smooth extension of the solu-
tion across the interface before applying the discretization. In practice, only
the difference between the smooth extension and the actual grid values are
x i-1 x i x x i+1
a
D i+1
u1
u2
Figure 2: Illustration of how the correction function is used to complete discretization
stencils. To compute uxxi , write u1i+1 = u2i+1 −Di+1, which leads to (3).
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needed. In the case depicted in figure 2, an estimate of Di+1 = u2i+1 − u1i+1
can be used to correct (2) as follows:
uxxi ≈
ui−1 − 2ui + ui+1
h2
− Di+1
h2
. (3)
To achieve high order of accuracy, the correction D needs to be computed to
at least the same order of accuracy as the discretization of Poisson’s equation.
Other methods use Taylor expansions to estimate D [30, 31] or, equivalently,
smooth extrapolations of u [29, 32–34]. In contrast, the CFM [1] computes D
by solving a partial differential equation defined on a narrow band of width
O(h) that surrounds the interface. As shown in ref. [1], when β is constant,
the correction function is defined as the solution to the following equation,
∇2D(~x) = (f2(~x)− f1(~x))/β = fD(~x) for ~x ∈ ΩΓ, (4a)
D(~x) = a(~x) for ~x ∈ Γ, (4b)
Dn(~x) = b(~x) for ~x ∈ Γ, (4c)
where ΩΓ denotes the narrow band around the interface in which the correc-
tion function is defined.
In (4), we assume that we have access to smooth extensions of f1 and f2
across the interface. To maintain the accuracy of the computations, these
extensions must in Cm−2, where m denotes the desired order of accuracy. In
most practical applications, f1 and f2 are simple functions (e.g., a constant),
and computing the extensions is trivial. In more complex cases, the exten-
sions can be computed following, for instance, the algorithm described by
Aslam [40].
Remark 2. Because (4) depends only on known parameters of the problem
(a, b, f , and the position of Γ), the CFM produces modifications to the
right-hand-side of the discretized equations only. As a result, one can solve
Poisson’s equation by inverting the exact same linear system as in problems
with no interface, but with a modified right-hand-side.
Remark 3. Equation (4) is an elliptic Cauchy problem. In a continuous
setting, this problem is ill-posed because small perturbations to the interface
conditions (4b-c) can result in arbitrarily large changes in the solution. How-
ever, in a numerical setting, where disturbances to (4b-c) are restricted to a
finite wave length, it is possible to develop well-behaved numerical schemes
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to solve this problem in a narrow band surrounding the interface. The least
squares approach used in the CFM (discussed below) is one such numerical
scheme. In ref. [1] we explain the implications of using this method in terms
of conditioning. ♣
In practice, it is convenient to solve (4) locally whenever the stencil used
to discretize the Laplace operator in (1a) crosses the interface. Namely, (4)
is solved in small patches ΩΓi , i ∈ SΓ, where SΓ denotes the set of stencils
that cross the interface. The construction of these patches is described in
§2.2.
The correction function is computed by solving a least squares minimiza-
tion. Let Pm(ΩΓi) denote some class of approximating functions that allow
mth order approximations to smooth functions within ΩΓi . For example,
polynomials of order m − 1. We search for an approximate solution to (4),
within ΩΓi , of the form D˜i(~x; ~c) =
∑
j cjϕj(~x), ϕj ∈ Pm(ΩΓi). The coeffi-
cients cj are computed by solving the following minimization problem.
~c∗ = arg min Ji(~c) (5)
where
Ji(~c) =
`4i
Vi
∫
ΩΓi
(∇2D˜(~x; ~c)− fD(~x))2 dV
+
1
Si
∫
Γi
((
D˜(~x; ~c)− a(~x))2 + `2i (D˜n(~x; ~c)− b(~x))2) dS. (6)
In the expression above, `i denotes a characteristic length of the patch ΩΓi ,
Vi is the volume of ΩΓi , Γi is the intersection of the interface Γ with the patch
ΩΓi , and Si is the area of this intersection.
The surface integral in (6) is responsible for imposing the jump conditions
from the original Poisson problem.1 Nevertheless, evaluating these integrals
is challenging in 3-D when only an implicit representation of the interface
is available. The source of the problem is that correction function patches
can intersect the interface in an arbitrary fashion, resulting in surface inte-
grals that cannot be evaluated with standard numerical quadrature. In §3
we introduce a modification to the least squares formulation that enables a
relatively simple implementation of the CFM in 3-D.
1Technically the surface integral in (6) imposes the Cauchy boundary conditions (4b–
c). But since these conditions are derived from the jump conditions of the original Poisson
problem, we refer to (4b–c) as “jump conditions” throughout the text.
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Figure 3: Patch used to define the correction function.
2.2. Correction function patch
Here we use the “node-centered” [1] approach to construct the patches
used to compute the correction function, as illustrated in figure 3 and de-
scribed below.
Let us consider stencil i ∈ SΓ, where SΓ is the set of stencils that straddle
the interface. We denote `i as the maximum distance between grid points
that are part of stencil i (the characteristic length of the stencil), and ~xi as
the average position of those same grid points (the center position of the
stencil). Furthermore, PΓ(~x) denotes an approximate projection of ~x onto
the interface Γ, defined as
PΓ(~x) = ~x− φ(~x)
(
~∇φ(~x)
||~∇φ(~x)||2
)
, (7)
where φ is the level set function used to represent the interface.
The correction function patch associated with stencil i, denoted as ΩΓi , is
a cube of edge length `i centered at ~x0i = PΓ(~xi). Furthermore, the patch is
oriented such that one of its diagonal planes coincides with the plane tangent
to the interface at ~x0i . Let nˆ =
~∇φ(~x0i)/||~∇φ(~x0i)|| denote the unit vector
normal to the interface at ~x0i , and tˆ1 and tˆ2 denote vectors tangent to the
surface, given by
tˆ1 = nˆ× eˆmin, tˆ2 = nˆ× tˆ1, (8)
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where eˆmin corresponds to the coordinate axis for which (nˆ· eˆmin) is minimum.
Then, define the following triad of unit vectors,
sˆ1 = (nˆ− tˆ1)/
√
2, sˆ2 = (tˆ2 − sˆ1), sˆ3 = tˆ2.
Finally, ΩΓi is given by
ΩΓi =
{
~x
∣∣∣∣ ~x = ~x0i + `i2
3∑
i=1
γisˆi, γi ∈ [−1, 1]
}
.
2.3. Accuracy and robustness
The accuracy of the CFM stems from the fact that the correction function
is defined as the solution to a PDE, which, in principle, can be solved to
arbitrary order of accuracy. In the method described above, the accuracy is
determined by the choice of basis functions used to represent D within each
patch. In this paper, as in ref. [1], we obtain fourth order of accuracy by
representing D with Hermite cubic interpolants.
In addition, the PDE that defines the correction function, and the least
squares procedure used to solve it, do not depend on the computational grid.
Hence, the CFM is applied exactly the same way for every discretization
stencil that crosses the interface, and no special cases need to be considered.
This feature makes the CFM very robust with respect to the arbitrary fashion
an interface can cross the computational grid.
3. New technique for imposing jump conditions in a least squares
sense
In this section we introduce a new technique for imposing the jump con-
ditions in a least squares sense. This technique is based on two main obser-
vations:
(i) The jump conditions can be enforced over any collection of surfaces
that lie within a reasonable distance from the center of the correction
function patch, and whose union has approximately the same area as a
diagonal plane of the cubic patch.
(ii) The level set function can be used to define local coordinate transfor-
mations that map L∞ balls on the interface onto squares.
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Figure 4: Local coordinate transformation Tq. Left: coordinates ξ and χ are defined by
the orthogonal projection onto the plane tangent to the interface at ~xq. Right: spherical
interface of radius r. The transformation is bijective if `q <
√
2r. The dark shaded region
denotes S(~xq, `q).
Hence, we impose the jump conditions on a collection of L∞ balls that sat-
isfies observation (i) and, per observation (ii), over which we can easily inte-
grate after appropriate coordinate transformations. These coordinate trans-
formations are introduced in §3.1. In order to evaluate surface integrals, we
also must be able to invert the (nonlinear) coordinate transformations effi-
ciently. In §3.2 we present an algorithm to compute an approximate inverse
of these transformations that only involves solving linear systems of equa-
tions. In §3.3 we show how to use the coordinate transformations, and their
inverses, to impose jump conditions in a least squares sense. Finally, in §3.4
we discuss implementation details.
3.1. Local coordinate transformation
Let ~xq denote a point on the interface Γ. Then, the following transfor-
mation maps a L∞ ball on the interface centered on ~xq onto a square. This
transformation is depicted in figure 4(a).
Definition 1. Local coordinate transformation. Let nˆ denote the unit
vector normal to the interface at ~xq, tˆ1 and tˆ2 denote vectors tangent to the
surface, given by (8), and φ denote the level set function that represents Γ.
Then, the local coordinate transformation {η, ξ, χ} = Tq(~x) is given by
η =
φ
||~∇φ(~xq)||
, ξ = tˆ1 · (~x− ~xq), χ = tˆ2 · (~x− ~xq).
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In particular, consider the ball
S(~xq, `q) = {~x ∈ Γ | ||~x− ~xq||n∞ ≤ `q},
where ||(.)||n∞ = max(|(.) · nˆ|, |(.) · tˆ1|, |(.) · tˆ2|). The transformation Tq maps
S(~xq, `q) onto the square {ξ, χ} ∈ [−`q/2, `q/2]2 on the η = 0 plane.
If S(~xq, `q) is close enough to a plane (i.e., `q is much smaller than the
minimum radius of curvature), the transformation is smooth and invertible
in S(~xq, `q). To illustrate this fact, consider the simple case of a spherical
interface of radius r, as depicted in figure 4(b). As long as S(~xq, `q) fits
strictly within a half-sphere, the projection is smooth and invertible (because
it is for any spherical cap smaller than a half-sphere). Simple geometry then
shows that, in this case, the criterion for smoothness and invertibility is
`q <
√
2r. For an ellipsoid a similar argument shows that the criterion
is `q <
√
2rmin (note that any surface can be, locally, approximated by an
ellipsoid). As discussed in §3.2, the algorithm used to approximate the inverse
transformation T−1q imposes a more stringent restriction to `q.
In practice, we link `q to the size of the computational grid used to repre-
sent the level set function, and thus is set by the user. As described in §3.4,
our implementation uses a convenient heuristics to check if the grid provided
by the user has adequate refinement to satisfy the restrictions on `q.
In addition, ~xq need not lie exactly on the interface. If ~xq is close to the
interface (in the `q-scale), then ξ and χ are given by an orthogonal projection
onto a plane approximately tangent to the interface. Hence Tq is well defined,
and the arguments above about smoothness and invertibility still apply.
3.2. Inverse transformation
Here we introduce an algorithm that computes an approximation to the
inverse transformation T−1q . This algorithm avoids having to solve a nonlinear
system of equations whenever an evaluation of T−1q is required, which leads
to significant computational savings.
Assume that the level set function φ is represented by a polynomial of
degree p. Let nˆ denote the unit vector normal to interface at ~xq, and tˆ1 and tˆ2
denote vectors that complete an orthonormal basis computed with (8). Then,
we define C(~xq, `q) as a cube of edge length `q centered at ~xq, as follows,
C(~xq, `q) =
{
~x
∣∣∣∣ ~x = ~xq + `q2 (γ1tˆ1 + γ2tˆ2 + γ3nˆ), γi ∈ [−1, 1]
}
.
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Figure 5: Cube C(~xq, `q) used to compute an approximation to the inverse transformation
T−1q .
Figure 5 depicts the cube C(~xq, `q). Algorithm 1 computes an approximation
to T−1q within the region Tq(C(~xq, `q)) using a Hermite polynomial of degree
p.
Algorithm 1 Approximate inverse transformation
1: Compute θi = Tq(~xi), where ~xi, i = 1, . . . , 8 denotes the 8 vertices of
C(~xq, `q).
2: Compute all derivatives ∂|α|Tq(~xi)/∂xα1∂yα2∂zα3 , with |α| =
∑
αi, and
max(αi) ≤ p− 2.
3: Using the inverse function theorem, compute all derivatives
∂|α|T−1q (θi)/∂η
α1∂ξα2∂χα3 , with max(αi) ≤ p− 2.
4: Solve for the Hermite polynomial of degree p that fits the inverse trans-
formation at θi.
The accuracy of the approximation to T−1 imposes an upper bound on
`q. The Hermite interpolation results in an error O(`
p+1
q D
(p+1)T−1), where
D(p+1) denotes derivatives of order p+ 1. Hence, an accurate approximation
is only possible when derivatives of order p + 1 are bounded. Furthermore,
the derivatives of T−1 are related to the ratio `q/rmin, i.e., to how flat the
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section of the interface is with respect to `q. We conjecture that, for a given
p, it is possible to choose a constant c > 0 such that `q < c rmin guarantees
D(p+1)T−1 = O(1). In particular, in our implementation we use p = 3.
For a spherical cap section of the interface, and p = 3, one can show that
c ≈ 0.4. This observation motivates the heuristics we use to determine an
upper bound for `q, as discussed in §3.4.
3.3. Imposing jump conditions
Our goal is to impose jump conditions over a piece of the interface that
includes enough information to define a unique solution to the Caucy prob-
lem (4) within each patch ΩΓi . In ref. [1] we show that in practice the method
works well if these conditions are imposed over a piece of the interface whose
area approximates the area of a diagonal plane of the correction function
patch, and that is located within a ball of radius O(`i) centered at the patch.
There are many choices of surfaces that satisfy this heuristics. Previous
implementations of the CFM impose jump conditions on the intersection be-
tween the interface and the correction function patch. Here we use the local
transformation in §3.1 to define the section of interface over which the jump
conditions are imposed, which simplifies the computation of surface integrals
via numerical quadrature.
Given ~xq ∈ Γ, the corresponding local transformation Tq, and its inverse
T−1q , one can evaluate the square error in satisfying the jump conditions over
the surface S(~xq, `q) as follows:
∫
S(~xq ,`q)
E dS =
∫ `s/2
−`s/2
∫ `s/2
−`s/2
E (T−1q
(
0, ξ, χ)
)∥∥∥∥∂~x∂ξ × ∂~x∂χ
∥∥∥∥ dξ dχ
≈
∑
j
(
wj E (T
−1
q
(
0, ξj, χj)
)∥∥∥∥∂~x∂ξ × ∂~x∂χ
∥∥∥∥
(0,ξj ,χj)
)
,
(9)
where
E = (D − a)2 + `2i (Dn − b)2,
wj are the weights of a numerical quadrature defined over the square
[−`q/2, `q/2]2, and (ξj, χj) are the quadrature points.
As discussed in §3.4, the location of the points ~xq and the length `q are
defined by the computational grid used to represent the level set function.
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Figure 6: The surface integrals are evaluated over L∞ balls over the interface. The sections
may overlap, and one patch may contain several sections.
In general, the patch ΩΓi can intersect several sections S(~xq, `q), each as-
sociated with a different ~xq, as illustrated by figure 6. Hence, within each
patch we impose the jump conditions over the union of all S(~xq, `q) regions
associated with the set Q = {q | ||~xq − ~x0i ||2 <
√
2/2 `i}. We incorporate
this new technique of imposing jump conditions into the CFM by modifying
the minimization functional (6) to
Jnewi =
`4i
Vi
∫
ΩΓi
(∇2D − fD)2dV
+
1
S˜i
∑
q∈Q
∫
S(~xq ,`q)
[(D − a)2 + `2i (Dn − b)2]dS,
(10)
where S˜i =
∑
q∈Q Sq, and Sq denotes the area of S(~xq, `q).
3.4. Implementation details
We use the discretization of the level set function φ to compute the set
of points ~xq and to determine the length `q. Let GΓ denote the grid used to
discretize φ, and XΓ denote the set of grid cells in GΓ that are crossed by
the interface. Then, for each cell q ∈ XΓ we set `q as the diagonal length
of the cell, and ~xq = PΓ(~xcq), where ~xcq denotes the center of the cell. This
implementation assumes that GΓ is fine enough to “resolve” the interface Γ,
such that the local transformation Tq is smooth and invertible, and that the
approximate algorithm used to compute T−1q is accurate.
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In practice, we assess the adequateness of `q by monitoring the determi-
nant of the Jacobian on the ξ − χ plane,
Jac =
∥∥∥∥∂~x∂ξ × ∂~x∂χ
∥∥∥∥
T−1(0,ξ,χ)
, (11)
evaluated at the quadrature points used to compute the surface integral (9).
Since (11) is computed to impose the jump conditions, computing this indi-
cator does not add to the computational cost. For a spherical cap section of
the interface we can show that `q < 0.4 r implies Jac > 0.83 (see §3.2 for the
motivation for this limitation on `q). Hence, we use this threshold to verify
whether `q is small enough in general cases.
Furthermore, to guarantee that GΓ can always be made as fine as needed,
we allow GΓ to be distinct from the grid used to solve the Poisson equation.
We make this distinction explicit by denoting the grid in which the Poisson
equation is solved by GP .
4. Results
In this section we verify the accuracy and robustness of the proposed
technique for imposing jump conditions with numerical examples in 2-D and
3-D.
The results shown here are computed with an overall fourth order accurate
scheme. Namely, we discretize Poisson’s equation using the standard 9-point
stencil in 2-D, and the equivalent 19-point stencil in 3-D. Furthermore, we
represent the correction function with Hermite cubic polynomials, which is
consistent with fourth order of accuracy. Finally, we represent the interfaces
using the Gradient-Augmented Level-Set (GALS) method [41], which is also
based on Hermite cubic polynomials.
Below we use analytic expressions to define the model problems, but
only the appropriate discrete data defined on a computational grid are used
as inputs to the code (this is close to a practical situation in which data
defining the interface is the result of a computation on the same grid). The
data is presented in terms of the exact solution (denoted by u), and the
level set function (denoted by φ). We verify accuracy by evaluating the L∞
norm of the error in the solution and its gradient. Furthermore, in some
problems the resolutions of GP (grid where Poisson’s equation is solved) and
GΓ (grid where the level set function is defined) are distinct. In these cases
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we maintain the resolution ratio between these grids constant during error
convergence studies.
In the first two examples we compare the accuracy of the technique pre-
sented here to the approach used in ref. [1] to solve 2-D problems. The CFM
implemented in ref. [1] differs from the current work in three main aspects:
(i) the patch used to compute the correction function, (ii) the weight given
to the jump condition in the least squares minimization (5–6), and (iii) the
technique used to compute the integrals along the interface. Since the focus
of the present paper is point (iii), in these examples we compute two sets of
solutions: minimizing (10) with the integration technique of §3 (coordinate
transformation), and minimizing (6) with the integration technique of ref. [1]
(curve parametrization). Both solutions are based on the patch construction
described in §2.2. We compare these solutions with the results presented in
ref. [1].
4.1. Smooth 5-pointed star
Here we reproduce example 2 of ref. [1], which involves a smooth 5-pointed
star. By considering a smooth interface we guarantee that the transformation
introduced in §3.1 is well defined, without the need of special considerations
near singular points (e.g., corners). In this example GP and GΓ are the same
grid. The problem is defined as follows.
• φ(x, y) = (x− 0.5)2 + (y − 0.5)2 − (0.25 + 0.05 sin(5ϕ(x, y))2.
• ϕ(x, y) = arctan
(y − 0.5
x− 0.5
)
.
• Ω1 = {(x, y) ∈ [0, 1]2 | φ(x, y) ≤ 0}.
• Ω2 = {(x, y) ∈ [0, 1]2 | φ(x, y) > 0}.
• u1(x, y) = exp(x) cos(y).
• u2(x, y) = 0.
Figure 7 shows the interface immersed into the Cartesian grid GP used
to solve the Poisson equation, along with a plot of the solution obtained
with the CFM. Figure 8 shows the error obtained with the present technique
(coordinate transformation), the current version of the CFM with integration
technique of ref. [1] (curve parametrization), and the results presented in
ref. [1]. All three versions of the CFM present fourth order of accuracy and
comparable errors.
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Figure 7: Example 1. Left: interface immersed into GP . Right: Solution given by the
CFM.
Figure 8: Example 1. Error convergence in the L∞ norm. Comparison of results com-
puted by evaluating surface integrals with coordinate transformation (current work), curve
parametrization, and results presented in ref. [1].
4.2. Touching circles
Here we reproduce example 5 of ref. [1], which involves two circular inter-
faces that touch at one point. In this example the interfaces are represented
by level set functions defined on independent grids: GΓ1 and GΓ2 . To be
consistent with the implementation of ref. [1], we choose GΓ1 and GΓ2 to be
the same as GP . The problem is defined as follows.
• φ1(x, y) =
(
x−0.5−0.2 cos(pi/e2))2 + (y−0.5−0.2 sin(pi/e2))2−0.01.
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Figure 9: Example 2. Left: interfaces immersed into GP , with circles that touch at single
point. Right: solution obtained with the CFM.
• φ2(x, y) = (x− 0.5)2 + (y − 0.5)2 − 0.09.
• Ω1 = {(x, y) ∈ [0, 1]2 | φ1(x, y) ≤ 0}.
• Ω2 = {(x, y) ∈ [0, 1]2 | φ1(x, y) > 0, φ2(x, y) ≤ 0}.
• Ω3 = {(x, y) ∈ [0, 1]2 | φ1(x, y) > 0, φ2(x, y) > 0}.
• u1(x, y) = sin(pix) sin(piy) + 5.
• u2(x, y) = sin(pix)
(
sin(piy)− exp(piy)).
• u3(x, y) = exp(x)
(
x2 sin(y) + y2
)
.
Figure 9 shows the interfaces immersed into the Cartesian grid GP used
to solve the Poisson equation, along with a plot of the solution obtained
with the CFM. Since the jump conditions (1b-c) are linear, one can solve
for correction functions associated with each interface independently and
combine them as needed – see remark 4. As shown in fig. 9, this approach
allows for arbitrarily close interfaces
Remark 4. In practice, the interfaces seen by the CFM are subject to errors
due to the level set representation. Hence, the “effective” interfaces likely do
not touch perfectly at just one point. They may cross over, or not touch at
all. However, the CFM can handle these situations seamlessly by computing
correction functions due to each of the interfaces independently. For instance,
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Figure 10: Example 2. Error convergence in the L∞ norm. Comparison of results com-
puted by evaluating surface integrals with coordinate transformation (current work), curve
parametrization, and results presented in ref. [1].
when the solution domain is subdivided into three regions by two interfaces,
such as in figure 9, the CFM computes D12 = u2 − u1 and D13 = u3 − u1,
where ui denotes the solution restricted to each of the three regions. Since the
jump conditions (1b-c) are linear, these correction functions can be combined
to compute D23 = u3 − u2 = D13 −D12 as needed. ♣
Figure 10 shows the error obtained with the present technique (coordinate
transformation), the current version of the CFM with integration technique
of ref. [1] (curve parametrization), and the results presented in ref. [1]. Once
again, all three versions of the CFM present fourth order of accuracy and
comparable errors.
4.3. Three interfaces in 2-D
This 2-D example, which is not in [1], illustrates the application of the new
implementation of the CFM to solve problems with more than two interfaces
close together. We solve the following problem with three interfaces:
• φ1(x1, y1) = (x1 − 0.3)2 + (y1 − 0.3)2 − 0.05.
• φ2(x2, y2) = (x2− 0.3)2 + (y2− 0.3)2−
(√
3/10 + 0.05 sin(5ϕ2(x2, y2)
)2
.
• φ2(x3, y3) = (x3− 0.25)2 + (y3− 0.25)2−
(
0.15 + 0.05 sin(2ϕ3(x3, y3)
)2
.
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• ϕ2(x2, y2) = arctan
(y2 − 0.3
x2 − 0.3
)
.
• ϕ3(x3, y3) = arctan
(y3 − 0.25
x3 − 0.25
)
.
• Ω1 = {(x1, y1) ∈ [0, 0.6]2 | φ1(x1, y1) ≤ 0}.
• Ω2 = {(x2, y2) ∈ [0, 0.6]2 | φ2(x2, y2) ≤ 0}.
• Ω3 = {(x3, y3) ∈ [0, 0.5]2 | φ3(x3, y3) ≤ 0}.
• Ω4 = {(x, y) ∈ [0, 1]2 |φi(x, y) > 0, i = 1, 2, 3}.
• u1(x, y) = exp(x)
(
x2 sin(y) + y2
)
.
• u2(x, y) = sin(pix) sin(piy) + 10.
• u3(x, y) = x y + 10.
• u4(x, y) = 10(x2 + y2).
In this example the level set grids (GΓ1 , GΓ2 , and GΓ3) are not the same as
GP . The relationships between the grid spacings are hΓ1/hP = hΓ2/hP = 0.6
and hΓ3/hP = 0.5. In the expressions above, each level set is defined in terms
of the Cartesian coordinates aligned with the corresponding grid. These
coordinates are defined as follows:
x1 = x− 0.34,
y1 = y − 0.37,
x2 = (x− 0.29) cos(35pi/180) + (y + 0.1) sin(35pi/180),
y2 = −(x− 0.29) sin(35pi/180) + (y + 0.1) cos(35pi/180),
x3 = (x− 0.885) cos(75pi/180) + (y + 0.048) sin(75pi/180),
y3 = −(x− 0.885) sin(75pi/180) + (y + 0.048) cos(75pi/180).
We illustrate the concept of independent level set grids in figure 11(left).
In this figure we show GΓ2 laid over GP , along with the immersed interfaces.
The solution obtained with the CFM is shown in figure 11(right). Once again
we observe that the CFM produces good results in the presence of multiple
interfaces. Furthermore, in addition to the expected fourth order convergence
of the error in the solution, we also observe third order convergence of the
error in the gradient, as shown in figure 12.
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Figure 11: Example 3. Left: interfaces immersed into GP . The grid GΓ2 used to represent
φ2 is also shown. Right: solution obtained with the CFM.
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Figure 12: Example 3. Convergence of the error of in the solution and its x-derivative in
the L∞ norm. The y-derivative behaves similarly.
4.4. Sphere with bumps
In this example we solve the following 3-D problem, which is illustrated
in figure 13.
• φ(x1, y1, z1) = (x1 − 0.35)2 + (y1 − 0.35)2 + (z1 − 0.35)2 − r2.
• r(ϕ, ψ) = √3/8 + (0.28/pi)(ϕ− ϕ2/pi) sin(3ϕ) sin(4ψ).
• ϕ(x1, y1) = arctan
(y1 − 0.35
x1 − 0.35
)
.
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Figure 13: Example 4. Interface immersed into GP , colored according to the intensity of
the jump in the solution across it.
• ψ(x1, y1, z1) = arccos
(
z1 − 0.35√
(x1 − 0.35)2 + (y1 − 0.35)2 + (z1 − 0.35)2
)
.
• Ω1 = {(x1, y1, z1) ∈ [0, 0.7]3 | φ(x1, y1, z1) ≤ 0}.
• Ω2 = {(x, y, z) ∈ [0, 1]3 | φ(x, y, z) > 0}.
• u1(x, y, z) = sin(pi(x+ z)/
√
2) exp(piy).
• u2(x, y, z) = 0.
In the expressions above, the level set φ is defined in terms of the Cartesian
coordinates aligned with GΓ. These coordinates are given by
x1 = x− 0.13,
y1 = y − 0.1,
z1 = z − 0.15.
Note that GΓ is distinct from GP , and the relationship between grid spacings
is hΓ/hP = 0.7.
Figure 13 shows the interface, colored according to the intensity in the
jump in the solution across it. Figure 14 shows a 2-D slice of the 3-D solution
computed with the CFM, as well as the interface immersed into the Cartesian
grid at the slicing plane. The error of the solution and its gradient are plotted
in figure 15. Just as in 2-D, the accuracy is fourth order in the solution and
third order in the gradient.
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Figure 14: Example 4. 2-D slice of the 3-D solution. Left: location of the slicing plane
(z = 0.39). Center: grid GP . Right: solution obtained with the CFM.
Figure 15: Example 4. Convergence of the error in the solution and its x-derivative in the
L∞ norm. The y and z-derivatives behave similarly.
4.5. Touching spheres
Here we present a 3-D version of example 2 in §4.2. We consider two
spherical interfaces that touch at a single point, as shown in figure 16. The
interfaces are each represented using independent level set grids and the
relationships between grid spacings are hΓ1/hP = 0.8 and hΓ2/hP = 0.5. The
problem is defined as follows:
• φ1(x1, y1, z1) = (x1 − 0.40)2 + (y1 − 0.40)2 + (z1 − 0.40)2 − 0.09.
• φ2(x2, y2, z2) = (x2 − 0.25)2 + (y2 − 0.25)2 + (z2 − 0.25)2 − 0.01.
• Ω1 = {(x1, y1, z1) ∈ [0, 0.8]3 |, φ1(x1, y1, z1) ≤ 0}.
• Ω2 = {(x2, y2, z2) ∈ [0, 0.5]3 | φ2(x2, y2, z2) ≤ 0}.
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Figure 16: Example 5. Interfaces immersed into GP , colored according to the intensity of
the jumps in the solution across them. The spheres touch at a single point. Transparency
is applied to the outer interface to show the internal interface.
• Ω3 = {(x, y, z) ∈ [0, 1]3 | φ1(x, y, z) > 0, φ2(x, y, z) > 0}.
• u1(x, y, z) =
(
sin(pix) sin(piy) + 5
)
log(x+ z + 2).
• u2(x, y, z) = sin
(
pi(x+ z)
)(
sin(piy)− exp(piy)).
• u3(x, y, z) = exp(x)
(
x2 sin(y) + y2
)
cos(piz).
In the expressions above, the level sets are defined in terms of the respective
grid coordinates, which are given by
x1 = x− 0.1,
y1 = y − 0.1,
z1 = z − 0.1,
x2 = x− 0.25− 0.2 cos(pi/e2) cos(pi/3ϕ),
y2 = y − 0.25− 0.2 sin(pi/e2) cos(pi/3ϕ),
z2 = z − 0.25− 0.2 sin(pi/3ϕ),
where ϕ denotes the golden ratio, ϕ = 1+
√
5
2
.
Figure 16 shows the interfaces, colored according to the intensity of the
jumps in the solution across them. Figure 17 shows a 2-D slice of the 3-D
solution, as computed with the CFM, on a plane close to the contact point
between the spheres. The error in the solution and gradient are plotted
in figure 18. Note that the accuracy of the solution and gradient does not
degrade, even though the interfaces are arbitrarily close.
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Figure 17: Example 5. 2-D slice of the 3-D solution. Left: location of the slicing plane
(z = 0.32). Center: grid GP . Right: solution obtained with the CFM.
Figure 18: Example 5. Convergence of the error in the solution and its x-derivative in the
L∞ norm. The y and z-derivatives behave similarly.
4.6. 3-D interfaces touching at two points
In this last example we apply the CFM to a 3-D problem with two in-
terfaces that touch at two points, as shown in figure 19. The interfaces are
represented using separate level set grids and the relationships between the
grid spacings are hΓ1/hP = 0.85 and hΓ2/hP = 0.6. The problem is defined
as follows:
• R = √(x1 − 0.425)2 + (y1 − 0.425)2 + (z1 − 0.425)2.
• ψ(x1, y1, z1) = arccos
(
z1 − 0.425
R2
)
.
• r(ψ) = 0.25 + 0.13 cos(2ψ).
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Figure 19: Example 6. Interfaces immersed into GP , colored according to the intensity of
the jumps in the solution across them. The interfaces touch at two distinct points.
• φ1(x1, y1, z1) = R2 − r2
• φ2(x2, y2, z2) = (x2 − 0.3)2 + (y2 − 0.3)2 + (z2 − 0.3)2 − 0.04.
• Ω1 = {(x1, y1, z1) ∈ [0, 0.85]3 | φ1(x1, y1, z1) ≤ 0}.
• Ω2 = {(x2, y2, z2) ∈ [0, 0.6]3 | φ2(x2, y2, z2) ≤ 0}.
• Ω3 = {(x, y, z) ∈ [0, 1]3 | φ1(x, y, z) > 0, φ2(x, y, z) > 0}.
• u1(x, y, z) = x y z.
• u2(x, y, z) = exp(x) cos(y) sin(z).
• u3(x, y, z) = log
(√
(x− 0.661)2 + (y − 0.651)2 + (z − 0.636)2).
Note that, in the expressions above, the level set functions are defined in
terms of their respective grid coordinates, given by
x1 = (x− 0.1) cos(10pi/180) + (z − 0.05) sin(10pi/180),
y1 = y − 0.05,
z1 = −(x− 0.1) sin(10pi/180) + (z − 0.05) cos(10pi/180),
x2 = x− 0.1047,
y2 = y − 0.1842,
z2 = z − 0.1249.
26
Figure 19 shows the interfaces, colored according to the intensity of the
jump in the solution across them. Figure 20 shows a 2-D slice of the 3-D
solution, as computed with the CFM, on a plane close to one of the contact
points. The errors in the solution and its gradient are plotted in figure 21.
These results corroborate the accuracy of this CFM implementation, as well
as its robustness with respect to situations with arbitrarily close interfaces.
Figure 20: Example 6. 2-D slice of the 3-D solution. Left: location of the slicing plane
(z = 0.5). Center: grid GP . Right: solution obtained with the CFM.
Figure 21: Example 6. Convergence of the error in the solution and its x-derivative in the
L∞ norm. The other derivatives behave similarly.
5. Conclusion
We present a new technique to impose jump conditions in a least squares
sense in the context of the Correction Function Method (CFM). This tech-
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nique results in a re-formulation of the CFM that significantly simplifies nu-
merical evaluation of surface integrals associated with the jump conditions,
especially when only an implicit representation of the interface is available
(e.g., the zero contour of a level set function). Furthermore, this new formu-
lation preserves the main features of the CFM: high order of accuracy and
compact discretization stencils.
The technique introduced here uses approximate coordinate transforma-
tions to map L∞ balls on the interface onto squares, defining interface sections
over which integration can be carried out easily using standard numerical
quadrature. The technique also exploits the flexibility of the CFM frame-
work to create a least squares formulation that only involves integrals over
collections of such L∞ balls, resulting in simple integral evaluations.
We show with numerical experiments that the reformulation of the CFM
incorporating the new technique is efficient, accurate, and robust with respect
to the arbitrary fashion in which the interface can intersect the computational
grid. In particular, we show fourth order of accuracy when solving Poisson’s
equation (1) when the diffusion coefficient β is constant. An extension of
this approach to problems involving discontinuous β is the subject of current
work.
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