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NONZERO RADIAL SOLUTIONS FOR ELLIPTIC SYSTEMS WITH
COUPLED FUNCTIONAL BCS IN EXTERIOR DOMAINS
FILOMENA CIANCIARUSO, GENNARO INFANTE, AND PAOLAMARIA PIETRAMALA
Abstract. We prove new results on the existence, non-existence, localization and mul-
tiplicity of nontrivial radial solutions of a system of elliptic boundary value problems on
exterior domains subject to nonlocal, nonlinear, functional boundary conditions. Our ap-
proach relies on fixed point index theory. As a by-product of our theory we provide an
answer to an open question posed by do O´, Lorca, Sa´nchez and Ubilla. We include some
examples with explicit nonlinearities in order to illustrate our theory.
1. Introduction
The existence of solutions of elliptic systems on exterior domains has been studied by
a number of authors. Two interesting papers in this direction are the ones by do O´ and
co-authors [14, 15], where results on the existence, non-existence and multiplicity of positive
solutions of the elliptic system with non-homogenous boundary conditions (BCs)
(1.1)


∆u+ f1(|x|, u, v) = 0, |x| ∈ [1,+∞),
∆v + f2(|x|, u, v) = 0, |x| ∈ [1,+∞),
u(x) = a for x ∈ ∂B1, lim
|x|→+∞
u(|x|) = 0,
v(x) = b for x ∈ ∂B1, lim
|x|→+∞
v(|x|) = 0,
were given. The methodology in [14, 15] relies on a careful use of the Krasnosel’ski˘ı-Guo
Theorem on cone compressions and cone expansions combined with the upper-lower solutions
method and the fixed point index theory. These papers follows earlier works by do O´ et al [11]
on annular domains with non-homogenous BCs, and by Lee [40] on Dirichlet BCs on exterior
domains. In [15] (see Open Problem 3) the authors posed an interesting question regarding
the existence of multiple positive solutions of the elliptic system (1.1) under more general
BCs.
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Here we study the existence and the multiplicity of nonzero solutions of the system of
nonlinear elliptic BVPs with nonlocal and functional BCs
(1.2)


∆u+ h1(|x|)f1(u, v) = 0, |x| ∈ [R1,+∞),
∆v + h2(|x|)f2(u, v) = 0, |x| ∈ [R1,+∞),
u(R1x) = β1u(Rηx) for x ∈ ∂B1, lim
|x|→+∞
u(|x|) = H1[u, v],
v(R1x) = δ1
∂v
∂r
(Rξx) for x ∈ ∂B1, lim
|x|→+∞
v(|x|) = H2[u, v],
where x ∈ Rn, n ≥ 3, β1, δ1 ∈ R, R1 > 0, Rη, Rξ ∈ (R1,+∞), Bρ = {x ∈ Rn : |x| < ρ}, ∂
∂r
denotes (as in [18]) differentiation in the radial direction r = |x| and Hi are suitable compact
functionals, not necessarily linear.
We stress that a variety of methods has been used to study the existence of solutions of
elliptic equations subject to homogeneous BCs on exterior domains; for example topological
methods where employed by Lee [40], Stanczy [46], Han and Wang [22], do O´ and others [12],
Abebe and co-authors [1] and Orpel [42], a priori estimates were utilised by Castro et al [5],
sub and super solutions were used by Sankar and others [45] and Djedali and Orpel [10] and
variational methods were used by Orpel [41].
In the context of non-omogeneous BCs, elliptic problems in exterior domains were stud-
ied by Aftalion and Busca [2] and do O´ and others [14, 13, 15, 16], nonlinear BCs were
investigated by Butler and others [4], Dhanya et al [9], Ko and co-authors [33], Lee and
others [39].
In order to discuss the existence of nonzero solutions of the elliptic system (1.2), we study
the associated system of perturbed Hammerstein integral equations

u(t) =
(
1 + (β1−1)t
1−β1η
)
H1[u, v] +
∫ 1
0
k1(t, s)g1(s)f1(u(s), v(s)) ds,
v(t) =
(
1− t
1−β2
)
H2[u, v] +
∫ 1
0
k2(t, s)g2(s)f2(u(s), v(s)) ds.
The existence of solutions of systems of (different kinds) of perturbed Hammerstein integral
equations has been studied, for example, in [17, 19, 20, 23, 24, 25, 26, 31, 32, 49]. When
using Krasnosel’ski˘ı-type arguments for these kind of systems, one difficulty to be overcome
is how to control on the growth of the perturbation. In the recent manuscript [7] the authors
used local estimates via linear functionals. Here we also use local estimates, but with affine
functionals instead. This allows more flexibility when dealing with the existence results.
The paper is organized as follows: Section 2 is devoted to the existence and non-existence
results for the system (1.2); in Section 3 we briefly illustrate how our theory allows us to
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deal with more general conditions than the ones present in (1.1), giving a positive answer to
the Open Problem 3 of [15].
Our methodology relies on classical fixed point index theory (see for example [3, 21]) and
also benefit of ideas from the papers [17, 23, 25, 28, 30, 37, 38, 47, 48].
2. A system of elliptic PDEs in exterior domains
We consider the system of boundary value problems
(2.1)


∆u+ h1(|x|)f1(u, v) = 0, |x| ∈ [R1,+∞),
∆v + h2(|x|)f2(u, v) = 0, |x| ∈ [R1,+∞),
u(R1x) = β1u(Rηx) for x ∈ ∂B1, lim
|x|→+∞
u(|x|) = H1[u, v],
v(R1x) = δ1
∂v
∂σ
(Rξx) for x ∈ ∂B1, lim
|x|→+∞
v(|x|) = H2[u, v],
where x ∈ Rn, β1, δ1 ∈ R, R1 > 0, Rη, Rξ ∈ (R1,+∞). We assume that, for i = 1, 2,
• fi : R× R→ [0,+∞) is continuous;
• hi : [R1,+∞) → [0,+∞) is continuous and hi(|x|) ≤ 1|x|n+µi for |x| → +∞ for some
µi > 0.
Consider in Rn, n ≥ 3, the equation
(2.2) △w + h(|x|)f(w) = 0, |x| ∈ [R1,+∞).
In order to establish the existence of radial solutions w = w(r), r = |x|, we proceed as in [4]
and rewrite (2.2) in the form
(2.3) w′′(r) +
n− 1
r
w′(r) + h(r)f(w(r)) = 0, r ∈ [R1,+∞).
Set w(t) = w(r(t)), where
r(t) := R1 t
1
2−n , t ∈ [0, 1]
and take, for t ∈ [0, 1],
φ(t) := r(t)
R1
(n− 2)2 t
2n−3
2−n ,
then (2.3) becomes
w′′(t) + φ(t)h(r(t))f(w(t)) = 0, t ∈ [0, 1].
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Set u(t) = u(r(t)) and v(t) = v(r(t)). Thus to the system (2.1) we associate the system
of ODEs
(2.4)


u′′(t) + g1(t)f1(u(t), v(t)) = 0, t ∈ (0, 1),
v′′(t) + g2(t)f2(u(t), v(t)) = 0, t ∈ (0, 1),
u(0) = H1[u, v], u(1) = β1u(η),
v(0) = H2[u, v], v(1) = β2v
′(ξ),
where
gi(t) := φ(t)hi(r(t)), β2 = (2− n)δ1 ξ
Rξ
and ξ, η ∈ (0, 1) are such that r(η) = Rη and r(ξ) = Rξ.
We study the existence of nontrivial solutions of the system (2.4), by means of the asso-
ciated system of perturbed Hammerstein integral equations
(2.5)

u(t) =
(
1 + (β1−1)t
1−β1η
)
H1[u, v] +
∫ 1
0
k1(t, s)g1(s)f1(u(s), v(s)) ds,
v(t) =
(
1− t
1−β2
)
H2[u, v] +
∫ 1
0
k2(t, s)g2(s)f2(u(s), v(s)) ds,
where the Green’s functions k1 and k2 are given by
(2.6) k1(t, s) :=
t
1− β1η (1− s)−


β1t
1− β1η (η − s), s ≤ η,
0, s > η,
−

t− s, s ≤ t,0, s > t,
and
(2.7) k2(t, s) :=
t
1− β2 (1− s)−


β2t
1− β2 , s ≤ ξ,
0, s > ξ,
−

t− s, s ≤ t,0, s > t.
Due to the presence of the parameters β1, β2, η, ξ, several cases can occur; here we restrict
our attention to the case
(2.8) 1 ≤ β1 < 1
η
and 0 ≤ β2 < 1− ξ.
The choice (2.8) is due to brevity and to the fact that it enables us to illustrate the different
behaviour of the solution (u, v) in the two components: u is non-negative on [0, 1] and v is
positive on some sub-interval of [0, 1] and is allowed to change sign elsewhere.
In the following Lemma we summarize some properties of the Green’s functions k1 and k2
that can be found in [29, 47].
Lemma 2.1. The following hold:
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(1) The kernel k1 is non-negative and continuous in [0, 1]× [0, 1]. Moreover we have
0 ≤k1(t, s) ≤ Φ1(s), for (t, s) ∈ [0, 1]× [0, 1],
k1(t, s) ≥ ck1Φ1(s), for (t, s) ∈ [a1, b1]× [0, 1],
where we take
Φ1(s) =
β1s(1− s)
1− β1η ,
an arbitrary [a1, b1] ⊂ (0, 1] and
ck1 = min{a1η, 4a1(1− β1η)η, η(1− β1η)}.
(2) The kernel k2 in [0, 1]× [0, 1] is non-positive for
1− β2 ≤ t ≤ 1 and 0 ≤ s ≤ ξ
and is discontinuous on the segment {t ∈ [0, 1], s = η}. Moreover we have
|k2(t, s)| ≤ Φ2(s), for (t, s) ∈ [0, 1]× [0, 1],
k2(t, s) ≥ ck2Φ2(s) for (t, s) ∈ [a2, b2]× [0, 1],
where we take
Φ2(s) = max{1, β2/ξ} s(1− s)
1− β2 ,
an arbitrary [a2, b2] ⊂ (0, 1− β2) and
ck2 =
min{4a2(1− β2 − ξ), (1− b2 − β2)}
max{1, β2/ξ} .
We note that, for i = 1, 2,
giΦi ∈ L1[0, 1], gi ≥ 0
and assume that
• ∫ bi
ai
Φi(s)gi(s) ds > 0.
We denote by C[0, 1] the space of the continuous functions on [0, 1] equipped with the
norm ‖w‖ := max{|w(t)|, t ∈ [0, 1]} and set
γ1(t) := 1 +
(β1 − 1)t
1− β1η and γ2(t) := 1−
t
1− β2 .
We have, for i = 1, 2, γi ∈ C[0, 1] and
γi(t) ≥ cγi‖γi‖, t ∈ [ai, bi],
||γ1|| = β1(1− η)
1− β1η , cγ1 =
β1 − 1
β1(1− η)a1 +
1− β1η
β1(1− η) ,
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||γ2|| =


β2
1−β2
, β2 ≥ 1/2,
1, β2 ≤ 1/2,
and cγ2 =


1−β2
β2
− b2
β2
, β2 ≥ 1/2,
1− b2
1−β2
, β2 ≤ 1/2.
We consider the space C[0, 1]× C[0, 1] endowed (with abuse of notation) with the norm
‖(u, v)‖ := max{‖u‖, ‖v‖}.
Recall that a cone K in a Banach space X is a closed convex set such that λ x ∈ K for
x ∈ K and λ ≥ 0 and K ∩ (−K) = {0}. Due to the properties above, we can work in the
cone K in C[0, 1]× C[0, 1] defined by
K := {(u, v) ∈ K1 ×K2},
where
K1 := {w ∈ C[0, 1] : w ≥ 0, min
t∈[a1,b1]
w(t) ≥ c1‖w‖}
and
K2 := {w ∈ C[0, 1] : min
t∈[a2,b2]
w(t) ≥ c2‖w‖},
with ci = min{cki, cγi}. Note that the functions in K1 are non-negative, while in K2 are
allowed to change sign outside the interval [a2, b2]. K1 is a kind of cone firstly used by
Krasnosel’ski˘ı, see [34], and D. Guo, see e.g. [21], while K2 has been introduced by Infante
and Webb in [30].
By a nontrivial solution of the system (2.1) we mean a solution (u, v) ∈ K of the system
(2.5) such that ‖(u, v)‖ > 0.
We assume that
• For i = 1, 2, Hi : K → [0,∞) is a compact functional.
Under our assumptions, it is possible to show that the integral operator
T (u, v)(t) :=
(
γ1(t)H1[u, v] + F1(u, v)(t)
γ2(t)H2[u, v] + F2(u, v)(t)
)
:=
(
T1(u, v)(t)
T2(u, v)(t)
)
,
where
Fi(u, v)(t) :=
∫ 1
0
ki(t, s)gi(s)fi(u(s), v(s)) ds,
leaves the cone K invariant and is compact.
Lemma 2.2. The operator T maps K into K and is compact.
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Proof. Take (u, v) ∈ K such that ||(u, v)|| ≤ r. Then we have, for t ∈ [0, 1],
|T2(u, v)(t)| =
∣∣∣γ2(t)H2[u, v] +
∫ 1
0
k2(t, s)g2(s)f2(u(s), v(s)) ds
∣∣∣
≤|γ2(t)|H2[u, v] +
∫ 1
0
|k2(t, s)|g2(s)f2(u(s), v(s)) ds
and, taking the supremum over [0, 1], we obtain
||T2(u, v)|| ≤ ||γ2||H2[u, v] +
∫ 1
0
Φ2(s)g2(s)f2(u(s), v(s)) ds.
Moreover we have
min
t∈[a2,b2]
T2(u, v)(t) ≥ cγ2 ||γ2||H2[u, v] + ck2
∫ 1
0
Φ2(s)g2(s)f2(u(s), v(s)) ds
≥ c2||T2(u, v)||.
Hence we have T2(u, v) ∈ K2. In a similar manner we proceed for T1(u, v).
Moreover, the map T is compact since the components Ti are sum of two compact maps:
by routine arguments, the compactness of Fi can be shown and, since γi is continuous, the
perturbation γi(t)Hi[u, v] maps bounded sets into bounded subsets of a finite dimensional
space. 
2.1. Index calculations. If U is a open bounded subset of a cone K (in the relative topol-
ogy) we denote by U and ∂U the closure and the boundary relative to K. When U is an
open bounded subset of X we write UK = U ∩K, an open subset of K.
We summarize in the next Lemma some classical results regarding the fixed point index,
for more details see [3, 21].
Lemma 2.3. Let U be an open bounded set with 0 ∈ UK and UK 6= K. Assume that
S : UK → K is a compact map such that x 6= Sx for all x ∈ ∂UK . Then the fixed point
index iK(S, UK) has the following properties.
(1) If there exists e ∈ K \ {0} such that x 6= Sx+λe for all x ∈ ∂UK and all λ > 0, then
iK(S, UK) = 0.
(2) If µx 6= Sx for all x ∈ ∂UK and for every µ ≥ 1, then iK(S, UK) = 1.
(3) If iK(S, UK) 6= 0, then S has a fixed point in UK .
(4) Let U1 be open in X with U1K ⊂ UK. If iK(S, UK) = 1 and iK(S, U1K) = 0, then S has
a fixed point in UK \U1K . The same result holds if iK(S, UK) = 0 and iK(S, U1K) = 1.
For our index calculations we use the following (relative) open bounded sets in K:
Kρ1,ρ2 = {(u, v) ∈ K : ‖u‖ < ρ1 and ‖v‖ < ρ2}
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and
Vρ1,ρ2 = {(u, v) ∈ K : min
t∈[a1,b1]
u(t) < ρ1 and min
t∈[a2,b2]
v(t) < ρ2}.
The set Vρ,ρ was introduced in [24] and is equal to the set called Ω
ρ/c in [17], an extension
to the case of systems of a set given by Lan [36]. The choice of different radii (used also in
the papers [6, 7, 27]) allows more freedom in the growth of the nonlinearities.
We utilize the following Lemma, similar to Lemma 5 of [17]. The proof follows as the
corresponding one in [17] and is omitted.
Lemma 2.4. The sets Kρ1,ρ2 and Vρ1,ρ2 have the following properties:
(1) Kρ1,ρ2 ⊂ Vρ1,ρ2 ⊂ Kρ1/c1,ρ2/c2.
(2) (w1, w2) ∈ ∂Vρ1,ρ2 iff (w1, w2) ∈ K, min
t∈[ai,bi]
wi(t) = ρi for some i ∈ {1, 2} and
min
t∈[aj ,bj ]
wj(t) ≤ ρj for j 6= i.
(3) If (w1, w2) ∈ ∂Vρ1,ρ2, then for some i ∈ {1, 2} ρi ≤ wi(t) ≤ ρi/ci for t ∈ [ai, bi] and
for j 6= i 0 ≤ wj(t) ≤ ρj/cj for t ∈ [aj , bj ].
(4) (w1, w2) ∈ ∂Kρ1,ρ2 iff (w1, w2) ∈ K, ‖wi‖ = ρi for some i ∈ {1, 2} and ‖wj‖ ≤ ρj
for j 6= i.
Now we prove a result concerning the fixed point index on the set Kρ1,ρ2.
Lemma 2.5. Assume that
(I1ρ1,ρ2) there exist ρ1, ρ2 > 0, A
ρ1,ρ2
1 , A
ρ1,ρ2
2 ≥ 0, linear functionals αρ1,ρ2ij [·] : Kj → [0,+∞),
involving positive Stieltjes measures given by
αρ1,ρ2ij [w] =
∫ 1
0
w(t) dCij(t),
where Cij is of bounded variation, such that, for i = 1, 2,
• αρ1,ρ2ii [γi] < 1,
• Hi[u, v] ≤ Aρ1,ρ2i + αρ1,ρ2i1 [u] + αρ1,ρ2i2 [v] for (u, v) ∈ ∂Kρ1,ρ2 ,
• the following inequality holds with j = 1, 2, j 6= i:
(2.9) f ρ1,ρ2i
( ||γi||
1− αρ1,ρ2ii [γi]
∫ 1
0
Ki(s)gi(s) ds+ 1
mi
)
+ ||γi||
Aρ1,ρ2i + ρjα
ρ1,ρ2
ij [1]
ρi(1− αρ1,ρ2ii [γi])
< 1,
where
f ρ1,ρ2i := sup
{fi(u, v)
ρi
: (u, v) ∈ [0, ρ1]× [−ρ2, ρ2]
}
,
Ki(s) :=
∫ 1
0
ki(t, s) dCii(t) and
1
mi
:= sup
t∈[0,1]
∫ 1
0
|ki(t, s)|gi(s) ds.
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Then iK(T,Kρ1,ρ2) is equal to 1.
Proof. We show that µ(u, v) 6= T (u, v) for every (u, v) ∈ ∂Kρ1,ρ2 and for every µ ≥ 1. In fact,
if this does not happen, there exist µ ≥ 1 and (u, v) ∈ ∂Kρ1,ρ2 such that µ(u, v) = T (u, v).
Firstly we assume that ‖u‖ ≤ ρ1 and ‖v‖ = ρ2. Then we have, for t ∈ [0, 1],
(2.10) µv(t) = γ2(t)H2[u, v] + F2(u, v)(t).
Applying αρ1,ρ222 to both sides of (2.10), we obtain
µαρ1,ρ222 [v] =α
ρ1,ρ2
22 [γ2]H2[u, v] + α
ρ1,ρ2
22 [F2(u, v)]
≤αρ1,ρ222 [γ2](Aρ1,ρ22 + αρ1,ρ221 [u] + αρ1,ρ222 [v]) + αρ1,ρ222 [F2(u, v)]
≤αρ1,ρ222 [γ2](Aρ1,ρ22 + ρ1αρ1,ρ221 [1] + αρ1,ρ222 [v]) +
∫ 1
0
K2(s)g2(s)f2(u(s), v(s)) ds.
Therefore we obtain
(µ− αρ1,ρ222 [γ2])αρ1,ρ222 [v] ≤ρ2αρ1,ρ222 [γ2]
(Aρ1,ρ22
ρ2
+
ρ1
ρ2
αρ1,ρ221 [1]
)
+ ρ2
∫ 1
0
K2(s)g2(s)f2(u(s), v(s))
ρ2
ds,
and, consequently, we get
αρ1,ρ222 [v] ≤
ρ2 α
ρ1,ρ2
22 [γ2]
µ− αρ1,ρ222 [γ2]
(Aρ1,ρ22
ρ2
+
ρ1
ρ2
αρ1,ρ221 [1]
)
+
ρ2
µ− αρ1,ρ222 [γ2]
∫ 1
0
K2(s)g2(s)f2(u(s), v(s))
ρ2
ds
≤ ρ2 α
ρ1,ρ2
22 [γ2]
1− αρ1,ρ222 [γ2]
(Aρ1,ρ22 + ρ1αρ1,ρ221 [1]
ρ2
)
+
ρ2
1− αρ1,ρ222 [γ2]
∫ 1
0
K2(s)g2(s)f2(u(s), v(s))
ρ2
ds.
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Moreover, we have
µ|v(t)| = |γ2(t)H2[u, v] + F2(u, v)(t)|
≤ |γ2(t)|H2[u, v] +
∫ 1
0
|k2(t, s)|g2(s)f2(u(s), v(s)) ds
≤ |γ2(t)|(Aρ1,ρ22 + αρ1,ρ221 [u] + αρ1,ρ222 [v]) +
∫ 1
0
|k2(t, s)|g2(s)f2(u(s), v(s)) ds
≤ ρ2
(
|γ2(t)|A
ρ1,ρ2
2 + ρ1α
ρ1,ρ2
21 [1]
ρ2
+ |γ2(t)|
(
αρ1,ρ222 [γ2]
1− αρ1,ρ222 [γ2]
(Aρ1,ρ22 + ρ1αρ1,ρ221 [1]
ρ2
)
+
1
1− αρ1,ρ222 [γ2]
∫ 1
0
K2(s)g2(s)f2(u(s), v(s))
ρ2
ds
)
+
∫ 1
0
|k2(t, s)|g2(s)f2(u(s), v(s))
ρ2
ds
)
= ρ2
(
|γ2(t)|A
ρ1,ρ2
2 + ρ1α
ρ1,ρ2
21 [1]
ρ2(1− αρ1,ρ222 [γ2])
+
|γ2(t)|
1− αρ1,ρ222 [γ2]
∫ 1
0
K2(s)g2(s)f2(u(s), v(s))
ρ2
ds
+
∫ 1
0
|k2(t, s)|g2(s)f2(u(s), v(s))
ρ2
ds
)
.
Taking the supremum over [0, 1] gives
µρ2 ≤ ρ2
(
||γ2||A
ρ1,ρ2
2 + ρ1α
ρ1,ρ2
21 [1]
ρ2(1− αρ1,ρ222 [γ2])
+
||γ2||
1− αρ1,ρ222 [γ2]
f ρ1,ρ22
∫ 1
0
K2(s)g2(s) ds
+ f ρ1,ρ22 sup
t∈[0,1]
∫ 1
0
|k2(t, s)|g2(s)ds
)
.
Using the hypothesis (2.9) we obtain µρ2 < ρ2. This contradicts the fact that µ ≥ 1 and
proves the result.
The case ‖u‖ = ρ1 and ‖v‖ ≤ ρ2 is simpler and therefore is omitted. 
Remark 2.6. Take ω ∈ L1([0, 1]× [0, 1]) and denote by
ω+(t, s) = max{ω(t, s), 0}, ω−(t, s) = max{−ω(t, s), 0}.
Then we have
(2.11)
∣∣∣∣
∫ 1
0
ω(t, s)ds
∣∣∣∣ ≤ max
{∫ 1
0
ω+(t, s)ds,
∫ 1
0
ω−(t, s)ds
}
≤
∫ 1
0
|ω(t, s)|ds,
since ω = ω+ − ω− and |ω| = ω+ + ω−.
Note that, using the inequality (2.11) as in [27, 28], it is possible to relax the growth
assumptions on the nonlinearity f2 in Lemma 2.5, by replacing the quantity
sup
t∈[0,1]
∫ 1
0
|k2(t, s)|g2(s)ds
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with
sup
t∈[0,1]
{
max
{∫ 1
0
k+2 (t, s)g2(s) ds,
∫ 1
0
k−2 (t, s)g2(s) ds
}}
.
For example, if we fix β2 = 1/2, ξ = 1/3 in (2.7) and g2 ≡ 1, we obtain
sup
t∈[0,1]
{
max
{∫ 1
0
k+2 (t, s) ds,
∫ 1
0
k−2 (t, s) ds
}}
= sup
t∈[1/2,1]
1
18
(−9t2 + 14t− 1) = 0.247
and
sup
t∈[0,1]
∫ 1
0
|k2(t, s)|ds = sup
t∈[1/2,1]
1
18
(−9t2 + 16t− 2) = 0.284.
We give a first Lemma that shows that the index is 0 on a set Vρ1,ρ2 .
Lemma 2.7. Assume that
(I0ρ1,ρ2) there exist ρ1, ρ2 > 0, A
ρ1,ρ2
1 , A
ρ1,ρ2
2 ≥ 0, linear functionals αρ1,ρ2ij [·] : Kj → [0,+∞),
involving positive Stieltjes measures given by
αρ1,ρ2ij [w] =
∫ 1
0
w(t) dCij(t),
where Cij is of bounded variation, such that, for i = 1, 2,
• αρ1,ρ2ii [γi] < 1,
• Hi[u, v] ≥ Aρ1,ρ2i + αρ1,ρ2i1 [u] + αρ1,ρ2i2 [v] for (u, v) ∈ ∂Vρ1,ρ2 ,
• the following inequality holds:
(2.12) f1,(ρ1,ρ2)
( cγi||γi||
1− αρ1,ρ2ii [γi]
∫ bi
ai
Ki(s)gi(s) ds+ 1
Mi
)
+
cγi||γi||Aρ1,ρ2i
ρi(1− αρ1,ρ2ii [γi])
> 1,
where
f1,(ρ1,ρ2) = inf
{f1(u, v)
ρ1
: (u, v) ∈ [ρ1, ρ1/c1]× [−ρ2/c2, ρ2/c2]
}
,
f2,(ρ1ρ2) = inf
{f2(u, v)
ρ2
: (u, v) ∈ [0, ρ1/c1]× [ρ2, ρ2/c2]
}
,
1
Mi
:= inf
t∈[ai,bi]
∫ bi
ai
ki(t, s)gi(s) ds.
Then iK(T, Vρ1,ρ2) = 0.
Proof. Let e(t) ≡ 1 for t ∈ [0, 1]. Then (1, 1) ∈ K. We prove that
(u, v) 6= T (u, v) + λ(1, 1) for (u, v) ∈ ∂Vρ1,ρ2 and λ ≥ 0.
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In fact, if this does not happen, there exist (u, v) ∈ ∂Vρ1,ρ2 and λ ≥ 0 such that (u, v) =
T (u, v) + λ(1, 1). Without loss of generality, we can assume that for all t ∈ [a1, b1] we have
ρ1 ≤ u(t) ≤ ρ1/c1, min u(t) = ρ1 and −ρ2/c2 ≤ v(t) ≤ ρ2/c2. For t ∈ [0, 1], we have
u(t) = γ1(t)H1[u, v] + F1(u, v)(t) + λ,
thus, applying αρ1,ρ211 to both sides of the equality, we obtain
αρ1,ρ211 [u] = α
ρ1,ρ2
11 [γ1]H1[u, v] + α
ρ1,ρ2
11 [F1(u, v)] + α
ρ1,ρ2
11 [λ]
≥ αρ1,ρ211 [γ1](Aρ1,ρ21 + αρ1,ρ211 [u] + αρ1,ρ212 [v]) + αρ1,ρ211 [F1(u, v)]
≥ αρ1,ρ211 [γ1](Aρ1,ρ21 + αρ1,ρ211 [u]) +
∫ 1
0
K1(s)g1(s)f1(u(s), v(s)) ds.
We get
(1− αρ1,ρ211 [γ1])αρ1,ρ211 [u] ≥ αρ1,ρ211 [γ1]Aρ1,ρ21 +
∫ 1
0
K1(s)g1(s)f1(u(s), v(s)) ds
and
αρ1,ρ211 [u] ≥
αρ1,ρ211 [γ1]A
ρ1,ρ2
1
1− αρ1,ρ211 [γ1]
+
1
1− αρ1,ρ211 [γ1]
∫ 1
0
K1(s)g1(s)f1(u(s), v(s)) ds.
Consequently, for t ∈ [a1, b1], we have
u(t) ≥ γ1(t) (Aρ1,ρ21 + αρ1,ρ211 [u] + αρ1,ρ212 [v]) +
∫ 1
0
k1(t, s)g1(s)f1(u(s), v(s)) ds+ λ
≥ γ1(t)Aρ1,ρ21 + γ1(t)αρ1,ρ211 [u] +
∫ 1
0
k1(t, s)g1(s)f1(u(s), v(s)) ds+ λ
≥ γ1(t)Aρ1,ρ21 + γ1(t)
αρ1,ρ211 [γ1]A
ρ1,ρ2
1
1− αρ1,ρ211 [γ1]
+
γ1(t)
1− αρ1,ρ211 [γ1]
∫ 1
0
K1(s)g1(s)f1(u(s), v(s)) ds
+
∫ 1
0
k1(t, s)g1(s)f1(u(s), v(s)) ds+ λ
≥ γ1(t)A
ρ1,ρ2
1
1− αρ1,ρ211 [γ1]
+
γ1(t)
1− αρ1,ρ211 [γ1]
∫ b1
a1
K1(s)g1(s)f1(u(s), v(s)) ds
+
∫ b1
a1
k1(t, s)g1(s)f1(u(s), v(s)) ds+ λ
= ρ1
γ1(t)A
ρ1,ρ2
1
ρ1(1− αρ1,ρ211 [γ1])
+ ρ1
γ1(t)
1− αρ1,ρ211 [γ1]
∫ b1
a1
K1(s)g1(s)f1(u(s), v(s))
ρ1
ds
+ ρ1
∫ b1
a1
k1(t, s)g1(s)
f1(u(s), v(s))
ρ1
ds+ λ
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and therefore, taking the infimum over [a1, b1], we obtain
ρ1 = min
t∈[a1,b1]
u(t) ≥ ρ1 cγ1‖γ1‖A
ρ1,ρ2
1
ρ1(1− αρ1,ρ211 [γ1])
+ ρ1f1,(ρ1,ρ2)
( cγ1‖γ1‖
1− αρ1,ρ211 [γ1]
∫ b1
a1
K1(s)g1(s) ds+ inf
t∈[a1,b1]
∫ b1
a1
k1(t, s)g1(s) ds
)
+ λ.
Using the hypothesis (2.12) we obtain ρ1 > ρ1 + λ, a contradiction since λ ≥ 0. 
In the following Lemma provides a result of index 0 on Vρ1,ρ2 , by controlling the growth
of just one nonlinearity fi in a larger domain. Nonlinearities with different growths were
studied also in [8, 25, 27, 43, 44, 49].
Lemma 2.8. Assume that
(I0ρ1,ρ2)
◦ there exist ρ1, ρ2 > 0, A
ρ1,ρ2
1 , A
ρ1,ρ2
2 ≥ 0, linear functionals αρ1,ρ2ij [·] : Kj → [0,+∞),
involving positive Stieltjes measures given by
αρ1,ρ2ij [w] =
∫ 1
0
w(t) dCij(t),
where Cij is of bounded variation, such that for almost one i = 1, 2
• αρ1,ρ2ii [γi] < 1,
• Hi[u, v] ≥ Aρ1,ρ2i + αρ1,ρ2i1 [u] + αρ1,ρ2i2 [v] for (u, v) ∈ ∂Vρ1,ρ2 ,
• the following inequality holds:
(2.13) f ◦1,(ρ1,ρ2)
( cγi||γi||
1− αρ1,ρ2ii [γi]
∫ bi
ai
Ki(s)gi(s) ds+ 1
Mi
)
+
cγi||γi||Aρ1,ρ2i
ρi(1− αρ1,ρ2ii [γi])
> 1,
where
f ◦1,(ρ1,ρ2) = inf
{f1(u, v)
ρ1
: (u, v) ∈ [0, ρ1/c1]× [−ρ2/c2, ρ2/c2]
}
,
f ◦2,(ρ1,ρ2) = inf
{f2(u, v)
ρ2
: (u, v) ∈ [0, ρ1/c1]× [0, ρ2/c2]
}
.
Then iK(T, Vρ1,ρ2) = 0.
Proof. Suppose that the condition (2.13) holds for i = 1. Let (u, v) ∈ ∂Vρ1,ρ2 and λ ≥ 0
such that (u, v) = T (u, v) + λ(1, 1). Therefore, for all t ∈ [a1, b1], we have min u(t) ≤ ρ1,
0 ≤ u(t) ≤ ρ1/c1 and −ρ2/c2 ≤ v(t) ≤ ρ2/c2. For t ∈ [0, 1], we have
u(t) = γ1(t)H1[u, v] +
∫ 1
0
k1(t, s)g1(s)f1(u(s), v(s)) ds+ λ.
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As in the proof of Lemma 2.7, taking the minimum over [a1, b1] gives
ρ1 ≥ min
t∈[a1,b1]
u(t) ≥ ρ1 cγ1‖γ1‖A
ρ1,ρ2
1
ρ1(1− αρ1,ρ211 [γ1])
+ ρ1f
◦
1,(ρ1,ρ2)
( cγ1‖γ1‖
1− αρ1,ρ211 [γ1]
∫ b1
a1
K1(s)g1(s) ds+ inf
t∈[a1,b1]
∫ b1
a1
k1(t, s)g1(s) ds
)
+ λ.
Using the hypothesis (2.13) we obtain ρ1 > ρ1 + λ, a contradiction. 
Remark 2.9. In the case of [a1, b1] = [a2, b2] the assumptions on the nonlinearities fi can be
relaxed, for example in condition (I0ρ1,ρ2)
◦ we have to control the growth of fi in the smaller
set [0, ρ1/c1]× [0, ρ2/c2]. We refer to the paper [27] for the statement of similar results.
We now state a result regarding the existence of at least one, two or three nontrivial
solutions. The proof, that follows by the properties of fixed point index, is omitted. We
can to state results for four or more nontrivial solutions by expanding the lists in conditions
(S5), (S6), see for example the paper [35].
Theorem 2.10. If one of the following conditions holds:
(S1) For i = 1, 2 there exist ρi, ri ∈ (0,∞) with ρi/ci < ri such that (I0ρ1,ρ2) [or (I0ρ1,ρ2)◦],
(I1r1,r2) hold;
(S2) For i = 1, 2 there exist ρi, ri ∈ (0,∞) with ρi < ri such that (I1ρ1,ρ2), (I0r1,r2) hold;
then the system (2.5) has at least one nontrivial solution in K.
If one of the following conditions holds:
(S3) For i = 1, 2 there exist ρi, ri, si ∈ (0,∞) with ρi/ci < ri < si such that (I0ρ1,ρ2),
[or (I0ρ1,ρ2)
◦], (I1r1,r2) and (I
0
s1,s2
) hold;
(S4) For i = 1, 2 there exist ρi, ri, si ∈ (0,∞) with ρi < ri and ri/ci < si such that
(I1ρ1,ρ2), (I
0
r1,r2
) and (I1s1,s2) hold;
then the system (2.5) has at least two nontrivial solution in K.
If one of the following conditions holds:
(S5) For i = 1, 2 there exist ρi, ri, si, σi ∈ (0,∞) with ρi/ci < ri < si and si/ci < σi such
that (I0ρ1,ρ2) [or (I
0
ρ1,ρ2)
◦], (I1r1,r2), (I
0
s1,s2) and (I
1
σ1,σ2) hold;
(S6) For i = 1, 2 there exist ρi, ri, si, σi ∈ (0,∞) with ρi < ri and ri/ci < si < σi such that
(I1ρ1,ρ2), (I
0
r1,r2
), (I1s1,s2) and (I
0
σ1,σ2
) hold;
then the system (2.5) has at least three nontrivial solution in K.
The results of this Subsection, for example Theorem 2.10, can be applied to the integral
system (2.5), yielding results for the elliptic system (2.1). Similar statements were given
in [37, 38] in the case of annular domains.
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In the following example we illustrate the applicability of Theorem 2.10.
Example 2.11. In R3 consider the elliptic system
(2.14)


∆u+ |x|−4 [ 3
10
(u3 + |v|3) + 1
2
]
= 0, |x| ∈ [1,+∞),
∆v + |x|−4(u 12 + v2 + 1) = 0, |x| ∈ [1,+∞),
u(x) = 2u(4x) for x ∈ ∂B1, lim
|x|→+∞
u(|x|) = 1
10
√
u(3x) +
1
10
v3
(
7
2
x
)
,
v(x) = −4
3
∂v
∂r
(2x) for x ∈ ∂B1, lim
|x|→+∞
v(|x|) = 1
5
√
u
(
7
3
x
)
+
1
10
v2
(
5
2
x
)
.
To the system (2.14) we associate the system of second order ODEs

u′′(t) + 3
10
(u3(t) + |v|3(t)) + 1
2
= 0, t ∈ [0, 1],
v′′(t) + u
1
2 (t) + v2(t) + 1 = 0, t ∈ [0, 1],
u(0) = 1
10
√
u
(
1
3
)
+ 1
10
v3
(
2
7
)
, u(1) = 2u
(
1
4
)
,
v(0) = 1
5
√
u
(
3
7
)
+ 1
10
v2
(
2
5
)
, v(1) = 1
3
v′
(
1
2
)
.
By direct computation, we have
1
m1
= sup
t∈[0,1]
∫ 1
0
k1(t, s) ds =
49
128
and
1
m2
= sup
t∈[0,1]
∫ 1
0
|k2(t, s)| ds = 1
8
.
We fix [a1, b1] = [a2, b2] = [
1
4
, 1
2
], obtaining c1 =
1
32
, c2 =
1
4
,
1
M1
= inf
t∈[1/4,1/2]
∫ 1/2
1/4
k1(t, s) ds =
3
16
and
1
M2
= inf
t∈[1/4,1/2]
∫ 1/2
1/4
k2(t, s) ds =
3
32
.
With the choice of
ρ1 =
1
16
, ρ2 =
1
32
, αρ1,ρ211 [u] = α
ρ1,ρ2
21 [u] = 0,
r1 = 2.01, r2 = 1, A
r1,r2
1 =
1
10
√
2.01, αr1,r212 [v] =
1
10
v
(
2
7
)
,
Ar1,r22 =
1
5
√
2.01, αr1,r222 [v] =
1
10
v
(
2
5
)
,
s1 = 5, s2 = 11, α
s1,s2
11 [u] =
1
130
u
(
1
3
)
, αs1,s221 [u] =
1
100
u
(
3
7
)
, αs1,s222 [v] =
1
100
v
(
2
5
)
,
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we obtain
αr1,r222 [γ2] < 1, α
s1,s2
11 [γ1] < 1, α
s1,s2
22 [γ2] < 1,
H1[u, v] ≤ Ar1,r21 + αr1,r212 [v], H2[u, v] ≤ Ar1,r22 + αr1,r222 [v], (u, v) ∈ [0, r1]× [0, r2],
H1[u, v] ≥ αs1,s211 [u], (u, v) ∈ [s1, s1/c1]× [0, s2/c2],
H2[u, v] ≥ αs1,s221 [u] + αs1,s222 [v], (u, v) ∈ [0, s1/c1]× [s2, s2/c2],
inf
{
f2(u, v) : (u, v) ∈ [0, 32ρ1]× [0, 4ρ2]
}
= f2(0, 0) = 1 > 0.33,
sup
{
f1(u, v) : (u, v) ∈ [0, r1]× [−r2, r2]
}
= f1 (2.01, 1) = 3.236 < 3.878,
sup
{
f2(u, v) : (u, v) ∈ [0, r1]× [−r2, r2]
}
= f2 (2.01, 1) = 3.417 < 5.125,
inf
{
f1(u, v) : (u, v) ∈ [s1, 32s1]× [0, 4s2]
}
= f1(5, 0) = 38 > 26.557,
inf
{
f2(u, v) : (u, v) ∈ [0, 32s1]× [s2, 4s2]
}
= f2(0, 11) = 122 > 117.075.
Thus the conditions (I0ρ1,ρ2)
◦, (I1r1,r2) and (I
0
s1,s2
) are satisfied and, from Theorem 2.10, the
system (2.14) has at least two nontrivial solutions.
2.2. Non-existence results for perturbed integral systems. We now present some
non-existence results for the integral system (2.5). We begin with a Theorem where the
nonlinearities and the functionals are enough “small”.
Theorem 2.12. Assume that, for i = 1, 2, there exist Ai > 0 and λi > 0 such that for
fi : [0,+∞)× R→ [0,+∞) one has
• Hi[u1, u2] ≤ Ai‖ui‖ for (u1, u2) ∈ K,
• fi(z1, z2) ≤ λimi|zi| for (z1, z2) ∈ [0,+∞)× R,
• ‖γi‖Ai + λi < 1.
Then there is no nontrivial solution of the system (2.5) in K.
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Proof. Suppose that there exists (u, v) ∈ K such that (u, v) = T (u, v) and assume that
||v|| = ν > 0. Then we have, for t ∈ [0, 1],
|v(t)| = |γ2(t)H2[u, v] + F2(u, v)(t)|
≤ ‖γ2‖H2[u, v] +
∫ 1
0
|k2(t, s)| g2(s) f2(u(s), v(s))ds
≤ ‖γ2‖A2‖v‖+ λ2m2
∫ 1
0
|k2(t, s)| g2(s)|v(s)|ds
≤ ‖γ2‖A2ν + λ2m2ν
∫ 1
0
|k2(t, s)| g2(s)ds.
Taking the supremum over [0, 1] gives
ν ≤ν
(
‖γ2‖A2 + λ2m2 sup
t∈[0,1]
∫ 1
0
|k2(t, s)| g2(s)ds
)
.
We obtain ν < ν, a contradiction that proves the result.
The case ||u|| = ν > 0 is simpler and we omit the proof. 
In the next Theorem the nonlinearities and the functionals are enough “large”.
Theorem 2.13. Assume that, for i = 1, 2, there exist Ai > 0 and λi > 0 such that for
fi : [0,+∞)× R→ [0,+∞) one has
• Hi[u1, u2] ≥ Ai‖ui‖ for (u1, u2) ∈ K,
• fi(z1, z2) ≥ λiMi zi for (z1, z2) ∈ [0,+∞)× R,
• cγi‖γi‖Ai + λi > 1.
Then there is no nontrivial solution of the system (2.5) in K.
Proof. Suppose that there exists (u, v) ∈ K such that (u, v) = T (u, v) with (u, v) 6= 0 and
min
t∈[a1,b1]
u(t) = θ > 0 (the other case is similar). Then we have, for t ∈ [a1, b1],
u(t) = γ1(t)H1[u, v] + F1(u, v)(t)
≥ γ1(t)H1[u, v] +
∫ b1
a1
k1(t, s)g1(s)f1(u(s), v(s))ds
≥ cγ1‖γ1‖A1‖u‖+ λ1M1
∫ b1
a1
k1(t, s)g1(s)u(s)ds
≥ cγ1‖γ1‖A1θ + λ1M1θ
∫ b1
a1
k1(t, s)g1(s)ds.
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Taking the infimum for t ∈ [a1, b1] gives
θ ≥θ
(
cγ1‖γ1‖A1 + λ1M1 inf
t∈[a1,b1]
∫ b1
a1
k1(t, s)g1(s)ds
)
.
We obtain θ > θ, a contradiction that proves the result. 
In the last non-existence result the contribution of the nonlinearities and the functionals
is of a “mixed” type.
Theorem 2.14. Assume that, for i = 1, 2, there exist Ai, λi > 0 such that the assumptions
in Theorem2.12 are verified for an i ∈ {1, 2} and the assumptions in Theorem 2.13 are
verified for the other index. Then there is no nontrivial solution of the system (2.5) in K.
Proof. Assume, on the contrary, that there exists a nontrivial (u, v) ∈ K such that (u, v) =
T (u, v) with, for example, ‖u‖ 6= 0. Then the functions γ1, H1 and f1 satisfy either the
assumptions in Theorem2.12 or the assumptions in Theorem 2.13 and the proof follows
consequently. 
We present an example that illustrates the applicability of Theorem 2.14.
Example 2.15. Fix in the system (2.5) g1 ≡ 1, β1 = 2 and η = 14 . By direct calculations,
we obtain m1 =
128
49
. Thus the functions
f1(u, v) =


1
4
u2 arctan v2, u ≤ 1,
1
4
u2/3 arctan v2, u > 1,
and H1[u, v] =
1
6
u(1/2) |sin(v(1/3))|
satisfy the conditions of Theorem2.12 with A1 =
1
6
and λ1 =
1
5
.
Now fix g2 ≡ 1, β2 = 13 , ξ = 12 and [a2, b2] =
[
1
4
, 1
2
]
. In this case we obtain M2 =
32
3
. Thus
the functions
f2(u, v) =


32
3
(2 + cos u) v2/3, v ≤ 1,
32
3
(2 + cos u) v2, v > 1,
and H2[u, v] = e
u(1/2) v(1/3)
satisfy the conditions of Theorem2.13 with A2 =
1
6
and λ2 = 1.
With these choices, by Theorem 2.14, the system (2.5) has no solutions in K.
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3. Perturbing a system with Dirichlet BCs
In [15] the authors raised the question of the existence of multiple positive solutions of the
elliptic system (1.1) under more general BCs.
Using our theory we can deal with the system of elliptic equations
(3.1)

∆u+ h1(|x|)f1(u, v) = 0, |x| ∈ [1,+∞),∆v + h2(|x|)f2(u, v) = 0, |x| ∈ [1,+∞),
subject to the BCs
(3.2)


u(x) = H1[u, v] for x ∈ ∂B1, lim
|x|→+∞
u(|x|) = 0,
v(x) = H2[u, v] for x ∈ ∂B1, lim
|x|→+∞
v(|x|) = 0,
or
(3.3)


u(x) = 0 for x ∈ ∂B1, lim
|x|→+∞
u(|x|) = H1[u, v],
v(x) = 0 for x ∈ ∂B1, lim
|x|→+∞
v(|x|) = H2[u, v],
or
(3.4)


u(x) = H1[u, v] for x ∈ ∂B1, lim
|x|→+∞
u(|x|) = 0,
v(x) = 0 for x ∈ ∂B1, lim
|x|→+∞
v(|x|) = H2[u, v].
We examine, for example, the perturbed integral system
(3.5)

u(t) = tH1[u, v] +
∫ 1
0
k(t, s)g1(s)f1(u(s), v(s)) ds,
v(t) = tH2[u, v] +
∫ 1
0
k(t, s)g2(s)f2(u(s), v(s)) ds,
associated to the system (3.1) with the BCs (3.2).
In this case, the Green’s function k is given by
(3.6) k(t, s) :=

s(1− t), s ≤ t,t(1− s), s > t.
In [0, 1] × [0, 1] the kernel k is continuous and non-negative and has been studied, for
example, in [48], where it was shown that
k(t, s) ≤ Φ(s) for t, s ∈ [0, 1],
k(t, s) ≥ ckΦ(s) for t ∈ [a, b] and s ∈ [0, 1],
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where Φ(s) = s(1 − s), [a, b] is an arbitrary subset of (0, 1) and ck = min{a, 1 − b}. Set
γ1(t) = γ2(t) =: γ(t) = t; we have γ ∈ C[0, 1] and
γ(t) ≥ cγ‖γ‖ for t ∈ [a, b],
where ||γ|| = 1 and cγ = a.
Due to the properties above, we are able to work in the cone of non-negative functions
K := K˜ × K˜ in C[0, 1]× C[0, 1], where
K˜ = {w ∈ C[0, 1] : w ≥ 0, min
t∈[a,b]
w(t) ≥ c‖w‖},
with c = min{ck, cγ}. Our theory works in this case with suitable changes.
For example (with abuse of notation), in condition (2.9) of Lemma 2.5 we would consider
f ρ1,ρ2i := sup
{fi(u, v)
ρi
: (u, v) ∈ [0, ρ1]× [0, ρ2]
}
,
1
mi
:= sup
t∈[0,1]
∫ 1
0
k(t, s)gi(s) ds,
and in condition (2.12) of Lemma 2.7 we would have
f1,(ρ1,ρ2) = inf
{f1(u, v)
ρ1
: (u, v) ∈ [ρ1, ρ1/c]× [0, ρ2/c]
}
.
In the next example we briefly illustrate the constants involved in our theory.
Example 3.1. Consider in R3 the elliptic system
(3.7)


∆u+ |x|−4 (u3 + v2 + 1
2
)
= 0, |x| ∈ [1,+∞),
∆v + |x|−4
(√
u
2
+ v2
)
= 0, |x| ∈ [1,+∞),
u(x) =
1
10
+
√
v(2x)
2
√
5
for x ∈ ∂B1, lim
|x|→+∞
u(|x|) = 0,
v(x) =
1
10
+
u2(3x)
20
for x ∈ ∂B1, lim
|x|→+∞
v(|x|) = 0.
To the system (3.7) we associate the system of second order ODEs

u′′(t) + u3(t) + v2(t) + 1
2
= 0, t ∈ [0, 1],
v′′(t) +
√
u(t)
2
+ v2(t) = 0, t ∈ [0, 1],
u(0) = 0, u(1) =
1
10
+
√
v(1/2)
2
√
5
,
v(0) = 0, v(1) =
1
10
+
u2(1/3)
20
,
20
and the perturbed integral system
(3.8)

u(t) = tH1[u, v] +
∫ 1
0
k(t, s)f1(u(s), v(s)) ds,
v(t) = tH2[u, v] +
∫ 1
0
k(t, s)f2(u(s), v(s)) ds,
with H1[u, v] =
1
10
+
√
v(1/2)
2
√
5
and H2[u, v] =
1
10
+
u2(1/3)
20
.
By direct computation, we have
1
m
= sup
t∈[0,1]
∫ 1
0
k(t, s) ds =
1
8
.
We fix [a, b] = [1
4
, 3
4
], obtaining c = 1
4
,
1
M
:= inf
t∈[1/4,3/4]
∫ 3/4
1/4
k(t, s) ds =
1
16
.
With the choice of
ρ1 =
1
39
, ρ2 =
1
10
, Aρ1,ρ21 =
1
10
, αρ1,ρ212 [v] =
1
2
√
5
v(1/2),
r1 = 2, r2 = 2, A
r1,r2
1 =
1
10
+
1
2
√
5
√
2, Ar1,r22 =
1
10
, αr1,r221 [u] =
1
10
u(1/3),
s1 = 5, s2 = 16, A
s1,s2
1 =
1
10
, αs1,s212 [v] =
1
16
√
5
v(1/2), As1,s22 =
1
10
,
one can verify that
H1[u, v] ≥ Aρ1,ρ21 + αρ1,ρ212 [v], (u, v) ∈ [0, 4ρ1]× [0, 4ρ2],
H1[u, v] ≤ Ar1,r21 , H2[u, v] ≤ Ar1,r22 + αr1,r221 [u], (u, v) ∈ [0, r1]× [0, r2],
H1[u, v] ≥ As1,s21 + αs1,s212 [v], (u, v) ∈ [s1, 4s1]× [0, 4s2],
H2[u, v] ≥ As1,s22 , (u, v) ∈ [0, 4s1]× [s2, 4s2],
inf
{
f1(u, v) : (u, v) ∈ [0, 4ρ1]× [0, 4ρ2]
}
= f2(0, 0) = 0.5 > 0.01,
sup
{
f1(u, v) : (u, v) ∈ [0, r1]× [0, r2]
}
= f1(2, 2) = 12.5 < 12.67,
sup
{
f2(u, v) : (u, v) ∈ [0, r1]× [0, r2]
}
= f2(2, 2) = 4.70 < 13.6,
inf
{
f1(u, v) : (u, v) ∈ [s1, 4s1]× [0, 4s2]
}
= f1(5, 0) = 125.5 > 78,
inf
{
f2(u, v) : (u, v) ∈ [0, 4s1]× [s2, 4s2]
}
= f2(0, 16) = 256 > 171.6.
It follows that the conditions (I0ρ1,ρ2)
◦, (I1r1,r2) and (I
0
s1,s2
) are satisfied and therefore the
system (3.8) has at least two positive solutions.
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