• Very successful applications of Random Forest in ecology and remote sensing (e.g. Prasad et al. 2006 , Cutler et al. 2007 , Lawrence et al. 2006 , Chan & Paelinckx 2008 • But applications to hyperspectral data relatively unexplored
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RESPONSE VARIABLE Vegetation Parameters
Chlorophyll Content LAI Water Content relatively unexplored (Ismail & Mutanga 2010) Performance on high dimensional and autocorrelated data needs to be tested • 2 different soils 8 "containers" (Box-Whisker-Plots consist of a box defined by the median and the quartiles and two whiskers extending to the most extreme data point which is no more than 1.5 times the interquartile range from the box)
• Chlorophyll content • LAI • Fresh weight • Dry weight
• ASD FieldSpec 3 spectra
• PROSPECT leaf optical properties model (Jacquemoud & Baret 1990) • SAIL canopy bidirectional reflectance model (Verhoef 1984) Modelling the spectral signature in dependence of biophysical and structural vegetation parameters 2.2 Simulation of spectral signatures (PROSAIL)
• Assumptions:
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-1-dimensional model (horizontally homogeneous canopy) -Crops and broadleaf species • Search for best predictor variable (x1) and threshold (a) to do so
• Only a random sample (mtry) of all predictor variables available at each node 3. Predict new data:
• Aggregate all trees (ntree) into a forest Extraction of plant physiological status from hyperspectral signatures using the Random Forest algorithm 
