A probability distribution governing the evolution of a stochastic process has in nitely many B a yesian representations of the form = R d. Among these, a natural representation is one whose components 's are`learnable' one can approximate by conditioning on observation of the process and`su cient for prediction' 's predictions are not aided by conditioning on observation of the process. We show the existence and uniqueness of such a representation under a suitable asymptotic mixing condition on the process. This representation can be obtained by conditioning on the tail-eld of the process, and any learnable representation that is su cient for prediction is asymptotically like the tail-eld representation. This result is related to the celebrated de Finetti theorem, but with exchangeability
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Introduction
Researchers in economics and decision theory often represent the probability distribution governing the the evolution of a stochastic process as a convex combination of the form = di erent representations may provide more or less convenient models of the same process. 1 The purpose of this paper is to identify a speci c natural representation of a probability distribution for a discrete-time nite-state stochastic process. We de ne a natural representation by imposing two requirements on the component distributions. First, we w ant the representation to be ne enough so that the component distributions are su cient for asymptotic prediction, without needing to condition on additional information. Second, we w ant the representation to be coarse enough so that it does not consist of component distributions that are not learnable no matter how long the process is observed. As it turns out, such a natural representation exists, and this representation is essentially unique in a sense to be made precise. Furthermore, this representation can be obtained by conditioning the original distribution on the tail eld.
To make this discussion concrete, we rst discuss a simple special case.
Example 1: A coin is chosen and then ipped an in nite number of times.
The coin is not necessarily fair, i.e., it has a probability of turning up heads, H', and a probability 1 , of turn up tails,`T', and is not necessarily 1 2. In fact, is chosen according to a uniform distribution over 0; 1 .
So we m a y think of this process as rst choosing a coin, and then ipping it an in nite number of times. This process corresponds to a probability measure over in nite strings of`H' and`T's. Note that there are many di erent convex combinations of component distributions that we could use to represent . Let us discuss three. First, there is a representation which naturally corresponds to the description we g a ve for the process. That is, = R 1 0 d where corresponds to the measure induced by ipping a coin with parameter . From our perspective this will turn out to be a natural representation. Second, there is a representation of = 1 =2 low + 1=2 high , where low corresponds to choosing a coin parameter by a uniform distribution over 0 to 1 2 and then ipping the coin, and high to choosing a coin parameter by a uniform distribution over 1 2 to 1 and then ipping the coin. From our perspective this is too coarse a representation since the component distributions do not capture the relevant information about the realized coin that will be observed in the process. As we will make precise, this representation fails to be su cient for prediction. Third, there is a representation of as a convex combination of Dirac measures, each giving weight one to some in nite sequence of heads and tails. Speci cally, = R ! d! where each ! corresponds to a single in nite sequence of`H' and`T's and ! is a degenerate measure with weight one on the sequence !. From our perspective this extreme is too ne a representation because it captures information that an observer could never hope to learn. The implication of the main result of the paper for this example is that if one looks for a representation of that satis es both su ciency for prediction and learnability, then one recovers precisely the representation of as a convex combination of the coins.
Let us be a bit more explicit about the de nitions of su ciency for prediction, learnability formal de nitions appear in the Section 2, and our main results; and then discuss the relation of our results to de Finetti's theorem.
Su ciency for Prediction. A component distribution is su cient for prediction if the unconditional probabilities of late events are arbitrarily close to their probabilities when additionally conditioned on initial segments of the process. In other words, knowledge of the distribution alone, without any knowledge of the realizations of the process, is su cient for making asymptotic predictions. A representation, = R d, is su cient for prediction if each of its component measures, , is su cient for prediction.
So, the basic idea behind su ciency for prediction is that the knowledge of the component distribution might be thought of as a statistic which i s su cient for the information an observer might learn from initial histories of the process for the purpose of making predictions of far-o events.
In Example 1 above, the representation of as coins with known parameters is su cient for prediction. A forecaster who knows the parameter of the coin will make no use of the realized initial segments in assigning probability to the event H at future times t. Similarly, the representation of by Dirac measures is trivially su cient for prediction. In contrast, the coarser representation, = 1 =2 low +1=2 high , is not su cient for prediction. For instance, under high , the unconditional probability of H at any time t including late times is 3 4, while, the probability of H at time t conditional on an initial long segment that is very rich in H's is greater than 3 4.
Learnability.`Learnability' has many i n terpretations. We follow the recent game theoretic Bayesian learning literature and de ne a representation to be learnable if a long term observer of the process, who starts only with knowledge of the original , b y conditioning on past observations makes approximately the same predictions as a person who is additionally informed of the realized component distribution. In other words, the probabilities of future events conditional on history alone become arbitrarily close to the probabilities conditional on history and knowledge of the realized component distribution.
In the coins example, the representation of as coins with known parameters is learnable since an observer who is not told the realized parameter of the coin who observes a long history of outcomes will predict the probability of`H' arbitrarily closely to the chosen parameter, as if he was told the parameter. Similarly, the coarser representation of = 1 =2 low + 1 =2 high is learnable. In contrast, the fully re ned representation of by Dirac measures is not learnable. No matter how long a forecaster observes the process, he will not predict future realizations of H and T's as if he knew those realizations.
Our Main Results. The above discussion points out that learnability limits how` ne' a representation can be and su ciency for prediction limits how`coarse' it can be. In the coins example we pointed out a representation which satis es both of these requirements. More generally one would like t o know if there always exists such a representation and, if so, what does the class of all such representations look like. Our main results show for a certain class of mixing processes that there always exists a representation that is both learnable and su cient for prediction, and that any such representation is asymptotically like the representation that one obtains by conditioning on the tail eld. Thus, the conditions of learnability and su ciency for prediction together identify representations corresponding to the tail eld.
Relationship to de Finetti's Theorem. The celebrated de Finetti Theorem suggests an example of a learnable representation which is su cient for prediction. Illustrated in the the space of in nite sequences of H and T's, de Finetti considers situations where the probability assigned to every initial nite sequence is exchangeable, i.e., the probability depends entirely on the number of H's and T's and not on their order in the sequence. De Finetti shows that the overall probability of such a process may be represented as a convex combination of distributions induced by repeated i.i.d. coin tosses, where the parameter of the coin is random. Thus, in the language of this paper, he represents an exchangeable distribution by a convex combination of learnable distributions that are su cient for prediction. Our representation result is similar to de Finetti's, except that we replace the exchangeability condition with a weaker condition of asymptotic reverse-mixing which is loosely that conditional on su cient observation additional far-o information does not signi cantly change the forecast of nearby e v ents. Our conclusion is therefore weaker: we obtain a learnable representation by component distributions that are su cient for prediction, but not necessarily i.i.d. across time.
The following example illustrates the importance of weakening exchangeability. The process in the example is not exchangeable but satis es our mixing condition.
Example 2: Consider a nite state Markov c hain with n states and an nn transition matrix M. Suppose that M is not known, but that is randomly chosen according to a measure over possible nn transition matrices. The measure governing the resulting stochastic process can be represented as = R M dM. 2 This process is not exchangeable as, for instance, the probability that the process is in state 1 at both dates 1 and 2 can be quite 2 An example of such a process arises in game theory when one considers an evolutionary process of the sort described by Kandori, Mailath, and Rob 1993, with an unknown mutation rate. di erent from the probability that the process is in state 1 at both dates 1 and 10. Nevertheless, one would like a theorem that recovers = R M dM a s the natural representation of this process. A natural candidate for a condition to replace exchangeability w ould seem to be a mixing condition. However, note that this example does not satisfy standard mixing conditions. Initial events provide signi cant information concerning much later events, since initial realizations help one to estimate M, which in uences the forecast late events. Therefore, initial events and much later events are not approximately independent. Nevertheless, the example does satisfy the asymptotic version of a reverse mixing condition that we de ne in this paper. Conditional on su cient observation there is approximate independence between near and far events. While exchangeability is too strong for most economic applications, asymptotic reverse mixing is signi cantly weaker and thus admits many new applications, as illustrated by the example above. Asymptotic reverse-mixing permits long run e ects being generated by random early events. One way to test for such an e ect is to see whether conditioning on far o events inuences forecasts of nearby e v ents. Asymptotic reverse mixing allows such forecasts to be in uenced intially, but requires that conditional on su cient observation of history, conditioning on far o events no longer in uences forecasts of nearby e v ents.
De nitions
Let f t ; G t g 1 t=1 be a sequence of nite state spaces and corresponding elds. Let = 1 t=1 t , and let F be the -eld on generated by fG t g 1 t=1 ,
i.e., F = 1 t=1 G t , where G t denotes the -eld on t and its corresponding extension to . Note that F is countably generated. Let F t = t j=1 G j . fF t g 1 t=1 is a ltration on ; F. The notation G t 0 t denotes _ t 0 j=t G j . L e t b e the set of probability measures on ; F. We treat , fG t g 1 t=1 , and 2 as xed.
Representations
De nition: A quadruple ; B; ; 2 consisting of a probability space ; B; and probability measures 2 i s a representation if 8S 2 F 1. ! S is Borel measurable, and With a representation, we can think of a random draw o f ! according to as equivalently rst choosing a parameter by and then choosing ! by . In other words, a representation consists of a prior over ; B and a collection of posteriors over .
We n o w provide precise de nitions for su ciency for prediction and learnability which will be used to identify a speci c class of representations. To see the intuition behind the above de nition and especially the role of t, consider an agent who knows the transition probabilities of an irreducible, aperiodic Markov c hain but is unfamilar with the history or current state of the chain as in Example 2. Her forecast regarding the next period state may be incorrect relative to someone who knows the history, yet the agent knows the pattern that the chain will follow asymptotically: her prediction about events on the far horizon are independent of the current state of the chain. In this case, knowing the transition probabilities modeled as knowing is su cient for making predictions.
Su ciency for Prediction

Learnability
Learnability is made precise by means of the notion of merging of measures originated by Blackwell and Dubins 1962 . We use a weaker notion from Kalai and Lehrer 1994 , which has proven to be useful in the Bayesian learning literature e.g., Kalai and Lehrer 1993 , Lehrer and Smorodinsky 1997 , and Jackson and Kalai 1997 If merges with , then eventually forecasts provided bỹ regarding any nite horizon events at arbitrary times in the future will approach the "true" forecasts provided by .
This de nition appears to be stronger than the de nition of merging that appears in Kalai and Lehrer 1994, where A representation is learnable if an observer of the ltration will eventually make predictions as if she had been informed about the realized parameter .
Thus, given what the observer has learned through the ltration, knowledge of has become redundant in that it would not change the observer's forecast. This means that the observer learns the distribution at least along the realized path, which is di erent from learning as we illustrate in Section 5.
Asymptotic Reverse-Mixing
The following example shows that one cannot have a theory of learnability and su ciency for prediction that applies to all stochastic processes, as for some stochastic processes learnability and su ency for prediction are incompatible. The distribution in the example continually brings in new, yet unlearned information.
Example 3: Let t = f0; 1g. Consider generated as follows: Partition the set of periods IN = 1 i=1 N i , where the N i 's are de ned by letting N 1 be f1; 4; : : : ; n n ; : : : g, and then N 2 is enumerated by renumbering the remaining IN n N 1 and taking the corresponding slots f1; 4; : : : ; n n ; : : : g so N 2 works out to be f2; 6; : : : ; n n +n ; : : : g, and so on. Let = 0; 1 IN be the parameter space. Given = 1 ; : : : ; i ; : : : , is the measure representing a sequence of independent coin ips where the probability of heads at time t is given by i when t 2 N i . Assume that the prior used to select a 2 has the property that the selection of the component i is independent of other components j for j 6 = i. This means that if we do not know the entire in nite length , then no matter how long we w ait, there will be new, independent coins used in future periods that we will have no useful information about. In fact, this happens on a non-trivial positive density set of periods. Thus, there will always be periods in which the forecast of an agent who has only observed history will di er from that of an agent who knows the information of from the representation. Finally, note that in this example any representation that is su cient for prediction must make predictions as if one knew the entire sequence of coins and therefore will fail to be learnable in a similar manner.
3
This example illustrates the problem that there may be clear patterns associated with the sequences that arise from the ltration, and yet there is always important information that cannot be learned from any nite history: the information one needs in order to make predictions, is always contained further in the future. The asymptotic reverse mixing condition de ned next rules out such c haotic distributions and guarantees that the patterns identiable from the ltration are learnable.
De nition: is asymptotically reverse-mixing if for any 0 and -a.e. ! there exists T such that for any t T lim n lim`max A2G t+1 AjF t ! , AjF t _ G n+ǹ ! :
The de nition of asymptotic reverse-mixing requires that conditioning on events far in the future of the process does not signi cantly alter predictions about nearby e v ents, conditional on su cient observation of the initial realization of the process. Thus, asymptotic reverse-mixing allows for lasting initial e ects and dependence, but requires that eventually short run events have no lasting e ect on the process in that they are approximately independent of far future events.
Our de nition of asymptotic mixing is similar to standard de nitions of -mixing see Billingsley 1968 , but di ers in two important respects. First, since we are interested in measures conditional on some observations and are not restricting attention to stationary processes, we only require a mixing condition to hold conditional on su cient information. Hence, the namè asymptotic' and the role of T in the de nition. Second, the condition is stated in terms of probabilities of nearby e v ents being approximately independent of conditioning on far future events, whereas other mixing conditions are often stated the other way around and this type of independence can be asymmetric. We need such a condition since our representations involve conditioning on the knowledge of , which when su cient for prediction turns out to be equivalent to knowing limiting future patterns, captured through G n+ǹ in the de nition above.
The described in Example 3 is not asymptotically reverse-mixing. For any T one can nd a date t T where a new coin is brought in and so conditioning on additional future observations can signi cantly impact the forecasts.
The Main Theorems
We n o w state the main results of the paper. ! is a probability measure for -a.e. !.
The following results show that the tail eld precisely captures the asymptotic information that an observer will learn through the ltration. This is stated in three pieces. First, the tail eld is su cient for prediction. Second, the tail eld is learnable. Third, any representation which satis es these properties is equivalent to the tail eld. Collecting these two results, it follows that F tail is learnable and is sucient for prediction if, and only if, is asymptotically reverse-mixing.
The above results suggest that the representation based on the tail eld is the`natural' representation we w ere searching for. Note however, that there may be other learnable representations that are su cient for prediction. Nevertheless, as we show below all such representations are asymptotically like the tail eld, in that after su cient time and conditional on any observation their component measures behave like the component measures in the tail eld representation.
Representations Asymptotically like the Tail Field Representation
As our de nitions of su ciency for prediction and learnability are asymptotically based, there may be many representations which are learnable and su cient for prediction, and yet are di erentiated in how their component measures describe nite horizon behavior. A simple example illustrates this point and motivates the de nition of equivalence to follow.
Example 4: Consider a process where a coin is ipped at each date. From time 2 on, a fair coin probability 1 2 of heads is ipped. At time 1 and only time 1, either a coin with probability 2 3 of heads is ipped, or a coin with probability 1 3 of heads is ipped. The choice of the coin at time 1 is made by a ip of a fair coin. Thus, in fact corresponds to the process by which a fair coin is ipped at every date. However, a valid representation is to have = f 1 ; 2 g and 1 have probability 2 3 of heads at date 1, and 1 2 thereafter, and 2 have probability 1 3 of heads at date 1, and 1 2 thereafter; and to have 1 = 2 = 1 =2. This representation is learnable and su cient for prediction, but the same is also true of the trivial representation of as itself. These two representations are asymptotically like the tail eld representation, as de ned below. , so that such representations exist. 4 The essence of the de nition of asymptotic likeness is that one does not care about the particular labels to the extent that the associated measures 4 This is not quite as obvious as it seems. Applying the de nition of asymptotically like to F tail leads to comparisons of the sort j F tail ! AjF t ! , F tail ! 0 AjF t !j where ! 0 may di er from !. This is handled by Lemma 3 in the appendix.
lead to the same predictions as the corresponding measures obtained by conditioning on tail eld. The role of K in the de nition ensures that the given representation provides approximately the same predictions both for very far o events conditional on an arbitrary history, and also on nearby events conditional on su cient observation of history. The de nition does not require that a given representation provide similar predictions for nearby events conditional on a short history. This captures the idea that the given representation may contain some additional nite information, but may not contain additional arbitrarily long run information relative to the tail eld.
We show in the appendix Lemma 5 that one can rewrite the above de nition of asymptotic likeness in terms of two comparisons that are analogs to the comparisons made in the de nitions of learnability and su ciency for prediction. More precisely, w e show that: is asymptotically like F tail if and only if for -a.e. , a n y`and -a.e. ! lim t sup nt;A2G n+ǹ j F tail ! AjF t ! , AjF t !j = 0 and for -a.e. , a n y xed t 0 and`, and -a.e. ! 
Discussion of Learnability
Example 4 shows that there may be asymptotically equivalent representations that have di erent sets of parameters mapping into the same or asymptotically similar measures. One implication of this is that even though an observer may learn the distribution and thus to forecast as if he or she knows the parameter , the observer may never be able to identify . This clari es the scope of the`learnable' condition and distinguishes it from another condition which is known as`consistency' see Diaconis and Freedman 1986. De nition: The representation ; B; ; 2 i s consistent if is a topological space and for -a.e. 2 the posterior probability measure on conditional on F t 5 weakly converges to the Dirac measure on as t ! 1 , -a.e.
Consistency says that observing the ltration allows one to narrow i n o n the parameter , in the weak sense of convergence. This is quite di erent from learning the distribution associated with and being able to make predictions as if one knew . Example 4 shows that there are representations that are learnable but not consistent. Example 5, below, shows that there are representations that are consistent but not learnable. Therefore consistency and learnability are di erent notions, neither weaker than the other.
Example 5: A consistent, but not learnable, representation: = = f0; 1g 1 , B = F, and corresponds to a measure representing independent ips of a fair coin where heads" is represented as 1 and tails" as 0. Let be the Dirac measure on = !, and set = .
Note that Example 5 shows that the weak convergence in the de nition of consistency allows the observer to place weight 0 on the true" all along the sequence.
5 Let denote the product measure , so for B 2 B and E 2 F B E = R 2B Ed. The the posterior referred to is jF t , the marginal conditional on F t .
Additional Remarks
Our analysis may be used to identify the natural models that an econometrician or a statistician could learn by observing a stochastic process. The arbitrage pricing theory APT model is an example in which the factor structure underlying a stochastic process of security prices is drawn from the data.
The representation identi ed in this paper may also be useful in assessing the value of information obtained from observation of a stochastic process. The representation tells one in advance what patterns the observer is likely to learn and with what probabilities. This is precisely the information an observer needs in order to compute the expected bene t of observing the process.
It would be useful to obtain additional results connecting our representations to speci c attractive alternatives. For example, Theorem 3 provides a characterization of representations that are learnable and su cient for prediction, and one might w ant to re ne this class to representations with the least redundancy, e.g. where di erent parameter values imply di erent asymptotic distributions. This would mean adding consistency to the conditions of a desired representation.
Other types of connections between learnability and representations can also be examined. A new paper by Sandroni and Smorodinsky 1998 explores conditions on a set of measures that are su cient for there to exist a measure which merges with all the measures in the set.
A recent paper by Al-Najjar 1996 considers continuum economies where agents may be indexed by the interval 0,1 . Associated with each agent i s a random variable representing some action or characteristic. Al-Najjar considers decomposing the uncertainty in such an economy i n to`aggregate states' and`micro-states', where an observer of a random sample of agents may learn the correlation pattern in the aggregate states, but not the micro states. His aggregate states bear an intuitive similarity to our parameters . Al-Najjar's work di ers in the extent to which states are broken down. His decomposition is driven by independent residuals conditional on the aggregate states, while ours driven by learning and is thus based on the asymptotic reversemixing notion. Nevertheless, there may b e i n teresting connections between decompositions in cross-sectional and time series models.
Part of our interest in the problem studied here arose from thinking about Bayesian updating in the context of a game where a player is faced with an opponent playing an unkown strategy. If, for instance, players choose nite automata to play for them then the resulting process will be asymptotically reverse-mixing and so our results would apply. In this sense a learnable representation that is su cient for prediction provides an alternative endogenous de nition of types to the exogenous notions already in the literature e.g., Harsanyi 1967-68 and Mertens and Zamir 1985. 6 This perspective can be explored in more detail. Finally, one may consider roughly the reverse of the question we h a ve analyzed: that is, given types which m a y incorporate some posterior beliefs about such things as patterns, one may examine conditions under which there are well-de ned priors, or even common priors, consistent with the types. Recent papers by Samet 1996ab address such questions. Kandori, M., G. Mailath, and R. Rob 1993 , Learning, Mutation, and Long Run Equilibria," Econometrica, Vol. 61, pp. 27 56. Appendix: Proofs
We begin by showing that merging according to the de nition of Kalai and Lehrer 1994 is equivalent to the de nition in this paper. and for -a.e. , a n y xed t 0 and`, and -a.e. ! lim n max A2G To see the converse, pick 0 and any such that both 6 and 7hold which is a set of measure 1. Pick a n y`and any ! such that both 6 and 7hold which is a set of measure 1. 16 Again the argument preceding 13 is invoked. Then 16, 7, combined with Observation 1, establish that is su cient for prediction.
