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Понятие хеллиевой размерности введено и рассмотрено в работе [1]. 
Оно напрямую связано с классом графов r-мино  классом, в котором 
каждая вершина входит не более чем в r максимальных клик. Этот класс 
интересен по следующим причинам: при фиксированном r для r-мино 
известны эффективные алгоритмы построения структур данных, опти-
мальных по используемой памяти и позволяющих определять смежность 
вершин за время O(1) [2]. Также известен полиномиальный алгоритм, ко-
торый для фиксированного r определяет, является ли данный граф r-
мино и в случае, если это так, строит список всех максимальных клик 
графа [3]. Класс r-мино совпадает с классом реберных графов от хеллие-
вых гиперграфов ранга не более r. Очевидно, что краусова размерность 
графа не может превосходить хеллиеву размерность графа [1]. Однако, в 
[1] показано, что разность между этими двумя размерностями может 
быть сколь угодно большой.  
В [1] поставлен вопрос о сложности задачи нахождения хеллиевой 
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размерности произвольного графа. Распознавательный аналог задачи 
может быть решен за полиномиальное время при фиксированном r [3]. В 
силу формулировки задачи, её необходимо рассматривать в терминах #P-
полноты [4]. В настоящей работе доказано, что задача нахождения хел-
лиевой размерности графа является #P-полной. 
2. ОПРЕДЕЛЕНИЯ 
Подсчитывающая машина Тьюринга  это недетерминированная ма-
шина Тьюринга со вспомогательным устройством вывода, на котором 
она печатает в двоичном виде число допустимых вычислений этой ма-
шины для заданных входных данных. Такая машина имеет сложность 
t(n), если самое большое время допустимого вычисления на множестве 
всех входных данных размера n не превышает t(n).  
Пусть Σ и Γ  непустые алфавиты и f: Σ*→B(Γ*)  функция из множе-
ства Σ* слов над Σ в булеан B(Γ*). Если x  слово из Σ*, то будем гово-
рить, что f(x)  множество следов для x, а элементы этого множества бу-
дем называть следами для x. С любой такой функцией можно связать 
следующую задачу подсчета: дано слово x из Σ*, найти количество сле-
дов для x во множестве f(x). Далее задачами подсчета будут называться 
сами функции.  
Определение 1. Классом #P назовем класс таких задач подсчета f, что 
выполняются следующие условия: 
1. Существует полиномиальный алгоритм для подсчитывающей 
машины Тьюринга, который для заданных x и y определяет, верно ли, 
что y  след для x ( т.е., что y∈f(x) ). 
2. Существует такое натуральное число k (которое может зависеть 
от задачи подсчета), что |y| ≤ |x|k для любых y∈f(x). 
Определение 2. Пусть f: Σ*→B(Γ*) и g:Π*→B(Ρ*)  две задачи подсче-
та. Сведением задачи g к задаче f будем называть пару функций v: 
Π*→Σ* и r: Ν →Ν, вычислимых за полиномиальное время, и такую, что  
|g(x)| = r(|f(v(x))|) 
Определение 3. Задачу подсчета f будем называть #P-сложной, если 
любую задачу из #P можно свести к задаче f. К тому же, если f∈#P, то за-
дачу f будем называть #P-полной. 
3. ХЕЛЛИЕВА РАЗМЕРНОСТЬ 
Определение 4. Граф назовем r-мино, если любая его вершина входит 
в не более чем r максимальных клик.  
Определение 5. Минимальное число r∈Ν, что граф G является r-мино, 
 59
назовем хеллиевой размерностью графа и будем обозначать hd(G). 
Сформулируем задачу о нахождении хеллиевой размерности следую-
щим образом: 
Дан граф G и функция f следующего вида: f(G)={r∈Ν: hd(G)>r}. Требу-
ется определить для заданного графа число элементов во множестве f(G).  
Очевидно, что | f(G)| и будет хеллиевой размерностью графа.  
Теорема 1. Задача нахождения хеллиевой размерности #P-полна. 
Доказательство. Покажем, что f∈#P. Действительно, существует по-
линомиальный алгоритм, определяющий, для фиксированного числа r, 
является ли граф r-мино. За полиномиальное время можно проверить для 
любого числа r и графа G, верно ли что r∈f(G). Таким образом, первый 
пункт определения 1 выполняется. Второй пункт также, очевидно, вы-
полняется в силу того, что в качестве следов используются натуральные 
числа. Итак,  f∈#P по определению. 
Покажем теперь, что f  #P-сложная. Для этого необходимо для неко-
торой #P-полной задачи g доказать, что g можно вычислить с помощью 
некоторого числа элементарных операций и вычислений функции f. В 
качестве такой задачи рассмотрим следующую #P-полную задачу под-
счета g: дан граф G, определить число максимальных клик в нем. В этом 
случае множеством следов будут являться максимальные клики графа G. 
Известно, что эта задача является #P-полной [4]. 
Очевидно, что число максимальных клик в графе G совпадает с чис-
лом хеллиевой размерности графа G+x, где x  доминирующая вершина. 
Таким образом, |g(G)|=|f(G+x)| и задача f является #P-полной. Теорема 
доказана.  
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