Set covering has widely been accepted as a staple tool for feature selection in data mining. We present a generalized version of this classical combinatorial optimization model to make it better suited for the purpose and propose a surrogate relaxation-based procedure for its meta-heuristic solution. Mathematically and also numerically with experiments on 25 set covering instances, we demonstrate the utility of the proposed model and the proposed solution method.
INTRODUCTION
Let us define a general set covering problem (henceforth, (gSC)) with multiplicity k as the problem of covering each of the m 0-1 constraints k times at minimum cost. That is, we consider , where c is a positive integer vector of order n, A is a matrix of 0s and 1s, and k T = [k, k, …, k] , where k is an integer larger than or equal to 1.When k = 1, (gSC) reduces to a standard set covering (SC) problem, which has been extensively researched in the literature. When ∈ k m R + and , ∈ n c R + (gSC) generalizes to a problem known as the multi-covering problem (e.g., Dantzig, 1954; Hall and Hochbaum, 1979) .
In data mining, a need arises for identifying a small subset of the features, called support features, that describes the data on hand without contradiction. In brief, the features in data mining take the role of decision variables when the classification problem is formulated as an optimization problem. Therefore, the degree of difficulty associated with finding an accurate classification theory is closely related to the number of support features used. For support feature selection, which is a combinatorial optimization problem in nature, set covering has widely been accepted as a staple tool (e.g., Boros et al., 1997; Boros et al., 2000) , and the common practice is to apply SC k times in succession to ensure selecting small but enough number of features for an accurate analysis of data on hand (e.g., Boros et al., 2000; Kim and Ryoo, 2008; Ryoo and Jang, 2009 ). In short, support features are the building blocks of a classification theory and, therefore, the quality of a classification theory can be said to be only as good as the quality of the features selected for use. We refer the reader to Boros et al. (1997) for the importance and a more background on feature selection in data mining and the utility of SC for this combinatorial optimization problem.
Since the introduction in Dantzig (1954) , multiset covering has received little attention from the OR society. As seen, however, (gSC) selects support features based on combinatorial interplay among all variables, hence is better suited for the purpose of support feature selection in data mining than the standard approach of using SC k times successively (e.g., Boros et al., 2000; Kim and Ryoo, 2008; Ryoo and Jang, 2009 ).
In this short paper, we propose (gSC) for support feature selection and illustrate its utility over the standard approach (henceforth, (sSC)) in Section 2. For solving (gSC), we propose the standard subgradient optimization scheme, based on surrogate relaxation techniques, and show that the surrogate dual provides tighter lower bounds than the Lagrangian counterpart in Section 3. In Section 4, with experiments on 25 set covering instances from the OR Library (e.g., ,we demonstrate the utility of (gSC) over (sSC) and also the use of the surrogate relaxation-based solution method for solving (gSC).
UTILITY OF (GSC) FOR FEATURE SELECTION
Support feature selection in data mining is a combinatorial optimization problem (e.g., Boros et al., 1997) . In this section, with two small examples, we illustrate the usefulness of (gSC) for support feature selection, in comparison with (sSC), the standard approach in the literature (e.g., Boros et al., 2000; Kim and Ryoo, 2008; Ryoo and Jang, 2009 ).
Optimal vs. Non-optimal Solutions
Consider the feature selection instance in Table 1 with k = 2 and the unicost vector When the corresponding (gSC) instance is solved, we obtain an optimal solution x 2 = x 3 = x 5 = x 7 =1 with the objective value 4.To help the reader with understanding, x j = 1 indicates that feature j is selected. When (sSC) is used, the SC instance with the right-hand side vector of 1s is solved the first time with all features considered. For this SC instance, we obtain x 2 = x 6 =1 as an optimal solution. When the SC instance is solved the second time, only the columns 1, 3, 4, 5, 7, 8, 9 and 10 are considered, and we obtain x 1 = x 3 = x 7 =1 as an optimal solution. Now, putting the two solutions together, we obtain via (sSC) a solution x 1 = x 2 = x 3 = x 6 = x 7 = 1 with the objective value 5, which is just a feasible solution for (gSC). From this, and also comparing the solutions by (gSC) and (sSC) while paying close attention to the dissimilarity between them, one notes that the standard feature selection approach in data mining is not truly combinatorial optimization-based and can easily see the benefit of using (gSC) for support feature selection in data mining.
Feasibility vs. Infeasibility
Consider the instance in Table 2 with the objective coefficient vector
and k = 2. When the corresponding (gSC) instance is solved, we obtain x 1 = x 2 = x 3 = x 4 = x 5 = x 6 = 1 with the objective value 7. When (sSC) is used, we obtain x 2 = x 3 = x 4 = 1 from the first instance of SC but find that the second SC instance without these three columns admits no feasible solution. Table 2 . SC Matrix for Example in Section 2.2
Const. In summary, the two examples of this section illustrate the utility of (gSC) for feature selection in data mining well.
LAGRANGIAN AND SURROGATE RELAXATIONS

Review and Duality Results
The Lagrangian and surrogate relaxations are respectively defined for (gSC) for any k is satisfied (e.g., Lorena and Lopes, 1994) . Therefore, any of the two relaxations can be used for (gSC).
After a close examination, however, one notes that S(λ) handles (gSC) more relevantly than L(λ) for the General Set Covering for Feature Selection in Data Mining Vol 18, No 2, November 2012 , pp.13-17, © 2012 general case k > 1. In short, when L(λ) is used for (gSC), the same columns are selected and fixed at 1 regardless of the value of k, as (c
is not affected by the value of k. This is not the case with S(λ) as additional columns are needed to satisfy the feasibility condition λ T Ax ≥ λ T k when a larger value of k is used. This shows that the surrogate relaxation is better suited for (gSC) than the Lagrangian relaxation.
Furthermore, it is well-known that the surrogate relaxation provides tighter lower bounds than the Lagrangian counterpart (e.g., Greenberg and Pierskalla, 1979) . To see this, let ( ) v i denote the optimal value of an optimization problem i and define the Lagrangian dual of (gSC) as
and the surrogate dual of (gSC) as
for (gSC) that is in minimization form. ■
Corollary:
The surrogate dual provides a tighter lower bound for (gSC) than the Lagrangian dual; that is, (S)
Proposed Algorithm
Based on results of the previous subsection, we propose the surrogate method for (gSC). For comparative experiments of the following section, however, we sketch two algorithms based on the Lagrangian as well as surrogate relaxations for lower bounding but with the same subgradient optimization framework and a primal heuristic procedure for building a cover (a feasible solution to (gSC)) on the dual solution provided by the two relaxation methods. These algorithms are summarized below. -if L(λ) or S(λ) is larger than LB, update LB.
-construct a cover with by the primal-heuristic.
-if the cover found provides a lower UB, update UB.
-update λ by the subgradient method.
-increase the iteration counter to 1 larger. end while In the algorithms above, UB and LB indicate the upper and lower bounds on the optimum of (gSC), J i denotes the index set of the features that covers constraint i, and I j denotes the index set of the constraints that selecting feature j (that is, setting x j = 1) covers. The initialization scheme for λ owes to Beasley (1987) and Caprara et al. (1999) , and the primal heuristic we use is (a simple modification of) the textbook greedy heuristic(e.g., Chvatal, 1979; Nemhauser and Wolsey, 1999) that selects additional columns one at a time by the minimum ratio of c j /(I j ∩ M u ) until every constraint is covered at least k times, where M u denotes the index set of currently uncovered constraints. For more details on the Lagrangian and surrogate duals and/or the subgradient optimization, we refer the reader to the aforementioned references. Last, we recall that, when k = 1, (gSC) reduces to the standard SC model, hence the procedure above become one for solving SC instances.
NUMERICAL EXPERIMENTS: PRELIMI-NARYRESULTS AND DISCUSSIONS
In this section, we demonstrate the efficacy of (gSC) over (sSC),the standard feature selection approach in the literature, and compare the performance of the Lagrangian and surrogate methods for (gSC).For experiments, we used 25 small to medium size test SC problems from ; namely, scp41-scp410, scp51-scp510 and scp61-scp65.We randomly chose and used k = 2 for (sSC) and (gSC) in these experiments and solved all instances of SC (for (sSC)) and (gSC) on an Intel i5 2-core notebook with 2.6 GB of memory. C++ was used for all implementations. We refer the reader to for more information on the 25 SC problems.
(sSC) vs. (gSC)
Table 3 summarizes the results of by the surrogate method for (sSC) and (gSC) and presents the better of the two results by the two set covering approaches for UB and the gap (UB-LB) for each instance in bold numbers for easy referencing.
In this table, 'Iter'. indicates when the best solution yielding the UB was found, 'Gap' is the difference between the best UB and LB, and 'Time' is the CPU seconds spent for solving the corresponding problem. Here, we mean by 'solving' when the gap is closed or the maximum 5000 iteration limit is reached for the problem.
The results in Table 3 support that (gSC) is superior to (sSC) by all measures used to compare their performance. The only exception is the time; as one can see, (gSC) requires a little more time, but the difference does not seem to be significant, statistically. 
Lagrangian vs. Surrogate Methods
We summarize the results by the Lagrangian and surrogate methods for (gSC) in Table 4 and indicate the better of the results by the two relaxation methods for LB, UB and the gap between them for each instance in bold numbers. First, we see in this table that the surrogate method provides better lower bounds for 23 (gSC) instances and better upper bounds for 7 (gSC) instances while the Lagrangian method provides better UB for 3 instances. When the gaps are compared, the surrogate method performs better or equally well on all but one instance. Mathematically, we showed in Section 3.1 that the surrogate relaxations provide tighter lower bounds than the Lagrangian counterparts. The numerical evidence in Table 4 supports this and illustrates other advantages of the surrogate method that are related to this.
In terms of CPU time, the Lagrangian method seems to be about twice more efficient than its counterpart with an exception of the four instances for which the surrogate dual closed the gap, hence terminated early. As for the time efficiency of the Lagrangian method, we wish to numerically investigate it in our future research.
Another advantage of the surrogate dual is that it reduces the gap between the upper and lower bounds much faster and after a much smaller number of iterations. To show this, we plot in Figure 1~Figure 3 the gap against the number of iterations for instances scp46, scp54 and scp65 by the two relaxation methods. Note in Table 4 that the gap was smaller for the surrogate method for scp46, smaller for the Lagrangian method for scp54 and the same for both for scp65. In short, regardless of which relaxation performed better, the surrogate dual seems to bring the gap closer much faster than its counterpart. This may indicate that, by means of a more effective use of the surrogate relaxation and/or, perhaps, by using it as a prelude to using the Lagrangian relaxation, one may develop a scheme that can solve the (general) set covering problems more efficiently. This investigation makes up an interesting topic of study for our future research. 
CONCLUSIONS
Set covering has extensively been studied in the literature for its applications in real-life decision. In particular, in data mining, the selection of a small number of important features (variables) holds a key to a successful analysis of the data on hand, and set covering has been accepted as a staple device for this purpose.
In this paper, we considered a generalized version of set covering called the general set covering and showed that it can be usefully used for feature selection in data mining. Next, we developed a surrogate relaxation-based method for meta-heuristic solution of the general set covering problems and illustrated the utility of the general set covering and the proposed metasolution procedure both mathematically and numerically.
As for future research, we will investigate how the surrogate relaxation may be used as a stand-alone method or within a Lagrangian scheme to develop a more efficient and effective meta-solution procedure for general set covering problems.
