ABSTRACT In this paper, an enhanced proportionate normalized least mean square (PNLMS) algorithm with the hybrid l 2,0 -norm constraint is proposed for block-sparse signal processing. The proposed algorithm penalizes a mixed l 2,0 -norm on the PNLMS to fully exploit the sparsity and handle block-sparse signals, which is called the l 2,0 norm constrained PNLMS (L20-PNLMS). The L20-PNLMS is well derived and carefully analyzed. Various experiments have been constructed to verify the effectiveness of the devised L20-PNLMS. The experimental results demonstrate that the devised L20-PNLMS performs better than the previous PNLMS algorithms do in block sparse signal processing.
I. INTRODUCTION
Echo cancellation and speech signal processing are vital applications in adaptive filtering [1] - [6] , and have been widely used in communication systems for several decades. Many filter coefficients should be considered to identify the unknown impulse response of the echo path, where the filters with 512 or 1024 taps are common in network echo cancellation [7] , [8] . Moreover, the normalized least mean square (NLMS) algorithm and its variants are the most widely used adaptive algorithms for handling these signals because they are simple, stable and easy to implement [9] - [13] in practical engineering. However, when the unknown system is sparse, the NLMS algorithm cannot use the potential sparse characteristic well. According to our knowledge, the network echo path and wireless channels are typical sparse systems. To take advantage of the sparsity in these systems, the proportionate normalized least mean square (PNLMS) has been proposed in [14] , which uses the sparsity of the impulse response by introducing a proportional step size into each filter coefficient to accelerate the convergence rate. The result shows that the PNLMS algorithm provides a very fast convergence at the initial iterations when the system is sparse. This occurs because the large coefficients converge quickly with a large step-size, whereas small coefficients converge quite slowly [15] , [16] with a small step-size. The performance of the PNLMS algorithm will degrade or become worse than that of the NLMS algorithm when the system is not sufficiently sparse.
In recent decades, many improved algorithms have been proposed to enhance the performance of the PNLMS algorithm. As we know, the µ-law PNLMS (MPNLMS) algorithm solves the problem of assigning an excess gain to large coefficients to obtain a fast convergence [15] , [17] , [18] . The PNLMS++ alternative update (AU) algorithm improves the performance by alternating NLMS and PNLMS algorithms in each sample period [19] . The PNLMS++ converges faster when the echo path is sparse. When the echo path is dispersive, the convergence rate is identical to that of the NLMS algorithm. The IPNLMS algorithm, which uses the l 1 norm to exploit the sparsity of the impulse response to be identified, makes better use of the idea of ''proportionate'' [20] . The simulation results show that the IPNLMS algorithm is better than the NLMS and PNLMS algorithms for different systems.
The sparse impulse response indicates that only a few coefficients have significant values, whereas the others are zero or very small values [21] , [22] . For example, although many filter coefficients are required to model the network echo path [8] , [23] , there are only a few nonzero coefficients (which can be called ''active coefficients'') in the model, while the others are small or negligible (which can be called ''inactive coefficients''). From this characteristic of the impulse response, the systems can be divided into [24] - [26] a general sparse system, one-cluster block-sparse system, and two-cluster block-sparse systems, as indicated in Figure. 1.
As shown in Figure. 1 (a), the distribution of nonzero coefficients is random in a general sparse system. By contrast, the coefficients are distributed by blocks in the block-sparse system, where each block is a set of many nonzero coefficients. For example, the network echo path is a one-cluster block-sparse system. Figure. 1 (b) shows the nonzero coefficients in the network echo path are concentrated in one block. For a satellite communication system, the impulse response is composed of multiple long flat delay regions and scattered active regions [27] , [28] , as shown in Figure. 1 (c), where the nonzero coefficients in the satellite communication system are concentrated in two blocks. Thus, a satellite communication system is a representative of multi-cluster sparse systems. Many block-sparse algorithms have been reported [29] - [36] . The PB-IPNLMS algorithm divides the impulse response of the system into two parts: the first part is sparse, and the second part is dispersive. The proportionate algorithm is applied to the first part, and the non-proportionate algorithm is applied to the second part. However, the PB-IPNLMS algorithm is applicable to the one-cluster block-sparse system, and not applicable to the multi-cluster blocksparse system. The individual-activation-factor PNLMS (IAF-PNLMS) algorithm uses individual active factors to update the filter coefficients. Therefore, the IAF-PNLMS algorithm converges faster than other wellknown PNLMS-type algorithms when the impulse response of the system exhibits high sparsity. The improved IPNLMS (IIPNLMS) algorithm divides the impulse response of the system into active regions and inactive regions. Then, the NLMS algorithm is applied to the active regions, and the PNLMS algorithm is used in the inactive regions. The zero attracting PNLMS (ZA-PNLMS) algorithm proposed in [37] inserts an l 1 norm penalty to the cost function of the PNLMS, and generates a zero-attracting term to the update equation of the PNLMS algorithm, which accelerates the convergence of the coefficients and produces a small steady-state excess mean square error (EMSE), particularly in the inactive taps. The block-sparse (BS) LMS (BS-LMS) algorithm inserts a penalty of the mixed norm into the cost function of the traditional LMS algorithm, which improves the performance of the LMS algorithm [24] . The BS-PNLMS algorithm is realized based on the optimization of the mixed l 2,1 -norm of the adaptive filter coefficients [38] - [40] .
The motivation behind this article is that the l 0 -norm is a better measurement of sparsity than the l 1 norm [41] - [45] . Therefore, an enhanced proportionate normalized least mean square (PNLMS) algorithm with the hybrid l 2,0 -norm constraint is proposed for cluster-sparse signal processing. The proposed L20-PNLMS algorithm penalizes a mixed l 2,0 -norm on the PNLMS to fully exploit the sparsity to handle block-sparse signals and is called the l 2,0 norm constrained PNLMS (L20-PNLMS). In addition, the proposed technology is integrated into the IPNLMS to implement the L20-IPNLMS. Both the L20-PNLMS and L20-IPNLMS are well derived and carefully analyzed. Various experiments have been constructed to verify the effectiveness of the devised L20-PNLMS and L20-IPNLMS. The experimental results demonstrate that the devised L20-PNLMS and L20-IPNLMS algorithms perform better than the previous PNLMS algorithms do in block sparse signal processing.
The structure of this article is summarized as follows: In Section II, the traditional PNLMS algorithm is briefly reviewed. In Section III, L20-PNLMS and L20-IPNLMS algorithms are proposed, derived and carefully analyzed. Section IV presents the evaluation performance for both L20-PNLMS and L20-IPNLMS algorithms in handling block-sparse systems. Section V summarizes the text.
II. REVIEW OF THE PNLMS ALGORITHM
The channel input signal is assumed to be
and the impulse response of the unknown system is h(n)
where the signal length is assumed to be L. According to the theoretical knowledge of adaptive filtering, the observed output signal d(n) can be obtained
where v(n) is the noise signal, which should be independent from the system input signal x(n). The output of the adaptive filter is
whereĥ(n − 1) is the estimation of the impulse response vector. The estimation error is
The update equation of filter updating can be described aŝ
where µ is the overall step size and δ PNLMS is the regularization parameter. G(n − 1) is the step size control matrix, which is a diagonal matrix that assigns different step sizes to different coefficients. G(n − 1) can be described as
The elements in G(n − 1) are calculated as follows:
where
Parameter δ is an initialization parameter than helps prevent the weight coefficients from stalling during the update in the initial stage, when all weight coefficients are initialized to 0. Parameter ρ is another small positive value that preventŝ h l (n − 1) from stalling when its value is much smaller than the greatest coefficient. The range of ρ is usually
The IPNLMS algorithm, with the same update as PNLMS, takes advantage of the sparsity of the impulse response by considering Equation (8) to identify the coefficients by introducing the l 1 norm to the cost function.
where −1 ≤ α ≤ 1. Using Equation (8) to replace Equation (6) in the IPNLMS, the element g l (n − 1) in the diagonal matrix G(n − 1) can be described as
When α = −1, the IPNLMS algorithm becomes the NLMS algorithm. When α is close to 1, the IPNLMS algorithm works like the PNLMS algorithm. Generally, a good choice of α is 0 or −0.5. Thus, the IPNLMS algorithm performs better than the NLMS and PNLMS algorithms do, regardless of the characteristics of the impulse response.
III. THE PROPOSED L20-PNLMS AND L20-IPNLMS ALGORITHMS
Although the PNLMS algorithm can take advantage of the sparsity of the impulse response and performs better than the NLMS algorithm does when the system is sparse, its performance must be improved when the impulse response is blocksparse, which is common in the actual echo path. To further consider the block sparsity, we propose the L20-PNLMS and L20-IPNLMS algorithms in this section. The proposed algorithms penalize a mixed l 2,0 -norm on the PNLMS to fully exploit the sparsity for handling sparse signals. From the idea in [46] and [47] , the optimization problem becomes
Using the Lagrange multiplier to transform the constrained minimization problem into an unconstrained extremum problem, we obtain the cost function of the proposed L20-PNLMS algorithm,
. . .
N is the number of blocks, and it is obtained from N = L/B. B is the number of coefficients per block. The solution of the l 0 norm is an NP-hard problem and can be approximated by a continuous function as follows:
where β is a positive value. According to Equations (12) and (13), we have
Taking the derivative of Equation (14), we obtain
Assuming that the k-th coefficient belongs to the s-th block, we have
According to the Lagrangian multiplier method, let ∂J (n)
and
Then, we can get
(n)
(n − 1)
From Equation (18), we have
Then, left multiplying G(n − 1) to Equation (19), we get
Left multiplying x T (n) to Equation (21) and simplifying it, we obtain
In fact, Equation (20) can be converted intô
Substituting Equation (23) into (22), we obtain
and the error e(n) can be described as
Substituting (25) into (24), we obtain the Lagrangian multiplier λ
Then, the updated equation of L20-PNLMS is described aŝ
Similarly, to prevent the denominator from being zero, the regularization parameter δ is added to the denominator of Equation (27) . Finally, the updated equation of the proposed algorithm iŝ
Herein, the diagonal matrix G (n − 1) is described as
1 B in Equation (29) refers to a row vector with length B, and all of its elements are ones. Furthermore, we propose the L20-IPNLMS algorithm by introducing the l 2,0 -norm to the cost function of the IPNLMS algorithm. The update equation of the L20-IPNLMS algorithm is the VOLUME 6, 2018 same as that of the L20-PNLMS algorithm, except for the gain assign matrix in Equation (28), where we use
In this section, we propose the L20-PNLMS and L20-IPNLMS algorithms. Unlike the traditional PNLMS and IPNLMS algorithms, the proposed L20-PNLMS and L20-IPNLMS algorithms require only a priori information about the length of the active area to determine the block size, which are known for network echo path and satellite communication systems. The performance of the proposed L20-PNLMS and L20-IPNLMS algorithms are demonstrated in the next section to verify their superiorities over the traditional NLMS, PNLMS and IPNLMS algorithms.
IV. SIMULATION RESULTS
In this section, various experiments are conducted to analyze the performance of the proposed L20-PNLMS and L20-IPNLMS algorithms. The proposed algorithms are tested with three different input signals (white Gaussian noise (WGN), colored noise and speech signals). The colored noise is obtained from the WGN filtering through a firstorder system with a pole of 0.8, and the sampling frequency of the colored noise and speech signals is 8 KHz [38] . An independent Gaussian white noise with a signal-to-noise ratio (SNR) of 30 dB is added to the system. Each simulation is repeated 10 times and averaged to ensure the accuracy of the results. The convergence performance of the algorithms is measured by the normalized misalignment, which is described as
For all experiments, the length of the impulse response is L = 1024. The two block-sparse systems in Figure. 1 (b) and 1 (c) are used in the experiments. For the one-cluster block-sparse system in Figure. 1 (b) , the active coefficients are mainly distributed in [385, 416] which has 32 non-zero taps. For the two-cluster block-sparse system in Figure. 1 (c) , the active coefficients are mainly distributed in [193, 224] and [641, 672] , which include 64 nonzero taps [38] . In the following experiments, the simulation parameters are as follows: When the input signal is WGN, all the step sizes µ of the related algorithms are 0.05. All the step sizes µ of the related algorithms are 0.1 when the input signal is colored noise. The step sizes µ of the mentioned algorithms are 0.2 when the input signal contains speech signals. The small positive constant of the related algorithms (NLMS,PNLMS,IPNLMS,BS-PNLMS, and BS-IPNLMS) and of the proposed L20-PNLMS and L20-IPNLMS algorithms are ε = 0.01, ρ = 5/L. The regularization [48] .
A. EFFECT OF β ON THE PERFORMANCE OF THE L20-PNLMS ALGORITHM
In this experiment, the effect of β on the performance of the L20-PNLMS algorithm is well investigated. In the three different input experiments, the block size B is 4. The performance of L20-PNLMS is tested for different β values of 5, 10, 20 and 50. In Figure. 2 (a) , the input signal is WGN. In the second experiment, as shown in Figure. 2 (b) , the input signal is colored noise. In the last experiment, as given in Figure. 2 (c) , the input signal is speech signal. The first 80,000 iterations show the performance of the onecluster system, and the second 80,000 iterations indicate the performance of the two-cluster system.
The simulation results in Figure. 2 (a) indicate that the performance of the L20-PNLMS algorithm is improved with the increase in β in the one-cluster block-sparse system when the input signal of the system is Gaussian white noise. For the two-cluster block-sparse system, the performance of the algorithm is also improved by using large β. When β exceeds a certain value, the performance of the algorithm begins to decrease. Overall, the proposed L20-PNLMS algorithms have a better convergence rate and normalized misalignment than do the related algorithms. The simulation results in Figure. 2 (b) indicate that the performance of the L20-PNLMS algorithm is improved with an increase in β when the input signal of the system is colored noise. Then, the performance of the L20-PNLMS algorithm begins to decrease for either one-cluster block-sparse system or twocluster block-sparse system when β exceeds a certain value. Figure. 2 (c) shows that if the value of β is properly selected, the L20-PNLMS algorithm performs better than the considered algorithms in the experiment.
B. EFFECT OF THE BLOCK SIZE B ON THE PERFORMANCE OF THE L20-PNLMS ALGORITHM
In this experiment, the effect of the block size B on the performance of the L20-PNLMS algorithm is analyzed and discussed with different inputs. The performance of the L20-PNLMS is tested for different block sizes B (4,16,32 and 64) . According to the previous analysis, β is set to be 10 in the L20-PNLMS algorithms. The performance of the L20-PNLMS for WGN, colored noise and the speech signals with different B is shown in Figure. 3.
The simulation results presented in Figure. 3 (a) indicate that L20-PNLMS with a block size of 16 has the best performance, whereas L20-PNLMS with a block size of 64 has the worst performance for the WGN inputs. In other words, the proposed L20-PNLMS algorithm outperforms the mentioned algorithms with different B. Figure. we can see that L20-PNLMS has the best performance when the block size B is 4. Similarly, it has the worst performance when B is 64.
C. EFFECT OF THE BLOCK SIZE B ON THE PERFORMANCE OF THE L20-IPNLMS ALGORITHM
In this experiment, the effect of the block size B on the performance of the L20-IPNLMS algorithm is examined with various B. The performance of the L20-IPNLMS algorithm for block sizes B of 4, 16, 32 and 64 is compared with the performance of the NLMS, IPNLMS and BS-IPNLMS algorithms. The value of β is assumed to be 10 in the L20-IPNLMS algorithm, which is identical to that of L20-PNLMS. The performance of L20-IPNLMS for WGN, colored noise and the speech signals with different block size B is shown in Figure. 4 .
The simulation results presented in Figure. 4 indicate that L20-IPNLMS with a block size of 4 achieves the best performance, whereas L20-IPNLMS with a block size of 64 has the worst performance for the input signal of WGN, colored noise and speech signals. Therefore, if the value of block size B is properly chosen, the convergence rate and normalized misalignment of the proposed L20-PNLMS and L20-IPNLMS algorithms are superior to those of the previous block sparse PNLMS algorithms.
D. CONVERGENCE OF L20-PNLMS AND L20-IPNLMS FOR THE BLOCK-SPARSE SYSTEM
In this experiment, comparisons of the performance for NLMS, PNLMS, IPNLMS, BS-PNLMS, BS-IPNLMS, L20-PNLMS and L20-IPNLMS are presented and discussed. The value of parameter β for both L20-PNLMS and L20-IPNLMS is set to β = 10, and the block size B is set to B = 4. The presented algorithms for WGN, colored noise and speech signal are compared in Figure. 5 .
The results show that the proposed L20-PNLMS and L20-IPNLMS with a block size of 4 perform better than other mentioned algorithms do for input signals of WGN, colored noise and speech signals. Thus, we can say that the proposed L20-PNLMS and L20-IPNLMS can be useful for block sparse signals compared with the previously reported PNLMS algorithms.
From the above analysis and the discussions of the proposed L20-PNLMS and L20-IPNLMS, we found that the proposed algorithms can better identify the cluster-sparse systems by properly selecting B and β. Also, the proposed algorithm are robust with different input signals. Since the parameters B and β have important effects on the estimation performance which might limit their applications, the parameter adaption cluster-sparse PNLMSs should be future investigated for meeting the requirements of various sparse system identifications. 
V. CONCLUSION
In this paper, two improved PNLMS algorithms have been devised based on the mixed l 2,0 -norm for block-sparse system applications. The proposed L20-PNLMS and L20-IPNLMS algorithms have been derived in detail, and their performance has been studied for different block sizes B and β with three common input signals: WGN, colored noise and speech signals. The simulation convergence rate and normalized misalignment demonstrate that the L20-PNLMS and L20-IPNLMS algorithms are superior in handling block sparse signals such as one-cluster and two-cluster blocksparse signals. He has published a monograph, over 100 papers, and over 20 inventions. His current research interests include signal processing for acoustic, underwater acoustic engineering, underwater acoustic communication, and polar acoustics. VOLUME 6, 2018 
