Abstract: Wavelet transform is widely applied in the field of the speech signal processing, but the wavelet decomposition is only decomposing the low frequency coefficients, so higher resolution can not be obtained for the high frequency components. In order to further decompose the high frequency coefficient, in this paper, the speech signal was decomposed by multi-scale wavelet packet. By analyzing the sparsity of the decomposed coefficients, the reconstruction algorithm based on compressed sensing was proposed by using the sparse representation of speech signal, at the same time, the effect of compression ratio on the reconstruction quality was analyzed. In determining the compression ratio, speech signal reconstruction quality and coding speed were taken into account, so the proposed compressed and reconstruction method had good real-time property. A large number of simulation experiments showed that the proposed method in this paper had excellent reconstruction quality and efficient coding efficiency.
Introduction
Over the past 20 years, with the rapid development and the wide application of communication and electronic technology, the speech processing technology has been a significant development at the alarming rate and made a lot of achievements, which promotes the development of communication technology, and the communication between people becomes more and more convenient.
The main purposes of speech coding are to reduce the coding rate, and have a higher reconstruction quality. It should also reduce the decoding delay, and make the complexity of the algorithm as low as possible, so the coding rate, the reconstructed quality, the decoding delay and complexity of the algorithm are the basic index to evaluate a speech coding and decoding performance.
The coding rate reflects the degree of compression on the information, and is proportional to the sampling frequency. For the signal acquisition, the usual practice is to obtain the data according to Nyquist method, but the sampling frequency may not be less than two times the bandwidth of the signal. This raises a higher requirements for the hardware, so a new methods need to be explored in order to reduce the sampling frequency.
Compressed Sensing (CS) theory [1] makes full use of signal sparsity or compressibility, and is not a direct acquisition signal itself, but a small amount of projection of acquisition signal. Through the acquisition of projection value, the exact or approximate reconstructed signal can be achieved, so it is possible to reduce coding rate by reducing the sampling frequency.
The speech signal is close to sparse in the wavelet domain or the Discrete Cosine Transform (DCT) domain, so the compressed sensing theory is used in the processing of the speech signals. At present, the application of the compressed sensing theory has got involved with many fields, such as: compressed sensing radar [2] [3] [4] [5] [6] , Distributed Compressed Sensing (DCS) theory [7, 8, 9] , wireless sensor network [10, 11] , image acquisition equipment development [12, 13] , medical image processing [14, 15] , Analog-to-Information [16, 17] , spectral analysis [18] [19] , hyperspec-tral image processing and remote sensing image processing [20, 21, 22] . However research on the compressed sensing of the speech signal is still in the early stage. Gemmeke et al. [23] applied the compressed sensing theory to speech recognition and makes the speech recognition system to obtain better antinoise performance.
It can be predicted that based on the study of the compressed sensing performance on speech signal a new mode will be set up for observation, then there might be a major breakthrough in the existing theory and technology on speech compression, speech recognition, speech synthesis and speech enhancement, so the research on the compressed sensing performance on speech signal has important theoretical significance and practical value.
In this paper, based on the sparse representation of the speech signal, the speech compression and reconstruction algorithm by using multi-scale wavelet packet was proposed, and the validity of simulation experiment enriched the application achievement of the compressed sensing.
The remainder of the paper is organized as follows. Section 2 presents the principle of the wavelet packet decomposition and the sparse analysis of the wavelet packet decomposition coefficient and DCT coefficient. In Section 3 , the compressed sensing algorithm for speech signal is proposed. The simulation experiments and results analysis are provided in Section 4. We make a summary to the full text in Section 5.
Sparse Analysis on the Wavelet Packet Decomposition Coefficients of the Speech Signal

Wavelet packet decomposition
Fast binary wavelet packet decomposition algorithm for signal ) (t f is as follows: 
(2) The reconstruction equation of wavelet packet transform is expressed by equation (3) . In order to achieve accurate reconstruction, the wavelet filter must meet the following conditions
In the family of functions generated by wavelet packets, wavelet packet can further decomposed the high frequency components, which can make the sound more clearly. According to the characteristics of signal decomposition, the suitable wavelet packet Figure 1 Typical wavelet packet transform algorithm (a) Wavelet packet decomposition algorithm (b) Wavelet packet reconstruction algorithm decomposition tree was choose, which improved the time-frequency resolution and provided more precise decomposition method. Therefore, for the sake of observing high-frequency components more carefully, this paper adopted the wavelet packet decomposition. In order to reduce the complexity of the algorithm, this paper used db3 wavelet packet to realize the 2 level decomposition of the speech signal, and look for the sparse representation of the speech signal. The decomposition process is shown in Figure2, in the diagram, the nodes (2,0) represents the lowest frequency coefficient by two layer wavelet packet decomposition, and (2,1), (2, 2) and (2,3) represents the sub low frequency coefficients, the sub high frequency coefficients and the highest frequency coefficients respectively.
Sparse analysis
Take the male and female student speech signal as an example, after being decomposed by wavelet packet, the sparsity of male and female speech signals was relatively similar. A frame (the length was selected as 320 points) male speech signal was decomposed by the two layer wavelet packet, where Figure 3 is a male original speech frame signal, and Figure 4 is the decomposed results.
From Figure 4 , it can be seen that the node (2,0) retained a lot of information of the original speech frame signal, and this node did not have sparse characteristics and the dynamic range of the coefficients was relatively large. However, the coefficients of the node (2,1), (2,2) and (2,3) were close to zero, so the sparseness of the three nodes was better. But when DCT was done on the node (2,0), the nth DCT transform coefficient was equation (6) .
where ]
[i x is the ith coefficient of the nodes (2,0),
. Equation (6) can be written in matrix form:
The DCT coefficients of the node (2,0) are shown in Figure 5 . From Figure 5 it can be seen that most of the DCT coefficient was close to zero, and only a small part of the absolute values of the coefficients were relatively large. This showed that the node (2,0) in the DCT domain was close to sparse.
Next, the sparsity of the wavelet packet coefficients of the female speech signal was analyzed. Figure 6 is a female original speech frame signal, and Figure 7 is the decomposed results. From Figure 7 , it can be seen that the node (2,0) retained a lot of information of the original speech (1,1) (2, 0) (2,1) (2, 2) (2,3) Figure 3 The original speech frame signal (male) Figure 4 The two layer wavelet packet coefficients (male) frame signal, and it was known that the sparsity of the male and female speech signal was relatively similar by the absolute amplitude of the node (2,1), (2,2) and (2,3).
Compressed Sensing of the Speech Signal
Through the analysis of the speech signal, it can be seen that the speech signal was approximately sparse, so the speech signal met the prerequisite of applying the compressed sensing theory. N samples of the linear projection in a speech frame was obtained by the observation matrix associated not with the sparse basis of the speech signal. In order to save sources, a small amount of sample observations were stored and transferred. According to the theory of compressed sensing, the original speech frame can be recovered through a sequence of observations received at the receiver. The following random Gauss matrices could be taken as the observation matrix, explaining the specific steps of compression sampling and reconstruction for the ith frame speech signal (1)Projection To structure M×1 observation matrix i 
where n C is a N N  dimensional DCT matrices or two level wavelet packet coefficient matrix, and equation (9) is the coefficient of BP reconstruction algorithm, and we can also use the coefficient of OMP reconstruction algorithm.
By the coefficient i x to restore the original
where T n C is the transpose matrix of n C ， That is,
For a period of speech signal x , all it frames were processed by using the above method, combining all the reconstructed finally and then, the reconstruction of the original speech signal will be obtained.
This paper used the average frame reconstruction SNR to estimate the reconstruction quality of compressed sensing for speech signal, and defined as follows. (11) Where K is the total number of frames，and k x and k x are the Kth frame speech signal and its reconstructed signal respectively. The compression ratio is defined as the ratio of the number of measurements per frame and frame length. When r is fixed, the bigger AFSNR value shows better reconstruction performance.
Simulation Experiments and Results Analysis
Experiment 1： This experiment explained that the choice of wavelet and wavelet packet impacted on the quality of the reconstructed speech signal. In code side, a window was added to the recorded speech signal, dividing it into frames. Both the reconstruction quality and the bit rate of the speech signal, the length of the frame was selected as the 320 point, then the three layers of wavelet transform of the speech frames was calculated, and the wavelet base selection was sym7. The high frequency wavelet coefficients were processed by the compressed sensing theory, the low frequency coefficients were not processed, then measurement values were coded with A law for non-uniform PCM quantization. The decoding process and the coding process is just the opposite, and we will get to the average frame reconstruction SNR under different observation numerical. Then the three layer wavelet decomposition were transformed into wavelet packet decomposition of the two layer, the decoder change accordingly. The simulation results of the two schemes are shown in Figure 8 .
From Figure 8 , it can be seen that under the same observation points, the average frame SNR of the wavelet packet transform was higher than the ones of the wavelet transform. From the diagram, it can be seen that:
(1) The average frame SNR of the wavelet packet transform in the left side of the curve was much higher than the ones of the wavelet transform, and the reason was that the low frequency coefficients of the two layers of wavelet packet transform and the three layers of wavelet transform was different, and the low frequency coefficients of the two layers of wavelet packet transform was 89 while the low frequency coefficients of the three layers of wavelet transform was 57.
(2) From left to right, The growth rate of the curve of the wavelet packet transform was far less than the ones of wavelet transform, and the reason was that the wavelet packet transform not only decomposed low frequency coefficients, but also decomposed high frequency coefficients, while the wavelet transform only decomposed low frequency coefficients. This made that the sparse characteristics of the high frequency coefficients of the wavelet decomposition was much weaker than the ones of the wavelet packet decomposition, that is, the sparse characteristic of the wavelet packet decomposition Figure 8 The average frame SNR of the wavelet and wavelet packet transform of the speech signal was better, so the wavelet packet required less observation points and there was a better reconstructed quality. However, if it continued to increase observation points, the ascension of the average frame SNR of the reconstructed speech signal would be relatively small, consequently the growth slower. Experiment 2：In the second experiment, the node (2,1), node (2,2) and node (2,3) with different compression ratio of q1, q2, q3 were studied, and their influence on the quality of the reconstructed speech signals. When q1, q2, q3 were taken as 0.1, 0.2, 0.3 respectively, the average frame SNR of the reconstructed speech signal are shown in Table1.
From Table 1 it can be seen that when q1 and q2 were fixed and q3 was taken different values, the difference between the average frame SNR was within 0.15dB. When q1 and q3 were fixed and q2 was taken different values, the difference between the average frame SNR was within 0.15dB too. However, when q2 and q3 were fixed and q1 was taken different values, the difference between the average frame SNR was between 0.4dB and 1.6dB. The reason was that the sparsity of the wavelet packet coefficients of the node (2,2) and node (2,3) were more similar, but the sparsity of the wavelet packet coefficients of the node (2,1) was relatively poor.
Experiment 3：In the above experiments, we used the non-uniform PCM method and completed the quantization coding of all nodes. Since a better reconstructed signal requires higher coding rate, in this experiment, a different encoding method was used to get a better reconstructed speech quality an very low bit rates. The experimental studied speech signal compression and reconstruction method based on wavelet packet transform and compressed sensing (Figure 2 signal as an example) .
In the experiment, frame length was 320 points, and frame shift was 160 points, and the node (2,2) and node (2,3) compression ratio q1 and q2 were determined as 0.1. Taking into account the observation sequence variation range of the node (2,1), node (2,2) and node (2,3) was very small, the observation sequence of three nodes were coded by using uniform PCM quantization method, quantization order by K1, K2, K3 said respectively, and their value were set to 4. For the node (2,0), because its coefficient variation range was bigger, the sequence of the node (2,0) was coded by using vector quantization method. If the uniform PCM quantization coding is used, more orders will be needed to result in high code rate. Therefore, vector quantization coding was used, and vector quantization codebook N was 128, 256 and 512 respectively, and q1 was 0.1, 0.2 and 0.3 respectively. The average frame SNR of the reconstructed speech signal are shown in Table 2 . Table 2 In different codebook sizes and different q1, the average frame SNR of the reconstructed speech signal From Table 2 , it can be seen that when N was the same, the average frame SNR of the reconstructed speech signal had smaller enhance with the increase of q1. However, when q1 was the same, the average frame SNR of the reconstructed speech signal had larger enhance with the increase of N. When N was 512, the average frame SNR of the reconstructed speech signal was close to 20dB. As for the quality of the reconstructed speech signals and code rate, taking q1=0.3, N=512, when K1, K2 and K3 were increased, the average frame SNR of the reconstructed speech signal improve somewhat but very little. So in speech processing, all the parameters were identified as: q1=0.3, q2=q3=0.1, N=512 and K1=K2=K3=4 respectively. the OMP reconstruction algorithm was used, and the average frame SNR of the reconstructed speech signal was 19.3983dB, and coding rate was 9.40kb/s
Conclusion
In this paper, through the sparse analysis on the wavelet packet and DCT coefficients for the speech signal, and a speech compression and reconstruction method was proposed based on wavelet packet transform and compressed sensing. In view of the reconstruction quality and coding rate, the selection of the parameters of the proposed algorithm was studied. After the algorithm parameter was determined, the average frame SNB of the reconstructed speech signal and coding rate were calculated, and the effectiveness of the algorithm was verified.
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