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Magnetic induction tomography using an all-optical 87Rb atomic magnetometer
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We demonstrate magnetic induction tomography (MIT) with an all-optical atomic magnetometer.
Our instrument creates a conductivity map of conductive objects. Both shape and size of the imaged
samples compare very well with the actual shape and size. Given the potential of all-optical atomic
magnetometers for miniaturization and extreme sensitivity, the proof-of-principle presented in this
Letter opens up promising avenues in the development of instrumentation for MIT.
Imaging is an essential capability in a wide range of ap-
plications, from medicine to industry and security. More
than one century of development provided a variety of
imaging techniques, such as X-ray imaging, nuclear mag-
netic resonance (NMR) imaging, and ultrasound-based
diagnostic imaging, just to name a few. Different imag-
ing techniques rely on different properties of the object
of interest, and thus provide information about different
characteristics. Whenever the electrical and magnetic
properties are the characteristics of interest, magnetic
induction tomography (MIT) [1] is the obvious choice,
as it directly provides a map of the electrical and mag-
netic properties of an object. Therefore, such technique
is complementary to conventional magnetic imaging, and
extends its range. In fact, MIT finds direct application
in the detection and imaging of metallic components, e.g.
for the detection of cracks or characterization of the level
of corrosion. It is also a promising technique for biomedi-
cal applications, as different tissues typically present dif-
ferent electrical characteristics [2].
The ultimate performance of a MIT system depends on
the magnetic field sensor used. While most of the MIT
setups rely on a standard coil of wire, or an array of coils
[3], a variety of advances in different directions have been
reported. Miniaturization can be achieved with printed
circuit board (PCB) coil technology [4], thin film tech-
nology [5], or with the use of giant magnetoresistance
(GMR) sensors [6].
In this Letter, we demonstrate MIT with all-optical
atomic magnetometers. By inducing eddy currents in
the object of interest, and then using an atomic magne-
tometer to perform position-resolved measurements (of
the phase and magnitude of the magnetic field produced
by these currents), we are able to produce a conductiv-
ity map of the object. Given that atomic magnetometers
hold record sensitivity [7] and have the potential for ex-
treme miniaturization [8–10], this Letter paves the way
for ultra-sensitive high-resolution imaging systems, us-
ing arrays of atomic magnetometers operating in a MIT
modality.
The experimental apparatus is shown schematically in
Fig. 1. The object of interest is placed on a horizontal
flat nonconductive support, and can be moved manually.
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The atomic magnetometer for magnetic field sensing is
under the support. The sensor is a 5 cm long vapor
cell filled with the naturally occurring mixture of 85Rb
and 87Rb. The cell is coated with polydimethylsiloxane
(PDMS), and filled with 5 Torr of argon gas. It is heated
to 70◦C to increase the vapor density. The magnetome-
ter operates in self-oscillating mode [11, 12]. The detailed
description of our magnetometer is reported in Ref. [13],
and we summarize in this Letter only the essential infor-
mation. A circular polarized laser beam, tuned 80MHz
to the red of the F = 2 → F = 3 D2 line transition of
87Rb, is used to optically pump the atoms. A linearly
polarized probe laser, detuned by 360 MHz in the blue of
the F = 2 → F = 3 D2 line transition, is used to probe
the atomic vapor. To operate the magnetometer in self-
oscillating mode, the pump laser intensity is modulated
by the polarization rotation signal of the blue detuned
probe laser. For appropriate gain settings, this causes the
system to oscillate at a frequency directly related to the
Larmor precession frequency. The oscillation frequency
of the magnetometer can thus be used to directly mea-
sure the magnetic field. In this Letter, we are interested
in measuring rapidly alternating magnetic fields, super-
imposed to a static magnetic field. This can easily be
done as the ac magnetic field results in sidebands in the
frequency spectrum of the oscillating polarization signal.
The strength of the dc field, which is directly related to
the Larmor frequency fdc, and the applied ac field fre-
quency fac are chosen depending on the application. In
particular, they are determined by the material proper-
ties of the samples, and the required penetrating power.
Once the ac frequency is selected, the static field is chosen
so that the self-oscillating frequency of the magnetometer
depends linearly on the Larmor frequency in the range
[fdc−fac; fdc+fac]. In all the measurements presented in
this Letter, both static (offset) and ac magnetic fields are
applied along the z axis. For the proof-of-principle pre-
sented in this Letter, we consider metallic objects with
large conductivity. Without specific requirements of pen-
etrating power, imaging is possible over a wide range of
frequencies, from a few Hz to several MHz. We arbitrar-
ily set 10 kHz as the frequency of our ac magnetic field.
The offset magnetic field is then set to around 100 kHz.
We verified that the frequency of self-oscillation displays
a linear dependence with the applied magnetic field in the
range 80−120 kHz. This guarantees a linear response for
2FIG. 1. Sketch of the experimental setup. A rubidium vapor
cell acts as the sensor in a self-oscillating all-optical magne-
tometer setup. A magnetic field causes the polarization of
the probe beam to oscillate at the Larmor frequency. The
oscillating polarization signal is measured with a balanced
polarimeter, made of a polarizing-beam splitter cube (PBS)
and two photodiodes. An offset magnetic field applied along
the z axis provides a working point around fdc =100 kHz. An
additional oscillating magnetic field is applied by modulating
the current through a small coil with a function generator
(FG). The coil is placed 2 mm in the z-direction and 75 mm
in the y-direction with respect to the sensing region (the in-
tersection of the pump and the probe beam). The oscillating
field modulates the polarization rotation signal and induces
eddy currents in a conducting object placed in its proximity.
This secondary field can be detected by measuring the phase
(Φ) and the magnitude (r) of the signal modulation. To get
a measurable component at the modulation frequency (fac),
the polarimeter signal is multiplied with the carrier frequency
(fdc). The product signal is used as the error signal in a low
bandwidth phase-locked loop (PLL), which locks a function
generator to the carrier frequency, by means of a proportional-
integral-derivative (PID) controller. The unfiltered signal is
fed to a lock-in amplifier, with the driving frequency as the
reference signal (i.e., Ref in). To create images, the phase
and magnitude of the modulation signal are recorded with a
data acquisition device (DAQ) and a personal computer (PC),
while varying the center position (Cx and Cy) of the object,
which is detected by a CCD camera.
.
the ac magnetic fields, with a frequency of 10 kHz used
in the research reported in this Letter.
The alternating magnetic field is produced by a small
coil of 4.6mm diameter, 10mm length, and an inductance
of 100µH. The coil is placed 2 mm above the sensing re-
gion determined by the intersection of the laser beams.
It is also displaced by 75 mm in the y-direction (as de-
fined in Fig. 1). A FG is used to apply a 10 kHz current
modulation directly to this coil. This creates an oscillat-
ing magnetic field along the z-direction with around 0.5
G amplitude at the position of the object. The result-
ing field variation amplitude as measured at the sensing
region is about 2 mG.
The oscillating polarization signal of the probe beam
contains a component due to the applied ac field. The
self-oscillating signal becomes frequency modulated. In
frequency space, this produces sidebands around the dc
field frequency, i.e., the carrier, at fdc ± fac. To access
the amplitude and phase of this oscillating signal as mea-
sured by the magnetometer, we multiply the polarime-
ter output (including the sidebands) with a sinusoidal
voltage, oscillating at the carrier frequency only. This is
achieved by a low bandwidth phase lock of a FG to fdc.
The product signal contains components oscillating at
the modulation frequency, which are then detected with
a dual-phase lock-in amplifier referenced to the driving
signal. The lock-in amplifier then allows us to measure
the amplitude and phase of the total oscillating field, i.e.,
the superposition of the primary driving field and the sec-
ondary field resulting from eddy currents in the sample.
In general, the amplitude of the oscillating magnetic
field and its phase lag are determined by the material
properties of the object: electrical conductivity σ, rel-
ative permittivity ǫr and relative permeability µr [14].
In the proof-of-principle presented in this Letter, we will
consider objects with large conductivity, but small rela-
tive permeability and permittivity. We can thus assume
that both amplitude of the secondary field, as well as its
phase lag, are determined by the conductivity.
For the tomographic measurements, the object of in-
terest is placed on the nonconductive support. In or-
der to take spatially resolved measurements, the object
is moved manually to different positions, with respect
to the measuring apparatus, by means of a micromet-
ric translational stage; consequently, manual positioning
does not affect the imaging procedure. For each posi-
tion, 103 samples of the phase and amplitude signals are
measured in a 20ms interval. The position of the object
is determined by a CCD camera placed above the non-
conductive support. The mean value and the standard
deviation of the 103 measurements of phase and ampli-
tude is computed and, together with the sample position
data, acquired by the data acquisition system.
As a proof-of-principle for MIT with all-optical atomic
magnetometers, we imaged three differently shaped ob-
jects: a 37 mm x 37 mm square, a disk with 37mm di-
ameter and an isoscele triangle (with one side of 37mm
and two sides of 30mm). All the objects were made of
2mm thick aluminium sheets. We notice that at the
used frequency of 10 kHz, the skin depth of aluminium
is 0.82 mm, less than half of the sample thickness. Our
instrument therefore images the surface of the object, in
which eddy currents circulate. Figure 2 shows the re-
sults of our experiment. Data for the variation of the
ac magnetic field amplitude induced by the presence of
the objects were produced by normalizing the acquired
data to the maximum amplitude and phase change, and
subtracting a constant background level. In this way, the
amplitude and phase lag reported in Fig. 2 are the ones
determined by the presence of the object. Images are
therefore produced with a 2D spatial representation of
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FIG. 2. Normalized magnetic induction tomography: (a-c) different objects, (d) an example of the acquisition error, multiplied
by a factor of 3 (phase) and 20 (amplitude), to be visible with the respective color coding. The first row shows the position
resolved normalized amplitude of the ac magnetic field signal as detected by the lock-in amplifier. The second row shows the
corresponding normalized phase data. Both amplitude and phase variation depend on the position of the object, with respect
to the driving coil: (a) data for a 37 x 37mm2 square, (b) an isoscele triangle with one side of 37mm and two sides of 30mm,
(c) a disk with 37mm diameter, (d) amplified acquisition error for the disk data. All objects were made from 2mm thick
aluminium sheets.
normalized amplitude and phase data. The instrument
is clearly able to resolve shapes, as demonstrated by the
well distinguished images of the three different objects in
Fig. 2. Also, the images produced via the amplitude of
the signal and the phase lag are qualitatively very similar.
This was expected, as for aluminium the effect produced
by the conductivity is dominant, and the permittivity
and permeability of the material can be neglected. Thus
both tomographic images, obtained via position-resolved
amplitude and phase measurements, are determined by
the conductivity.
Additional information on the imaging capability of
our instrument can be obtained by inspecting a cross sec-
tion of the image data, which is reported in Fig. 3 for the
case of the aluminium disk. In Fig. 3, raw data for the
phase and amplitude are compared to the background
data acquired with no object present. It is important to
examine how the size of the object, as measured from
the magnetic image, compares with the real dimension.
Figure 3 shows that the magnetic image extends over a
radius which corresponds, within the error, to the actual
radius of the aluminium disk. Given that the sensor is
5 cm long, such an agreement was not obvious a priori.
However, as the driving field is well-localized, eddy cur-
rents are only induced in the portion of the object closest
to the coil. Hence, the good resolving power of the in-
strument. To be more quantitative, we take the FWHM
(of the phase and amplitude profiles) as measurement
of the size of the disk. As from Fig. 3, the FWHM is
29.5 mm for the phase measurements, and 28.5 mm for
the amplitude measurements. The two widths coincide
within the experimental error, as expected due to the
large conductivity of the object. The reduced measured
radius, as derived from the FWHM, is due to the distri-
bution of eddy currents on the surface of the object, so
that the field and phase at the center are larger than at
the edges. A more accurate reconstruction of the object
from our measurement can be made by standard inverse
problem techniques [15].
In conclusion, we demonstrated MIT with an all-
optical atomic magnetometer. Our instrument creates a
conductivity map of conductive objects, and their shape
and size are very well-distinguishable. With respect to
the standard approach based on a pick-up coil, our tech-
nique has the significant advantage of using atomic mag-
netometers that have been shown to be more sensitive
than standard pick-up coils, for frequencies below 50
MHz [16]. The specific settings and the imaging lay-
out should be designed in view of the field of application;
however, given the potential for miniaturization and ex-
treme sensitivity, the demonstrated setup offers poten-
tially large improvements to current MIT instruments.
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FIG. 3. Cross section through the center of the disk data
(red triangles), compared to the background (blue filled dia-
monds). The vertical dashed lines indicate the extension of
the disk. The vertical grey lines mark the FWHM size of
the object. The horizontal solid grey lines mark the extreme
and intermediate points in the signal used to determine the
FWHM.
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