Introduction
Motivated by the problem of constructing field extensions of degree p n , Witt introduced the ring of Witt vectors of a given ring. In his ingenious construction the ring operations are defined using infinite sequences of universal polynomials. Using Witt vector rings one may for example pass from perfect fields k of positive characteristic to unramified complete discrete valuation rings R with residue field k and quotient field of characteristic zero. By now, Witt vector rings and their more general variants are a classical tool in many branches of mathematics ranging from algebra and algebraic number theory over arithmetic geometry to homotopy theory. However the construction of the ring of Witt vectors and, even more so, the construction of the associated de Rham-Witt complex is still nowadays considered to be not so easy.
In this paper we develop a novel approach to Witt vector rings and to the (relative) de Rham Witt complex. We do this in the generality of arbitrary commutative algebras and arbitrary truncation sets. In particular the big and the p-isotypical theories are covered. In our construction of Witt vector rings the ring structure is obvious and there is no need for universal polynomials. Moreover a natural generalization of the construction easily leads to the relative de Rham Witt complex. Our approach is based on the use of free or at least torsion free presentations of a given commutative ring R and it is an important fact that the resulting objects are independent of all choices. The approach via presentations also sheds new light on the description in [CD] of the ring of p-typical Witt vectors of a perfect F p -algebra as a completion of a semigroup algebra. We develop this description in different directions. For example, we show that the semigroup algebra can be replaced by any free presentation of R equipped with a linear lift
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of the Frobenius automorphism. Using the result in the appendix by Umberto Zannier we also extend the description of the Witt vector ring as a completion to all F p -algebras with injective Frobenius map.
The paper is self-contained and elementary. Except for the results comparing the objects that we obtain to the conventional ones, it can be read without knowing the classical theories in the title. For these we refer to [T] , [Har] , [S] , [Ha] , [W1] , [W2] , [R] , [H] , [B] and the appendix of [M] as far as Witt vector rings are concerned. For the de Rham Witt theory we mention the works [Ch] , [I] , [H] , [LZ] and the references given there. More advanced topics are discussed in [DK] , [DLZ1] , [DLZ2] for example.
Our constructions of Witt vector rings and of the de Rham Witt complex are so simple that it is worthwhile to give the details in this introduction -at least in the p-typical case and for Z-algebras R. In case R is an F p -algebra this gives a quick alternative approach to the original de Rham Witt complex in [I] . We will describe the construction of a commutative ring E(R) and a differential graded ring EΩ • R/Z with EΩ 0 R/Z = E(R) and equipped with Frobenius and Verschiebung maps. The ring E(R) is isomorphic to the p-typical Witt ring W (R) and there is a canonical isomorphism:
(1) EΩ
Here W n Ω
• R/Z is the relative de Rham Witt complex of Chatzistamatiou [Ch] for the truncation set S = {1, p, . . . , p n−1 }. For an F p -algebra R it is isomorphic to the complex W n Ω • R of Bloch, Deligne and Illusie [I] .
1
Let us now spell out the details of the construction of E(R) and of EΩ • R/Z . For a discrete ring A we view A N 0 with the product topology as a topological ring under componentwise addition and multiplication. The ring endomorphism F of A N 0 is defined to be the left shift F (a 0 , a 1 , . . .) = (a 1 , a 2 , . . .) .
We obtain an additive self map V of A N 0 by setting V (a 0 , a 1 , . . .) = p(0, a 0 , a 1 , . . .) .
For a ∈ A set a = (a, a p , a p 2 , . . .) ∈ A N 0 . Thus we have V n a = p n (0, . . . , a, a p , . . .) with a in n-th place.
For commutative A consider the closed subgroup X(A) ⊂ A N 0 generated by all elements V n a for a ∈ A and n ≥ 0. Because of the formula
is actually a closed subring of A N 0 . Similarly, for an ideal I in A, the subgroup X(I) of X(A) is a closed ideal. The maps F and V leave X(A) and X(I) invariant and therefore pass to the quotient X(A)/X(I).
For a commutative ring R let ZR be the semigroup algebra on the multiplicative semigroup (R, • ) . It is the free Z-module on symbols [r] for r ∈ R with multiplication induced by the rule [r 1 ][r 2 ] = [r 1 r 2 ]. The natural map π : ZR → R sending [r] to r leads to a presentation (2) 0 −→ I −→ ZR −→ R −→ 0 .
The quotient (3) E(R) = X(ZR)/X(I)
is a topological ring which is equipped with self maps V and F . By construction, the canonical Teichmüller map
: R −→ E(R) , r = [r] mod X(I)
is multiplicative and everything is functorial in R. We show that there are unique topological isomorphisms of rings E(R) ∼ = W (R) which respect the Frobenius, Verschiebung and Teichmüller maps.
In our construction of the de Rham Witt complex, for technical reasons we use the free commutative algebra Z [R] on the set R instead of ZR i.e. the polynomial algebra over Z in indeterminates t r for r ∈ R. Mapping t r to r gives a presentation (with a different I)
−→ I −→ Z[R] −→ R −→ and there is a canonical isomorphism (4) E(R) = X(Z[R])/X(I) .
This is a non-trivial fact. The right hand side is equipped with self maps F and V and it is the target of a Teichmüller map given by r = t r mod X (I) . It follows from (4) that this map is multiplicative but it is not so easy to see this directly. We will think of E(R) as the quotient (4) for the moment.
Set Ω = Ω
• Z [R] /Z , the differential graded ring of relative differential forms of Z [R] over Z and set Ω Q = Ω ⊗ Q. We consider Ω N 0 Q as a differential graded topological ring with the differential dl defined by the formula dl((ω n )) = (p −n dω n ) .
Note that the subring Ω N 0 is not dl-invariant. Let X • (Z [R] ) be the (topologically) closed differential graded subring of (Ω N 0 Q , dl) generated by X(Z [R] ). It turns out to lie in Ω N 0 . Moreover let X • (I, ZR) be the closed differential graded ideal of X
• (Z [R] ) generated by X (I) . We define
The maps F and V on Ω N 0 leave X • (Z [R] ) and X • (I, ZR) invariant and hence pass to EΩ • R/Z . Straightforward calculations show that all the usual relations of de Rham Witt theory hold between F and V . Using a basic result about Chatzistamatiou's de Rham Witt complex based on the work of Langer and Zink it is not difficult to establish the isomorphism (1) mentioned above.
Motivated by topological Hochschild homology, Hesselholt [H] defined an absolute de Rham Witt complex W Ω In [Ch] Chatzistamatiou defined his relative de Rham Witt complex for every R 0 -algebra R using quotients of Hesselholt's absolute de Rham Witt complexes. More generally than (1), we show that Chatzistamatiou's and our relative de Rham Witt complexes are canonically isomorphic.
We now turn to the second theme of the paper. We will state the results using the familiar W -notation but the proofs use the E-description of the Witt vector rings. As above, let ZR be the semigroup algebra of (R, • ) and I the kernel of the natural homomorphism ZR → R. In our previous note [CD] we observed that the ring W (R) of p-typical Witt vectors of a perfect F p -algebra R is canonically isomorphic to a completion
In fact we have W n (R) = ZR/I n canonically. In the last part of the present paper we generalize this result in two directions. Firstly, for a perfect F p -algebra R we may work with more general presentations of the form
where A has no p-torsion and is equipped with an isomorphism lifting the Frobenius isomorphism of R. Then Theorem 6.6 asserts that we have a natural isomorphism
This generalizes both (5) and a well known classical result, c.f. Corollary 6.7. Secondly we consider non perfect F p -algebras R. The multiplicative Teichmüller map R ֒→ W (R) induces ring homomorphisms ZR → W (R) and
In the non-perfect case the latter map is neither injective nor surjective in general. We now restrict attention to F p -algebras R whose Frobenius endomorphism is injective e.g. reduced algebras. Let φ be the lifted Frobenius endomorphism of ZR determined by the formula φ([r]) = [r p ] for r ∈ R. For n ≥ 1 we set
This is an ideal in ZR which can be shown to have the alternative description
We prove that for any F p -algebra R with injective Frobenius map, the natural map ZR → W n (R) induces an inclusion of rings
If R contains F p then the map β n is an isomorphism. Hence there is a topological isomorphism
The proof of the second assertion requires a result about polynomials which is proved in the Appendix by Umberto Zannier.
The contents of the individual sections are the following: Sections 1 and 2 develop the basics of our approach to Witt vector rings and explain how the usual theory is recovered. Section 3 gives the simple new approach to relative de Rham Witt theory in the same spirit. At the end we make some remarks on the overconvergent theory. Sections 4 and 5 return to Witt vector theory from our perspective explaining how some further required properties are proved in our setup. In section 6 we compare the rings E(R) for perfect F p -algebras R directly to lim ← −n ZR/I n without the detour over ordinary Witt vector rings. We also discuss more general presentations. Finally section 7 is concerned with non-perfect F p -algebras as above.
We would like to thank Lars Hesselholt for a helpful exchange and Umberto Zannier for contributing the appendix. We are grateful to Jim Borger for interesting comments and for pointing out [Ch] to us after receiving the first version of the paper.
Preliminaries
In this section we introduce some notation following [H] and state a number of elementary facts which are used in the sequel. With a few exceptions, in this paper all rings are commutative and possibly non-unital. Statements hold both in the category of rings and the category of unital rings.
A truncation set S is a non-empty subset of the positive integers N such that for n ∈ S every positive divisor d of n is in S as well. In particular 1 ∈ S. We will view a truncation set S as a partially ordered set under divisibility and write n | m if n divides m and n m if in addition n = m. For n ∈ S the set S/n = {ν ∈ N | νn ∈ S} is a truncation set as well. We have (S/n)/m = S/nm. The greatest common divisor of n, m ∈ N is denoted by (n, m) and the least common multiple by [n, m] .
For a ring A which for the moment may be non-commutative, consider A S as a ring under componentwise addition and multiplication. The family of rings (A S ) for varying truncation sets S carries the following extra structures:
(1) For every n ∈ S the surjective Frobenius homomorphism of rings
(2) For every n ∈ S the additive Verschiebung
Here δ n|ν = 1 if n | ν and δ n|ν = 0 if n ∤ ν.
(3) For truncation sets T ⊂ S, the surjective projection homomorphism
The proofs of the following assertions are straightforward.
Proposition 1.1. a) For nm ∈ S we have
b) For n, m ∈ S set n ′ = n/(n, m) and m ′ = m/(n, m). Then we have
We give A the discrete topology and A S the product topology. Then A S is a Hausdorff topological ring and the maps F n and V n are continuous. A sequence x (ν) in A S converges to x ∈ A S if and only if for each n ∈ S the sequence x (ν) n in A becomes stationary with value x n . In particular a series ν a (ν) converges in A S if and only if for each n ∈ S almost all a (ν) n are zero. Hence convergence and the value of the limit do not depend on the order of summation. For a ∈ A S/n we have (V n (a)) m = 0 if n ∤ m. Hence any series of the form n∈S V n (a (n) ) with a (n) ∈ A S/n is unconditionally convergent in A S .
From now on let A be a commutative ring and I an ideal in A. We view I as a ring too. We write
Definition/Proposition 1.2. Let X S (A) be the closed additive subgroup of A S generated by the elements V n a for n ∈ S and a ∈ A. Then the following assertions hold: 1) X S (A) is a closed subring of A S and X S (I) is a closed ideal in X S (A).
2) The continuous maps V m and F m restrict to continuous maps
Moreover there is a multiplicative homomorphism
We have
is an isomorphism of topological rings. Here T runs over the directed poset under inclusion of all finite truncation subsets of S.
It it clear that the analogues of all relations in Proposition 1.1 hold for the maps F m , V n between the rings X S (A) resp. X S (I).
Proof. Using Proposition 1.1 we obtain
Recall here that n ′ = n/(n, m) and m ′ = m/(n, m). This implies 1). Similarly we find (7) V m (V n a ) = V mn a for a ∈ A and nm ∈ S and (8)
for a ∈ A and n, m ∈ S .
Hence we get 2). The first part of assertion 3) holds because V n ( a S/n ) projects to V n ( a T /n ) if n ∈ T ⊂ S. As for the second part, note that the projective limit topology of lim
agrees with the subspace topology in A S . Moreover by the surjectivity assertion the continuous injection
We are particularly interested in the unconditionally convergent series
It takes values in X S (A) and its m-th component for m ∈ S is given by
Note that X S (A) is the closed subgroup generated by the image of Ψ S . For truncation sets T ⊂ S the following diagram commutes where the vertical maps are projections:
This follows from Proposition 1.1, d). The following fact will be needed in section 3. Lemma 1.3. Let S be finite and set
Proof. For an integer n let ν p (n) be its p-valuation and let ν(n) = p ν p (n) be the number of prime factors of n counted with their multiplicities. Since X S (A) ⊗ Q S is the Q S -submodule of (A ⊗ Q S ) S = A S ⊗ Q S generated by the elements V n a ⊗ 1 for n ∈ S and a ∈ A it suffices to prove the following assertion: For x ∈ A S and any integer N with prime divisors in S, there exist a n ∈ A and q n ∈ Q S for n ∈ S such that we have
Taking q n = n −1 N −1 it therefore suffices to solve the following equations for the a n 's (12)
Set a 1 = x 1 and given i ≥ 0 assume that for n ∈ S with ν(n) ≤ i, elements a n ∈ A have been determined such that (12) holds for all m ∈ S with ν(m) ≤ i. For m ∈ S with ν(m) = i + 1, equation (12) holds with the a n 's already found and with
We end the section with a small topological lemma which will be needed later.
Lemma 1.4. Let I be a countable directed poset and consider a projective system of exact sequences of abelian groups with the discrete topologies
Assume that the transition maps N i → N j are surjective for i ≥ j. Setting N = lim ← −i N i with the projective limit topology etc. we get an exact sequence 
where J ⊂ I is a finite subset with a maximal element. Namely, since I is directed, (U J ) is a fundamental system of neighborhoods of 0 ∈ G. It suffices to show that
since the right hand side is open. The inclusion "⊂" being trivial, consider h ∈ H with h i = 0 for i ∈ J and choose someg ∈ G with π(g) = h. Theñ g i ∈ N i for i ∈ J. Let i 0 ∈ J be a maximal element. Since I is countable and the transition maps of (N i ) i∈I are surjective, the projection map N → N i 0 is surjective and hence there is an element n ∈ N with n i 0 =g i 0 . It follows that n i =g i for all i ∈ J. For the element g =g − n ∈ U J we therefore have π(g) = h.
A new approach to Witt vector rings
For a ring R we introduce new rings which are naturally isomorphic to the truncated Witt vector rings of R. In our approach the ring operations are obvious but not the natural bijection to a power of R.
Consider the presentation (2)
and recall the notations and results of Proposition 1.2.
Definition 2.1. For a ring R and any truncation set S we set
These are Hausdorff topological rings which are related by functorial continuous Frobenius, Verschiebung and projection operators.
All the relations in Proposition 1.1 also hold if the rings A S there are replaced with E S (R).
The projection π : ZR → R in (2) is split by the map r → [r]. We define the multiplicative (Teichmüller) map S : R → E S (R) as the composition:
We will soon see that the rings E S (R) with these extra structures are functorially isomorphic to the truncated Witt vector rings W S (R) . For later purposes it is sometimes necessary to work with other presentations of R. We therefore develop the theory in this more general context. Definition 2.2. For a presentation
where A is a ring without S-torsion, set
It is a Hausdorff topological ring equipped with continuous Frobenius, Verschiebung and projection operators satisfying the analogues of the relations in Proposition 1.1. It is true but non-trivial that the multiplicative map
descends to a multiplicative map S : R = A/I → E S (R, π) . In fact the rings E S (R, π) and E S (R) are canonically isomorphic, compatibly with V n , F m and S . We will see this in Corollary 2.5, c) below.
For a presentation (15) there is an exact sequence of projective systems where T runs over the countable poset of finite truncation subsets of S
is surjective for T ⊂ T ′ ⊂ S it follows from Lemma 1.4 that as topological rings we have
To analyze the additive group of E S (R, π) and the map Ψ S we use an argument based on the ideas of Witt in [W2] . Let A be any commutative ring. An easy recursive argument shows that the following map is bijective and in fact a homeomorphism for the t-adic topology on the right
(1 − a n t n ) .
Here, if A has no unit element, we embed it into a unital ringÃ and let 1 be the unit element ofÃ. We viewÛ(A) and tA [[t] ] as abelian groups under multiplication resp. addition. The map
is a continuous homomorphism. Writing Ψ = Ψ N we find
InÛ (A) consider the closed subgroup H S generated by the elements 1 − at n for a ∈ A, n ∈ N \ S and the quotientÛ S (A) :=Û (A)/H S . Viewing A S as a quotient of A N , the map λ induces a homeomorphism λ S : A S →Û S (A). Formula (18) implies that µ A (1 − at n ) = V n a for n ∈ N and a ∈ A. For n ∈ N \ S the element V n a is mapped to zero under the projection X(A) → X S (A) by Proposition 1.1 d). Therefore µ A descends to a continuous homomorphism
Let I be an ideal in the commutative ring A. Then the kernel of the natural surjectionÛ S (A) →Û S (A/I) is exactlyÛ S (I) . Therefore A →Û S (A) is an exact functor to abelian groups. Proposition 2.3. a) For any ring A, the image of Ψ S is a subgroup of X S (A). b) For a ring A without S-torsion the map Ψ S : A S → X S (A) defined in (9) is a homeomorphism and the map µ A,S :Û S (A) → X S (A) is an isomorphism of topological groups.
Proof. a) Because of the relation Ψ S = µ A,S • λ S where λ S is bijective, the maps Ψ S and µ A,S have the same image in X S (A). Since µ A,S is a homomorphism, this image is a subgroup. b) First we prove that Ψ S is bijective for finite S. By a) the image of Ψ S is a subgroup of X S (A) which contains all the elements V n a for n ∈ S and a ∈ A. Since X S (A) is the smallest subgroup of A S with this property (because S is finite), it follows that Ψ S is surjective. For an integer n let ν(n) be the number of prime factors of n counted with their multiplicities. Assume that in formula (10) we have Ψ S (a) = 0 for some a ∈ A S . For m = 1 we get a 1 = 0. Assume that a n = 0 for all n with ν(n) ≤ i has been shown for some i ≥ 0. Let ν(m) = i + 1. Then 0 = Ψ S (a) m = ma m by the induction hypotheses. Since A has no S-torsion it follows that a m = 0. Thus a = 0 and hence Ψ S is injective. For finite truncation sets T the bijections Ψ T : A T → X T (A) are trivially even homeomorphisms. Now let S be arbitrary. Using Proposition 1.2, 3) and diagram (11) we find that
Hence Ψ S is a homeomorphism.
Theorem 2.4. Let R be a ring and 0 → I → A π − → R → 0 a presentation where A has no S-torsion. Then there are a unique homeomorphism ψ S :
of topological groups such that the following diagrams commute
Proof. The uniqueness is clear. The topological isomorphisms µ A,S and µ I,S of Proposition 2.3 induce the topological isomorphism
Composing with the homeomorphism λ S :
We can now introduce the Teichmüller character S :
Hence the resulting map S : R → E S (R, π) is multiplicative. Using this Teichmüller character it follows from the first diagram in Theorem 2.4 that the map ψ S :
Here, as before, we set V n r = V n ( r S/n ).
The association R → E S (R) from Definition 2.1 is functorial by construction. We now discuss functoriality for the rings E S (R, π) and obtain in particular a functorial identification
− → R 3 and torsion-free presentations of the R i .
Corollary 2.5. a) The map E S (α) is a continuous homomorphism of rings which commutes with S . Moreover E S (α) and E S/n (α) commute with F n and V n in the evident sense for n ∈ S. b) The map E S (α) can be characterized as the unique continuous additive map
Proof. a) We first assume that α lifts to a map of presentations, i.e. to a commutative diagram
Thenα induces a homomorphism of rings
which is compatible with V n and F n and by (20) also with the Teichmüller character. Using formula (21) it follows that
. Hence E S (α) has the desired properties. In the general case choose a presentation 0 → I → A π − → R 1 → 0 where A is a polynomial algebra over Z. The identity id R 1 on R 1 lifts to a map from this free presentation to the presentation given by π 1 . Therefore the bijection
is a ring isomorphism. Similarly α : R 1 → R 2 lifts to a morphism from the free presentation by π to the presentation by π 2 and therefore E S (α) :
−1 of these maps being the map E S (α) :
it follows that the latter is a ring homomorphism as well. Compatibility with , F n , V n follows in the same way. b) The map E S (α) has the stated properties, e.g. by a). The uniqueness assertion follows from the explicit formula (21). c) is a consequence of a).
In the following, given S-torsion free presentations of a ring R by π 1 and π 2 , we will view the topological ring isomorphism
as an identification. Then , F n , V n and the parametrization ψ S on both sides are identified as well.
In Theorem 2.4 we have seen that E(R) ∼ =Û(R) as an abelian group. We can use this isomorphism to transport F m and V m to continuous group endomorphisms ofÛ (R) . For an explicit description, in view of the homeomorphism (17), it suffices to describe F m and V m on the elements 1 − rt n for r ∈ R, n ≥ 1. By the next proposition one obtains the same formulas for F n and V n onÛ (R) as the ones defined by Witt in [W2] .
Proposition 2.6. Setting n ′ = n/(n, m) and m ′ = m/(n, m) for n, m ≥ 1 we have
and
Proof. Consider the isomorphism ν R :Û(R) → E(R) from Theorem 2.4 for the presentation (2) and the corresponding commutative diagram
Using the explicit formula (18) we find
for a ∈ ZR. Hence we obtain formula (22) for n = 1. The general case follows using Proposition 1.1.
We draw a couple of useful consequences which are well known in the usual Witt vector theory.
Corollary 2.7. For a truncation set S and n ∈ S the set T = {m ∈ S | n ∤ m} is a truncation set. For every ring R the following sequence of additive maps is exact
Corollary 2.8. For an exact sequence of possibly non-unital rings
Proof. Via the maps ψ S the complex (23) gets identified with the following sequence of pointed (by 0 = (0, 0, . . .)'s) sets
Corollary 2.9. Assume that l-multiplication by some prime number l is invertible on a ring R. Then l-multiplication is invertible on E S (R) as well.
Proof. First assume that R is unital. Then l is a unit in R by assumption. As an additive group, E(R) is isomorphic to the multiplicative groupÛ (R) = 1+tR [[t] ] by Theorem 2.4. Given a power series g ∈Û(R) the equation h l = g has a unique solution h inÛ (R) because l is invertible in R. This follows by a simple inductive argument with power series coefficients. Hence l-multiplication is an isomorphism onÛ(R) and hence also on E(R). Since E(R) is a unital ring, l is a unit in E(R). For a truncation set S the ring homomorphism E(R) → E S (R) maps units to units. Hence l is a unit in E S (R) too. If R does not have a unit element we embed it as an ideal into a unital ringR in which l is a unit. This is possible by assumption on R. We can takeR = R ⊕ Z[1/l] · 1 with the evident multiplication for example. Then bothR andR/R are unital rings on which l-multiplication is invertible. Hence l-multiplication is invertible on E S (R) and E S (R/R). Using the exact sequence from Corollary 2.8
There is a natural "ghost" homomorphism of rings
Corollary 2.10. For a ring R without S-torsion, we have E S (R) = X S (R). In particular E S (R) has no S-torsion as well and the ghost map
Using the bijection ψ S from Theorem 2.4 one can introduce the usual Witt vector rings as follows. Let W S (R) be the set R S equipped with the unique ring structure for which ψ S is an isomorphism. Using ψ S we also transport F n , V m and the Teichmüller character to W S (R). This ring structure on W S (R) is functorial in rings. The "ghost map" w S : W S (R) → R S given by the formula w S ((r n )) m = n|m nr m/n n for m ∈ S, is a homomorphism of rings because the following diagram commutes
Let R be a unital ring. Then the above ring structure on W S (R) together with Frobenius, Verschiebung and Teichmüller character is the usual one. Namely, the Witt vector ring structure of R S is characterized as the only functorial (in unital rings R) ring structure on R S for which all ghost maps are homomorphisms of rings. The uniqueness is easy to see. Namely, w S is injective if R has no S-torsion and every ring R is a quotient of a ring without Z-torsion. Moreover, since G S and hence w S is compatible with F n , V n and the Teichmüller map it follows that these are identified with the standard ones on W S (R). Our existence proof for the functorial ring structure on R S which makes w S a homomorphism does not use universal polynomials for addition and multiplication on R S .
Remark From our perspective we obtain the universal polynomials in Witt vector theory as follows.
be the polynomial algebra with variables indexed by S and set W S = spec A. For a unital ring R, the R-valued points of W S are given by
We have equipped W S (R) with functorial ring structures. Hence W S becomes a commutative ring scheme over Z. Addition and multiplication on W S correspond to homomorphisms of Z-algebras ∆ + , ∆ • : A → A ⊗ Z A. Explicitly, ∆ + and ∆ • are the images of id A⊗A under the addition resp. multiplication map on
We identify A ⊗ A with the polynomial algebra
Addition and multiplication of (x s ) and (y s ) in W S (R) = R S are then given by (x s )+(y s ) = (P s (x n ; y m | n, m ∈ S)) and (x s )·(y s ) = (Q s (x n ; y m | n, m ∈ S)) .
Similarly there are polynomials corresponding to the additive inverse and the induced Frobenius, Verschiebung and Teichmüller maps.
For rings R which are not necessarily unital, the ring structure on W S (R) defined above is given by the same polynomials for addition and multiplication. This is clear because any ring embeds into a unital ring.
We now discuss certain idempotents in the ring E S (R) which generalize the classical Artin-Hasse exponential. The treatment shows again that general presentations are useful.
Proposition 2.11. Let T ⊂ S be truncation sets and assume that an integer n ∈ S lies in T if and only if all its prime divisors lie in T . Consider a ring R on which l-multiplication is invertible for all prime numbers l ∈ S \ T .
(1) The following product of commuting idempotent endomorphisms of the ring E S (R)
The projection induces an isomorphism of unital rings e T E S (R)
Remark A description of Artin-Hasse idempotents as in (2) appears already in [Ch] 1.1.6. Proof. Part (2) follows from (1). Using Corollary 2.9 we obtain the commuting idempotents
. Choose a presentation (15) such that A has no S-torsion and such that l-multiplication on A is invertible for all l ∈ S \ T . The kernel I then has the same properties. For example we can take the standard presentation (2) and tensor it with Λ = Z[1/l for l ∈ S \ T ]. Using Corollaries 2.9 and 2.10 we obtain idempotent endomorphisms ε l as above on E S (A) = X S (A) and E S (I) = X S (I). They are easy to calculate explicitly. Consider the composition
The resulting idempotent endomorphism of
is explicitly given by the formula
Hence ε T is even a ring endomorphism of A S and we have seen that it leaves the subring X S (A) of A S invariant. It follows that the restriction of the projection
By Corollary 2.5 c) we have E S (R) = X S (A)/X S (I) and similarly for E T (R). The isomorphisms (28) for A and similarly for I induce an isomorphism
We claim that the group on the left is the image of the map ε T : R) . For this we need to check that
The inclusion "⊂" being clear, let
A relative de Rham Witt complex
In this section we define a relative de Rham Witt complex
for every R 0 -algebra R and every truncation set S. Here both R and the base ring R 0 as well as their presentations are supposed to be commutative and unital. We also show that
is isomorphic to Chatzistamatiou's relative de Rham Witt complex [Ch] .
Recall that for an R-module M the exterior algebra Λ
• M over R is the graded commutative R-algebra obtained by dividing the tensor algebra of M over R by the two-sided ideal generated by the elements m ⊗ m in degree two where m ∈ M. If M is a free R-module the algebra Λ
• M is a free R-module as well. Let Ω 1 R/R 0 be the R-module of relative differential 1-forms of R over R 0 and set Ω
. There is a unique extension of the
For convenience we make the following definition: Definition 3.1. A presentation (π) of an R 0 -algebra R is a commutative diagram with exact rows:
0 where A 0 has no Z-torsion and A is a polynomial ring over A 0 via the vertical inclusion in the middle. We call the presentation (π) free if in addition A 0 is a polynomial ring over Z.
Note that we may view π as a map of A 0 -algebras. By Theorem 2.4 the topological rings
are canonically isomorphic to E S (R 0 ) and E S (R) respectively. Consider the algebras of relative differential forms
Since Ω is a free A 0 -module, Ω is a subring of Ω Q . We view Ω S Q as a differential graded ring with the differential dl defined by
The families (Ω S ) and (Ω S Q ) are equipped with Frobenius and Verschiebung operators satisfying the relations in Proposition 1.1. Since Ω 0 = A, we have inclusions
It is a Hausdorff topological dg-ring.
which is the identification E S (R) ≡ E S (R, π) in degree zero. The map α is surjective.
Proof. Existence and uniqueness of α follow from the universal property of Ω • . By definition, E S Ω
• (π) is generated as a dga by elements in degree zero. Hence α is surjective.
We now discuss functoriality and uniqueness. Consider a commutative square
If (π) is free there are a Z-algebra homomorphism A 0 → A ′ 0 and an A 0 -algebra homomorphism A → A ′ which together with the horizontal maps in (32) induce a map from diagram (29) to diagram (33). We obtain a commutative diagram
. Corollary 3.4. a) Assume we are given a square (32) and presentations (π), (π ′ ) where (π) is free. Then there is a unique continuous homomorphism of differential graded E S (R 0 )-algebras
which is the map E S (R) → E S (R ′ ) in degree zero. b) For two free resolutions (π) and (π ′ ) of the same R 0 -algebra R there is a unique topological isomorphism of differential graded E S (R 0 )-algebras (35) which is the identity on E S (R) in degree zero (more precisely it is the identification
Proof. Diagram (34) implies that the map (35) exists. It is unique because it is prescribed in degree zero and E S Ω • (π) is topologically dg-generated by elements in degree zero. The second assertion is a formal consequence of the first one.
Definition 3.5. For a (commutative, unital) R 0 -algebra R we write
• (π) where (π) can be any free presentation as in (29).
This makes sense since by the corollary E S Ω • (π) is uniquely determined up to a unique topological isomorphism which is the identity in degree zero. It is immediate from the definitions that for S = {1} we have
Of course we could also have chosen a canonical free presentation to define
. For example we could have taken the following diagram with the obvious maps
In the introduction, where R 0 was Z we used the free presentation
The extra flexibility in the choice of resolutions is very useful though. For example we have:
Corollary 3.6. Assume that R is a finitely generated R 0 -algebra and let d be the minimal number of generators. Then
Proof. We can choose a free presentation (29) Lemma 3.7. For n, m ∈ S, setting n ′ = n/(n, m) and m ′ = m/(n, m) the following relations hold:
Proof. (1), (2) follow by calculating both sides explicitly. (3) Proposition 1.1 and (1) give
(6) follows from (4) and (5).
On the other hand a n−1 dl a = ((a n−1 ) ν )(a ν−1 da) = (a νn−1 da) .
(8) follows from (6) and (7). (9) Easy calculation. Even easier for r = 1, the general case following by induction. (I, A) . The corresponding assertions for V n follow from formula (9) of Lemma 3.7 since V n • V m = V nm .
From the theorem we get induced Frobenius and Verschiebung maps between the groups E S Ω
• (π) where (π) is any presentation of the R 0 -algebra R. The maps Corollary 3.9. The ring homomorphisms F m :
for m ∈ S and the additive maps
for n ∈ S satisfy all the relations corresponding to those in Proposition 1.1 and Lemma 3.7.
There is a "ghost" map on
. Formulas (37) and (38) show that the image of X
we therefore obtain a homomorphism of graded rings
Its degree zero component G 
Here T runs over the directed poset of finite truncation subsets of S. Applying Lemma 1.4 to the exact sequences:
Proof. Choose a free resolution (π) as in (29). For finite T ⊂ S the elements of X
the assertion follows.
For the comparison of
with the relative de Rham Witt complexes in [Ch] , [LZ] and [I] , we need some information about X • S (A) where A is a polynomial algebra over a ring A 0 without Z-torsion and S is finite. Since X
, there is a unique map of X S (A 0 )-dga's which is the identity in degree zero:
The map α is surjective since X • S (A) is dg-generated by elements in degree zero. By construction, X • S (A) has no Z-torsion, so that we get an induced surjective map
. Lemma 3.11. For finite S the map α is an isomorphism of X S (A 0 )-dga's.
Proof. By Lemma 1.3, for a ring B the inclusion X S (B) ⊂ B
S becomes an isomorphism after tensoring with Q. In particular, we have
Thus the natural map
becomes an isomorphism after tensoring with Q. In particular
has no Z-torsion. We get a commutative diagram of dg-rings
Here ϕ is the isomorphism of dg-rings given by the formula
in case all ω ν are homogeneous forms. The commutativity of the diagram needs to be checked in degree zero only where it is trivial. It follows that α is also injective and hence an isomorphism.
Remark The above diagram shows that for a polynomial algebra A over a Ztorsion free ring A 0 the dga X
In this description, Frobenius F m and Verschiebung V n are given by the restrictions of F m = ϕ −1
• F m • ϕ and V n = ϕ −1
• V n • ϕ. Explicitly we have the formulas
Here the components ω ν are supposed to be homogenous. We learned from Jim Borger that this point of view is known to experts. Geometrically our approach via free presentations corresponds to using closed embeddings into smooth schemes. As we saw, for the definition of X • (A) one either needs to introduce denominators in the definition of Frobenius or in the definition of the differential. In the latter case the formulas are simpler which is the reason why we chose that option.
For an R 0 -algebra R, the functor S → E S Ω 
In degree zero, λ S is given by the identification W S (R) ≡ E S (R).
Theorem 3.12. For every R 0 -algebra R the morphism λ = (λ S ) of Witt complexes is an isomorphism.
Proof. We may assume that S is finite. It suffices to construct maps of differential graded rings
which are the identifications E S (R) ≡ W S (R) in degree zero. Then both µ S • λ S and λ S • µ S are self maps of dg-rings with degree zero components being the identities. Since both
are generated as differential rings by degree zero elements it will follow that µ S • λ S = id and λ S • µ S = id. Choose a presentation (29) of the R 0 -algebra R and consider the composition of canonical dg-ring maps
Here we have used Corollary 2.10 and the discussion following it to identify X S (B) with W S (B) for B = A 0 , A. Using Proposition 1.2.17 of [Ch] which extends to (spectra of) polynomial algebras A in arbitrary many variables by an inductive limit argument, it follows that W S Ω
• A/A 0 has no Z-torsion. Note that the proof of [Ch] Proposition 1.2.17 rests on the work of Langer and Zink, c.f. [LZ] Corollary 2.18. Using Lemma 3.11 we therefore obtain maps of dg-rings
. Hence we get the desired homomorphism of dg-rings:
n−1 } reduces to the de Rham Witt complexes of Langer, Zink [LZ] resp. Bloch, Deligne, Illusie [I] . See [Ch] for the details. Thus
provides simple descriptions of these complexes as well.
It is interesting to make the differential dl explicit in the power series description of big Witt vectors. The relevant truncation set is S = N and we write EΩ With our identifications, the power series in X(A) ⊂ tΩ [[t] ] are those of the form
This follows from part b) of Proposition 2.3. We have
In particular it follows again that dlX(A) ⊂ Ω N = tΩ [[t] ]. Thus X • (A) is the closed subring of (tΩ [[t] ], * ) generated by elements of the form f P = t P −1 ∂ t P and dlf
Remark Unlike Ω We finish this section with some remarks on the overconvergent theory. Consider a finitely generated R 0 -algebra R with generators r 1 , . . . , r d . For 0 = r ∈ R define deg r to be the minimal degree among all polynomials P ∈ R 0 [t 1 , . . . , t d ] with r = P (r 1 , . . . , r d ). We set deg 0 = −∞. For two sequences (a n ), (b n ) we write a n ≪ b n for n → ∞ if there is a constant C > 0 with a n ≤ Cb n for all sufficiently large n. Set
This subset of W S (R) is independent of the choice of generators used to define deg. It was introduced in [DLZ1] for S = {1, p, p 2 , . . .} and base fields R 0 of characteristic p and it was noted that W restrict to bijections (R) by considering more general growth functions τ : S → (0, ∞] which satisfy the following conditions: i) τ (n) ≥ ε > 0 for all n ∈ S ii) τ (n) ≤ τ (nm) ≤ c(m)τ (n) for any m ∈ S and all n ∈ S/m. Here c(m) is a constant depending on m. Then
is a subring of X S (A) and proceeding as before one obtains a subring E τ S (R) of E S (R) which is respected by S and F n , V n for n ∈ S. For τ ≡ ∞ one obtains
The de Rham Witt theory has a corresponding generalization. Consider the dgring Ω
S,τ
Q which consists of all elements
Here A 0 is supposed to be a polynomial algebra over Z and A is a polynomial algebra over A 0 . Set 
• (π) back. It would be interesting to compare E τ S Ω • (π) for τ (n) = log n and S = {1, p, p 2 , . . .} to the overconvergent de Rham Witt complex wich was introduced in [DLZ2] .
Frobenius lifts
From this section on we return to rings R that are commutative and possibly non-unital. We explain how to prove the well known lifting property of the Frobenius map and the Cartier-Dieudonné lemma in our context and discuss the latter for E S (ZR). The Frobenius lifting is proved for completeness only The Cartier-Dieudonné lemma will be needed in section 6.
For every p ∈ S with S = S/p the Frobenius endomorphism F p of E S (R) lifts the p-th power Frobenius endomorphism of the F p -algebra E S (R)/pE S (R) . In fact there is a more precise result.
Proposition 4.1. For any p ∈ S there is a unique family of maps δ p : E S (R) → E S/p (R) which is functorial in rings R such that we have
Herec is the image of c under the projection E S (R) → E S/p (R). An explicit formula for δ p (c) is given in (44) below. In particular
Proof. The ring E S/p (ZR) = X S/p (ZR) ⊂ (ZR) S/p has no Z-torsion. Hence formula (41) determines δ p uniquely on E S (ZR). Since E S (R) is a quotient of E S (ZR) = X S (ZR) the uniqueness assertion follows. By Theorem 2.4 and formula (21), every element c of E S (R) is uniquely of the form c = n∈S V n r n with r n ∈ R .
We first define δ p on the elements V n r for r ∈ R. For p ∤ n Proposition 1.1 and the relation F p r = r p give the formula
Hence we must define:
For p | n a short calculation, again using Proposition 1.1 shows that
Hence we have to set
Let ∆ be the diagonal in S p . Then the cyclic permutation τ = (2, . . . , p, 1) acts without fixed points on S p \ ∆. Setting α n = V n r n and using (42) and (43) we have:
Defining δ p (c) by the following formula we therefore get a solution to equation (41) which is functorial in R
The following result determines the image of the ghost map
for a special class of rings.
Proposition 4.2. Let A be a ring which for each prime p ∈ S is equipped with a ring endomorphism φ p lifting Frobenius i.e. with φ p (a) ≡ a p mod pA. Then we have
Proof. This is a restatement of Dwork's Lemma 1.1 from [H] . The proof in [H] applies to non-unital rings as well.
Example For any ring R, the ring ZR is equipped with commuting Frobenius lifts φ p for all prime numbers p defined by setting
We can now state a Cartier-Dieudonné lemma as in [I] (1.3.16) in our context. c.f. [H] p. 13.
Proposition 4.3. Let A be a ring without S-torsion which is equipped with commuting Frobenius lifts φ p for the primes p ∈ S.
Proof. By Corollary 2.10 we have X S (A) = E S (A) and hence the ghost map
The family (x n ) = (φ n (a)) ∈ A S satisfies the equations φ p (x n/p ) = x n for all p | n. Hence the assertion follows from Proposition 4.2.
Example For an arbitrary ring R the ring homomorphism
of the preceding proposition is given by the formula
Note the difference to the non-linear Teichmüller character for ZR
which also splits the residue map E S (ZR) → ZR. The following diagram commutes
Here α S is the unique ring homomorphism extending the multiplicative Teichmüller map S : R → E S (R) to ZR.
Corollary 4.4. For any ring A as in Proposition 4.3, the map
is an isomorphism of abelian groups.
Proof. The map Φ S is Z-linear and Φ S (a) m = n|m nφ m/n (a n ). The same inductive argument as the one for Ψ S in the proof of Proposition 2.3, b) shows that Φ S is injective. By Proposition 4.2 any element x ∈ X S (A) ⊂ A S satisfies the congruences
We must show that for some a ∈ A S we have (48) n|m nφ m/n (a n ) = x m for all m ∈ S .
For m = 1 we take a 1 = x 1 . Fix i ≥ 0 and assume that elements a n ∈ A have been found for all n ∈ S with ν(n) ≤ i such that (48) holds for all m ∈ S with ν(m) ≤ i. Let ν(m) = i + 1. Then
nφ m/n (a n ) mod p νp(m) A by the induction hypotheses.
nφ m/n (a n ) mod mA .
Hence there is an element a m ∈ A which upgrades the congruence (49) to an equality (48).
Remark In particular the non-linear map Ψ S : (ZR) S → (ZR) S of (9) and the Z-linear map Φ S : (ZR) S → (ZR) S have the same image X S (ZR). However neither of the images Ψ S (I S ) and Φ S (I S ) is contained in the other in general, even if R is an F p -algebra and S = {1, p, p 2 , . . .}, so that φ p respects I. The Z-linear composition
is given by ϕ S (a) = n∈S V n (α S (a n )) where α S : ZR → E S (R) is the unique extension of the multiplicative Teichmüller map S : R → E S (R) to a ring homomorphism on ZR. This leads to a new presentation of E S (R) because it is easy to define a multiplication on (ZR) S so that ϕ S becomes a ring homomorphism. However the kernel Ker ϕ S = Φ −1 S (X S (I)) does not seem to have a simple description in general. For example, if R is an F 2 -algebra and S = {1, 2, 4} then
The case of F p -algebras
We have F n V n = n but in general V n F n = n. However the following is true:
Proof. The projection E(R) ։ E S (R) commuting with V p , F p and the maps induced by φ p it suffices to consider the case S = N. a) Recall the isomorphism ν R :Û (R) ∼ − → E(R) from Theorem 2.4 for the presentation (2). We can check the assertion
Because of the homeomorphism (17) and Proposition 2.6 it suffices to do so on the elements of the form 1 − rt n = V n (1 − rt). For p | n we have V p F p V n = pV p V n/p F 1 = pV n by the relation in Proposition 1.1 b) which also holds in E(R). For p ∤ n using Propositions 1.1 a) and 2.6 we have
Since R is an F p -algebra we have 1 − r p t pn = (1 − rt n ) p inÛ (R) and hence V p F p = p on 1 − rt n . b) It suffices to check the relation F p = E(φ p ) on the elements 1 − rt n = V n (1 − rt). Since F p commutes with V n on E(R) by part a) and Proposition 1.1 and since E(φ p ) commutes with V n as well we may assume n = 1. By definition
and we are done.
The multiplicative Teichmüller map : R → E S (R) induces a homomorphism of rings α : ZR → E S (R). Even if S is finite, α will not be surjective in general. However we have the following theorem which is a consequence of the proposition by Umberto Zannier in the appendix of this paper.
Theorem 5.2. Let R be an F p -algebra and S a finite truncation set. Then the map α : ZR → E S (R) is surjective. For arbitrary truncation sets S the image is dense.
Proof. The second assertion follows from the first one by using the topological isomorphism (16). For finite truncation sets T ⊂ S the projections E S (R) → E T (R) are surjective e.g. by Proposition 1.2. Hence we may assume that the finite truncation set S has the form S m = {1, . . . , m} for some m ≥ 1. According to Theorem 2.4 there is a natural isomorphism of groups wherê
Via ν R,Sm the Teichmüller map for E Sm (R) corresponds to the map R →Û (R)/Û m (R) which sends ρ to the class of (1 − ρt). Under the induced additive homomorphism ZR →Û (R)/Û m (R) an element of the form i [ρ i ] with ρ i ∈ R is therefore sent to i (1 − ρ i t). The proposition in the appendix by Umberto Zannier states that polynomials of this form represent all classes inÛ (R)/Û m (R) and we are done.
Remark 5.3. For an F p -algebra R and p r > m we have inÛ (R) (
It follows that the image of ZR inÛ (R)/Û m (R) ∼ = E Sm (R) is the same as the image of the subset (ZR) + = { n r [r] | n r ≥ 0}. The counting argument in Remark 2 of the appendix therefore shows that the map ZR → E Sm (R) is not surjective for R = F p if m ≥ 2p − 1.
6. The p-typical case for perfect F p -algebras
In this section we fix a prime number p and consider the truncation sets S p = {1, p, p 2 , . . .} and S
(n) p = {1, p, . . . , p n−1 } for n ≥ 1 . As in the introduction the indexing is now by the exponents of p. We write E(R) for E Sp (R) and E n (R) for E S (n) p (R) etc. and set V = V p and F = F p . Corollary 2.7 implies that for n, m ≥ 1 there are exact sequences of additive groups
In the rest of this section we assume that R is a commutative possibly nonunital F p -algebra. We have F V = p and by Proposition 5.1 also V F = p. Moreover F = E(φ) on E(R) where φ : R → R, φ(r) = r p is the Frobenius map.
The multiplicative Teichmüller map :
Proposition 6.1. Let I be the kernel of the natural projection π : ZR → R.
The map α induces a homomorphism
Proof. We have α(I) ⊂ Ker (E(R) → R) = V E(R) by diagram (50) and hence
The last inclusion holds because the relations p = F V = V F and Proposition 1.1, c) imply that
The ghost map G : E(R) → R N 0 can be improved as follows. We have inclusions
because the ν-th component (p ν -th in the previous section) of V µ a is zero for ν < µ and equal to p µ a p ν−µ ∈ I ν+1 for ν, µ ≥ 0 and a ∈ I. Note here that p ∈ I since R is an F p -algebra. Similarly X n (I) ⊂ n−1 ν=0 I ν+1 .
Definition 6.2. For an F p -algebra R the refined ghost maps are the induced homomorphisms of rings
By φ : ZR → ZR we also denote the map induced by the Frobenius φ : R → R.
Lemma 6.3. The following diagram commutes
and the assertion follows.
Recall that an F p -algebra R is called perfect if its Frobenius endomorphism φ is an isomorphism.
Corollary 6.4. For a perfect F p -algebra R the map α n : ZR/I n ∼ − → E n (R) is an isomorphism whose inverse is the composition φ 1−n
is a topological isomorphism of topological rings.
Remark Since we know that E n (R) ∼ = W n (R) we recover Corollary 7 of [CD] .
Proof. Since φ is injective, Lemma 6.3 implies that α n is injective. Every element of E n (R) has the form n−1 ν=0 V ν r ν for r ν ∈ R. For r ∈ R, using Proposition 5.1, we obtain V φ(r) = V E n−1 (φ) r = V F r = p r in E n (R) .
Thus V r = p φ −1 (r) and therefore
Hence V ν r is in the image of α n and therefore α n is also surjective. By lemma 6.3 its inverse is φ 1−n
The rest is clear.
Corollary 6.5. For a perfect F p -algebra R, the inverse of the map α n :
Proof. Using formula (53) we have
Corollary 6.4 can be generalized to more general resolutions of R. Let A be a ring without p-torsion which is equipped with a ring endomorphism φ lifting the Frobenius endomorphism of A/pA. Assume that we have an exact sequence
Consider the composition
where f = f Sp is the ring homomorphism of Proposition 4.3. Note that for the standard resolution by A = ZR this map α is the same as in (50) above. This follows from diagram (47). It follows from the definition of f that α(I) ⊂ Ker (E(R) → R) = V E(R) and as in the proof of Proposition 6.1 we obtain an induced ring homomorphism:
The same arguments as before using the corresponding refined ghost map
and the commutative diagram
imply the following generalization of Corollary 6.4. Theorem 6.6. Let R be a perfect F p -algebra and consider a resolution (54) as above such that φ is an isomorphism of A. Then the map α n : A/I
n → E n (R) is an isomorphism with inverse φ 1−n
Proof. The map φ being an isomorphism on A/I n it follows that α n is injective. Using Corollary 4.4 we see that E n (R) is generated by the elements V ν α n−ν (a) = E n (π)V ν (f (a)) for 0 ≤ ν < n and a ∈ A. The defining property (45) of the map f and Proposition 5.1, a) show that
Hence V α n−1 (a) = pα n (φ −1 (a)) and therefore V ν α n−ν (a) = p ν α n (φ −ν (a)). It follows that the map α n is surjective. Formula (55) follows similarly using Proposition 5.1 b).
Remark The proof of Theorem 6.6 specialized to A = ZR differs from the one of Corollary 6.4 regarding the surjectivity of α n . The next Corollary corresponds to Proposition 1.3.22 of [I] or Proposition 1.13 of [H] .
Corollary 6.7. Let A be a commutative ring without p-torsion and equipped with an endomorphism φ lifting the Frobenius endomorphism of R = A/pA. Assume that R is a perfect F p -algebra and let A = lim ← −n A/p n A be the p-adic completion of A. Then the maps
are isomorphisms.
Proof. The completion A has no p-torsion as well and A/p n A = A/p n A. An easy inductive argument shows that the Frobenius lift is an isomorphism on each A/p n A and hence on A. Applying the preceding Theorem to the presentation 0 → p A → A → R → 0 the Corollary follows.
Thus Theorem 6.6 is a joint generalization of the well known Corollary 6.7 in Witt vector theory and of Corollary 6.4 which was pointed out in [CD] .
The intersection n≥0 I n is an interesting but somewhat mysterious ideal in ZR. Using the preceding results we have the following side result:
7. The p-typical case, non-perfect F p -algebras
In this section we study the canonical map α n : ZR/I n → E n (R) in Proposition 6.1 for certain classes of not necessarily perfect F p -algebras R. We first look at the kernel of α n . Consider the following ideals for n ≥ 1
Theorem 7.1. Let R be an F p -algebra whose Frobenius endomorphism φ is injective e.g. a reduced algebra. Then the following assertions hold: a) Ker α n = I n /I n i.e. α : ZR → E(R) induces an injective homomorphism of rings β n : ZR/I n ֒→ E n (R) for any n ≥ 1.
Proof. a) Lemma 6.3 implies that Ker α n ⊂ I n /I n . For a ∈ I n we have φ n−1 (a) ∈ I n and hence E n (φ) n−1 (α n (a)) = α n (φ n−1 (a)) = 0 where a = a mod I n . The map E n (φ) is injective on E n (R) because the bijection ψ n :
Hence α n (a) = 0 and therefore I n /I n ⊂ Ker α n . b) follows from the definitions. c) We need the "arithmetic derivation" δ : ZR → ZR defined by
It satisfies the following relations for a, b ∈ ZR
Formula (57) implies that
Together with (58) we find as in [CD] that:
for n ≥ 1 .
We can now prove assertion c) by induction on n ≥ 1. For all i ≥ 0 we have φ −i (I) = I. Namely φ i (a) ∈ I implies that φ i (a) = 0 in R = ZR/I for a = a mod I. Since φ is assumed to be injective, we get a = 0 i.e. a ∈ I. Hence φ −i (I) ⊂ I. The reverse inclusion is obvious. Hence c) holds for n = 1. Assume that c) holds for some n ≥ 1. If a ∈ ZR satisfies φ i (a) ∈ I n+1 for some i ≥ 0 then using (60) we find
Using the induction hypotheses we get δ(a) ∈ I n i.e. φ n−1 (δ(a)) ∈ I n . This implies
We have φ i (a) ∈ I n+1 ⊂ I n . Applying the induction hypotheses again we find that a ∈ I n i.e. φ n−1 (a) ∈ I n . Hence φ n−1 (a) p ∈ I pn ⊂ I n+1 and we conclude that φ n (a) ∈ I n+1 i.e. that a ∈ I n+1 . The other inclusion in c) is clear. Assertion d) follows from a) or c).
The next result concerning the image of α n is a special case of Theorem 5.2 from the previous section which is directly implied by Umberto Zannier's proposition in the appendix.
Theorem 7.2. Let R be an F p -algebra. Then the natural map ZR → E n (R) is surjective. If in addition the Frobenius endomorphism of R is injective, the map β n : ZR/I n → E n (R) is an isomorphism. In this case α induces a topological isomorphism 
− → E(R) .
Therefore the Verschiebung on lim ← − ZR/I n is given by pφ −1 where φ is the Frobenius lift to ZR of the Frobenius automorphism φ of R.
Viewing R as embedded in R in degree zero, we have an inclusion
In particular V = pφ −1 respects lim ← −n ZR/I n and induces the Verschiebung. Similarly, there is a commutative diagram
It implies that we have I n = ZR ∩ I n , a fact which can also be proved directly with a little effort.
Appendix: A factorization result for polynomials

Umberto Zannier
The aim of this Appendix is to prove the Proposition below, providing a certain product decomposition for representatives mod t m of polynomials in t over suitable rings. This result is used in Theorems 5.2 and 7.2 of the present paper. We begin with notations and some lemmas.
Let p be a prime number and let o be the valuation ring of the maximal unramified extension of Q p in a given algebraic closure Q p . Then the residue field of o, denoted k, is an algebraic closure of F p . Lemma 1. Let N, m be positive integers. There exist a finite set I and elements
Proof. Let us first assume m ≡ 1 mod p and let us express (the still unknown) I as a disjoint union of finite sets R, S, T with the properties that
Then b 2 1 = b i for all i ∈ I, so that, as is readily checked, the above requirements amount to find disjoint R, S and a i ∈ o, for i ∈ U := R ∪ S, such that
T is then chosen so that |S ∪ T | is divisible by p N .
Now, we contend that we can certainly satisfy the second set of equations and the last equation. Indeed, since p does not divide m−1, the group Θ of (m−1)-th roots of unity (in an algebraic closure of Q p ) is contained in o. Let us then define S as a disjoint union of g copies Θ 1 , . . . , Θ g of Θ, putting a θ = θ for θ ∈ Θ h . Then plainly the second set of equations is satisfied (actually with equality in place of congruence), whereas S a m−1 i = (m − 1)g. Since m − 1 is prime to p we can choose the positive integer g as an inverse to m − 1 modulo p N , proving the claim.
Finally, to satisfy also the first set of equations, we can choose R = S ′ as a disjoint copy of S setting a i ′ = λa i , where λ ∈ o is such that λ m−1 = −1.
Let us now consider the case when m ≡ 1 mod p. Now, the set Γ of m-th roots of unity is contained in o. We take I to be the disjoint union of g copies Γ 1 , . . . , Γ g of Γ for a number g to be chosen later, and we put, for γ ∈ Γ h , a γ = γα h , b γ := γβ h , with α h , β h still to be chosen. Note that
This vanishes for l = 1, . . . , m − 1 and is = m g h=1 (α h + β h x) m for l = m. Thus it suffices that g h=1 (α h + β h x) m ≡ x mod p N .
Put now β h = α h ξ h , so we want that g h=1 α m h (1 + ξ h x) m ≡ x mod p N , which may be rephrased by saying that the vector (α m h ) h ∈ o g is orthogonal modulo p N to the vectors (ξ l h ) h , for l = 0, 2, . . . , m, whereas its scalar product with (ξ h ) h is ≡ m −1 mod p N .
These last conditions are easy to satisfy, even taking g = m + 1 (while we could take it much larger) and even replacing the congruences by equalities. Indeed, we may choose the ξ h as any g = m + 1 elements of o which are pairwise incongruent modulo po. Then the matrix (ξ ), we may even choose the ξ h so that none of the α m h so obtained is in po: indeed, the solution of the said system of linear equations may be expressed as a vector whose coordinates are ratios of determinants in the variables ξ h , none of which vanishes identically modulo p; then we may choose the ξ h ∈ o so that none of the reductions of these determinants vanishes in the residue field k. With such a choice, and since m is prime to p, we may then extract arbitrary m-th roots of the α m h so obtained, and finally obtain suitable α h ∈ o.
This concludes the proof of the lemma. ✷ Remark 1. The very last part of the proof is actually not needed for the application that we have in mind. Omitting it would lead to a similar statement, with the maximal unramifield extension replaced by the algebraic closure, which would be enough for the arguments of the Proposition below.
Lemma 2. Let Λ := o[x, t] with independent variables x, t, and let m, n be positive integers. Then the element 1 − xt m ∈ Λ may be written, modulo the ideal (p n , t m+1 )Λ, as a product of (finitely many) terms of the form 1 − f t, f ∈ o[x].
Proof. Set N = n + B in Lemma 1, where B is the maximum integer such that p B ≤ m, and let us choose a i , b i as in the conclusion therein. Put f i = a i + b i x ∈ o[x] and define F (t) := (1 − xt m ) i∈I (1 − f i t) −1 . We interpret, as we clearly may, the rational function F (t) as an element But these terms βt e are in turn precisely those of the form eαt e where αt e is a term in the t-expansion of F (t). Then, if e ≤ m we must have eα ∈ p N o[x] and, by the definition of N, this implies either e = 0 or α ∈ p n o[x]. Hence F (t) ≡ F (0) = 1 mod (p n , t m+1 ). This concludes the proof. ✷ Proposition. Let k be as above an algebraic closure of F p , and let R be a ring containing k. Let Q ∈ 1 + tR[t] have degree ≤ m. Then there exists a finite product Q 1 := i (1 − ρ i t), ρ i ∈ R, such that Q ≡ Q 1 mod t m+1 R[t].
Here, if R has no unit element we embed it into a unital ringR and let 1 be the unit element ofR.
Proof. We argue by induction on m, where for m = 1 we may choose Q 1 = Q. Let us suppose m > 1 and the result true up to m − 1.
Writing Q = q + at m , with deg q ≤ m − 1 and a ∈ R, we may apply the conclusion to q, obtaining a product q 1 of the required shape such that q − q 1 is divisible by t m in R [t] . Since each term (1 − ρt) −1 , ρ ∈ R, lies in 1 + tR [[t] ], we may thus write Qq −1
for a certain b ∈ R, meaning that the remainder term is in t m+1 R [[t] ].
Let us now use Lemma 2, with n = 1, which allows us to write an identity 1 − xt m = i∈I (1 − f i (x)t) + pλ 1 (x, t) + t m+1 λ 2 (x, t), where I is a finite set, f i ∈ o[x], λ 1 , λ 2 ∈ o[x, t]. We may reduce modulo p this identity and, denoting reduction with a tilde, we obtain 1 − xt m = i∈I (1 −f i (x)t) + t Clearly, using this last identity in the right hand side of the displayed formula for Qq −1 1 and multiplying by q 1 , we obtain what is needed, completing the induction and the proof. ✷ Remark 2. The Proposition would not generally hold for R = F p , at any rate for any m ≥ 2p − 1. Indeed, let r be the integer such that p r−1 ≤ m < p r , and consider the possible polynomials Q 1 . They have the shape a∈F * p (1 − at) ba for integers b a ≥ 0. However, since (1 − at) p r = 1 − at p r = 1 + O(t m+1 ), for our purposes we may suppose that 0 ≤ b a ≤ p r − 1. Then the number of polynomials Q 1 so obtained is p r(p−1) . On the other hand, the number of polynomials Q ∈ F p [t] of degree ≤ m and with Q(0) = 1 is p m . Hence if the conclusion of the Proposition holds, we must have m ≤ r(p − 1) and in particular p r−1 ≤ r(p − 1). This last yields r ≤ 2, hence m ≤ 2(p − 1).
A similar argument works for any finite field. This also shows that the ring R = Z p would not be suitable; however one can show that the field R = Q p would be.
One can get positive results for small m, and seemingly a slightly more involved argument than the above proves that m = p is the largest possible value for F p and Z p .
A simple argument also shows that the Proposition does not hold for R = R, already for m = 2. Indeed, if 1 + t 2 is a product of terms 1 − ρ i t, ρ i ∈ R for i = 1, . . . , n, modulo t 3 , then i ρ i = 0, i<j ρ i ρ j = 1. But then i ρ 2 i = ( i ρ i ) 2 − 2( i<j ρ i ρ j ) = −2, impossible.
However, if one allows negative exponents of the factors (1 − ρt) then R would become suitable. In positive characteristic, instead, this would not change anything, for (1 − ρt) −1 ≡ (1 − ρt) q−1 mod t q , for any q which is a power of the characteristic.
