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Abstract 
The automotive industry is currently driven to reducing fuel consumption in internal 
combustion (IC) engines and hence much research is being done into alternative fuels and 
power sources. Thermal energy recovery from IC engines has proved to be of considerable 
interest within the automotive industry. The motivation is that fuel consumption can be 
reduced with a minimal effect on the “host” technology of the vehicle.  
This thesis reports on a project that aimed to investigate the architecture and control of a 
thermal energy recovery system, working towards proving this novel system concept. This 
was achieved by the use of software modelling techniques and experimental tests on 
various components of the system, namely heat exchangers and steam expanders. Various 
modelling toolboxes were used to model a) a hybrid vehicle configuration and b) steam 
expanders. The hybrid vehicle modelling began as a basic model to demonstrate the hybrid 
application and configuration of the steam system, and was further developed to control and 
optimise the system in such a way that the fuel economy, the overall efficiency of the IC 
engine and the heat recovery system were all maximised. Standard drive cycles were used 
to run the hybrid vehicle models. The steam expander modelling was performed in order to 
validate the results from a series of experimental tests and also to deduce if the expander 
models could be scaled up to predict results for larger expanders. 
The fuel consumption for the initial modelling showed a reduction of between 8% and 
36%, depending on drive cycle and modelling toolbox used. With the development of a 
simple PID controlled system, the fuel consumption was further reduced resulting in a 
range of 26% to 41%, again depending on drive cycle and modelling tool box. The 
experiments on steam expanders point to a uni-flow configuration being the most suitable. 
The expander modelling presents the groundwork for developing expander models to be 
used for validating the experimental results; again the uni-flow arrangement gave the most 
promising results.  
This thesis presents the results and draws conclusions from each project step; these 
conclusions are summarised together with some recommendations for future work. 
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1.1 Introduction and outline of the thesis 
The research that forms the foundation for this thesis was carried out as part of a joint 
project between the University of Sussex and Loughborough University called the 
HYSTOR project. This project was supported by the UK Engineering and Physical 
Sciences Research Council under Grant reference GR/T19810/01.   
This chapter aims to give an overview of the project. The background and the motivation 
for the research will be discussed along with a basic introduction to the HYSTOR system 
concept. The technologies and theoretical background are also covered. A literature review 
of the current research relating to the fields of thermal recovery, hybrid vehicle modelling 
and control will be presented. Finally the aims and objectives of the thesis will be detailed. 
Chapter 2 details the simulation tools and architecture that were used to model various 
hybrid configurations. The different configurations, developed using two software 
modelling toolboxes, QSS-TB and PSAT, are presented along with a description of how the 
components of the HYSTOR system were developed and verified using the Matlab and 
Simulink environment. Details of the drive cycles used to run the simulations are also 
presented in this chapter. Results for fuel consumption are tabulated for each of the 
modelling tools used. 
A detailed study of the expander testing is presented in Chapter 3; small (circa 4 cc) 
expanders were tested with compressed nitrogen and steam to determine a suitable 
expander for the system.  
The development of expander simulations using an engine modelling toolbox, GT-SUITE, 
is described in Chapter 4. The results of the expander tests are graphically presented along 
with a discussion on how the results could be verified using GT-SUITE simulations and if 
they could be used to a) predict results for larger expanders and b) predict results for 
different media sources.  
1.1 Introduction and outline of the thesis
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Chapter 5 describes the development of a control system for the thermal recovery and 
energy management of the HYSTOR concept.  
Optimisation strategies are presented and discussed in Chapter 6.   
Finally Chapter 7 presents a summary of the thesis conclusions, along with a review of the 
thesis objectives ending with some discussion on future recommendations for further work.
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1.2 Reducing automotive emissions and fuel consumption 
There are increasing environmental concerns with respect to exhaust emissions from 
internal combustion (IC) engines, such as particulate matter and nitrogen oxides that both 
damage air quality and contribute to the greenhouse effect. The total effect of IC engine 
emissions and emissions from other sources, such as industrial plants, is potentially 
contributing to global warming. 
Environmental concerns have led to the development of strict governmental regulations for 
restricting emissions of carbon monoxide (CO), carbon dioxide (CO 2 ), nitrogen oxides 
(NOx), and unburned hydrocarbons (HC). In Europe the Euro framework of regulation of 
test specifications regulates tailpipe emissions through the Emission Standards for the 
European Commission [1].  
The Commission has recently proposed legislated limits on CO 2  emissions as a reaction to 
the failure of the voluntary agreement. The industry responded well by increasing diesel 
production. However, the progress towards the 120 g/km fleet average had evidently stalled 
by early 2006. The Commission is currently formulating the new legislation that will 
impose limits and fines on car companies that fail to comply. 
A further reason for lowering IC engine emissions is due to their contribution to air 
pollution in urban areas which has been cited as having a detrimental effect on public 
health (for example asthma). The Californian Air Resources Board (CARB - [2]) gives a 
good overview of what causes air pollution and what effect it can have on public health. 
CARB cites that asthma cases in California have risen by 75% since 1980 and it is thought 
that some of this increase is attributed to a decrease in air quality. CARB has a research 
division that is attempting to discover the real nature of the connection between air 
pollution and asthma, especially with respect to children’s health.  
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There is also a drive towards reducing oil dependence and hence, a reduction in fuel 
consumption. This is due to the depletion of available oil supplies, commonly known as 
‘the oil crisis’. There is a lack of obtainable oil fields/reserves left in the world with many 
fields either hard to exploit (for example Siberia) or found in countries of a volatile political 
nature (for example Iraq) and so cannot be relied on with robust confidence. British 
Petroleum (BP) provides a statistical review of world energy [3]. In this report the world’s 
oil reserves, production and consumption are presented. It is particularly interesting to note 
that the areas consuming large amounts of oil and the areas producing large amounts are 
not necessarily the same, meaning vast amounts of oil are imported and exported everyday, 
which is leading to more fuel consumption and emissions involved with the transportation. 
The production/consumption data for 2007 is visualised in Figure 1-1. 
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Figure 1-1 Oil production and consumption, million tonnes, per area, 2007 [3] 
The need to reduce oil dependence and fuel consumption is particularly relevant within the 
current climate with the increasing concern over the rising price of barrels of oil and is an 
important driver in reducing use, and size, of passenger vehicles, even in America, 
previously seen as a gas-guzzling nation. 
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With these combined issues of the need to cut fuel consumption and reduce emissions from 
IC engines, the majority of the automotive industry is currently investing in research for 
alternative energy sources and technologies that address these issues. The Energy 
Foundation is a partnership that funds research into fuel efficiency and renewable energy 
and their 2002 annual report [4] provides reasons for cutting emissions and fuel 
consumption. 
For automotive applications, the main research into recovering energy is electrical via a 
motor/generator/battery configuration in the shape of Hybrid Electric Vehicles (HEVs). 
Examples of HEVs that are now available on the market are the Toyota Prius and the 
Honda Civic Hybrid, additionally other automotive companies are planning development 
and production of HEVs, for example Ford, BMW, Nissan, Mazda. A HEV configuration 
uses less fuel than a conventionally fuelled vehicle and, when running on electric power 
only, cuts emissions, and consumption, to zero.  
Alternative fuel research includes fuel cell technology and fuel cell electric vehicles 
(FCEV). Both HEV and FCEV technologies use electrical storage via battery, flywheel or 
super capacitor.  The HEV configuration is heavily reliant on the electric battery as energy 
storage and research is being carried out to improve the performance, life and reduce the 
cost of the battery to make HEVs more desirable and affordable. Lithium-ion batteries are 
currently of great interest and a number of announcements by car manufacturers have been 
made. General Motors (GM) Volt series hybrid concept is typical. The use of fuel cells is 
an emerging technology and with increasing research, could prove to be a cost effective and 
efficient alternative to HEVs. Some of the research presented in the literature review of 
Sections 1.4 and 1.5 has been carried out on fuel cell hybrid applications. As well as HEVs 
and FCEVs, there is a drive to research further alternatives; one of the emerging 
technologies is heat recovery from the IC engine exhaust waste. The energy recovered can 
be turned into electric energy, using thermo-electric devices, or to use the recovered heat to 
generate thermal energy in the form of steam. It is this latter idea that the HYSTOR system 
concept, and hence this thesis, is based upon. 
1.3 Heat recovery and the HYSTOR system concept 
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1.3 Heat recovery and the HYSTOR system concept 
The HYSTOR system concept explored in this project utilises the heat that is rejected 
through the IC engine exhaust. A typical IC engine can waste up to 70% of the fuel energy 
as heat, with up to 44% of this is via the exhaust [5]. Figure 1-2 shows the distribution of 
heat in a small (1.4 litre) IC engine. 
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Figure 1-2 Heat balance of a 1.4l spark ignition engine [5] 
As can be seen in Figure 1-2, the available heat for recovery is in between 20% and 44%, 
depending on speed and load. If the system were to be part of the cooling system for the IC 
engine, then this could increase to around 60%.  
The recovered energy will be stored in the form of both hot water at saturation conditions 
and water vapour, which has been generated by recovering the heat from the exhaust gas 
waste. A heat exchanger was developed by the project for this purpose. The steam will then 
either be used (expanded) immediately or stored in an accumulator and expanded, when 
required, to generate work.  A suitable expander to be used for this purpose was 
investigated during the project.  
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The initial HYSTOR system concept was presented by Bayley [6]. The merits of using a 
vapour expander in a hybrid configuration are explained and the paper details the use of a 
steam accumulator and vapour expander in a parallel hybrid vehicle. The overall system 
configuration for the original concept is shown in Figure 1-3.  
Figure 1-3 Concept configuration of a parallel steam hybrid vehicle [6] 
The main points for this system are the parallel coupling of the IC engine and vapour 
expander, and also the computer control which performs overall, supervisory control, and 
individual control of the system components. This paper uses drive cycles to predict the 
fuel consumption reduction for such a system; the drive cycles are FUDS (US Federal 
Urban Driving Scheme) and FHDS (US Federal Highway Driving Scheme), which are now 
replaced by FTP-75 [7] and US06 [8], respectively. The paper compares the vapour system 
with a gas turbine system, a diesel system and a diesel hybrid system, using these 
comparisons it is suggested that there will be a considerable reduction in fuel consumption 
1.3 Heat recovery and the HYSTOR system concept 
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for the FUDS cycle (up to 75% when comparing gas turbine to vapour) but little reduction 
for the FHDS cycle (approximately 12.5% reduction).  
Stobart & Weerasinghe [9] further review techniques for recovering heat from exhaust 
gases using a bottoming cycle such as the Rankine cycle. Devices used for such a process 
are presented – expanders and condensers, for example. This paper goes on to develop a 
simple model using QSS-TB (Quasi Static Simulation ToolBox, see Section 1.5 for more 
information). This simple model was used to demonstrate the expected fuel consumption 
reduction when implementing the heat recovery system. The basis of the heat recovery 
system uses the closed loop power cycle based on the evaporation and expansion of a 
working fluid commonly known as the Rankine cycle, a T-s diagram and a system diagram 
are presented, in Figure 1-4.  
   (a)     (b) 
Figure 1-4 Rankine cycle,  (a) T-s diagram from [10], (b) schematic 
This thermodynamic cycle will further be investigated and modelled in this thesis. An ideal 
Rankine cycle is made up of four sequential processes, these are: 
1-2: Isentropic compression, this takes place in the pump; 
2-3: Constant pressure heat addition in the boiler/accumulator; 
3-4: Isentropic expansion, this takes place in the expander; 
4-1: Constant pressure heat rejection in the condenser. 
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The control issues for the HYSTOR concept are discussed by Stobart et al. [11] using the 
notions of availability and exergy for the system. This paper develops the availability using 
a system with the temperature points as shown in the temperature distribution diagram 
illustrated in Figure 1-5. 
Figure 1-5 Temperature distribution for the heat exchange process [11] 
Referring to Figure 1-5, the exhaust temperature enters the heat exchanger at 400°C, and 
falls to 128°C on exit, the water is heated to saturation temperature of 250°C, 
corresponding to a working pressure of 40 bar. The availability for such a temperature 
distribution, with an isentropic efficiency of 80%, is calculated to be 150 kJ/kg. The paper 
concludes that the expected steam sub-system efficiency should be within 20%. Stobart 
[12] further investigates the availability approach to thermal recovery concluding that 
acceptable efficiencies are available at safe operating pressures – nominally 32% at 20 bar. 
El Chammas & Clodic [5] also discuss the use of bottoming cycles for recovering thermal 
energy from an exhaust pipe. The expander of choice was a steam turbine. Different fluids, 
along with water, were investigated for their suitability. Whereas alternative 
thermodynamic fluids may give better efficiencies, there were instability and environmental 
issues with them. This paper also defines a new factor called “Achievable Carnot Factor” 
1.3 Heat recovery and the HYSTOR system concept 
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(ACF) in order to compare different fluids. The ACF calculates, for each fluid, the ratio of 
a standard Rankine cycle efficiency to the maximum ideal Carnot efficiency. In this way 
the ACF provides a better analysis than efficiency on its own when analysing the 
performance of the various working fluids considered within the paper. The example given 
is for and organic fluid R-245ca (also known as 1,1,2,2,3-pentafluoro-propane) with an 
efficiency of 16% when used in a Rankine bottoming cycle, but when calculating the ACF, 
the result is that the Rankine cycle can deliver up to 53% of the maximum possible work, 
which can lead to a different conclusion on the suitability of the working fluid. 
Publications from the automotive industry, such as Honda and BMW indicate the interest in 
this area. From his keynote address at the Institute of Mechanical Engineers (IMechE), 
VTMS8 (Vehicle Thermal Management Systems) conference, Rump [13]  announced that 
fuel consumption can be improved by up to 20% using the BMW turbo-steamer concept. 
Endo et al. [14] presented Honda’s concept for a heat management system, including heat 
exchanger design and choice of expander. This paper reports a thermal efficiency increase 
from 28.9% to 32.7%, which equates to an overall improvement of 13.2%. Exact fuel 
consumption improvements were not given. 
The initial system configuration shown in Figure 1-3 was superseded by the configuration 
shown in Figure 1-6 which has some small, but important alterations. This configuration 
shows the high pressure (HP) and low pressure (LP) water feeds and also includes the 
system as part of the engine cooling control. 
1.3 Heat recovery and the HYSTOR system concept 
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Figure 1-6 Overall HYSTOR system concept 
The overall HYSTOR system concept is described as follows; heat is recovered, via a heat 
exchanger, from the IC engine exhaust and stored in the form of accumulated hot water and 
steam. Shaft work is produced by the steam expander and used to either:  
(a) Assist the IC Engine driven vehicle, by adding torque to the driveshaft, thereby 
reducing fuel consumption and emissions, accumulating any excess energy as 
required; 
(b) Drive an auxiliary power unit (APU), if the energy is not required by the vehicle 
(for example the vehicle is braking or idling) to ensure the energy is not wasted, 
any excess energy can be used generate electricity and charge an electric storage 
device; 
(c) Provide all the required torque to the drive shaft resulting in emissions free 
driving for inner-city areas. 
1.3 Heat recovery and the HYSTOR system concept 
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The exhausted, expanded, steam will then be condensed and passed through the engine 
cooling system or circulated directly to a pump before being fed back into the heat 
exchanger. 
The choice of how best to utilise the steam expander generated work, items (a), (b) or (c) in 
the previous list, will depend upon the architecture developed or the mode that the vehicle 
is being driven in. Possible labels for these modes, corresponding to the previous list, are: 
(a) Motor Assist Mode; 
(b) Charge Mode; 
(c) Steam Only Mode. 
These modes correspond to the HEV operating modes detailed in the next section. 
1.4 Control and optimisation strategies for hybrid vehicles 
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1.4 Control and optimisation strategies for hybrid vehicles 
Much research has been documented on the topic of HEV energy management and control 
of the powertrain and energy management. As stated previously, the HYSTOR system 
concept is the use of a steam system as an alternative power source in a hybrid vehicle. The 
storage (battery) and driver (electric motor) of the HEV configuration is analogous with the 
accumulator and expander, respectively, of the steam hybrid configuration. 
Some of the methods for controlling HEVs and FCEVs mentioned in this section could be 
applied to the HYSTOR concept and so are further researched for their applicability to the 
heat recovery concept. 
An overview of the power management and control requirements of HEVs is given by 
Chau & Wong [15], the four main HEV configurations were presented and discussed. 
These configurations are: 
(a) Series Hybrid; 
(b) Parallel Hybrid; 
(c) Series-Parallel Hybrid; 
(d) Complex Hybrid. 
These configurations were discussed in detail within the paper, along with the power 
control strategies that need to be employed for each configuration. This paper also 
highlights some key issues that need to be considered when designing the control strategy 
for a hybrid vehicle, these issues are related to HEVs, but can be considered for the 
HYSTOR configuration, the issues are as follows: 
(i) Optimal Engine Operating Point – on the torque/speed plane; 
(ii) Optimal Engine Operating Line – for different power demands; 
(iii) Optimal Engine Operating Region – with respect to fuel efficiency; 
(iv) Minimum Engine Dynamics – to regulate the engine speed to avoid fast 
fluctuations; 
1.4 Control and optimisation strategies for hybrid vehicles 
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(v) Minimum Engine Speed – low speeds usually mean low fuel efficiency so a 
threshold should be derived to avoid this; 
(vi) Minimum Engine Turn-on Time – to avoid repeated turning on and off on 
the IC engine as this could result in low fuel efficiency; 
(vii) Proper Battery Capacity – so that the battery is used efficiently (this could 
relate to steam accumulator capacity for the HYSTOR concept); 
(viii)  Safety Battery Voltage – to prevent damaging the battery (this could relate 
to steam pressure for the HYSTOR concept, the pressure should be kept at a 
safe level not just for the steam accumulator, but also for passenger safety); 
(ix) Relative Distribution – of power generated by the  IC engine and the electric 
motor correctly distributed over drive cycles (this could relate to the steam 
expander for the HYSTOR concept); 
(x) Geographical Policy – if electric only driving is required for emissions free 
driving (this could relate to steam only driving for the HYSTOR concept). 
On a similar note, Walters et al. [16] gave an overview of various powertrain configurations 
either in production (at the time of writing – 2001), for example the Toyota Prius and 
Honda Insight, or under development, the GM Precept, Ford P2000 and DaimlerChrysler 
ESX3. These HEV configurations are compared with conventional vehicle configurations, 
namely the Chevrolet Impala, DaimlerChrysler Concorde, Ford Taurus, Honda Accord and 
Toyota Camry. 
Hochgraf et al. [17]  introduce and discuss two different control strategies for a series HEV 
configuration, these control strategies are:  
• Power-tracking where the engine/alternator output follows the power 
demand from the road/driver; 
• Load-Levelling where the output of the engine/alternator is constant and any 
excess power is used to charge a battery.  
The characteristics and efficiencies were examined for each strategy and it was concluded 
that the Load-Levelling strategy yields better fuel efficiency. This could relate to the 
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HYSTOR concept in that the output from the IC engine and steam expander, coupled, is 
constant and any excess energy is used to generate steam which is stored in an accumulator 
for use when the power demand increases. 
These strategies are also mentioned by Waltermann [18], who additionally presents a 
hierarchical control structure, with respect to a series HEV configuration, which consists of 
an upper level of outer, or global, control loops cascading down to inner, or local, control 
loops. The local control loops are faster than the global control loops because the dynamics 
are higher. The upper level structure, the global loop(s), is used for developing 
optimisation. The lower, local, levels consist of the real components, for example IC 
engine, generator, battery and so on, whilst the upper levels include the energy management 
and drivetrain management. This thinking could easily be applied to the HYSTOR concept, 
with the local controls relating to control of the system components, for example, the pump 
and expander. The global control will relate to supervisory control of the overall system 
and this will include optimisation algorithms.  
Wittmer et al. [19] discuss operating modes with respect to a parallel HEV configuration. A 
set of clutches were employed within the drivetrain which determine how the IC engine and 
the Electric Motor (EM) are connected within the powertrain, to the flywheel or directly to 
the transmission. This paper also discusses control strategies that are as follows: 
(a) Electric Based; 
(b) Fuel Based; 
(c) Combination of Fuel and Electric Based.  
These control strategies were developed and used to determine which strategy is the best 
for achieving the optimum fuel efficiency for the HEV vehicle. 
Zhang et al. [20] also discuss operating modes which have slightly different titles, these 
modes are: 
(a) Electric Motor only; 
(b) IC Engine only; 
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(c) Combined Electric Motor / IC Engine; 
(d) Electric CVT; 
(e) Energy recovery (charging); 
(f) Standstill.  
The control issues discussed were to optimise fuel consumption and emissions with respect 
to which modes are used. Operational modes (a), (b), (c) and (e) were also investigated by 
Schouten et al. [21], who introduced an additional mode for regenerative braking. These 
operating modes could be considered for controlling the HYSTOR concept; the system 
should be able to operate in modes (a), (b), (c), (e) and (f). 
Real Time Control Strategy (RTCS) was discussed by Johnson et al. [22] and was used to 
optimise both fuel efficiency and emissions, with respect to a parallel HEV configuration, 
by considering the dynamic vehicle operating conditions such as recent events, relating to 
torque demands, and battery status. A set of control variables were detailed which relate to 
the battery state of charge (SOC), torque thresholds and battery status. A stepwise 
algorithm was presented for the RTCS.  
Another strategy introduced by Montazeri-Ghi et al. [23] is Electric Assist Control Strategy 
(EACS) where a genetic algorithm was developed with a cost, or fitness, function to 
minimise fuel consumption and emissions. This related to a parallel HEV configuration. 
One of the goals in the control of hybrid vehicles, and the HYSTOR concept, is to reduce 
fuel consumption, a strategy that has been developed to assist this goal is the Equivalent 
Consumption Minimization Strategy (ECMS) which was introduced by Paganelli et al.  
[24] and further developed by Paganelli et al.  [25]. This strategy converts power flow into 
an equivalent fuel cost for parallel HEV configurations. The basis of the strategy is that 
when the HEV is charging the electric battery as well as providing mechanical power to the 
vehicle, more fuel will be consumed than when the battery is being discharged and hence 
the electric motor is contributing to the power for the vehicle. The following diagrams are 
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re-created from [24]. Figure 1-7 shows the energy flow for when the HEV is discharging 
the battery and Figure 1-8 shows the energy flow for when the HEV is charging the battery. 
Figure 1-7 Energy route for the equivalent fuel flow consumption of the electric motor for a positive 
current (discharge case) [24] 
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Figure 1-8 Energy route for the equivalent fuel flow consumption of the electric motor for a negative 
current (charge case) [24] 
Rodatz et al. [26] investigates the ECMS strategy further for fuel cell vehicles as does 
Paganelli et al. [27], the latter states that ECMS can be used for other hybrid configurations. 
Sciarretta et al. [28] validates the ECMS strategy against previous strategies and cost 
functions. Guezennec et al. [29] compare ECMS with an a priori method of control and 
optimisation to determine the best strategy for controlling Fuel cell and FCEV models. A 
later article from Sciarretta [30] gave an overview of HEV control and optimisation 
techniques including ECMS, the article concludes by stating that feedback control and 
ECMS provide good optimisation, compared to dynamic programming techniques, which 
primarily use drive cycles for optimisation. This article also suggests that future control and 
optimisation will use outside information from, for example, a GPS system to gain 
knowledge on the possible drive cycle for each journey and make adaptations to the control 
accordingly.  
Results reported for the ECMS system are between 17% and 30% fuel economy 
improvement compared to a conventional vehicle, with a 5% improvement when compared 
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to an HEV using SOC control algorithm. The ECMS is an instantaneous control 
configuration and hence does not use an a priori knowledge when calculating the cost 
function, hence it is highly suitable as a real-time controller. 
The ECMS could be investigated for the HYSTOR concept. As stated previously the 
charging of the electric battery can be likened to the storing of the generated, excess, steam 
in an accumulator, in this way the ‘charging’ and ‘discharging’ of the steam accumulator 
can be considered when developing an optimisation algorithm for the system that would 
employ the techniques of ECMS. A possible configuration is shown in Figure 1-9. 
Figure 1-9 Possible configuration for the HYSTOR system using the ECMS control strategy 
When the system is in discharge mode, and steam is being used by the expander, the 
equivalent fuel is being consumed, and when the system is in charge mode, steam is being 
accumulated and fuel is being saved. 
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The use of fuzzy logic to control and manage a hybrid powertrain has been investigated by 
Kheir et al. [31], this paper also uses the ECMS idea as part of its engine management 
approach. Tzeng et al. [32] and Huang et al. [33], also used fuzzy logic. These papers are 
linked in using an integrated mechanism for energy management. Schouten et al. [21] also 
used fuzzy logic to control the different operating modes that are presented in the paper. 
Lin et al. [34] compared two different control algorithms, one rule based (i.e. using fuzzy 
logic) the other a dynamic control algorithm, it is concluded that the dynamic control 
algorithm resulted in a lower fuel consumption than the fuzzy logic based algorithm. 
Musardo et al. [35] developed an adaptive control strategy that uses ECMS to improve fuel 
economy and reduce emissions. The resulting performance of the adaptive control is lower 
than the global optimum, but it is claimed that the strategy developed gives a more robust 
real time solution. Another adaptive control scenario is presented by Jiang et al. [36] which 
presents control strategies related to maximum output of the alternative energy source (for 
example a battery power source) or maximum efficiency or a combination of the two, 
which adapts with respect to the state of the energy storage (e.g. State of Charge - SOC), 
this creates a power sharing control strategy. 
A Model Predictive Control (MPC) method is discussed by Vahidi et al. [37], this method 
does not use drive cycles or a priori knowledge. This paper states that the power demands 
can be split into rules based for instant demands and optimisation based for long-term 
demands. 
A key discussion point in much of the research, for example Paganelli et al. [25] and 
Musardo et al. [35], is whether to base control actions on global, or local commands. 
Global refers to use of a priori knowledge for example the use of driving cycles to control 
and optimise, whilst local refers to current system variables for example, SOC. Global, or a 
priori, actions or commands are not really suitable for a Real Time Control scenario, but 
are useful for investigating fuel consumption. During the modelling phase of a project this 
control is usually via a Map Based Control strategy. Local optimisation and control 
requires a cost function to be developed with respect to certain system variables, such as 
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fuel consumption and, for HEVs, SOC. This results in a real-time algorithm being 
developed. 
Delprat [38], investigated and developed two optimisation algorithms to be used in 
controlling an HEV. Both algorithms use torque and gear ratio as decision variables, taking 
into consideration the SOC of the battery. Whilst this technique could be applied to the 
HYSTOR system concept, it is probably beyond the scope of this thesis, but should be 
considered for future work. The reason for this being that the scope of the HYSTOR project 
is primarily concerned with the development and control of the components of the steam 
system, the components of the vehicle (such as the gearbox) will be observable, but not 
controllable at this stage. 
In a paper by Suh & Stephanopoulou [39] the coordination of control issues for a fuel cell 
system is discussed, which states that lack of communications between inner control loops, 
in this case a fuel cell converter and compressor, leads to low system performance with 
respect to optimisation. When communications are introduced and with good supervisory 
control, the performance improves. This is an issue that should be considered when 
developing the supervisory control architecture for the HYSTOR system, it is important to 
get the level (global or local) of communication between the IC engine system and the 
expander system correct to get the best performance. 
In Scordia [40], an optimisation tool was developed, arbitrarily called ‘KOALA’ by its 
developer, using dynamic programming and is a good base to predict the possible fuel 
consumption reductions for HEVs using drive-cycles, comparisons of different HEV 
configurations are possible using the method. 
In Stobart [11], an overview of the control concepts for the HYSTOR concept were 
investigated and presented. The design of the heat recovery system was examined through 
the use of energy/heat balance theories. The availability was discussed and the variables 
that affect the availability and overall system performance were considered, these variables 
are: 
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Exhaust gas temperature; 
Exhaust gas mass flow rate; 
System operating pressure; 
Steam dryness, or quality, fraction. 
It is anticipated that these variables will form the basis of control dynamics so that the 
energy production and storage can be controlled in such a way as to ensure the vehicle is 
operating at its optimal efficiency, with respect to both the IC engine and steam expander. 
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1.5 Software modelling tools used for hybrid vehicles 
Many different modelling tools have been developed and utilised in the process of 
modelling hybrid configurations and control strategies. A common link between all the 
modelling tools, presented in this section, is that they have all been developed in a 
Matlab/Simulink environment. This is because the Matlab environment is ideal for creating 
and developing mathematical models for engineering applications and solutions, the 
Simulink toolbox components include specific items for developing controls, signal 
processing and real-time programming. 
Guzzella et al. [41] and Rizzoni et al. [42] used the Quasi Static Simulation ToolBox (QSS-
TB), developed at the ETH University in Zurich, Switzerland [43]. QSS-TB is a backward 
looking simulation toolbox, this means that the ‘cause and effect’ calculations are reversed 
so that rather than calculating the speed from the known acceleration and force, the speed is 
used to calculate the acceleration and force required to meet the demands made upon the 
vehicle. The drive cycle is fed into vehicle and gearbox components that calculate the 
torque required from the engine component in order to meet the drive cycle requirements. 
The engine component then calculates the fuel consumption. The HYSTOR project began 
the software modelling process by using QSS-TB. A conventional (no-hybrid) 
configuration is shown in Figure 1-10. How QSS-TB was used to model HYSTOR Hybrid 
models will be further investigated in Chapter 2. 
Figure 1-10 Conventional vehicle model using QSS-TB
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An alternative method of calculating the fuel consumption is for the drive cycle to be fed 
into an engine component which uses acceleration and force calculations to determine the 
speed and load required and in turn feeds these results forward to the gearbox and vehicle 
components, this is how forward looking simulation tools operate. An example of a forward 
looking simulation modelling tool is Powertrain Systems Analysis Toolbox, PSAT [44], 
which was used in research by Kheir et al. [31]. PSAT was developed by the Argonne 
laboratories in Chicago. Argonne hosts the Department of Energy support group for hybrid 
and electric vehicle research in the USA. This modelling tool was also used within the 
HYSTOR project. PSAT uses the forward looking concept and is suited to the dynamic 
system of the HYSTOR configuration. Further details are given in Chapter 2. 
Another forward looking simulation tool is ADVISOR, used by Johnson et al. [22], Zhang 
et al. [20] and Montazeri-Ghi et al. [23].  This simulation tool was developed by the 
National Renewable Energy Laboratory (NREL) and is an advanced vehicle simulator. It 
has now been commercialised and is available on the website from AVL [45].  ADVISOR 
is used to develop models for light and heavy weight vehicles in conventional 
configurations and also using hybrid and fuel cell configurations. 
Other examples of modelling tools used in previous research include VP-SIM and PSIM. 
VP-SIM, used by Rodatz et al. [26] is a modular scalable forward simulation tool box 
developed by Ohio State University. PSIM is another forward looking simulation tool and 
was used by Tzeng et al. [32] and Huang et al. [33]. 
In a paper produced as part of the HYSTOR project, Hounsham et al. [46], discuss how 
both the QSS-TB and PSAT were used to develop the HYSTOR Hybrid vehicle models 
and some early results for the system when running different lightweight driving cycles 
with the models. More detail for the development of the HYSTOR system using software 
modelling tools can be found in Chapter 2. This paper also discusses the expander test 
setup and results which is further discussed in Chapter 3. 
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1.6 Objectives of the thesis 
As stated in Section 1.3, the novel heat recovery concept utilises the heat that is otherwise 
wasted from the IC engine exhaust by recovering energy in the form of heat and this is used 
to raise steam from water. The HYSTOR project aims to establish scientific aspects of this 
novel energy storage through analysis and by using software modelling techniques 
supported by experimental validation. The end product for the project, as well as test results 
and discussion, is to present the strategy and architecture to control such a system, with a 
view to optimising fuel consumption whilst retaining vehicle performance. 
Two hybrid vehicle modelling toolboxes, QSS-TB and PSAT, were used to develop and 
test different hybrid configurations and also were used as a building block to develop and 
model the different components for the system, for example heat exchanger and expander. 
Background for these toolboxes is detailed in Chapter2, the reason for using two separate 
toolboxes for the modelling was so that a comparison of results could be made, which 
would validate any possible fuel consumption improvements. Also, for reasons given in 
Chapter 2, QSS-TB tended to be easier to adapt and fast to execute, whereas PSAT, 
although slower, was more suited to the dynamics of the HYSTOR system, and hence 
would provide more realistic results. Both modelling tools are capable of working with 
drive cycles, such as NEDC – New European Drive Cycle [47], hence, the results from both 
modelling tools were compared and presented. 
The MatLab/Simulink environment was used to develop the controls required for the 
system. Initially the individual components of the system were modelled, for example the 
heat exchanger, and individual controls were developed for each component that required 
control. Progressing on from this, overall, or supervisory, control dynamics were developed 
for the system. Simulink was used to develop both the individual and overall control, with 
the model being validated using the QSS-TB and PSAT models when the control dynamics 
performed satisfactorily.  
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GT-SUITE, developed by Gamma-Technologies [48], is a software modelling tool that can 
be used to model engine configurations. The HYSTOR project used GT-SUITE to initially 
model the expander configurations used in the expander testing phase. This had two 
purposes, (i) it can validate the results the HYSTOR project obtained from the expander 
testing; (ii) the results can be used to scale up the expander models and then be compared to 
the medium expander test results; hence proving, or disproving, the scalability of the 
expander models. GT-SUITE was also used to compare results using different media, for 
example steam and compressed air at various pressures. 
A mini test facility was developed to test three different expander configurations (uni-flow, 
rotary and counter-flow) to determine which configuration was most suitable for use as a 
steam expander. The test facility for the mini test bed will be presented along with details 
of how the required test data was acquired. The results of the tests will also be presented in 
this thesis. 
The main objectives of this thesis are as follows: 
1) give a review of the expander testing completed, including discussions of the results; 
2) present an overview of the software modelling performed for the project; 
3) discuss, in detail, how the control architecture was developed, designed and tested; 
4) discuss possible optimisation strategies and how they could be applied to the system 
concept; 
5) summarise the project progress, draw conclusions and discuss future work in this area. 
These items will fulfil the aims of the research project to develop a robust and controllable 
system that will optimise the fuel consumption of the HYSTOR system, whilst retaining the 
performance of the vehicle and also ensuring that the efficiencies of both the IC engine and 
steam expander systems are optimised.  
The overall aim of this thesis is to fully investigate optimal control architectures for the 
system and to demonstrate how such a configuration can be applied to the hybrid vehicle 
scenario as specified by the system concept. 
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2.1 Introduction to software modelling 
 
This chapter discusses the two modelling toolboxes, QSS-TB and PSAT, which were 
used to create models of the HYSTOR concept in a hybrid vehicle application. An in 
depth description is given for each of the toolboxes along with how the HYSTOR models 
were developed.  The reason for using two separate toolboxes for the modelling was so 
that a comparison of results could be made, which would assist in validating any fuel 
consumption improvements. 
 
This initial phase of modelling was used to develop and test different heat recovery 
systems within a hybrid vehicle configuration. The conventional vehicle models that were 
available with the modelling toolboxes were used as a building block to develop and 
model the different components for the heat recovery system, for example heat exchanger 
and expander. The two modelling toolboxes allowed the use of standard drive cycles to 
run the models and, hence, compare results, which was a good way to determine the 
performance of the heat recovery systems. Once the models were verified, they were used 
to further develop the control strategy, as detailed in Chapter 5 
 
The main difference between the two modelling toolboxes is the way that they handle the 
cause-and-effect relationship of the system being modelled. The conventional strategy is 
to calculate the vehicle acceleration from given forces. Having knowledge of the vehicle 
acceleration, the wheel, gearbox and engine accelerations can also be calculated and 
hence the fuel consumption required to meet these accelerations. This conventional 
strategy will be referred to as a forward looking model. Forward looking modelling is 
more suited for modelling dynamic systems, i.e. system models that involve changing 
dynamics of a system using differential equations. The alternative to the forward looking 
model is a backward looking model, this strategy reverses the cause-and-effect 
relationship and uses the acceleration data, from given speeds at discrete times, to 
calculate and the forces required to provide these accelerations, the calculations then 
work back to use engine maps that relate speed and load to fuel consumption. The 
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backward looking model strategy is a fast modelling technique which makes use of such 
“non-causal” models.  
 
The first toolbox used was the Quasi Static Simulation ToolBox (QSS-TB) [43], which is 
a backward looking hybrid simulation tool developed by Eidgenössische Technische 
Hochschule (ETH) in Zürich. The models developed using QSS-TB are further discussed 
in Section 2.2.  
 
The second toolbox used was Powertrain Systems Analysis Toolbox (PSAT) [44], which 
is a forward looking toolbox developed by Argonne National Laboratories (that hosts the 
Department of Energy support group for hybrid and electric vehicle research). How the 
hybrid model components were adapted from being used in the QSS-TB model to the 
PSAT model is presented in Section 2.3. Section 2.4 presents the drive cycles that were 
used to run the software models. 
 
The results for each of the model runs are presented in Section 2.5 for QSS-TB and 
PSAT. The results are summarised and conclusions are presented in Section 2.6. 
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2.2 Software modelling of the HYSTOR hybrid using QSS-TB 
 
This section will detail the software modelling strategy employed when using the QSS-
TB as a modelling tool.  
2.2.1 Introduction to QSS-TB 
 
The QSS-TB is a toolbox developed by ETH in Zurich, or more specifically, the 
Measurement and Control Laboratory at the Swiss Federal Institute of Technology in 
Zurich, Switzerland. 
 
The toolbox uses the Matlab/Simulink platform, and was developed with the intention of 
creating a flexible, easy to use toolbox that simulates different powertrains in order to 
determine the fuel consumption, moreover the toolbox is freely downloadable [43] and 
has various different powertrain components such as fuel cell, battery storage, electric 
motors and generators, that can easily be applied to a hybrid vehicle configuration. As 
stated in the introduction to Chapter 2, the QSS-TB is a backward looking simulation 
toolbox. 
 
A conventional vehicle model using QSS-TB is shown in Figure 2-1. 
 
 
Figure 2-1Conventional ICE driven vehicle model using QSS-TB 
 
As can be seen in Figure 2-1, the model is driven by a component, or Simulink function 
block, called Cycle. The standard drive cycle consists of a time vector, speed vector (v) 
 2.2 Software modelling of the HYSTOR hybrid using QSS-TB 
32 
and a gearbox vector (i), on initialising the data, these vectors are loaded into the Matlab 
workspace and the acceleration vector (dv) is calculated as follows: 
hnvnvdv /))1()(( −−=   
Where h is the step size used in the simulation model. The Cycle block accesses these 
vectors, and outputs the vector elements for each step, additionally the distance is 
calculated (x_tot) using the speed and step data. The outputs of this block are vector 
elements representing the following parameters: 
v speed (m/s); 
dv acceleration (m/s²); 
i gear number; 
x_tot total distance (m). 
 
The speed and acceleration parameters are fed into a function block representing the 
Vehicle; this block uses these input parameters along with vehicle data stored in the 
Matlab workspace, representing the inertia and resistance parameters, to calculate the 
torque on the wheel. The block also uses the wheel radius to convert the speed from m/s 
to rad/s and the acceleration from m/s² to rad/s². The outputs of the Vehicle block are as 
follows: 
w_rad  speed of wheel (rad/s); 
dw_rad acceleration of wheel  (rad/s²); 
   T_rad  torque on the wheel (N m). 
 
The next function block in the model is the Gearbox; this block uses the outputs from the 
Vehicle block and the gear number from the Cycle block and calculates the speed and 
acceleration of the gearbox. Additionally the block calculates the power direction – 
engine to wheel or wheel to engine and in this way the positive or negative torque, 
respectively, on the gearbox is calculated. The outputs of the Gearbox box are the 
following parameters: 
w_Ueb  speed of the gearbox (rad/s); 
dw_Ueb acceleration of the gearbox  (rad/s²); 
T_Ueb  torque on the gearbox (N m). 
 2.2 Software modelling of the HYSTOR hybrid using QSS-TB 
33 
 
The penultimate block in the conventional vehicle model chain is the IC-Engine block, 
this block uses all the outputs from the Gearbox block and calculates the fuel 
consumption required by the IC-Engine in order the meet the speed and load 
requirements determined by the Vehicle and Gearbox. This calculation is done by using 
an engine map, or a look up table, that uses the speed and load as inputs to find the 
corresponding fuel consumption. This map has either been calculated, using the Willans 
parameter [49], or is a result of real engine data. The IC-Engine block takes into 
consideration idle, deceleration and fuel cut-off points before using the fuel consumption 
map. The output from the IC-Engine block is simply: 
  V_Vm  consumption (kg/s). 
 
The final block for the model is the Tank block, which uses the consumption information 
from the IC-Engine and the distance (x_tot) from the Cycle block to determine the fuel 
consumption over the drive cycle, the output is presented as litres/100 km. 
 
The conventional model is used to compare the different fuel consumptions obtained 
from the HYSTOR Hybrid vehicles in order to determine if the hybrid configuration 
improves the fuel consumption, or not.  
2.2.2 HYSTOR hybrid model using QSS-TB 
 
The QSS-TB contained some functions for Hybrid electric vehicle and fuel cell vehicle 
configurations, but not for a steam system hybrid configuration, hence new function 
blocks were developed to represent a Hybrid Interface and the Steam System, this 
configuration is shown in Figure 2-2. 
 
 2.2 Software modelling of the HYSTOR hybrid using QSS-TB 
34 
 
Figure 2-2 The HYSTOR hybrid vehicle model using QSS-TB 
 
 
The Hybrid Interface block is shown in detail in Figure 2-3. 
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Figure 2-3 Hybrid interface block 
 
The Hybrid Interface block uses the gearbox speed (w_Ueb) and load (T_Ueb) 
parameters from the Gearbox block, a reduction ratio was used in order to provide the 
Steam System block with the engine speed in revolutions per second. The gearbox speed 
is passed along to the steam system as received. The gearbox load is converted from 
torque (N m) to mep (Pa) using the displacement volume to give the engine load. The 
Steam System returns the torque developed which the Hybrid Interface subtracts from the 
Gearbox Torque and presents the remaining torque (T_GT) to the IC-Engine. The outputs 
from the Hybrid Interface are as follows: 
  T_GT   torque demand on IC engine (N m); 
  engine_speed  speed of the gearbox (rad/s); 
 engine_load  load on gearbox (mep Pa); 
 gearbox_speed speed of expander (revs/s); 
 torque_demand torque demand from gearbox (N m). 
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The Steam System block uses the engine speed and load data from the Hybrid Interface to 
determine the exhaust properties in order to perform heat transfer calculations, the 
gearbox, or expander, speed is used to calculate the maximum possible work from the 
steam expander given the heat transfer. The output from the Steam System is the torque 
developed by steam system (N m). 
 
The Steam System block contains two sub-blocks as can be seen in Figure 2-4.  
 
 
Figure 2-4 Steam system block for a basic steam system 
 
The Steam System consisted of a simple heat exchange calculation block – Steam 
Generator which uses the engine load and speed data from the Hybrid Interface block to 
determine the exhaust temperature and mass flow rate via look-up tables. Using this data 
a simple heat transfer calculation was performed which resulted in a heat output; this 
parameter was then used by the Work block along with the expander speed, to calculate 
the maximum possible work a conceptual expander could provide. This was calculated 
using the given enthalpies for the upper and lower system pressures (18 bar and 1 bar, 
respectively), the different between the two enthalpies results in the ideal isentropic work, 
allowing for expander efficiency, set at 0.8, the expander work can be calculated. The 
work was then converted to torque for the Hybrid Interface. The Steam Generator used a 
simple boiler model which is visualised in Figure 2-5. 
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Figure 2-5 Simple boiler model 
 
The calculations for the Steam Generator were based on a three phase heat transfer 
between the exhaust gases and the water/vapour; this is shown in Figure 2-6. 
 
 
Figure 2-6 Three phase heat transfer for the heat exchanger model 
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During phase one the water flows into the heat exchanger at ambient temperature (Tci) 
and is heated to saturation point, phase two moves the saturated water to saturated vapour 
(evaporated, Tsat) and finally, phase three superheats the vapour to reach Tco at the output 
of the heat exchanger. Referring to the temperatures labelled in Figure 2-6, the equations 
used are as follows: 
 
 ( )hohipeetotal TTcmQ −= ..&    (2.1) 
 321 QQQQtotal ++=     (2.2) 
 ( )cisatpww TTcmQ −= ..1 &    (2.3) 
 fgs hmQ .2 &=      (2.4) 
 ( )satcopsw TTcmQ −= ..3 &    (2.5) 
 
Where: 
 em&  is the mass flow rate of the exhaust gas, kg/s;  
 pec  is the specific heat of the exhaust gas, kJ/kg K; 
 wm&  is the mass flow rate of water, kg/s; 
  pwc  is the specific heat of water, kJ/kg K; 
 fgh  is the latent heat of vaporization at boiler pressure (18 bar), kJ/kg; 
 psc  is the specific heat of steam at boiler pressure (18 bar), kJ/kg K.  
 
ciT  was assumed to be at ambient temperature and hoT  was assumed to be equal to satT . 
This is referred to as the boiler model. The complete Simulink model files for the boiler 
model can be found in Appendix B.1. 
 
Using this model, a simple optimisation task was carried out using different values for the 
boiler pressure and to compare the work/torque output for each, the optimum value was 
chosen to be 18 bar as this gave the best result, at higher pressures the work output was 
not increased, this is due to the larger temperature differences, and hence less heat 
transfer. 
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The initial boiler model used the instantaneous steam as it was generated; hence there 
was no control over the steam use. An improvement for the control in the model was to 
add a simple mechanism when using the steam in the Work block. This used the torque 
information from the Hybrid Interface and coupled with the following algorithm: 
 
if  IC-Torque Required =< 0 
 accumulate steam 
else  
 if IC-Torque Required < Steam-Torque 
  only develop IC-Torque 
  accumulate any un-used steam 
 else 
  develop Steam-Torque 
 end-if 
end-if 
 
This is referred to as the accumulator model as it is simulating the accumulation of steam, 
whereas the previous models instantaneously used all the available steam, whether it was 
required or not. The complete Simulink model files for this model can be found in 
Appendix B.2. 
 
2.2.3 Running the QSS-TB models 
 
For each of the models created using QSS-TB, initialisation files were required in order 
to run the model. These files can be found in Appendix B.3.  
 
There were two sets of data used, one of which represented the vehicle data for a 
Volkswagen (VW) Golf 1.6 litre; the other represented a conceptual small car using a 
Ford I3 engine, both of which used a mass=1181 kg, this is nominally the weight of a 
VW Golf, no data for an I3 car was available.  The VW Golf data was chosen due to this 
vehicle being used as a European standard for research. The Ford I3 engine data was 
obtained experimentally at the test facilities in the University of Sussex. The Ford I3 
engine is a 3-cylinder, in-line, Direct-Injection Spark-Ignition (DISI) engine with a 
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capacity of 1.1 litres, the engine was supplied by the Ford Motor Company. The Ford I3 
engine was used most recently in the research by Vulli [50]. 
 
For the Golf, the engine maps used to relate the speed and load of the engine to exhaust 
gas temperature and exhaust mass flow rates were created using scaled down data from a 
7.2 litre Caterpillar diesel engine. This data had been recorded during an earlier research 
project, at the University of Sussex, and the temperature and mass flow rates were scaled 
down to represent a smaller passenger vehicle engine. For the I3 data real engine data 
was obtained, at different speed and loads, from the Ford I3 engine, again at the 
University of Sussex, and the engine maps for exhaust gas temperature and exhaust mass 
flow rate were created from the recorded data.  
2.2.3.1  VW Golf exhaust data maps 
 
Figure 2-7 shows exhaust maps for the VW Golf. The exhaust temperature and mass flow 
rate maps that were used as 2-D lookup tables in the HYSTOR steam system models, the 
access vectors are speed (rad/s) and load (brake mean effective pressure, BMEP, in Pa). 
These maps were derived from data acquired for a 7.2 litre, Caterpillar diesel engine, 
which was scaled down to represent a smaller passenger vehicle engine. 
 
 
Figure 2-7 Exhaust gas maps used for the VW Golf models 
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2.2.3.2 Ford I3 engine tests 
 
The Ford I3 engine at the University of Sussex was available for the HYSTOR project to 
run at varying speeds and loads in order to obtain exhaust gas temperature and mass flow 
rate data. This data was used to create the exhaust data maps for lookup tables in the 
HYSTOR steam system model. Table 2-1 shows the speed and load steps used along with 
the data acquired for exhaust temperature and exhaust mass flow rate. The recording was 
done using the INCA measuring and calibration tool [51] system which communicates 
with the engine management system.  
 
Engine speed Engine load Exhaust gas 
temperature 
Exhaust gas mass 
flow rate 
rpm rad/s N m bar °C kg/s 
13 1.5 229.7 0.0060 
35 4.0 403.4 0.0053 
1000 104.72 
64 7.3 596.1 0.0098 
13 1.5 311.8 0.0121 
35 4.0 550.0 0.0098 
70 8.0 747.6 0.0177 
2000 209.44 
84 9.6 816.0 0.0197 
13 1.5 397.0 0.0214 
35 4.0 621.7 0.0160 
70 8.0 800.0 0.0250 
3000 314.16 
89 10.4 888.9 0.0316 
13 1.5 752.4 0.0162 
35 4.0 822.2 0.0258 
70 8.0 872.2 0.0442 
4500 417.24 
89 10.4 883.8 0.0488 
13 1.5 833.8 0.0224 
35 4.0 883.3 0.0360 
66 8.0 883.8 0.0560 
6000 628.31 
73 8.1 888.9 0.0610 
Table 2-1 Ford I3 engine test results 
 
Figure 2-8 shows the exhaust maps for the Ford I3 engine. The exhaust temperature and 
mass flow rate maps that were used as 2-D lookup tables in the HYSTOR steam system 
models, the access vectors are speed (rad/s) and load (BMEP in Pa). These maps were 
created from the Ford I3 engine test results data. 
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Figure 2-8 Exhaust gas maps used for the Ford I3 models 
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2.3 Software modelling of the HYSTOR hybrid using PSAT 
 
Whilst the QSS-TB model was easy to use and develop the HYSTOR model with, 
because it is a backward looking model, it could not represent the effects of realistic 
dynamics. By using PSAT, which is a forward looking, dynamic modelling tool, the 
results generated would be more realistic. This section will detail the software modelling 
strategy employed when using PSAT as a modelling tool.  
 
2.3.1 Introduction to PSAT 
 
The PSAT modelling toolbox was developed by Argonne National Laboratories (that 
hosts the Department of Energy support group for hybrid and electric vehicle research). 
The toolbox is written using Matlab and Simulink and has a wide range of vehicle 
applications from small passenger vehicles to large heavy duty vehicles. The model 
contains a library of vehicle components to choose from and also some pre-configured 
vehicles to base the models on. The modelling tool also uses several different powertrain 
configurations, for example series hybrid and parallel hybrid electric vehicles.  
 
When using the PSAT tool, the first step was to either load one of the pre-configured 
vehicles to use as a baseline. Examples of the pre-configured vehicles are a Honda Civic 
1.6 litre parallel hybrid, Ford Focus 1.9 litre and a SUV (Sports Utility Vehicle) Explorer 
4 litre series hybrid. The powertrain configurations available are as follows: 
Conventional; 
Electric; 
Fuel cell; 
Parallel hybrid; 
Series hybrid (IC eng / electric motor); 
Series hybrid (Fuel Cell / electric motor); 
Power-split. 
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For each of these configurations there are further choices for two or four wheel drives, 
manual or automatic transmission and for hybrid configurations a choice of where the 
secondary mover is positioned, for example, pre-transmission. The configuration for a 
conventional vehicle used for comparison for fuel consumption purposes, is shown in 
Figure 2-9. 
 
 
 
Figure 2-9 Conventional vehicle model using PSAT 
 
For each vehicle configuration, there is a choice of components available. Each 
component has its own Simulink library. The Simulink libraries can be adapted to change 
the behaviour of the model. The engine components come with a selection of engine 
maps, representing a hot engine or a hot and cold engine. The models developed all used 
a hot and cold engine map, as this is similar to the maps used within QSS-TB. Figure 
2-10 shows an example of a Simulink library for the engine library component. 
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Figure 2-10 PSAT Simulink library for the engine component 
 
The eng_map_hot_and_cold block is the actual component Simulink block that is 
compiled into the vehicle configuration. The cond_eng block sets out the signal 
conditioning for the component which means it is responsible for obtaining the inputs, 
data and commands, to the component block. The cstr_eng block deals with any 
constraints, or operating limits, that the component has, for example maximum or 
minimum speeds. 
 
The conventional vehicle used was for a Honda Civic 1.6 litre, the specification for the 
vehicle is summarised as follows: 
  Engine: SI, 1600, engine map hot and cold; 
  Wheel: two wheel drive; 
  Transmission: automatic; 
  Vehicle Mass: 1230 kg. 
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2.3.2 HYSTOR hybrid model using PSAT 
 
The HYSTOR project team worked closely with Argonne to develop a new configuration 
for the HYSTOR system. A new component was developed called steam system. This 
enabled the development of the steam models, using the models developed using QSS-
TB as a baseline, then updating them so that they would work with the PSAT model. The 
new configuration for the HYSTOR system that was developed by Argonne is shown in 
Figure 2-11. 
 
 
 
Figure 2-11 The HYSTOR hybrid vehicle model using PSAT 
 
The Simulink blocks developed for the QSS-TB models were adapted so that they could 
be used for the PSAT models. The main changes were how the variables are handled 
between the Simulink blocks. QSS-TB simply has signal links between each block, but 
with PSAT, each variable that is either to be used by the model, for example torque, or 
any variable that needs to be recorded, for example mass steam generated, needs to be 
multiplexed together into one structure. The PSAT steam system component is shown in 
Figure 2-12. 
Steam System 
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Figure 2-12 PSAT steam system component 
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The model is almost the same as the one used for the QSS-TB model, the Simulink 
blocks Steam Generator and Work are the same blocks as for the QSS-TB boiler model. 
The main difference is that there is no Hybrid Interface block, instead the reduction ratio 
and subtraction of torque is dealt with inside the Steam System block. The complete 
Simulink model files for the QSS-TB boiler model can be found in Appendix B.1. 
 
For the accumulator model some additional changes were necessary to the PSAT engine 
component so that the torque developed by the steam system was subtracted within the 
engine component rather than in the steam system, this change created a closer simulation 
of the HYSTOR hybrid.  The same Simulink Control block used in the accumulator QSS-
TB model was substituted so that the accumulator algorithm was included in the PSAT 
model. The changes made to the engine component are shown in Figure 2-13, this is just 
a section to show the addition of an input for the steam developed torque – steamtrq.  
 
 
Figure 2-13 Section of the adapted PSAT engine component 
 
The adaptations are shown within the dotted boxes. The Simulink From block reads the 
pwt_bus and the Selector block (U to Y) identifies which parameter is to be read, in this 
case steam_torque_developed_simu. This parameter is a new input into the eng_trq_calc 
block. The result of IC engine torque minus the steam system torque is output as 
ic_ss_trq, this is passed to the fuel rate calculation block (not shown in figure). 
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Figure 2-14 shows the Simulink block eng_trq_calc and how the output has been adapted 
to subtract the steam developed torque.  
  
 
Figure 2-14 Adapted PSAT block ‘eng_trq_calc’ 
 
The adaptations are shown within the dotted box. The new input steamtrq is subtracted 
from the final calculated torque. A Simulink block, couple steam trq, was added so that 
the steam is only subtracted when the vehicle torque is positive. The algorithm is 
summarized below: 
if  IC-Torque Required =< 0 
 IC-Torque out = IC-Torque Required 
else  
 IC-Torque out = IC-Torque Required – Steam-Torque 
end-if 
 
The new Simulink block, couple steam trq, is shown in Figure 2-15. 
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Figure 2-15 Simulink block couple steam trq within the PSAT engine model 
 
As can be seen from Figure 2-15, the algorithm is similar to the algorithm found in the 
Control block of the QSS-TB accumulator model which can be found in Appendix B.2. 
 
2.3.3 Running the PSAT models 
 
In order to run the PSAT models, a set of files associated with each component is 
requires, these are:  
  initialisation; 
  scaling; 
  calculation. 
 
The initialisation file contains all the initial settings for the component. The initialisation 
file used for the new Steam System component was used to set the parameters and 
variables used by the Steam System function blocks. Thermodynamic properties were set 
for the working pressures of the system along with the variable that sets the reduction 
gearbox variable and an alternative speed for when the engine speed goes below a 
nominal value. Additionally the volumes and masses are set for the HYSTOR steam 
system. The PSAT initialisation file can be found in Appendix B.4.  
 
The scaling file can be used to set different sizes of components, for example engine size, 
the different scales can then be selected when running the model to compare the results 
for different engine sizes, but with the same configuration. For the Steam System 
component, no scaling file was used. 
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The calculation file is used to perform additional calculations using the value set in the 
initialisation file; one component can use various calculation files to set up the 
characteristics of the chosen component. For the Steam System component, no calculation 
file was used. 
 
The engine component is supplied with various graphs representing the engine maps, an 
example is shown in Figure 2-16. 
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Figure 2-16 PSAT engine map, fuel using torque points 
 
The vehicle file specification that was used a base for the Steam System components is 
summarised as follows: 
  Engine: si, 1800, engine map hot and cold; 
  Wheel: two wheel drive; 
  Transmission: manual; 
  Vehicle Mass: 1525 kg; 
  Hybrid configuration: parallel hybrid, pre-transmission. 
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2.4 Drive cycles used for the models 
 
Drive cycles were required to run the models created using QSS-TB and PSAT. There are 
many standard drive cycles available. They contain data over a period of time that 
specifies the required speed, acceleration and gear number. The drive cycle simulates a 
typical driving scenario, for example on-highway driving where there are high speeds but 
not much acceleration or gear change, or urban driving where there are frequent gear 
changes and changes in acceleration but low speeds. These drive cycles are used 
throughout the automotive industry in a variety of test scenarios, for example emissions 
testing of passenger vehicles. 
 
Three different, standard drive cycles were used to run the QSS-TB and PSAT models, 
these were: 
NEDC – New European Drive Cycle [47]; 
FTP-75 – Urban Drive Cycle [7]; 
US-06 – US Highway Drive Cycle [8]. 
 
The details for these drives cycles can be found in Appendix A. 
 
 
 
 
 
 
 
 
 
 
 
 
2.5 Results from software modelling of the HYSTOR hybrid 
53 
2.5 Results from software modelling of the HYSTOR hybrid 
 
This section presents the results from running the QSS-TB and PSAT software models 
with the drive cycles. The fuel consumption is presented in tabular form followed by 
graphs that compare the torque demanded on the vehicle, from the gearbox, with the 
torque developed by the steam system and the torque developed by the IC engine. 
Additionally, graphs of the speed/load point for each drive cycle are presented. 
 
The published data [52] for a VW Golf 1.6 on a combined (NEDC) cycle is between 6.7 
and 7.2 l/100 km. The published data [52] for a Honda Civic 1.8l on combined (NEDC) 
cycle is between 6.4 l/100 km and 6.6 l/100 km. 
 
2.5.1 Results for the boiler model 
 
The boiler model is the model which consisted of a simple heat transfer calculation and 
no control over how much steam is used, and hence torque generated. Table 2-2 
compares the fuel consumption for the conventional vehicles with (a) QSS-TB model 
with the VW Golf configuration, (b) QSS-TB model with I3 configuration, and (c) the 
PSAT model with the Honda Civic configuration. The percentage of improvement in fuel 
consumption for each vehicle/drive cycle combination is also shown. Fuel consumption is 
given in litres per 100 km, with the percentage improvement in brackets. 
 
 NEDC 
(European) 
FTP-75 
(Urban) 
US-06 
(Highway) 
QSS Golf, conventional vehicle 6.51 6.56 6.69 
QSS Golf, hybrid vehicle 5.65 (13.1%) 5.46 (16.7%) 6.23 (6.89%) 
QSS I3, conventional vehicle 5.54 5.59 6.02 
QSS I3, hybrid vehicle 4.68 (15.6%) 4.58 (17.9%) 5.52 (8.30%) 
PSAT Civic, conventional vehicle 6.70 6.69 7.28 
PSAT Civic, hybrid vehicle 5.40 (19.4%) 4.61 (32.0%) 6.74 (7.42%) 
Table 2-2 Fuel consumption, litres per 100km, for the boiler model 
 
The results in Table 2-2 show that there is a reduction in fuel consumption ranging from 
7% to 32% for the boiler model. This is a promising result for a simple model; the best 
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results are for the FTP-75 drive cycle with NEDC being second best, US-06 shows the 
least improvement. This is due to the US-06 cycle operating at higher temperatures 
during the high speed section of the cycle whilst the mass flow rate of water through the 
steam system model remains constant, if the water mass flow rate were varied in 
proportion with the exhaust gas temperatures, then more heat would be transferred, more 
steam would be generated and hence more work available to assist the IC engine. These 
results agree with the findings of Bayley [6] where earlier versions of the FTP-75 and 
US-06 drive cycles were used, FUDS and FHDS respectively. 
 
The results for the PSAT model give an overall improvement when compared to the 
QSS-TB equivalent model. This is due to PSAT being a forward looking modelling 
toolbox and, as stated in the introduction to this chapter, a forward looking model is more 
suitable for modelling dynamic systems, such as the HYSTOR steam system. 
 
The graphs contained in Figure 2-17 through Figure 2-22 show the power data recorded 
for each of the drive cycles, using the boiler model. For the QSS-TB model, only the VW 
Golf results are given and the results are calculated using the following three variables: 
1) power demanded on the vehicle (T_ueb * w_ueb from the Gearbox block);  
2) power developed by the steam system (Torque developed * expander speed from 
Steam System block); 
3) power developed by the IC engine (T_GT * w_ueb from Hybrid Interface block). 
 
For the PSAT model, the results are calculated using the following three variables: 
1) power demanded on the vehicle (accmech_pwr_out from the Mechanical 
Accessory block);  
2) power developed by the steam system (steam_torque_developed multiplied by 
eng_spd_out_simu from Steam System  and Engine blocks respectively); 
3) power developed by the IC engine (cpl_pwr_in from Clutch block). 
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Figure 2-17 Power comparison for QSS-TB boiler model, NEDC 
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Figure 2-18 Power comparison for PSAT boiler model, NEDC 
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Figure 2-19 Power comparison for QSS-TB boiler model, FTP-75 
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Figure 2-20 Power comparison for PSAT boiler model, FTP-75 
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Figure 2-21 Power comparison for QSS-TB boiler model, US-06 
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Figure 2-22 Power comparison for PSAT boiler model, US-06 
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The graphs presented in Figure 2-17 through Figure 2-22  show that the power developed 
by the steam system was a small percentage of the power demanded; hence, the IC engine 
provided the majority of the torque. The small percentage of power developed explains 
the reduction of fuel consumption shown in Table 2-2.  
 
Additionally, the graphs show that positive power was developed by the steam system 
even when there was a negative power demand on the system (due to braking for 
example), this indicates that the developed power was wasted and did not contribute to 
the fuel consumption reduction. 
 
Comparisons of the speed/load points, for each of the model/drive cycle combination are 
shown in Figure 2-23 through Figure 2-28. 
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Figure 2-23 Speed and load points for the NEDC drive cycle, QSS-TB boiler model 
 
 
Figure 2-24 Speed and load points for the NEDC drive cycle, PSAT boiler model 
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Figure 2-25 Speed and load points for the FTP-75 drive cycle, QSS-TB boiler model 
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Figure 2-26 Speed and load points for the FTP-75 drive cycle, PSAT boiler model 
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Figure 2-27 Speed and load points for the US-06 drive cycle, QSS-TB boiler model 
 
 
Figure 2-28 Speed and load points for the US-06 drive cycle, PSAT boiler model 
 
As can be seen in Figure 2-23 through Figure 2-28 the positive load on the IC engine is 
decreased compared with the demand, this contributes to the fuel reduction. Conversely, 
it can also be seen that the negative loads are also increased, this is due to lack of control 
on the torque generation, and this indicates wasted torque. An improvement will be 
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visible when comparing the speed load points for the accumulator model in the next 
section. 
2.5.2 Results for the accumulator model 
 
The accumulator model adds the control algorithm which minimises the instances where 
steam is used and hence only torque is generated when positive torque is required of the 
IC engine. Table 2-3 compares the fuel consumption for the conventional vehicles with 
(a) QSS-TB model with the VW Golf configuration, (b) QSS-TB model with I3 
configuration, and (c) the PSAT model with the Honda Civic configuration. The 
percentage of improvement in fuel consumption for each vehicle/drive cycle combination 
is also shown. Fuel consumption is given in litres per 100 km, with the percentage 
improvement in brackets. 
 NEDC 
(European) 
FTP-75 
(Urban) 
US-06 
(Highway) 
QSS Golf, conventional vehicle 6.50 6.56 6.69 
QSS Golf, hybrid vehicle 5.25 (19.4%) 5.07 (22.6%) 6.16 (7.96%) 
QSS I3, conventional vehicle 5.54 5.59 6.02 
QSS I3, hybrid vehicle 4.27 (22.8%) 4.18 (25.1%) 5.45 (9.5%) 
PSAT Civic, conventional vehicle 6.70 6.69 7.28 
PSAT Civic, hybrid vehicle 4.93 (26%) 4.24 (36%) 6.60 (9.4%) 
Table 2-3 Fuel consumption, litres per 100km, for the accumulator model 
 
The results in Table 2-3 show that there is a further reduction in fuel consumption 
ranging from 8% to 36% for this model, compared with 7% to 32% for the boiler model. 
This is a promising improvement for the simple control algorithm. As was seen with the 
boiler model, the best results are for the FTP-75 drive cycle with NEDC being second 
best, US-06 shows less improvement. Again, this is due to the US-06 cycle operating at 
higher temperatures during the high speed section of the cycle whilst the mass flow rate 
of water through the steam system model remains constant, if the water mass flow rate 
were varied in proportion with the exhaust gas temperatures, then more heat would be 
transferred, more steam would be generated and hence more work available to assist the 
IC engine. These results continue to back up the findings of Bayley [6], where the FTP-
75 and US-06 drive cycles correspond to FUDS and FHDS respectively. results agree 
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with the findings of Bayley [6] where earlier versions of the FTP-75 and US-06 drive 
cycles were used, FUDS and FHDS respectively. 
 
The graphs contained in Figure 2-29 through Figure 2-34 show the power data recorded 
for each of the drive cycles, using the QSS-TB and PSAT models. This data is calculated 
using the same variables as for the boiler models.  
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Figure 2-29 Power comparison for QSS-TB accumulator model, NEDC 
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Figure 2-30 Power comparison for PSAT accumulator model, NEDC 
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Figure 2-31 Power comparison for QSS-TB accumulator model, FTP-75 
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Figure 2-32 Power comparison for PSAT accumulator model, FTP-75 
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Figure 2-33 Power comparison for QSS-TB accumulator model, US-06 
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Figure 2-34 Power comparison for PSAT accumulator model, US-06 
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The graphs presented in Figure 2-29 through Figure 2-34 show that the power developed 
by the steam system was a noticeably larger percentage of the power demanded, when 
compared to the power developed by the boiler model, in some instances the power 
developed by the steam system was more than the power developed by the IC engine. 
This increase in power developed by the steam system explains the increase in the 
reduction of fuel consumption shown in Table 2-3.  
 
The graphs also show that positive power was predominantly developed by the steam 
system when there was a positive power demand on the system and very little power was 
developed by the steam system when there was a negative power demand on the system 
(due to braking for example). This indicates that a very small percentage of the developed 
power was wasted; moreover the fuel consumption was further reduced. 
 
Comparisons of the speed/load points, for each of the model/drive cycle combination are 
shown in Figure 2-35 through Figure 2-40. 
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Figure 2-35 Speed and load points for the NEDC drive cycle, QSS-TB accumulator model 
 
 
Figure 2-36 Speed and load points for the NEDC drive cycle, PSAT accumulator model 
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Figure 2-37 Speed and load points for the FTP-75 drive cycle, QSS-TB accumulator model 
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Figure 2-38 Speed and load points for the FTP-75 drive cycle, PSAT accumulator model 
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Figure 2-39 Speed and load points for the US-06 drive cycle, QSS-TB accumulator model 
 
 
Figure 2-40 Speed and load points for the US-06 drive cycle, PSAT accumulator model 
 
As can be seen in Figure 2-35 through Figure 2-40 the positive load on the IC engine is 
decreased compared with the demand, this contributes to the fuel reduction. Additionally, 
it can also be seen that the majority of the negative loads are the same, this was due to the 
improvement of control on the torque generation, this indicates there was less wasted 
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power when compared to the boiler model, and that the simple algorithm implemented 
was an improvement. When comparing the graphs with Figure 2-23 through Figure 2-27 
in the previous section it can be seen that the IC engine load points have been bought 
closer to the zero axis indicating that less steam torque has been wasted. 
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2.6 Summary and conclusions for software modelling and 
simulation 
 
The results for the software modelling showed that the addition of the thermal recovery 
system, in a hybrid vehicle application, leads to a reduction in fuel consumption with 
both modelling toolboxes for the three drive cycles used.   
 
Table 2-4 summarises the fuel consumption for all the software models developed with 
QSS-TB and PSAT. The results are shown in litres per 100 km, for each drive cycle, with 
the percentage of improvement in brackets. 
 
Configuration NEDC 
l/100 km (%) 
FTP-75 
l/100 km (%) 
US-06 
l/100 km (%) 
QSS-TB/Golf 6.51 6.56 6.69 
QSS-TB/I3 5.54 5.59 6.02 
Conventional 
PSAT 6.70 6.69 7.28 
QSS-TB/Golf 5.65 (13.1) 5.46 (16.7) 6.23 (6.89) 
QSS-TB/I3 4.68 (15.6) 4.58 (17.9) 5.52 (8.30) 
Boiler 
PSAT 5.40 (19.4) 4.61 (32.0) 6.74 (7.42) 
QSS-TB/Golf 5.29 (19.4) 5.07 (22.6) 6.16 (7.96) 
QSS-TB/I3 4. 27 (22.8) 4.18 (25.1) 5.45 (9.50) 
Accumulator 
PSAT 4.93 (26.0) 4.24 (36.0) 6.60 (9.40) 
Table 2-4 Summary of fuel consumption for the software models 
 
As can be seen from Table 2-4 the results improve at a similar rate as the thermal model 
is improved from the boiler model to the accumulator model. Interestingly, looking at the 
NEDC and FTP-75 results, the PSAT model fuel reduction is substantially larger than for 
the QSS model. This is due to the dynamic properties of the PSAT tool being more suited 
to the thermal energy recovery system. This can be attributed to PSAT being a forward 
looking modelling toolbox and, as stated in the introduction to this chapter, a forward 
looking model is more suitable for modelling dynamic systems, such as the HYSTOR 
steam system. 
 
A different picture appears for the US-06 results, with the improvement being similar for 
QSS and PSAT. This agrees with the conclusions made by Bayley [6] who reported that 
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the FUDS drive cycle gave a better performance than the FHDS drive cycle with respect 
to fuel consumption reduction; FUDS and FHDS are earlier versions of FTP-75 and US-
06, respectively. This is due to the US-06 cycle operating at higher temperatures during 
the high speed section of the cycle whilst the mass flow rate of water through the steam 
system remains constant causing saturation conditions to be met more readily than for the 
NEDC and FTP-75 cycles. If the water mass flow rate were controlled in such a way that 
any fluctuations in exhaust gas conditions caused a proportional fluctuation in mass water 
flow rate, then more heat would be transferred, more steam would be generated and 
hence more work available to assist the IC engine.  It will be seen in Chapter 5, where the 
control of the system is further developed, and the mass flow rate of water was taken into 
consideration, that an improvement and further reduction in fuel consumption was 
observed. 
 
The improvement from implementing the simple accumulator algorithm can be visualised 
by comparing the US-06 results.  Figure 2-21 and Figure 2-22 are for the boiler model, 
during the negative power sections, the steam system is still generating power, however 
looking at the accumulator model results in Figure 2-33 and Figure 2-34, the power 
developed is only by the steam system in the positive power sections, which decreases 
the fuel consumption.  
 
This is confirmed by looking at the speed/load comparison graphs. For the boiler model 
results, the loads are reduced for both positive and negative points, whereas for the 
accumulator model the loads are only reduced for the positive points and these reductions 
are larger. This type of control could be improved and optimised further with knowledge 
of the IC engines economy line so that the IC engine is operating at its most efficient load 
whenever possible. This optimisation is discussed further in Chapter 6. 
 
The results from the hybrid modelling show that there are significant fuel economy 
advantages (up to 36% improvement from the PSAT simulation results) and that this can 
be achieved at practical operating pressures (18 bar boiler pressure was used in the 
simulation models). 
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As expected, the PSAT models yielded better results than QSS-TB, for the NEDC and 
FTP-75 cycles, due to its dynamic properties which are better suited for heat transfer 
calculations and applications.  
 
However, as good as the results are for the models, the question of whether the results are 
realistic must be considered. The model components at this stage were simple, for 
example the expander model was a representation of ideal isentropic expansion, the 
modelling of an accumulator was a simple set of integrators carrying the overall net 
steam used and generated, that did not take into consideration the quality of the 
accumulated steam, which may deteriorate over time, depending on environment 
condtions. Additionally, the weight of the added components were not taken into 
consideration, neither were possible friction losses due to mechanically coupling the 
steam expander and IC engine work outputs. Finally, the models assumed heat was 
available instantaneously, and did not consider the dynamics of the system over time. 
Some of these issues will be considered in Chapter 5, whilst others will be considered for 
further work in Chapter 7. 
 
The models developed in this phase of the project were used to develop control models in 
Chapter 5 and to further compare fuel consumption between different control algorithms 
and architectures. 
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3.1 Expander test introduction 
 
This chapter presents a brief overview of the expander test facility setup, data acquisition 
requirements and summarises the results for the expander testing. 
 
Although the use of steam as an energy provider is a concept that has existed for a long 
time, with the advent of electricity usage and development of the internal combustion 
expander, the current use is limited to large power plants and the process industry, hence 
recent research and results are sparse and restricted to specialist areas. Consequently 
there was a need to conduct investigations into steam expansion and power production, 
with respect to smaller applications. The philosophy behind the HYSTOR research plan 
was to begin the expander testing with small expanders. Working on a small scale had a 
number of advantages; the experiments were more manageable and the use of steam and 
gases was made possible without the need for specialist facilities.   
 
The expander configurations used are presented in Section 3.2. A description of test plan 
is given in Section 3.4. In Section 3.5 the expander test results are presented in the form 
of graphs and tables generated from the data acquired during testing. 
 
There is some discussion in Section 3.6, which will validate the data acquired during 
expander testing and summarise the results. 
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3.2 Expander configurations 
 
The expander tests were run using adapted miniature expanders, O.S. model aircraft 
engines, as detailed in the following sections, more detail on the expander data can be 
found in Appendix C.  
 
The three expander configurations used were as follows: 
1) Rotary – modified with two inlet ports and two exhaust ports; 
2) Uni-flow – in this configuration the flow is in one direction and the inlet is 
physically positioned in a different part of the working cylinder to the outlet; 
3) Counter-flow – in this configuration the flow is around the cylinder and the 
inlet and outlet are physically positioned in the same part of the working 
cylinder. 
 
This chapter will focus on the rotary and uni-flow expanders, as the results for the 
counter-flow expander were poor compared to the other two. A description of the 
counter-flow expander and the test results can be found in Appendix E (nitrogen) and 
Appendix F (steam). 
 
3.2.1 Rotary configuration 
 
A 4.97 cc Wankel expander was modified to run as a Wankel steam expander. There 
were two inlet ports and two exhaust ports, positioned to obtain optimum performance. 
The inlet port was positioned at 20° to the minor symmetric line of the expander and the 
exhaust valves were adapted to be positioned on the side of the expander casing rather 
than the perimeter of the rotor housing.  
 
For early tests, only one pressure sensor was used, positioned at 90° to the minor 
symmetric line of the expander. However, as this did not give a full picture of what was 
happening inside the moving chamber, two pressure sensors were obtained and placed as 
shown in Figure 3-1. 
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Figure 3-1 Outline drawing of the rotary expander showing position of pressure sensors 
 
For the initial tests, inlet flow was not controlled so the mass flow rate was constant into 
both inlet ports as shown in Figure 3-2. This is referred to as a port valve configuration. 
 
 
Figure 3-2 Outline of rotary expander showing inlet and exhaust configuration and thermocouple 
positions when no control valves were used 
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To improve control of the expander, the inlets had mechanical solenoid valves attached 
so that the mass flow rate could be altered and hence improve controllability of operation 
and efficiency, this can be visualised in Figure 3-3. 
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Figure 3-3 Outline of rotary expander showing inlet and exhaust configuration and thermocouple 
positions with control valves attached to the inlets  
 
The rotary expander had three working chambers as shown in Figure 3-4.  
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Figure 3-4 Rotary expander chambers and rotor tip labels 
 
The rotor rotates anti-clockwise so that chamber 1 leads chamber 2 followed by chamber 
3, the tips are also labelled to aid understanding of the pressure data and development of 
the GT-POWER models, further described in Chapter 4. Figure 3-5 shows the timing 
diagram for the rotary expander with respect to chamber one when there were no control 
valves attached. 
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Figure 3-5 Rotary expander timing diagram for chamber 1 
 
Figure 3-5 represents one complete rotor turn, and hence three shaft turns, with the start 
point as represented by Figure 3-4. The inlets are exposed for 120 rotor degrees and the 
exhausts are exposed for 60 rotor degrees, zero represents closed and one represents 
open. When the control valves are attached the inlet open time was varied, this is further 
discussed in Appendix D.3. 
 
3.2.2 Uni-flow configuration 
 
The expander used for the uni-flow tests was a 4.3 cc two-stroke reciprocating expander 
operating with a uni-flow configuration. Initially the inlet was controlled by a fuel 
injector valve; this was later replaced by a solenoid valve to improve the mass flow rate. 
The configuration and flow is shown in Figure 3-6. 
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Figure 3-6 Outline of the uni-flow expander and sensors 
 
The flow can be visualised in Figure 3-6, as the cylinder position is constant there was 
only one pressure sensor utilised. 
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3.3 Expander test setup and specification 
 
The experimental set-up, referenced in Chapter 3, is shown in Figure 3-7 and consisted of 
a dynamometer, a data acquisition system controlled by National Instruments LabVIEW 
software, steam/air supply and a condenser unit.  
 
 
 
Figure 3-7 Experimental setup 
 
The dynamometer was derived from a model maker’s lathe (the WM180 from Warren 
Machine Tools [53]) and the drive train was modified to absorb power and to motor at a 
fixed speed when necessary. The expander output shaft was mounted inline with the lathe 
shaft through the torque transducer arrangement. A 400 W DC motor drove the main 
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shaft and also absorbed power. Using the motor drive enabled speed control of the main 
shaft and hence stable speeds were possible during data acquisition.  
 
The sensor inputs were fed to the logging system via multi channel data acquisition cards; 
NI DaQ card, type 6251 and type 6259. The end of the drive shaft was fitted to an optical 
encoder that generated three pulse streams, namely (i) pulse per revolution; (ii) pulse per 
revolution -90° (directional indicator); and (iii) pulse per crank angle degree.  
 
When the expanders were operating in steam mode, the exhaust was fed into a re-heater 
section (SQA - steam quality analyser - which was used to determine the quality of the 
steam, see Appendix D for more information) then into a condenser, after which the 
weight of the condensed steam was recorded to calculate the mass flow rate.  
 
3.3.1 Data acquisition 
 
The PC used had one internally connected NI DaQ card, type 6251, and an externally 
connected type 6259 USB box, both of which had the following specifications. 
  Resolution: 16 bits; 
  Sampling rates: 1 to 1.25/1.0 (MS/s) (single/multiple channel); 
  Absolute accuracy (full scale): ±1920 µV; 
  Input voltage range: ±10 V. 
 
The NI-6259-USB was used for the thermocouple data acquisition and the NI-6251 was 
used for all other data acquisition. 
3.3.2  Inputs to LabVIEW 
 
Table 3-1 lists the various inputs to the PC and LabVIEW, what unit the inputs were 
measuring and how they were connected. 
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Quantity (Unit) Connection to 
expander 
Connection to PC Range 
Input temperature 
(°C) 
K-type 
thermocouple 
Direct connection to 
NI-6259-USB box 
(2 channels) 
Temp: 0°C to 300°C 
 
Exhaust temperature 
(°C) 
K-type 
thermocouple 
Direct connection to 
NI-6259-USB box 
(2 channels) 
Temp: 0°C to 300°C 
 
SQA inlet 
temperature  
(°C) 
K-type 
thermocouple 
Direct connection to 
NI-6259-USB box 
(2 channels) 
Temp: 0°C to 300°C 
 
SQA outlet 
temperature  
(°C) 
K-type 
thermocouple 
Direct connection to 
NI-6259-USB box 
(2 channels) 
Temp: 0°C to 300°C 
 
In-cylinder pressure 
(Pa) 
Pressure sensors Charge amplifier 
into NI-6251 card 
voltage reader  
(2 channels max) 
Pressure: 0 bar to 
250 bar 
Voltage: ±10 V 
Source pressure  
(Pa) 
Pressure sensor Charge amplifier 
into NI-6251 card 
voltage reader  
(1 Channel) 
Pressure: 0 bar to 
100 bar 
Voltage: ±10 V 
SQA inlet pressure 
(Pa) 
Pressure transducer NI-6251  card 
voltage reader  
(1 channel) 
Pressure: 0 bar to 1 
bar 
Voltage: 0-5 V 
SQA outlet pressure 
(Pa) 
Pressure transducer NI-6251  card 
voltage reader  
(1 channel) 
Pressure: 0 bar to 1 
bar 
Voltage: 0-5 V 
Speed  
(rpm) 
Torque transducer NI-6251  card 
voltage reader  
(1 channel) 
Speed: 0 rpm to 
20,000 rpm 
Voltage :±10 V 
Torque  
(N m) 
Torque transducer NI-6251  card 
voltage reader  
(1 channel) 
Torque: 0.1 N m to 
20 N m 
Voltage: ±10 V 
Revolutions Optical encoder NI-6251  card 
digital input  
(1 channel) 
1 pulse per 
revolution used as a 
trigger to start 
sampling data 
Crank angle Optical encoder NI-6251 card  
digital input  
(1 channel) 
1 pulse per degree 
crank angle rotation 
to trigger sampling 
Table 3-1 Inputs to data acquisition software, LabVIEW 
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3.3.3 Outputs from LabVIEW 
 
The NI data acquisition cards were used to output digital pulses in order to control the 
opening and closing of the fuel injectors and solenoid valves that were attached to the 
inlet and exhausts of the expanders. Two pulse streams were utilized from the optical 
encoder by the data acquisition card. The pulse per revolution (ppr) pulse was aligned 
with the top dead centre of the piston. This pulse triggered a counter that used the pulse 
per crank angle degree (ppc) pulse as a source of clock ticks. The counter used two 
variables, a delay which represented the delay from ppr pulse to the start of the pulse to 
open the injector valve and a pulse width which represented the amount of time the valve 
was to be open.  
 
Initially, fuel injector valves were used to control the inlet/exhaust to the two/four stroke 
expanders, due to the injectors’ ability to operate at high speeds. However, it became 
apparent that the injectors could not offer full mass flow rate and additionally could not 
operate at high temperatures, i.e. 175°C for 10 bar steam. Mechanical solenoid valves 
were used instead and more favorable results were obtained, however this was at the 
expense of higher speeds with the maximum speed possible being 600 rpm. The solenoid 
valves also introduced a response time delay of between 6 and 9 ms, 6 ms with no 
pressure, 8 ms with 10 bar pressure and 9 ms with 15 bar pressure. 
 
For the uni-flow expander the inlet valve opening times were optimized for each speed 
step, this was achieved by altering the valve opening time and closing time, separately, in 
steps of approximately 2 crank angle degrees, then recording the average torque at these 
settings. The optimum settings are as shown in Table 3-2, Top Dead Centre (TDC) is 
assumed at 0°.  
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10 bar Steam 10 bar Nitrogen 15 bar Nitrogen Speed 
(rpm) Open 
before 
TDC 
Closed 
after 
TDC 
Open 
before 
TDC 
Closed 
after 
TDC 
Open 
before 
TDC 
Closed 
after 
TDC 
150 4 26 22 8 16 15 
200 6 28 18 16 12 24 
300 9 36 18 23 16 11 
400 19 31 33 9 28 12 
500 21 33 36 8 33 12 
600 25 32 39 7 36 14 
Table 3-2 Timings for the uni-flow expander, in crank angle degrees 
 
The data shown in Table 3-2 can be visualised by in the example timing diagram as 
shown in Figure 3-8. 
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Figure 3-8 TDC, inlet valve and outlet valve pulse shown over two revolutions 
 
As stated in Section 3.2.1, for initial testing of the rotary expander, no inlet control was 
employed, however as it became apparent that control was required to improve the 
efficiency, both the inlets had solenoid valves attached and hence these were controlled 
by the output pulses of the NI data acquisition cards. 
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3.3.4 Measurements 
 
In addition to the inputs to LabVIEW, power was calculated as a product of speed and 
torque (Power = 2πNT) and the mass flow rate of water was measured using a timer and a 
weighing scale. 
 
The measurements were recorded by LabVIEW at the sampling rate given by the ppc 
pulse from the optical encoder to a Labview measurement file. This, in turn, was used as 
an input to MatLab where the results were collated and plotted. 
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3.4 Expander tests conducted 
 
The working fluids used for the expander testing were steam and compressed nitrogen. 
The reasoning behind using both steam and nitrogen for the tests was to provide a 
balanced set of results.  Additionally, the advantage of using nitrogen is that it removes 
the complexities of, for example, steam condensing during expansion.  
 
The test plan initially was to test each expander with steam and compressed nitrogen at 7, 
10, 15 and 20 bar, however it soon became apparent that not all the tests were feasible 
with the expander configurations. This was because the in-cylinder pressure, at the top of 
the compression stroke, for the uni-flow and counter-flow expanders was approximately 
7 bar, hence, very little positive torque was recorded due to the friction torque cancelling 
out the positive torque. 
 
The rotary expander worked well at 7 bar and 10 bar for both steam and compressed 
nitrogen, however when higher pressures of steam were used, the higher temperatures 
caused the sealing tips on the rotors to expand and jam the rotor. 
 
Although the fuel injector valves could cope with the high speeds, up to 2300 rpm, they 
had some disadvantages. The injectors contained a small plastic filter, which melted 
when steam was used, this was removed but results were still poor, due to the small 
cross-sectional area, restricting mass flow rates. When solenoid valves were employed, 
the results were more favourable, however the trade-off was a limit to speed steps, the 
valves could not be successfully controlled over 600 rpm. 
 
The 7 bar compressed air tests were run using shop air, the 10 bar and 15 bar compressed 
nitrogen tests were run using bottled compressed nitrogen. The steam tests were run using 
a re-commissioned steam generator. It was planned to use steam at between 7 bar and 25 
bar. However due to the limitations of the expander configurations leading to the fact that 
anything above 10 bar steam could not be utilised (expansion within the rotary expander 
and the solenoid valves were only rated for 10 bar at 100°C) only 10 bar tests were 
feasible. 
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Tests involving the fuel injectors and solenoid valves were preceded by a set of 
optimising tests. During these tests different opening times and length of opening (pulse 
start and pulse width) were recorded, then the results collated and the points giving the 
best torque/power were recorded in full. 
 
Table 3-3 shows the combination of expander configurations and source type and source 
pressure that were tested along with some explanatory notes. 
 
Expander Source Type Source Pressure (bar) Note 
Compressed Air 7  1 
Compressed Nitrogen 10, 15 - 
Steam 10, 15 2 
Rotary expander, 
port valves 
Steam 10  3 
Compressed Air 7  1 Uni-flow expander 
with fuel injector Compressed Nitrogen 10, 15 - 
Compressed Nitrogen 10, 15 - Uni-flow expander, 
with solenoid valves Steam 10  3 
Compressed Nitrogen 10, 15 4 Counter-flow 
expander, with 
solenoid valves 
Steam 10  5 
Compressed Nitrogen 10, 15 - Rotary expander, 
with solenoid valves Steam 10  3 
Table 3-3 Expander and source combinations tested 
 
Note 1 – As the in-cylinder pressure for the uni-flow was around 7 bar, no useful results 
with 7 bar compressed air were obtained, so it was decided not to use these results. 
Note 2 – For these results the torque transducer was faulty so torque and power were 
calculated from the current and voltage used by the dynamometer motor, however as the 
voltage was not constant, these results may be unreliable. 
Note 3 – The solenoid valves used were not rated high enough for the temperatures and 
pressure experienced with 15 bar steam. 
Note 4 – See Appendix E for these results. 
Note 5 – See Appendix F for these results.  
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3.5 Expander test results using steam 
 
As the HYSTOR concept is based on the use of steam, this section concentrates on the 
results using steam, with the exception of a validation of the experimental setup using the 
nitrogen results given in section 3.4.1. The full set of nitrogen test results, for all 
expander configurations, can be found in Appendix E. 
3.5.1 Results details 
 
Sections 3.5.2 through 3.5.5 show the results, graphically, for the variation of specific 
power over speed, the variation of torque over speed, the variation of pressure over crank 
angle and pressure-volume (p-v) diagrams. The power was calculated from the speed and 
torque data, the specific power was then calculated by dividing the power by the 
expander capacity, for example 4.97 cc for the rotary expander. 
 
Additionally, a calculation of torque using the pressure/volume data was performed and 
compared with the measured torque for all expander configurations except the uni-flow 
with injector valves. For the uni-flow and counter-flow configurations this was calculated 
using the pressure and volume data. The work per cycle was calculated using Equation 
3.1: 
  ∫ ∂= vPW         (3.1) 
 
The work per cycle was then converted to torque by dividing the result by 2π. 
 
The torque for the rotary expander was calculated using Equation 3.2 from [54]. 
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Where: 
 A is the area of the rotor flank, length=0.0377m, width=0.0145m,  
A = length.width = 0.000546m²; 
α is the rotor angle degree (with respect to tip a in Figure 3-4, Section 3.2.1); 
e  is the eccentricity = 0.0029m, of the radius of the inner rotor shaft; 
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P1, P2 and P3 are the pressures on the rotor flank for chamber 1, chamber 2 and 
chamber 3 (as in Figure 3-4, Section 3.2.1), respectively. 
 
As stated in the previous section, the nitrogen tests were used to balance the results and 
hence validate the experimental setup and data acquisition. To highlight this, the results 
for 10 bar compressed nitrogen with the uni-flow, solenoid valve configuration are now 
considered. The variation of torque over speed is shown in Figure 3-9.  
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Figure 3-9 Torque, uni-flow expander, 10 bar compressed nitrogen 
 
As can be seen in Figure 3-9 the maximum torque is observed at 300 rpm, this is a low 
speed for a maximum torque, this could be attributed to the limitations of the solenoid 
valves used in these tests. For this speed step the pressure volume data is obtained, the 
variation of pressure over volume is shown in Figure 3-10. 
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Figure 3-10  P-v diagram, uni-flow expander, 10 bar compressed nitrogen, 300 rpm 
 
Using the pressure volume data and Equation 3.1 the work is calculated and hence the 
torque obtained, Table 3-4 compares the two torque results. 
 
Speed  
(rpm) 
Measured Torque 
(N m) 
Calculated Torque 
(N m) 
Percentage 
Difference 
300 0.4186 0.4008 4.45 
Table 3-4 Uni-flow expander, 10 bar nitrogen, torque comparison at 300 rpm 
 
As can be seen from Table 3-4, the torque values are within ±5% of each other. In 
general ±5% is standard figure for an acceptable comparison range of values when 
comparing and validating results, therefore the nitrogen results have validated the 
experimental setup. These comparisons are calculated for each set of results to continue 
the validation process. 
 
The friction torque was recorded for each expander configuration in order for the actual 
torque to be calculated from the test results by subtracting the friction torque from the 
recorded torque. The friction torque curves are shown in Figure 3-11. 
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Figure 3-11 Friction torque curves for the expander configurations 
 
As can be seen in Figure 3-11, the friction torque for the uni-flow expander is, on 
average, -0.3 N m, this equates to an friction mean effective pressure (fmep) of 7.2 bar, 
explaining why not much positive torque was recorded for the tests using compressed air 
at 7 bar. 
 
Section 3.5.6 contains tables for the maximum specific torque and maximum specific 
power recorded for each expander configuration. Mass flow rates and calculated 
efficiencies are presented in Section 3.5.7. 
 
3.5.2 Rotary expander with port valves 
 
The results contained in this section are for the rotary configuration illustrated in Figure 
3-2, Section 3.2.1. For this configuration the rotary expander was equipped with ports 
that create fixed inlet and exhaust timings.      
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Speed steps (rpm) for these tests were 200, 300, 500, 700, 900, 1100, 1300, 1500, 1700 
and 2000 (maximum). Figure 3-12 shows the variation of specific power and torque over 
speed. 
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Figure 3-12 Specific power and torque, rotary expander, 10 bar and 15 bar steam 
 
As can be seen from Figure 3-12, higher torques and specific power were recorded at the 
higher pressure setting; maximum torque for 10 bar was obtained at 1700 rpm, maximum 
torque for 15 bar was obtained at 1300 rpm and maximum specific power occurred at 
2000 rpm for both pressures. Figure 3-13 shows the variation in pressure over one crank 
shaft rotation with 10 bar steam. 
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Figure 3-13 Pressure per cycle, rotary expander, 10 bar steam, with one pressure sensor 
 
The pressure data is explained as follows: 
 
1. Inlet port opened, pressure rises to boiler pressure; 
2. Pressure held at boiler pressure whilst inlet is closed; 
3. Exhaust port is opened and pressure drops to atmospheric pressure; 
4. Slight rise in pressure here is due to some compression in the chamber as 
the volume decreases just before the inlet is opened in the next cycle. 
 
For the pressure data acquisition at 15 bar, fewer speed steps were used due to the high 
temperature conditions making the setup unstable. This was because the rotary expander 
had separate seals attached to each rotor tip, these tended to expand when using steam 
and after a time would expand so much they began to bind with the surface of the rotary 
chambers and eventually the expander would seize. 
 
The speed steps (rpm) were 200, 300, 500, 900, 1300 and 1700 (maximum). Figure 3-14 
shows the variation in pressure over one crank shaft rotation with 15 bar steam. 
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Figure 3-14 Pressure per cycle, rotary expander, 15 bar steam, with one pressure sensor 
 
The pressure data is explained as follows: 
 
1. Inlet port opened, pressure rises to boiler pressure; 
2. Pressure held at boiler pressure whilst inlet is closed; 
3. Exhaust port is opened and pressure drops to atmospheric pressure; 
4. Slight rise in pressure here is due to some compression in the chamber as the 
volume decreases just before the inlet is opened in the next cycle. 
 
Figure 3-15 shows the pressure volume diagram using 10 bar steam for each speed step. 
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Figure 3-15 P-v diagram, rotary expander, 10 bar steam, with one pressure sensor 
 
Figure 3-16 shows the pressure volume diagram using 15 bar steam for each speed step. 
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Figure 3-16 P-v diagram, rotary expander, 15 bar steam, with one pressure sensor 
 
The rotary expander in the port valve configuration was not very efficient, as can be seen 
from the pressure diagrams, there was no expansion and all the work was done at boiler 
pressure. The inlet closes as the exhaust opens, so the steam does not have a chance to 
expand and perform work through expansion. The next step was to attach control valves 
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to the inlets so that the opening time could be controlled. The results for the improved 
configuration are shown in Section 3.5.5. 
 
The data obtained for the pressure volume diagram was used to form a comparison 
between calculated torque (using Equation 3.2, Section 3.5.1) and measured torque, at 
selected speeds, and is shown in Table 3-5. 
 
Speed  
(rpm) 
Measured 
Torque (N m) 
Calculated  Torque 
(N m) 
Percentage 
Difference 
200 0.460 0.5398 +14.78 
300 0.500 0.5579 +10.37 
500 0.528 0.5177 -1.99 
700 0.530 0.4881 -8.58 
Table 3-5 Comparison of measured torque and calculated torque, 10 bar steam 
 
The difference in values shown in Table 3-5 could be due to the fact that only one 
pressure sensor was used to obtain the pressure data and hence did not give a complete 
picture of the pressure within the chamber, this was improved by using two pressure 
sensors and better results can be seen in Section 3.5.5. 
3.5.3 Uni-flow expander with an injector valve 
 
These results are not available as the injectors did not perform under steam temperatures. 
See Section 3.5.4 for uni-flow results using steam with solenoid valves used to control 
the inlet rather than injectors. 
3.5.4 Uni-flow expander with a solenoid valve 
 
The results contained in this section are for the uni-flow expander in uni-flow 
configuration using solenoid valves to control the inlet. Speed steps (rpm) for these tests 
were 200, 300, 400, 500 and 600 (maximum). 
 
Figure 3-17 shows the variation of specific power and torque over speed. 
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Figure 3-17 Specific power and torque, uni-flow expander, 10 bar steam 
 
As can be seen from Figure 3-17, maximum torque was obtained at 500 rpm, and 
maximum specific power occurred at 600 rpm, maximum speed was 600 rpm for this 
configuration, limited by the use of the solenoid valves. Figure 3-18 shows the variation 
in pressure over one crank shaft rotation with 10 bar steam. 
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Figure 3-18 Pressure per cycle, uni-flow expander, 10 bar steam, with solenoid inlet valve 
 
The pressure data is explained as follows: 
 
1. Small compression witnessed as piston rises and volume decreases; 
2. Inlet valve opens, pressure rises to boiler pressure; 
3. Inlet valve closes, some expansion occurs; 
4. Exhaust port is opened, pressure falls to atmospheric. 
 
Figure 3-19 shows the pressure volume diagram using 10 bar steam for each speed step. 
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Figure 3-19 P-v diagram, uni-flow expander, 10 bar steam, with solenoid inlet valve 
 
The comparison between calculated torque (Equation 3.1, Section 3.5.1) and measured 
torque is shown in Table 3-6. 
 
Speed  
(rpm) 
Measured Torque 
(N m) 
Calculated Torque 
(N m) 
Percentage 
Difference 
200 0.4471 0.3082 -45.07 
300 0.5376 0.3851 -39.60 
400 0.5118 0.3536 -44.74 
500 0.5530 0.3582 -54.38 
600 0.5062 0.3374 -50.03 
Table 3-6 Comparison of calculated and measured torque, 10 bar steam 
 
As can be seen in Table 3-6, the difference in measured torque and calculated torque is a 
high percentage, this could be attributed to the limitations of the solenoid valves causing 
the timing of the opening and closing of the valves to be inaccurate and hence, the 
pressure data obtained to be unreliable. 
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3.5.5 Rotary expander with solenoid valves 
 
The results contained in this section are for the rotary configuration illustrated in Figure 
3-3, Section 3.2.1, in this configuration the rotary expander is equipped with valves on 
the inlet to make the inlet timing variable and fixed ports for the exhaust.  
 
Speed steps (rpm) for these tests were 200, 300, 400 and 500 (maximum). Figure 3-20 
shows the variation of specific power and torque over speed. 
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Figure 3-20 Specific power and torque, rotary expander, 10 bar steam 
 
As can be seen from Figure 3-20, maximum torque was obtained at 500 rpm, and 
maximum specific power occurred at 500 rpm, maximum speed was 500 rpm for this 
configuration, limited by the use of the solenoid valves. Figure 3-21 shows the variation 
in pressure over one crank shaft rotation with 10 bar steam. 
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Figure 3-21 Pressure per cycle rotary expander, 10 bar steam  
 
The pressure data is explained as follows: 
1. Inlet valve opens, pressure rises to boiler pressure; 
2. Inlet valve closes; 
3. Some expansion seen, note no expansion seen for 500 rpm; 
4. Exhaust port is opened and pressure drops to atmospheric pressure; 
5. Slight rise in pressure here is due to some compression in the chamber as 
the volume decreases just before the inlet valve opens for the next cycle. 
 
Figure 3-22 shows the pressure volume diagram using 10 bar steam for each speed step. 
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Figure 3-22 P-v diagram, rotary expander, 10 bar steam 
 
The comparison between calculated torque (Equation 3.2, Section 3.5.1) and measured 
torque is shown in Table 3-7. 
 
Speed  
(rpm) 
Measured 
Torque (N m) 
Calculated  Torque 
(N m) 
Percentage 
Difference 
200 0.5757 0.6005 +4.13 
300 0.6534 0.6605 +1.08 
400 0.7836 0.7606 -3.02 
500 0.9063 0.9889 +8.35 
Table 3-7 Comparison of measured torque and calculated torque, 10 bar steam 
 
As can be seen from Table 3-7, the measured torque and calculated torque are closer than 
they were for the rotary configuration used in Section 3.5.2, the percentage difference for 
all steps, with the exception of 500 rpm is within an acceptable ±5%. The reason for 500 
rpm being slightly higher is because this was the upper working limit of the solenoid 
valves and hence the pressure data could be unreliable for this speed step. 
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3.5.6 Specific power and torque 
 
This section presents a summary of the maximum specific power and torque 
measurements for each expander test. This can be seen in Table 3-8. 
 
Expander configuration Specific Torque 
N m / litre 
Specific Power 
kW / litre 
Uni-flow, 10 bar, solenoid valve 117.9 10.20 
Rotary, 10 bar, port valves 124.4 21.40 
Rotary, 15 bar, port valves 148.2 24.60 
Rotary,10 bar, solenoid valves 210.8 10.86 
Table 3-8 Maximum specific torque and power results for steam tests 
 
The specific torque was quite high and the specific power was good, this is as expected 
for a small expander configuration. 
3.5.7 Mass flow rates and efficiencies 
 
This section uses recorded data and calculations to determine the mass flow rates and 
efficiencies obtained for each expander configuration. 
3.5.7.1 Mass flow rates 
 
Table 3-9 shows the maximum, calculated mass flow rate of steam, for each of the 
expander configurations where (m) indicates measured value and (c) indicates calculated 
value, explanatory notes follows the table. 
 
Table 3-9 Maximum mass flow rates for steam tests 
 
Expander configuration Speed 
(rpm) 
Mass flow rate 
(kg/s) 
Note 
Uni-flow with solenoid valves, 10 bar 600 0.96e-3 (m) - 
Rotary with port valves, 10 bar 2000 5.70e-3 (c) 1 
Rotary with port valves, 15 bar 2000 8.40e-3 (c) 1 
Rotary with solenoid valves, 10 bar 500 1.37e-3 (m) - 
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Note 1 – Calculation takes the measured mass flow rate for the rotary expander with 
solenoid valves and re-calculates it according to speed and the density of the source at 
appropriate pressure. This is detailed in the following example: 
 Measured mass flow rate for steam 10 bar (from Table 3-9) at 500 rpm  
           = 0.00137 kg/s 
 Mass flow rate at 500 rpm = measured / density of steam at 10 bar - 5.147 kg/m3 
           = 0.00137 / 5.147  
           = 0.00026617 kg/s 
 Basic mass flow rate = 0. 00026617 /(500/60) = 0.000031941 kg/s 
 Mass flow rate at 2000 rpm = 0. 000031941 * (2000/60) = 0.0011 kg/s 
Now multiply by the density of steam at 10 bar (5.147 kg/m3) and 15 bar (7.596 kg/m3): 
 Calculated mass flow rate for steam 10 bar at 2000 rpm = 0.0057 kg/s 
 Calculated mass flow rate for steam 15 bar at 2000 rpm = 0.0084 kg/s 
 
These mass flow rates are used in the next section to calculate the efficiency of each 
expander configuration. 
3.5.7.2 Efficiencies 
 
The isentropic efficiencies were calculated using two different procedures and the results 
compared. The first procedure involves Equation 3.3 through Equation 3.5.  
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Using the recorded pressure values, and the gas temperature at entry, the exit temperature 
is calculated assuming an isentropic expansion. The isentropic work is calculated using 
this temperature drop and the mass flow rate shown in section 3.5.7.1. Finally the ratio of 
the actual work output, measured using a torque transducer is formed with the calculated 
value of isentropic work. Table 3-10 shows the maximum power and the calculated 
efficiency for each expander configuration using steam. 
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Expander configuration Speed 
(rpm) 
Actual Maximum 
Power (W) 
Isentropic 
Efficiency (%) 
Uni-flow, 10 bar, solenoid valve 600 47.70 33.24 
Rotary, 10 bar, port valves 2000 92.10 10.79 
Rotary, 15 bar, port valves 2000 106.15 7.17 
Rotary,10 bar, solenoid valves 500 46.70 22.76 
Table 3-10 Efficiencies for steam tests 
 
As can be seen from Table 3-10, the rotary expander with control valves on the inlet 
doubles the efficiency of that for when no controlled valves were utilised. The best 
results are for the uni-flow expander and rotary expander tests with the solenoid valves, 
this is expected as the steam mass flow rate is better controlled. 
 
The second procedure for calculating the efficiency involves the results from the Steam 
Quality Analyser (SQA) tests found in Appendix D. The SQA was tested using the uni-
flow expander and rotary expander configurations, both with solenoid valves. The SQA 
tests resulted in a dryness fraction. Using the enthalpy/entropy chart from steam tables 
[55], the ideal isentropic expansion from 10 bar to 1 bar would result in an enthalpy 
change from 2780 kJ/kg to 2390 kJ/kg, this relates to a change in enthalpy of 390 kJ/kg. 
Using the dryness fraction and the enthalpy/entropy chart the actual change in enthalpy 
can be determined. The isentropic efficiency is then given by the ratio of ideal change in 
enthalpy to actual change in enthalpy. 
 
The calculated efficiency from the SQA results for the uni-flow expander with a solenoid 
valve can be seen in Table 3-11. 
 
Speed  
(rpm) 
Dryness 
fraction  
(x) 
Enthalpy for 
x units 
(kJ/kg) 
Enthalpy Difference 
(kJ/kg) 
Isentropic 
Efficiency  
(%) 
300 0.9148 2460 320 82.1 
400 0.9551 2565 215 55.1 
500 0.9504 2560 220 56.4 
600 0.9625 2580 200 51.3 
Table 3-11 Calculation of isentropic efficiency, uni-flow expander with solenoid valve 
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For the uni-flow expander the efficiency results are not comparable. At 600 rpm 
(maximum power speed step) 33.24% efficiency was calculated whilst the SQA results 
gave 51.3%. This difference could be due to heat losses within the SQA setup, or flow 
losses within the experimental setup, additionally the plenum chamber that was attached 
during the SQA tests could have caused losses and also would affect the data obtained 
due to delays experienced when using the plenum. The calculated efficiency from the 
SQA results for the rotary expander with solenoid valves can be seen in Table 3-12. 
 
Speed  
(rpm) 
Dryness 
fraction  
(x) 
Enthalpy for 
x units 
(kJ/kg) 
Enthalpy Difference 
(kJ/kg) 
Isentropic 
Efficiency  
(%) 
200 0.976 2630 150 38.46 
300 0.971 2610 170 43.59 
400 0.977 2630 150 38.46 
500 0.985 2640 140 35.90 
Table 3-12 Calculation of isentropic efficiency, rotary expander with solenoid valves 
 
Comparing the steam efficiencies calculated in Table 3-10, with the efficiencies 
calculated using the SQA test results it can be seen that the rotary expander efficiencies 
are also not comparable, 22.76% and 35.9% respectively. The differences could be 
attributed to the temperature losses in the SQA setup or flow losses in the experimental 
setup.  
 
Even though the efficiencies for each configuration do not agree, it can be seen that both 
procedures result in an improvement in efficiency for the uni-flow configuration when 
compared to the rotary configuration, and that the improvement is of a comparable 
magnitude, the ratio of uni-flow to rotary efficiency is 0.68 and 0.69 for the first 
procedure and the second (SQA) procedure, respectively. 
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3.6  Conclusions for expander tests 
 
The main aim of this part of the project was to use data, obtained from the expander 
testing, to determine which configuration would be best suited for steam expansion. 
 
The uni-flow expander configuration, using a solenoid valve to control the inlet, gave the 
best results in terms of power and efficiency and hence would be the chosen 
configuration to be used as a reciprocating steam expander.  
 
The rotary expander provided high power and torque but the efficiencies were not as 
good as the uni-flow. Without inlet control, the rotary was highly inefficient; the 
efficiency was improved with the use of solenoid valves, but would still be a second 
choice after the uni-flow configuration. Furthermore, the rotary expander was found to be 
unsuitable as a steam expander because of the expansion of the rotary tips causing the 
expander to seize after a short period of use.  
 
The counter-flow expander configuration, disappointingly, gave the worst results. This is 
because the counter-flow arrangement is not suited to be an expander, because the 
counter-flow is more suited to a four-stroke combustion cycle than a two-stroke 
compression/expansion cycle; further, it proved difficult to get a good result using the 
solenoid valves. Tests were initially done using the injectors, but the results were even 
worse, for the same reasons as the uni-flow results were poor with the injector inlet in 
that the injector cross-sectional volume could not cope with the mass flow rate required 
and that they did not perform well with high temperatures. 
 
When medium size expanders are tested, it is recommended that a better specification of 
inlet valve is used that could perform at higher speeds and also at steam temperatures and 
pressures.  
 
It is worth mentioning that the steam boiler used for the expander tests did not provide a 
steady source of steam with respect to pressure. For example when the tests were being 
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run at 10 bar, the source would fluctuate between 8 and 12 bar, the fluctuations were 
gradual, and whilst 10 bar was held for most of the time, the pressure would begin to rise 
causing a vent to open which caused the pressure to drop, these fluctuations were cyclic 
and were a characteristic of the boiler used. 
 
A further recommendation for the next phase of expander testing is the need to consider 
the issue of lubrication, especially for the rotary expander. When using steam, care had to 
be taken to ensure the expanders were kept lubricated using a steam lubricant which was 
fed into the input of each expander configuration. The lubricant needed to be monitored 
constantly, meaning when running for long periods of time it was necessary to halt the 
testing in order for the lubricant to be topped up. This will need careful consideration for 
the next phase of testing when larger expanders are used. Also for a closed system it 
needs some thought into how to separate the lubricant and water before the water is 
pumped back into the steam boiler. 
 
As mentioned in Section 3.5.2, the rotary expander had separate seals attached to each 
rotor tip, these tended to expand when using steam and after a time would expand so 
much they began to bind with the surface of the rotary chambers and eventually the 
expander would seize. This happened twice over the period of testing, both when using 
steam for longer than 20 minutes, the first time when using steam at 15 bar. Even with 
lubrication it appears the parts did not have time to cool down as they would in a normal 
counter-flow combustion cycle. This will need to be considered if the next phase of 
testing involves a larger rotary expander. 
 
Additionally there is a need to ensure flow meters are added to the inlet and exhaust of 
the test setup in order to get better efficiency results for the expanders. Finally, a further 
recommendation is that any injectors and solenoids need to be instrumented in such a 
way as to indicate the actual timing for opening and closing of the inlet and exhaust for 
each expander configuration. 
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4.1 Small expander modelling introduction 
 
This section presents the results for the modelling of the small expanders using GT-
SUITE software from Gamma Technologies. GT-SUITE is an engine/vehicle simulation 
toolbox and has several branches, or solvers, such as GT-POWER, GT-COOL and GT-
DRIVE, each of which are specialised in different areas of a vehicle, for example, the IC 
engine, cooling system and powertrain, respectively. GT-POWER was the branch used to 
model the small expanders, referred to as GT from this point forward. 
 
The concern with small scale expander testing was its scalability.  Could the results 
obtained from the small expander test facility be scaled up to predict and validate the 
results obtainable from similar, larger expander configurations? In parallel to the small 
expander testing, detailed in Chapter 3, models of each expander configuration were 
developed and tested.  
 
The same validation process was used for the nitrogen and steam tests. The results from 
the GT models were compared with the experimental results, by doing this it was 
intended to validate the experiment results and if the validation proved to be successful, 
the models would be scaled up and then used to predict and validate the results for larger 
expander configurations.   
  
The small expander modelling process is described in Section 4.2 and as with the 
previous chapter, due to poor performance of the counter-flow expander, this chapter will 
focus on the rotary and uni-flow expanders. Details of the counter-flow expander and the 
test results can be found in Appendix G.  
 
A presentation of results from the expander modelling, including comparisons to the 
measured data, is given in Section 4.3.  
 
There will then be some discussion in Section 4.4 which will attempt to validate the data 
acquired during the small expander testing and modelling. In general ±5% is standard 
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figure for an acceptable comparison range of values when comparing and validating 
results hence, if the modelling results were comparable to the experimental results with a 
±5% margin, then this would be deemed acceptable, any larger difference would be 
unacceptable and concludes that the results are not comparable.  
 
Section 4.5 will draw conclusions for the small expander modelling. 
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4.2 Modelling of small expanders 
 
This section describes how the models of the small expander configurations, used in the 
mini test facility, were developed and validated.  
4.2.1 Uni-flow expander model 
 
The uni-flow expander configuration was simple to model using GT-Power; Figure 4-1 
shows the GT model for the uni-flow expander configuration. 
 
 
Figure 4-1 GT model of the uni-flow expander configuration 
 
The uni-flow model used a fixed size exhaust port component. The dimensions from the 
mini test facility for the pipes, valves and cylinder were incorporated into the model. For 
the inlet variable timing; named variables were used so that when the model test cases 
were created, timings could easily be altered without altering the model components. 
 
The timings used for the experiments were used when initially running the GT model; 
however it became apparent that there was not a direct correlation between the timings 
used in the experiments and the timings required by the GT model, as the results for 
torque were much lower than expected. For the uni-flow valve timings, the opening time 
used for the experiments was multiplied by a factor of three (after experimenting with 
different factors) when running the GT model. This correlation worked at a satisfactory 
level for 200, 300 and 400 rpm, but not for 500 rpm, this was because 500 rpm was at the 
top end of the valves’ working speed range. The torque was recorded for each GT speed 
step and compared to the experimental results; additionally the pressure data was 
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compared for the closest value. Appendix H contains graphs that compare the two stroke 
timings used in the experiments and in the GT modelling tests. 
 
4.2.2 Rotary expander model 
 
The GT-SUITE model library did not include a rotary expander, so a model for the small 
Wankel expander was created using the volume information for the chambers of the 
rotary expander and by using this data to alter traditional cylinder components to behave 
like a rotary chamber. Three cylinders were used to represent each chamber; this can be 
visualized in Figure 4-2.  
 
Chamber 1
Chamber 2
Chamber 3
a
b
c
 
Figure 4-2 Rotary expander chambers and rotor tip labels 
 
The rotor rotates anti-clockwise so that Chamber 1 is followed by Chamber 2 then 
Chamber 3. The rotor tips are labeled a, b and c. All data was calculated so that the 
TDC=0° referred to when the tips are at their starting point shown in Figure 4-2, tip a 
was at 0°, tip b was at 120° and tip c was at 240°. The piston positions were altered, from 
previous settings, so that when running the model, the volume changes represented the 
changes experienced by each chamber, as shown in Figure 4-3. 
 
eccentric 
shaft 
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Figure 4-3 Volume for each chamber of the rotary expander 
 
The volume was calculated using equations from [56], these are summarised as follows: 
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Where L is the axial length of the rotor and rotor housing, e is the radius of the inner 
circle, K is the radius-to-eccentricity ratio (where this radius is the length from the inner 
circle (eccentric shaft) to the outer circle), α is the angular position of the rotor (starting 
point, 0° is as shown in Figure 4-2), Vmin is the minimum volume and V is the Volume for 
the rotor position. 
 
The GT rotary expander model is shown in Figure 4-4. 
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Figure 4-4 GT model of the rotary expander configuration 
 
The torque was calculated from the pressure and volume data acquired from the GT 
model run results, using Equation 3.2, from Section 3.4.1. 
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4.3 Results from small expander modelling 
 
This section presents the key results from the expander modelling tests and then 
compares them with the corresponding experimental results.  The variation of torque over 
speed results are compared graphically and summarised in a table that includes a 
comparison. Choosing a speed point at which the torque is closest in comparison, the 
variation in pressure over one complete rotor revolution for the experimental data and GT 
data are compared graphically. 
 
4.3.1 Uni-flow expander results 
 
This section presents the results for the uni-flow expander configuration with a solenoid 
valve on the inlet. The results are compared with the experimental results from Section 
3.4.4. 
4.3.1.1 Steam results 
 
Figure 4-5 compares the variation in torque with speed for the experimental data and GT 
data using 10 bar steam. 
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Figure 4-5 Uni-flow expander, 10 bar steam, comparison of torque 
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Table 4-1 compares the torque for each speed step and presents the percentage difference 
between the two values. 
 
Speed  
(rpm) 
Measured Torque 
(N m) 
GT Model Torque 
(N m) 
Percentage 
Difference 
200 0.4471 0.4210 -6.19 
300 0.5376 0.5179 -3.80 
400 0.5118 0.5356 +4.44 
500 0.5530 0.5660 +2.29 
600 0.5062 0.5767 +12.22 
Table 4-1 Uni-flow expander, 10 bar steam, percentage difference for torque comparison 
 
Figure 4-6 compares the variation in pressure over one complete rotor revolution for the 
experimental data and GT data, 400 rpm was chosen as a midway test point.  
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Figure 4-6 Uni-flow expander, 10 bar steam, comparison of pressure cycles, 400 rpm 
 
Figure 4-5, Table 4-1 and Figure 4-6 show that the GT model for the uni-flow expander 
with 10 bar steam yielded similar results to the experimental data for the lower speed 
steps with the torque data being within the acceptable ±5% margin. However, for the 
maximum speed step the torque data was different by 12% which exceeds the acceptable 
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margin. This could be due to the fact that this was the maximum speed that the solenoid 
valves could operate at, hence the timing was not as accurate as for the lower speeds. 
 
4.3.1.2 Nitrogen results 
 
Figure 4-7 compares the variation in torque with speed for the experimental data and GT 
data using 10 bar nitrogen. 
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Figure 4-7 Uni-flow expander, 10 bar nitrogen, comparison of torque 
 
Table 4-2 compares the torque for each speed step and presents the percentage difference 
between the two values. 
 
Speed  
(rpm) 
Measured Torque 
(N m) 
GT Model Torque 
(N m) 
Percentage 
Difference 
200 0.3826 0.376 -1.76 
300 0.4186 0.415 -0.87 
400 0.3820 0.397 +3.78 
500 0.3876 0.401 +3.34 
600 0.3361 0.403 +16.6 
Table 4-2 Uni-flow expander, 10 bar nitrogen, percentage difference for torque comparison 
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Figure 4-8 compares the variation in pressure over one complete rotor revolution for the 
experimental data and GT data, 300 rpm was chosen as this resulted in the closest torque 
comparison. 
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Figure 4-8 Uni-flow expander, 10 bar nitrogen, comparison of pressure cycles, 300 rpm 
 
Figure 4-7, Table 4-2 and Figure 4-8 show that the GT model for the uni-flow expander 
with 10 bar nitrogen yielded similar results to the experimental data for the lower speed 
steps with the torque data being within the acceptable ±5% margin. However, for the 
maximum speed step the torque data was different by 16% which considerably exceeds 
the acceptable margin. Again, this could be due to the fact that this was the maximum 
speed that the solenoid valves could operate at, hence the timing was not as accurate as 
for the lower speeds. 
 
Figure 4-9 compares the variation in torque with speed for the experimental data and GT 
data using 15 bar nitrogen. 
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Figure 4-9 Uni-flow expander, 15 bar nitrogen, comparison of torque 
 
Table 4-3 compares the torque for each speed step and presents the percentage difference 
between the two values. 
 
Speed  
(rpm) 
Measured Torque 
(N m) 
GT Model Torque 
(N m) 
Percentage 
Difference 
200 0.6826 0.6978 +2.18 
300 0.7202 0.6973 -3.28 
400 0.6568 0.6700 +1.97 
500 0.5935 0.6850 +13.36 
600 0.5618 0.7300 +23.04 
Table 4-3 Uni-flow expander, 15 bar nitrogen, percentage difference for torque comparison 
 
Figure 4-10 compares the variation in pressure over one complete rotor revolution for the 
experimental data and GT data, 400 rpm was chosen as this speed step gave the closest 
comparison in the torque data results. 
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Figure 4-10 Uni-flow expander, 15 bar nitrogen, comparison of pressure cycles, 400 rpm 
 
Figure 4-9, Table 4-3 and Figure 4-10 show that the GT model for the uni-flow expander 
with 15 bar nitrogen yielded similar results to the experimental data for the lower speed 
steps with the torque data being within the accepted ±5% margin. However, for the top 
two speed steps, 500 and 600 rpm, the torque data was different by 13% and 23%, 
respectively, which is unacceptable. Once again, this could be due to the fact this was the 
maximum speed that the solenoid valves could operate at, hence the timing was not as 
accurate as for the lower speeds, at this higher pressure. 
 
4.3.2 Results for rotary expander with port valves 
 
This section presents the results for the rotary expander configuration with no control 
valves on the inlets. The results are compared with the experimental results from Section 
3.4.2.  
4.3.2.1 Steam results 
 
Figure 4-11 compares the variation in torque with speed for the experimental data and GT 
data using 10 bar steam. 
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Figure 4-11 Rotary expander, 10 bar steam, comparison of torque 
 
Table 4-4 compares the torque for each speed step and presents the percentage difference 
between the two values. 
 
Speed  
(rpm) 
Measured 
Torque (N m) 
GT Model Torque 
(N m) 
Percentage 
Difference 
200 0.460 0.6000 +23.33 
300 0.500 0.5508 +9.22 
500 0.528 0.4596 -14.88 
700 0.530 0.3900 -35.89 
Table 4-4 Rotary expander, 10 bar steam, percentage difference for torque comparison 
 
Figure 4-12 compares the variation in pressure over one complete rotor revolution for the 
experimental data and GT data, 300 rpm was chosen as the speed that gave the closest 
torque comparison. 
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Figure 4-12 Rotary expander, 10 bar steam, comparison of pressure cycles, 300 rpm 
 
As can be seen from Figure 4-11 and Table 4-4 the torque data obtained from the rotary 
model, with 10 bar steam, was not comparable with the experimental data with the 
difference being considerably more than the acceptable ±5% margin and the gradient of 
the line is also different, this could be due to the fact that steam performed differently to 
nitrogen (it will be shown in the next section that the nitrogen results were more 
comparable) and that this needed to be added to the rotary expander model in some form 
of heat exchange calculation; at the time of writing, due to time constraints, this could not 
be further investigated. However the pressure data shown in Figure 4-12 gives a 
comparable curve, so it can be concluded that the GT rotary expander model is 
performing in a similar way to the actual rotary expander. 
 
4.3.2.2 Nitrogen results 
 
Figure 4-13 compares the variation in torque with speed for the experimental data and GT 
data using 10 bar nitrogen. 
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Figure 4-13 Rotary expander, 10 bar nitrogen, comparison of torque 
 
Table 4-5 compares the torque for each speed step and presents the percentage difference 
between the two values. 
 
Speed  
(rpm) 
Measured 
Torque (N m) 
GT Model Torque 
(N m) 
Percentage 
Difference 
100 0.6669 0.7062 +5.57 
300 0.5449 0.5494 +0.82 
500 0.4979 0.4547 -9.50 
700 0. 4245 0.4529 +6.69 
Table 4-5 Rotary expander, 10 bar nitrogen, percentage difference for torque comparison 
 
Figure 4-14 compares the variation in pressure over one complete rotor revolution for the 
experimental data and GT data, 300 rpm was chosen as this speed step gave the best 
result in the torque comparison table. 
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Figure 4-14 Rotary expander, 10 bar nitrogen, comparison of pressure cycles, 300 rpm 
 
Figure 4-13, Table 4-5 and Figure 4-14 show that the GT model for the rotary expander 
with 10 bar nitrogen yielded similar results to the experimental data for lower speed steps 
with the torque data being within ±5% acceptable margin; however the higher speed steps 
exceed the acceptable margin so there is room for improvement. This could be due to the 
GT model using cylinder attributes to represent the rotary expander chambers, which 
could yield a different performance; the model could be improved to allow for this. 
 
Figure 4-15 compares the variation in torque with speed for the experimental data and GT 
data using 15 bar nitrogen. 
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Figure 4-15 Rotary expander, 15 bar nitrogen, comparison of torque 
 
Table 4-6 compares the torque for each speed step and presents the percentage difference 
between the two values. 
 
Speed  
(rpm) 
Measured 
Torque (N m) 
GT Model Torque 
(N m) 
Percentage 
Difference 
100 0.9139 0.9415 +2.93 
300 0.7172 0.7041 -1.86 
500 0.6385 0.6061 -5.45 
700 0.5641 0.5955 +5.27 
Table 4-6 Rotary expander, 15 bar nitrogen, percentage difference for torque comparison 
 
Figure 4-16 compares the variation in pressure over one complete rotor revolution for the 
experimental data and GT data, once again 300 rpm was chosen as it gave the best torque 
comparison. 
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Figure 4-16 Rotary expander, 15 bar nitrogen, comparison of pressure cycles, 300 rpm 
 
Figure 4-15, Table 4-6 and Figure 4-16 show that the GT model for the rotary expander 
with 15 bar nitrogen yielded similar results to the experimental data for all speed steps 
with the torque data being within the acceptable ±5% margin. This is a good result and is 
an improvement on the 10 bar nitrogen results, but could still be improved further. This 
could be due to the GT model using cylinder attributes to represent the rotary expander 
chambers, which could yield a different performance; the model could be improved to 
allow for this. 
 
4.3.3 Results for rotary expander with solenoid valves 
 
This section shows the results for the rotary expander configuration with control valves 
attached to the inlets. The results are compared with the experimental results from 
Section 3.4.5.  
4.3.3.1 Steam results 
 
Figure 4-17 compares the variation in torque with speed for the experimental data and GT 
data using 10 bar steam.  
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Figure 4-17 Rotary expander with solenoid valves, 10 bar steam, comparison of torque 
 
Table 4-7 compares the torque for each speed step and presents the percentage difference 
between the two values. 
 
Speed  
(rpm) 
Measured 
Torque (N m) 
GT Model Torque 
(N m) 
Percentage 
Difference 
200 0.5757 0.7345 +21.60 
300 0.6534 0.7153 +8.60 
400 0.7836 0.6994 -10.80 
500 0.9063 0.6840 -24.52 
Table 4-7 Rotary expander with solenoid valves, 10 bar steam, percentage difference for torque 
comparison 
 
Figure 4-18 compares the variation in pressure over one complete rotor revolution for the 
experimental data and GT data, once again 300 rpm was chosen as the speed that gave 
the closest torque comparison. 
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Figure 4-18 Rotary expander with solenoid valves, 10 bar steam, comparison of pressure cycles, 300 
rpm 
 
As can be seen from Figure 4-17 and Table 4-7, the torque data obtained from the rotary 
model, with 10 bar steam, was not comparable with the experimental data with the 
difference being considerably more than the accepted ±5% margin and, as with the steam 
results for the rotary expander with port valves, the gradient of the line is also different, 
this could be due to the fact that steam performed differently to nitrogen (it will be shown 
in the next section that the nitrogen results were more comparable) and that this needed to 
be added to the rotary expander model in some form of heat exchange calculation; at the 
time of writing, due to time constraints, this could not be further investigated.  However 
the pressure data shown in Figure 4-18 gives a comparable curve, so it can be concluded 
that the GT rotary expander model is performing in a similar way to the actual rotary 
expander. The difference in maximum pressure is due to the fact that the GT model holds 
the pressure at a constant 10 bar, whereas the boiler used for the experiments tended to 
drift between 9 bar and 12 bar. 
4.3.3.2 Nitrogen results 
 
Figure 4-19 compares the variation in torque with speed for the experimental data and GT 
data using 10 bar nitrogen. 
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Figure 4-19 Rotary expander with solenoid valves, 10 bar nitrogen, comparison of torque 
 
Table 4-8 compares the torques for each speed step and presents the percentage of 
difference between the two values. 
 
Speed  
(rpm) 
Measured 
Torque (N m) 
GT Model Torque 
(N m) 
Percentage 
Difference 
200 0.3176 0.5782 +44.10 
300 0.5055 0.5622 +10.10 
400 0.6147 0.5656 -7.99 
500 0.6037 0.5833 -3.38 
600 0.5501 0.6086 +9.60 
Table 4-8 Rotary expander with solenoid valves, 10 bar nitrogen, percentage difference for torque 
comparison 
 
Figure 4-19 and Table 4-8 and show that the GT model for the rotary expander, with 
solenoid valves, using 10 bar nitrogen yielded similar results to the experimental data for 
higher speed steps with the torque data exceeding the acceptable ±5% margin for all but 
one speed step, moreover for the lowest speed step of 200 rpm the torque was not 
comparable, with the torque for the experimental data at 200 rpm being 45% less than the 
torque obtained from the GT model. Overall, this is a not good result; the differences are 
probably due to the use of the solenoid valves and the uncertainty of the actual timing for 
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the experiments. The differences could also be due to the GT model using cylinder 
attributes to represent the rotary expander chambers, which could yield a different 
performance; the model could be improved to allow for these issues. 
 
Figure 4-20 compares the variation in pressure over one complete rotor revolution for the 
experimental data and GT data, this time 400 rpm was chosen as it was a good mid-point 
in the torque comparison results. 
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Figure 4-20 Rotary expander with solenoid valves, 10 bar nitrogen,  
comparison of pressure cycles, 400 rpm 
 
Figure 4-20 shows that the pressure cycle at 400 rpm for the experimental data share 
some similarities with the pressure data obtained from the GT model. The opening and 
closing times are comparable, as is the upper and lower pressure levels, however there is 
more expansion observed in the GT results compared to the experimental results, this 
could be due to a couple of factors. Firstly, the experimental data used two sensors, so the 
data between the two could contain some uncertainty. Secondly, the GT model is perfect 
with respect to expansion, and improvement between the two could be to impress the 
expansion index from the experimental data onto the GT model, time constraints did not 
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allow for this to be explored fully, but would be a recommendation should the models be 
used in future projects. 
 
Figure 4-21 compares the variation in torque with speed for the experimental data and GT 
data at 15 bar nitrogen. 
 
200 250 300 350 400 450 500 550 600
0.4
0.45
0.5
0.55
0.6
0.65
0.7
0.75
0.8
0.85
0.9
Speed, rpm
To
rq
u
e,
 
N 
m
 
 
experimental torque data
GT Power torque data
 
Figure 4-21 Rotary expander with solenoid valves, 15 bar nitrogen, comparison of torque 
 
Table 4-10 compares the torque for each speed step and presents the percentage 
difference between the two values. 
 
Speed  
(rpm) 
Measured 
Torque (N m) 
GT Model Torque 
(N m) 
Percentage 
Difference 
200 0.4382 0.7359 +40.5 
300 0.6879 0.7175 +4.1 
400 0.8608 0.7410 -13.9 
500 0.8625 0.7790 -9.7 
600 0.7575 0.8226 +7.9 
Table 4-9 Rotary expander with solenoid valves, 15 bar nitrogen, percentage difference for torque 
comparison 
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Figure 4-21 and Table 4-9 show that the GT model for the rotary expander, with solenoid 
valves, using 15 bar nitrogen yielded similar results to the experimental data for higher 
speed steps with the torque data exceeding the acceptable ±5% margin for all but one of 
the speed steps, moreover for the lowest speed step of 200 rpm the torque was not 
comparable, with the torque for the experimental data at 200 rpm being 40% less than the 
torque obtained from the GT model. Overall, this is not a good result and could be 
improved; the differences, especially the anomaly in these results for 400rpm being 
above ±10% difference, are probably due to the use of the solenoid valves and the 
uncertainty of the actual timing for the experiments. The differences could also be due to 
the GT model using cylinder attributes to represent the rotary expander chambers, which 
could yield a different performance; the model could be improved to allow for these 
issues. 
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Figure 4-22 Rotary expander with solenoid valves, 15 bar nitrogen, comparison of pressure cycles, 
300 rpm 
 
As with the results for 10 bar nitrogen, Figure 4-22 shows that the pressure cycle at 300 
rpm for the experimental data share some similarities with the pressure data obtained 
from the GT model. The opening and closing times are comparable, as is the upper and 
lower pressure levels, however there is some expansion in the pressure cycle for the GT 
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model that is not experienced in the experimental data, this could be due to the limitations 
of the solenoid valves used in the experiments and the GT results could be improved with 
investigation into how to alter the expansion index in the GT model, time constraints did 
not allow for this to be explored fully, but as with the 10 bar model this would be a 
recommendation should the models be used in future projects. 
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4.4 Comparison of experimental and model results  
 
This section discusses some of the results presented in the previous section with respect 
to the validation issues and summarises the conclusions for this part of the project. 
 
4.4.1 Correlation between media 
 
This section will investigate the correlation between the nitrogen and steam results and 
discuss whether the nitrogen results could be used to predict the steam results for larger 
sized expander configurations.  
 
The way this was investigated was to use the torque data from the GT results along with 
the GT (inlet) opening time, ∆t, to result in a parameter that could be used as a 
comparison. The opening times were different for each of the tests 10 bar nitrogen, 15 bar 
nitrogen and 10 bar steam, so the assumption is that by dividing the torque by this 
variation in time, a new parameter, T/∆t, would be obtained.  
 
These parameters were then compared by:  
i. calculating the ratio of nitrogen 10 bar T/∆t with nitrogen 15 bar T/∆t, ratio should 
be approximately 1.5, as for the pressure ratios; 
ii. calculating the ratio of nitrogen 10 bar T/∆t with steam 10 bar T/∆t, ratio should be 
close to 1.  
Table 4-10 shows the collated data for the uni-flow experiments, ∆t is given in crank 
angle degrees. 
 
Nitrogen 10 bar Steam 10 bar Nitrogen 15 bar Speed 
(rpm) ∆t Torque 
(N m) 
∆t  
 
Torque 
(N m) 
∆t 
 
Torque 
(N m) 
200 124 0.38 107 0.45 107 0.68 
300 134 0.42 134 0.54 110 0.72 
400 127 0.38 149 0.51 120 0.66 
500 130 0.39 161 0.55 134 0.59 
600 136 0.34 170 0.51 149 0.56 
Table 4-10 Uni-flow timing and experimental torque data 
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Table 4-11 shows the ratios for nitrogen at 10 bar and nitrogen at 15 bar together with 
steam at 10 bar and nitrogen at 10 bar for each speed step. 
 
Speed  (rpm) Nitrogen T/∆t ratio 10 bar T/∆t ratio 
200 2.06 1.35 
300 2.09 1.28 
400 1.81 1.14 
500 1.48 1.15 
600 1.52 1.21 
Table 4-11 Uni-flow ratios between nitrogen tests and 10 bar tests 
 
The uni-flow tests show a close correlation for the higher three speed steps than for the 
lower speed steps, this could be related to the timing issues with the solenoid valves, or it 
could be that the T/∆t method is not appropriate. This would need further investigation 
and validation if the models are used further for the next expander size testing. 
 
 
Table 4-12 shows the collated data for the experiments with the rotary expander 
configuration with port valves. The ∆t value, in crank angle degrees, is irrelevant in this 
case as the same timings were used throughout. 
 
Nitrogen 10 bar Steam 10 bar Nitrogen 15 bar Speed 
(rpm) ∆t 
 
Torque 
(N m) 
∆t  
 
Torque 
(N m) 
∆t 
 
Torque 
(N m) 
200 120 0.6669 120 0.460 120 0.9139 
300 120 0.5449 120 0.500 120 0.7172 
500 120 0.4979 120 0.528 120 0.6385 
700 120 0.4529 120 0.530 120 0.5641 
Table 4-12 Rotary expander, port valves, timing and experimental torque data 
 
Table 4-13 shows the ratios for nitrogen at 10 bar and nitrogen at 15 bar together with 
steam at 10 bar and nitrogen at 10 bar for each speed step. 
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Speed  
(rpm) 
Nitrogen 10 bar/15 bar 
ratio 
10 bar steam/nitrogen 
ratio 
200 1.37 0.69 
300 1.32 0.92 
500 1.28 1.06 
700 1.25 1.17 
Table 4-13 Rotary expander, port valves, ratios between nitrogen tests and 10 bar tests 
 
The correlation for the rotary expander, for the 10 bar results are acceptable for the mid-
range speeds, 300 and 500 rpm, but are not acceptable for the lower or higher speed 
steps. Additionally the nitrogen results do not correlate at any speed steps. This means 
that either the T/∆t method is not suitable for the rotary expander, or that the results are 
unreliable, which could be due to fluctuations in source pressure. As explain in the 
previous section, the GT model holds the pressure constant, whereas the boiler used for 
the experiments tended to drift between ±4 bar. 
 
Table 4-14 shows the collated data for the experiments with the rotary expander 
configuration with valves attached to the inlets. Again, the ∆t value, in crank angle 
degrees, is irrelevant in this case as the same timings were used throughout. 
 
Nitrogen 10 bar Steam 10 bar Nitrogen 15 bar Speed 
(rpm) ∆t 
 
Torque 
(N m) 
∆t  
 
Torque 
(N m) 
∆t 
 
Torque 
(N m) 
200 80 0.3176 80 0.5757 80 0.4382 
300 80 0.5055 80 0.6534 80 0.6879 
400 80 0.6147 80 0.7836 80 0.8608 
500 80 0.6037 80 0.9063 80 0.8625 
600 80 0.5501 - - 80 0.7575 
Table 4-14 Rotary expander, with valves, timing and experimental torque data 
 
Table 4-15 shows the ratios for nitrogen at 10 bar and nitrogen at 15 bar together with 
steam at 10 bar and nitrogen at 10 bar for each speed step. 
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Speed 
(rpm) 
Nitrogen 10 bar/15 bar 
ratio 
10 bar steam/nitrogen 
ratio 
200 1.38 1.81 
300 1.36 1.29 
400 1.40 1.27 
500 1.43 1.50 
600 1.38 - 
Table 4-15 Rotary expander, with valves, ratios between nitrogen tests and 10 bar tests 
 
For this configuration the correlation results were not good, the 10 bar results were not 
acceptably close, although the Nitrogen ratios were slightly better than without the valve 
ratios, they were still not good enough to be reliable. Once again this means that either 
this method is not suitable for the rotary expander, or that the results are unreliable, 
which could be due to fluctuations in source pressure. 
 
In summary, the correlation with the uni-flow expander looked favourable and hence 
could be used to predict the results; however more investigation of the results would be 
needed for the rotary configurations before they were used to predict results for different 
sources or pressures. 
4.4.2 Validation of test results 
 
This section will discuss the possibility of the GT-SUITE results being used to validate 
the expander test results. 
 
Looking at the results in Section 4.3.1 for the uni-flow expander model, the valve timings 
used in the experiments were found to be inadequate; a factor of 3 was used to multiply 
the experimental opening times to get GT results that were closer to the experimental 
torque. The torque obtained was within ±5% of the experimental data for the lower speed 
steps. However for the higher speed steps the difference was greater than ±5%, ±13% for 
steam at 10 bar, ±16% for nitrogen at 10 bar and ±29% for nitrogen at 15 bar. The reason 
for this required multiplication factor could be down to the solenoid valves not operating 
as smoothly or quickly as expected. So for the experiments, when the LabVIEW control 
program sent out a pulse width of, for example, 30 crank angle degrees, because of the 
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delay of the solenoid valve this actually corresponded to a real width of 90 crank angle 
degrees. However, as some of the higher speed steps were not within the acceptable ±5%, 
it can be concluded that the correlation may not be a simple factor that is the same for all 
speed steps. For the higher speed steps, the valve delay would be increased and hence a 
different factor would be required.  
 
The results for the rotary expander configuration with port valves in Section 4.3.2 did 
yield a good correlation especially for the nitrogen tests, with the torque comparison 
being below ±5% between the experimental data and the GT data. The steam results were 
not as good for this configuration being in between ±9% and ±35%, this could be due to 
the poor behaviour of the rotary expander with steam, or due to the steam boiler pressure 
fluctuations. 
 
Finally, the rotary configuration with valve control results were worse for the nitrogen 
tests, between ±3% and ±44%, but slightly improved for the steam tests, ±8% to ±24%. 
This could be attributed to the fact that the solenoid valve timing was not perfect and they 
could only operate at slow speeds, and also due to boiler fluctuations, which were not 
taken into consideration for the GT models. 
 
These issues would need to be considered when using GT to validate different expander 
sizes of the same configuration. 
4.4.3 Scalability 
 
This section will discuss if the GT results can be used to predict the results for larger 
expander configurations. 
 
The GT models for the uni-flow and some rotary configurations yielded good results, 
especially at the lower speeds, so with careful re-modelling, GT could be used to predict 
the results for larger expanders; however a further validation step with a larger expander 
size would be necessary to be really confident in the scalability.  
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4.5 Conclusions for small expander modelling 
 
The main aim of this part of the project was to create models of the small expanders and 
see if the model result data would validate the experimental data and further if the models 
could then be scaled up to predict the performance of larger sized expanders. 
 
It can be concluded that the models can predict the torque output of the uni-flow and 
rotary configuration with no valve control, for speeds below 500 rpm to within ±5% of 
the experimental torque. However, when the solenoid valves were used with the rotary 
expander, good results were not obtained; hence that configuration would require more 
investigation. In order to answer the question of scalability, some further modelling and 
testing would need to be done with medium size expander configurations to be confident 
whether scalability would be possible or not. 
 
The GT models using steam as a source would be greatly improved if more investigation 
were carried out into the heat transfer characteristics and expansion index. If these 
parameters were variable, then a closer model for each configuration and test type could 
be made. For example by recording the expansion index for the experimental results and 
inserting these into the GT model, a closer pressure shape would be obtainable. 
 
Additionally further investigation needs to be done into the correlation between the 
timings used in the experiments and in the GT modelling. If further experiments were 
carried out, an accurate way to record inlet and exhaust timings should be employed, as 
using the timings from the Labview programs was not sufficient.  
 
Finally, as stated in the conclusions for the small expander tests, a more suitable valve 
arrangement should be sourced that is able to handle higher speed ranges. On a similar 
note, a method should be developed to prevent the fluctuations from the source boiler 
pressure being passed onto the inlet of the expander and hence affecting the results. 
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5.1 Control strategy introduction 
 
This chapter presents an overview of the control strategies that were investigated and 
modelled. 
 
The aim of the control system is to minimise the fuel consumption whilst generating a 
percentage of the torque demanded on the IC engine. The two strategies that are 
considered are respectively a hierarchical control structure and a multi-variable control 
structure.  
 
In Section 5.2, the overall HYSTOR concept will be revisited in order to present the 
hierarchical control structure; this will take into consideration the overall supervisory 
control strategy and break the system down into individual control components.  
 
Section 5.3 proceeds to discuss the control variables and objectives which were 
considered when creating individual, SISO controllers and which are also used to in the 
formulation of a MIMO controller.  
 
Section 5.4 presents a Simulink model for a simple MIMO controlled system and the 
results. 
 
PID controls were used as the basis for development of an observer-controller system and 
this is detailed in Section 5.5.  The observer-controller is designed using firstly pole-
placement then an LQ method. In neither case did the performance reach the level 
defined by the distributed PID controllers. The conclusion drawn was that the model 
developed for the system was never sufficient in its representation of the dynamics to 
form the basis for an adequate design. There is further work needed to complete a 
comprehensive system identification process and to test a variety of controllers including 
multi-mode linear and fixed gain robust controllers.  
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Section 5.6 describes how the PID control was integrated into the hybrid vehicle models 
detailed in Chapter 2. The new PID controlled models were run using the same drive 
cycles used in Chapter 2. A comparison is made of fuel consumption improvement when 
compared to the conventional vehicle and also the accumulator model from Chapter 2. 
Additionally the power outputs for each drive cycle are presented.  
 
Section 5.7 summarises and concludes the control development and modelling strategy. 
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5.2 Control structure 
 
The section begins by revisiting the basic HYSTOR concept shown in Figure 5-1. 
 
 
Figure 5-1 Overall HYSTOR system concept 
 
The control of the HYSTOR system can be divided into two main areas, global, or 
supervisory control, and local control, the latter being individual controls for key 
functions within the system. 
5.2.1 Control hierarchy 
 
The supervisory control unit will monitor the local control units and the IC engine system 
in order to supervise local control units in a hierarchical structure. The hierarchical flow 
is shown in Figure 5-2. 
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Figure 5-2 Hierarchical structure of the control system 
 
A possible first step for dealing with a control requirement is to split the overall system 
up into units and treat each unit as a single loop control entity or module. The units for 
the steam expander and pump are described in Appendix J.1.  
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5.3 Control objectives and variables 
 
The control objectives for the complete HYSTOR system are as follows: 
Power/Torque – the power or torque demand from the vehicle driver needs to be 
met by the IC engine, the steam expander, or a combination of both IC engine and 
steam expander; 
Fuel Economy – the fuel consumption needs to be kept to a minimum; 
Steam Supply/Reserve – the supply of water to the boiler needs to be kept at an 
appropriate pressure/mass flow rate to ensure there is a constant steam supply or a 
reserve of available steam for the steam expander; 
Steam Quality – the quality of the steam supply or reserve needs to reach a 
superheated state in order to get the best efficiency from the steam expander, and 
to ensure there is minimum risk of droplet damage to the expander, which would 
be caused if using steam that is too wet. 
 
These objectives will be met by identifying the variables within the system that are 
controllable and also by monitoring and interacting with the IC engine system. 
 
The two main control modules are the pump controller and the expander controller. The 
control variables that need to be considered for these control modules are as follows: 
1) the cut-off timing of the throttle for the expander, this will be referred to 
throughout as α; 
2) the water mass flow rate from the high pressure water pump, which in turn is 
determined by the speed of the pump. The water mass flow rate shall be 
referred to throughout as wm& and the speed as n. 
 
These variables and their controls can be separated into three controllable units. The 
pump controller monitors wm&  and uses the demanded pressure to control the pump speed 
n. The expander controller monitors demanded torque and the system pressure to control 
the expander inlet valve timing using α. Finally, the third controller is a supervisory 
controller that monitors the steam system and IC engine conditions and controls the 
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required changes in wm&  and α.  As the system pressure is proportional to the mass flow 
rate of water, by monitoring and controlling the demanded system pressure, the correct 
mass flow rate of water will be maintained by the system to generate good quality 
superheated steam using the available exhaust gas temperature and mass flow rate. 
 
In Figure 5-1 there is a control link to the low pressure pump from the condenser, this 
will not be further developed at this time, but should be considered in future design 
developments. 
 
PID control loops were used to develop the individually controlled units. PID control 
loops were chosen as a benchmark for the control system and because PID loops are 
widely used to develop simple, yet robust control systems. The PID control results would 
also help to compare any results gained when developing a more complex, optimised, 
controller. Each control unit is presented in more detail as individual control blocks, with 
their governing equations and test results in Appendix J.2. The overall control system and 
its connections are shown in Figure 5-3. 
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Figure 5-3 Overall control system 
 
Figure 5-3 was used to develop and integrate the controller modules, the Simulink model 
and tests performed are detailed in Appendix J.2. 
 
 
n
α
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5.4 A simple PID controlled system 
 
The positive displacement pump, expander and supervisory control models were 
integrated into one Simulink model; additionally a block representing the heat exchanger 
was added to the pump control loop in order that the heat exchange process was taken 
into consideration for the system pressure calculations. This system controlled with two 
PID loops is shown in Figure 5-4.  
 
 
Figure 5-4 System with two PID control loops 
 
The Simulink blocks shown in Figure 5-4 contain references to equations 1 through 6 in 
their names, these equations are as follows: 
 positive displacement pump equation 1 incorporates Equation 5.1 through 
 Equation 5.3, as used for the positive displacement pump and developed in 
 Appendix J.2.1; 
  Volumetric flow  nKF sn ×=      (5.1) 
  Leakage flow  pKF ll ×=      (5.2) 
  Total flow   ln FFF −=      (5.3) 
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 heat exchanger system equation 2 incorporates Equation 5.4 which is used to 
 calculate the change in pressure with respect to time. It is proportional to the sum 
 of the heat transferred, to the mass flow rate of water and inversely proportional 
 to the mass flow rate of the steam used by the expander; 
   sw
s mKmKQK
t
P
&&& ... 321 −+=∂
∂
     (5.4) 
where K1, K2 and K3 are constants, Q&  is the rate of heat transfer (using 
Equation 2.2 from Section 2.2.1), wm&  is the mass flow rate of water, and 
sm&  is the mass flow rate of steam through the expander; 
 mdotwpred equation 3 is Equation 5.6, as used for the supervisory controller, 
 developed in Appendix J.2.3; 
   ρα ...exp Vnm pred =&       (5.6) 
 alphapred equation 4 is Equation 5.7 as used for the supervisory controller, 
 developed in Appendix J.2.3; 
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 expander equation 5 is Equation 5.8 as used for the expander, developed in 
 Appendix J.2.2; 
. 
   ).(
11
.
1
1))..(( 51
2
1
3
Vp
VV
k
Vpwork cvb −











−












−
+=
−− ηηη
α  (5.8) 
 
A test harness for the system was created; this is shown in Figure 5-5. Additionally a 
limit was imposed on the demanded torque to keep the system in a stable state. This was 
achieved, in the initialisation file, by using the expander Equation 5.8, with the volume of 
the expander set to 0.2 litres, a fixed pc value of 1 bar and then the maximum torque 
calculated for system working pressures of between 18 bar and 25 bar. This formed a 
lookup table for the Simulink block, the output of which was used to limit the torque 
demand. 
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Figure 5-5 Test harness for PID controlled model 
 
Test data were created to test the following different scenarios: 
• constant system pressure demand, varying torque demand; 
• constant torque demand, varying system pressure demand; 
• varying system pressure and torque demand exceeds maximum torque available; 
• Texh (egt) too low to generate steam; 
• exhm&  (egf) too low to generate steam; 
• using a drive cycle to run the model. 
 
Figure 5-6 presents the results for the test with a constant torque demand, of 35 N m, 
while the pressure demand input is varied between 18 bar and 21 bar. 
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Figure 5-6 Constant torque demand with varying pressure demand 
 
It can be seen in Figure 5-6 that the pressure output follows the demand with a slight 
delay and whilst the torque output is affected by the varying pressure demand, the torque 
output stabilises back to the torque demand. Figure 5-7 presents the results for the test 
with a constant pressure demand, of 20 bar, whilst the torque demand input is varied 
between 30 N m and 45 N m. 
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Figure 5-7 Constant pressure demand with varying torque demand 
 
It can be seen in Figure 5-7 that the torque output follows the demand with a slight delay 
and whilst the pressure output is affected only slightly by the varying torque. Figure 5-8 
shows the results when testing the maximum torque demand. Two system pressures are 
used, 20 bar and 23 bar, for an expander of volume 0.2 litres and a condenser pressure 
value of 1 bar. The system pressures correspond to maximum torques of 63 N m and 73 
N m, respectively. 
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Figure 5-8 Control of maximum torque demand 
 
It can be seen in Figure 5-8 with the pressure controlled to 20 bar and a torque demand of 
70 N m, the output torque is limited to 63 N m. The second half of the graph shows that 
when the pressure demand is increased to 23 bar, then the torque demand of 70 N m is 
met, but when the torque demand increases to 80 N m, at this pressure, the output is 
limited to 73 N m. In each case the system is working close to a limiting torque value that 
corresponds to a maximum (100%) cut-off with the particular steam pressure. 
 
Figure 5-9 presents the results for the test with a constant pressure and torque demands 
input (20 bar and 35 N m, respectively) whilst the exhaust gas mass flow rate input is 
changed to just above the threshold (0.01 kg/s) to below the threshold and back to above 
the threshold, over 20 seconds. 
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Figure 5-9 Constant pressure and torque demands with varying exhaust gas mass flow rate 
 
It can be seen in Figure 5-9 that while the exhaust gas mass flow rate remains above the 
threshold for being able to produce steam, the demanded torque is met. However once the 
exhaust gas mass flow rate has reduced to a rate below the threshold, the steam generator 
system is turned off and no torque is produced.  
 
Figure 5-10 presents the results for the test with a constant pressure and torque demands 
input (20 bar and 35 N m, respectively) whilst the exhaust gas temperature input is 
changed to just above the threshold (485 degrees Kelvin, saturation at 25 bar) to below 
the threshold and back to above the threshold, over 20 seconds. 
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Figure 5-10 Constant pressure and torque demands with varying exhaust gas temperature 
 
It can be seen in Figure 5-10 that while the exhaust gas temperature remains above the 
threshold for steam production, the demanded torque is met. However once the exhaust 
gas temperature has reduced to a rate below the threshold, the steam generator system is 
turned off and no torque is produced. 
 
The final test for the PID controlled model was to use the drive cycle data as inputs for 
the model. The data was obtained from running the QSS-TB model in Chapter 2. Figure 
5-11 shows the torque comparison for the NEDC data. 
 
5.4 A simple PID controlled system 
159 
0 200 400 600 800 1000 1200 1400
-20
0
20
40
60
80
100
120
140
160
180
Time, s
To
rq
u
e,
 
N 
m
 
 
torque demand
torque output
 
Figure 5-11 Running the PID controlled model with NEDC data 
 
It can be seen in Figure 5-11 that the torque demand is met, within the limitations. The 
system pressure was a constant 20 bar, so the torque output was limited to 63 N m. The 
torque output closely follows the demand from the NEDC data. 
 
Using the results from these tests, it was concluded that the simple PID controlled system 
was effective; the system is further used as a building block to develop the observer-
controller, described in Section 5.5. Additionally the PID controlled system was 
integrated into the QSS-TB and PSAT models (developed in Chapter 2) so that the 
performance could be compared with the basic models from Chapter 2. These results are 
presented in Section 5.6. 
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5.5 Observer-controller system 
 
This section describes the further development of the control system by creating an 
observer-controller with state feedback. This is achieved by performing system 
identification on the dynamic model, in order to obtain a linear, state-space model, which 
in turn was used to develop the observer-controller design; this procedure is described in 
the first three sub-sections. Two dynamic models were developed, initially a reduced 
version of the PID controlled model, but the behaviour of the resulting state-space model 
and observer-controller were not adequate. This is discussed in Section 5.5.3. The PID 
controlled model was used with input and output data sampled to generate the state-space 
model, and gave slightly better results, but did not reach the performance defined by the 
PID controls. The modelling process is discussed in Section 5.5.5. 
 
5.5.1 PRBS creation  
 
In order to perform system identification, pseudo random binary sequences (PRBSs) were 
created for the system inputs, α and n. The range for α was 0 to 1 in steps of 0.1 and the 
range for n was 600 rpm to 1600 rpm in varied steps between 100 rpm and 400 rpm.  
 
The PRBS sequences were created using the Matlab command idinput from the System 
Identification Toolbox (SIT). An example is shown below: 
 
        alpha_prbs=idinput([sim_steps 1],'prbs',[0 0.1],[n1 n2]); 
 
where sim_steps is the number of simulation steps, for example 600 seconds, n1 is the 
lower PRBS value and n2 is the upper PRBS value. An example of the PRBS generated 
is shown in Figure 5-12. 
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Figure 5-12 PRBS input signals for cut-off and pump speed respectively 
 
With the PRBS inputs created, the next step was to run each set of inputs with the basic 
dynamic model, record the output for Tact (actual torque) and Pact (actual pressure). The 
output for the PRBS in Figure 5-12 is shown in Figure 5-13. 
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Figure 5-13 Torque and pressure output 
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With the inputs and outputs recorded the Matlab SIT was further utilized to identify 
possible state-space models for each of the inputs. 
 
5.5.2 System identification 
 
Various Matlab commands were used to perform the system identification. First the 
PRBS inputs and their respective outputs were used to create a Matlab class for time 
series data using the command iddata. The data was then de-trended. After allocating 
input and output names, a discrete state-space model was created using the Matlab 
command pem with the first half of the data. The pem command contains an input 
variable to specify the order required of the resulting model.  
 
A validation test was conducted on the model using the compare command and the 
second phase of the data. The Matlab command sequence is as follows: 
 
    steamsys=iddata([Tact,Pact],[alpha_prbs,npump_prbs],1); 
    steamsys=detrend(steamsys); 
    steamsys.inputname={'alpha','npump'}; 
    steamsys.outputname={'Torque','Pressure'}; 
    assignin('base', [idd_str index_str],steamsys); 
    mp=pem(steamsys(1:300),order); 
    [y, f, x]=compare(steamsys(301:600),mp) 
 
The variable f obtained from the compare command denotes the best fit and is recorded 
as a percentage. The fit was recorded for each set of inputs and was plotted for each case. 
An example of best fit data is shown in Figure 5-14. 
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Figure 5-14 Best fit data generated state-space models 
 
By executing the pem and compare commands for different orders, the best order for the 
model was determined. A lower order model is always preferred, as it is simpler, and 
hence the development of the control is less complex than for higher order models. The 
pem command was executed for all input/output data using orders from 2nd to 9th; the 
results for two of the data sets are shown in Table 5-1. 
 
Data set 1 Data set 2 Order 
Best 
index 
Torque 
fit 
Pressure 
fit 
Best 
index 
Torque 
fit 
Pressure 
fit 
2nd 8 78 77 9 92 86 
3rd 7 82 79 8 95 83 
4th 6 83 79 1 87 72 
5th 8 87 83 6 93 88 
6th 6 86 84 2 33 48 
7th 8 88 87 8 94 89 
8th 8 86 88 9 93 91 
9th 8 90 87 7 94 88 
Table 5-1 Best fit data for different orders 
 
A 5th order model was selected for both pressure and torque. 
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As well as the best fit data, the pem command resulted in a discrete state-space model, 
stored as an idss class within the Matlab workspace. Along with the state-space matrices, 
the idss class also contains two useful parameters which are Loss Function and Formal 
Prediction Error.  
 
The Loss Function parameter is also know as the quadratic loss function and is a function 
of the residual error. The parameter can be calculated various ways, according to the 
Matlab SIT literature [57], the loss function, V, is defined in Equation 5.9: 
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  where: 
   E = residual error; 
   N = number of samples. 
 
According to Norton [58], the error worsens as the Loss Function increases, hence when 
deciding the best model to use, a low value for the loss function is desirable. 
 
The Formal Prediction Error (FPE) parameter is calculated using the loss function, again 
from the Matlab SIT literature [57], the formula is given in Equation 5.10: 
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As with the Loss Function, the smallest value FPE corresponds to the lowest value. Loss 
Function and FPE that values are shown in Table 5-2. 
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Input index Loss Function FPE 
1 7.449e-7  9.417e-7 
2 5.800e-6  7.333e-6 
3 9.677e-5 1.223e-4 
4 6.092e-2 7.446e-2 
5 9.637e-2 1.178e-1 
6 3.136e-7  3.964e-7 
7 2.326e-6 2.941e-6 
8 2.960e-6  3.742e-6 
Table 5-2 Loss function and FPE for state-space models 
 
The calculated models were converted to continuous time state-space models using the 
Matlab command d2c (discrete to continuous). This system identification process resulted 
in state-space models containing the ABCD matrices such that: 
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 where x is the state, u is the input and y is the output. 
 
As well as converting the models, the poles for each model were obtained using the 
Matlab command eig which finds the eigenvalues and eigenvectors for the model, with 
the eigenvalues corresponding to the system poles. This information was then used with 
pole placement techniques to create an observer for the model. 
 
5.5.3 Observer-controller modelling 
 
The process of development for the observer-controller model was obtained from 
different sources in order to make best use of the Matlab commands, Ledin [59] was a 
good source of information regarding the use of pole placement  techniques to generate 
the required K and L gain matrices for an observer-controller and for creating feedback 
models. To determine if a model is suitable for pole placement and hence observer 
design, it must be checked for controllability and observability. Once these checks have 
been performed, and the system is controllable and observable, the state-space matrices 
can be used along with pole placement to generate the observer-controller model and its 
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associated gain matrices for K, L and N. The resulting observer-controller, with 
referenced input, is shown in Figure 5-15.  
 
Figure 5-15 Observer-controller model 
 
The observer is constructed from the state-space matrices and a gain L, the observer 
configuration is shown in Figure 5-16. 
 
Figure 5-16 Observer configuration 
 
The input u is calculated as follows: 
 
  )(ˆ txKNru −=   (5.12) 
 
The process suggested by Ledin is to use the Matlab place command to determine the K 
and L matrices. The poles used in this case were generated from a trial and error process 
whereby the system poles and their step response were observed. These poles were used 
to generate the L matrix and then divided by 4 to give the K matrix. This resulted in an 
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observer with a faster response time, when compared to the gain response time, which are 
the required conditions for an observer-controller. When the observer was constructed, 
the step response was observed and compared to the original system response. Using this 
method gave stable models which responded quickly, but the amplitude of the signals 
were too large. So a different approach was required.  
 
This approach follows the development of feedback control detailed in the course notes 
from the MIT graduate module, Feedback Control Systems [60]. These course notes 
contained good examples and information for creating different feedback models. The 
gain on the reference input, N, was calculated from the state-space matrices, as follows, 
from part 13 of the MIT course notes: 
  
11 ))(( −−−−= BBKACN   (5.13) 
 
5.5.4 Initial state-space model and observer-controller 
 
The PID controlled model shown in Figure 5-4 was stripped down to its simplest form 
with a slight change to some of the system dynamics, this is shown in Figure 5-17 
 
Figure 5-17 Basic dynamic system model 
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The Simulink blocks in Figure 5-17 refer to numbered equations these relate to the 
equations from Section 5.4 and are related as follows: 
positive displacement pump equation 1 is Equation 5.1, note the leakage used in 
the PID controlled was removed for simplicity; 
 heat exchanger system equation 2 is Equation 5.4; 
 expander equation 5 is Equation 5.8. 
 
Note that the cross-coupling equations were also removed for simplicity. The parameters 
for exhaust gas temperature (egt), exhaust gas mass flow rate (egf), expander speed 
(expspeed) and the lower system pressure (pdowns) were constants. The values for 
constants egt, egf and expspeed were chosen as the average values obtained from the 
initial modelling results of running the NEDC cycle with the QSS-TB/VW Golf model 
from Chapter 2. 
 
The state-space models created were controllable and observable and the system was 
stable. However the resulting observer-controller did not behave as expected to different 
inputs. Using the same inputs as for the PID controller, the test results were 
disappointing. An investigation showed that in spite of an excellent model fit, the 
identified model was not able to reproduce the system dynamics. 
 
In a different approach, the PID controlled model was used to acquire data for the system 
identification while the PID loops were operating. 
 
5.5.5 Second state-space model and observer-controller 
 
The PID controller shown in Figure 5-4 was used to generate new data. Real PRBS data 
was created for the pressure demand and torque demand signal inputs. The torque 
demand had a range of 30 N m to 70 N m in steps of 5 N m, and the pressure demand had 
a range of 15 bar to 25 bar in 1 bar steps. The PID model was then run with the different 
PRBS inputs. With eight different torque PRBS signals and ten for pressure PRBS 
signals, this gave 80 sets of data recorded. 
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All the data was then used to create new state-space models, with orders from 2nd to 9th, 
as specified in Section 5.5.2. For each data set, the result from executing the pem 
command was checked and if the fit was more than 85% for each of the outputs, then a 
continuous model was created, the system poles (eigenvalues) were obtained and if these 
were negative, then the model was saved. This resulted in 9 state-space models; detailed 
in Table 5-3. 
 
Order Torque range 
(N m) 
Pressure range  
(bar) 
Fit % 
(torque/pressure) 
2 60-65 16-17 93/90 
3 40-45 22-23 88/85 
4 30-35 17-18 94/85 
4 40-45 19-20 90/86 
4 40-45 21-22 89/88 
4 45-50 18-19 92/90 
4 50-55 16-17 94/88 
9 50-55 18-19 91/90 
9 50-55 18-19 93/87 
Table 5-3 System identification results for different input data sets 
 
In turn, each of the models were used to create observer-controllers. The best was the 4th 
order model with torque input range of 40 N m to 45 N m and pressure input range of 19 
bar to 20 bar. The overall effect was a slight improvement in the control performance 
when compared with the performance of the initial observer-controller developed in 
Chapter 5.5.4.  
 
 
5.6 Integrating the PID control model into QSS and PSAT 
170 
5.6 Integrating the PID control model into QSS and PSAT 
 
This section details how the model with two PID control loops was integrated and tested 
using the QSS and PSAT toolboxes. The Simulink hybrid vehicle models developed in 
Chapter 2 were used as base models to add the new PID control loops and then run using 
the three drive cycles detailed in Chapter 2. The drive cycle fuel consumption results are 
shown in tabular form. Engine power outputs are compared graphically. 
 
5.6.1 PID controlled system with QSS-TB 
 
The PID controlled system detailed in Section 5.4 was integrated into the hybrid vehicle 
model using the QSS toolbox. The updated model is shown in Figure 5-18.  
 
 
Figure 5-18 The PID controlled HYSTOR hybrid vehicle model using QSS-TB 
 
As can be seen in Figure 5-18, the Steam System and Hybrid Interface blocks have been 
updated from the model used in Chapter 2.  Steam System is a complete new block 
containing the PID controlled system which now includes a check on the exhaust 
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parameters to ensure that they are at values that where steam generation is reasonable. 
Figure 5-19 shows the updated Hybrid Interface block. 
 
 
Figure 5-19 Updated Hybrid Interface block 
 
 The Hybrid Interface block was updated to include the lookup tables that match the IC 
engine speed and load conditions to the exhaust gas mass flow rate and temperature. This 
feature was originally included in the Steam Generator block of the basic QSS-TB 
model.  Additionally a limit was enforced on the torque demand input to the expander 
PID controller; this was calculated in the initialisation file and was a function of the 
system pressure, using Equation 5.8 from Section 5.4. 
 
The complete Simulink files for the PID controlled steam system can be found in 
Appendix J. 
 
The PID controlled QSS-TB model was run using the NEDC, FTP-75 and US-06 drive 
cycles, details of which can be found in Appendix A. Table 5-4 shows the fuel 
consumption results for each of the drive cycles and compares them to the conventional 
vehicle and also to the results for the accumulator hybrid model from Section 2.5.2. 
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Drive 
Cycle 
Fuel used with 
conventional 
vehicle 
(litres/100 km) 
Fuel used with 
accumulator 
model 
(litres/100 km) 
Fuel used with 
PID controlled 
model 
 (litres/100 km) 
Percentage 
improvement 
conventional 
/accumulator 
NEDC 
(European) 
6.507 5.248 4.202 35.4 / 19.9 
FTP-75 
(Urban) 
6.557 5.075 3.811 41.9 / 24.9 
US-06 
(Highway) 
6.694 6.161 4.319 35.5 / 29.9 
Table 5-4 QSS-TB fuel consumption results, accumulator model, VW Golf data 
 
Table 5-4 shows a considerable reduction in fuel consumption with the PID controlled 
model compared with the conventional vehicle and also a good improvement over the 
performance of the accumulator model reported in Chapter 2, which contained a very 
simple control mechanism. The percentage improvement resulting from the US-06 drive 
cycle is closer to the results for the other two drive cycles. This is because the model for 
the steam system is now taking into consideration the changing exhaust gas conditions 
and altering the mass flow rate of water accordingly. This observation is consistent with 
the conclusion made for Chapter 2. 
 
Figure 5-20 shows the power data recorded for the FTP-75 drive cycle, using the VW 
Golf data. Only this drive cycle is shown as it is the most difficult to control. The others 
can be found in Appendix J. This data consists of three variables: 
1) power_demanded on the vehicle (T_ueb * w_ueb from the Gearbox block);  
2) power_developed by the steam system (Torque developed * expander speed from 
Steam System block); 
3) power_developed by the IC engine (T_GT * w_ueb from Hybrid Interface block). 
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Figure 5-20 Power comparison for QSS-TB PID controlled model, FTP-75 
 
As can be seen in Figure 5-20, the power output has increased when compared with the 
accumulator model in Chapter 2. 
 
5.6.2 PID controlled system modelled with PSAT 
 
The PSAT model was updated to accommodate the new PID controlled steam system; the 
new steam system component is shown in Figure 5-21. The complete Simulink files for 
the PID controlled steam system can be found in Appendix J, these are the same Simulink 
blocks as for the QSS-TB model from Level 3 – PID controlled system downwards. 
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Figure 5-21 PSAT steam system component with PID control 
 
The steam system block replaces the Steam Generator and Control blocks from the 
previous model. Additionally, the steam_torque_developed is stored in the PSAT bus 
structure for use within the accumulator engine block, as described in Section 2.3.1. 
 
The PID controlled PSAT model was run using the NEDC, FTP-75 and US-06 drive 
cycles, details of which can be found in Appendix A. Table 5-5 shows the fuel 
consumption results for each of the drive cycles and compares them to the conventional 
vehicle and also to the results for the accumulator hybrid model from Section 2.5.2. 
 
 
Drive 
Cycle 
Fuel used with 
conventional 
vehicle 
(litres/100 km) 
Fuel used with 
accumulator 
model 
(litres/100 km) 
Fuel used with 
PID controlled 
model 
 (litres/100 km) 
Percentage 
improvement 
conventional 
/accumulator 
NEDC 
(European) 
6.70 4.93 4.32 35.45/ 12.3 
FTP-75 
(Urban) 
6.69 4.24 4.07 39.20 / 4.0 
US-06 
(Highway) 
7.28 6.60 5.37 26.20 / 18.6 
Table 5-5 PSAT fuel consumption results, accumulator model, Honda Civic data 
 
Table 5-5 shows a considerable reduction in fuel consumption with the PID controlled 
model compared with the conventional vehicle, with the percentage improvements being 
5.6 Integrating the PID control model into QSS and PSAT 
175 
similar to those obtained for the QSS-TB model. As with the results for the QSS-TB PID 
controlled model, the percentage improvement for the US-06 drive cycle is more in line 
with the results for the other two drive cycles. Once again, this is because the model for 
the steam system is now taking into consideration the changing exhaust gas conditions 
and altering the mass flow rate of water accordingly, agreeing with the conclusion from 
Chapter 2.  
 
The percentage improvement between the accumulator and PID control are not as large 
as they were for the QSS-TB results, shown in Table 5-4. This could be due to the fact 
that the PSAT model is a more faithful representation of the system dynamics than the 
QSS-TB model and already demonstrated a substantial improvement with the 
accumulator model, which is placed differently to the QSS-TB model accumulator. 
 
Figure 5-22 shows the power data recorded for the FTP-75 drive cycle. For NEDC and 
US-06 see Appendix J. This data consists of three variables: 
1) power_demanded on the vehicle (accmech_pwr_out from the Mechanical 
Accessory block);  
2) power_developed by the steam system (steam_torque_developed multiplied by 
eng_spd_out_simu from Steam System  and Engine blocks, respectively); 
3) power_developed by the IC engine (cpl_pwr_in from Clutch block). 
 
 
5.6 Integrating the PID control model into QSS and PSAT 
176 
0 200 400 600 800 1000 1200 1400 1600 1800
-1
0
1
2
3
4
5
x 104
Time, s
Po
w
er
, 
W
a
tts
FTP-75
 
 
Power demanded on vehicle
Power required of IC Engine
Power developed by Steam System
 
Figure 5-22 Power comparison for PSAT PID controlled model, FTP-75 
 
As with the QSS-TB model, it can be seen in Figure 5-22 that the steam system power 
output has increased when compared with the graphs obtained for the accumulator model 
in Chapter 2. 
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5.7 Conclusions for control strategy development and 
modelling 
 
Using a simple PID controlled model improved the fuel consumption, compared with the 
fuel consumption of the conventional vehicle, by between 26% and 41%, when 
comparing with the simple accumulator algorithm, the improvement was between 4% and 
29%.  
 
The largest improvement was seen for the US-06 drive cycle where the new models more 
faithfully represent the varying exhaust conditions and consequently the resulting steam 
flows are better represented, this confirms the conclusions made in Chapter 2 with respect 
the low fuel consumption improvements of the US-06 results. The mass flow rate of 
water into the heat exchanger was varied in proportion to the change in exhaust 
conditions, and hence more heat was exchanged and more work generated. 
 
Reiterating the comments made in the conclusions for Chapter 2, the question of whether 
the results are realistic must be considered. The model components were less simplistic at 
this stage, for example the expander model was no longer a simple representation of ideal 
isentropic expansion, and the heat exchange process had some simple dynamics added, 
additionally a pump model had been added to the system. However, some issues remain 
such as the weight of the added system components, the friction losses due to 
mechanically coupling the steam expander and IC engine work outputs. Finally, the 
models again assumed that heat was available instantaneously, and did not consider the 
dynamics of the system over time. These issues will be considered for further work. 
 
The system identification and modelling of the observer-controller model failed to 
capture the full system dynamics. The most likely cause was the non-linear nature of the 
system that called for a full non-linear or multi-model approach.  
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The PID controlled models performed well and these results indicate that a linear 
multivariable controller using low order representations would be very likely to work if 
based on a capable underlying system model.  
 
Proving the controller remains a task to be completed. The heat exchanger results that 
include the heat transfer dynamics were not available as this thesis was being drafted. 
The low order model assumed in this chapter is still considered to be the most likely 
result even though the parameters could only be finally evaluated from the experimental 
data. 
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6.1 Optimisation introduction 
 
This chapter presents a brief overview of the optimisation strategy for the system. The 
overall optimisation requirement is to minimise the fuel consumption whilst generating a 
percentage of the torque demanded on the IC engine and maximising the use of the steam 
available.  
 
Due to time constraints, the actual modelling and execution of the optimisation strategies 
was not possible, hence there are no results for this chapter. However each optimisation 
requirement will be presented so that the implementation of the algorithms, for any future 
work that may occur on the system concept, is assisted. 
 
Section 6.2 will discuss the optimisation requirements and possible solutions for the 
minimisation of fuel consumption. Section 6.3 will discuss the requirements to maximise 
the use of the steam generated by the system. Section 6.4 presents some additional 
considerations for optimising the control and behaviour of the HYSTOR system which 
were investigated using the QSS-TB model. Section 6.5 will summarise and conclude the 
optimisation strategies. 
 
 
6.2 Optimisation of fuel consumption 
181 
6.2 Optimisation of fuel consumption 
 
The overall project goal is to improve the fuel efficiency of the IC engine. With the 
addition of the steam hybrid system, it has been shown in Chapter 5 how the fuel 
consumption is reduced with a simple, PID controller. However, by optimising the 
control with respect to the IC engine’s efficiency, it is anticipated that the fuel 
consumption could be further reduced. This section will present possible solutions 
towards developing optimisation algorithms to minimise the fuel consumption.  
 
The following is true of the HYSTOR steam system: 
1) If the torque demand is negative, then the torque is the sum of the IC engine 
torque, Tice,  plus the braking torque, Tbrake, as given in Equation 6.1; 
 
 brakeiceoutdemand TTTveT +=− ;   (6.1) 
 
2) If the torque demand in positive, then the torque output is the sum of the IC 
engine torque, Tice, plus the steam system torque, Tss, as given in Equation 6.2. 
 
 ssiceoutdemand TTTveT +=+ ;    (6.2) 
 
An IC engine has an efficiency diagram associated with it that details the ideal load 
conditions on the IC engine to get maximum efficiency for each speed step; this is 
usually referred as the e-line. If the IC engine torque output is close to the e-line for the 
engine, then this will provide the optimal fuel consumption. Thus it is required to 
minimise the fuel mass flow rate, fm&  with respect to the torque supply, this is shown in 
Equation 6.3.  
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 Where N is the duration of the drive cycle or trip taken. 
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The first step is to determine the e-line for the IC engine. The PSAT toolbox contained 
data and maps for the fuel consumption; the map used for the Honda Civic is shown in 
Figure 6-1. 
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Figure 6-1 Fuel consumption map for Honda Civic, using PSAT data 
 
With the acquired speed/load data for the e-line, an optimisation algorithm can be 
developed so that in ideal conditions, the torque demand is met by the most efficient 
output for that speed by the IC engine, and if there is any torque demand not met by this, 
then the steam expander will supply the rest of the demand. Using the Honda Civic data 
as an example, if the speed of the IC engine is 2000 rpm, and the torque demand in 150 N 
m, it can be seen from Figure 6-1 that the most efficient torque output is 130 N m from 
the IC engine. Therefore the optimum output from the steam expander is 20 N m, this is 
the torque demand that should be fed to the steam system. 
 
There are three scenarios when the torque demand is positive: 
1) Torque demanded, Tdem, is less than the IC engine efficiency line, Ticeε; 
2) Tdem, is equal to the IC engine efficiency line, Ticeε; 
3) Tdem, is more than the IC engine efficiency line, Ticeε. 
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For scenario 1 a decision needs to be made as to how to split the torque between the 
steam system and the IC engine. For scenarios 1 and 2, the decision is whether to run on 
steam only (if there is sufficient steam) or IC engine only (if there is not sufficient 
steam), this will be further investigated in the next section on optimising the steam usage.  
 
For scenario 3, Tdem, is greater than Ticeε, hence the IC engine is able to run at its 
optimum load, but only if there is sufficient torque available form the steam system to 
make up the remaining torque demand. The optimisation algorithm is developed in 
Equations 6.4 and 6.5: 
 
 εicedemdss TTT −=      (6.4) 
 ( ) ( )2221min actssdssiceice TTTTJ −+−= λλ ε   (6.5) 
 
Where:  
 Tdss is the torque demand on the steam system; 
 Tactss is the actual torque available from the steam system.  
 
Equation 6.4 calculates the difference in demanded IC engine torque and the optimal IC 
engine torque that results in the torque demanded on the steam system, Tdss. From 
Equation 6.5, it can be seen that the values for constants λ1 and λ2 can be chosen to 
prioritise the IC engine torque or the steam system torque with respect to the cost 
function J. This cost function represents the balance, or trade-off, between the IC engine 
efficiency and the availability of torque from the steam system. The cost function 
constants would have different settings for different drive modes, depending on the 
priority of, for example, fuel consumption or IC engine emissions.  
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6.3 Optimisation of steam usage 
 
This section will discuss maximising the steam usage. Two configurations are 
considered, a system with a steam accumulator and a system without a steam 
accumulator.  
 
For the system with a steam accumulator, the system should control the storage of unused 
steam in order to meet other optimisation requirements, e.g. keeping the IC engine near to 
its e-line, and also to reserve the steam for use within an emissions free zone. This system 
would need to consider some of the issues related to battery charging/electrical storage, 
like the SOC parameter. There will be no problem with overcharging the steam 
accumulator, although obviously the steam would need to be diverted if the accumulator 
was full, but what is the life expectancy of stored steam? Discharge rates etc? The 
answers to these questions would hopefully be answered from analysing the results of the 
heat exchanger tests, when they are available. A new variable could be used to represent 
the life expectancy of the stored steam Length of Charge or LOC could be used for this 
variable. 
 
For the system without the accumulator, a battery could be charged with any excess 
steam if steam is being generated but not required at that time, for example when the car 
is going down a hill, the alternative is to waste the steam or somehow cease to generate 
steam, for example, divert the exhaust gases or implement a cooling system. 
 
Additionally the efficient use of the steam needs careful consideration. The mass flow 
rate of steam needs to be optimised to either create steady torque, or sharp bursts of high 
torque, depending on the driving demands.  
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6.4 Further considerations for the optimisation of the HYSTOR 
system 
 
The section briefly details some variables for consideration in relation to the optimisation 
of the HYSTOR system. Some of these variables have been run through a simple 
optimisation exercise using the PID controlled model. 
 
6.4.1 Expander size and reduction gearbox ratio 
 
The size of the steam expander in the models was fixed at 0.2 litres and the reduction 
gearbox ratio (gearing of mechanical coupling for steam expander to drivetrain) was 
fixed at 2. These two variables were given ranges, the expander size from 0.1 litres to 1 
litre and the gear ratio 2 to 16, and the resulting fuel consumption from running the 
NEDC with the PID controlled model. The results of this task are shown in Figure 6-2. 
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Figure 6-2 Optimisation of fuel consumption for different expander sizes and gearbox ratios 
 
It can seen from this simple optimisation task, that the optimised fuel consumption can be 
found with an expander of 0.6 litres and a gearbox reduction ratio of 2:1. This task was 
executed with large steps between values, a further optimisation could be performed 
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using the Matlab fminsearch command, from the optimisation toolbox, which would run 
with much smaller steps and focuses around start points. Note for reduction ratios of 16 
and 32, the model did not complete its run; hence the results were not available. 
6.4.2 Volume of water and accumulator size 
 
The volume of water available in the system could be optimised along with the size of the 
accumulator vessel. The volume of the water includes the water in the supply reservoir 
and the accumulator/heat exchanger. These variables should be optimised together as 
they are related. The optimisation would need to be done over a long period of time, with 
respect to running the model, especially with larger volumes and accumulator sizes, to 
allow for the steam to build up and use the accumulator size fully. Also a new driving 
cycle would need to be created to create conditions whereby steam is being generated for 
a long period, but not used, followed by a period of heavy steam usage; this would give a 
result when optimising the volume and size.  
 
6.4.3 Condenser size 
 
Currently the model lacks a condenser block. If a condenser is modelled in the future, 
then the size could also be optimised; possibly coupled with the optimisation of the water 
volume and accumulator size. Additionally, when modelling the condenser, consideration 
should be given to including the condenser as part of the IC engine cooling system, as 
this would reduce the overall vehicle weight, and hence should give lower fuel 
consumption than if the condenser was added as a new component. 
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6.5 Conclusions for optimisation development and modelling 
 
The development of the algorithms and optimised variables presented in this chapter give 
a good overview of the optimisation possible with the HYSTOR system. The simple 
optimisation routine from Section 6.4.1 shows that further fuel consumption reduction is 
possible using different variables for the system components. 
 
Once the control models have been fully developed, using the heat exchanger test data, 
then the optimisation algorithms can be modelled, tested and then implemented into an 
embedded control system. 
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This chapter begins by summarising the conclusions made for each of the chapters in this 
thesis. Overall conclusions are then made including a review of the objectives for the 
thesis as stated in Chapter 1. Finally some improvements and recommendations for 
further work on the HYSTOR system are presented and discussed.  
 
7.1 Conclusions for software modelling and simulation of the 
HYSTOR concept 
 
The initial software modelling and simulation in Chapter 2 show that there are significant 
fuel economy advantages to be made (up to 36% improvement from the PSAT simulation 
results) and that these are achievable at practical operating pressures (18 bar was used for 
the initial models). 
 
The results improved at a similar rate as the thermal models were improved from the 
boiler model to the accumulator model. Both the NEDC and FTP-75 cycle results showed 
fuel consumption improvements within 13.1% to 36%. However for the US-06 results, 
the improvements were less, between 6.89% and 9.4%. Although it was initially thought 
that this drive cycle would give better results than the other two drive cycles, due to high, 
constant speeds representative of highway driving, this result agrees with the findings 
made by Bayley [6] who reported that the FUDS drive cycle gave a better performance 
than the FHDS drive cycle with respect to fuel consumption reduction; FUDS and FHDS 
being earlier versions of FTP-75 and US-06, respectively. It is concluded that this is due 
to the US-06 cycle operating at higher temperatures during the high speed section of the 
cycle whilst the mass flow rate of water through the steam system remains constant. If the 
water mass flow rate were increased with the exhaust gas temperatures, then more heat 
would be transferred, more steam generated and hence more work available to assist the 
IC engine.  It was anticipated that this would be taken into account when developing the 
control further and hence a more significant improvement would be experienced. 
 
Chapter 2 also presented comparisons of the speed/load for each of the drive cycle 
results. For the boiler model results, the loads are reduced for both positive and negative 
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points, whereas for the accumulator model the loads are only reduced for the positive 
points. This is because the accumulator algorithm introduces a simple control to only 
generate torque when positive torque is demanded and to accumulate the torque (steam) 
when negative torque is demanded on the IC engine. 
 
As expected, the PSAT models yielded better results than QSS-TB, for the NEDC and 
FTP-75 cycles, due to its dynamic properties which are better suited for HYSTOR 
dynamics due to the heat transfer calculations. 
 
7.2 Conclusions for small expander testing 
 
Chapter 3 concludes that the two stroke expander in a uni-flow configuration, using a 
solenoid valve to control the inlet, gave the best results in terms of power and efficiency 
for use as a reciprocating steam expander.  
 
The rotary expander was inefficient compared to the uni-flow expander and, when used 
with steam, had problems with the rotor tips which would increase in size, due to the high 
temperature, and caused the expander to cease. The counter-flow expander proved un-
stable with the control valves used. These issues may only be relevant to the size of the 
expanders, and a further recommendation would be to experiment with slightly larger 
sized expanders, where such limitations may not exist. 
 
The specific torque and power recorded for the small expanders were good, going some 
way to proving that the HYSTOR system concept in that there is a good power source in 
steam, and if the generated steam, from the heat exchanger is of good quality, then a 
worthwhile amount of torque and hence power is available. 
 
7.3 Conclusions for modelling and validation of small 
expanders 
 
Chapter 4 began by stating that if the models could produce results that were within ±5%, 
then this would be an acceptable limit and the models could be used to validate the 
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experimental results. It was concluded that the small expander models developed can 
predict the torque output of the uni-flow and rotary configuration with no valve control, 
for speeds below 500 rpm to within the accepted ±5% of the experimental torque. 
However, when the solenoid valves were used with the rotary expander, satisfactory 
results were not obtained, hence that configuration, and components, requires more 
investigation.  
 
There was also a question of scalability; could the results be scaled up to predict the 
behaviour of larger expanders? Chapter 4 concludes that some further modelling and 
validation would need to be done with medium size expander configurations to determine 
whether scalability would be possible or not. Additionally, further exploration of GT-
Power’s ability to create different heat transfer simulations needs to be carried out when 
improving the models. 
 
7.4 Conclusions for control development and modelling 
 
With an improved model of the system dynamics and some control development, the fuel 
consumption for the QSS and PSAT models was further reduced, with improvements of 
up to 41%, corresponding to an improvement of up to 29% over the accumulator model. 
As anticipated in Chapter 2, taking into consideration the dynamics of the system 
pressure and mass flow rate of water meant that the US06 cycle gave much improved 
results of up to 35% when compared to the conventional vehicle fuel consumption. 
 
The strategy for developing an observer controller was good, but was not successful. It 
was concluded that this strategy would have had more success if the results from the heat 
exchanger experiments had been available in time. Obtaining these results would have 
given an insight into the dynamics of the HYSTOR system and hence improved the 
dynamic modelling of the system. This in turn, would have resulted in state-space models 
that could produce a robust observer controller. 
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7.5 Conclusions for optimisation development and modelling 
 
Although there was insufficient time to be able to model the optimisation algorithms and 
hence acquire results to compare with the control modelling results, from the discussion 
presented in this chapter the following can be concluded: There is plenty of scope for 
developing various optimisation algorithms, both complex, in relation to the minimisation 
of fuel consumption with respect to the efficiency of the IC engine, and simple, in 
relation to optimising the size of the components used in the HYSTOR system. 
 
7.6 Overall conclusions 
 
The small expander testing was useful to determine which expander configurations were 
best suited to use as a steam expander within the HYSTOR system. The uni-flow 
expander was considered most suitable under the test environment conditions and 
limitations described in Chapter 3.  
 
The expander modelling also gave favourable results for the uni-flow expander, whilst 
the rotary expander and counter-flow expander models require more development before 
they can be used for validation. Moreover, some validation and modelling for medium 
size expanders needs to be carried out before the results can be used to predict results for 
expanders of varying sizes. 
 
The initial software modelling resulted in satisfactory improvements in fuel consumption 
and the models were a good building block for the control and optimisation development. 
Further improvements were seen with the PID controlled model and further 
improvements should be obtainable with the development of both a robust LQR control 
model and the optimisation algorithms.  
 
Revisiting the main objectives of the thesis, as specified in Chapter 1, has the thesis met 
the objectives?  
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Objective 1: Give a review of the expander testing completed, including discussions of 
the results.  This objective has been fulfilled by detailing the expander test setup and 
presenting the results in Chapter 3, which included some discussion on the results and 
how they related to the observed efficiencies of the small expanders. 
 
Objective 2: Present an overview of the software modelling performed for the project. 
This objective is part fulfilled by Chapter 2 for the overall system modelling where the 
basic HYSTOR concept was modelled, using two different toolboxes, and run with some 
simple hybrid configurations using standard drive cycle data. This was useful 
groundwork for proving the basic system concept and providing an indication of the fuel 
economy to be expected for the system. 
 
Chapter 4 also fulfils this objective by detailing the small expander modelling using the 
GT-Power toolbox. Discussions are presented on the issues of scalability and validation 
using such models. 
 
Objective 3: Discuss, in detail, how the control architecture was developed, designed and 
tested. This objective has been met by Chapter 5 where the development of the control 
architecture is presented, detailing how the project progressed from the very simple 
control employed in the Chapter 2 models towards developing a benchmark PID 
controlled system, which in turn was used to develop some more robust control models. 
 
Objective 4: Discuss possible optimisation strategies and how they could be applied to 
the system concept. This objective has been satisfied by Chapter 6, which discusses both 
simple and complex optimisation algorithms that could be used to optimise the HYSTOR 
system. 
 
Objective 5: Summarise the project progress, draw conclusions and discuss future work 
in this area. This objective is fulfilled by this chapter. 
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Thus it can be concluded that the thesis objectives have been successfully achieved. The 
overall objective to prove system concept has been partly met. The main reason for not 
completing this objective is due to time and budget constraints of the project. It is 
anticipated that with a follow on project providing some more time and resources, the 
system concept will be proven successful. As the thesis is being concluded, the heat 
exchanger experiments are beginning to be successful. The results will be presented in a 
separate document. 
 
The work detailed in this thesis has proven to be good groundwork towards proving the 
HYSTOR concept, but there is still work to be done, this will be discussed in the next 
sub-section. 
 
7.7 Improvements and recommendations for further work 
 
 
The first area to be considered is the modelling of the hybrid vehicle configurations. The 
model components in the initial stage were basic, for example the expander model was a 
representation of ideal isentropic expansion and the modelling of an accumulator was a 
simple set of integrators carrying the overall net steam used and generated, this did not 
take into consideration the quality of the accumulated steam, which may deteriorate over 
time. Additionally, the weight of the added components were not taken into 
consideration, neither was the possible friction losses due to mechanically coupling the 
steam expander and IC engine work outputs. Finally, the models assumed heat was 
available instantaneously, and did not consider the dynamics of the system over time. 
These issues should be considered for further work on the modelling of the overall hybrid 
vehicle application. 
 
Another area to be considered is the expander experiments; there are a number of 
recommendations presented in Chapter 3 relating to improvements to this task. Before 
beginning to test medium sized expanders some issues need careful consideration, 
lubrication and valve control for example. The HYSTOR project spent some time in 
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developing a small controllable valve that could withstand high speeds, pressures and 
temperatures, but in the end, due to time constraints it was deemed to be outside the 
scope of the project, but should be considered for future projects, or even be worthy of a 
project by itself. 
 
The components to be sourced for medium sized expander tests, should themselves be 
larger than the small expander components were, and hence should have a less limiting 
set of specifications with respect to speeds, high pressures and temperatures for example. 
Although the conclusion is that a uni-flow configuration is the most suitable out of the 
configurations tested in Chapter 3, a further recommendation is to consider other types of 
expander, for example a steam turbine. It is interesting to note that BMW are reported to 
have experienced problems with their choice of expander and have opted for an axial 
piston configuration rather than the originally planned turbine configuration [61]. 
 
Considering the development of expander models, an improvement is needed to ensure 
the timing for inlet and exhaust are correctly recorded during experiments and then 
implemented into the models. Additionally, investigation into how to model the different 
heat transfer characteristics for the source is recommended. In the original project plan it 
was envisaged that the validated GT models would interface with the Simulink model to 
improve the system model, this should be considered for any future HYSTOR project. 
 
In the original HYSTOR system concept diagram (Figure 1-6) a low pressure pump 
system is detailed, but not further developed in this project, this system needs 
consideration and development in any future project. 
 
 
Another item in the original project plan was to develop an embedded control system to 
control a system setup similar to the heat exchanger system and form a Hardware-in-loop 
(HIL) system to enable the development and test of the controller. This should form part 
of the project plan for any future work. 
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An obvious consideration for the development of the control strategy is to obtain the 
results from the heat exchanger tests and utilise these to create a good representation of 
the system dynamics. Additionally if some PRBS data is used to run the heat exchanger 
experimental setup, then the data acquired could be used to perform system identification 
and hence the results from that to be used to develop a robust LQR controller. This model 
in turn could be used to develop an optimal controller, possibly an LQG or even 
investigating a model predictive controller (MPC). Additionally, careful attention is 
required to integrate the supervisory control requirements into the optimised controllers.  
 
Finally, some of the control strategies listed in the literature review of Chapter 1 could be 
considered for further development of an optimal control system, for example the ECMS 
technique. This would improve the control of the HYSTOR system and also work 
towards an energy management control system for a HYSTOR hybrid vehicle 
configuration. 
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Appendix A: Drive cycle data 
 
This appendix presents the drive cycle data used to run the software models in Chapter 2 
and Chapter 5. 
 
A.1 NEDC 
 
The New European Drive Cycle simulates urban and highway driving conditions. The 
drive cycle is made up of two earlier drive cycles. The first is the ECE (Economic 
Commission for Europe test cycle) which is an urban drive cycle, also known as UDC, 
and was created to simulate inner-city driving conditions; this drive cycle is repeated four 
times at the start of the NEDC. The second cycle that creates the NEDC is the Extra 
Urban Drive Cycle (EUDC); this cycle is added to the end of the four ECE cycles to 
complete the NEDC. A summary of the NEDC characteristics is as follows: 
 
  Distance: 11 km; 
  Time: 1180 seconds; 
  Average speed: 32.26 km/h; 
  Maximum speed: 120 km/h. 
 
The graphs in Appendix figure 1 show the speed, acceleration and gear number data used 
for the NEDC drive cycle. 
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Appendix figure 1 NEDC drive cycle data used in the QSS-TB models 
 
As can be seen, the NEDC cycle for the first two thirds consists of low speeds, frequent 
gear changes, which are characteristics of inner-city driving. However, the final third is 
made up of higher speeds and less frequent gear changes which would simulate highway 
driving. The fuel consumption for a conventional vehicle is as follows: 
 
 VW Golf data: 6.507 litres per 100km; 
 Ford I3 data: 5.538 litres per km. 
 
Appendix figure 2 shows the speed load points for each of the data sets running the 
NEDC drive cycle using the QSS-TB model. 
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Appendix figure 2 Engine speed and load points for the NEDC drive cycle 
 
The load points are almost equally spread about the zero axis, it is expected that adding 
the heat recovery system will cause the spread to be less equal as the positive load points 
will be lowered towards the zero axis due to the steam system generating some of the 
positive torque, this will in turn cause the fuel consumption to be reduced. 
 
A.2 FTP-75 
 
The Federal Test Procedure No.75 cycle is an American standard that simulates urban 
driving conditions. The drive cycle created from an earlier drive cycles called FTP-72, 
also known as Urban Dynamometer Driving Schedule (UDDS) which simulates a cold 
start phase followed by urban driving conditions with frequent stops. The difference 
between the FTP-72 and FTP-75 being that the first half of the FTP-72 is added onto the 
end creating FTP-75, a cycle of three phases: 
1) Cold start; 
2) Transient; 
3) Hot start. 
 
A summary of the FTP-75 characteristics is as follows: 
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  Distance: 17.77 km; 
  Time: 1877 seconds; 
  Average speed: 34.1 km/h; 
  Maximum speed: 91.1 km/h. 
 
The graphs in Appendix figure 3 show the speed, acceleration and gear number data used 
for the FTP-75 drive cycle. 
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Appendix figure 3 FTP-75 drive cycle data used in the QSS-TB models 
 
As can be seen, the FTP-75 cycle consists mainly of low speeds, frequent gear changes, 
which are characteristics of inner-city, or urban, driving. However, there are a couple of 
sections which are made up of higher speeds and less frequent gear changes which would 
simulate outer-city, but not highway, driving. The fuel consumption for a conventional 
vehicle is as follows: 
 
 VW Golf data: 6.557 litres per 100km; 
 Ford I3 data: 5.588 litres per km. 
 
Appendix figure 4 shows the speed load points for each of the data sets running the FTP-
75 drive cycle using the QSS-TB model. 
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Appendix figure 4 Engine speed and load points for the FTP-75 drive cycle 
 
The load points are almost equally spread about the zero axis with some points slightly 
higher on the positive side It is expected that adding the heat recovery system will cause 
the spread to be less equal as the positive load points will be lowered towards the zero 
axis due to the steam system generating some of the positive torque, this will in turn 
cause the fuel consumption to be reduced. 
 
A.3 US-06 
 
The United States 06 (US-06) also known as US-06 Supplemental Federal Test Procedure 
(SFTP) is another American standard that was developed to create the short-comings of 
the FTP-75 cycle and hence this cycle simulates aggressive driving conditions with high 
speeds and high accelerations.  
 
A summary of the US-06 characteristics is as follows: 
  Distance: 12.8 km; 
  Time: 596 seconds; 
  Average speed: 48.4 km/h; 
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  Maximum speed: 129.2 km/h. 
 
The graphs in Appendix figure 5 show the speed, acceleration and gear number data used 
for the US-06 drive cycle. 
 
0 100 200 300 400 500 600
0
10
20
30
Sp
ee
d,
 
m
/s
0 100 200 300 400 500 600
-2
0
2
4
Ac
c
el
er
a
tio
n
, 
m
/s
2
0 100 200 300 400 500 600
0
2
4
6
G
ea
r 
n
u
m
be
r
Time, s
 
Appendix figure 5 US-06 drive cycle data used in the QSS-TB models 
 
As can be seen, the US-06 cycle consists mainly of high speeds and few gear changes, 
which are characteristics of a highway driving schedule. However, there are a couple of 
sections which are made up of lower speeds and frequent gear changes which would 
simulate inner-city driving. The fuel consumption for a conventional vehicle is as 
follows: 
 
 VW Golf data: 6.694 litres per 100km; 
 Ford I3 data: 6.023 litres per km. 
 
Appendix figure 6 shows the speed load points for each of the data sets running the US-
06 drive cycle using the QSS-TB model. 
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Appendix figure 6 Engine speed and load points for the US-06 drive cycle 
 
The load points are almost equally spread about the zero axis with some points slightly 
higher on the positive side. It is expected that adding the heat recovery system will cause 
the spread to be less equal as the positive load points will be lowered towards the zero 
axis due to the steam system generating some of the positive torque, this will in turn 
cause the fuel consumption to be reduced. 
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Appendix B: Matlab and Simulink data for the software 
modelling and simulation 
 
This appendix contains the Matlab files and Simulink blocks used for the initial software 
modelling of the HYSTOR concept.   
 
Section B.1 contains the Simulink blocks for the basic steam hybrid model that is 
described to in Section 2.2.1. The model is divided into levels with level 1 representing 
the top level of the model and levels 2 through 4 representing the lower levels. 
 
Section B.2 contains the Simulink blocks for the accumulator steam hybrid model that is 
described to in Section 2.2.1. The model is divided into levels with level 1 representing 
the top level of the model and levels 2 through 4 representing the lower levels. 
 
Section B.3 contains the Matlab files that are required to initialise the QSS-TB steam 
hybrid models. These files are referenced in Section 2.2.2. A description for each file is 
given before the actual file contents. 
 
Section B.4 contains the Matlab files that are required to initialise the PSAT steam hybrid 
models. The file and its use is described in Section 2.3.2. 
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B.1 Simulink blocks for the basic model 
 
Appendix figure 7 Level 1 – QSS-TB basic steam hybrid 
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Appendix figure 8 Level 2 – Steam system 
 
 
Appendix figure 9 Level 2 – Hybrid interface 
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Appendix figure 10 Level 3 – Steam generator 
 
 
Appendix figure 11 Level 4 – Boiler 
 
 
Appendix figure 12 Level 3 – Work 
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B.2 Simulink files for the accumulator steam system 
 
Appendix figure 13 Level 1 – QSS-TB accumulator steam hybrid 
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Appendix figure 14 Level 2 – Steam system 
 
 
Appendix figure 15 Level 2 – Hybrid interface 
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Appendix figure 16 Level 3 – Steam generator 
 
Appendix figure 17 Level 4 – Boiler 
 
Appendix figure 18 Level 3 – Control 
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B.3 Initialisation files for QSS-TB 
initdataG.m – For VW Golf Vehicle 
 
This Matlab file loads all the necessary parameters for the function blocks for the QSS-
TB model. Drive cycle files are loaded which contain a time constant, speed and gear 
number for the drive cycle; from this data acceleration is calculated. The parameters for 
the gearbox, fuel, vehicle and engine function blocks are also specified in this file. VW 
Golf data is used throughout.  
 
% Parameters, run first 
% ********************* 
  
% Simulation parameter 
global h; 
h     =    1;           % Step size (s) 
  
% Load drive cycle 
% load NEDC_TVG;        % Load time, speed and gear from NEDC drive 
% load FTP_75;          % Load time, speed and gear from FTP drive 
load FTPUS06;           % Load time, speed and gear for US06 
  
nnn=max(size(V_z)); 
D_z=[V_z(2:nnn)-V_z(1:nnn-1);0]/h; % Compute acceleration (m/s^2) 
t_sim = (nnn-1)*h;                      % Cycle length (s) 
  
% Gear ratios (incl. differential) - Vehicle specific (VW Golf 1.6) 
i_1 = 14.68375; 
i_2 =  8.262; 
i_3 =  5.8225; 
i_4 =  4.386; 
i_5 =  3.6125; 
  
P_GT0   = 300;                    % Gearbox efficiency 
e_GT      = 0.90;                 % Gearbox efficiency (-)(VW Golf 1.6) 
Ueb_min   = 0.1;                  % Min. gear ratio (-) 
w_rad_min = 1.00;                 % Min. wheel speed (rad/s) 
  
% Create schedule of gear change 
I_z =  0*ones(size(G_z)); 
for i=1:nnn; 
    if     G_z(i)==0; 
        I_z(i)=0; 
    elseif G_z(i)==1; 
        I_z(i)=i_1; 
    elseif G_z(i)==2; 
        I_z(i)=i_2; 
    elseif G_z(i)==3; 
        I_z(i)=i_3; 
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    elseif G_z(i)==4; 
        I_z(i)=i_4; 
    elseif G_z(i)==5; 
        I_z(i)=i_5; 
    end; 
end; 
  
% Parameter fuel 
H_u      = 43.5e6;                      % Heat in value (J/kg) 
rho_B    =  0.75;                       % Density (kg/m^3) 
k_ks     =  1.15;                       % Cold start factor (-) 
  
% Parameters for vehicle 
r_rad =    0.309;                       % Wheel radius (m)(VW Golf 1.6) 
m_f   =    1181.0;                      % Mass (kg)(VW Golf 1.6) 
mu    =    0.007;                       % Friction coefficient (-) 
g     =    9.81;                        % Erdbeschleunigung (m/s^2) 
rho   =    1.18;                        % Density air (kg/m^3) 
cw    =    0.321;                       % Drag coefficient (-)(VW Golf 
1.6) 
A_f   =    2.1;                         % Frontal area (m^2)(VW Golf 
1.6) 
  
% Parameter engine 
V_h        = 1.60e-3;             % Displaced volume (m^3)(VW Golf 1.6) 
theta_VM   = 0.125;                     % Inertia (m^2 kg)(VW Golf 1.6) 
T_VM_SchaB = -5;                        % Decel torque (Nm) 
V_VM_SchaB =  0;                        % Decel consumption (kg/s) 
w_VM_idle  = 105.0;                     % Idle speed (rad/s) 
V_VM_idle  = 2.6e3*h/H_u;               % Idle consumption (kg/s) 
T_VM_idle  = 0;                         % Idle torque (Nm) 
  
% Fuel  Consumption map(kg/s) 
load w_VM_row; 
load p_me_col; 
load p_me_max; 
load w_VM_max; 
  
T_VM_col   = p_me_col'*V_h/(4*pi);      % Compute torque                                        
  
mapallvars_Golf;                        % call map function call to 
    % plot fuel consumption  
w_VM_upper = max(w_VM_max);             % Max. speed (rad/s) 
T_VM_max   = p_me_max'*V_h/(4*pi);      % Max. torque (Nm) 
 
% Now initialise the steam sub-system 
initialise_system;                      % Initialise steam system 
 
initdataI – for Ford I3 Vehicle 
 
This Matlab file loads all the necessary parameters for the function blocks for the QSS-
TB model. Drive cycle files are loaded which contain a time constant, speed and gear 
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number for the drive cycle; from this data acceleration is calculated. The parameters for 
the gearbox, fuel, vehicle and engine function blocks are also specified in this file. For 
the Ford I3 model, only the engine data was available hence for the other parameters the 
VW Golf data is used. 
 
% Parameters, run first 
% ********************* 
  
% Simulation parameter 
global h; 
h     =    1;           % Step size (s) 
  
% Load speed cycle 
load NEDC_TVG;          % Load time, speed and gear from NEDC drive 
%load FTP_75;           % Load time, speed and gear from FTP drive 
%load FTPUS06b;         % Load time, speed and gear for US06 
  
nnn=max(size(V_z)); 
D_z=[V_z(2:nnn)-V_z(1:nnn-1);0]/h;      % Compute acceleration (m/s^2) 
  
%plot(T_z,V_z,D_z,G_z) 
t_sim = (nnn-1)*h;                      % Cycle length (s) 
  
% Gear ratios (incl. differential) - Vehicle specific (VW Golf 1.6)  
i_1 = 14.68375; 
i_2 =  8.262; 
i_3 =  5.8225; 
i_4 =  4.386; 
i_5 =  3.6125; 
  
P_GT0   = 300;                          % Gearbox efficiency 
e_GT      = 0.90;                       % Gearbox efficiency (-)(VW Golf 
1.6) 
Ueb_min   = 0.1;                        % Min. gear ratio (-) 
w_rad_min = 1.00;                       % Min. wheel speed (rad/s) 
  
% Create schedule of gear change 
I_z =  0*ones(size(G_z)); 
for i=1:nnn; 
    if     G_z(i)==0; 
        I_z(i)=0; 
    elseif G_z(i)==1; 
        I_z(i)=i_1; 
    elseif G_z(i)==2; 
        I_z(i)=i_2; 
    elseif G_z(i)==3; 
        I_z(i)=i_3; 
    elseif G_z(i)==4; 
        I_z(i)=i_4; 
    elseif G_z(i)==5; 
        I_z(i)=i_5; 
    end; 
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end; 
  
% Parameter fuel 
H_u      = 43.5e6;                      % Heatin value (J/kg) 
rho_B    =  0.75;                       % Density (kg/m^3) 
k_ks     =  1.15;                       % Coldstart factor (-) 
  
% Parameters for vehicle 
r_rad =    0.309;                       % Wheel radius (m)(VW Golf 1.6) 
m_f   =    1181.0;                      % Mass (kg)(VW Golf 1.6) 
mu    =    0.007;                       % Friction coefficient (-) 
g     =    9.81;                        % Erdbeschleunigung (m/s^2) 
rho   =    1.18;                        % Density air (kg/m^3) 
cw    =    0.321;                   % Drag coefficient (-)(VW Golf 1.6) 
A_f   =    2.1;                     % Frontal area (m^2)(VW Golf 1.6) 
  
% Parameter engine 
V_h        = 1.1e-3;                  % Displaced volume (m^3)(I3 1.1) 
theta_VM   = 0.125;                     % Inertia (m^2 kg)(VW Golf 1.6) 
T_VM_SchaB = -5;                        % Decel torque (Nm) 
V_VM_SchaB =  0;                        % Decel consumption (kg/s) 
w_VM_idle  = 105.0;                     % Idle speed (rad/s) 
V_VM_idle  = 2.5e3*h/H_u;               % Idle consumption (kg/s) 
T_VM_idle  = 0;                         % Idle torque (Nm) 
  
% Fuel Consumption 
load w_VM_row; 
load p_me_col; 
load p_me_max; 
load w_VM_max; 
T_VM_col   = p_me_col'*V_h/(4*pi);  % Compute torque                                        
  
mapallvars_I3;                      % call map function call 
% to calculate fuel consumption  
w_VM_upper = max(w_VM_max);         % Max. speed (rad/s) 
T_VM_max   = p_me_max'*V_h/(4*pi);  % Max. torque (Nm) 
 
% Now initialise the steam sub-system 
initialise_system;                      % Initialise steam system 
 
mapallvars_Golf.m 
 
This Matlab data file uses speed and load information along with exhaust temperature 
data (calculated for the VW Golf) to calculate the various maps and lookup tables that are 
used in the QSS-TB models. V_VM_map is the fuel consumption lookup table used by 
the Tank function block. E_map is the exhaust temperature lookup table and F_map is the 
exhaust mass flow rate lookup table. These are used by the HYSTOR steam system in the 
heat exchange calculations. 
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% Computes efficiency map 
% Willans-Parameter 
ww= [   116,    302,   458,   653,  780];     % speed support (rad/s)                           
% Index of top element 
ee= [  0.38, 0.4025,0.4150,0.4150,0.410];     % indicated efficiency 
pp= [ 1.484,  1.880, 2.378, 3.032, 3.85]*1e5; % friction mean pressure 
  
% Exhaust temperature parameters in degC   
% At higher speeds - same load then temperature is slightly higher 
exhaust_temp = [600, 575, 550, 525, 500, 475, 450, 425, 400, 375, 360, 
345, 330, 315, 305, 300]; 
  
temperature_rise = 100; 
exhaust_density = 0.8;  % kg/cubic meter 
  
% Compute map 
i=0; 
j=0; 
eta_VM=zeros(16,15); 
E_map = zeros (16,15); 
F_map = zeros (16,15); 
p_me_vec=[11,10,9,8,7,6,5,4,3,2,1.5,1,0.5,0.25,0.1,0]*1e5; 
p_me_vec_r = reversr(p_me_vec); 
w_VM_vec=[50:800/14:850]; 
for i=1:16; 
    for j=1:15; 
        e=spline(ww,ee,w_VM_vec(j)); 
        p_me0=spline(ww,pp,w_VM_vec(j)); 
        p_mB=(p_me_vec(i)+p_me0)/e;  
        eta_VM(i,j)=p_me_vec(i)/p_mB; 
    end; 
end; 
  
max_speed = length (w_VM_vec);  
speed_correction = temperature_rise /(w_VM_vec(max_speed) - 
w_VM_vec(1)); 
eta_vec=[0.33,0.31,0.32,0.3,0.275,0.2,0.1,0.05]; 
  
% Prepare for QSS-TB 
nnn=max(size(p_me_vec)); 
mmm=max(size(w_VM_vec)); 
  
P_VM_idle  = 2.6e3;                     % Idle power (W) 
E_VM_idle  = P_VM_idle*h;               % Idle energy 
  
% Compute consumption map (kg/s) 
V_map=ones(size(eta_VM)); 
for i=1:nnn; 
  
    for j=1:mmm; 
        if eta_VM(i,j)>0.00; 
            V_map(i,j)=w_VM_vec(j)*p_me_vec(i)*V_h/(4*pi)*h/eta_VM(i,j); 
        else 
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            V_map(i,j)=w_VM_vec(j)*p_me_vec(i-1)*V_h/(4*pi)*h/eta_VM(i-
1,j); 
        end; 
    end; 
end; 
V_VM_map=V_map/H_u; 
  
% Compute exhaust temperature map 
w_VM_SC_r = w_VM_vec;   % speed, row vector in Steam Generator 
p_me_SC_c = p_me_vec_r; % temp, column vector in Steam Capacity 
  
for i=1:nnn;  % take load steps 
    for j=1:mmm;  % take speed steps 
            E_map(i,j)= ((w_VM_vec(j) - w_VM_vec(1)) * speed_correction) 
+ exhaust_temp(i); 
    end; 
end; 
E_map = E_map + 273.15; % convert from Celsius to Kelvin 
  
% Compute exhaust mass flow map rate and assume that it is load 
% independent  
for i=1:nnn;  % take load steps 
    for j=1:mmm;  % take speed steps 
            F_map(i,j)= w_VM_vec(j) * (V_h / (4 * pi)) * 
exhaust_density; 
    end; 
end; 
  
% Save for QSS-TB - fuel consumption first 
V_VM_map=reversi(V_VM_map); 
V_VM_map=V_VM_map'; 
save V_VM_map V_VM_map 
  
% Repeat for exhaust mass flow rate and temperature 
E_map=reversi(E_map); 
E_map=E_map'; 
save E_map E_map 
  
F_map=reversi(F_map); 
F_map = F_map'; 
save F_map F_map 
  
% and reverse mep vector 
p_me_vec_rev = reversi (p_me_vec); 
  
eta_VM=reversi(eta_VM); 
save eta_VM eta_VM 
 
mapallvars_I3.m 
 
This Matlab data file uses speed and load information along with exhaust temperature 
data (actual engine data from the Ford I3 test runs) to calculate the various maps and 
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lookup tables that are used in the QSS-TB models. V_VM_map is the fuel consumption 
lookup table used by the Tank function block. E_map is the exhaust temperature lookup 
table and F_map is the exhaust mass flow rate lookup table. These are used by the 
HYSTOR steam system in the heat exchange calculations. 
 
% Computes efficiency map 
% Willans-Parameter 
ww= [   116,    302,   458,   653,  780];   % speed support (rad/s)                           
% Index of top element 
ee= [  0.38, 0.4025,0.4150,0.4150,0.410];   % indicated efficiency 
pp= [ 1.484,  1.880, 2.378, 3.032, 3.85]*1e5; % friction mean pressure 
  
% Compute map 
p_me_vec_r = p_me_col; 
p_me_vec = reversr(p_me_col); 
  
nnn=max(size(p_me_vec)); 
mmm=max(size(w_VM_row)); 
  
eta_VM=zeros(nnn,mmm); 
E_map = zeros (nnn,mmm); 
F_map = zeros (nnn,mmm); 
  
w_VM_vec=[50:800/14:850]; 
for i=1:nnn; 
    for j=1:mmm; 
        e=spline(ww,ee,w_VM_row(j)); 
        p_me0=spline(ww,pp,w_VM_row(j)); 
        p_mB=(p_me_vec(i)+p_me0)/e; 
        eta_VM(i,j)=p_me_vec(i)/p_mB; 
    end; 
end; 
  
eta_vec=[0.33,0.31,0.32,0.3,0.275,0.2,0.1,0.05]; 
  
P_VM_idle  = 2.6e3;                     % Idle power (W) 
E_VM_idle  = P_VM_idle*h;               % Idle energy 
magic=1.0; 
  
% Compute consumption map (kg/s) 
V_map=ones(size(eta_VM)); 
for i=1:nnn; 
  
    for j=1:mmm; 
        if eta_VM(i,j)>0.00; 
            V_map(i,j)=w_VM_vec(j)*p_me_vec(i)*V_h/(4*pi)*h/eta_VM(i,j); 
        else 
            V_map(i,j)=w_VM_vec(j)*p_me_vec(i-1)*V_h/(4*pi)*h/eta_VM(i-
1,j); 
        end; 
    end; 
end; 
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V_VM_map=V_map/H_u; 
  
% Compute exhaust temperature map 
% Speed(rad/s) Row vector in Steam Generator 
w_VM_SC_r =[104.719, 209.438, 314.157, 417.2355, 628.314]; 
%p_me (Pa) Column vector in Steam Generator 
p_me_SC_c =[0; 1.5; 4; 7.3; 7.5; 8; 8.3; 9.6; 10.2]*1e5;          
  
%exhaust temps at 1000 rpm 
e_1000=[225, 229.7, 403.4, 596.1, 601,606,611,616,6211];  
%exhaust temps at 2000 rpm 
e_2000=[307, 311.8, 550, 737, 742, 747, 811, 816,816];  
%exhaust temps at 3000 rpm 
e_3000=[392, 397, 621.7, 790, 795, 800, 879, 884, 889]; 
%exhaust temps at 4500 rpm 
e_4500=[747, 752.4, 822.2, 862, 867, 875.1, 873, 878, 883.8]; 
%exhaust temps at 6000 rpm 
e_6000=[828, 833.8, 883.3, 883.55, 883.8, 888.9, 888.9, 888.9, 888.9]; 
%Exhaust Temp map for I3 engine 
E_map=[e_1000;e_2000;e_3000;e_4500;e_6000];  
  
E_map = E_map + 273.15; % convert from Celsius to Kelvin 
  
%exhaust mass flow rate at 1000 rpm 
f_1000=[0.006, 0.006, 0.0053, 0.0098, 0.01, 0.011, 0.012, 0.013, 0.014];  
%exhaust mass flow rate at 2000 rpm 
f_2000=[0.0121, 0.0121, 0.0138, 0.0167, 0.0172, 0.0177, 0.0192, 0.0197, 
0.0197];  
%exhaust mass flow rate at 3000 rpm 
f_3000=[0.0214, 0.0214, 0.016, 0.0205, 0.025, 0.0272, 0.0294, 0.0316, 
0.0316]; 
%exhaust mass flow rate at 4500 rpm 
f_4500=[0.0162, 0.0162, 0.0258, 0.0350, 0.0442, 0.0454, 0.0465, 0.0476, 
0.0488]; 
%exhaust mass flow rate at 6000 rpm 
f_6000=[0.0224, 0.0224, 0.036, 0.0460, 0.056, 0.061, 0.061, 0.061, 
0.061]; 
%Exhaust mass flow rate map for I3 engine 
F_map=[f_1000;f_2000;f_3000;f_4500;f_6000];  
  
% Save for QSS-TB - fuel consumption first 
V_VM_map=reversi(V_VM_map); 
V_VM_map=V_VM_map'; 
save V_VM_map V_VM_map 
  
eta_VM=reversi(eta_VM); 
save eta_VM eta_VM 
 
initialise_system.m 
 
This Matlab file is used to set the parameters and variables used by the HYSTOR Steam 
System function blocks. Thermodynamic properties are set for the working pressures of 
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the system along with the variable that sets the reduction gearbox variable and an 
alternative speed for when the engine speed goes below a nominal value. Additionally the 
volumes and masses are set for the HYSTOR steam system. The same file is used for 
both the VW Golf and the Ford I3 models. 
 
% 
%  Initialise HYSTOR variables 
% 
  
zero =0;  
  
% Thermodynamic properties 
load degk_deltah.mat; 
h_work_steam = 2796000;        % Saturation enthalpy for steam at 
working pressure (18bar) J/kg 
h_work_water = 884000;        % Saturation enthalpy for water at 
saturation conditions (18bar) J/kg 
Hfg_work = h_work_steam - h_work_water;    % enthalpy change at 18 bar 
  
  
%%%%%%%%%%%%%%%% Hybrid Interface %%%%%%%%%%%%%%%%%%%%%%%%%% 
red_ratio = 2.0;   % Reduction ration of gearbox connecting expander 
with engine drive shaft 
alt_speed = 215;    % Alternative speed for gearbox when actual speed 
goes below 10 (rad/s) 
  
%%%%%%%%%%%%%%%% Steam Generator %%%%%%%%%%%%%%%%%%%%%%%%%%%% 
ambient_temp = 298;           % degK use 25 degC as the normal ambient 
temperature for the car 
steam.init.Tw2 = 480;         % Saturation temperature degK 
steam.init.Tw1=ambient_temp;  % Tw1 is ambient 
  
steam.init.mdotsw = 0.004;    % mass flow rate of water kg/s 
steam.init.cpsteam = 3097;    % heat capacity of steam at 18 bar J/kgK 
  
% Gain blocks 
cpexhaust = 1041;             % heat capacity of exhaust gas J/kgK 
steam.init.Kegfr = cpexhaust; % Gain on Exhaust Gas mass flow rate 
  
steam.init.cpwater = 4500;    % heat capacity of water J/kgK 
  
steam.init.term2 = steam.init.mdotsw*Hfg_work; 
steam.init.term3 = steam.init.mdotsw*steam.init.cpwater*(steam.init.Tw2-
ambient_temp); 
steam.init.term2plus3=steam.init.term2+steam.init.term3; 
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B.4 Initialisation file for PSAT 
 
%% File description 
% Name : steam_system_Sussex_University                  
% Author : V. Freyermuth 12/06/06                                                
% Description : Initialize the steam system 
% Data from Sandra Hounsham 
% Proprietary: Sussex  
% Model :  lib_steam_generator_Sussex_University, 
lib_steam_generator_SU_bph_trqneg, lib_steam_generator_SU_acc_trqneg                                                              
% Vehicle Type : Light, Heavy 
  
%% File content 
steam.list.init = 
{'h_work_steam';'h_work_water';'h_cond_steam';'h_cond_water';'Hfg_work'; 
    'red_ratio';'alt_speed';'T_work';'ambient_temp';'cpexhaust'; 
    'zero'; }; 
  
load degk_deltah.mat; 
  
% Thermodynamic properties at 18 and 1 bar 
steam.init.h_work_steam = 2796000;        % Saturation enthalpy for 
steam at working pressure (18bar) kJ/kg 
steam.init.h_work_water = 884000;        % Saturation enthalpy for water 
at saturation conditions (18bar) kJ/kg 
  
steam.init.h_cond_steam = 2674000;        % Saturation enthalpy for 
steam at condenser pressure (1bar) kJ/kg 
steam.init.h_cond_water = 417000;         % Saturation enthalpy at water 
at condenser pressure (1bar) kJ/kg 
  
steam.init.Hfg_work = steam.init.h_work_steam - steam.init.h_work_water;       
% Latent heat of vapourisation at working pressure 
  
%%%%%%%%%%%%%%%%%%%%%%%%%% Steam System %%%%%%%%%%%%%%%%%%%%%%%%%% 
 steam.init.red_ratio = 2.0;   % Reduction ration of gearbox connecting 
expander with engine drive shaft 
steam.init.alt_speed = 215;    % Alternative speed for gearbox when 
actual speed goes below 10 (rad/s) 
steam.init.zero =0; % generic integrator initlial value 
% steam.init.n_expander=1.3;         % polytropic index, from PV diagram 
for water/steam 
steam.init.n_expander=1;         % polytropic index, from PV diagram for 
water/steam 
steam.init.Kms = 1/steam.init.n_expander;     % On mass steam available, 
turn into max rate 
 steam.init.T_work=480;         % Normal working temperature 
degK(corresponding to saturation at 18 bar) 
 steam.init.ambient_temp = 298;  % degK use 25 degC as the normal 
ambient temperature for the car 
  
% Gain blocks 
steam.init.Kw = 1/(2*pi);     % Gain on work output, correct to Nm 
                    % also used to change rad/s to rps 
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%%%%%%%%%%%%%%%%%%%%%%%%%% Steam Generator %%%%%%%%%%%%%%%%%%%%%%%%%% 
steam.init.mdotsw =0.004; % mass flow rate of water/steam kg/s 
steam.init.Tw2=480;   % saturation temp at 18bar = 207 degC, or 480 degK 
steam.init.cpsteam = 3097;     % heat capacity of steam at 18 bar 
  
steam.init.cpexhaust = 1041;     % heat capacity of exhaust gas 
steam.init.Kegfr = steam.init.cpexhaust; % Gain on Exhaust Gas mass flow 
rate 
steam.init.Tw1=steam.init.ambient_temp;   % Normal working temperature 
degK is slightly above ambient 
steam.init.cpwater = 4500; % heat capacity of water 
  
steam.init.neghx=-480; 
steam.init.term2 = steam.init.mdotsw*steam.init.Hfg_work; 
steam.init.term3 = steam.init.mdotsw*steam.init.cpwater*(steam.init.Tw2-
steam.init.ambient_temp); 
steam.init.term2plus3=steam.init.term2+steam.init.term3; 
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Appendix C: Expander technical data 
 
This appendix contains data for the expanders used in the experiments, as detailed in 
Section 3.2. This is technical data from the O.S. Engines website [62]. 
Rotary expander 
 
This is the O.S. Max 49-PI Type II .30 Wankel Rotary Engine. 
 
SPECS:     
Displacement:                           .30 cu in (4.97cc) 
Carburetor:                             #21G 
Power Output:                           1.27 bhp at 17,000 RPM 
Weight:                                 335g (11.8oz) 
Practical RPM:                           2,500 - 18,000 RPM 
Crankshaft thread:                      1/4-28 
Length (back of engine mount to front of drive washer): 60mm (2.36") 
Height (not including carb or muffler): 61mm (2.4") 
Width (not including carb or muffler):  69mm (2.7") 
Propeller: 9x6-7, 10x4-6 or 11x4-5 
 Uni-flow expander 
 
This .32 SX is a Sport RC Airplane Engine.  
 
SPECS:    Displacement:  5.23cc (0.319 cu in) 
Bore: 19.5mm (.77") 
Stroke: 17.5mm (.69") 
Output: 1.2 BHP at 18,000 RPM 
Weight: 270g (9.5oz)        12.32oz w/muffler 
Practical RPM Range: 2,000 - 22,000 RPM 
Crankshaft Thread Size: 1/4-28 
Recommended Props:  10x6, 10.5x6, 11x6 
Height: 73mm (2.87") 
Width: 30mm (1.18") Width neglecting the engine mounting flanges 
38mm (1.50") Width between the centers of the mounting holes 
Length: 75mm (2.95") From back plate to the front of the drive washer. 
 
Counter-flow expander 
 
This is a FS-30 Surpass Four-Stroke Model Aircraft Glow Engine. 
 
 
SPECS:    Displacement: 4.89cc (.299 cu in) 
Bore: 19.5mm (.767")                     Stroke: 16.4mm (.648") 
Power Output: .5 HP at 10,000 RPM 
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Weight with muffler: 10.4oz (295g) 
Weight without muffler: 9.8oz (278g) 
Practical RPM Range: 2,500 - 13,000 RPM 
Crankshaft Thread Size: 1/4-28 
Valve Clearance: Between .04mm and .1mm (.0015" and .004"), 
Measured between the valve tip and rocker arm. 
Length: 84mm (3.31") from back plate to front of Drive Washer. 
Width:  29mm (1.14") width of engine neglecting the mounting flanges 
36mm (1.42") mounting holes side-to-side on-center 
Height: 86.5mm (3.41") 
Suggested Prop(s): 9x6, 9x7, 10x4, or 10x6 
Construction: Aluminum and aluminum alloys 
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Appendix D: Steam quality analyser (SQA) 
 
The project team developed a device, a Steam Quality Analyser (SQA), to measure the 
quality of wet steam based on the steam property tables and electrical heating. This 
appendix further describes the concept and calibration for the SQA device. 
 
D.1 Steam quality measurement of wet steam 
 
To enable the project to calculate the efficiency of the steam expanders, the quality of the 
exhausted wet steam, sometimes referred to as the dryness fraction, needed to be 
determined. The dryness fraction represents the amount of the steam which is dry, for 
example if the steam is 5% water, then the steam is said to be 95% dry, with a dryness 
fraction of 0.95. Physical measurement of the quality of steam in the wet region is 
associated with inaccuracies and involves very expensive and sophisticated measuring 
equipment. An alternative way of obtaining the steam quality is to heat the exhausted wet 
steam with a known quantity of energy so that the steam becomes superheated and then 
measure the state of that steam by recording the temperatures and pressures. The dryness 
fraction can then be determined by performing an energy balance calculation, with the 
use of steam property tables [63]. 
D.2 Concept for the SQA device 
 
The SQA consisted of an insulated pipe with an electrical heating element which was 
supplied with an input power in the form of a voltage and current.  The SQA was 
supplied with wet steam which was converted into superheated steam as a result of the 
heating element and applied power.  Pressure and temperature readings were taken at the 
inlet and outlet of the SQA together with temperature readings of the SQA casing and 
ambient temperature.  Appendix figure 19 shows a schematic of the SQA and a simple 
temperature vs. entropy graph for the process. 
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Appendix figure 19 SQA concept 
 
The quality of the steam at the inlet is given by Equation D.1: 
fg
f
hh
hh
x
-
-1
=   (D.1) 
 
Equation D.1 requires knowledge of hf and hg which can be obtained from steam tables at 
the inlet pressure.  The value of h1 can be obtained by performing an enthalpy-energy 
balance for the SQA such that: 
 
M
VIt
-losses+hh 21 =  (D.2) 
 
Where: h1 = inlet enthalpy (kJ/kg); 
 h2 = outlet enthalpy (kJ/kg); 
 V = input voltage (v); 
 I = input current (amps); 
 t = time (seconds); 
 M = mass of water collected in time t (kg/s); 
 losses = convective heat loss from the SQA (per unit mass flow rate). 
 
Since the outlet state is superheated steam, a value of enthalpy (h2) can be obtained from 
standard steam tables at the measured pressure and temperature.  The value of input VIt is 
known as is measured output M.  This leaves “losses” to be defined.  A value for losses 
was obtained by performing a calibration on the SQA. 
 
 pri 
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D.3 Calibration of the SQA device 
 
Calibration of the SQA was performed by supplying it with superheated steam.  If the 
SQA could be considered ideal then when supplied with superheated steam there would 
be no losses and the steam properties at the exit would be the same as at the inlet.  
However, the SQA will not be ideal as there will be a convective heat loss from the SQA 
to its surroundings.  This convective heat loss will be equal to the required supplied 
power to make Q1 = Q2 and hence: 
 
lossSQAVI Q +QQ =  
 
Therefore: 
 
VISQAloss Q -QQ =   (D.3) 
 
Where: Qloss = the convective heat loss from the SQA to its surroundings (W) i.e. the 
losses term in Equation D.2; 
 QSQA = the SQA enthalpy power (W) = 
.
m (h2 – h1); 
QVI = the supplied power (W). 
 
From Equation D.3 it can be seen that the value of Qloss is a function of the mass flow rate 
through the SQA, the inlet and outlet temperatures (used to define/find h1 and h2) and the 
applied power.  However, the value of h1 will be unknown when the SQA is under 
normal operation (with wet steam) and so a different method of calculating Qloss is 
required.  Recalling that Qloss will be in the form of a convective heat loss from the SQA 
to its surroundings it can be expressed by Equation D.4: 
 
Qloss =  λ A∆T  (D.4) 
 
Where: λ = the heat transfer coefficient of the surrounding air (W/m2K); 
  A = the total surface area of the SQA (m2); 
 ∆T = TSQA - Tamb (K). 
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The SQA area, A, is constant and so the value of Qloss becomes a function of H and    
TSQA – Tamb.  The value of these variables obviously depends on the applied VI and so by 
operating the SQA over a range of VI it was possible to plot the variation of Qloss against   
TSQA – Tamb which could then be used in Equation D.2 for when the SQA is under normal 
operation.   
 
D.4 SQA calibration procedure 
 
The procedure used to calibrate the SQA device was as follows: 
 
1. Set the mass flow rate 
.
m , entering the SQA and set an input power (VI); 
2. Use the pressure and temperature readings, P1, P2, T1 and T2, at the inlet 
and outlet to obtain values of inlet and outlet enthalpy, h1 and h2 
respectively, from steam tables; 
3. Ensure the mass flow rate through the SQA is in the units of kg/s; 
4. Calculate QSQA as follows: 
 
)-( 12
.
hhmQSQA =  
 
5. Calculate Qloss as follows: 
 
SQAVIloss QQQ −=  (where QVI is the applied VI); 
 
6. Qloss can also be expressed as: 
 
)( ambSQA TTA −= λlossQ    (D.5) 
 
7. Equation D.5 requires a value of λ (the heat transfer coefficient of the air 
surrounding the SQA).  This will vary very little over the range of case 
temperatures expected under normal use but since all remaining variables 
in Equation D.5 are known, it can be calculated by a simple re-
arrangement as follows: 
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)-(
-
ambSQA
SQAVI
TTA
QQ
=λ  
 
8. Repeat steps 2 to 6 at six[1] set time intervals and calculate a mean value of 
Qloss;  
9. Plot the mean value of Qloss against TSQA – Tamb; 
10. Repeat steps 1 to 7 at different values of input power.   
 
D.5 Normal operation of the SQA device 
 
Under normal operating conditions, where the SQA is supplied with wet steam, the value 
of losses in Equation D.2 can be obtained from the plot produced in the calibration 
procedure described in Section B.3. The calibration results are shown in Appendix figure 
20 and Appendix Table 1. 
 
Appendix figure 20 Convective heat loss from the SQA for a range of TSQA - Tamb 
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∆T = TSQA - Tamb (K) Mean Qloss (W) 
13.08 41.01 
12.05 29.94 
10.29 27.07 
8.91 20.76 
7.64 16.83 
Appendix Table 1 Values of convective heat losses from the SQA for a range of TSQA - Tamb 
 
Simple interpolation can be used to calculate the losses for different values of TSQA – Tamb 
which are not shown in Appendix figure 20 and Appendix Table 1.   
 
Having now obtained a value of losses, Equation D.2 can be solved to obtain a value of 
inlet enthalpy.  Finally this value of inlet enthalpy can then be used in Equation D.1 in 
order to establish the quality of the inlet wet steam.  
D.6 SQA results 
 
In addition to the torque, power and pressure results presented in Section 3.4, the 
expander configurations were also used to acquire data using the SQA device. For each 
speed step, the expander ran for 10 minutes and data collected at 2 minute intervals, data 
recorded was: 
  input pressure; 
 input temperature; 
 output pressure; 
 output temperature; 
 ambient pressure; 
 ambient temperature; 
 SQA case temperature; 
 mass flow rate from the condenser. 
 
Using this data along with Equation D.1 and Equation D.2 the dryness fraction (x) for 
each speed step was calculated. 
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D.6.1 Uni-flow expander with a solenoid valve 
 
Additionally, for the uni-flow SQA tests a plenum chamber had to be inserted between 
the expander exhaust and the SQA inlet. This was because the pulsing observed by the 
pressure wave, from the expander exhaust, seemed to affect the SQA in such a way that it 
was difficult to get a good temperature difference across the SQA device. Once the 
plenum chamber had been attached, the pulsing was still observed, but a good 
temperature difference was obtained. 
 
The measured and calculated enthalpies are shown in Appendix Table 2. The work, Q, 
input to the SQA was 96.8 watts. 
 
Speed 
(rpm) 
Mass 
flow rate 
(g/s) 
∆T 
(deg C) 
Qloss 
(watts) 
h2 
(kJ/kg) 
h1 (kJ/kg) T2 
(deg C) 
P2 
(bar) 
300 0.435 22.70 35.73 2710.9 2524.1 123.43 2.18 
400 0.847 6.75 14.08 2690.2 2589.9 109.39 1.38 
500 0.771 7.08 15.10 2692.1 2581.6 110.68 1.43 
600 0.958 7.91 17.67 2694.2 2610.9 112.07 1.53 
Appendix Table 2 Calculation of inlet enthalpy, h1, using Equation D.1 
 
Appendix Table 3 shows the resulting dryness fraction x. 
 
Speed (rpm) h1 (kJ/kg) hf (kJ/kg) hg (kJ/kg) x 
300 2524.1 518.38 2710.9 0.9148 
400 2589.9 458.81 2690.2 0.9551 
500 2581.6 464.23 2692.1 0.9504 
600 2610.9 470.15 2694.2 0.9625 
Appendix Table 3 Calculation of dryness fraction, x, using Equation D.2 
 
The dryness fraction shows the amount of vapor contained in the steam; the values in the 
table are all above 91% so the steam was of good quality. The dryness factor was used in 
Section 3.4.7.2 to calculate the isentropic efficiency. 
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D.6.2 Rotary expander with a solenoid valve 
 
The measured and calculated enthalpies are shown in Appendix Table 4. The work, Q, 
input to the SQA was 72 watts. 
 
Speed 
(rpm) 
Mass 
flow rate 
(g/s) 
∆T 
(deg C) 
Qloss 
(watts) 
h2 
(kJ/kg) 
h1 (kJ/kg) T2 
(deg C) 
P2 
(bar) 
200 0.810 3.9126 5.30 2686.0 2633.0 106.69 1.25 
300 0.900 2.8811 2.10 2682.9 2616.7 104.71 1.16 
400 1.092 1.6887 1.58 2680.6 2629.8 103.21 1.12 
500 1.370 1.0888 1.20 2680.2 2645.4 102.94 1.10 
Appendix Table 4 Calculation of inlet enthalpy, h1, using Equation D.1 
 
Appendix Table 5 shows the resulting dryness fraction x. 
 
Speed (rpm) h1 (kJ/kg) hf (kJ/kg) hg (kJ/kg) x 
200 2633.0 447.4 2686.0 0.976 
300 2616.7 438.9 2682.9 0.971 
400 2629.8 432.6 2680.6 0.977 
500 2645.4 431.5 2680.2 0.985 
Appendix Table 5 Calculation of dryness fraction, x, using Equation D.2 
 
The dryness fraction shows the amount of vapor contained in the steam; the values in the 
table are all above 96% so the steam was of good quality. 
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Appendix E: Expander test results using nitrogen 
 
This appendix contains the results for testing the expander configurations with 10 and 15 
bar nitrogen, as referred to in Section 3.4. 
E.1 Rotary expander with port valves 
 
The results contained in this section are for the rotary configuration illustrated in Figure 
3-2, Section 3.2.1. For this configuration the rotary expander was equipped with ports 
that create fixed inlet and exhaust timings.      
 
Speed steps (rpm) for these tests were 100, 200, 300, 500, 700, 900, 1100, 1300, 1700, 
2000 and 2300 (maximum). Appendix figure 21 shows the variation of specific power 
and torque over speed. 
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Appendix figure 21 Specific power and torque, rotary expander, 10 bar and 15 bar compressed 
nitrogen 
 
As can be seen from Appendix figure 21, higher torques and specific power were 
recorded at the higher pressure setting, maximum torque for both pressures was obtained 
at 100 rpm, and maximum specific power occurred at 1500 rpm, maximum speed was 
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2300 rpm for this configuration. Appendix figure 22 shows the variation in pressure over 
two crank shaft rotations with 10 bar nitrogen. 
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Appendix figure 22 Pressure over two cycles, rotary expander, 10 bar nitrogen, with two pressure 
sensors 
 
The pressure data is explained as follows: 
 
1. Inlet port opened, pressure rises to maximum pressure; 
2. Pressure held at maximum pressure whilst inlet is closed, dip represents 
rotor tip going past sensor; 
3. Some expansion seen before the volume starts to decrease causing 
compression; 
4. Inlet port is closed at the same time the exhaust port is opened and 
pressure drops to atmospheric pressure; 
5. Slight rise in pressure here is due to some compression in the chamber as 
the volume decreases just before the inlet is opened in the next cycle. 
 
Appendix figure 23 shows the variation in pressure over two crank shaft rotations with 15 
bar steam. 
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Appendix figure 23 Pressure over two cycles, rotary expander, 15 bar nitrogen, with two pressure 
sensors 
 
At this high pressure, the expander did not cope well with the minimum speed of 100 
rpm, this was due to the pressure forcing the expander to go faster than the dynamometer 
motor speed, and this caused the shaft rotation to be irregular as the dynamometer motor 
competed with the expander. This meant that the data acquired, which was driven by the 
optical shaft encoder was also irregular and could not be used. With the higher speeds, 
above 1500 rpm, the expander struggles to perform; this explains why the specific power 
decreased at higher speeds. 
 
The pressure data is explained as follows: 
 
1. Inlet port opened, pressure rises to maximum pressure; 
2. Pressure held at maximum pressure whilst inlet is closed, dip represents 
rotor tip going past sensor; 
3. Some expansion seen before the volume starts to decrease causing 
compression; 
4. Inlet port is closed at the same time the exhaust port is opened and 
pressure drops to atmospheric pressure; 
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5. Slight rise in pressure here is due to some compression in the chamber as 
the volume decreases just before the inlet is opened in the next cycle. 
Appendix figure 24 shows the pressure volume diagram using 10 bar nitrogen for each 
speed step. 
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Appendix figure 24 P-v diagram, rotary expander, 10 bar nitrogen, with two pressure sensors 
 
Appendix figure 25 shows the pressure volume diagram using 15 bar nitrogen for each 
speed step. 
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Appendix figure 25 P-v diagram, rotary expander, 15 bar nitrogen, with two pressure sensors 
 
The comparisons between calculated torque (using Equation 3.2, Section 3.4.1) and 
measured torque are shown in Appendix Table 6 and Appendix Table 7. 
 
Speed  
(rpm) 
Measured 
Torque (N m) 
Calculated Torque 
(N m) 
Percentage 
Difference 
100 0.6669 0.5449 -22.39 
300 0.5449 0.5234 -4.11 
500 0.4979 0.4686 -6.25 
700 0.4529 0.4181 -8.32 
Appendix Table 6 Comparison of measured torque and calculated torque, 10 bar nitrogen 
 
Speed  
(rpm) 
Measured 
Torque (N m) 
Calculated Torque 
(N m) 
Percentage 
Difference 
100 0.9139 0.9115 -0.26 
300 0.7172 0.7125 -0.66 
500 0.6385 0.7247 +11.89 
700 0.5641 0.6569 +14.13 
Appendix Table 7 Comparison of measured torque and calculated torque, 15 bar nitrogen 
 
The comparison of calculated and measured torque gives reasonable results (within ±5%) 
for some speed steps, but not others, this could be due to the fact that the pressure data is 
made up of data from two separate sensors and hence is not always reliable. 
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E.2 Uni-flow expander with an injector valve 
 
The results contained in this section are for the uni-flow expander in uni-flow 
configuration using injector valves to control the inlet. 
 
Speed steps (rpm) for these tests were 200, 300, 500, 700, 900, 1100, 1300, 1700, 2000 
and 2300 (maximum). Appendix figure 26 shows the variation of specific power and 
torque over speed. 
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Appendix figure 26 Specific power and torque, uni-flow expander, 10 bar and 15 bar compressed 
nitrogen 
 
As can be seen from Appendix figure 26, higher torques and specific power were 
recorded at the higher pressure setting, maximum torque for both pressures was obtained 
at 200 rpm, and maximum specific power occurred at 500 rpm, maximum speed was 
2300 rpm for this configuration. Appendix figure 27 shows the variation in pressure over 
one crank shaft rotation with 10 bar nitrogen. 
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Appendix figure 27 Pressure per cycle, uni-flow expander, 10 bar compressed nitrogen, with injector 
inlet valve 
 
The pressure data is explained as follows: 
 
1. Inlet injector opens, pressure rises to maximum pressure; 
2. Injector closes and expansion occurs; 
3. Exhaust port is opened, pressure falls to atmospheric. 
 
Appendix figure 28 shows the variation in pressure over one crank shaft rotation with 15 
bar nitrogen. 
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Appendix figure 28 Pressure per cycle, uni-flow expander, 15 bar compressed nitrogen, with injector 
inlet valve 
 
The pressure data is explained as follows: 
 
1. Inlet injector opens, pressure rises to maximum pressure; 
2. Injector closes and expansion occurs; 
3. Exhaust port is opened, pressure falls to atmospheric. 
 
Appendix figure 29 shows the pressure volume diagram using 10 bar nitrogen for each 
speed step. 
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Appendix figure 29  P-v diagram, uni-flow Expander, 10 bar compressed nitrogen, with injector inlet 
valve 
 
Appendix figure 30 shows the pressure volume diagram using 15 bar nitrogen for each 
speed step. 
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Appendix figure 30 P-v diagram, uni-flow expander, 15 bar compressed nitrogen, with injector inlet 
valve 
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The injectors did not perform well; the cross sectional area of the injector holes limited 
the flow of compressed air resulting in a low power output, as seen in Appendix figure 
26. 
 
E.3 Uni-flow expander with a solenoid valve 
 
The results contained in this section are for the uni-flow expander in uni-flow 
configuration using solenoid valves to control the inlet. Speed steps (rpm) for these tests 
were 200, 300, 400, 500 and 600 (maximum). 
 
Appendix figure 31 shows the variation of specific power and torque over speed. 
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Appendix figure 31 Specific power and torque, uni-flow expander, 10 bar and 15 bar compressed 
nitrogen 
 
As can be seen from Appendix figure 31, higher torques and specific power were 
recorded at the higher pressure setting, maximum torque for both pressures was obtained 
at 300 rpm, and maximum specific power occurred at 600 rpm, maximum speed was 600 
rpm for this configuration, again the speed was limited by the use of the solenoid valves. 
Appendix figure 32 shows the variation in pressure over one crank shaft rotation with 10 
bar nitrogen. 
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Appendix figure 32 Pressure per cycle, uni-flow expander, 10 bar compressed nitrogen, with solenoid 
inlet valve 
The pressure data is explained as follows: 
 
1. Small compression witnessed as piston rises and volume decreases; 
2. Inlet valve opens, pressure rises to maximum pressure; 
3. Inlet valve closes, some expansion occurs; 
4. Exhaust port is opened, pressure falls to atmospheric. 
 
Appendix figure 33 shows the variation in pressure over one crank shaft rotation with 15 
bar nitrogen. 
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Appendix figure 33 Pressure per cycle, uni-flow expander, 15 bar compressed nitrogen, with solenoid 
inlet valve 
 
The pressure data is explained as follows: 
 
1. Small compression witnessed as piston rises and volume decreases; 
2. Inlet valve opens, pressure rises to maximum pressure; 
3. Inlet valve closes, some expansion occurs; 
4. Exhaust port is opened, pressure falls to atmospheric. 
 
Appendix figure 34 shows the pressure volume diagram using 10 bar nitrogen for each 
speed step. 
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Appendix figure 34 P-v diagram, uni-flow expander, 10 bar compressed nitrogen, with solenoid inlet 
valve 
 
Appendix figure 35 shows the pressure volume diagram using 15 bar nitrogen for each 
speed step. 
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Appendix figure 35 P-v diagram, uni-flow expander, 15 bar compressed nitrogen, with solenoid inlet 
valve 
 
Appendix E: Expander test results using nitrogen 
259 
The comparisons between calculated torque (Equation 3.1, Section 3.4.1) and measured 
torque are shown in Appendix Table 8 and Appendix Table 9. 
 
Speed  
(rpm) 
Measured Torque 
(N m) 
Calculated Torque 
(N m) 
Percentage 
Difference 
200 0.3826 0.3633 -5.30 
300 0.4186 0.4008 -4.45 
400 0.3820 0.4559 +16.21 
500 0.3876 0.4391 +11.72 
600 0.3361 0.4415 +23.87 
Appendix Table 8 Comparison of calculated and measured torque, 10 bar nitrogen 
 
 
Speed  
(rpm) 
Measured Torque 
(N m) 
Calculated Torque 
(N m) 
Percentage 
Difference 
200 0.6826 0.5657 -20.68 
300 0.7202 0.6441 -11.82 
400 0.6568 0.6969 +5.76 
500 0.5935 0.6795 +12.67 
600 0.5618 0.7054 +20.35 
Appendix Table 9 Comparison of calculated and measured torque, 15 bar nitrogen 
 
As can be seen, the torque comparison is not always within a reasonable ±5%, this could 
be attributed to the solenoid valves causing the pressure data to be unreliable. 
 
E.4 Counter-flow expander with solenoid valves 
 
The results contained in this section are for the counter-flow expander using solenoid 
valves to control the inlet and exhaust. 
 
Speed steps (rpm) for these tests were 200, 300, 400 and 500 (maximum). Appendix 
figure 36 shows the variation of specific power and torque over speed. 
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Appendix figure 36 Specific power and torque, counter-flow expander, 10 and 15 bar compressed 
nitrogen 
 
As can be seen from Appendix figure 36, higher torques and specific power were 
recorded at the higher pressure setting, maximum torque for both pressures was obtained 
at 200 rpm, and maximum specific power occurred at 200 rpm for 10 bar and 300 rpm for 
15 bar. Maximum speed was 500 rpm for this configuration; again the speed was limited 
by the use of the solenoid valves. Appendix figure 37 shows the variation in pressure 
over one crank shaft rotation with 10 bar nitrogen. 
 
 
Appendix E: Expander test results using nitrogen 
261 
-150 -100 -50 0 50 100 150
0
1
2
3
4
5
6
7
8
9
10
11
Crank Angle Degree, TDC at 0
Pr
es
su
re
, 
ba
r
 
 
200 rpm
300 rpm
400 rpm
500 rpm
 
Appendix figure 37 Pressure per cycle, counter-flow expander, 10 bar compressed nitrogen 
 
The pressure data is explained as follows: 
 
1. Inlet valve opens, pressure rises to maximum pressure; 
2. Exhaust port is opened, pressure falls to atmospheric, and no expansion is 
experienced. 
Appendix figure 38 shows the variation in pressure over one crank shaft rotation with 15 
bar nitrogen. 
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Appendix figure 38 Pressure per cycle, counter-flow expander, 15 bar compressed nitrogen 
 
The pressure data is explained as follows: 
 
1. Inlet valve opens, pressure rises to maximum pressure; 
2. Exhaust port is opened, pressure falls to atmospheric, and no expansion is 
experienced. 
 
Appendix figure 39 shows the pressure volume diagram using 10 bar nitrogen for each 
speed step. 
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Appendix figure 39 P-v diagram, counter-flow expander, 10 bar compressed nitrogen 
 
Appendix figure 40 shows the pressure volume diagram using 15 bar nitrogen for each 
speed step. 
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Appendix figure 40 P-v diagram, counter-flow expander, 15 bar compressed nitrogen 
 
The comparisons between calculated torque (Equation 3.1, Section 3.4.1) and measured 
torque are shown in Appendix Table 10 and Appendix Table 11. 
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Speed  
(rpm) 
Measured Torque 
(N m) 
Calculated Torque 
(N m) 
Percentage 
Difference 
150 0.3227 0.2146 -50.36 
200 0.2648 0.3638 +27.20 
300 0.0851 0.3724 +77.15 
400 0.0438 0.2814 +84.42 
500 -0.0533 0.3061 +117.43 
Appendix Table 10 Comparison of calculated and measured torque, 10 bar nitrogen 
 
Speed  
(rpm) 
Measured Torque 
(N m) 
Calculated Torque 
(N m) 
Percentage 
Difference 
300 0.6705 0.6368 -5.29 
400 0.4903 0.6225 +21.23 
500 0.1702 0.6182 +72.47 
600 0.0509 0.5039 +89.89 
Appendix Table 11 Comparison of calculated and measured torque, 15 bar nitrogen 
 
As can be seen, the torque comparison is not always within a reasonable ±5%, this could 
be attributed to the solenoid valves causing the pressure data to be unreliable. As the 
counter-flow configuration uses the solenoid valves on both inlet and outlet, this doubles 
the possible problems when compared to the uni-flow; this could explain why the values 
are so different for some speed steps. 
 
E.5 Rotary expander with solenoid valves 
 
The results contained in this section are for the rotary configuration illustrated in Figure 
3-3; Section 3.2.1, in this configuration the rotary expander is equipped with solenoid 
valves on the inlet to make the inlet timing variable and fixed ports for the exhaust.  
 
Speed steps (rpm) for these tests were 150, 200, 300, 400, 500 and 600 (maximum). 
Appendix figure 41 shows the variation of specific power and torque over speed. 
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Appendix figure 41 Specific power and torque, rotary expander, 10 and 15 bar compressed nitrogen 
 
As can be seen from Appendix figure 41, higher torques and specific power were 
recorded at the higher pressure setting, maximum torque for both pressures was obtained 
at 400 rpm, and maximum specific power occurred at 600 rpm. Maximum speed was 600 
rpm for this configuration; again the speed is limited by the use of the solenoid valves. 
Appendix figure 42 shows the variation in pressure over one crank shaft rotation with 10 
bar nitrogen. 
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Appendix figure 42 Pressure per cycle, rotary expander, 10 bar compressed nitrogen 
 
The pressure data is explained as follows: 
1. Inlet valve opens, pressure rises to maximum pressure; 
2. Inlet valve closes; 
3. Some expansion seen, note no expansion seen for 500 rpm or 600 rpm; 
4. Exhaust port is opened and pressure drops to atmospheric pressure; 
5. Slight rise in pressure here is due to some compression in the chamber as 
the volume decreases just before the inlet valve opens for the next cycle. 
 
Appendix figure 43 shows the variation in pressure over one crank shaft rotation with 15 
bar nitrogen. 
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Appendix figure 43 Pressure per cycle, rotary expander, 15 bar compressed nitrogen 
 
The pressure data is explained as follows: 
1. Inlet valve opens, pressure rises to maximum pressure; 
2. Inlet valve closes; 
3. Some expansion seen, note no expansion seen for 500 rpm or 600 rpm; 
4. Exhaust port is opened and pressure drops to atmospheric pressure; 
5. Slight rise in pressure here is due to some compression in the chamber as 
the volume decreases just before the inlet valve opens for the next cycle. 
 
Appendix figure 44 shows the pressure volume diagram using 10 bar nitrogen for each 
speed step. 
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Appendix figure 44 P-v diagram, rotary expander, 10 bar compressed nitrogen 
 
Appendix figure 45 shows the pressure volume diagram using 15 bar nitrogen for each 
speed step. 
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Appendix figure 45 P-v diagram, rotary expander, 15 bar compressed nitrogen 
 
The comparisons between calculated torque (Equation 3.2, Section 3.4.1) and measured 
torque are shown in Appendix Table 12 and Appendix Table 13. 
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Speed  
(rpm) 
Measured 
Torque (N m) 
Calculated  Torque 
(N m) 
Percentage 
Difference 
100 0.2080 0.2565 +18.91 
200 0.3176 0.3205 +0.91 
300 0.5055 0.5156 +1.96 
400 0.6147 0.5912 -3.98 
500 0.6034 0.6591 +8.45 
600 0.5501 0.6513 +15.54 
Appendix Table 12 Comparison of measured torque and calculated torque, 10 bar nitrogen 
 
Speed  
(rpm) 
Measured 
Torque (N m) 
Calculated  Torque 
(N m) 
Percentage 
Difference 
100 0.3113 0.3112 -0.03 
200 0.4382 0.4500 +2.62 
300 0.6879 0.7106 +3.19 
400 0.8608 0.8162 -5.46 
500 0.8625 0.9251 +6.77 
600 0.7575 0.8991 +15.75 
Appendix Table 13 Comparison of measured torque and calculated torque, 15 bar nitrogen 
 
The torque comparisons shown in these tables are nearly all within a reasonable ±5%, the 
steps that do not fall within the ±5% value could be due to the solenoid valves operating 
near there tolerated limit for speed. 
 
E.6 Specific power and torque 
 
This section presents a summary of the maximum specific power and torque 
measurements for each expander test. This can be seen in Appendix Table 14. 
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Expander configuration Specific Torque 
(N m / litre) 
Specific Power 
(kW / litre) 
Uni-flow, 10 bar, injector 45.7 1.48 
Uni-flow, 15 bar, injector 80.9 2.80 
Uni-flow, 10 bar, solenoid valve 89.3 4.50 
Uni-flow, 15 bar, solenoid valve 153.6 8.30 
Rotary, 10 bar, port valves 138.6 10.54 
Rotary, 15 bar, port valves 185.1 12.47 
Rotary,10 bar, solenoid valves 142.9 7.64 
Rotary,15 bar, solenoid valves 200.6 11.14 
Counter-flow, 10 bar, solenoid valves 65.9 1.13 
Counter-flow, 15 bar, solenoid valves 156.2 3.15 
Appendix Table 14 Maximum specific torque and power results for nitrogen tests 
 
The specific torque was quite high and the specific power is good, this is as expected for 
an expander configuration. 
 
E.7 Mass flow rates and efficiencies 
 
Appendix Table 15 shows the maximum calculated mass flow rate of nitrogen, for each 
of the expander configurations, with explanatory notes where necessary. 
 
Expander configuration Speed 
(rpm) 
Mass flow rate 
(kg/s) 
Note 
Uni-flow with injector valves, 10 bar 600 0.24e-3 2 
Uni-flow with injector valves, 15 bar 600 0.36e-3  2 
Uni-flow with solenoid valves, 10 bar 600 0.48e-3  1 
Uni-flow with solenoid valves, 15 bar 600 0.72e-3  1 
Rotary with port valves, 10 bar 2000 3.48e-3 1 and 3 
Rotary with port valves, 15 bar 2000 5.22e-3 1 and 3 
Rotary with solenoid valves, 10 bar 500 0.29e-3 4 
Rotary with solenoid valves, 15 bar 500 0.44e-3  4 
Appendix Table 15 Maximum mass flow rates for nitrogen tests 
 
Note 1 – Calculation takes the theoretical mass flow rate (meters cubed x revs per 
second) and multiplies it by the density of the source at appropriate pressure. This is 
sometimes referred to as the speed density method and is detailed in the following 
example: 
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  Meters cubed for uni-flow = 4.3 x 10e-6 
  Theoretical mass flow rate at 600 rpm = 600/60 x 0.000043  
           = 0.00043 kg/s 
  Nitrogen density at 10 bar = pressure/ (gas constant x temperature in) 
                                            = 1000000 / (296.8 x 303) 
                                             = 11.1197 (kg/m³) 
  Mass flow rate = 11.1197 x 0.00043 = 0.004781 kg/s 
 
Note 2 – Mass flow rate with injectors is approximately half of mass flow rate with 
solenoid valves. 
Note 3 –The rotary mass flow rate is multiplied by 2 to account for the configuration of 
two inlets and two exhausts. 
Note 4 – Rotary with solenoids cuts down the opening time by approximately a third, 
hence this value is the without solenoids value divided by 3. 
 
Appendix Table 16 shows the maximum power and the calculated efficiency for each 
expander configuration using compressed nitrogen. 
 
Expander configuration Actual Maximum Power 
(W) 
Isentropic efficiency 
(%) 
Uni-flow, 10 bar, injector 6.96 25.30 
Uni-flow, 15 bar, injector 13.16 27.52 
Uni-flow, 10 bar, solenoid valve 21.12 36.70 
Uni-flow, 15 bar, solenoid valve 38.76 40.53 
Rotary, 10 bar, port valves 45.30 11.86 
Rotary, 15 bar, port valves 53.62 10.30 
Rotary,10 bar, solenoid valves 32.83 21.49 
Rotary,15 bar, solenoid valves 47.91 23.03 
Appendix Table 16 Efficiencies for nitrogen tests 
 
As can be seen, the rotary expander with control valves on the inlet doubles the efficiency 
than when no control valves were utilised. The best results are for the uni-flow expander 
and rotary expander tests with the solenoid valves, this is expected as the nitrogen mass 
flow is better controlled. 
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Appendix F: Counter-flow expander description and test 
results using steam 
 
Due to the counter-flow expander not performing as well as the uni-flow and rotary 
expanders, the configuration is described and the test results are presented in this 
appendix, as referenced in Section 3.2. 
F.1 Counter-flow configuration 
 
The expander used for the counter-flow tests was a 4.89 cc four-stroke reciprocating 
expander in a counter-flow configuration. Initially the inlet and exhaust were controlled 
by injector valves; these were later replaced by a solenoid valves to improve the mass 
flow rate. The configuration and flow is shown in Appendix figure 46. 
 
 
Appendix figure 46 Outline of the counter-flow expander and sensors 
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For the counter-flow configuration, both the inlet and exhaust opening times were 
controlled using the counters on the DAQ cards. The inlet and exhaust valve opening 
times were optimized for each speed step as previously described for the uni-flow 
expander. The inlet and exhaust results are shown in Appendix Table 17 and Appendix 
Table 18, respectively, Top Dead Centre (TDC) is assumed at 0°.  
 
10 bar Steam 10 bar Nitrogen 15 bar Nitrogen Speed 
(rpm) Open 
before 
TDC 
Closed 
after 
TDC 
Open 
before 
TDC 
Closed 
after 
TDC 
Open 
before 
TDC 
Closed 
after 
TDC 
150 9 119 29 91 - - 
200 1 79 15 65 14 71 
300 1 51 10 50 9 56 
400 3 41 8 42 7 48 
500 4 36 7 38 4 46 
Appendix Table 17 Timings for the counter-flow expander inlet, in crank angle degrees 
 
10 bar Steam 10 bar Nitrogen 15 bar Nitrogen Speed 
(rpm) Open 
before 
TDC 
Closed 
after 
TDC 
Open 
before 
TDC 
Closed 
after 
TDC 
Open 
before 
TDC 
Closed 
after 
TDC 
150 150 240 150 240 - - 
200 90 250 90 250 85 170 
300 60 140 60 140 70 200 
400 51 116 50 115 55 165 
500 45 85 45 85 50 150 
Appendix Table 18 Timings for the counter-flow expander exhaust, in crank angle degrees 
 
The data shown in Appendix Table 17 and Appendix Table 18 can be visualised by in the 
example timing diagram as shown in Appendix figure 47. 
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Appendix figure 47 TDC, inlet valve and outlet valve pulse shown over two revolutions 
 
The top graph shows the one pulse per crank shaft revolution, the second graph shows the 
inlet pulse, the rising edge indicates the opening of the inlet and the pulse width indicates 
the opening time. The third graph represents the exhaust valve pulse, again the rising 
edge indicates the opening of the exhaust and the pulse width indicates the exhaust 
opening time. 
 
F.2 Counter-flow expander test results 
 
The results contained in this section are for the counter-flow expander using solenoid 
valves to control the inlet and exhaust. 
 
Speed steps (rpm) for these tests were 200, 300, 400, 500 and 600 (maximum). Appendix 
figure 48 shows the variation of specific power and torque over speed. 
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Appendix figure 48 Specific power and torque, counter-flow expander, 10 bar steam 
 
As can be seen from Appendix figure 48, maximum torque was obtained at 200 rpm, and 
maximum specific power occurred at 300 rpm, maximum speed was 600 rpm for this 
configuration, limited by the use of the solenoid valves. Appendix figure 49 shows the 
variation in pressure over one crank shaft rotation with 10 bar steam. 
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Appendix figure 49 Pressure per cycle, counter-flow expander, 10 bar steam 
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The pressure data is explained as follows: 
 
1. Small compression witnessed as piston rises and volume decreases; 
2. Inlet valve opens, pressure rises to boiler pressure; 
3. Inlet valve closes, some expansion occurs; 
4. Exhaust port is opened, pressure falls to atmospheric. 
 
Appendix figure 50 shows the pressure volume diagram using 10 bar steam for each 
speed step. 
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Appendix figure 50 P-v diagram, counter-flow expander, 10 bar steam 
 
The comparison between calculated torque (Equation 3.1, Section 3.4.1) and measured 
torque is shown in Appendix Table 19. 
 
Speed  
(rpm) 
Measured Torque 
(N m) 
Calculated Torque 
(N m) 
Percentage 
Difference 
200 0.4242 0.4253 +0.24 
300 0.3977 0.4244 +6.29 
400 0.2948 0.3958 +25.53 
500 0.1750 0.3753 +53.50 
600 0.0314 0.3291 +90.46 
Appendix Table 19 Comparison of calculated and measured torque, 10 bar steam 
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Appendix G: Counter-flow expander model and test 
results 
 
Due to the counter-flow expander not performing as well as the uni-flow and rotary 
expanders, the model is described and the test results are presented in this appendix, as 
referenced in Section 4.3. 
 
G.1 Counter-flow expander model 
 
The counter-flow expander configuration was a simple GT model; Appendix figure 51 
shows the GT model for the counter-flow expander configuration. 
 
 
Appendix figure 51 GT model of the counter-flow expander configuration 
 
The main difference between the uni-flow in and the counter-flow model was that the 
uni-flow model used a fixed size exhaust port component and the counter-flow used a 
variable exhaust valve component. The dimensions for the pipes, valves and cylinder 
were incorporated into the models, where the inlet or outlet had variable timing; named 
variables were used so that when the model case setup was created, timings could easily 
be altered without altering the model components. 
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The timing used for the actual tests were used when initially executing the models, 
however it was soon obvious that the timings did not have a direct correlation with the 
timings required by the model. The four stroke timings did not seem to have the simple 
correlation, as for the uni-flow model, the timings used in the actual tests gave 
completely different results in the GT executions. One reason for this is because the 
solenoid valves were used to control the inlet and outlet, so there was more room for 
error, also the response time of the valves opening and closing need careful attention, the 
response time was believed to be a fixed 6 ms, but it looked like this was not the case. 
For the four stroke GT results, the timings were altered to give as close a result for torque 
as possible, and then pressure diagrams were compared for 300 rpm.  
 
Appendix H contains graphs that compare the four stroke timings used in the actual tests 
and in the GT modelling tests as can be seen in these graphs, the values are quite 
different. 
 
G.2 Counter-flow expander results 
 
This section shows the results for the uni-flow expander configuration with a solenoid 
valve on the inlet. The results are compared with the experimental results from Appendix 
E (nitrogen) and Appendix F (steam). 
 
G.2.1 Steam results 
 
Appendix figure 52 compares the variation in torque over speed for the experimental data 
and GT data using steam at 10 bar. 
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Appendix figure 52 Counter-flow, 10 bar steam, comparison of torque 
 
Appendix Table 20 compares the torques for each speed step and presents the percentage 
of difference between the two values. 
 
Speed  
(rpm) 
Measured Torque 
(N m) 
GT model Torque 
(N m) 
Percentage 
Difference 
200 0.4242 0.4220 -0.52 
300 0.3977 0.3930 -1.19 
400 0.2948 0.2850 -3.44 
500 0.1750 0.1770 +1.13 
600 0.0314 0.0336 +6.55 
Appendix Table 20 Comparison of measured torque and torque obtained from GT tests, 10 bar 
steam 
 
Appendix figure 52 and Appendix Table 20 show that the GT model for the counter-flow 
expander with 10 bar steam yielded similar results to the experimental data for the lower 
speed steps with the torque data being within ±4%. However, for the maximum speed 
steps, 600 rpm, the torque data was different by ±6.5%, which is unacceptable. Also it is 
worth pointing out that the timings had been altered to gain a close torque result. 
Appendix figure 53 compares the variation in pressure over one complete rotor revolution 
for the experimental data and GT data. 
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Appendix figure 53 Counter-flow, 10 bar steam, comparison of pressure cycles, 300 rpm 
 
As can be seen in Appendix figure 53, the pressure wave was not at all similar. The 
difference in maximum pressure and width of the pressure wave could be due to the fact 
that the GT model was a perfect representation and that the solenoid valves which 
operated the inlet and outlet were affecting the performance of the expander, especially 
with the higher temperatures for 10 bar steam (180°C). A small quantity of steam 
expansion can be seen in the GT data; however, no expansion was experienced in the 
experimental data. 
 
G.2.2 Nitrogen results 
 
Appendix figure 54 compares the variation in torque over speed for the experimental data 
and GT data using nitrogen at 10 bar. 
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Appendix figure 54 Counter-flow, 10 bar nitrogen, comparison of torque 
 
Appendix Table 21 compares the torques for each speed step and presents the percentage 
of difference between the two values. 
 
Speed  
(rpm) 
Measured Torque 
(N m) 
GT model Torque 
(N m) 
Percentage 
Difference 
150 0.3227 0.3160 -2.12 
200 0.2648 0.2650 -0.08 
300 0.0851 0.0862 +1.28 
400 0.0438 0.0450 +2.67 
500 -0.0533 -0.0566 -5.83 
Appendix Table 21 Comparison of measured torque and torque obtained from GT tests, 10 bar 
nitrogen 
 
Appendix figure 54 and Appendix Table 21 show that the GT model for the counter-flow 
expander with 10 bar nitrogen yielded similar results to the experimental data for the 
lower speed steps with the torque data being within ±6%. However, it is worth pointing 
out that the timings had been altered to gain a close torque result.  Appendix figure 55 
compares the variation in pressure over one complete rotor revolution for the 
experimental data and GT data. 
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Appendix figure 55 Counter-flow, 10 bar nitrogen, comparison of pressure cycles, 300 rpm 
 
As can be seen in Appendix figure 55, the pressure wave was not at all similar. The 
difference in maximum pressure and width of the pressure wave could be due to the fact 
that the GT model was a perfect representation and that the solenoid valves which 
operated the inlet and outlet were affecting the performance of the expander. A good 
expansion curve can be seen in the GT data; however, no expansion was experienced in 
the experimental data. 
 
Appendix figure 56 compares the variation in torque over speed for the experimental data 
and GT data using nitrogen at 15 bar. 
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Appendix figure 56 Counter-flow, 15 bar nitrogen, comparison of torque 
 
Appendix Table 22 compares the torques for each speed step and presents the percentage 
of difference between the two values. 
 
Speed  
(rpm) 
Measured Torque 
(N m) 
GT model Torque 
(N m) 
Percentage 
Difference 
300 0.6705 0.6775 +1.03 
400 0.4903 0.4954 +1.03 
500 0.1702 0.1732 +1.73 
600 0.0509 0.0508 -0.19 
Appendix Table 22 Comparison of measured torque and torque obtained from GT tests, 15 bar 
nitrogen 
 
Appendix Table 22 and Appendix figure 56 show that the GT model for the counter-flow 
expander with 15 bar nitrogen yielded similar results to the experimental data for the 
lower speed steps with the torque data being within ±2%. However, it is worth pointing 
out that the timings had been altered to gain a close torque result.  Appendix figure 57 
compares the variation in pressure over one complete rotor revolution for the 
experimental data and GT data. 
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Appendix figure 57 Counter-flow, 15 bar nitrogen, comparison of pressure cycles, 300 rpm 
 
As can be seen in Appendix figure 57, the pressure wave was not at all similar. The 
maximum pressure is similar, but there is still a difference in the width of the pressure 
wave. This could be due to the fact that the GT model was a perfect representation and 
that the solenoid valves which operated the inlet and outlet were affecting the 
performance of the expander. No expansion was experienced in the experimental or the 
GT data, this is probably due to the timing used in the GT model not allowing for 
expansion to take place before the exhaust valve is opened.  
 
The counter-flow results could not be used for validation as the timings are off to get a 
close torque, when the experimental timings were used, even using the uni-flow 
correlation of multiplying by a factor of three did not yield the correct torque, this is why 
the timings were altered in such a way. 
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G.2.3 Correlation between media and GT validation 
 
This section presents the results for the counter-flow expander, as detailed for the uni-
flow expander in Section 4.4.1. Appendix Table 23 shows the collated data for the 
counter-flow experiments. 
 
Nitrogen 10 bar Steam 10 bar Nitrogen 15 bar Speed 
(rpm) ∆t Torque ∆t Torque ∆t Torque 
150 116 0.3227 125 0.4242 123 0.7639 
300 127 0.2648 135 0.3977 133 0.6705 
400 97 0.0851 130 0.2948 125 0.4903 
500 87 0.0438 108 0.1750 93 0.1702 
600 77 -0.0533 93 0.0314 70 0.0509 
Appendix Table 23 Counter-flow tests timing and experimental torque data 
 
Appendix Table 24 shows the ratios first for nitrogen at 10 and 15 bar and second for 10 
bar steam and nitrogen at each speed step. 
 
Speed 
(rpm) 
Nitrogen 10 bar/15 bar 
ratio 
10 bar steam/nitrogen 
ratio 
150 2.23 1.22 
300 2.42 1.41 
400 4.47 2.58 
500 3.63 3.22 
600 1.05 0.48 
Appendix Table 24 Counter-flow tests, ratios between nitrogen tests and 10 bar tests 
 
The counter-flow tests there was a no close correlation for the any of the speed steps, this 
could be related to the timing issues, because for the counter-flow GT models the timing 
values were altered to obtain good torque data and so the values bore no relation to the 
actual timing used in the experiments. This would need further investigation and 
validation if the models are used further for the next expander size testing. 
 
Considering the results for the counter-flow model, the execution of this model was 
approached in a different way to the uni-flow configuration, as the timings did not seem 
to be as easy to solve as for the uni-flow. The timings were adjusted until the torque was 
within ±5% of the measure torque, but this resulted in the GT data curves looking very 
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different to the experimental pressure data. This is attributed to having the solenoid 
valves on both the inlet and exhaust causing the timings to be incorrect and also the 
counter-flow loop-flow configuration was not suitable to act as an expander as no 
expansion was experienced. 
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Appendix H: Timing comparisons 
 
This appendix contains graphs that compare the timings used for the actual expander tests 
with the timings used in GT tests to get the same results. Section H.1 contains the uni-
flow comparisons, as described in Section 4.3.1. Section H.2 contains the counter-flow 
comparisons, as described in Appendix G. 
 
For all the figures contained in this appendix section, the x-axis corresponds to the crank 
angle degree, with 0 representing top dead centre (TDC) and the y-axis represents the 
state of the valve with 0 representing closed and 1 representing open. 
 
H.1 Uni-flow comparisons 
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Appendix figure 58 Two-stoke timing comparisons, 10 bar steam 
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Appendix figure 59 Two-stoke timing comparisons, 10 bar nitrogen 
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Appendix figure 60 Two-stoke timing comparisons, 15 bar nitrogen 
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H.2 Counter-flow timing comparisons 
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Appendix figure 61 Four-stoke timing comparisons, 10 bar steam 
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Appendix figure 62 Four-stoke timing comparisons, 10 bar nitrogen 
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Appendix figure 63 Four-stoke timing comparisons, 15 bar nitrogen 
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Appendix I: Design, setup and testing of the heat 
exchanger 
 
I.1 Heat exchanger test introduction 
 
This appendix presents a brief overview of the setup for the heat exchanger test facility, 
the data acquisition requirements and a summary of the results from the heat exchanger 
testing. 
 
The main objective of this part of the project was to setup and demonstrate the basic 
HYSTOR concept, the most appropriate and available test facility at the University of 
Sussex contained a Caterpillar 7.2 litre engine [64]. Even though this engine was initially 
considered to be on the large side because, up until that point in the project, the modelling 
and testing had only considered passenger sized vehicles. However the engine was 
deemed suitable as it allows a range of test parameter to be varied which would be 
applicable to different sized vehicles. One such parameter was the angle setting for a 
variable geometry turbocharger (VGT), the use of which allowed different exhaust 
conditions to be simulated; in this way exhaust conditions for a smaller engine could be 
emulated. 
 
As the exhaust duct for the Caterpillar engine was of specific dimensions, an off-the-shelf 
heat exchanger was not available; therefore the heat exchanger was designed in-house so 
that it would fit the dimension and engine specifications exactly. Section I.2 gives a 
description of the heat exchanger design including diagrams and design parameters. 
 
A description of the heat exchanger test facility and test instrumentation specifications 
are given in Section I.3, followed by details of the test plan in Section I.4.  
 
At the time of writing the thesis, the heat exchanger test results were not available, hence 
no conclusions can be made as yet, however, Section I.5 will give an overview of what 
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was expected from the test results and how the test data would have been used to improve 
the dynamic modelling and control techniques described in Chapter 5. 
I.2 Heat exchanger design 
 
As stated in the introduction to this chapter, a suitable heat exchanger could not be 
sourced off-the-shelf; hence, the heat exchanger was designed in-house by the HYSTOR 
project team. There were certain limitations and design parameters that were taken into 
consideration. These limitations and parameters are detailed in this section. The main 
objective for the heat exchanger within the HYSTOR system is to generate steam from 
water using a heat transfer process from the exhaust gas, with the generated steam 
feeding an expander that will provide the work for the powertrain of the hybrid vehicle. 
 
The design points for the hot side of the heat exchanger were taken from existing test data 
for the Caterpillar engine. The temperature of the exhaust, Thi was chosen to be 750 K 
with the exhaust mass flow rate, hm& , set at 0.239 kg/s and with a pressure, Ph, of 1.3 bar. 
The design points for the cold side were chosen to be ambient temperature, Tci, 293 K, 
with the mass flow rate of water, wm& , to be 0.5 L/min (equivalent to 0.5 kg/min or 0.0083 
kg/s) at a pressure, Pc, of 25 bar. The parameters and their thermodynamic properties are 
summarised in Appendix Table 25. 
 
Parameter Value Unit Details 
Thi 750 K Exhaust gas entry temperature 
Tho 696 K Exhaust gas exit temperature 
Tci 293 K Steam exit temperature 
Tco 527 K Water entry temperature 
Tsat 470 K Saturation temperature, at 25 bar 
hfg 1840 kJ/kg Latent heat of vaporisation at 25 bar 
cpg 3250 kJ/kg K Specific heat capacity for steam at 25 bar 
cpf 4630 kJ/kg K Specific heat capacity for water at 25 bar 
Appendix Table 25 Design parameters for the heat exchanger 
 
The limitation on the physical dimensions for the heat exchanger arose from the 
availability of places where it could possibly be placed within the existing test facility 
with minimum alterations. The Caterpillar engine configuration included two legs from 
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the exhaust outlet, each of which had a catalytic converter attached, the horizontal length 
of these converters was 0.89 metres, hence it was decided to remove the catalytic 
converters and blank off one of the exhaust legs and attach the heat exchanger to the 
other. 
 
A number of heat exchanger geometries were considered: vertical tubes, horizontal tubes, 
coiled tube(s) and fins and plates.  In addition all three standard heat exchanger flow 
configurations were considered: parallel flow, cross flow and counter flow.  The chosen 
design was a double coil geometry with a counter flow configuration.  The reason for 
choosing a double coil geometry was because of the simplicity of the design. Also one 
could be designed to fulfill both thermal and physical requirements of the project.  The 
reason for choosing a counter flow configuration was because it is this configuration 
which gives the highest heat exchanger effectiveness.  The final designs for the heat 
exchanger can be seen in the following diagrams. Appendix figure 64 shows the inner 
coils. 
 
 
Appendix figure 64 The final design for the heat exchanger showing the coils 
 
Appendix figure 65 shows the detail of the piping for the inner and outer coils 
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Appendix figure 65 Heat exchanger inlet coil detail (left) and outlet coil details (right) 
 
Finally Appendix figure 66 shows the two coils inside the outer tubing along with the 
design parameters for heat transfer. 
 
 
Appendix figure 66 Coil-in-tube, counter-flow heat exchanger design 
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The cold side coils were made from 316 stainless steel. Initial designs used copper for the 
coil, but it became apparent that cooper would not be suitable for the temperatures and 
pressures required for the heat exchanger, hence stainless steel was chosen as this 
material was more suitable for the requirements. The cold fluid enters the heat exchanger 
tube and travels round the outer coil first, and then returns to the cold fluid entrance via a 
central straight pipe (right hand side in Appendix figure 66) then travels back along the 
inner coil. When the fluid exits the heat exchanger, with the conditions matching the 
design points, the steam will be just beyond saturation temperature, which would be 
greater than 470 K at 25 bar. This is to ensure that only superheated steam is fed to the 
expander in order to avoid water droplet damage to the expander. 
I.3 Heat exchanger test setup and specification 
 
The experimental set-up for the heat exchanger is shown in Appendix figure 67 and 
consisted of a water reservoir (for source and sink), a water pump (with safety relief 
valve), a flow meter, the heat exchanger, a control valve and an expander with bypass 
valve. Additionally, thermocouples and pressure transducers were employed for 
temperature and pressure measurements. The data acquisition from the pressure 
transducers, thermocouples and flow meter was controlled by National Instruments 
LabVIEW software.  
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Appendix figure 67 Experimental setup 
 
The sensor inputs were fed to a PC using a National Instruments data acquisition system. 
The pressure sensors were sourced from RS, part number 249-3836, the thermocouples 
were all type K and the flow meter was a turbine flow meter supplied by Kobold 
Instruments, part number DF 05GR08MAG34S. The water pump was a positive 
displacement water pump sourced from Michael Smith Engineers Ltd. The make and 
model is Hydra-Cell G-22. 
 
I.3.1 Data acquisition 
 
The data acquisition system consisted of a cDAQ-9172 chassis and 9211 input module. 
The input module was suitable for thermocouple input signals and the voltage inputs 
from the pressure transducers and flow meter. The connection between the cDAQ and the 
PC was a USB cable. The input module had the following specifications. 
  Resolution: 24 bits; 
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  Sampling rates: 3.2 (MS/s) (multiple channel); 
  Gain error: 0.1% max at -40°C to 70°C; 
  Input voltage range: ±80 mV. 
 
I.3.2 Inputs to LabVIEW 
 
Appendix Table 26 lists the various inputs to the PC and LabVIEW, what unit the inputs 
were measuring and how they were connected. 
 
Quantity (Unit) Connection to 
system 
Connection to 
PC 
Range 
Exhaust inlet 
temperature (°C) 
K type thermocouple NI-DAQ system Temp: 0°C to 300°C 
Voltage: ±80 mV 
Exhaust outlet 
temperature (°C) 
K-type thermocouple NI-DAQ system Temp: 0°C to 300°C 
Voltage: ±80 mV 
Water inlet 
temperature (°C) 
K type thermocouple NI-DAQ system Temp: 0°C to 300°C 
Voltage: ±80 mV 
Water/vapour outlet 
temperature (°C) 
K-type thermocouple NI-DAQ system Temp: 0°C to 300°C 
Voltage: ±80 mV 
Exhaust inlet 
pressure (Pa) 
Pressure transducer NI-DAQ system Pressure:0 bar to 25 bar 
Voltage: ±10 V 
Exhaust outlet 
pressure  (Pa) 
Pressure transducer NI-DAQ system Pressure:0 bar to 25 bar 
Voltage: ±10 V 
Water inlet pressure 
(Pa) 
Pressure transducer NI-DAQ system Pressure:0 bar to 25 bar 
Voltage: ±10 V 
Steam outlet 
pressure (Pa) 
Pressure transducer NI-DAQ system Pressure:0 bar to 25 bar 
Voltage: ±10 V 
Mass flow rate 
(L/min) 
Turbine flow meter NI-DAQ system Flow: 0.08 L/min to 0.5 
L/min 
Voltage: 0-10 V 
Appendix Table 26 Inputs to data acquisition software, LabVIEW 
 
I.4 Heat exchanger tests planned 
 
This section details the tests that were planned for the heat exchanger. The aim of these 
tests was to observe the heat exchanger and record the results for various different test 
points and execute drive cycles. 
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Where the tests require constants values for certain parameters whilst others are varying, 
these were as follows: 
 Constant speed point: 1200 rpm; 
 Constant load point: 1400 N m;  
 Constant exhaust mass flow rate: 0.2 kg/s; 
 Constant water mass flow rate: 0.008333 kg/s (0.5 L/min). 
 
I.4.1 Matrix of steady state speed and load points 
 
This stage of the testing will run the engine over a period of time stepping the speed and 
load points as shown in Appendix figure 68. 
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Appendix figure 68 Speed and load points used in experiments 
 
The varying speed and load points are within the maximum and minimum capabilities of 
the engine, 1000 rpm to 2500 rpm for speed and 100 N m to 1000 N m for load (torque). 
For each speed step, the engine was run using different torque settings, each step should 
be held for at least two minutes in order to record the steady state values of acquired data. 
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For each speed/load point the mass flow rates of exhaust gas and water should be held 
constant. 
I.4.2 Different exhaust mass flow rates 
 
Using the variable geometry turbocharger (VGT) that is connected to the engine’s 
exhaust, the application of different exhaust mass flow rates into the heat exchanger was 
possible. The VGT setting works on a percentage value that relates the opening of the 
turbine blades or vanes, with 0% being fully closed and 100% being fully open. 
 
Using a constant speed/load point along with a constant water mass flow rate, the VGT 
blades should be set at different angles, the more closed the angle, the higher the exhaust 
mass flow rate will be, as the angle opens for the VGT blades, the exhaust mass flow rate 
will be reduced. The VGT blade settings should be stepped from 0% to 100%, in 10% 
step increments, and each step should be held for at least two minutes to record the steady 
state values of acquired data. 
I.4.3 Different water mass flow rates 
 
By controlling the speed of the water pump, different water mass flow rates will be 
tested. The water pump operating range was between 0.1 L/min and 0.5 L/min (0.001667 
kg/s to 0.008333 kg/s).  
 
Using a constant speed/load point along with a constant exhaust gas mass flow rate, the 
water mass flow rate should be stepped from 0.3 L/min to 0.5 L/min, in 0.05 L/min 
increments, and each step should be held for at least two minutes to record the steady 
state values of acquired data. 
 
I.4.4 Transient tests – drive cycles 
 
The drive cycles to be used to perform transient tests are the On highway drive cycle 
(OHDC) [65] and Non Road Transient drive cycle (NTRC) [66], these two drive cycles 
are detailed in this section. 
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I.4.4.1 On highway drive cycle (OHDC) 
 
The drive cycle OHDC was developed to test heavy duty vehicles such as on highway 
trucks and large passenger vehicles. The cycle simulates a range of driving scenarios 
including driving in inner-city (urban) driving and also motorway (highway) driving. A 
summary of the OHDC characteristics is as follows: 
  Distance: 10.3 km; 
  Time: 1200 seconds; 
  Average speed: 1400 rpm; 
  Maximum speed: 2603 rpm. 
 
The graphs in Appendix figure 69 show the speed and load points for the cycle. 
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Appendix figure 69 On highway drive cycle 
 
I.4.4.2 Non Road Transient Cycle (NRTC) 
 
This test cycle was developed in the US for non road vehicle engines and is part of a 
series of tests for both European standards and US standards. A summary of the NRTC 
characteristics is as follows: 
  Time: 1200 seconds; 
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  Average speed: 1907 rpm; 
  Maximum speed: 2480 rpm. 
 
The graphs in Appendix figure 70 show the speed and load points for the cycle. 
 
0 200 400 600 800 1000 1200
500
1000
1500
2000
2500
Sp
ee
d,
 
rp
m
0 200 400 600 800 1000 1200
0
200
400
600
800
1000
To
rq
u
e,
 
N 
m
Time (s)
 
Appendix figure 70 Non road transient cycle 
 
I.5 Future work for heat exchanger test results 
 
The main aim of this part of the project was to use design and demonstrate a working 
heat exchanger to prove part of the HYSTOR system concept. Additionally the data 
acquired would be used in the development of the control for the system. 
 
Unfortunately due to some problems with the experimental set up, which included the 
control of the flow and problem with acquiring steady readings from the pressure 
transducers, the results from the heat exchanger tests were not available to be included in 
this thesis. They will be documented in a separate document. 
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Appendix J: Controller development and test 
 
This appendix contains additional information for the controller development detailed in 
Chapter 5. Section J.1 describes the individual controller modules that form part of the 
hierarchical control structure. Section J.2 contains the Simulink SISO control modules 
and test results. J.3 contains the Simulink blocks that make up the PID controlled system. 
J.4 contains the results from running the PID controller with QSS and PSAT using the 
NEDC and US-06 drive cycles. 
 
J.1 Controller modules for the hierarchical control structure 
 
From the hierarchical structure detailed in Section 5.2.1 individual control blocks were 
developed. The generic control block diagram is as shown in Appendix figure 71, this 
block diagram will be used as a base on which to develop and describe each control 
module. 
 
 
Appendix figure 71 Generic block diagram for control strategies [67] 
 
Referring to Appendix figure 71: 
 E(s): process error signal; 
 R(s): reference signal; 
 Uc(s): controller output signal; 
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 Di(s): input Disturbances; 
 U(s): actuator output signal; 
 Ut(s): process input signal; 
Y(s): process output. 
J.1.1 Water mass flow rate control 
 
The water mass flow rate, or pump, control module will monitor the exhaust gas 
temperature and mass flow rate into the heat exchanger and control the water mass flow 
rate so that there is sufficient water supply to generate saturated steam for the expander. 
The inputs and outputs are visualised in Appendix figure 72. 
 
 
 
 
 
Appendix figure 72 Control block diagram for pump and heat exchanger components 
 
Referring to Appendix figure 72, the following control variables are identified: 
Y(s) = steam mass flow rate/pressure; 
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R(s) = working pressure demand; 
Uc(s) = voltage for pump; 
Us(s) = mass flow rate water into heat exchanger; 
Di(s) = exhaust gas temperature and mass flow rate. 
 
J.1.2 Expander control 
 
The inlet valve will control the speed of the expander and, hence, the torque developed 
by the expander. The controller will use data obtained on the quality and mass flow rate 
of the steam available and also the torque demand on the IC engine to determine the cut-
off ratio for the inlet valve. The inputs and outputs are visualised in Appendix figure 73. 
 
 
 
 
Appendix figure 73 Control block diagram for the expander 
 
Referring to Appendix figure 73, the following control variables are identified: 
Y(s) = torque developed; 
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R(s) = torque demand; 
Uc(s) = valve cut-off ratio; 
Us(s) = mass flow rate of steam into expander; 
Di(s) = torque demand, steam quality and steam quantity. 
 
J.2 SISO control modules and test results 
 
From the control objectives and variables presented in Section 5.3, the following 
Simulink SISO models were developed and tested. 
J.2.1 Pump control module 
 
The pump control module monitors wm&  and the pressure demanded by the system. The 
output variable of the controller, ndem, is a voltage that relates to the pump speed 
requirement. An increase in voltage will increase n and hence increase wm&  to the heat 
exchanger. A decrease in voltage will decrease n, and hence decrease wm&  to the heat 
exchanger.  
 
Any changes to n or  wm&  will affect the overall pressure of the system, unless coupled 
with corresponding change in the value of  α  for the expander. 
 
There is a relation between mass flow rate and speed of the pump, this is in the form of a 
family of curves (representing k) and the mass flow rate will be k x n. This is shown in 
the Appendix figure 74 (data obtained from the specification for the water pump 
referenced in Appendix I). 
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Appendix figure 74 Relationship of mass flow rates and pump speed at different pressures 
 
The control block diagram from Section J.1.1 is further developed as shown in Appendix 
figure 75. The variables are as follows: 
wm&   - mass flow rate of water; 
condT  - Temperature out from the condenser; 
demP   - Pressure demanded of system; 
sysP  - Actual Pressure of the system; 
ndem - Demanded speed of pump; 
n - Speed of pump. 
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Appendix figure 75 Pump control module 
 
Referring to Appendix figure 75, the control signals are as follows: 
R(s) = wm&  (demand by system); 
E(s)  = wm&  (demand) - wm& (pump output) or R(s)-Y(s); 
Uc(s) = n
 
 (output of pump controller); 
U(s)  = n
 
 as a voltage; 
Di(s)  = monitored speed of pump/pressure change; 
Ut(s) = Pump input voltage – U(s)+Di(s); 
Y(s)  = wm& (pump output); 
H(s) senses the mass flow rate output and converts it to signal wm& . 
 
Two Simulink models were developed, one to represent a positive displacement pump 
and one to represent a centrifugal pump, as these are the two common types of pumps 
used in industrial applications. 
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J.2.1.1 Positive displacement pump model 
 
For the positive displacement pump, Equations J.1 through J.3 were used: 
 
 Volumetric flow  nKF sn ×=   (J.1) 
 Leakage flow  pKF ll ×=   (J.2) 
 Total flow   ln FFF −=   (J.3) 
 
Where n
 
is pump speed, sK  is the speed gain constant, p  is pressure and lK  is the 
leakage gain constant, set to represent a leakage of about 2% of the mass flow. The 
Simulink model for the positive displacement pump is shown in Appendix figure 76 
through Appendix figure 79. 
 
 
Appendix figure 76 Test harness for the positive displacement pump model 
 
 
Appendix figure 77 Pump subsystem for the positive displacement pump model 
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Appendix figure 78 Pump control for the positive displacement pump model 
 
 
Appendix figure 79 Pump plant for the positive displacement pump model 
 
Using the small test harness developed, as shown in Appendix figure 76, input data was 
created and output data was recorded. The demanded pressure (Pdem) was set at 20 bar; 
the predicted mass flow rate of water value ( wpredm& ) was varied over 10 seconds from 0.2 
kg/s to 0.1 kg/s, at 4 seconds, and to 0.15 kg/s, at 7 seconds as shown in Appendix figure 
80. 
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Appendix figure 80 Input to pump model, predicted mass flow water, wpredm&  
 
Appendix figure 81 shows the output of the controller, the pump voltage (pumpv), which 
rises or falls when the predicted mass flow rate of water rises or falls, but is then altered 
by the control to maintain the correct mass flow rate of water. 
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Appendix figure 81 Output of positive displacement pump controller, pump voltage, pumpv 
 
Appendix J: Controller development 
311 
Appendix figure 82 further shows the actual pressure (Pact) rises or falls momentarily 
when the predicted mass flow rate of water rises or falls, then returns to the demanded 
pressure value of 20 bar. 
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Appendix figure 82 Output of positive displacement pump, actual pressure, Pact 
 
The demanded pressure is indicated by the dotted line and using this line it can be seen 
how quickly the controller acts to regulate the pump output. 
 
J.2.1.2 Centrifugal pump 
 
For the centrifugal pump, Equations J.4 through J.6 were used from [68]: 
 
 Blade speed   nrU p .2 =     (J.4) 
 Total Head   22
2
2 βCot
g
U
A
F
g
U
H ×−=   (J.5) 
 Substituting Equation J.4 into Equation J.5: 
 Total Head   2
2
22 .
..
1 βCot
g
nr
A
F
nr
g
H pp ×−=   (J.6) 
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Where n is speed (rad/s), pr  is the radius of the pump (0.1m), g is gravity (9.81), F is 
mass flow rate (kg/s), 2A  is the acceleration of the pump (0.1m/s), Cot 2β =0.7 and total 
head is in Pascals. 
 
The Simulink model for the centrifugal pump is shown in Appendix figure 83 through 
Appendix figure 86. 
 
 
Appendix figure 83 Test harness for the centrifugal pump model 
 
 
Appendix figure 84 Pump subsystem for the centrifugal pump model 
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Appendix figure 85 Pump control for the centrifugal pump model 
 
 
Appendix figure 86 Pump plant for the centrifugal pump model 
 
A small test harness was developed, as shown in Appendix figure 83, input data was 
created and output data was recorded. The demanded pressure (Pdem) was set at 20 bar; 
the predicted mass flow rate of water value ( wpredm& ) was varied over 10 seconds from 0.2 
kg/s to 0.1 kg/s, at 4 seconds, and to 0.15 kg/s, at 7 seconds as shown in Appendix figure 
80 in Section J.2.1.1. 
 
Appendix figure 87 shows the output of the controller, the pump voltage (pumpv), which 
rises or falls when the predicted mass flow rate of water rises or falls, but is then altered 
by the control to maintain the correct mass flow rate of water. 
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Appendix figure 87 Output of centrifugal pump controller, pump voltage, pumpv 
 
 
Appendix figure 88 further shows the actual pressure (Pact) rises or falls momentarily 
when the predicted mass flow rate of water rises or falls, then returns to the demanded 
pressure value of 20 bar. 
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Appendix figure 88 Output of centrifugal pump, actual pressure, Pact 
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The demanded pressure is indicated by the dotted line and using this line it can be seen 
how quickly the controller acts to regulate the pump output. Appendix figure 88 is 
slightly different from Appendix figure 82 due to different settings for the PID controller 
and the behaviour of the two different pumps. 
 
J.2.2 Expander control module 
 
The expander control module controls the expander process by monitoring the torque 
demanded on the system (from the vehicle driver), the actual torque output from the 
expander and the pressure drop across the expander. The output variable of the controller, 
α , is a voltage that relates the opening time, or cut-off , value for the throttle valve to the 
expander inlet. 
 
The torque output of the expander will be proportional to the upstream pressure, but not 
necessarily proportional to the value of α . The value of α  will affect the work output, 
an increase in α  will relate to an increase in work output and hence a decrease in α  will 
result in less work output from the expander. 
 
Any changes to α  will affect the overall pressure of the system, unless coupled with 
corresponding change in the value of n from the pump controller module. Any changes in 
the upstream and downstream pressure should be monitored and the α  altered 
accordingly so that wm&  remains constant. 
 
The speed of the expander will be governed by the IC engine speed, as the two will be 
coupled mechanically using a reduction gearbox. 
 
The power output will need to be kept constant so that  
 α... expexp anderanderact nKnTP ==    (J.7) 
 
 where K is the proportional gain of the expander controller.  
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The control block diagram from Section J.1.2 is further developed as shown in Appendix 
figure 89. The variables are as follows: 
demT   - Torque demanded; 
actT  - Actual torque output from expander; 
upP  - Pressure upstream of the expander; 
downP  - Pressure downstream of the expander. 
 
 
Appendix figure 89 Expander control module 
 
Referring to Appendix figure 89, the control signals are as follows: 
 
R(s) = demT  ; 
E(s)  = errT  = R(s)-H(s); 
Uc(s) = α (output of expander controller); 
U(s)  = α  as a voltage; 
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Di(s)  = predicted α  voltage according to demT ; 
Ut(s)  = Expander valve input voltage = U(s)+Di(s); 
Y(s)  = Work (kj - expander output); 
H(s)  senses the work output and converts it to the actT  value. 
 
A Simulink model was developed for the control module; the expander block contained 
equations to calculate work done, these equations were developed using the standard pv 
diagram for a steam expander, shown in Appendix figure 90. 
 
 
Appendix figure 90 pv diagram for a steam expander 
 
Referring to the numbered points in Appendix figure 90: 
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 ( )ηα VPbk v ..1 =  
η=thermal efficiency of steam (1.4) 
V = total Volume 
V3=V 
V2=V x vα  
Vc=Clearance Volume 
 
The Simulink model for the expander is shown in Appendix figure 91 through Appendix 
figure 94. 
 
 
Appendix figure 91 Test harness for the expander model 
 
 
Appendix figure 92 Expander system model 
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Appendix figure 93 Expander controller model 
 
 
Appendix figure 94 Expander plant model 
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Figure 0-1 Expander plant, work calculation 
 
 
Figure 0-2 Expander model, inertia and shaft torque calculation 
 
A small test harness was developed, as shown in Appendix figure 91, so that input data 
could be controlled and output data could be recorded. The demanded torque (Tdem) was 
set at 35 N m; the predicted cut-off value (αpred) was varied over 10 seconds from 0.1 to 
0.5, at 4 seconds, and to 0.8, at 7 seconds as shown in Appendix figure 95. 
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Appendix figure 95 Input to expander model, predicted cut-off ratio, alphapred 
 
Appendix figure 96 shows the output of the controller, the cut-off ratio (α), which rises 
when the predicted mass flow of water rises, but is then altered by the control to maintain 
the correct torque output. 
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Appendix figure 96 Controller output, cut-off ratio, alpha 
 
Appendix J: Controller development 
322 
Appendix figure 97 further shows the actual shaft torque (Tshaft) rises momentarily when 
the predicted alpha rises, then returns to the demanded torque value of 35 N m. 
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Appendix figure 97 Expander output after inertia, torque on shaft 
 
The demanded torque is indicated by the dotted line and using this line it can be seen how 
quickly the controller acts to regulate the expander output. 
J.2.3 Supervisory controller  
 
The supervisory controller does not directly control a process, but controls the predicted 
inputs to the pump and expander controllers, wpredm&  and αpred, respectively. This is 
implemented through a series of algorithms that monitor the systems behaviors and 
selects the appropriate predicted signals. This is achieved by cross-coupling the response 
of the pump and expanders in order to stabilize the system so that when one changes and 
corresponding change is predicted in the other. 
 
To cross-couple any changes in the system pressure to the predicted input to the expander 
the following equation is used: 
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Where K is an appropriate gain value, Pn is current the system pressure and Pn-1 is the 
previous value of system pressure. To cross couple any changes in torque developed by 
the expander to the predicted input to the pump, the following equation is used: 
 
  ρα ...exp Vnm pred =&   (J.10) 
 
Where nexp is the speed of the expander, V is the expander volume and ρ is the density of 
the steam at the system pressure. 
 
Another algorithm for the supervisory control uses the heat exchanger data to monitor the 
volume and the heat flux information (from exhaust data) to ensure that enough water is 
flowing to the heat exchanger. This is achieved by monitoring the values of exhaust 
temperature ( minθ ) and mass flow rate ( min_em& ) to ensure they do not go below the 
required value for steam generation. In this case the IC engine should be the sole provider 
of the torque until these values are reached. 
 
J.3 Simulink files for the PID controlled steam system 
 
This appendix contains the Simulink blocks used for the QSS-TB PID controlled steam 
hybrid model that is described to in Section 5.6.1. The model is divided into levels with 
level 1 representing the top level of the model and levels 2 through 6 representing the 
lower levels. 
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Appendix figure 98 Level 1 – QSS-TB PID controlled steam hybrid 
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Appendix figure 99 Level 2 – Hybrid interface block 
 
 
 
Appendix figure 100 Level 2 – Steam system 
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Appendix figure 101 Level 3 – PID controlled system 
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Appendix figure 102 Level 4 – PID steam system on 
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Appendix figure 103 Level 5 – Positive displacement pump 
 
 
Appendix figure 104 Level 5 – Heat exchanger system 
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Appendix figure 105 Level 5 Supervisory control 
 
 
Appendix figure 106 Level 5 Expander 
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Appendix figure 107 Level 6 Heat exchanger 
 
 
Appendix figure 108 Level 6 Positive work 
 
J.4 PID Controller results 
 
This section contains the results from running the PID controller with QSS and PSAT 
using the NEDC and US-06 drive cycles. 
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Appendix figure 109 Power comparison for QSS-TB PID controlled model, NEDC 
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Appendix figure 110 Power comparison for PSAT PID controlled model, NEDC 
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Appendix figure 111 Power comparison for QSS-TB PID controlled model, US-06 
 
 
0 100 200 300 400 500 600
-4
-3
-2
-1
0
1
2
3
4
5
x 104
Time, s
Po
w
er
, 
w
at
ts
US-06
 
 
Power demand on vehicle
Power required of IC Engine
Power developed by Steam System
 
Appendix figure 112 Power comparison for PSAT PID controlled model, US-06 
