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Abstract
Bergweiler proved that for any given integer k  2, every polynomial P of degree d  2 has at least
one repelling periodic cycle of period k unless (k, d) ∈ {(2,2), (2,3), (2,4), (3,2)}. Here we classified
these exceptional polynomials. We also showed that the Julia sets of these exceptional polynomials are
connected.
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1. Introduction and main results
Let P(z) be a polynomial. Then the kth iterates of P , denoted by P k(z), are defined induc-
tively by P 1(z) = P(z) and P k(z) = P k−1 ◦ P(z) for k  2.
Let z0 ∈ C. If there exists a positive integer p ∈ N such that Pp(z0) = z0 but P j (z0) = z0 for
any 1 j  p − 1, then z0 is said to be a periodic point of period p of P , and the corresponding
cycle {z0,P (z0), . . . ,P p−1(z0)} is said to be a periodic cycle of period p. A periodic point
of period 1 is said to be a fixed point. Define the multiplier of the periodic point z0 (and the
corresponding cycle) by λ = (P p)′(z0). According to |λ| < 1 (λ = 0), |λ| = 1, or |λ| > 1, the
periodic point z0 (and the corresponding cycle) is said to be attracting (superattracting), neutral,
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or not, z0 is said to be rationally neutral or irrationally neutral. An important fact is that ∞ is a
superattracting fixed point (see [4]).
Fixed points and periodic points play an important part in complex dynamics. For example,
the Julia set of a polynomial is the closure of the set of all its repelling periodic points (see [4]).
Baker is the first who studied the existence of period points of given period for polynomials
and rational functions. For polynomials, he proved
Theorem A. [1, Theorem 2] Let P(z) be a polynomial of degree d  2 and k  2 be an integer.
Then P(z) has at least one periodic cycle of period k unless (k, d) = (2,2) and P(z) is similar
to z2 − 3/4.
Here and in the sequel, we say two polynomials P and Q are similar if there exist con-
stants a(= 0), b such that Q(az + b) = aP (z) + b. See [1].
Later, Bergweiler considered the analogue for repelling period points and proved
Theorem B. [2, §1.4, Satz 1] Let P(z) be a polynomial of degree d  2 and k  2 be an integer.
Then P(z) has at least one repelling periodic cycle of period k unless (k, d) ∈ {(2,2), (2,3),
(2,4), (3,2)}.
He also gave examples to show that all exceptional cases can occur. The aim of this note is to
classify these exceptional polynomials. We prove
Theorem 1. Let P be a polynomial of degree d  2, and k  2 be an integer such that (k, d) ∈
{(2,2), (2,3), (2,4), (3,2)}. If P has no repelling periodic cycle of period k, then P is similar
to one of the following polynomials: for k = 2,
(a) Q(z) = z2 + c, for c ∈ {z: |z + 1| 1/4};
(b) Q(z) = z3 − (2 + 3c2)z + 2c3, for c ∈ {z: |z2 − 1/36| 1/36}; and
(c) Q(z) = z4 + (−1 ± 2i)z, while for k = 3;
(d) Q(z) = z2 − 7/4.
The exceptional polynomials in (a) and (d) are of degree 2, so where these polynomials are
located relative the Mandelbrot set is worth researching. Here the Mandelbrot set, see [4, p. 124],
is defined by
M= {c ∈ C: the orbit {Pnc (0): n ∈ N} of Pc = z2 + c at 0 is bounded}
= {c ∈ C: the Julia set J (Pc) of Pc = z2 + c is connected}.
With calling Pc = z2 + c for c ∈M a Mandelbrot polynomial, we show that all exceptional
polynomials in (a) and (d) are Mandelbrot polynomials, and thus have connected Julia sets.
Indeed, we have
Theorem 2. The Julia sets of all polynomials in (a), (b), (c) and (d) are connected.
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Let P be polynomial of degree d  2. Let z0 be a rationally neutral periodic point of period
p of P , then the multiplier (P p)′(z0) must be a primitive mth root of one for some positive
integer m. Thus near z0, we have
Ppm(z) = z + α(z − z0)km+1 + · · · (1)
(see [4, p. 41]) for some constant α = 0 and some positive integer k. Now we define the mul-
tiplicity and dynamical multiplicity of the cycle {z0,P (z0), . . . ,P p−1(z0)} to be ν = km + 1
and k, respectively.
If z0 is a periodic point of period p of P which is not rationally neutral, then define the
multiplicity and the dynamical multiplicity of the cycle {z0,P (z0), . . . ,P p−1(z0)} both to be
one (see [1,5]).
Then we have
Lemma 1. ([5, Theorem 3], cf. [4, p. 100, Theorem 1.2]) Let P be a polynomial of degree d  2.
Then P has at most d − 1 nonrepelling periodic cycles in C counting dynamical multiplicity.
Lemma 2. (See [1,5].) Let P be polynomial of degree  2 and let k  2 be an integer. Suppose
that z0 is a fixed point of P k in C. Then
(1) z0 is a periodic point of period p of P which is a factor of k.
(2) All points in the cycle {z0,P (z0), . . . ,P p−1(z0)} are roots of the equation P k(z) − z = 0
with the same multiplicity μ. And if μ > 1, then there is an integer α such that pα( k)
is a factor of k and μ = αN + 1, where N is the dynamical multiplicity of the cycle
{z0,P (z0), . . . ,P p−1(z0)}.
(3) Let ν be the multiplicity of the cycle {z0,P (z0), . . . ,P p−1(z0)}. Then
(i) for rationally neutral, ν = μ for μ > 1, and ν > 1 for μ = 1;
(ii) for not rationally neutral, ν = μ = 1.
To prove Theorem 2, we need some other results. Let P(z) be a polynomial of degree d  2.
Then the point ∞ and the points ζ ∈ C at which P ′(ζ ) = 0 are called the critical points of P .
Let z0 be an attracting fixed point of P . Then the set consisting of z such that Pn(z) → z0 is
called the basin of attracting of z0 with respect to P , and its component that contains z0 is called
the immediate basin of attracting of z0 with respect to P .
Now let {z0,P (z0), . . . ,P p−1(z0)} be an attracting periodic cycle of period p of P . Then
each P j (z0) is an attracting fixed point of Pp . Let Uj be the immediate basin of attracting of
P j (z0) with respect to Pp . Then the union
⋃p−1
j=0 Uj is called an immediate basin of attraction
associated to the attracting periodic cycle {z0,P (z0), . . . ,P p−1(z0)} (see [4, p. 58]).
Lemma 3. [4, p. 59, Theorem 2.2] The immediate basin of attraction associated to an attracting
periodic cycle contains at least one critical point.
Now let {z0,P (z0), . . . ,P p−1(z0)}(⊂ C) be a rationally neutral cycle of period p. Then there
exists a smallest integer m  1 such that [(P p)′(z0)]m = 1, so that near z0, we have (1). Thus
by the well-known Leau–Fatou’s flower theorem, for each 0  j  p − 1, the Fatou set of P
has km components Uj,i (1  i  km), called Leau domains, such that P j (z0) ∈ ∂Uj,i , and
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into k groups, each group G has pm Leau domains such that P(G) = G. That is, each group G
can be written as G = {P j (U), 0 j  pm− 1} (Ppm(U) = U ). The group G is called a cycle
of Leau domains associated to the rationally neutral cycle {z0,P (z0), . . . ,P p−1(z0)}. The union⋃pm−1
j=0 P j (U) is called an immediate basin of attraction associated to the rationally neutral
cycle {z0,P (z0), . . . ,P p−1(z0)}. Thus there are k immediate basins of attraction associated to
the rationally neutral cycle {z0,P (z0), . . . ,P p−1(z0)} (see [4, p. 60]).
Lemma 4. [4, p. 60, Theorem 2.3] Each immediate basin of attraction associated to a rationally
neutral periodic cycle contains at least one critical point.
Lemma 5. [4, p. 66, Theorem 4.1] For a polynomial P of degree  2, its Julia set J (P ) is
connected if and only if there is no finite critical point of P in the immediate basin A(∞) of
attraction associated to the superattracting fixed point ∞.
Lemma 6. [4, p. 124, Theorem 1.2] The Mandelbrot setM is a closed simply connected subset
of the disk {c: |c| 2}, which meets the real axis in the interval [−2,1/4].
The next result is an analogue of Lemma 6 for general polynomials of degree d  2. Set
Cd =
{
a = (ad−2, . . . , a0) ∈ Cd−1: the Julia set J (Pa) of Pa = zd + ad−2zd−2 + · · · + a0
is connected
}
.
Then C2 =M. By [3], we have
Lemma 7. (See [3, Chapter I].) The set Cd ⊂ Cd−1 is closed and simply connected.
3. Proof of Theorem B
Here we give a proof of Theorem B for the sake of readers.
Proof of Theorem B. Suppose that P has no repelling periodic cycle of period k.
Let z0 ∈ C be a fixed point of P k . Then we get a periodic cycle{
P 0(z0)(= z0),P 1(z0), . . . ,P j−1(z0)
}
of period j . Obviously, j is a factor of k.
Let j be a factor of k. Assume that P has nj ( 0) cycles
Γj,i =
{
P 0(zj,i ),P
1(zj,i), . . . ,P
j−1(zj,i )
}
, i = 1,2, . . . , nj , (2)
of period j . And assume that in these cycles, there are (0)mj ( nj ) nonrepelling cycles Γj,i
(1 i mj). By assumption, we have
nk = mk. (3)
Define
ν∗j,i = νj,i for μj,i > 1, and ν∗j,i = 1 for μj,i = 1, (4)
where μj,i is the multiplicity of zj,i as a root of the equation P k(z) − z = 0, and νj,i is the
multiplicity of the cycle Γj,i starting at zj,i .
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ν∗j,i = μj,i . (5)
Thus we have
P k(z) = z + Ck
∏
j |k
{ mj∏
i=1
[ ∏
ζ∈Γj,i
(z − ζ )
]ν∗j,i nj∏
i=mj+1
[ ∏
ζ∈Γj,i
(z − ζ )
]}
, (6)
where Ck is a nonzero constant. It follows that
dk = deg(P k)=∑
j |k
j
( mj∑
i=1
ν∗j,i + nj − mj
)
. (7)
Now denote by Nj,i the dynamical multiplicity of the cycle Γj,i . Then by Lemma 1, we have
∑
j |k
mj 
∑
j |k
mj∑
i=1
Nj,i  d − 1. (8)
And as in [5, p. 144], by Lemma 2, there exist nonnegative integers αj,i( k) such that
ν∗j,i = αj,iNj,i + 1 (9)
and
jαj,i  k. (10)
Thus by (3), (7), (9) and (10), we get
dk =
∑
j |k
j
( mj∑
i=1
αj,iNj,i + nj
)
=
∑
j |k
mj∑
i=1
(jαj,i)Nj,i +
∑
j |k
jnj
 k
∑
j |k
mj∑
i=1
Nj,i +
∑
j |k, j<k
jnj + kmk  2k
∑
j |k
mj∑
i=1
Nj,i +
∑
j |k, j<k
jnj . (11)
Note that 1  n1  d and n1 + jnj  deg(P j ) = dj for j > 1. Since for j < k and j | k, we
have j  [k/2], where [k/2] is the largest integer not exceeding k/2. Thus, by (8) and (11), we
see that
dk  2k(d − 1) + d +
[k/2]∑
j=2
(
dj − 1)= 2k(d − 1) + d(d [k/2] − 1)
d − 1 −
([k/2] − 1)
 2dk/2 + 2kd − 5k + 1
2
 2(k + 1)dk/2 − 5k + 1
2
. (12)
It follows that dk/2 < 2k + 1 so that d < (2k + 1)2/k . Let
f (x) = (2x + 1)2/x.
Note that the function f (x) is decreasing for x > 1, as for x > 1
f ′(x) = − 22 (2x + 1)2/x
(
log(2x + 1) − 2x
)
< 0.
x 2x + 1
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for k  4, d < f (4) = 3, and for k = 3, d < f (3) < 4, and for k = 2, d < f (2) = 5.
However for (k, d) = (8,2), (7,2), (6,2), (5,2), (4,2) and (3,3), by (12), we get the fol-
lowing contradictions respectively: 256  87/2, 128  16
√
2 + 10, 64  49/2, 32  8√2 + 7,
16 27/2 and 27 6
√
3 + 10.
Thus we see that (k, d) ∈ {(3,2), (2,2), (2,3), (2,4)}.
Theorem B is proved. 
4. Proof of Theorem 1
Suppose that P has no repelling periodic cycle of period k. Next we consider four cases.
Case 1. Assume k = 3. Then d = 2.
Then by (8) and (11), we have
8 = d3 = n1 +
m1∑
i=1
α1,iN1,i +
m3∑
i=1
(3α3,i )N3,i + 3m3
 n1 + 3
(
m1∑
i=1
N1,i +
m3∑
i=1
N3,i
)
+ 3m3  d + 6
(
m1∑
i=1
N1,i +
m3∑
i=1
N3,i
)
 d + 6(d − 1) = 8. (13)
Thus we see that n1 = 2, m1 = 0 and m3 =∑m3i=1 N3,i = 1 and α3,i = 1. Hence P and P 3 are of
the form:
P(z) = z + c(z − α)(z − β), (14)
P 3(z) = z + c7(z − α)(z − β)[(z − z0)(z − P(z0))(z − P 2(z0))]2, (15)
where c is a nonzero constant, α,β are two repelling fixed points of P , and {z0,P (z0),P 2(z0)}
is a rationally neutral cycle of period 3 of P .
Let
Q(z) = φ−1 ◦ P ◦ φ(z), (16)
where φ(z) = z/c + (β + α)/2. Then we see that
Q(z) = z + z2 + δ, (17)
Q3(z) = z + (z2 + δ)[(z − z′0)(z − Q(z′0))(z − Q2(z′0))]2, (18)
where δ = −(α − β)2c2/4 is a nonzero constant.
By (17) with some computation, we have
R(z) = Q
3(z) − z
Q(z) − z
= z6 + 4z5 + (3δ + 8)z4 + (8δ + 10)z3 + (3δ2 + 12δ + 9)z2 + (4δ2 + 10δ + 6)z
+ δ3 + 4δ2 + 5δ + 3. (19)
On the other hand, by (17) and (18), we have R has the form
J. Chang / J. Math. Anal. Appl. 324 (2006) 1–13 7R(z) = (z3 + Az2 + Bz + C)2
= z6 + 2Az5 + (A2 + 2B)z4 + (2AB + 2C)z3 + (2AC + B2)z2
+ 2BCz + C2, (20)
where A, B , C are constants. Comparing the coefficients of (19) and (20), we get
2A = 4, A2 + 2B = 3δ + 8, 2AB + 2C = 8δ + 10,
2AC + B2 = 3δ2 + 12δ + 9, 2BC = 4δ2 + 10δ + 6, C2 = δ3 + 4δ2 + 5δ + 3.
It follows that A = 2, B = −1, C = −1 and δ = −2.1 Thus we have
Q(z) = z + z2 − 2 and Q3(z) = z + (z2 − 2)(z3 + 2z2 − z − 1)2. (21)
Let T (z) = ψ−1 ◦ Q ◦ ψ(z), where ψ(z) = z − 1/2. Then we see that
T (z) = z2 − 7
4
and T 3(z) = z + [T (z) − z](z3 + 1
2
z2 − 9
4
z − 1
8
)2
.
Thus P is similar to z2 − 7/4.
Case 2. Assume k = 2. Then 2 d  4.
Then by (8) and (11), we have
d2 = n1 +
m1∑
i=1
α1,iN1,i +
m2∑
i=1
(2α2,i )N2,i + 2m2  d + 2
(
m1∑
i=1
N1,i +
m2∑
i=1
N2,i
)
+ 2m2
 d + 4
(
m1∑
i=1
N1,i +
m2∑
i=1
N2,i
)
 d + 4(d − 1) = 5d − 4. (22)
Case 2.1. Assume d = 4. Then by (22), we see that n1 = 4, m1 = 0, m2 =∑m2i=1 N2,i = 3 and
α2,i = 1. Thus as in Case 1, we can see that P is similar to a polynomial Q such that Q and
iterate Q2 are of the form:
Q(z) = z + z4 + δz2 + σz + τ, (23)
Q2(z) = z + (z4 + δz2 + σz + τ) 3∏
j=1
[(
z − z′j
)(
z − Q(z′j ))]2, (24)
where δ, σ , τ are constants. Next as in Case 1, we first compute out
R(z) = Q
2(z) − z
Q(z) − z
= z12 + 3δz10 + (4 + 3σ)z9 + (3τ + 3δ2)z8 + (6δσ + 8δ)z7
+ (6 + δ3 + 6δτ + 3σ 2 + 8σ )z6 + (3δ2σ + 4δ2 + 6στ + 8τ)z5
1 This process can be done with the aid of Maple. The Maple command is > solve (identity (R = H,z), {δ,A,B,C}),
where R and H represent the polynomials (19) and (20), respectively.
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+ (8στ + δ2 + 3σ 2τ + 6τ + 3δτ 2)z2
+ (2δ + 4τ 2 + 3στ 2 + δσ )z + 2 + σ + τ 3 + δτ. (25)
On the other hand, by (23) and (24), we have
R(z) = (z6 + Az5 + Bz4 + Cz3 + Mz2 + Nz + S)2
= z12 + 2Az11 + (A2 + 2B)z10 + (2AB + 2C)z9 + (B2 + 2AC + 2M)z8
+ (2BC + 2N + 2AM)z7 + (C2 + 2S + 2BM + 2AN)z6
+ (2BN + 2CM + 2AS)z5 + (2BS + 2CN + M2)z4
+ (2CS + 2MN)z3 + (N2 + 2MS)z2 + 2NSz + S2, (26)
where A, B , C, M , N , S are constants. Then comparing the coefficients of (25) and (26) shows
that δ = 0, σ = −2 ± 2i, τ = 0, A = 0, B = 0, C = −1 ± 3i, M = 0, N = 0, S = −1 ∓ i. Thus
we get
Q(z) = z + z4 + (−2 ± 2i)z = z4 + (−1 ± 2i)z,
Q2(z) = z + [z4 + (−2 ± 2i)z][z6 + (−1 ± 3i)z3 − 1 ∓ i]2.
Case 2.2. Assume d = 3. Then by (22), we see that ∑m1i=1 N1,i +∑m2i=1 N2,i = 2 and m2  1.
Thus we have either
∑m1
i=1 N1,i =
∑m2
i=1 N2,i = 1 or
∑m1
i=1 N1,i = 0 and
∑m2
i=1 N2,i = 2.
Case 2.2.1 (∑m1i=1 N1,i =∑m2i=1 N2,i = 1). Then we can see that m1 = m2 = 1, N1,1 = N2,1 = 1,
and n1 = 3, α1,1 = 2, α2,1 = 1, so that ν∗1,1 = 3 and ν∗2,1 = 2. Then as in Case 1, we can see that
P is similar to a polynomial Q such that Q and iterate Q2 are of the form:
Q(z) = z + (z2 + δ)(z + μ), (27)
Q2(z) = z + (z2 + δ)(z + μ)3[(z − z′0)(z − Q(z′0))]2. (28)
By (28), we see that [Q′(−μ)]2 = (Q2)′(−μ) = 1. Since Q′(−μ) = 1, we get Q′(−μ) = −1.
Thus by (27), we see that 1 +μ2 + δ = −1, so that δ = −μ2 − 2. Thus by (27) and (28), we have
Q(z) = z + (z2 − μ2 − 2)(z + μ), (29)
Q2(z) = z + (z2 − μ2 − 2)(z + μ)3[(z − z′0)(z − Q(z′0))]2. (30)
By (29) with some computation, we have Q2(z) = z + (z2 − μ2 − 2)(z + μ)3H(z), where
H(z) = z4 − (2μ2 + 1)z2 − 2μz + μ4 + 3μ2 + 1. (31)
On the other hand, by (30), we have
H(z) = (z2 + Az + B)2 (32)
for some constants A and B . Comparing the coefficients of (31) and (32) shows that this subcase
cannot occur.
Case 2.2.2 (∑m1i=1 N1,i = 0 and ∑m2i=1 N2,i = 2). Then we have m1 = 0, n1 = d = 3 and 1 
m2  2. Thus in this subcase, P has three repelling fixed points.
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that Q and iterate Q2 are of the form:
Q(z) = z + z3 + δz + σ, (33)
Q2(z) = z + (z3 + δz + σ )[(z − z′0)(z − Q(z′0))]3. (34)
By (33) with some computation, we have
R(z) = Q
2(z) − z
Q(z) − z
= z6 + (2δ + 3)z4 + 2σz3 + (δ2 + 3δ + 3)z2 + (3σ + 2δσ )z + δ + 2 + σ 2. (35)
On the other hand, by (33) and (34), we have
R(z) = (z2 + Az + B)3
= z6 + 3Az5 + (3B + 3A2)z4 + (A3 + 6AB)z3 + (3A2B + 3B2)z2
+ 3AB2z + B3. (36)
Comparing the coefficients of (35) and (36) shows that δ = −3, σ = 0, and then
Q(z) = z + z3 − 3z = z3 − 2z and Q2(z) = z + (z3 − 3z)(z2 − 1)3. (37)
Case 2.2.2.2 (m2 = 2). Then, as in Case 1, we can see that P is similar to a polynomial Q such
that Q and iterate Q2 are of the form:
Q(z) = z + z3 + δz + σ, (38)
Q2(z) = z + (z3 + δz + σ )[(z − z′0)(z − Q(z′0))]2(z − z′1)(z − Q(z′1)). (39)
Then we again have (35). But by (38) and (39), we have
R(z) = (z2 + Az + B)2(z2 + Cz + D)
= z6 + (C + 2A)z5 + (A2 + 2B + 2AC + D)z4 + (2AD + A2C + 2BC + 2AB)z3
+ (B2 + 2ABC + A2D + 2BD)z2 + (2ABD + B2C)z + B2D (40)
for some constants A, B , C, D. Now comparing the coefficients of (35) and (40) shows that
δ = −3 − 3A2, σ = 2A3, where A = 0. Thus we have
Q(z) = z + z3 − (3 + 3A2)z + 2A3 = z3 − (2 + 3A2)z + 2A3, (41)
Q2(z) = z + [z3 − (3 + 3A2)z + 2A3](z2 + Az − 1 − 2A2)2(z − A − 1)(z − A + 1).
(42)
By (41) and (42), {A + 1,A − 1} is a periodic cycle of period 2, and its multiplier is(
Q2
)′
(A + 1) = Q′(A − 1)Q′(A + 1) = 1 − 36A2. (43)
Since Q has no repelling cycle of period 2, by (43), we see that |1 − 36A2|  1. We claim if
|1 − 36A2|  1, then Q has three repelling fixed points. Suppose Q has a nonrepelling fixed
point z0. Then by (41), we have
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3 + 3A2)z0 + 2A3 = 0, (44)
λ = Q′(z0) = 3z20 − 2 − 3A2, (45)
and |λ| 1. By (45), we get 3z20 = λ + 2 + 3A2, and hence by (44),
0 = 3[z30 − (3 + 3A2)z0 + 2A3]= z0(λ + 2 + 3A2)− 3(3 + 3A2)z0 + 6A3
= z0
(
λ − 7 − 6A2)+ 6A3.
With 3z20 = λ + 2 + 3A2, it follows that
36A6 = z20
(
λ − 7 − 6A2)2 = 1
3
(
λ + 2 + 3A2)(λ − 7 − 6A2)2.
Thus we get
λ3 − (12 + 9A2)λ2 + (21 + 18A2)λ + 98 + 315A2 + 324A4 = 0,
so that
4λ3 − [49 + (36A2 − 1)]λ2 + [86 + 2(36A2 − 1)]λ + (36A2 − 1)2 + 37(36A2 − 1)
+ 428 = 0.
It follows that
428 4|λ|3 + (49 + ∣∣36A2 − 1∣∣)|λ|2 + (86 + 2∣∣36A2 − 1∣∣)|λ| + ∣∣36A2 − 1∣∣2
+ 37∣∣36A2 − 1∣∣
 4 + 50 + 88 + 1 + 37 = 180,
which is a contradiction. Thus
A ∈
{
z:
∣∣∣∣z2 − 136
∣∣∣∣ 136 , z = 0
}
. (46)
Case 2.3. Assume d = 2. Then by (22), we see that ∑m1i=1 N1,i +∑m2i=1 N2,i = d − 1 = 1. Thus
we have either
∑m1
i=1 N1,i = 1 and
∑m2
i=1 N2,i = 0, or
∑m1
i=1 N1,i = 0 and
∑m2
i=1 N2,i = 1.
Case 2.3.1 (∑m1i=1 N1,i = 1 and ∑m2i=1 N2,i = 0). Then we see that m1 = 1, m2 = 0, N1,1 = 1 and
n1 = α1,1 = 2. In this case, as above, we can see that P is similar to a polynomial Q such that Q
and iterate Q2 are of the form:
Q(z) = z + z2 − δ2 = z + (z − δ)(z + δ), (47)
Q2(z) = z + (z − δ)(z + δ)3. (48)
By (47) with some computation, we have
Q2(z) = z + (z − δ)(z + δ)(z2 + 2z + 2 − δ2). (49)
By (48) and (49), we see that z2 + 2z + 2 − δ2 = (z + δ)2. It follows that δ = 1. Thus
Q(z) = z + z2 − 1 and Q2(z) = z + (z − 1)(z + 1)3.
Let T (z) = ψ−1 ◦ Q ◦ ψ(z), where ψ(z) = z − 1/2. Then we see that
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4
. (50)
Thus P is similar to z2 − 3/4. It is the exceptional polynomial in Baker’s Theorem A.
Case 2.3.2 (∑m1i=1 N1,i = 0 and ∑m2i=1 N2,i = 1). Then we see that m1 = 0, m2 = 1, N2,1 = 1
and n1 = d = 2, α2,1 = 0. In this case, as above, we can see that P is similar to a polynomial Q
such that Q and iterate Q2 are of the form:
Q(z) = z + z2 − 1 − η2, (51)
Q2(z) = z + (z2 − 1 − η2)(z − z0)(z − Q(z0)), (52)
where η is a nonzero constant. By (51) and some computation, we have
Q2(z) = z + (z2 − 1 − η2)(z − η + 1)(z + η + 1). (53)
Thus {η− 1,−η− 1} = {z0,Q(z0)} is a nonrepelling cycle of period 2. Then since the multiplier
of this cycle is(
Q2
)′
(η − 1) = Q′(η − 1)Q′(−η − 1) = 1 − 4η2,
we get∣∣1 − 4η2∣∣ 1. (54)
Next we prove if |1−4η2| 1, then Q has two repelling fixed points. In fact, by (54), η2 +1 = 0.
Thus by (51), we see that Q has two fixed points a and −a, where a = 0 satisfies a2 = η2 + 1.
By (51), the multipliers of these two fixed points are
λ = Q′(±a) = 1 ± 2a = 1. (55)
As |1 − 4η2|  1 and a2 = η2 + 1, we have |4a2 − 5|  1. Thus we get |(λ − 1)2 − 5|  1. It
follows that either |(λ − 1)2| > 4 or (λ − 1)2 = 4.
If (λ − 1)2 = 4, then λ = −1 or 3, so that by (55), we see that a = 1 and hence η = 0 by
a2 = η2 + 1. A contradiction.
Hence |(λ − 1)2| > 4, so that |λ − 1| > 2, and then |λ| > 1. Thus the fixed points a and −a
are repelling.
Thus in this case
η ∈
{
z:
∣∣∣∣z2 − 14
∣∣∣∣ 14 , z = 0
}
. (56)
Now let T (z) = ψ−1 ◦ Q ◦ ψ(z), where ψ(z) = z − 1/2. Then we see that
T (z) = z2 + c and T 2(z) = z + [T (z) − z][(z + 1
2
)2
+ c + 3
4
]
, (57)
where c = − 34 − η2 satisfies
|c + 1| 1
4
, c = −3
4
. (58)
Thus P is similar to z2 + c.
Theorem 1 is proved.
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Proof. We consider four cases according to the classification of Theorem 1.
Case 1. Let the polynomial P be in (a). Then
P(z) = z2 + c
for some c in the closure D¯ of the disk D = {z: |z + 1| < 1/4}. We have to show that D¯ ⊂M.
By Lemma 6, it is sufficient to prove D ⊂M.
Let c = −3/4−η2 ∈ D. Then by (57) in the proof of Theorem 1, we see that P(z) = z2 +c has
an attracting periodic cycle Γ = {η − 1/2,−η − 1/2} of period 2. By Lemma 3, the immediate
basin of attraction associated to Γ contains at least one critical point. As P has only one finite
critical point 0, we see that 0 /∈ A(∞). By Lemma 5, the Julia set J (P ) is connected, and thus
D ⊂M.
Case 2. Let the polynomial P be in (d). Then
P(z) = z2 − 7/4.
By Lemma 6, we have −7/4 ∈M. Thus J (P ) is connected.
Case 3. Let the polynomial P be in (b). Then
P(z) = z3 − (2 + 3c2)z + 2c3
for some c in the closure D¯ of the domain D = {z: |z2 − 1/36| < 1/36}. Let
H = {(−2 − 3c2,2c3): c ∈ D}.
Then we have to show H¯ ⊂ C3. By Lemma 7, it is sufficient to prove H ⊂ C3.
Let c ∈ D. Then by (41)–(43) in the proof of Theorem 1, we see that P(z) has an attracting
periodic cycle Γ1 = {c+1, c−1} of period 2 and a rationally neutral periodic cycle Γ2 = {(−c−√
9c2 + 4)/2, (−c +√9c2 + 4)/2} of period 2. By Lemma 3, the immediate basins of attraction
associated to Γ1 and Γ2 contain at least two critical points. Since P has only two finite critical
points, we see that there is no finite critical point of P in A(∞). Thus by Lemma 5, the Julia set
J (P ) is connected, and thus H ⊂ C3.
Case 4. Let the polynomial P be in (c). Then
P(z) = z4 + (−1 ± 2i)z.
By the proof of Theorem 1, we see that P(z) has three rationally neutral periodic cycles Γj
(1  j  3), of period 2. By Lemma 3, the immediate basins of attraction associated to Γj
(1 j  3), contain at least three critical points. Since P has only three finite critical points, we
see that there is no finite critical point of P in A(∞). Thus by Lemma 5, the Julia set J (P ) is
connected.
The proof of Theorem 2 is completed. 
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