ANALYTIC METHODS IN THE STUDY OF ZEROS OF POLYNOMIALS ZALMAN RUBINSTEIN
Several analytic methods are used to obtain estimates for part or all zeros of a polynomial with complex coefficients and for linear combinations of polynomials. Some results of Biernacki, Montel and Specht are strengthened or generalized. Some results about the location of zeros of linear combinations of polynomials are also obtained.
l Cauchy type estimates* THEOREM 1. Let P(z) -z n + a γ z n " x + + a n be a polynomial with complex coefficients. Let β [ ^ β[ ^ ^ β' n Proof. It is well known (See e.g. [4] ), that all zeros of the polynomial P(z) are in the union of the two circles | z + a 1 \ ^7 and \z\ ^ 7(1 + /SJ). Let ξ be a zero of the polynomial P{z). We may assume that \ξ\ = yr, where 1 < r ^ 1 + β' 2 . The inequality yields (1) Consequently all the zeros of the polynomial P(z) which are outside the circle | ζ + a 1 | ^ 7 lie inside the circle (2) . One notes that this result can be repeatedly improved replacing Ά by σ x ^ β[ in the proof of Theorem 1. The last result improves the known estimate used. As an immediate consequence from Theorem 1 we obtain that all the zeros of the polynomial P(z) are in the region
(See remark following the proof of theorem 2). THEOREM 2. Let P(z) = z n +,a 1 z n~1 + + a n , be a polynomial with complex coefficients. Let 
where the maximum is taken over all i such that &_! ^ 0. Denote
then all the zeros of the polynomial P(z) are in the circle
Proof. Let f be a zero of P(z). We may assume that Also since r ^ a, we have Taking into account (3) and (6) we get Since δ ' ^ 0 it follows now that r ^ 1 + β x which contradicts the assumption made in (4) . Hence | ξ\ ^ 7(1 + σ 2 ). If however, r < 1 then I ξ\ < 7. Theorem 2 strengthens a result due to Specht [6], j z I < 7(1 + σ), where
One verifies easily that a + σ 2 ^ 1 + σ.
2. Estimates of at least p zeros (1 ^ p ^ n) for a polynomial of degree n. It is known, [2] Q(z) -a n z n + + a 0 are bounded. Various bounds for at least p zeros of Q(z), as functions of these coefficients, were obtained by different authors ( [2] Chap. VIII).
) δe α complex polynomial of degree n defined in (7), a n Φ 0,1 ^ p ^ n. Let r(p) be the greatest positive root of the equation
where 0 < p ^ 1 and
i=o\ a n αί Zeαsί p zeros of the polynomial Q(z) are in the circle
Proof. We apply the Holder inequality to (8) and after some simple transformations we obtain (11) I α</> I ^ r^-'fs (C(» -p + j -1,
Since r(p) ^ 1, without loss of generality we may assume that r v > 1. We replace the first sum in the right hand side of (11) by
By (11) and (12) we get It is known (See e.g. [4] ) that all the zeros of Q v (z), and in particular s n -p+i> satisfy the inequality = (~l) n~p a n and using (13) and (14), with
Using the definition of S(p, g', />), the equivalent to (15) Using estimates which involve a number of arbitrary parameters we obtain bounds for at least p zeros for lacunary polynomials. We quote first a lemma. 
Λ0 Λ=0
(16) is due to Montel, (17) is due to Van Vleck. A simultaneous proof of (16) and (17) was given by Markovitch [3] . We prove now the following:
THEOREM 5. Let Q(z) = a n z n + -+ α 0 , a p a n φ 0,1 <; p <; w. Lei r ami s 6e £wo numbers having the properties: r ^ n -p + 1 is the smallest number such that a n _ r Φ 0; s, 1 ^ s ^ p, is the smallest number such that a p^s Φ 0. Then at least p zeros of the polynomial Q(z) lie in, either of the two circles: where C(λ) equals |l + λ|,|λ|, or 1 according to whether k -n, k > n, or k < n respectively, provided -1 >0. The desired follows now after simple transformations. We remark that in case μ < 0, Lemma 3 is true interchanging R and S, λ and 1/λ. As a consequence of the lemma we have: , C p and where C, contains all the zeros of the polynomial fj(z). The following result is due to Walsh (see [2] p. 55). and Cj and r 5 denote respectively the center and radius of the circle Cj. We prove a preliminary result. Proof. By the remarks made following the proof of Theorem 6 it is sufficient to prove that the domain D(k, n -k), k = 0 or n, which contains the origin, contains also the circle about the origin with radius |cos p α|. Substituting z -iy in (25) Similarly, in case (b), the zeros of g{ζ + a 2 ) are in the region Re ζ ^ 0. It is clear that if k > n, similar results can be obtained replacing a 2 by a lf X by 1/λ and R by S.
Proof. Applying Jensen's formula to the polynomials R(z), S(z)
Combining the last result with a similar result for the imaginary part of the zeros of R(z) + xS(z) we obtain: 26(73 z6(7 3 
