Abstract. A result of Haagerup, generalizing a theorem of Takesaki, states the following:
Introduction
Consider the following theorem of Haagerup: 
If this condition is satisfied, then T can be chosen in such a way thatφ = ϕ • T ; moreover, T is uniquely determined by this identity.
Haagerup's proof of the above depends upon the use of structure theory, i.e., the existence of a crossed product decomposition of a general von Neumann algebra [Haa1] , [Haa2] . However, it is possible to demonstrate this without recourse to the crossed product. The method for showing this depends critically on a result of Connes-Masuda which provides a converse to the theorem purporting the existence of the Radon-Nikodým cocycle derivative. (Masuda's result does not use structure theory, unlike that of Connes.) This result implies that, given an invariance condition like that in the hypothesis, a weight on N induces one on M. With the ability to associate weights on N to weights on M, it is possible to construct an operator valued weight T : M + → N + .
The desire to recast the proof of the above in a form which does not depend on any structure theory is motivated by the belief that it is a result which is fundamental in the theory of non-commutative integration. Specifically, application of an operator valued weight to a positive element of M (which results in an element in
Some Preliminaries
In order to discuss the subject of operator valued weights, we begin with a review of some of the relevant terms and concepts. When studying weights, we consider the extended positive real numbers R + ∪ {∞}. To study "unbounded conditional expectations" (i.e., operator valued weights), we need to consider the "extended positive part" N + of the von Neumann subalgebra N of M. We begin with the following: Clearly, the positive part M + of M is a subset of M + . It is easy to see that M + is closed under addition, multiplication by non-negative scalars and increasing limits. Example 1.2. Let {M, H} be a von Neumann algebra and A a positive selfadjoint operator on H affiliated with M. Suppose that
Then m A satisfies the conditions (i), (ii) and (iii) of Definition 1.1. The last condition, the lower semi-continuity, follows from
It now follows that
If B is another positive self-adjoint operator on H affiliated with M, then the equality m A = m B means precisely A = B. Hence the map A → m A ∈ M + is injective. Thus, the set of positive self-adjoint operators affiliated with M can be identified with a subset of the extended positive cone M + . Definition 1.3. For m, n ∈ M + , λ ≥ 0 and a ∈ M, we define the following operations:
We also note here that sup i m i of an increasing net in M + can be naturally defined. 
Here ω ξ means, of course, the functional x ∈ M → (xξ | ξ).
The proof of the above lemma, as well as the next theorem and its corollary, is standard, and is therefore omitted. (See, for instance, [Haa1] . ) We say that an element m ∈ M + is semi-finite if {ϕ ∈ M 
where {e(λ) : λ ∈ R + } is an increasing family of projections in M which is σ-strongly continuous from the right, and p = 1−lim λ→∞ e(λ). To simplify the notation, we write
when m has the form of (2). We keep the convention 0 · (+∞) = 0. Although we consider H as an operator affiliated with M, we use the following notation:
as long as circumstances allow us to do this. 
for any increasing net {m i } in M + , where we say the net {m i } is increasing if {m i (ω)} is increasing for every ω ∈ M + * .
So, we may think of the extended positive cone of M as M + , along with a myriad of "points at infinity" adjoined to it. There will be a different infinite point for each projection in M. When we think about the extended positive cone in this way, it is clear why we adopt the notation in (2 ). Now, for each m = H + ∞p, we put
We note that both m 0 and m ε are bounded. 
(ii) Let {m i } = {H i + ∞p i } be an increasing net in M + and m = H + ∞p. Then we have
Hence we get
Suppose n 0 ≤ m 0 . It follows that p ≤ q. Let K and L be as before. The assumption means that
(1 + K) −1/2 , and
The argument in the first paragraph shows that
so we conclude that 1 + n ≥ 1 + m; equivalently n ≥ m. Now we have seen the equivalence:
gives the remaining equivalence.
Proposition 1.8. Let ϕ be a faithful, semi-finite normal weight on M, and set
Then the map m ∈ N + → ϕ m is an order preserving bijection from N + onto the set of all σ ϕ t -invariant, not necessarily faithful nor semi-finite, normal weights on M. Furthermore, we have
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Proof. For a fixed x ∈ M + , we define a normal weight ϕ x on N by
If we prove the additivity of ϕ x , then the normality follows from that of ϕ. Let a, b ∈ N + and c = a+ b. Choose s, t ∈ N as usual so that a 1/2 = sc 1/2 , b 1/2 = tc 1/2 and s * s + t * t is the range projection of c. If ϕ x (c) < +∞, then y = c 1/2 xc 1/2 ∈ m ϕ . (Here, m ϕ denotes the domain of ϕ, having been extended by linearity.) Hence, sys * and tyt * both belong to m ϕ , and we get
Now, for each m ∈ N + , we set
This makes sense by Corollary 1.6: we have ϕ
.
so that ϕ m is normal. The additivity of ϕ m follows from the convergence in (3). The invariance of ϕ m under {σ ϕ t : t ∈ R} follows from that of ϕ mε . The remainder of the proof is straightforward.
We now define operator valued weights. These will generalize ordinary weights, as they are allowed to assume infinite values; also, they extend the concept of conditional expectation ("projection of norm one") in that they map from a larger von Neumann algebra onto (the extended positive cone of) a subalgebra. Definition 1.9. Let M be a von Neumann algebra and N a von Neumann subalgebra of M. An operator valued weight from M to N is a map T : M + → N + which satisfies the following conditions:
In addition, we say that T is normal if
As in the case of ordinary weights, we set
We state the following lemma, whose proof is standard. 
In particular, if T (1) = 1, then T is a projection of norm one (conditional expectation) from M onto N .
In the sequel, we shall not distinguish T andṪ unless we need to. Definition 1.11. We say that T is semi-finite if n T is σ-weakly dense in M; faithful if T (x * x) = 0 for x = 0. We denote by W(M, N ) (resp. W 0 (M, N )) the set of (resp. faithful, semi-finite) normal operator valued weights from M to N . In the case that N = C, we write W(M) (resp. W 0 (M)) for (W(M, C) (resp. W 0 (M, C)).
Note that if T : M + → N + is a normal operator valued weight, it can be extended to a normal "linear" map from M + → N + . Therefore, if P ⊂ N ⊂ M is an inclusion of von Neumann algebras, and if T ∈ W(M, N ) and S ∈ W(N , P), then we have S • T ∈ W(M, P).
Proposition 1.12. If P ⊂ N ⊂ M are von Neumann subalgebras and if
Proof. The only non-trivial part is the semi-finiteness of S • T . If x ∈ n T , then T (x * x) ∈ N + . Choose a net {a i } in n S such that a i → 1 σ-strongly. Then we have 
Proof. (i) From the module map property of T ,
it follows thatṪ (m T ) is an ideal of N . Let z denote the greatest projection of the σ-weak closure ofṪ (m T ), which is central in N . Assume z = 1. As n T is σ-weakly dense in M, there exists x ∈ n T with x(1 − z) = 0, so that (1 − z)x * x(1 − z) ∈ m T \ {0}, and as T is faithful Finally, suppose z ∈ N + . From (2), it follows that there exists a sequence {y n } ⊂ N + such that y n z. Set z 1 := y 1 and z n := y n − y n−1 , n ≥ 2. Then we
where T has been extended to M + . Thus T maps M + onto N + .
The Main Result
We now restate our main theorem. It is obvious how it generalizes Takesaki's theorem [Tak1] which states that a necessary and sufficient condition for the existence of a normal conditional expectation E : M → N with respect to a normal, faithful and semi-finite weight ϕ is the invariance of N under the modular automorphism group {σ 
If this condition is satisfied, then T can be chosen in such a way thatφ = ϕ • T ; moreover, T is uniquely determined by this identity.
In order to prove this, we begin first with a lemma which is of independent interest; note its measure-theoretic flavor. A proof similar to the one included herein can also be found in [Haa1] ; we have included it for completeness. 
where ω x (a) = Tr(ax), a ∈ M, x ∈ L 1 (M, Tr). Then ϕ is a weight on M, and ϕ ≥ Tr. Let {x i } i∈I be a family of positive operators with x = x i ∈ M + . If Tr(x) = +∞, then i Tr(x i ) = ∞ and
Tr(x i ) < +∞, so that x i = 0 for at most countably infinitely many i's. Hence we have
Thus, ϕ is a completely additive weight on M, and thus ϕ is normal. If {x n } is a sequence in L 1 (M, Tr) + with lim n→∞ x − x n 1 = 0, then {x n } converges to x σ-weakly, so that
Hence m is lower semi-continuous. 
We can now proceed with the proof of our main theorem.
Proof of Theorem 2.1. Suppose that N ⊂ M are von Neumann algebras, and
for someφ ∈ W 0 (M) and ϕ ∈ W 0 (N ). We fixφ and ϕ. For each ψ ∈ W(N ), we have the cocycle derivative u t = (Dψ : Dϕ) t ∈ N , t ∈ R. By a result of Masuda [Mas] , there correspondsψ ∈ W(M) such that s(ψ) = s(ψ) and (Dψ : Dφ) t = u t = (Dψ : Dϕ) t . As we have
we obtain λψ = λψ, λ > 0. By the chain rule for cocycle derivatives, we have (Dψ 1 : Dψ 2 ) t = (Dψ 1 : Dψ 2 ) t for any ψ 1 ∈ W(N ) and ψ 2 ∈ W 0 (N ). Let {ψ n } be a sequence in N + * satisfying ψ = ∞ n=1 ψ n ∈ N + * . Let u n t = (Dψ n : Dψ) t (when we restrict our consideration to N s(ψ) and M s(ψ) ). Then we have seen that u n −i/2 is defined, and
Therefore, the previous lemma implies
As s(ψ) = s(ψ), the above calculation shows that
This shows that the map ψ ∈ N + * →ψ ∈ W(M) is homogeneous and countably additive. Hence, the map ψ ∈ N + * →ψ(x) ∈ [0, +∞], x ∈ M + , gives rise to a map
Note that we also have the following: for every u ∈ U(N ),
so that (uψu * ) ∼ = uψu * , u ∈ U(N ). We now want to show that
First, we observe that if a ∈ N ψ with ψ faithful, then (Da
Here (a * a) it should be considered in the reduced algebra N sr (a) , with s r (a) denoting the right support of a, so that (D a * ψa :
If ψ is not faithful, then we consider ψ = ψ + ψ with ψ ∈ W(N ) such that s(ψ ) = 1 − s(ψ); we apply the above argument to ψ , and conclude that
Now, we repeat the preceding argument using N ⊗M 2 (C) and M ⊗ M 2 (C) (with ψ⊗Tr andψ⊗Tr), and observe that σ ψ⊗Tr t (x) = σψ ⊗Tr t (x) for every x ∈ N ⊗M 2 (C). This implies that there exists a map S :
then u is unitary. Therefore, we have
With {e ij } the standard matrix unit of M 2 , we have
i.e.,
This means that a * ψa = a * ψ a for every a ∈ N with a ≤ 1, which gives us (5). Therefore T is an operator valued weight of M + onto N + such thatψ = ψ • T , ψ ∈ W 0 (N ). Asψ is faithful for any ψ ∈ W 0 (N ), T is faithful. The semi-finiteness and uniqueness of T , together with the converse, follow from the next lemma. (ii) For any x ∈ M + and a ∈ N , we have
so that aψa 
Hence we have, for every ξ ∈ λ≥0 e(λ)H ψ ,
But m 1 2 (resp., n 1 2 ) is essentially self-adjoint on e(λ)H ψ (resp., f (λ)H ψ ), so we get
Hence there exists a partial isometry u ∈ N such that m 
Taking increasing limits, we see that the above inequalities are valid for every x ∈ N + , so thatψ
for every x ∈ M + ; therefore nψa * ⊂ nψ, nψb ⊂ nψ and
We will prove that (a, b) ∈ G(σψ −i ). By invoking a result from the theory of cocycle derivatives [Tak3] , it suffices to show that
Fix x 0 = y * 0 z 0 with y 0 , z 0 ∈ nψ ∩ n T . As nψa * ⊂ nψ, and because n T is a right N -module, we have
Similarly, we get
Since (a, b) ∈ G(σ The preceding discussion shows that the function f : α ∈ C → ω(y(α)) ∈ C (for any ω ∈ M * ) is an entire function of exponential type and that f (−in) = 0, ∀ n ∈ Z. Hence f (α) = 0 for every α ∈ C, and so we must have y(α) = 0. This means that σ ψ t (x) = σψ t (x), x ∈ N ψ exp .
As N ψ exp is σ-weakly dense in N , we conclude (6).
Conclusions
The above proof demonstrates that it is possible to arrive at a complete theory of operator valued weights without recourse to structure theory. This is very satisfying if one adopts the point of view that integration theory is fundamental to further study in the theory of von Neumann algebras, and that structure theory should be a "consequence" of the theory of non-commutative integration.
