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COMPLEX BOUNDS FOR REAL MAPS
TREVOR CLARK, SEBASTIAN VAN STRIEN AND SOFIA TREJO
Abstract. In this paper we prove complex bounds, also referred to as a priori bounds for
C3, and, in particular, for analytic maps of the interval. Any C3 mapping of the interval has
an asymptotically holomorphic extension to a neighbourhood of the interval. We associate
to such a map, a complex box mapping, which provides a kind of Markov structure for the
dynamics. Moreover, we prove universal geometric bounds on the shape of the domains and
on the moduli between components of the range and domain. Such bounds show that the
first return maps to these domains are well controlled, and consequently such bounds form
one of the corner stones in many recent results in one-dimensional dynamics, for example:
renormalization theory, rigidity, density of hyperbolicity, and local connectivity of Julia sets.
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1. Introduction and statement of the main results
The purpose of this paper is to develop a unified technique that allows one to treat a real
analytic or even a C3 map of the interval as a complex dynamical system, where the domain
and range provide a Markov-like structure for the dynamics. This problem has a long history
that we will discuss later. Our results are new for analytic maps, and, in some cases, even
when the mapping is a polynomial.
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COMPLEX BOUNDS FOR REAL MAPS 2
If the interval mapping is real analytic, the associated complex mapping is holomorphic,
and when the mapping is only smooth, the complex extension is a quasiregular mapping that
is asymptotically holomorphic on its real trace. Crucially, we will obtain geometric bounds
(usually referred to as complex bounds or a priori bounds) for this complex extension. In
Subsection 1.6 we will explain why complex bounds are useful. The following informal
statement, which we will make more precise in the next subsection, summarizes our results:
Main Theorem (Informal Statement). Let M ⊂ R be a compact interval. Assume that
f : M → M is a real analytic map (respectively a C3 map with critical points of integer
orders) with no critical points on ∂M , and a critical point c such that f is persistently
recurrent on ω(c). Then there exist arbitrarily small, combinatorially defined neighbourhoods
Iˆ ⊂ M of Crit(f) ∩ ω(c) such that we can associate to the (real) first return map to Iˆ a
complex box mapping (respectively a quasiregular box mapping) with complex bounds.
The notion persistently recurrent on ω(c) is defined on page 20.
Return maps which are not persistently recurrent on ω(c) are much easier to work with,
and complex box mappings will be constructed for such maps in [CvS].
Definition 1.1 (Complex Box Mapping). A mapping F : U → V is a complex box mapping
if F is holomorphic and U ⊂ V are open subsets of the complex plane where
• V is a union of finitely many pairwise disjoint Jordan disks;
• every connected component V of V is either a connected component of U or V ∩U is
a union of Jordan disks with pairwise disjoint closures that are compactly contained
in V ;
• for each component U of U , F (U) is a component of V and F |U is a proper map;
We say that F : U → V is a quasiregular complex box mapping, abbreviated qr box mapping,
if F is a quasiregular mapping that satisfies the remaining conditions of the definition of a
complex box mapping, see Subsection 5.3. When it will not cause confusion, we will refer
to qr box mappings simply as box mappings. As usual, a polynomial-like mapping is a
holomorphic, proper mapping F : U → V between topological disks U b V ⊂ C. We call
a mapping F : U → V , a qc polynomial-like map if U b V are topological disks in C and
F : U → V is a proper mapping that can be expressed as F = P ◦ h where h : U → U is
quasiconformal and P : U → V is holomorphic.
A complex box mapping (or a qr box mapping) F : U → V is called real-symmetric if
U and V are both real-symmetric, and F (z) = F (z). The box mappings constructed in
this paper are real-symmetric, and indeed every construction in this paper is carried out
real-symmetrically.
We say that the map F : U → V has complex bounds (also referred to as a priori bounds)
if one has estimates on the geometry of U and V , see Subsection 1.1.2.
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Throughout this paper, we only consider first return maps restricted to the components
of their domains that intersect ω(c), for a critical point c, and we will implicitly assume this
throughout.
Since f is persistently recurrent on ω(c), ω(c) is a minimal set for f , and hence it is
compact. Thus, because each component of U intersects ω(c), U has at most finitely many
components. Complex box mappings whose domains contain only finitely many components
are also known as generalized polynomial-like maps.
1.1. Some terminology. Before we can state the main results of this paper, we need some
terminology.
1.1.1. First return and landing maps. Consider a complex box mapping F : U → V . We
will say that P is a (complex) puzzle piece if P is a component of F−n(V ), where V is any
connected component of V and n ≥ 0. To a puzzle piece, we associate three mappings: the
(first) return mapping, the (first) landing map and the (first) entry map. Let
Dom(P ) = {z ∈ U : F k(z) ∈ P for some k ∈ N},
where we take N = {1, 2, 3, . . . }. For any z ∈ Dom(P ), let k(z) ∈ N be minimal so that
F k(z)(z) ∈ P . The first entry mapping to P is the mapping from Dom(P ) to P defined by
z 7→ F k(z)(z). The first landing map to P is defined by z 7→ F k(z)(z) for z ∈ Dom(P ) \ P
and by the identity on P . We define the first return mapping to P as the restriction of the
first entry mapping to P :
RP : Dom(P ) ∩ P → P, where RP (z) = F k(z)(z).
Suppose that z ∈ Dom(P ). The connected component of Dom(P ) that contains z is
denoted by Lz(P ) and will be called a first entry domain to P that contains z. We will also
call Lz(P ) a return domain to P , if z ∈ Dom(P )∩P. We define the first landing domain to
P containing z by
Lˆz(P ) =
{
P if z ∈ P,
Lz(P ) if z /∈ P.
We will also use these definitions in the real case where P ⊂M is an interval.
1.1.2. Complex bounds (ρ-nice, ρ-free, ρ-bounded geometry). Let ρ > 0. A puzzle piece P
is called ρ-nice if for any x ∈ P ∩ ω(c) one has mod(P \ Lx(P )) ≥ ρ, and ρ-free if there
are puzzle pieces P+ ⊃ P ⊃ P− such that (P+ \ P−) ∩ ω(c) = ∅, mod(P+ \ P ) ≥ ρ and
mod(P \ P−) ≥ ρ. We refer to the annulus P+ \ P−, which is disjoint from ω(c), as free
space. We say that a simply connected domain U has ρ-bounded geometry with respect to
x ∈ U if the Euclidian ball B(x, ρ · diam(U)) ⊂ U . A domain U is said to have ρ-bounded
geometry if there is an x ∈ U such that U has ρ-bounded geometry with respect to x.
Let V be the range of a (qc) complex box mapping. We say that V , respectively, is ρ-nice,
is ρ-free or has ρ-bounded geometry if V is the union of puzzle pieces V , such that each V ,
respectively, is ρ-nice, is ρ-free or has ρ-bounded geometry.
If there exist ρ > 0, universal, and a neighbourhood V of Crit(f) ∩ ω(c) such that
RV : Dom(V)∩V → V is a (qc) complex box mapping such that one has that V is ρ-nice and
has ρ-bounded geometry, then RV is said to have complex bounds.
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1.1.3. Extendible box mappings. If F : ∪Uj → ∪Vi is a complex box mapping with b critical
points, we say that F is υ-extendible if there exists υ > 0 such that for each i there are
topological disks V ′i ⊃ Vi with mod(V ′i \ V i) > υ such that the following hold:
(1) for each i, if k is such that F (Vi) = Vk, then F |Vi extends to a branched covering from
V ′i to V
′
k and there are no critical points of F in V
′
i \ Vi;
(2) for each component Uj of U , if k is such that F (Uj) = Vk, then there exists a topological
disk U ′j ⊃ Uj so that F |Uj extends to a holomorphic map from U ′j to V ′k with no additional
critical points in U ′j \ Uj;
(3) If Uj ⊂ Vk, then U ′j ⊂ Vk.
We will define υ-extendible for qr box mappings in the remarks following the statement of
Theorem 1.2.
The notions of δ-nice and δ-free have real analogues, see page 24.
1.1.4. Remormalizable maps, periodic, central and terminating intervals. An interval I is a
periodic interval of f : M → M if there exists s > 1 such that I, f(I), . . . , f s−1(I) have
pairwise disjoint interiors and f s(I) ⊂ I with f s(∂I) ⊂ ∂I. The integer s is called the period
of I. We say that a map f of the interval is renormalizable at x if it possesses a periodic
subinterval containing x, and that it is infinitely renormalizable at x if there exist arbitrarily
large integers p > 0 such that f has a periodic subinterval containing x with period p.
Suppose that J is an interval and c ∈ J is a recurrent critical point of f . Let p ≥ 1 be
minimal so that fp(c) ∈ J. We say that the return to J is central if fp(c) ∈ Lc(J). Let
L0c(J) = J and Lnc (J) = Lc(Ln−1c (J)) for all n ≥ 1, then we say that J is terminating if the
returns of c to Lnc (J) are central for all n.
If J is terminating, we define J∞ = ∩n≥1Lnc (J); under these circumstances, J∞ is a
periodic interval of period p, and f is renormalizable at c.
Suppose that Iˆ and Jˆ are unions of intervals. We say that a mapping g : Jˆ → Iˆ extends
to G : U → V if for each connected component J of Jˆ , there exists a unique connected
component U of U such that J ⊂ U and G|J = g|J . Moreover, we require that each
component U of U contains a component J of Jˆ , that each component V of V contains a
unique component I of Iˆ, and that the maps G and g have the same critical points.
1.2. Complex bounds in the real analytic case. We can now state our main theorem
for analytic maps (see Subsection 2.1 for the definition of a real puzzle piece).
Theorem 1.1. Let M ⊂ R be a compact interval. Assume that f : M →M is a real analytic
map with a critical point c such that f is persistently recurrent on ω(c). Then there exist
ρ > 0 and combinatorially defined intervals (puzzle pieces) I 3 c of arbitrarily small diameter
so that the following holds. Let
Iˆ :=
⋃
c′∈Crit(f)∩ω(c)
Lˆc′(I).
1. Suppose that f is non-renormalizable. Then the first return map to Iˆ extends to a complex
box mapping
F : U → V so that V ∩ R = Iˆ and
• for each component U of U , F |U has at most one critical point,
• each component of V is ρ-nice and ρ-free,
• each component of V has ρ-bounded geometry.
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2. Suppose that I is a terminating interval for f . Then the return map to I∞ extends to a
polynomial-like map F : U → V such that mod(V \ U) > ρ.
Remarks.
(a) If I is sufficiently small, then each component of Lˆc′(I), c′ ∈ Crit(f) ∩ ω(c), contains
exactly one critical point of f , so each component V of V contains exactly one critical
point of F .
(b) The intervals I will be obtained from the generalized enhanced nest defined on page 22.
In the non-renormalizable case this nest coincides with the enhanced nest from [KSvS].
In Theorems 10.1 and 10.18 we restate this theorem making the choice of I explicit.
(c) When f is infinitely renormalizable, then the assertion holds for any periodic interval
I which is sufficiently small. If f is at most finitely renormalizable, then as in the
non-renormalizable case, I can be taken to be a sufficiently small pullback of some
fixed interval I0.
(d) The number ρ is universal, or beau, (a universal bound that holds eventually) in the
following sense: there exists ε > 0, which may depend on f , such that whenever
the combinatorially defined interval I has |I| < ε, Theorem 1.1 holds with ρ > 0
dependant only on the number of critical points in ω(c) and their orders, and not on
f . (It is crucial that we take I to be sufficiently small depending on f . To get beau
bounds, we use the real bounds from Section 3 and an argument similar to [dMvS,
Theorem IV.B] which states that there exists a beau  > 0 so that for each f there
exists N so that each periodic orbit of period at least N has multiplier ≥ 1 + .)
(e) The reason that we do not include δ-free in the definition of complex bounds is
that we require that the free space be defined by puzzle pieces, and in the infinitely
renormalizable case, we do not prove this. However, in any case, the mapping F is
ρ-extendible.
The terminology ‘beau bounds’ was introduced by Dennis Sullivan. The underlying con-
cept is a crucial property for results on renormalization, see Subsection 1.6.
1.3. Complex bounds in the C3 setting. Let us now explicitly state our main result for
C3 interval mappings. Suppose that c ∈ Crit(f) is a persistently recurrent critical point. Let
c0 ∈ ω(c) ∩ Crit(f) be of even order, if there is such a critical point in ω(c), and otherwise
choose c0 arbitrarily. We let I0 ⊃ I1 ⊃ I2 ⊃ . . . denote the enhanced nest about c0. See
Section 2 for the definition of this nest. Whenever f is at most finitely renormalizable at c0,
we assume that I0 is contained in the smallest periodic interval for f containing c0. If I ⊂ R
is an interval we let Dθ(I) the Poincare´ disk with angle θ with real trace I, see page 17 for
the definition.
Theorem 1.2 (Complex bounds in the C3 case). Let M ⊂ R be a compact interval. Suppose
that f : M → M is C3 and its critical points are of integer order (i.e. f is contained in the
class A3b defined in Subsection 1.10.2). There exists ρ > 0 and C > 0, universal (depending
only on the number of critical points of f and their order, i.e. on b, but not on f), such that
for each n sufficiently large the following holds. Suppose that c0 is a critical point such that
f is persistently recurrent on ω(c0).
(1) Suppose that f is finitely renormalizable. Let I0 ⊃ I1 ⊃ I2 ⊃ . . . be the enhanced nest
for f about c0(constructed so that I0 is contained in the smallest periodic interval
of f that contains c0). Let Iˆn = ∪c∈ω(c0)∩Crit(f)Lˆc(In). Then for all n sufficiently
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big, the first return map to Iˆn extends to a κn-qr box mapping F : U → V with
Crit(F ) = Crit(f) that is ρ-extendible and such that V ∩R = Iˆn; for each component
U of U , F |U is at most unicritical; the components of V are ρ-nice, ρ-free; the
components of U and V have ρ-bounded geometry. Moreover, there exists θ′ ∈ (0, pi)
such that for each component U of U or V, there exists an interval I˜U ⊃ (1+2ρ)(U∩R)
such that U is contained in Dθ′(I˜U).
(2) If f is infinitely renormalizable, then for all s sufficiently big, if J is a periodic
interval for f of period s, then f s : J → J extends to a κ(V )-qc polynomial-like
mapping F : U → V with Crit(F ) = Crit(f), mod(V \ U) ≥ ρ, U has ρ-bounded
geometry and diam(V ) < C|J |.
The number κn depends on maxV diam(V ), where the maximum is taken over the compo-
nent of V , κn, and κ(V ) depends only on diam(V ) and both κn and κ(V ), tend to 1 as the
corresponding diameters tend to 0.
1.4. Complex bounds for induced mappings. We remark that the proof of our results
imply the following corollary, which will be useful in applications.
Corollary 1.3. Let N denote the circle or interval. Suppose that f : N → N is C3 and
its critical points are of integer order (i.e. f is contained in the class A3b defined in Subsec-
tion 1.10.2). Assume that M is a union of intervals in N and that M ′ is a union of intervals
J ′ ⊂ M such that for each interval J ′, there exists kJ ′ ∈ N such that fkJ′ (J ′) ⊂ M , and
fkJ′ does not have a critical point on ∂J ′. Define F : M ′ →M on each interval J ′ ⊂M ′ by
F |J ′ = fkJ′ |J ′. Assume that c is a critical point of F such that F is persistently recurrent
on ω(c). Then the conclusion of Theorem 1.2 holds for F at c.
For example, suppose that f : S1 → S1 is an analytic mapping of the circle that is not
injective. Then f has a periodic point p, see [CvS]. Let s be the period of p, and let
O = {p, f(p), . . . , f s−1(p)}. Then Y0 = S1 \f−1(O) is a partition of S1 by real puzzle pieces,
see Subsection 2.1. Suppose that f has critical point c0 such that f is persistently recurrent
at c0, and let Y0 be the component of Y0 that contains c0. Then the results of this paper
hold for the return mapping to Y0 restricted to the components of the domain that intersect
ω(c0).
1.5. Previous results on complex bounds. Let us first give some historical background,
before discussing in the next subsection why complex bounds are crucial for results on renor-
malization, quasiconformal rigidity and ergodic properties of one-dimensional dynamical
systems. Complex bounds were first proved by Sullivan for certain infinitely renormalizable
unimodal maps [Su], see also [dMvS]. They were proved for real unicritical polynomials, in
[LvS1], [S1], [LY] and [GS´]. Let us now summarize some of the past work for multimodal
analytic maps with all critical points real and of even order:
• Complex bounds were proved for infinitely renormalizable maps with bounded com-
binatorics in [Sm1].
• In [S3] complex bounds were proved for infinitely renormalizable maps. In addition,
for at most finitely renormalizable maps, Shen proves a somewhat weaker version of
complex bounds. Namely, the existence of complex box mappings with the property
that each domain of an iterate of the box mapping is contained in a Poincare´ disk
COMPLEX BOUNDS FOR REAL MAPS 7
with real trace of length comparable to the range of the (real) return map, see [S3,
Theorem 3’].
• Complex bounds, analogous to those in this paper, were proved for at most finitely
renormalizable real polynomials with all critical points even and real in [KSvS].
Complex bounds for various classes of unicritical analytic maps whose critical point is
of odd order, including covering maps of the circle, and certain real polynomial maps and
Blaschke products, were obtained in [LvS2]. The methods in that paper, and the corre-
sponding paper [Le1] in which real bounds are proved, do not seem to go through to the
case of two or more critical points of odd order. Indeed, also in our proof the presence of
odd critical points requires us to overcome significant additional difficulties.
We should note that if f is a non-renormalizable polynomial (not necessarily real) with
only hyperbolic periodic orbits in the complex plane, then the construction of a complex
box mapping follows immediately from the Yoccoz puzzle construction, see [KvS]. In fact, if
there are neutral periodic points which are of parabolic type, this construction can be easily
made as well: simply consider rays landing on repelling periodic points in the boundary of
one of the petals of the periodic point. However, if f has a non-parabolic neutral orbit then
in general it may be impossible to find a complex box mapping or even a periodic point with
two rays landing on it. If f is a real polynomial such rays, and therefore a complex box
mapping, exists, but nevertheless it seems the only way to obtain a complex box mapping
for which each puzzle piece contains at most one critical point is through complex bounds,
see [KvS, Section 2.2].
If f is at most finitely renormalizable polynomial with only hyperbolic periodic points,
then the results in [KvS] imply that complex bounds indeed hold for f . The method there
relies on an important lemma by Kahn-Lyubich, see [KL1], and the results in [KvS] do not
require the polynomial to be real (and it does not matter whether the critical points are of
even or odd order). Because of this, the proof in [KSvS] can be simplified: one can replace
Sections 8 to 11 in [KSvS] by the more general results derived in [KvS]. However the methods
in [KvS] do not provide complex bounds when f is infinitely renormalizable or when f is C3.
So combining the puzzle construction and the complex bounds from [KvS] shows that
if f is a polynomial which is at most finitely renormalizable and has only hyperbolic or
parabolic periodic points, then there exists a complex box mapping so that each puzzle piece
contains at most one critical point. But if f is a real polynomial which is either infinitely
renormalizable (possibly at a non-real critical point) or with a non-parabolic periodic point
(and a non-real critical point), then [KvS] does not provide complex bounds.
Thus, even for real polynomials our theorem is new: previous results did not establish beau
complex bounds for (at most) finitely renormalizable real polynomials with either non-real
critical points or real critical points of odd order, and also not for infinitely renormalizable
real polynomials with critical points of odd order.
Previous proofs of complex bounds often require dividing the proof into the (essentially)
bounded geometry and the big geometry cases. Having big geometry simplifies the con-
struction of a complex box mapping at a single level, but when there are no bounds on the
scaling factors, it is difficult to transfer estimates to deeper levels, see the comment before
Proposition 10.5.
The purpose of this paper is to treat all situations in a fully unified manner, dealing with
non-renormalizable and renormalizable maps, with any combinatorics, through essentially
the same inductive framework. The methods we develop allow us to deal with critical points
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of any (integer) order. The construction builds on the one given in Sections 8 to 11 of [KSvS],
but encompasses the infinitely renormalizable case, and overcomes the issues which arise from
the presence of odd critical points. Another important feature of the proof is that it allows
one to associate quasiregular box mappings to C3 maps, see Theorem 1.2. This is also an
important reason why we did not aim for short-cuts in the proof in the setting of real ana-
lytic maps, which do not generalize to the setting of maps with asymptotically holomorphic
extensions. In this paper we will not discuss complex bounds for smooth homeomorphisms
of the circle, but merely refer to [dFdM1, dFdM2, Ya].
For unicritical, (at most) finitely renormalizable complex polynomials without neutral
periodic orbits, moduli bounds were proved in [KL2]. We should emphasise that complex
bounds do not hold in general for complex maps; there are infinitely renormalizable complex
quadratic maps for which complex bounds are known to fail, see for example [Le2]. However,
they do hold for unicritical maps with certain combinatorics, see [Ka, KL3, KL4]. For an
early work on non-renormalizable mappings with specific combinatorics, where the shape of
puzzle pieces was well controlled we draw the readers attention to [Sm3].
1.6. The usefulness of complex bounds: applications. Because of the Koebe Distor-
tion Theorem and the behaviour of the mapping z 7→ z`, one immediately sees that complex
bounds for F : U → V give control on the distortion of diffeomorphic mappings onto compo-
nents of V and on the shapes of certain puzzle pieces. However, the implications of complex
bounds are much deeper. The results in this paper are an important ingredient in results on
the topology Julia sets, renormalization, quasiconformal rigidity and ergodic properties.
1.6.1. Topological and ergodic properties. By methods that are by now standard, see for
instance [LvS3], [S2] and [KvS], the results of this paper imply
Theorem 1.4. Suppose that f is a real polynomial with real critical points. Then the Julia
set of f is locally connected, and f supports no measurable invariant line field on its Julia
set.
Note that, complex bounds for reluctantly recurrent maps are easier to obtain and the
proof can be found in [CvS].
Before now, in the multicritical case, such a result was only known when all critical points
were of even order. In the unicritical case, local connectivity was proved in the presence
of one even critical point in [LvS1], [LY], [GS´] and [HJ] and for the Julia sets of certain
Blaschke products with a single critical point on the unit circle in [LvS2]. For multicritical
polynomials with all critical points real and of even order, local connectivity was proved for
certain infinitely renormalizable maps in [Sm1], in [S3] (in the case of ‘bounded geometry’)
and without assumptions on the geometry in [KSvS]. Absence of invariant line fields was
first proved in [M1] and subsequently in [LvS3], [LvS2], [S2] and [KvS].
1.6.2. Quasisymmetric rigidity. Complex bounds also play a key role in proving quasisym-
metric rigidity. In particular, complex bounds are a crucial hypothesis in the QC-Criterion
of [KSvS]. The results of this paper immediately extend the results of [KSvS] to include
polynomials with odd critical points:
Theorem 1.5. Suppose that f and f˜ are two real polynomials, with real critical points.
Assume that f and f˜ are topologically conjugate as dynamical systems on the real line,
that corresponding critical points for f and f˜ have the same order and that parabolic points
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correspond to parabolic points, then f and f˜ are quasiconformally conjugate as dynamical
systems on the complex plane.
The results of this paper are a vital ingredient in extending this result for polynomials to
all analytic maps and to a broad class of C3 mappings.
Theorem 1.6 (Clark - van Strien, [CvS]). Assume that f, g : [0, 1] → R with f({0, 1}) ⊂
{0, 1} are real analytic and topologically conjugate. Alternatively, assume that f, g : S1 → S1
are topologically conjugate and that f and g each have at least one critical point or at least
one periodic point. Moreover, assume that the topologically conjugacy is a bijection between
• the sets of critical points and the orders of corresponding critical points are the same;
• the set of parabolic periodic points.
Then the conjugacy between f and g is quasisymmetric.
For smooth mappings, we have:
Theorem 1.7 (Clark - van Strien, [CvS]). Suppose that f, g : [0, 1]→ [0, 1], or alternatively
that f, g : S1 → S1 each has least one critical point or at least one periodic point, are C3,
each with a finite number of critical points. Suppose that at each c ∈ Crit(f), one can locally
express f(x) = [φ(x)]` + f(c) where φ is a C3 diffeomorphism with φ(c) = 0 and ` is an
integer ≥ 2, and likewise for g. Assume that f and g have only repelling periodic points.
Suppose that f and g are topologically conjugate and that the conjugacy is a bijection between
Crit(f) and Crit(g) and that the orders of corresponding critical points is the same. Then f
and g are quasisymmetrically conjugate.
Under some additional smoothness and genericity assumptions, we can remove the condi-
tion that all periodic orbits be repelling, as in Theorem 1.6. These theorems extend earlier
work for quadratic polynomials [Ly2, GS2, GS3], and for polynomials without odd critical
points [KSvS]. Partial results in this direction are proved in [S3, LvS2].
Quasisymmetric rigidity is a crucial ingredient in proving density of hyperbolicity, see
[Ly2, GS2, GS3] for quadratic polynomials, for real polynomials without odd critical points
[KSvS] and [AKLS] for unicritical polynomials. Density of hyperbolicity in the space of C2
maps of the interval was proved in [S3].
Quasisymmetric rigidity can also be proved for a large class of real transcendental maps, see
[RvS1] and [RvS2]. Another motivation is to extend results about monotonicity of entropy
for real polynomials with only real critical points, see [BvS], to real polynomials with non-real
critical points. This is work in progress by the 2nd author joint with Cheraghi.
1.6.3. Renormalization results. In the 1970’s, Feigenbaum and Coullet-Tresser [Fe, TC] ob-
served surprising universal scaling laws in one-dimensional dynamics. They noticed that, in
the family
fλ : x 7→ x2 + λ,
the sequence of points, λn, as λ decreases from 1/4, where the mapping fλn passes through
a period doubling bifurcation has the following property: the ratio
λn−1 − λn
λn − λn+1
converges, and even more, the limit is independent of the family of unimodal maps, pro-
vided that family of maps is chosen so that each map in the family has a non-degenerate
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critical point. They also observed similar universality properties of ω(0). In the period dou-
bling case, there is a sequence of periodic intervals Jn with period 2
n under f , for which
the ratios |Jn|/|Jn+1| converge to a fixed value, which does not depend on the choice of
family. To explain these observations, they introduced the period doubling renormalization
operator. They conjectured that this operator has a unique fixed point and that this fixed
point is hyperbolic with a one-dimensional unstable manifold. Exponential convergence of
renormalization has strong implications for the rigidity of such maps. For example:
Theorem 1.8. Assume that f, g are real analytic infinitely renormalizable maps with bounded
geometry. Then any topological conjugacy between f and g is differentiable at the critical
point.
The original renormalization conjecture has been extended to cover all unimodal infinitely
renormalizable combinatorial types. Roughly, the generalized version of the conjecture states
that, there is a renormalization operator, R, that acts on an appropriate space of functions,
and has an invariant set, K, called the full renormalization horseshoe. Furthermore, at each
point f ∈ K, R has a one-dimensional unstable manifold, and the stable manifold of f
corresponds to its topological conjugacy class. This conjecture was settled for quadratic
maps by Lyubich, [Ly3, Ly5].
Partial proofs of such results were first obtained by [CE, La] using bounds obtained with
computer assistance. Sullivan, [Su], was the first to prove convergence of renormalization for
real analytic infinitely renormalizable maps of bounded type. It is precisely for this reason
that he derived complex bounds for such maps. A crucial ingredient in the proof was to have
that on a sufficiently small scale, the bounds are independent of the map, i.e. that these
bounds are beau, see page 5. This means that there exists a compact class C of maps, so
that after renormalizing a map f , possibly a large number of times, its renormalization is in
C. Subsequent renormalization results, including exponential convergence of renormalisation,
were obtained by [M1, M2, Ly3, Ly5]. The most recent proof in [AL] of the convergence of
renormalization shows that, in fact, the property of complex bounds with beau estimates
is essentially the only ingredient that is required. For analytic interval maps with several
critical points, results on renormalization have been proved by Smania, [Sm2], [Sm4]. It is
clear from the results just cited that our results will be a key to extending results about the
hyperbolicity of renormalization to more general settings.
For critical circle maps, there is a renormalization theory that is closely related to the
theory for unimodal maps, see for example [Ya2, KT, dFdM1, dFdM2].
In addition to explaining the universal scaling laws in both the phase and parameter
spaces observed by Feigenbaum and Coullet-Tresser, the hyperbolicity of renormalization
is a vital ingredient in the proof of the celebrated theorem that in the real family z 7→
z2 + c, c ∈ [−2, 1/4], almost every map is regular or stochastic, [Ly5]. The hyperbolicity
of renormalization, together with the fact that the leaves of the lamination of the space
of polynomial-like maps by the hybrid classes are analytic manifolds, imply that the set of
infinitely renormalizable maps have measure zero in generic families of unimodal maps. To
complete the proof of the regular or stochastic theorem a parameter exclusion argument
and a geometric characterization of stochastic mappings are used to show that in the set
of non-regular, non-renormalizable parameters, almost every map is stochastic, [Ly4, MN].
This result has been generalized and improved: in generic families of analytic unimodal maps
almost every map is regular or Collet-Eckmann, see [AM1, AM2, ALdM, ALS, BSvS, C]
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1.7. An outline of the paper and a sketch of the proof. In this paper, we construct
box mappings with complex bounds around a critical point c0 with the property that f is
persistently recurrent on ω(c0); recall that either c0 is even or all critical points in ω(c0)
are odd. When f is not persistently recurrent at c0, one can go with bounded degree from
arbitrarily small scales around c0 to a fixed large scale; therefore for such critical points the
construction of complex bounds uses rather different methods which can be found in [KSvS2]
and [CvS]. For maps with a persistently recurrent critical point c0, we define a sequence of
nested intervals around c0 called the generalized enhanced nest
I0 ⊃ I1 ⊃ I2 ⊃ . . . .
In the non-renormalizable setting, this generalized enhanced is identical to the enhanced nest
in [KSvS]; however, we extend the construction so that it also covers infinitely renormalizable
maps. This nest allows us to construct quasi-box mappings, see Subsection 1.7.2, in the
infinitely renormalizable and non-renormalizable cases simultaneously. This is the crucial
step in the construction of complex box mappings.
The enhanced nest possesses key features that play important roles throughout the proof.
In the non-renormalizable case, each interval In+1 in the enhanced nest is a pullback of In
with bounded degree depending only on the vector b. The combinatorics of the enhanced
nest are very well controlled - if a chain starts in a deep level of the enhanced nest, and
returns to it, we exploit the fact that the chain had to visit each higher level several times
prior to returning. Finally, the enhanced nest provides us with dynamically defined space,
free (disjoint) from ω(c0), even in the (infinitely) renormalizable case. It is worth noticing
that the enhanced nest is never a subsequence of the principal nest and that while the
combinatorics of the enhanced nest are far more complicated than those of the principal
nest, the principal nest does not provide the same geometric control as the enhanced nest.
1.7.1. Sections 3 - 8: Developing the required tools. We use the same strategy to prove
complex bounds as was used in [KSvS], but we extend it to allow for odd critical points
and for infinitely renormalizable maps. For this reason we follow the notation from [KSvS],
and refer as much as possible to results and proofs from that paper. We have attempted
to indicate to which past results our statements correspond, even though, the proofs and
some of the statements require modifications. It turned out that to overcome the additional
difficulties for dealing with this generality required new ideas. In particular, many of the
results or proofs in Sections 6 and 8 have no analogues in [KSvS].
Our aim is to construct a complex box mapping with complex bounds that extends RIn for
any n sufficiently large. Remember that we always restrict return maps to the components
that intersect ω(c0). Our main goal is the construction of a quasi-box mapping. A quasi-box
mapping is similar to a box mapping, except that the components of its domain need not be
compactly contained in its range and we do not require the components of its domain to be
pairwise disjoint (see Definition 1.2). This construction occupies most of the paper, Sections
3 to 9. In the final section, Section 10, we make use of quasi-box mappings to build box
mappings and we show complex bounds.
To construct quasi-box mappings we use Poincare´ disks based on intervals from the gen-
eralizad enhanced nest. See page 17, for the definition of the Poincare´ disk Dθ(I), where I
is an interval in R and θ ∈ (0, pi). We let CI denote the slit complex plane CI = C \ (R \ I).
Let us explain the basic idea behind the construction. Fix n large and let Lx(In) be the
landing domain to In containing a point x ∈ In ∩ω(c0). Consider the disjoint chain {Gj}sj=0
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given by Gs = In and G0 = Lx(In) and let
Us = Dθ(In−N) ∩ CIn and Uj = CompGjf−1(Uj+1),
for 0 ≤ j < s and some fixed 3 < N < n. Assume there exists a constant µ ∈ (0, 1) so that
U0 ⊂ Dµθ(K) ⊂ Us,
where K is an interval well-inside In−N with Lx(In) ⊂ K. Observe that the map f s : U0 → Us
is a (qc) covering map. Hence, we can construct a quasi-box mapping F : U → V , by
considering U equal to the union of all sets U0 constructed as above, for points x ∈ In∩ω(c0),
and range V = Dθ(In−N). The key part of the proof to show the existence of a beau bound
on the constant µ, depending only on the number of critical points of f and their orders,
and a universal constant N so that the above construction holds for all intervals In with
n sufficiently large. To find such constants we first study the geometric properties of the
generalized enhanced nest, and then we study pullbacks of Poincare´ domains in various
circumstances.
Let us now survey what is done in each section.
In Section 3, we prove the necessary “real bounds.” Before going into further detail, we
refer the reader to the beginning of Section 3 for the definitions of δ-nice and δ-free. It is
worth remarking that while some of the results in this section are very close to those in
[KSvS], the proofs usually differ in significant ways. For instance, when all critical points of
f are even as in [KSvS], all intervals In are δ-free. However, in our setting, this need not be
the case. Very roughly, using the terminology from Subsection 1.1.2, we show the existence
of a universal constant δ > 0 such that: if In is a non-terminating level of the generalized
enhanced nest, then
• In is δ-nice, and
• ((1 + 2δ)In+1 \ In+1) ∩ ω(c0) = ∅.
Bounded scaling factors between sufficiently many nearby levels in the enhanced nest has
important consequences for the geometry of ω(c0). For example, we show that if there is a
small return domain to In, then In+1 is small compared to In , and if In and In+1 are non-
terminating, then then In is δ-free for some δ > 0 depending on |In|/|In+1|. Furthermore, we
are able to use the generalized enhanced nest and certain bounded geometry conditions to
control the geometry of the post-critical set for infinitely renormalizable maps, see Propo-
sition 3.20. Control of the post-critical set is vital throughout this paper since it makes it
possible to control the shape of pullbacks of Poincare´ disks in the complex plane, which are
the basic pieces we will use to construct quasi-box mappings.
In Section 4 we present some necessary facts about Poincare´ disks and show how to pull
them back by first return maps. When we pull back one of these domains (i.e. we take its
preimage) by a unicritical branched covering, knowing that the critical values of the map
are not close to the boundary of the disk, allows us to control the shape of this pullback,
see Lemma 4.2 and Lemma 4.3. Of greatest importance to us is that we control the loss
of angle. The pullback of a Poincare´ disk with angle θ is contained in a Poincare´ disk of
angle θ′ ≤ θ and we bound θ′ from below (in terms of θ), which gives us some control on the
geometry of the pullbacks.
Asymptotically holomorphic extensions were used by Lyubich to prove complex bounds
and quasisymmetric rigidity for the quadratic Fibonacci map [Ly1]. For an application
to infinitely renormalizable mappings with bounded combinatorics see [Su]. In [GSS´2] the
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I
θ
θ
Figure 1. The Poincare´ disk Dθ(I) of angle θ based on an interval I
theory of asymptotically holomorphic extensions was developed further, and we use their
results in our proof. In Section 5 we recall these results, and use them to develop tools for
dealing with C3 maps f : M →M . These maps yield quasiregular extensions of C3 interval
maps to a neighbourhood in the complex plane, which are asymptotically holomorphic. The
key property of these extensions is that, like analytic maps, they satisfy an “Almost Schwarz
Inclusion Principle:” the loss of angle when pulling back a Poincare´ disk by a diffeomorphism
is small, see Lemma 5.5. We also show in this section that the results in Section 4 go through
in the smooth setting. The reader who is only interested in the main theorem in the real
analytic setting can skip this section.
In Section 6 we show how to pull back Poincare´ disks in a few different situations: along
monotone branches, by maps of bounded degree, and through long cascades of central re-
turns. All these arguments are complicated by the fact that our map is not a polynomial;
therefore we will lose angle even when we pull back by a diffeomorphism.
In Propositions 6.1 and 6.3, the problem that we face is pulling back a slit Poincare´ disk
Dθ(Gˆs) ∩CGs along a chain {Gj}sj=0 under which the chain {Gˆj}sj=0 could have any degree.
To deal with this issue, we make use of dynamically defined free space and the existence of
fundamental domains. Of particular importance is Proposition 6.1 (which has no analogue
in [KSvS]). This proposition allows us to pull back along a single monotone branch for as
long as we like, using fundamental domains of definite size to control the loss of angle.
Proposition 6.3 allows us to pull back along long cascades of central returns. It is similar
to [KSvS, Proposition 11.1]; however, it also covers the case of terminating intervals. Its
proof, compared to its analogue in [KSvS], is complicated by the fact each time we pullback
along a monotone branch we lose some angle, so we have to bound the number of times
we switch between monotone branches. This argument is new and non-trivial; ideas of this
proof are also used in Section 7.
In Section 7 we use the notion of combinatorial depth of a chain from [KSvS]. For a given
critical point the combinatorial depth measures how close a chain comes to the critical point
c in terms of the number central cascades around c that the chain enters. Proposition 7.1
bounds the loss of angle for the pullback of the Poincare´ disk along a chain in terms of its
combinatorial depth.
In Section 8 we show how to control the loss of angle as we pull back from one level of
the enhanced nest to the next, under two different circumstances: bounded scaling factors
and big scaling factors. The first case, which occupies the majority of the section, is roughly
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explained as follows. There exist si < si−1, λ ∈ (0, 1) and δ > 0, so that
CompGsif
−(si−1−si)(Dθ(In−i−1) ∩ CGsi−1 ) ⊂ Dλθ((1 + 2δ)−1Ii).
This argument and the strategy of the proof are subtle, in particular due the presence of
terminating intervals. We must control the combinatorial depth of (certain segments of) the
chain {Gj}sij=0, which can be guaranteed only when the scaling factor between In−i−1 and
In−i+1 is bounded. In this part of the proof, the difference between the non-renormalizable
and the renormalizable cases is pronounced. Roughly, in the non-renormalizable case we
are able to decompose the map f si−1−si |Dθ(In−i−1)∩CGsi−1 into a bounded sequence of that
maps that we can control, and use the results of the previous sections to control the loss
of angle at each stage. This is impossible to do when there are terminating intervals in the
generalized enhanced nest; if In−i−1 is terminating, In−i is not a pullback of In−i−1. In this
case, we pull back from a terminating interval in the enhanced nest to the next level in
two stages: first we pull back from the terminating interval to the largest periodic interval
contained in it, and then we pull back from the periodic interval to the next level of the
generalized enhanced nest. These strategy is described in Diagrams 13 and 14.
When there are big scaling factors between levels of the enhanced nest, it is enough to make
use of the dynamically defined external free space to control the loss of angle. Furthermore,
big scaling factors allow us to construct of complex box mappings without the aid of quasi-
box mappings.
1.7.2. Section 9: Construction of quasi-box mappings. In this section we use an inductive
argument to construct a quasi-box mapping that extends the return mapping to any interval
In of the enhanced nest, provided n is sufficiently large. The notion of a quasi-box mapping
was introduced in [LvS1, Remark 12.4], used explicitly in [LvS2], and is defined as follows:
Definition 1.2. Let Ui and Vj be open Jordan disks in C, 0 ≤ j < b, i ∈ I where I is at
most countable. Set U = ∪Ui and V = ∪Vj. A mapping F : U → V is a holomorphic quasi-
box mapping if for each i, there exists j and a holomorphic branched covering Fi : Ui → Vj,
and the following hold:
• V0, . . . , Vb−1 are pairwise disjoint Jordan disks;
• every connected component Vj of V is either a connected component of U or the
intersection of Vj with U is a union of sets Ui where each of these is contained in Vj,
not necessarily compactly;
• if Ui ⊂ Vj, then U i \ Vj ⊂ R.
Notice that we do not assume the components of U are disjoint, so F : U → V may be
multi-valued, but F |Ui = Fi is well-defined as a single valued function on each Ui. If we only
require that Fi be quasi-regular on each Ui then we say that F is a qc quasi-box mapping,
see Subsection 5.3. When it will not cause confusion, we will refer to these mappings as
quasi-box mappings.
We define the filled Julia set of a quasi-box mapping F : U → V as the set
K(F ) = {z ∈ U : F k(z) ∈ U for all k = 0, 1, 2, . . . }.
To construct a qc quasi-box mapping we only need to control the loss of angle when we
pull back a Poincare´ disks under a certain chain. The angle control that we have is the same
for both the asymptotically holomorphic extensions we use as it is for analytic maps, so the
proofs in the smooth and analytic cases are essentially the same. It is worth remarking that
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we do not control the dilatation of a qc quasi-box mapping; the presence of long central
cascades seems to make this impossible using our methods.
We start the construction of quasi-box mappings with a Poincare´ disk, based on a slit
domain
Dθ(In−M) ∩ CIn where CIn = C \ (R \ In)
and pull it back from one level of the enhanced nest to the next using the arguments in
Section 8.
If the scaling factor between the level In−i and In−i+1 is ever big enough, we can easily
construct a box mapping for the return map to a deeper puzzle piece, which gives us a
quasi-box mapping for the return map to deeper levels. So in what follows we asume the
scaling factors between the level In−i and In−i+1 are bounded.
The combinatorics of the enhanced nest make it possible to select times to pull back to in
such way that once we have pulled back to level In−i, the forward orbit of the chain only visits
In−i a couple of times. This bound is used in following way: if In−i is comparable to In, then
by the real bounds, the components of the domain of the return map to In−i are comparable
to In−i, so the derivative of the return mapping to In−i is bounded. Since the number of
returns of the chain Gsn−i , . . . , Gs to In−i is bounded, we have that Gsn−i is comparable to
In, and hence to In−i too. In the presence of terminating intervals, the proof of the existence
of suitable times to pull back to, at each level, involves a combinatorial analysis of the return
maps. Let us explain the pull back argument in more detail. Let x ∈ ω(c)∩ In and consider
the chain {Gj}sj=0 where Gs = In and G0 = Lx(In). From Section 8, we know there exist
sn−M+1 < s, λ ∈ (0, 1) and δ > 0 such that
CompGsn−M+1f
−(s−sm−M+1)(Dpi/2(In−M) ∩ CIn) ⊂ Dλpi/2((1 + 2δ)−1In−M+1).
In other words, as we pull back a point from one level of the enhanced nest to the next, we
know how much angle we lose. If we do not lose any angle; that is, for the set of points in
CompGsn−M+1f
−(s−sm−M+1)(Dpi/2(In−M) ∩ CIn) ∩Dpi/2(In−M+1),
we repeat the argument and control the loss of angle up to a time sn−M+2 < sn−M+1 with
a Poincare´ disk based on In−M+2. This argument can be carried on inductively, because of
the combinatorics of the enhanced nest. If we lose angle when we pull back; that is, for the
set of points in
CompGsn−M+1f
−(s−sm−M+1)(Dpi/2(In−M) \Dpi/2(In−M+1)),
then this is a “jumping time” associated to this point (see [LY]), and also Figure 11 on page
61. In this case, since Gsn−M+1 is comparable to In−M+1, as assumed above, there exists
λ′ ∈ (0, 1) so that
CompGsn−M+1f
−(s−sm−M+1)(Dpi/2(In−M) ∩ CIn) \Dpi/2(In−M+1) ⊂ Dλ′pi/2(Gsn−M+1),
and we are are able to capture this set by a Poincare´ disk based on Gsn−M+1 without losing
too much angle. Since the chain {Gi}s−1i=0 is disjoint, it is not hard to control the loss
of angle as we pull back all the way to the start. So there are two cases, given a point
z ∈ Dpi/2(In−M) ∩ CIn either the point f−(s−sn−i)(z) ⊂ Dpi/2(In−i) for all i, or there exists
some i, for which sn−i gives a jumping time. In either case, choosing M properly, we show
f−s(z) ⊂ Dpi/2(In−1). Hence, the return map to In extends to a quasi-box mapping. This
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is Theorem 9.3. It is important to remark that, throughout this section, the presence of
periodic intervals significantly complicates the arguments.
1.7.3. Section 10: Construction of complex box mappings with complex bounds. In this final
section, we use of quasi-box mappings to construct box mappings. In the non-renormalizable
case, we employ a method that was first used in [LvS2]: we first construct ‘by hand’ a smooth
box mapping with the desired topological properties: the domain being compactly contained
in the range and the components of the domain being disjoint, and then intersect it with the
quasi-box mapping to obtain a complex box mapping. In the renormalizable case we make
use of a result of [LY]. We then prove that complex bounds hold for these complex box
mappings. The work in this section is done primarily to deal with the smooth, as opposed
to the analytic, case. The complex bounds for at most finitely renormalizable maps follow
immediately from the “Upper and Lower Bounds,” see [KSvS]:
Proposition 1.9 (Upper Bounds). There exists a constant η > 0 such that for all n suffi-
ciently large the following hold.
• diam(In) ≤ η|In|, and;
• there exists a topological disk Ω ⊃ In such that (Ω \ In) ∩ ω(c0) = ∅ and
mod(Ω \ In) > 1/η.
Proposition 1.10 (Lower Bounds). There exist beau constants η > 0 and ε > 0 such that
for all n > 0 with |In| < ε,
B(c0, η|In|) ⊂ In.
For infinitely renormalizable maps, the key estimate is to show that if F ′ : U ′ → V ′ is the
quasi-box mapping map constructed in Section 9 that extends the return map to a periodic
interval J of sufficiently high period, then mod(V ′ \ K(F ′)) is bounded away from zero.
From this we obtain a polynomial-like map that extends the return map to J with complex
bounds from Lemma 10.17.
1.8. Relation to complex bounds for non-renormalizable polynomials: [KvS]. Up
to Section 10.2, this paper is concerned with the construction of a complex box mapping
associated to a real map of the interval. Before this is accomplished, the methods of [KvS]
do not seem to apply. However, once we have constructed a complex box mapping, in the
analytic case, it is possible to replace the arguments of this paper with the arguments of
[KvS] to establish complex bounds.
In fact, it is possible to generalize [KvS, Lemma 9.1 (Small Distortion of Thin Annuli)]
to the case when F : U → V is quasiregular, and obtain a similar statement. This gives an
alternative approach to establishing complex bounds when f ∈ A3b is non-renormalizable.
However, with the preparation that we have already done in this paper, the approach of
[KSvS] is more natural, and that is the route we take to prove complex bounds.
1.9. The complications of having smooth maps, with critical points of odd or-
der which are possibly infinitely renormalizable. Let us highlight some of the main
complications in our proof, compared to the proof of complex bounds in [KSvS] in the non-
renormalizable case and to [S3] in the infinitely renormalizable one.
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1.9.1. Diffeomorphic pullbacks. In both the analytic and the C3 settings, we have a loss of
angle along diffeomorphic pullbacks of Poincare´ disks (see Lemmas 5.5 and 4.1). To bound
this loss, we need to ensure that certain chains of intervals are disjoint or have that the sum
of the lengths of their elements are bounded. This is not a problem in the polynomial case
where there is no loss of angle under diffeomorphic pullbacks.
1.9.2. Odd critical points. If ω(c0) contains only critical points of odd order, then the real
bounds require a more elaborate treatment than if at least one of the critical points is even.
This is due to the lack of symmetry around critical points of odd order, i.e. an odd critical
point need not be close to the centre of a first return domain. As a result, the statement and
the proof of the real bounds become more subtle, Indeed, Theorem 3.1 covers more cases
than the corresponding statement in [KSvS], namely Proposition 8.1.
When there are any odd critical points, we need to deal with saddle-cascades occurring in
monotone branches. We do this in Proposition 6.1. This is used in Proposition 6.3, which
is a key step in the proof, and it is a generalization of [KSvS, Lemma 11.1]. To prove this
proposition, we need to control the number of times we switch from one monotone branch
to another since each time we switch we lose angle. To make the argument work requires a
subtle change to the proof of Lemma 11.1 in [KSvS].
1.9.3. Infinitely renormalizable maps. If the map is infinitely renormalizable, then the argu-
ment used to prove complex bounds in [KSvS] no longer applies. For this reason we define
the generalized enhanced nest, see Subsection 2.5. One of the advantages of working with
this nest is that it has better geometric properties than the principle nest, which was used
in [S3]. Indeed, we use the control on the geometry of the post-critical set, which we obtain
under some straightforward bounded geometry conditions, to pull back from one level of the
generalized enhanced nest to the next. This is done in Section 8.1, see also diagrams in
Figures 13 and 14, see page 68.
1.10. Notation and terminology. Unless otherwise stated, we adopt the convention that
C > 0 is a large constant, and ε > 0 will be a small constant.
1.10.1. Scaled sets, Poincare´ domains and components. We let R be the real line. We will
always use I to denote an interval in R. If I is a bounded interval, then write I = (a+x, a−x)
and for γ > 0 define γI := (a + γx, a − γx). We let C denote the complex plane. We let
CI = C\(R\I).We letH be the upper-half plane andH− be the lower-half plane. If θ ∈ (0, pi),
we denote by D+θ (I) (respectively D
−
θ (I)) the region in H (respectively H−) bounded by I
together with the circle arc subtending I that meets the real axis with external angle θ at
each boundary point of I. We let Dθ(I) = D
+
θ (I) ∪D−θ (I) ∪ I. This set corresponds to the
set of points with a fixed distance to I in the Poincare´ metric in CI . Given a set K ⊂ C we
let Compx(K) denote the connected component of K containing x.
1.10.2. Definition of the class of functions. We let Akb be the set of Ck maps of the interval
[0, 1], (i.e. are Ck on some small neighbourhood of [0, 1]), with critical points (c1, . . . , cb)
with integer orders b = (`1, . . . , `b), where b = |b| is the number of critical points, such that
at each point ci ∈ [0, 1] we can express f locally as f(x) = [φi(x − ci)]`i + f(ci) where φi
is a local Ck diffeomorphism, φi(0) = 0 and `i > 0. If `i is even (odd) we say that the
corresponding critical point ci has even (odd) order. We will call a critical point of even
order a turning point. We let Ab denote the set of such maps that are analytic. As usual,
we will say that a map is univalent if it is holomorphic and injective.
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1.10.3. First return maps, pullbacks, periodic intervals and nice intervals. As usual, we let
ω(x) denote the omega-limit set of a point x.
Given a set K ⊂ C we will only consider branches of RK (the first return map to K, see
p.3) that intersect ω(c0) for a fixed critical point c0. Where c0 will be chosen later.
Let f : M → M be a continuous interval map. An interval J is called a pullback of an
interval I if it is a component of f−s(I) for some s ∈ N. If J is a pullback of I by f−s, we asso-
ciate to this pullback a chain of intervals {Ji}si=0 with Js = I and Ji = Compf i(J)(f−1(Ji+1))
for i satisfying 0 ≤ i < s. We say that the order of the chain {Ji}si=0 is N if precisely N of
the intervals J0, . . . , Js−1 contain a critical point.
We say that an open interval J is nice if fn(x) /∈ int(J) for each x ∈ ∂J and n > 0. This
implies that for any k > n ≥ 0, if a component Jk of f−k(J) intersects a component Jn of
f−n(J) then Jk is contained in Jn; so any two pullbacks of a nice interval are either nested
or disjoint. In particular, if the first return time of x to J is equal to s and we consider the
chain {Ji}si=0 with Js = I and Ji = Compf i(x)(f−1(Ji+1)) we get the following: J0 = Lx(J),
the intervals J0, . . . Js−1 are pairwise disjoint and the order of the chain {Ji}si=0 is bounded
by the number of critical points of f .
We will say that two intervals I and J have nested or disjoint pullbacks if for any m,n ∈ N,
any component I1 of f
−m(I) and any component J1 of f−n(J) either J1 and I1 are nested or
J1 and I1 are disjoint.
Give two nice intervals J ⊂ I, they are called a nice pair if all iterates of ∂J remain
outside the interior of I. Under these circumstances, if J1, J2 are pullbacks of J and I1, I2
are pullbacks of I with Ji ⊂ Ii for i = 1, 2 and I2 ⊂ I1, then either
J2 ⊂ I2 ⊂ J1 ⊂ I1 or J2 ⊂ I2 ⊂ I1 \ J1.
1.10.4. Notation table. Here is table of some of the notation and terminology used on the
paper.
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RI page 3
Lx(I) page 3
Lˆx(V ) page 3
renormalizable page 4
central return page 4
terminating interval page 4
J∞ page 4
ρ-nice domain page 3
ρ-free domain page 3
ρ-bounded geometry page 3
γ · I page 17
Compx(K) page 17
b, b page 17
child page 19
persistently recurrent page 20
successor page 19
Γ(I) page 20
central return domain page 19
non-central return domain page 19
principal nest page 19
mˆ page 20
τ page 21
R(I) page 21
Yi, Y˜γ page 21
A(I), B(I) page 21
E(I) page 22
(generalized) enhanced nest page 22
pn page 22
r(I), rˆ(I) page 23
ρ-nice interval page 24
ρ-externally free interval page 24
ρ-internally free interval page 24
ρ-free interval page 24
ρ-strongly nice interval page 24
well-inside, deep-inside page 24
Cc(I) page 29
m page 29
Crit(I; J),Crit(I; {Gj}sj=0) page 64
k(I, {Gj}sj=0), k(I, J), kˆ(I, J) page 64
Tξ page 98
2. The generalized enhanced nest
2.1. Real puzzle pieces. Let us assume that f : M →M is a C3 map of the interval with
b <∞ critical points and let c be a recurrent, non-periodic critical point. We say that a set
Z is admissible if it is a finite forward invariant set, disjoint from the postcritical set of f
such that every point of Z is a preimage of a repelling periodic point under an iterate of f .
Given a Z admissible set, we will say that I is a (real) puzzle piece of depth n (with respect
to Z) if it is a component of f−n(Y ), where Y is a component of M \ f−1(Z). We observe
that puzzle pieces are nice intervals, so any two puzzle pieces are either nested or disjoint.
2.2. Combinatorics of puzzle pieces. While the objects in this subsection are defined
for real puzzle pieces, the definitions in this subsection hold whether a puzzle piece is real
or complex.
We say that a puzzle piece is ω(c)-critical if it contains a critical point in ω(c). Let P be an
ω(c)-critical puzzle piece containing the critical point c′ ∈ ω(c). An ω(c)-critical puzzle piece
Q is a called a child of P if it is a unicritical pullback of P ; that is, there exists a positive
integer n such that Q is a component of f−n(P ) containing a critical point in ω(c), and there
exists a puzzle piece Q′ ⊃ f(Q) such that the map fn−1 : Q′ → P is a diffeomorphism. A
successor of P is a puzzle piece of the form Lˆc′(Q), where Q is a child of Lˆc′′(P ) for some
critical point c′′ ∈ ω(c). By construction, a successor of P is a pullback of P of order bounded
by 2b− 1.
Let I be a puzzle piece containing a recurrent point x. We define the principal nest around
x as follows. We set I0 = I and inductively define In+1 = Lx(In). Given a puzzle piece In
the puzzle piece In+1 will be called central, while any other return domain to In will be
called non-central. .
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Let c be a recurrent, non-periodic, critical point and consider the principal nest I0 ⊃ I1 ⊃
I2 ⊃ . . . about c. We define mˆ ∈ N ∪ {∞} to be the smallest number, if it exists, such that
a there is a critical point c′ of RI0|I1 with (RI0|I1)(c′) /∈ Imˆ. If no such integer exists, we
set mˆ = ∞. If mˆ < ∞ we say that I is non-terminating and otherwise we say that I is
terminating. In the terminating case, we let I∞ = ∩i≥0I i.
2.3. Persistent recurrence. A map f is called persistently recurrent on ω(c) if c is recur-
rent, non-periodic and each ω(c)-critical puzzle piece has only finitely many children. Under
these circumstances, we will also say that f is persistently recurrent at c and that c is a per-
sistently recurrent critical point. If f is persistently recurrent on ω(c), then ω(c) is minimal,
but the converse of that statement is false. We observe the following, if f is persistently
recurrent on ω(c) each ω(c)-critical puzzle piece P has a smallest successor, which we denote
by Γ(P ); and if Q is an entry domain to P intersecting ω(c), then Lˆc(Q) is a successor of P ,
and thus P ⊃ Lˆc(Q) ⊃ Γ(P ).
From [KSvS], p.771-772, we know the following:
Lemma 2.1. If f is persistently recurrent on ω(c), then for any ε > 0 there exists an
admissible set Zε such that any real puzzle piece of depth zero that intersects ω(c) has length
less than ε.
As a direct consequence of the No Wandering Intervals Theorem, see [vSV, page 751], we
get that for any δ > 0 there exists ε(δ, f) > 0 such that the length of any pullback of a critical
real puzzle piece with size less than ε has size less than δ. From this fact and Lemma 2.1, we
can assume that any real puzzle piece that intersects ω(c) has length less than ε0, where we
can choose ε0 > 0 as small as we like. We will use this observation without further comment.
Remark. Suppose that c ∈ Crit(f) and that f is persistently recurrent on ω(c). Then for
any sufficiently small nice interval I 3 c the following holds.
• The interval I contains no other point from Crit(f).
• If c′ ∈ Crit(f) is any critical point such that there exists a chain {Gi}si=0, with Gs = I
and G0 = Lx(I) for x ∈ ω(c) ∩ I, and c′ ∈ Gj for some 0 ≤ j < s, then c′ ∈ ω(c).
Assume f is persistently recurrent on ω(c). By Lemma 2.1 and the remark above we know
that (for I is sufficiently small) all critical values of f r|I1 are contained in ω(c). Since f
is persistently recurrent, ω(c) is not a periodic orbit. These two facts, along with [dMvS,
Theorem III.4.1] imply f r|I1 does not have a periodic attractor (otherwise ω(c) would be
a periodic orbit). Moreover, since ω(c) is minimal, and the period of all attracting or
parabolic cycles is bounded [dMvS, Chapter IV, Theorem B], there exists a neighbourhood
of ω(c) which does not intersect any immediate basin of a periodic attractor or any parabolic
cycle. Thus if I is sufficiently small, for any x ∈ ω(c), the chain {Gj}sj=0 with Gs = I and
G0 = Lx(I) avoids a neighbourhood of any immediate basin of a periodic attractor or any
parabolic point.
It will be useful for us to select a critical point c0 ∈ Crit(f) about which we will focus our
construction. If ω(c) contains a turning point, we take c0 to be a turning point, otherwise
choose c0 ∈ ω(c) ∩ Crit(f) arbitrarily. Observe that f is persistently recurrent on ω(c0), so
c0 is recurrent, non-periodic, ω(c0) is minimal and ω(c) = ω(c0).
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2.4. Terminating intervals. Suppose that I 3 c0 is a terminating interval. Then, since c
is recurrent and non-periodic, RI has a critical point of even order, and hence c0 is of even
order too. Since c0 is a turning point, there exists a neighbourhood J ⊃ I of c0 and an
involution τ : J → J so that f = f ◦ τ on J . Let r be the return time of c0 to I. Since I
is terminating, it follows that I∞ is a periodic interval. More precisely, f r(I∞) ⊂ I∞, and
f r(∂I∞) ⊂ ∂I∞ and all of the critical points of f r|I1 are contained in I∞ along with their
orbits under f r. We let β denote the fixed point of f r on the boundary of I∞
Since c0 ∈ I∞, a periodic interval, and c0 is recurrent, f r|I∞ has at least one repelling
orientation reversing fixed point. Let α be the orientation reversing fixed of f r|I∞ closest
to c0; so (α, τ(α)) 3 c0 is the smallest τ -symmetric interval with one repelling fixed point on
its boundary.
Given a terminating interval I we define R(I) as
R(I) := (α, τ(α)).
See Figure 12 for some examples. If R(I) is a periodic interval, then it has period two under
RI and we say R(I) is Feigenbaum.
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Figure 2. The figure shows two cases where I is terminating together with
the interval R(I) marked in dots.
We let Yi with −a ≤ i ≤ a denote the components of I∞ \ f−r(α) labeled as follows:
Y0 = R(I), Y−1 6= Y0 is the other component that contains α in its boundary and Y−a and
Ya are the components that contain β and τ(β), respectively, in their boundaries (see Figure
3). We let Y˜γ denote the monotone branch of f r|I∞ that contains γ, where γ ∈ {α, β, τ(β)}
(see Figure 3).
2.5. The generalized enhanced nest. We will extend the construction of the enhanced
nest of [KSvS] to cover the renormalizable case. We will make use of the following combina-
torially defined return time.
Lemma 2.2 ([KSvS] Lemma 8.2). Let I 3 c be a ω(c0)-critical puzzle piece. Then there exists
a positive integer ν with f ν(c) ∈ I such that the following holds. Let U0 = Compcf−ν(I) and
Uj = Compfj(c)f
−(ν−j)(I) for 0 ≤ j ≤ ν. Then
(1) #{j : Uj ∩ Crit(f) 6= ∅, 0 ≤ j ≤ ν − 1} ≤ b2, and
(2) U0 ∩ ω(c) ⊂ Compc(f−ν(Lfν(c)(I))).
For each puzzle piece I 3 c0 we let ν = ν(I) be the smallest positive integer with the
properties specified by Lemma 2.2. We define
A(I) = Compc0f−ν(Lfν(c0)(I)),
B(I) = Compc0f−ν(I).
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α τ(α)
β τ(β)
c0
Y0Y−1Y−2Y−3Y−4 Y1 Y2 Y3 Y4
(a) Partition of I∞
α τ(α)
Y˜τ(β)Y˜αY˜β
(b) Labelling of monotone branches
Figure 3
By construction A(I) ⊂ B(I) and (B(I) \ A(I)) ∩ ω(c0) = ∅, giving a mechanism for
obtaining free space, i.e. space disjoint from ω(c0), on the outside and inside of the interval
B(A(I)). See Figure 4.
free from ω(c0)
B(B(I))B(A(I))
A2(I)
Figure 4. The intervals shown are A2(I) ⊂ B(A(I)) ⊂ B2(I). The pair of
intervals B2(I) \ A2(I) is disjoint from the postcritical set.
Next, let T = 5b, where b is the number of critical points in ω(c), and define
E(I) =
{
ΓTBA(I) if I is non-terminating,
Lc0(R(I)) if I is terminating.
The generalized enhanced nest associated to a nice interval I 3 c0 is inductively defined
by
I0 = I and In+1 = E(In) for n ≥ 0.
For simplicity, we will refer to the elements from this nest as intervals from the enhanced
nest. However it is important to remark this definition differs from the one introduced in
[KSvS] in the presence of terminating intervals. If In is non-terminating, we let pn > 0 be
so that In+1 is a component of f
−pn(In). Under these circumstances, Lemma 2.2 and the
definition of successor imply that In+1 is a pullback of In of bounded order; BA(In) is a
pullback of In with order bounded from above by 2b
2, and each successor Γi+1(BA(In)) is a
pullback of order at most 2b− 1 of Γi(BA(In)). Thus In+1 is a pullback of In with order at
most 2b2 + 5b(2b− 1). Note that if c0 is a critical point of odd order, In is never terminating
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and so we always have that In+1 = Γ
TBA(In). Finally, the interval In is called Feigenbaum
if it is periodic; necessarily of period two under RIn−1 .
For each n ≥ 0, let r(In) be the minimal return time for x ∈ In ∩ ω(c0) back to In and
rˆ(In) be the maximal entry time for x ∈ ω(c0) to In.
Although the following was stated in [KSvS], we provide a proof, since the proof was not
given in full in [KSvS] and the assumptions here are slightly weaker.
Lemma 2.3 (cf. [KSvS] Lemma 8.3). Assume that In and In+1 are both non-terminating,
then the following holds:
(1) 3r(In+1) ≥ pn,
(2) rˆ(In) ≤ (1/25b−1)r(In+1).
Proof. For each n ≥ 0 and for 0 ≤ j ≤ T − 1 define
Ln = A(In), Mn,0 = Kn = B(Ln) and Mn,j+1 = Γ(Mn,j).
Let sn and tn be such that Ln is a pullback of In under f
sn and Kn is a pullback of Ln
under f tn . For each 0 ≤ j ≤ T − 1 let qn,j be such that Mn,j+1 is a pullback of Mn,j under
f qn,j . Finally define pn = sn + tn + qn,1 + . . . + qn,T . Using the same proof given in Lemma
8.2 on [KSvS] we get
(i) 2b2r(In+1) ≥ sn ≥ r(In),
(ii) b2r(Kn) ≥ tn ≥ r(Ln).
For each j consider the chain {Gji}qn,ji=0 , with Gjqn,j = Mn,j−1 and Gj0 = Mn,j. By definition
of Mn,j we know that the interval Gji does not contain c0 if 0 < i < qn,j. So we conclude
that r(Mn,j) ≥ qn,j. The fact that Mn,j−1 is non-terminating for every 0 ≤ j ≤ T implies
that RMn,j−1(Mn,j) ∩Mnj = ∅. Therefore, qn,j ≥ 2r(Mn,j−1). Putting these two inequalities
together we get
(iii) r(Mn,j) ≥ qn,j ≥ 2r(Mn,j−1).
Since Mn,1 is the smallest successor of Mn,0 and Mn,0 ⊂ In we have rˆ(In) ≤ rˆ(Mn,0) ≤ qn,1.
Using this fact and equation (iii) we get
rˆ(In) ≤ qn,1 ≤ 1
2
qn,2 ≤ . . . ≤ 1
2T−1
r(In+1).
The previous inequality together with equations (i) and (iii) gives us
pn = sn + tn + qn,1 + . . .+ qn,T
≤ 2b2r(Ln) + b2r(Kn) + qn,1 + . . .+ qn,T
≤ 2b2r(Kn) + b2r(Kn) + qn,1 + . . .+ qn,T
≤ 2b2qn,1 + b2rqn,1/2 + qn,1 + . . .+ qn,T
≤ b
2
2T−1
r(In+1) +
b2
2T−2
r(In+1) +
(
1
2T−1
+ . . .+
1
2
)
r(In+1)
≤ 3b
2
2T−2
r(In+1) +
(
1
2T−1
+ . . .+
1
2
)
r(In+1)
≤ 3r(In+1).

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3. Real bounds associated to the enhanced nest
In this section we will consider maps f ∈ A3b and show geometric bounds for the intervals
of the generalized enhanced nest Before stating the main result we need to introduce some
terminology.
Given a constant ρ > 0, a nice interval I is called:
ρ-nice if for each x ∈ I ∩ ω(c0), (1 + 2ρ)Lx(I) ⊂ I;
ρ-free if ((1 + 2ρ)I \ (1 + 2ρ)−1I) ∩ ω(c0) = ∅;
ρ-externally free if there exists a nice interval J ⊃ (1 + 2ρ)I, so that J ⊃ I is a nice pair
and J ∩ ω(c0) ⊂ I;
ρ-internally free if there exists a nice interval J ′, so that (1 + 2ρ)J ′ ⊂ I,
J ′ ⊂ I is a nice pair and I ∩ ω(c0) ⊂ J ′.
We say that I is ρ-strongly nice if it is ρ-nice and if for each x, y ∈ I ∩ ω(c0) either Lx(I) =
Ly(I), (1 + 2ρ)Lx(I)∩Ly(I) = ∅ or (1 + 2ρ)Ly(I)∩Lx(I) = ∅. We will say that an interval
J is well-inside an interval I if (1 + 2ρ)J ⊂ I for ρ universal. If ρ is large, then we say that
J is deep-inside I.
The purpose of this section is to prove the following theorem.
Theorem 3.1 (Real geometry of the enhanced nest). Suppose that f ∈ A3b . There exists
εf > 0 such that the following holds. Assume that c0 is a critical point at which f is
persistently recurrent, and that either c0 has even order or that every critical point in ω(c0)
has odd order. Suppose that I0 3 c0 is a nice interval with |I0| < εf . Let I0 ⊃ I1 ⊃ . . . be the
generalized enhanced nest for f at c0. Then the following hold:
(a) There exists ρ > 0 such that if In is non-terminating, then In is ρ-nice. In addition, if
In−1 is non-terminating then In is ρ-externally and ρ-internally free, where the externally
free space is given by an interval J ⊃ (1 + 2ρ)In and the internal free space is given by
an interval J ′ ⊂ (1 + 2ρ)J ′ ⊂ In. Moreover, if c0 is even |J ′| ≥ ρ|In|; if c0 is odd then
for each ν > 0 there exists ρ′ > 0 so that if |In−1|/|In| < ν then |J ′| ≥ ρ′|In|.
(b) Suppose that In−1 is terminating and In is non-terminating. Then for each ν > 0 there
exists ρ′ > 0 so that if |In−1|/|In|, |In|/|In+1| < ν, then In is ρ′-free.
(c) For any C ′ > 0 there exists C > 0 such that if In is non-terminating and there is some
x ∈ ω(c0) ∩ In with (1 + 2C)Lx(In) ⊂ In then (1 + 2C ′)In+1 ⊂ In.
(d) For any C ′ > 0, there exists C > 0 such that if n ≥ 0, In is non-terminating and C-nice,
then In+1 is C
′-nice and C ′-externally free.
(e) Suppose that In is non-terminating, then for each ε
′ > 0 there exists ε > 0 such that if
there is some x ∈ ω(c0) ∩ In with |Lx(In)| ≤ ε|In|, then |In+1| ≤ ε′|In|.
(f) For any C ′ > 0 there exists ε > 0 so that if In and In+1 are both non-terminating and
|In+1| ≤ ε|In|, then In+2 is a C ′-strongly nice and C ′-externally free.
(g) For any C ′ > 0, there exists C > 0 such that if In is non-terminating, In+1 is terminating
and In ⊃ (1 + 2C)In+1, then I∞n+1 is C ′-externally free.
Remark.
(1) In the statements, the constants C,C ′ are large, while ε, ε′ are small. This leads to
intervals which are deep-inside, large free space, large ratios between intervals etc.
For this reason, the bounds with C,C ′ and ε, ε′ will be referred to as “big bounds.”
(2) If c0 is even, because of symmetry about the critical point, in Part (a) we have that
In+1 is ρ-nice and ρ-free. Also, in Part (a) notice that if |F ′| ≥ ρ′|In|, then the
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components of In \ F ′ have size comparable to In. If c0 is odd, then critical points
can be close to the boundary of the return domains. This causes the map to lose
free space inside the intervals. Because of this, the statement in Part (c) is no longer
sufficient for our purposes, so we supplement it with (e).
(3) To get internal free space, in general, we require that the lengths of the intervals in
few consecutive levels are comparable, see Corollary 3.25.
(4) In Part (a) the free space around In is given directly by the construction of the
enhanced nest, since return domains to In−1 are well-inside In−1. The return domains
to In−1 can be close to the boundary, but when this happens they are very small. In
case In−1 is terminating, the free space, when we have it, is a consequence of certain
real bounds, rather than the construction of the enhanced nest.
Except for εf , which depends on f , the above bounds are universal, or in Sullivan’s
terminology beau. In other words, one can choose the constants in the above theorem so
that they do not depend on f but only on the vector b = (`1, . . . , `b), provided we begin the
construction with an interval I0 small enough.
Theorem 3.1 generalizes Proposition 8.1 of [KSvS], to maps f that are C3 with critical
points of any order (i.e. not necessarily even order) and allowing for maps which are possibly
(infinitely) renormalizable. Proposition 3.20 is an addendum to Theorem 3.1 that will also
be used later on. In the case of terminating intervals, some specific details of the proof of
Proposition 3.20 will be frequently used throughout the paper.
An important difference between this work and [KSvS] is that we no longer get that
(In \ (1 + 2ρ)−1In) ∩ ω(c0) = ∅
in the case where all critical points in ω(c) have odd order, which means that there can be
small return domains to In that intersect ω(c0) close to the boundary of In. This complicates
the proof significantly.
The proof of Theorem 3.1 occupies most of this section.
3.1. Distortion bounds and their consequences.
Theorem 3.2 ([vSV], Theorem C and [LiS], Theorem A). Suppose that f ∈ A3b . Then one
has the following properties:
(1) Improved Macroscopic Koebe Principle. For each ξ > 0, there exists ξ′ > 0 such that if
I is a nice interval, V is a nice interval that is ξ-well-inside I, x ∈ I and fk(x) ∈ V
with k ≥ 1 not necessarily minimal, then the pullback of V along {x, f(x), . . . fk(x)} is
ξ′-well-inside the return domain to I containing x.
(2) Improved Koebe Principle. For each τ > 0, there exists K > 0 and ξ = ξ(f, τ) > 0
satisfying the following. Let T ⊂M be an open interval, and let J be a closed subinterval
of T such that the following hold:
• J ∩ ω(c0) 6= ∅,
• fn|T a diffeomorphism,
• |fn(T )| < ξ,
• fn(J) τ -well-inside fn(T ).
Then fn|J has bounded distortion; that is, for any x, y ∈ J,
|Dfn(x)|
|Dfn(y)| ≤ K.
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Furthermore, K → 1 as τ →∞.
(3) Negative Schwarzian derivative. For each critical point c that is not in the basin of a
periodic attractor, there exists a neighbourhood U of c such that whenever fn(x) ∈ U for
some x ∈ I and n ≥ 0, the Schwarzian derivative of fn+1 at x is negative.
Theorem 3.2(2) follows from [LiS, Theorem A]. There the result is stated for mappings
with all periodic orbits repelling. However, the Theorem holds, without any change, if we
consider f restricted to puzzle pieces intersecting ω(c0); since all periodic points contained
in those pieces are repelling.
From now on we assume the following
Standing Assumptions:
• f ∈ A3b is persistently recurrent on ω(c), where c ∈ Crit(f).
• Either c0 ∈ ω(c) is even or c0 is odd and every critical point in ω(c) is odd.
• Any nice interval I that intersects ω(c0) is so small that for any chain {Gj}sj=0 with
Gs = I and G0 ∩ ω(c) 6= ∅ each Gj avoids a neighbourhood of any immediate basin
of attraction of any periodic attractor or any parabolic cycle.
• If I is a nice interval containing a critical point c′ ∈ ω(c), then I is so small that the
remark on page 20 holds for I.
• Suppose I and J are nice intervals with (1 + 2δ)J ⊂ I with δ > 0 universal. We
assume |I| < ξ, where ξ = min{ξ(f, τ) : δ ≤ τ ≤ 1010}, and ξ(f, τ) is the constant
given by Theorem 3.2 (2).
We can assume these since, as we have seen in Section 2.3, we can guarantee that puzzle
pieces intersecting ω(c0) are arbitrarily small. It is worth observing that if (1+2C)J ⊂ I for
C large, then taking J ′ = (1+2(C−1/2))J , we can apply the Improved Koebe Principal with
ξ = ξ(f, 1/2) > 0, so that when C is large our control on the distortion given by Theorem
3.2 remains bounded.
Fact 9.1 of [KSvS] does not generalize to our present setting (the proof in [KSvS] relies on
the maps having negative Schwarzian derivative). However, the following analogue holds.
Lemma 3.3. [KSvS, Fact 9.1] For each N ∈ N and ρ > 0 there exists ρ′ > 0 such that the
following holds. Let {Gj}sj=0 and {G′j}sj=0 be chains such that Gj ⊂ G′j for all j, 0 ≤ j ≤ s
and G0∩ω(c0) 6= ∅. Assume that the order of {G′j}sj=0 is at most N and that (1+2ρ)Gs ⊂ G′s.
Then (1 + 2ρ′)G0 ⊂ G′0. Furthermore, for fixed N , ρ′ →∞ as ρ→∞.
Proof. Let Gˆs = (1 +ρ)Gs and consider the chain {Gˆj}sj=0 with Gj ⊂ Gˆj. Observe that Gˆs is
ρ/2-well-inside of G′s. Let 0 < s1 < · · · < s be the times j so that G′j contains a critical point.
Then we can decompose f s : G′0 → G′s into at most N maps of the form f : G′sj−1 → G′sj−1+1
followed by f sj−sj−1−1 : G′sj−1+1 → G′sj . It follows from Theorem 3.2(2) that each of the
factors f sj−sj−1+1|Gˆsj−1+1 has bounded distortion. This, along with the fact that f has non-
flat critical points, implies that existence of ρ′ > 0 so that (1 + 2ρ′)G0 ⊂ Gˆ0 ⊂ G′0. 
Two immediate consequences of the previous two results are:
Corollary 3.4. For each ρ > 0 there exists ρ′ > 0 so that the following holds. If I is a nice
interval, J = Lx(I) for some x ∈ ω(c0) and (1 + 2ρ)J ⊂ I then, J is ρ′-nice. Furthermore,
if I is ρ-nice then ρ′ →∞ as ρ→∞.
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Corollary 3.5. For each ρ > 0 and each integer N ≥ 0, there exists ρ′ > 0 so that the
following holds. Let I and J be nice intervals with J a pullback of I of order bounded by N
that intersects ω(c0). Then if I is ρ-free, J is ρ
′-free. Furthermore, for fixed N, we get that
ρ′ →∞ as ρ→∞.
Observe the above implies that if I is ρ-externally free then J is ρ′- externally free; however,
we do not claim that if there exists ρ > 0 such that (I \ (1 + 2ρ)−1I)∩ ω(c0) = ∅, then there
exists ρ′ > 0 such that (J \ (1+2ρ′)−1J)∩ω(c0) = ∅. This statement may be wrong, because
the internal free space that we pull back may be small compared to the total interval J ,
unless we also have external free space to control the distortion of the mapping.
The next two lemmas are closely related and are useful when a return domain to I is not
well-inside I.
Lemma 3.6. [vSV, Lemmas 2 and 3] There exists a constant ρ = ρ(b) > 0 with the following
property. Let I be a nice interval, consider a point x ∈ I which returns to I in time s and
let I1 = Lx(I). Then either of the following holds:
(1) (1 + 2ρ)I1 ⊂ I,
(2) there exists an interval Gs ⊃ (1 + 2ρ)I1 with I ⊂ Gs, so that the chain {Gj}sj=0 with
G0 3 x has intersection multiplicity bounded from above by a constant N that depends
only of the modality of f .
3.2. The existence of suitable fundamental domains. Let J ⊂ J ′ be intervals and
assume that g : J → J ′ is monotone. An interval J∗ is called a fundamental domain for
g if it is of the form (x, g(x)) (or (g(x), x)). We will repeatedly use the property that the
pullbacks of a fundamental domain under iterates of g are disjoint.
Lemma 3.7. For each σ ∈ (0, 1) there exist κ > 0 and for each f ∈ A3b there exists an
integer N such that the following holds. Let I be a nice interval and let J be a first return
domain of I with return time n > N. Assume that fn : J → I is an orientation preserving
diffeomorphism with fixed point p and let J ′ be a component of J \{p}. Then for each x ∈ J ′
with |x− p| ≥ σ|J ′| there exists a fundamental domain F containing x with |F | ≥ κ · d(F, p).
Proof. By Theorem IV.B in [dMvS] there exists δ1 > 0 so that for each f ∈ A3b there exists
N so that Dfn(p) ≥ 1 + δ1 provided the period n of p is at least N . For simplicity assume
that p = 0 and that [0, x] ⊂ J ′. Write l = {0}, j = [0, σx], r = [σx, x], t = [0, x] and g = fn.
Define the cross-ratio distortion
B(g, t, j) =
|g(j)||g(t)|
|g(l)||g(r)| ·
|l||r|
|t||j| .
Take y = σx and take δ > 0 so that g(σx)/(σx) = 1 + δ. Then
B(g, t, j) =
1
g′(0)
g(σx)
(σx)
g(x)
x
x− σx
g(x)− g(σx) ≤
1 + δ
1 + δ1
1− σ
1− σ(1 + δ),
since g(x) ≥ x. We would like to show that δ uniformly bounded from below for all x ∈ J ′.
If this is not the case, taking δ > 0 small we get B(g, t, j) < 1 contradicting Theorem 2.1 of
Chapter 4 of [dMvS]; which states that B(g, t, j) ≥ 1. 
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3.3. The principal nest. Recall that if I is a nice interval that contains a recurrent point
x, then the principal nest about x is defined inductively by I0 = I and In+1 = Lx(In). The
next lemma is an important bound on the geometry of intervals in the principal nest.
Lemma 3.8. [vSV, Theorem A] There exists δ > 0 such that if I is a nice interval, x ∈ I
is recurrent and RI(x) /∈ Lx(I), then for each d ∈ N if RLdx(I)(x) /∈ Ld+1x (I), then
(1 + 2δ)Ld+2x (I) ⊂ Ld+1x (I).
Lemma 3.9. [S3, Lemma 5.5] There exists a constant ρ = ρ(b) > 0 with the following
property. Let I be a periodic interval of sufficiently large period s. Then (1 + 2ρ)I does not
contain f i(I) for i = 1, . . . , s − 1. Moreover, the chain {Gj}sj=0 with Gs = (1 + 2ρ)I and
G0 ⊃ I has the following two properties
• {Gj}sj=0 has intersection multiplicity at most four and
• the map f s does not have a critical point in G0 \ I.
We say that I := I0 ⊃ I1 ⊃ · · · ⊃ Im is a central cascade if m ≥ 2 and the return time of
Im to the intervals I0, I1, . . . , Im−1 is always the same.
Lemma 3.10 (cf. [KSvS] Lemma 9.5). For any δ > 0 there exist κ > 0 and C > 0 with
the following properties. Let I be a nice interval (as usual, assumed to be sufficiently small),
having a central cascade I := I0 ⊃ I1 ⊃ · · · ⊃ Im with m ≥ 2 and let r be the return time of
I1 to I0.
(1) If |I2| ≥ δ|I0|, then for any critical point c of the map RI |I2 we have
|f r(c)− c| ≥ κ|I0| and |Df r(x)| ≤ C for all x ∈ I2.
(2) If |I1| ≥ δ|I0| and we let I˜ = (1 + 2δ)I and I˜1 = CompI1(f−r(I˜)) the following holds.
Suppose that f r extends to a map from I˜1 to I˜ , with the same set of critical points as
f r|I1, that can be decomposed into a finite composition of maps with bounded distortion
and polynomials. Then for any critical point c of the map RI |I1 we have
|f r(c)− c| ≥ κ|I0|, and |Df r(x)| ≤ C for all x ∈ I1.
Proof. As before, let b = (`1, . . . , `b). By Lemma 3.6, Theorem 3.2 and since c ∈ I2, there
exist beau constants ρ′ > 0, K <∞ and an integer N (only depending on b) and an interval J
with either J = I2 or with J of the form (c− δ, c+ δ) so that |J | ≥ ρ′|I2|, f r(J) ⊂ (1 + ρ′)I0
and so that f r : J → f r(J) can be written as a composition of at most N maps whose
distortion is bounded by K and polynomials z 7→ z`i . Taking J = I2 the 2nd inequality in
(1) follows. To prove the 1st inequality, take J as above of the form (c− δ, c+ δ). So there
exists a beau constant Kˆ <∞ so that for all  ∈ (0, 1) one has |Df(x)| ≤ Kˆ|f(J)|/|J | for
all x ∈ (c − δ, c + δ) and |Df r−1(y)| ≤ KˆN−1|f r(J)|/|J | for all y ∈ f(J). It follows that
|Df r(x)| ≤ KˆN |f r(J)|/|J | for all x ∈ (c−δ, c+δ) and |f r(J)|/|J | ≤ ((1+ρ′)/ρ′)|I0|/|I2| ≤
((1 + ρ′)/(δρ′) := K∗. If we take  > 0 so that KˆNK∗ < 1/2 then |Df r(x)| ≤ (1/2)
for all x ∈ (c − δ, c + δ). Now choose κ = /(16δρ′) and assume by contradiction that
|f r(c)−c| ≤ κ|I0|. Then |f r(c)−c| ≤ (/(16δρ′)|I0| ≤ /(16ρ′)|I2| ≤ (/16)|J | = δ/8. Thus
we get that f r maps (c− δ, c+ δ) into itself and |Df r(x)| ≤ 1/2 on this interval. Hence f r
has an attracting fixed point, which contradicts that ω(c) is minimal. Thus we have proved
the 1st inequality in (1) by contradiction. The inequalities in (2) follow as in (1). 
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3.4. Geometry of pullbacks.
Lemma 3.11. Let I be a nice interval. Assume z′ /∈ I has first entry time to I equal to
k > 0 and that there exists l > k such that f l(z′) ∈ I. Letting z = fk(z′), I1 = Lz(I),
Iˆ = Lz′(I) and Kˆ = Lz′(Iˆ), we have that Kˆ ⊂ Lz′(I1).
Proof. Since Iˆ is a pullback of I and Kˆ is a pullback of Iˆ , Kˆ is a pullback of I, by say f s.
Since k is the first entry time of z′ to I we have that k < s. Let K ′ = Compzf
−(s−k)(I).
Since z′ ∈ Kˆ, z ∈ K ′ and I1 is a pullback of I containing z, we have that K ′ ⊂ I1. Hence
Kˆ ⊂ Lz′(I1). 
Lemma 3.12 (cf. [S3] Proposition 4.1). For any C > 0 and any d ∈ N, there exists C ′ > 0
so that the following holds. Assume I ⊃ J are nice intervals with nested or disjoint pullbacks
and J ⊃ Ldx(I) for some x ∈ ω(c0). If (1 + 2C ′)J ⊂ I, then (1 + 2C)Ly(J) ⊂ Ly(I) for any
y ∈ ω(c0).
If c0 is odd, then for any δ > 0 and C > 0 there is exists C
′ > 0 so that the following holds.
Let I be a nice interval with ((1 + 2δ)I \ I)∩ω(c0) = ∅. Suppose that J ⊂ I is a nice interval
with J ⊃ Lx(I) for some x ∈ ω(c0). If |J | ≤ |I|/(1 + 2C ′) then |Ly(J)| ≤ |Ly(I)|/(1 + 2C)
for any y ∈ ω(c0).
Proof. We will prove the first part of the lemma by induction on d. Let us begin with the
case d = 1. In [vSV, Theorem B2], the result is stated for J = Lc(I), but the proof holds
for J ⊃ Lc(I) provided J, I are a nice pair (definition p.18). The fact that d = 1 implies
that I and J are a nice pair so the result follows. Before we prove the general case, we
observe that the constant C ′ will depend on d. Assume the result holds for all d′ < d and
let us show it for d. Since y ∈ ω(c0), there exists s > 0, minimal, so that z = f s(y) ∈ J .
Consider the chains {Gj}sj=0 with Gs = J and G0 = Ly(J) and {G′j}sj=0 with G′s = I and
G′0 = Compyf
−s(I). Let 0 < s′ < s be maximal so that f s
′
(y) ∈ I. If there exists no such s′,
then z is the first entry time of y to both I and J , so the chain {G′j}sj=1 is disjoint, therefore
it has order bounded by b. In this case the result follows from Lemma 3.3. If s′ is defined,
let z′ = f s
′+1(y) and Iˆ = G′s′+1. Observe Iˆ = Lz′(I). Since I is small and it intersects ω(c0)
the entry time of f s
′
(y) to I is bigger than one, so z′ /∈ I. Let J ′ = Gs′+1. By the definition
of s′, the chain {G′j}sj=s′+1 is disjoint, so Lemma 3.3 implies that J ′ is deep-inside Iˆ. Observe
that Liz(I) = Lix(I) for i < d since z ∈ J . From Lemma 3.11 we conclude that J ′ ⊃ Ld−1z′ (Iˆ),
and the result follows from the induction hypothesis.
The proof of the 2nd part of the lemma is fairly involved and will be given in the next
subsection. 
3.4.1. Proof of the 2nd part of Lemma 3.12. If I is a nice interval that contains a recurrent
point x, then define
Cx(I) :=
{
Im if I is non-terminating and
I∞ otherwise,
where m is minimal such that RI(x) /∈ Im We will sometimes omit the x from the notation
when it will not cause confusion.
By [vSV, Lemma 15], if U ⊂ I is a nice interval and U ∩ Lx(I) = ∅, then any pullback of
U that contains x is contained in Cx(I).
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Lemma 3.13 (cf. [vSV] Lemma 16). Let δ > 0 and suppose that c0 is odd (so every critical
point in ω(c0) is odd). There exists a function ρ1 : R+ → R+ such that ρ1(ε)→ 0 as ε→ 0
with the following properties. Let I0 be a nice interval containing a point c ∈ ω(c0) with
((1 + 2δ)I0 \ I0) ∩ ω(c0) = ∅. Let V be an interval such that |V |/|I0| < ε and such that
V ⊂ I0 is a nice pair. Suppose that f s(x) ∈ V for some s > 0 and some x ∈ I0 ∩ ω(c0). Let
Gs = V, Gˆs = I
0 and let {Gj}sj=0, {Gˆj}sj=0 be the chains so that
Gˆi = Compf i(x)(f
−(s−i)(Gˆs)) and Gi = Compf i(x)(f
−(s−i)(Gs)).
Then there exist t, 0 ≤ t < s and an interval Gˆ1t with Gt ⊂ Gˆ1t ⊂ Lf t(x)(I0) such that
|Gt|
|Gˆ1t |
< ρ1(ε).
If t > 0, then:
(1) Gt ⊂ Gˆ1t is a nice pair and
(2) each pullback of Gˆ1t that intersects c is contained in Cc(I0).
Proof. Let I1 = Lc(I0). Let φ : I1 → I0 be the first return map of I1 to I0. Since ((1 +
2δ)I0 \ I0) ∩ ω(c0) = ∅, by the Improved Koebe Principle, Theorem 3.2(2), any first entry
map to I0 decomposes into at most b maps of the form z 7→ z`, where ` is odd, followed by a
diffeomorphism with bounded distortion. Hence, there exists a function ρˆ : R+ → R+ with
ρˆ(ε)→ 0 as ε→ 0 so that any pullback, V ′, of V by a first entry map to I0 satisfies
|V ′|
|LV ′(I0)| < ρˆ(ε).
It is worth noticing that this is where we use the fact that all critical points in ω(c0) are odd.
Let 0 =: t0 < t1 < · · · < tk := s be the integers such that f tj(x) ∈ I0. By the preceding
comment,
|Gtk−1|
|Gˆtk−1|
=
|Gtk−1|
|Lf tk−1 (x)(I0)|
< ρˆ(ε).
Hence, if f tk−1(x) /∈ I1, then all required properties hold for t = tk−1 taking Gˆ1t = Lf t(x)(I0)
and ρ1 = ρˆ, so from now on we assume that f
tk−1(z) ∈ I1. Now let k′ be minimal such that
f tk′ (x), f tk′+1(x), . . . , f tk−1(x) ∈ I1.
Since RI0 |I1 is monotone, we have that Gˆtk′ ⊂ Gˆtk′+1 ⊂ · · · ⊂ Gˆtk−1 = I1 ⊂ Gˆtk = I0. We can
assume that |I
1|
|I0| is not small: otherwise, if k
′ > 0, the required properties hold for t = tk′−1
and Gˆ1t = Lf t(x)(I0), and if k′ = 0, we set t = 0 and Gˆ1t = I1. This means that we can
additionally assume that V ⊂ I0 \ I1: since V ⊂ I0 is a nice pair, if this was not the case,
we would have I1 ⊂ V, but then I1 would be very small compared to I0.
Claim: There exists a function ρ1, as above such that
|Gk′ |
|I1| ≤ ρ1(ε).
Proof of claim. We will assume that φ : I1 → I0 is orientation preserving (if it is not, we
replace it by its second iterate). Let p be a fixed point of φ : I1 → I0, let Gˆti,± denote the
components of Gˆti \ {p} where Gˆti,+ is on the same side of p as V .
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Case 1. If the union of two adjacent fundamental domains, Gˆtk,+ \ Gˆtk−2,+ is much bigger
than V , then we are done since the pullback of Gˆtk,+ \ Gˆtk−2,+ under the first return map to
I1 has intersection multiplicity bounded by three.
Case 2. The condition of Case 1 does not hold, but |Gˆtk−1,+ \ Gˆtk−2,+| is much bigger than
|Gˆtk−2|. Then Gti is much smaller than I0 for all i = k′, . . . , k. Using this statement for
i = k′ + 1 and pulling back once more we are done.
Case 3. |Gˆtk−1,+ \ Gˆtk−2,+| is much smaller than |Gˆtk−2,+|. By the decomposition of the
return map into maps with bounded distortion followed by a polynomial, the derivative of
φ : Gˆtk−2 → I1 is bounded. Hence, since Gtk−1 is very small in I1 and Gtk−1 ⊂ Gˆtk−1 \ Gˆtk−3 ,
we have that |Gtk−1| is very small compared to |Gˆtk−1 \ Gˆtk−3|. The proof now follows as in
Case 1. X
To complete the proof of the lemma, if k′ > 0, take t = tk′−1 and Gˆ1t = Lf t(x)(I0), and if
k′ = 0, take t = 0 and Gˆ1t = Lx(I1). 
We now prove the second part of Lemma 3.12.
Lemma 3.14 (cf. [vSV] Proposition 5). Suppose c0 is odd. Assume that I ⊃ J are nice
intervals such that their pullbacks are either nested or disjoint, with ((1+2δ)I\I)∩ω(c0) = ∅.
Let y ∈ ω(c0) ∩ I. Then for any ε > 0, there exists ε′ > 0 such that if J ⊃ Ly(I) and
|J |
|I| < ε
′,
then for any x ∈ ω(c0),
|Lx(J)|
|Lx(I)| < ε.
Proof. Notice that if I ⊃ J ⊃ Lx(I) and I and J are nice intervals with nested or disjoint
pullbacks, then I ⊃ J is a nice pair.
Let s be the entry time of x to J . Let Gˆ0s = I and Gs = J , and define chains {Gˆ0i }si=0 and
{Gi}si=0 so that Gi ⊂ Gˆ0i are the pullbacks of Gs ⊂ Gˆ0s containing f i(x). Let s1 be maximal
so that Gˆ0s1 contains a critical point of f . If no such s1 exists, we set s1 = 0. Then by the
Improved Koebe Principle, there exists a function ρˆ : R+ → R+ with ρˆ(ε)→ 0 as ε→ 0 such
that
|Gs1|
|Gˆ0s1|
< ρˆ(ε).
If s1 = 0, then the proof is finished. If s1 > 0, let c1 be the critical point in Gˆ
0
s1
. Note
that Gˆ0s1 ⊃ Gs1 is a nice pair. Now let t1 and Gˆ1t1 be the time and the interval given by the
previous lemma. Then
|Gt1|
|Gˆ1t1|
≤ ρ1 ◦ ρˆ(ε).
If t1 = 0, this completes the proof. Otherwise, Gt1 ⊂ Gˆ1t1 is a nice pair, and moreover, any
pullback of Gˆ1t1 that intersects c1 is contained in Cc1(Gˆ0s1).
Repeating this construction inductively, we obtain a sequence of times t0 ≥ s1 > t1 >
· · · > sκ−1 > tκ−1 ≥ sκ ≥ tκ = 0 and a sequence of nice pairs Gti ⊂ Gˆiti , i = 0, 1, . . . , κ − 1
such that
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(1) for i = 1, . . . , κ, |Gsi |/|Gˆisi | < ρˆ((ρ1 ◦ ρˆ)i−1(ε));
(2) for i = 0, 1, . . . , κ, |Gti|/|Gˆiti | < (ρ1 ◦ ρˆ)i(ε);
(3) if Gˆiti , Gˆ
j
tj , with i < j, both contain the same critical point c, then Gˆ
j
tj ⊂ Cc(Gˆiti).
If κ is not large, the proposition follows immediately. If κ is large, we use a different argument.
By the last property, there is a critical point c and a sequence i(1) < i(2) < · · · < i(r), with
r > κ/(b− 1), such that
Gˆi(1)ni(1) ⊃ Cc(Gˆi(1)ni(1)) ⊃ Gˆi(2)ni(2) ⊃ Cc(Gˆi(2)ni(2)) ⊃ . . . ⊃ Gˆi(r)ni(r) ⊃ Gni(r) .
By Lemma 3.8, it follows that Cc(Gˆi(j+1)ni(j+1)) is δ-well-inside Cc(Gˆi(j)ni(j)), so that Lx(Cc(Gˆi(j+1)ni(j+1)))
is δ′-well-inside Lx(Cc(Gˆi(j)ni(j))). Since this holds for j = 1, . . . , r − 1, Lx(Gˆi(1)ni(1)) contains
a (1 + 2δ′)r−2-scaled neighbourhood of Lx(Gˆi(r)ni(r)). Since Lx(J) = G0 ⊂ Lx(Gˆi(r)ni(r)) and
Lx(Gˆi(1)ni(1)) ⊂ Lx(I). Hence Lx(I) is a (1 + 2δ′)r−2-scaled neighbourhood of Lx(J). This
completes the argument if κ and hence r is large. 
This concludes the proof of Lemma 3.12.
Lemma 3.15 (cf. [KSvS] Lemma 9.6). For any C > 0 and δ > 0 there exists C ′ > 0 such
that the following holds. Let I be a nice interval and J a pullback of I with I ⊃ (1 + 2C ′)J
and c0 ∈ J . Assume that either
• c0 is a critical point of even order or
• I is δ-nice.
Then for any x ∈ ω(c0), we have that (1 + 2C)Lx(J) ⊂ Lx(I).
Remark. The proof of this lemma in the case when c0 is a critical point of odd order
is significantly more difficult than when it has even order. The reason for this is that if
I ⊃ K ⊃ J 3 c0 are intervals so that J deep-inside I, then unless I, K and J are symmetric
with respect to c0 it is quite possible that K not well-inside I and also that J is not well-inside
K. A similar issue arises in the proof of Lemma 3.16.
Proof. Assume that x ∈ ω(c0). Observe that since f is persistently recurrent on ω(c0) and
c0 ∈ J , there exists k > 0 such that fk(x) ∈ J . Let In = Lnc0(I) and define m(0) = 0 and
m(1) < m(2) < . . . as the positive integers such that RIm(i)−1(c0) /∈ Im(i). Let k0 be maximal
such that J ⊂ Im(k0). Notice that J could be equal to Im(k0).
Claim 1. We can assume that k0 is uniformly bounded.
Proof of Claim 1. By Lemma 3.8, for any i with 1 < i ≤ k0 − 1 the interval Im(i) contains a
definite neighbourhood of Im(i)+1. By the Theorem 3.2 (1), we know that Lx(Im(i)) contains
a definite neighbourhood of Lx(Im(i)+1). As Lx(J) ⊂ Lx(Lc0(Im(k0−1)+1)) and Lx(Im(1)) ⊂
Lx(I0), the lemma follows if k0 is sufficiently large. X
Case 1. Assume that c0 is even. Suppose first that k0 = 0. If additionally, m(1) < 4 or if
Ij ⊂ J for j ∈ {1, 2, 3} we get that J ⊃ I4 = L4c0(I), and the result follows from Lemma
3.12. So we assume J ⊂ I2 and m(1) ≥ 4. If |Ij|/|Ij+1| > C1/3 is large for j ∈ {0, 1} and
some C1 > 1, then (1+2C1)I
j+1 ⊂ Ij. From Lemma 3.12, and making C1 larger if necessary,
we know that (1 + 2C)Lx(Ij+1) ⊂ Lx(Ij). Since Lx(J) ⊂ Lx(Ij+1) ⊂ Lx(Ij) ⊂ Lx(I0), the
result follows. On the other hand if |I0|/|I2| is not large, Lemma 3.10 implies that |Im(1)−1|
is comparable to |I0|, so J is deep-inside Im(1)−1 and the lemma follows from Lemma 3.12.
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Let us now assume that k0 > 0. Then, there are two possibilities: either
• |Im(j)|/|Im(j+1)| is close to one for all 0 ≤ j ≤ k0 − 1 or
• there exist j0 with 0 ≤ j0 ≤ k0 − 1 so that |Im(j0)|/|Im(j0+1)| is large.
In either case the result follows from the case k0 = 0 applied to intervals I
′ and J ′ with
J ⊂ J ′ ⊂ I ′ ⊂ I0 as follows. In the first case, we consider I ′ = Im(k0−1) and J ′ = J , and in
the second case we consider I ′ = Im(j0) and J ′ = Im(j0+1). This concludes the proof when c0
is even.
Case 2. Assume c0 is odd. Then all critical points in ω(c0) are odd. Let m
′ ∈ N be so that
Im
′ ⊂ J ⊂ Im′−1. If m′ < 6 the result follows from Lemma 3.12, so from now on we will
assume J ⊂ I5. Since I is δ-nice by Corollary 3.4 there exits δ′ > 0 so that I1 and I2 are
δ′-nice.
Claim 2. We can assume that that |I1| is comparable to |I3| and that there exists a large
constant C2 = C2(C, δ) > 1 such that (1 + 2C2)J ⊂ I2.
Proof of Claim 2. We can assume that |I2| is comparable to |I1|. Indeed, if |I2| is very
small compared |I1|, then because I1 is well-inside I0 we get that I2 is deep-inside I0 and
the lemma follows from Lemma 3.12. Similarly, we can assume that |I3| is comparable to
|I2|. Therefore, from now on, we can and will assume that |I3| is comparable to |I1|. If |J |
is comparable to |I1|, then, since J is deep-inside of I0, we have that I1 is deep-inside I0,
and the result follows from Lemma 3.12. So we can assume |J | is small compared to |I1| and
indeed also to |I3|. Furthermore, since J ⊂ I3, (1 + 2δ′)I3 ⊂ I2 and |J | is small compared
to |I3| we get that J is deep-inside I2. X
Let us first study the cases when k0 = 0 or when k0 = 1 and I
m(1)+1 ⊂ J ⊂ Im(1). Observe
that since m′ > 6 we must have that m(1) > 5. Let r be the return time of c0 into I0 and let
f r : I1 → I0 be the return map. Since c0 is odd, f r|I1 is a homeomorphism. Let L′ = (1+δ′)I1
and L = Compc0f
−r(L) ⊃ I2. By the choice of δ′ we know that L ⊂ I0 and Theorem 3.2
(2) implies that f r : L→ L′ is a (finite) composition of polynomials and maps with bounded
distortion. From Claim 2, we can assume that |I1| is comparable to |I2|, so Lemma 3.10(2)
implies that |Df r| is bounded from above on I2 and that |c − f r(c)|/|I2| is bounded from
below for any c ∈ Crit(f r|I2). Even more, if we let g = (f r|I1)−1 we get that |c0−g(c0)|/|I2| is
bounded from below. The map f r|I1 is monotone so by definition of Im(1) the points c0, g(c0)
and f r(c0) are contained in I
m(1)−1, and c0 lies between g(c0) and f r(c0). Since |c0−g(c0)|/|I2|
and |c0 − f r(c0)|/|I2| are bounded from below, {g(c0), c0, f r(c0)} ⊂ Im(1)−1, c0 ∈ J, and J is
deep-inside I2, we have that J is deep-inside Im(1)−1. We are assuming J ⊃ Im(1)+1, so in
this case the lemma follows from Lemma 3.12.
Next, let us assume that Im(2) ⊂ J ⊂ Im(1)+1. If |Im(1)+1| is comparable to |J |, then Im(1)+1
is deep-inside I2. Applying the case k0 = 1 to the intervals I
′ = I2 and J ′ = Im(1)+1, we
get that (1 + 2C)Lx(J ′) ⊂ Lx(I2). Since Lx(J) ⊂ Lx(J ′) we are done in this case. Assume
that |J | is small compared to |Im(1)+1|. Let k > 0 be minimal so that fk(c0) ⊂ I0 \ I1
and let K = Lfk(c0)(I). Since J ⊂ Im(1)+1 and k is minimal we have that c0 visits K
before returning to Im(1). Since I is δ-nice and K is a return domain to I0, we can apply
Theorem 3.2 (1) to find δ′ > 0 so that K ′ = (1 + 2δ′)Lfk(c0)(Im(1)) ⊂ K. Let {G′i}ki=0 be
the chain given by K = G′k and G
′
0 = Lc0(K) and {Gi}ki=0 be the chain given by K ′ = Gk
and G0 = Lc0(K ′). Since k is the first entry time of c0 to K each of these chains has order
bounded by b. By Lemma 3.3 there exists δ2 > 0 so that (1 + 2δ2)Lc0(K ′) ⊂ Lc0(K) ⊂ Im(1).
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Since Im(1)+1 ⊂ Lc0(K ′) and J is small compared to Im(1)+1, we have that J is deep-inside
Im(1). Since Im(2) ⊂ J ⊂ Im(1)+1, taking I ′ = Im(1) and J ′ = J the result follows from the
case k0 = 0.
Finally, let us now consider the case when k0 ≥ 2. Recall, k0 is maximal such that
J ⊂ Im(k0). If J is deep-inside Im(k0), the result follows from the case k0 = 0, so assume this
is not the case. There are two possibilities, either
(1) J is small compared to Im(k0) and d(∂Im(k0), J)/|J | is bounded from above or
(2) |J | is comparable to |Im(k0)|.
Assume that (1) holds. From the definition of the intervals Im(i) and the fact that k0 ≥ 2,
since Im(k0) ⊂ Lc0(Im(k0−1)), we can apply Lemma 3.8 to find δ3 > 0 so that (1+2δ3)Im(k0) ⊂
Im(k0−1). This implies that J is deep-inside of Im(k0−1). Taking I ′ = Im(k0−1) and J ′ = J, the
result follows either from the case Im(1)+1 ⊂ J ⊂ Im(1) or from the case Im(2) ⊂ J ⊂ Im(1)+1.
So we can assume that (2) holds; that is, |J | is comparable to |Im(k0)|. Then Im(k0) is small
compared to I0. Since, by Claim 1, k0 is bounded from above, we must have that one of
the ratios |Im(j)|/|Im(j+1)| is big for some j ∈ {0, . . . k0 − 1}. Let j0 be maximal with this
property. If j0 = 0, then |Im(1)| is comparable to |J |, and |Im(j)| is comparable to |Im(j+1)|, for
any other j ∈ 1, . . . k0 − 1. This gives us that |Im(1)| is comparable to |J |, so that J ′ = Im(1)
must be deep-inside I ′ = I0, and we argue as in the case when k0 = 0. Suppose j0 = 1. Since
I is δ-nice, Im(1)+1 is well-inside Im(1), so Im(2) is deep-inside Im(1). Setting I ′ = Im(1) and
J ′ = Im(2). If j0 > 1, then by Lemma 3.8 and the definition of the intervals Im(j), we have
that Im(j0+1) is well-inside Im(j0), so Im(j0+1) is deep-inside Im(j0−1). We take I ′ = Im(j0+1)
and J ′ = Im(j0−1). In either of these last two cases, we conclude the proof as we did when
(1) holds. 
Lemma 3.16 (cf. [KSvS] Lemma 9.7). For each δ, ρ > 0 and each integer N ≥ 0, there exist
ρ′, δ′ > 0 so that the following holds. Let I and J be nice intervals with I ⊃ (1+2ρ)J ⊃ J 3 c0
and J is a pullback of I with order bounded by N . Let {Gj}sj=0 be the chain associated to
the pullback and assume one of the following conditions holds:
• c0 is a critical point of even order.
• c0 is a critical point of odd order, I is δ-nice and Gi ∩ J = ∅ for i = 1, 2, . . . , s− 1.
Then J is ρ′-nice, where ρ′ is defined by a function ρ′ = ρ′(ρ) > 0 depending on N and δ
such that ρ′ →∞ as ρ→∞.
Proof. Let {Gj}sj=0 be the chain with Gs = I and G0 = J . Let us first assume that none of
the intervals from the chain {Gi}s−1i=1 intersect J . Given x ∈ J ∩ω(c0) so that r is the return
time of x to J we must have that r ≥ s. Let y = f s(x). By the previous lemma we know
that there exists ρ1 > 0, ρ1 → ∞ as ρ → ∞, so that (1 + 2ρ1)Ly(J) ⊂ Ly(I). Lemma 3.3
implies the existence of ρ′ > 0, ρ′ →∞ as ρ1 →∞, so that (1 + 2ρ′)Compxf−s(Ly(J)) ⊂ J ,
which means that (1 + 2ρ′)Lx(J) ⊂ J .
Assume there exists an element of {Gi}s−1i=1 that intersects J . Let s′ < s be maximal so
that Gs′ ∩ J 6= ∅. By assumption we must have that c0 is a critical point of even order,
so by symmetry we have that for ρ2 = ρ/2 either (1 + 2ρ2)Gs′ ⊂ I or (1 + 2ρ2)J ⊂ Gs′ .
Assume (1 + 2ρ2)Gs′ ⊂ I. The maximality of s′ implies that none of the elements of the
chain {Gi}s−1i=s′+1 intersect J . So we can apply the previous argument to find ρ3 > 0 such
that Gs′ is ρ3−nice. This means that (1 + 2ρ3)J ⊂ Gs′ . If we are in this case or in the case
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that (1 + 2ρ2)J ⊂ Gs′ the proof follows by applying the previous argument at most N − 1
times, since J is a pullback of Gs′ of order less than N .
Remark: the first part of the proof also shows the following. Assume that c0 is a critical
point of odd order and that there exists exactly one s′ ∈ {1, 2, . . . , s−1} such that Gs′∩J 6= ∅.
Then, if x ∈ J is such that fk(x) /∈ J , where k > 0 is minimal so that fk(x) ∈ Gs′ , we have
that (1 + 2ρ′)Lx(J) ⊂ J .

Before we continue, recall that Γ(I) is the smallest successor of I; so Γ(I) is a pullback of
I of order bounded by 2b− 1.
Lemma 3.17 (cf. [KSvS] Lemma 9.8). There exists a universal constant δ > 0 such that
if I is a nice interval containing c0 and both I and Cc0(I) are non-terminating, then (1 +
2δ)Γ2(I) ⊂ I.
Proof. Let I be a nice interval containing a point c0. If U is a nice interval in I that is
disjoint from Lc0(I), then any pullback of U that contains c0 is contained in Cc0(I), see [vSV,
Lemma 15].
Since I is non-terminating, ω(c0) intersects a non-central domain of the return map to
I and therefore, by the above statement, Γ(I) ⊂ Cc0(I). Since Cc0(I) is non-terminating,
ω(c0) intersects a non-central domain of the return map to Cc0(I), so again we have that
any pullback of this domain is contained in C2c0(I). Hence Γ2(I) ⊂ C2c0(I). By Lemma 3.8, it
follows that (1 + 2δ)Γ2(I) ⊂ Cc0(I). 
Lemma 3.18. Suppose that I 3 c0 is a nice interval and additionally if c0 is odd, that I is
δ-nice for some δ > 0. Then, there exists a constant δˆ > 0, that is universal if c0 is even,
and δˆ = δˆ(δ) if c0 is odd, so that if Γ
2(I) is non-terminating, then Γ3(I) is δˆ-nice. Moreover,
for each ρ > 0 there exists ρ′ > 0 with ρ′ →∞ as ρ→∞, so that if (1 + 2ρ)Γ2(I) ⊂ I, then
(1 + 2ρ′)Γ3(I) ⊂ Γ2(I) and Γ3(I) is ρ′-nice.
Proof. Assume c0 is even. Since Γ
2(I) is non-terminating, both Γ(I) and Cc0(I) are non-
terminating. So the result follows from Lemma 3.17 and Lemma 3.16. If c0 is odd then we
argue as follows. Let J be a successor of I, and let {Jj}kj=0 be the chain with J0 = J and
Jk = I. Then, it is not hard to see that the only elements of the chain containing the point
c0 are G0 and Gk. This means that is we consider the chain {Gj}sj=0 with G0 = Γ2(I) and
Gs = I there is only one s
′, 0 < s′ < s, with Gs′ ∩ Γ2(I) 6= ∅. Using the remark at the
end of the proof of Lemma 3.16 it follows that all but one of the domains of the first return
map to Γ2(I) is ρ-well-inside Γ2(I). Since Γ2(I) is non-terminating, the orbit of Γ3(I) passes
through a non-central return domain of Γ2(I). It follows that (1 + 2ρ)Γ3(I) ⊂ Γ2(I). From
Lemma 3.16 it follows that Γ3(I) is ρ′(ρ)-nice. 
Lemma 3.19 (cf. [KSvS] Lemma 9.9). For any ρ > 0 there exists ρ′ > 0, with ρ′ → ∞ as
ρ→∞, such that if I is a ρ-nice interval containing c0, then (1 + 2ρ′)A(I)\A(I) is disjoint
from ω(c0) and contained in B(I). Moreover, if c0 is of even order, then B(I)\(1+2ρ′)−1B(I)
is disjoint from ω(c0). If c0 is of odd order, then for each ν > 0 and each ρ > 0 there exists
ρ′′ > 0, so that if |A(I)|/|B(I)| ≥ ν, then B(I) \ (1 + 2ρ′′)−1B(I) is disjoint from ω(c0).
Proof. By definition we know that B(I) and A(I) are both pullbacks of I of bounded order
(where the bound depends only on b). Since I is ρ-nice we can apply Lemma 3.3 to find
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ρ′ > 0 so that (1 + 2ρ′)A(I) ⊂ B(I). By definition B(I) \ A(I) is disjoint from ω(c0).
So (1 + 2ρ′)A(I) \ A(I) is disjoint from ω(c0). If |A(I)| is comparable to |B(I)| then the
above implies the existence of ρ′′ > 0 so that B(I) \ (1 + 2ρ′′)−1B(I) ⊂ B(I) \ A(I) and
the result follows. So the only case left to consider is when c0 is even and |A(I)| is small
compared to |B(I)|. Since c0 is even, this implies A(I) is deep-inside B(I), so the components
of B(I) \ A(I) have size comparable to B(I) and the result follows. 
3.5. Geometry of periodic intervals. In this subsection, we study the geometry of ter-
minating intervals. Before we begin, let us refer the reader to Section 2 for the relevant no-
tation. Recall that given Ii, a terminating interval from generalized enhanced nest, R(Ii−1)
is Feigenbaum if and only if it is a periodic interval, necessarily of period two.
Proposition 3.20. For each ν > 0 there exists ρ > 0 such that the following holds. Assume
that Ii−1 is a terminating interval from the enhanced nest.
(1) If R(Ii−1) is terminating and not periodic, then R(Ii−1) is ρ-free.
(2) If R(Ii−1) and R2(Ii−1) are Feigenbaum, then R(Ii−1) is ρ-free.
(3) If R(Ii−1) is non-terminating and |R(Ii−1)|/|Ii+1| < ν, then R(Ii−1) is ρ-free.
(4) If R(Ii−1) is Feigenbaum, R(Ii) is not periodic and |Ii|/|Ii+2| < ν, then R(Ii−1) is
ρ-free.
Proof. Let r > 0 be minimal so that f r(c0) ∈ Ii−1. Since Ii−1 is terminating, I∞i−1 = ∩n≥0Ini−1,
f r(c0) ∈ I∞i−1, and f r|I∞i−1 maps I∞i−1 into itself. Thus, we have that Lnc0(I∞i−1) = I∞i−1, for
all n ∈ N, is an infinite central cascade. Since Ii−1 is terminating, we know that Ii =
Lc0(R(Ii−1)).
Apply Lemma 3.10 with δ = 1, fixed, to obtain constants C, κ > 0 such that:
(a) If c ∈ Critf r|I∞i−1 we have |f r(c)− c| ≥ κ|I∞i−1|;
(b) |Df r(x)| ≤ C for all x ∈ I∞i−1;
(c) Given c ∈ Critf r|I∞i−1 and p = f r(p) both in I∞i−1, we have |p− c| ≥ κ|I∞i−1|,
where the third statement follows from the first two. We will refer to these estimates through-
out the proof.
Let V0 be the closure of the landing domain to R(Ii−1) containing α in its boundary and
Vˆ0 = Compαf
−r(V0) ∪ V0.
Proof of 1. Since R(Ii−1) is terminating and not Feigenbaum, f r(V0) = R(Ii−1), and V0 is
disjoint from ω(c0). This implies that Vˆ0 is disjoint from ω(c0). By (a) and (b) there exists
ρ > 0 such that |V0| > ρ|R(Ii−1)|, and |Vˆ0| is comparable to |Ii−1|. Since c0 is even, the result
follows by symmetry.
Proof of 2. Let us assume R(Ii−1) is not ρ-free. Then there exist m ∈ N such that f 2rm(c0)
is close to the boundary of R(Ii−1). Regardless of whether f 2rm(c0) is close to α or τ(α),
we must have that f 2r(m+1)(c0) is close to α, which is a contradiction. To see this, observe
that if R2(Ii−1) is Feigenbaum, either f 2rm(c0) or f 2r(m+1)(c0) must be contained in R2(Ii−1),
which is well-inside R(Ii−1) by (b) and (c). So it cannot happen that both f 2rm(c0) and
f 2r(m+1)(c0) are close to the boundary of R(Ii−1).
Proof of 3. Assume R(Ii−1) is non-terminating and |R(Ii−1)|/|Ii+1| < ν. The return map
to Ii restricted to V0 is equal to f
2r. If V0 does not intersect ω(c0), we are done, so let
us assume V0 intersects ω(c0). Let Vj+1 be the pullback of Vj under f
2r containing α for
j ∈ N. Observe that (b) implies that |V1| is comparable |R(Ii−1)|, so if ω(c0) does not
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intersect V1 the proposition follows. Let us assume V1 contains some point in ω(c0). We
will show that f 2r|V1 is monotone. Let c′ be the turning point of f 2r|V0 closest to α. By
construction c′ is an absolute maximum (or minimum if τ(α) < α). If f 2r(c′) is not in V0,
then f 2r|V1 is monotone. If f 2r(c′) ∈ V0, then f 2r(V0) ⊂ V0, which contradicts the fact
that ω(c0) is minimal. Since α is an orientation reversing fixed point of f
r, we have that
f 2r|V1 is an orientation preserving monotone map with at most b critical points. Define
Vˆ1 = Compαf
−r(V1) ∪ V1 and Vˆj+1 = Compαf−r(Vˆj) for j ∈ N. Let c′′ ∈ Crit(f 2r) ∩ V1 be
the critical point closest to α. If c′′ is not defined, then let c′′ = c′ and n0 = 1. Otherwise,
let n0 be maximal such that c
′′ ∈ Vn0 . Statement (c) implies that there exists κ′ > 0 so that
|Vn0 | > κ′|R(Ii−1)| The proposition follows if Vn0 does not intersect ω(c0), so we will assume
that Vn0 intersects ω(c0). Notice that for every n > n0 the map f
(n0−n)r : Vˆn → Vˆn0 is a
diffeomorphism. Assume Vn0+2 = [α, y]. Then by Lemma 3.7, we know that there exists
M > 0 so that |y − f 2r(y)| > M |R(Ii−1)|. Since the derivative of f r is bounded on I∞i−1, we
can find ρ > 0 such that
(1 + 2ρ)Vˆn0+2 ⊂ Vˆn0+1.
By Theorem 3.2 (1) we know that there exists δ2 > 0 such that for any n ∈ N with n > 2
(3.1) (1 + 2δ2)Vˆn0+n+1 ⊂ Vˆn0+n.
The minimality of ω(c0) implies that there exist m = n0 + 2 + m
′ maximal such that
Vˆm ∩ω(c0) 6= ∅. Let k0 ∈ N be minimal with the property that fk0r(c0) ∈ Vˆm. Define k < k0
maximal such that fkr(c0) ∈ R(Ii−1). By the definition of k, we have that fk0r(c0) is the first
entry of fkr(c0) to both Vˆm and Vˆ1. For each j ≥ n0 + 2 let V ′j be the pullback of Vˆj along
the orbit {fk0r(c0), fk0r−1(c0), . . . , fkr(c0)} containing fkr(c0). Notice that the intervals V ′j
are nice intervals. Applying Lemma 3.3 we can find δ3 > 0 such that (1 + 2δ3)V
′
j+1 ⊂ V ′j .
Using Theorem 3.2 (1) we can find δ4 > 0 such that (1 + 2δ4)Lc0(V ′j+1) ⊂ Lc0(V ′j ). So
(1 + 2m′δ4)Lc0(V ′m) ⊂ Lc0(V ′1).
From this we can conclude that given any ν > 0 there exists m′ ∈ N such that if m =
n0 + 2 + m
′ and Vm ∩ ω(c0) 6= ∅, then |R(Ii−1)|/|Ii+1| > ν. This is because |I∞i−1| is always
comparable to |R(Ii−1)| and
(3.2) Ii+1 ⊂ Γ2(R(Ii−1)) ⊂ Lc0(Vm) ⊂ Lc0(Vˆm) ⊂ I∞i−1.
It remains to show that Γ2(R(Ii−1)) ⊂ Lc0(Vm). To this end, let x be fk0(c0) the image
of c0 under the first landing map of c0 to Vm. Then Lc0LxΓ(R(Ii−1)) contains Γ2R(Ii−1),
since Lc0LxΓ(R(Ii−1)) is the pullback of Γ(R(Ii−1)) by two landing maps, and so it has to be
bigger than the last child of Γ(R(Ii−1)). But now Lc0LxΓ(R(Ii−1)) is contained in Lc0(Vm).
Proof of 4. Assume R(Ii−1) is Feigenbaum, R(Ii) is not Feigenbaum and |Ii|/|Ii+2| < ν.
Since R(Ii−1) is Feigenbaum, we know that R(Ii−1) = Ii. Since R(Ii−1) is Feigenbaum, and
the return time of c0 to Ii−1 is r, we have that the return time of c0 to Ii is equal to 2r. Let
α be the fixed point of f r contained in the boundary of Ii. By statement (c), the distance
between c0 and α is comparable to |I∞i−1|, so |Ii| and |I∞i−1| are comparable.
Let α′ be the orientation reversing fixed point of f 2r contained in the boundary of R(Ii).
Let W1 be the closure of the component of Ii \ {f−2r(α′)} that contains α in its boundary.
Let Wˆ1 be the interior of W1 ∪ Compαf−r(W1) and Wˆj+1 = Compαf−r(Wˆj) for j ∈ N.
Observe that Wˆj ⊂ I∞i−1 for all j ∈ N. Since Ii is Feigenbaum, (a) and (b) imply that |W2|
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is comparable to |Ii|. If ω(c0) does not intersect W2, Ii is δ-free, so assume ω(c0) intersects
W2. Observe that f
2r|W1 is monotone. Using the same argument as in the proof of 3 we can
find δ2 > 0 and n0 ∈ N such that given any j > 3
(1 + 2δ2)Wˆn0+j+1 ⊂ Wˆn0+j.
If Ii is not δ-free there exists, m
′ big such that the orbit of c0 enters Wˆm, with m = n0 +2+
m′. Let k ∈ N be minimal so that f rk(c0) ∈ Wˆm. Let k0 < k be minimal so that f rk0(c0) ∈ Ii.
By Theorem 3.2 (1) there exists δ4 > 0 such that (1 + 2m
′δ4)Lc0(Lfrk(c0)(Wˆm)) ⊂ I∞i−1. So
we have that Ii+2 is deep-inside I
∞
i−1, since
(3.3) Ii+2 ⊂ Γ(R(Ii)) ⊂ Lc0(Lfrk0 (c0)(R(Ii))) ⊂ Lc0(Lfrk0 (c0)(Wˆm)).
We know that |Ii| and |I∞i−1| are comparable, so Ii+2 being deep-inside I∞i−1 contradicts
|Ii|/|Ii+2| < ν. 
Corollary 3.21. There exists δ > 0 and for each ρ > 0 there exists ρ′ > 0 such that the
following holds. Let Ii−1 be a terminating interval from the enhanced nest.
• Assume R(Ii−1) is non-periodic. Let V0 be the component of f−2r(R(Ii−1)) that con-
tains α in its boundary and W0 be the component of f
−2r(R(Ii−1)) that contains τ(α)
in its boundary. If x ∈ R(Ii−1) and Lx(R(Ii−1)) is different from V0 and W0, then
Lx(R(Ii−1)) is δ-nice.
• If R(Ii−1) is ρ-free, then Lx(R(Ii−1)) is ρ′-free.
Proof. Let V1 be the component of f
−4r(R(Ii−1)) that contains α in its boundary and W1
be the component of f−4r(R(Ii−1)) that contains τ(α) in its boundary. From the proof of
Proposition 3.20 we know that there exists ρ1 > 0 such that |V1| ≥ ρ1|R(Ii−1)|. Since W1 is
the symmetric component, with respect to c0, corresponding to V1 the same bounds hold for
W1. The bounds on the size of V1 and W1 imply that Lx(R(Ii−1)) is ρ1-well-inside R(Ii−1)
if Lx(R(Ii−1)) ∩ {α, τ(α)} = ∅. This fact, along with Theorem 3.2 (1) imply the existence
of δ > 0 such that Lx(R(Ii−1)) is δ-nice. If R(Ii−1) is ρ-free, we can apply Corollary 3.5 to
get that Lx(R(Ii−1)) is ρ′-free, for some ρ′ > 0.

Below we will make use of the sets Yj and Y˜γ introduced on page 21.
Lemma 3.22. There exists ρ > 0 with the following property. Let Ii be a terminating
interval of the enhanced nest and Yj be a component of I
∞
i \ (f r|I∞i )−1(α). Given a point
x ∈ Yj the following holds.
(1) If Yj does not intersect Y˜α and −a < j < a, then Yj is ρ-nice.
(2) Assume j > −a and the first return time of x to Yj equal to fkr. If there exist
0 < j0 ≤ k such that f rj0(x) /∈ Y˜α, then Lx(Yj) is ρ-nice.
(3) If j = −a and the return time of x to Yj is bigger than f r, then Lx(Yj) is ρ-nice.
Proof. Let Y˜0 = Y0 ∩ Y˜α and Y˜−1 = Y−1 ∩ Y˜α. By Lemma 3.10, we can find κ > 0 such than
|Y˜0|, |Y˜−1| > κ|I∞i |. It follows immediately that there exists ρ′ > 0 such that the following
holds. Given Yj with j > −a and J = Compf−r(Yj) ⊂ Y` for some ` ∈ {−a, . . . , a}, if
J ∩ Y˜α = ∅ then (1 + 2ρ′)J ⊂ Y`. This implies (1). To prove (2), take x ∈ Yj with first
return time to Yj equal to f
kr and such that f rj0(x) /∈ Y˜α for some 0 < j0 ≤ k. Then,
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(1 + 2ρ′)Lx(Yj) ⊂ Yj. By Theorem 3.2, we know that here exists ρ > 0 such that Lx(Yj) is
ρ-nice. One can prove (3) in a similar way. 
3.6. Proof of Theorem 3.1. We will prove Theorem 3.1 in two separate stages. First we
will show parts (a) to (e).
Part (a). If In−1 is non-terminating, In = Γ2(ΓT−2(B(A(In−1)))), and by Lemma 3.18 we
get that In is ρ1-nice for some ρ1 > 0 which depends only on b. If In−1 is terminating the
result follows from Corollary 3.21 and the observation that In being non-terminating implies
that In = Lx(R(In−1)) is different from V0 and W0. In conclusion, if In is non-terminating
we have that In is ρ1-nice.
Now assume In−1 is non-terminating. Let ν1 ∈ N be so that BA(In−1) = Compc0f−ν1(A(In−1)),
and A2(In−1) = Compc0f−ν1(Lfν1 (c0)A(In−1)). Since B(In−1) \A(In−1) is free from ω(c0), we
get that B2(In−1) = Compc0f−ν1(B(In−1)).
By construction, we know that B2(In−1) \ BA(In−1) is free from ω(c0) and that the pos-
critical set of BA(In−1) is contained in A2(In−1). Moreover, the pairs B2(In−1) ⊃ BA(In−1)
and BA(In−1) ⊃ A2(In−1) are both nice pairs. By the above, we have that In−1 is ρ1-nice,
Lemma 3.19 implies the existence of ρ2 > 0 such that (1 + 2ρ2)A(In−1) ⊂ B(In−1). Since
B2(In−1) is a pullback of bounded order (depending only on b) of B(In−1), Lemma 3.3 implies
the existence of ρ3 > 0 so that (1 + 2ρ3)BA(In−1) ⊂ B2(In−1). By an analogous argument we
get that (1 + 2ρ3)A2(In−1) ⊂ BA(In−1). So BA(In−1) is internally and externally free. Since
In is a pullback of bounded order of BA(In−1), the result follows from Lemma 3.19. Observe
that the external free space is given by Jn = Γ
T (B2(In−1)), the internal free space is given
by J ′n = Γ
T (A2(In−1)), and both Jn ⊃ In and In ⊃ J ′n are nice pairs.
Finally, if c0 is even the components of In \J ′n are comparable to |In|. If c0 is odd, then by
the 2nd part of Lemma 3.19 there exists ρ4(ν) > 0 so that if |In−1|/|In| < ν, |J ′n| ≥ ρ4|In|.
Part (b). Since In is non-terminating, we know that R(In−1) is non-terminating. By
Proposition 3.20 (3) there exists ρ > 0 so that R(In−1) is ρ-free. The result follows from the
definition of In and Corollary 3.5.
Part (c). By Lemma 3.12, (1 + 2C ′)Lc0(Lx(In)) ⊂ Lc0(In). Since Γ(In) ⊂ Lc0(Lx(In)), the
result follows.
Part (d). The first part follows directly from Corollary 3.4. To show the second part,
observe that if In is C-nice, then by Lemma 3.3 there exists C
′′ > 0, C ′′ → ∞ as C → ∞,
so that (1 + 2C ′′)A(I) ⊂ B(I). So the result follows from Corollary 3.5.
Part (e). If |In+1| < ε′/2|In| we are done, so let us assume this is not the case. Let
us first assume that In−1 is terminating. For each ε′′ > 0 there exists C > 0 so that if
|In| < ε′′|R(In−1)|, then (1 + 2C)In ⊂ R(In−1). By Lemma 3.12 we know that In is C ′-nice,
for some C ′(C) > 0 (C ′ →∞ as C →∞). The result follows if ε′′ is sufficiently small, so let
us assume this is not the case. So there exists ν > 0 so that |R(In−1)|/|In|, |In|/|In+1| < ν. By
Proposition 3.20 and the definition of In, there exists ρ > 0 such that In is ρ-free. Then since
|Lx(In)| < ε|In|, there exists C ′′ > 0 (C ′′ →∞ as ε→ 0) such that (1+2C ′′)Lx(In) ⊂ In and
the statement follows by Part (c). A similar argument works when In−1 is non-terminating
and c0 is even. Assume In−1 is non-terminating and c0 is odd, then by Part (a) In is ρ-nice
and ρ-externally free. The second part of Lemma 3.12 implies that taking ε sufficiently small
|Lc0(Lx(In))| ≤ ′|Lc0(In)|, and the result follows.
COMPLEX BOUNDS FOR REAL MAPS 40
In order to prove the remaining part of the theorem we will need two extra lemmas, and
the following definition. We say that an interval J ⊂ I is ε-small in I if |J | ≤ ε|I|.
Lemma 3.23. Given ε ∈ (0, 1), ρ > 0 and N ∈ N exists ε′ > 0 so that the following holds.
Assume that c0 is odd and that I is a ρ-nice interval with ((1 + 2ρ)I \ I) ∩ ω(c0) = ∅. Let
J ⊂ I be a pullback of I of order N with c0 ∈ J. If
|J |
|I| < ε
′,
then for each x ∈ J ∩ ω(c0) we have that Lx(J) is ε-small compared to J.
Proof. Let us begin by showing the following claim.
Claim. For each ν > 0 there exists ν ′ > 0 such that if J is ν ′-small in I then for any
y ∈ ω(c0), Ly(J) is ν-small in Ly(I).
Proof of claim. Let y ∈ ω(c0). There are two cases. Let us first assume J ⊃ Lz(I) for
some z ∈ ω(c0). Then, the claim follows directly form Lemma 3.14. So assume there exists
z ∈ ω(c0) so that J ⊂ Lz(I). If J is comparable to Lz(I), then Lz(I) is small in I and the
claim follows from Lemma 3.14 applied to Lz(I) and I, since Ly(J) ⊂ Ly(Lz(I)), and the
landing domains to Lz(I) are small compared to the landing domains to I. Now, if Lz(I) is
much larger than J , we get that J is deep inside of I, and the claim follows from Lemma
3.15.X
Let {Gj}sj=0 be the chain with Gs = I and G0 = J . Let x ∈ J ∩ ω(c0) be fixed, and let
k be its first return time to J . Let us first assume k ≥ s and let y = f s(x). By the claim,
Ly(J) is ε′′- small compared to Ly(I), for some ε′′ > 0 with ε′′ → 0 as ε′ → 0. Since I is
ρ−nice this implies Ly(J) is deep-inside I, and the result follows from Lemma 3.3.
Assume that k < s. Observe that by definition of k, Gk contains J . Consider the times
k ≤ si < s with s0 = k and si < si+1 such that J ⊂ Gsi . Recall there are at most n < N
such times. Our aim is to show that J is small in Gk, so the proof follows form the argument
above. We will do this by showing that J is small compared to each Gsi , for i = 0, . . . n. If
J is small compared to Gsn we are done for n, so let us assume Gsn is comparable to J . By
the argument above we know that for any z ∈ ω(c0) ∩Gsn we have that Lz(Gsn) is εn-small
compared to Gsn , with εn → 0 as ε′ → 0. In particular, Gsn−1 is small compared to Gsn , so
J is small compared to Gsn , contradiction. So J is small compared to Gsn . Applying this
argument n − k times we show J is εk-small in Gk, with εk → 0 as ε′ → 0, and the result
follows. 
Lemma 3.24. Suppose that In−1 and In are non-terminating. Then for any C > 0, there
exists ε > 0 such that if
|In|
|In−1| < ε,
then
(1) Γ(I1n) is C-nice;
(2) In+1 is C-strongly nice and C-externally free.
Proof. First we will show that (1) holds. If c0 is a critical point of even order, then for any
C ′ > 0, there exists ε > 0 such that if |In|/|In−1| < ε, then (1 + 2C ′)In ⊂ In−1. By Lemma
3.16, if C ′ is chosen large enough, then In will be C ′′-nice. Finally, since Γ(I1n) is a pullback
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of In of bounded order (only depending on b) we can apply Lemma 3.16 to prove (1). So
from now on we will assume that c0 is of odd order. Since c0 is odd all intervals from the
enhanced nest are non-terminating. In particular, by Theorem 3.1 (a) we have that there
exists ρ > 0 such that that In−1 and In are both ρ-nice and ρ-externally free.
In particular,
In ⊂ (1 + 2ρ)In ⊂ ΓTB2(In−1) =: Fn.
By the proof Part a) of Theorem 3.1, we know that Fn\In is disjoint from ω(c0), and In ⊂ Fn
is a nice pair. By Lemma 3.23, every component of the return map to In is ε
′-small in In, so
we have that every component of the domain of the return map to In that intersects ω(c0),
in particular I1n, is C
′-well-inside Fn with C ′ →∞ as ε′ → 0.
To see that Γ(I1n) is C-nice, let x ∈ I1n∩ω(c0). Note that by Lemma 3.14 we have that the
return domains to I1n are small compared to I
1
n. The first return map from I
1
n to In extends to
a map from a domain J˜ ⊃ I1n to Fn. Since Fn \ In is disjoint from ω(c0), (J˜ \ I1n)∩ω(c0) = ∅,
the first return map from Lx(I1n) to I1n extends to a map from J ′ ⊃ Lx(I1n) to J˜ , and there
exists a constant C1, C1 → ∞ as ε → 0 such that (1 + 2C1)Lx(I1n) ⊂ J ′. Since I1n is non-
terminating, we have that J ′ ⊂ I1n, for all but one component: the component of the domain
of the return map to I1n that has the same return time to I
1
n as I
1
n has to In. For this one
component, J ′ = J˜ . As in Lemma 3.18, there exists C, C →∞ as C1 →∞, such that Γ(I1n)
is C-nice.
Now we show that (2) holds. Observe that the map f ν : B(In)→ In extends to a domain
F˜n, so that f
ν : F˜n → Fn has the same critical points as f v|B(In).
By Lemma 3.23, we know that the landing domains to In are small compared to In, which
implies that A(In) is C ′-well-inside F˜n, for some C ′ > 0 with C ′ →∞ as ε→ 0. In addition,
F˜n\A(In) is disjoint from ω(c0). If we let Hn+1 := ΓTB(F˜n), then Hn+1\In+1 is disjoint from
ω(c0). By Lemma 3.3 there exists C
′′ > 0 so that (1 + 2C ′′)In+1 ⊂ Hn+1, where C ′′ →∞ as
C ′ →∞. So In+1 is C ′′-externally free. Observe that the return time of any x ∈ ω(c0)∩ In+1
to In+1 is the same as its return time to Hn+1. Thus, there exists a constant C > 0, C →∞
as C ′′ →∞, such that for each x ∈ ω(c0) ∩Hn+1 we have that
Lx(In+1) ⊂ (1 + 2C)Lx(In+1) ⊂ Lx(Hn+1) ⊂ In+1.
Moreover, each component of the domain of the return map to Hn that intersects ω(c0)
contains a unique component of the domain of the return map to In+1 that intersects ω(c0).
Hence In+1 is C-strongly nice, where C →∞ as ε→ 0. 
Now we can prove the remaining part of Theorem 3.1.
Part (f). The fact that In+2 is C
′-strongly nice and C ′-externally free follows from Lemma
3.24.
Part (g). By Lemma 3.15, there exists C ′′ > 0 (C ′′ → ∞ as C → ∞) such that if
(1 + 2C)In+1 ⊂ In, then (1 + 2C ′′)I1n+1 ⊂ In+1. The result follows from this and the fact that
ω(c0) ∩ In+1 ⊂ I∞n+1.
3.7. Existence of free space. As a corollary to Theorem 3.1 and Proposition 3.20, we
have the following:
Corollary 3.25. For each ν > 0 there exists ρ > 0 such that if Ii is an interval from the
enhanced nest, then
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(1) if Ii−1 is terminating and |Ii−1|/|Ii+2| < ν, then Ii is ρ-free;
(2) if Ii−1 and Ii are non-terminating, and |Ii−1|/|Ii| < ν, then Ii is ρ-free;
(3) if Ii−1 is non-terminating and Ii is terminating, then Ii is ρ-free.
Proof. The first part follows from Proposition 3.20 and Lemma 3.3, and the second and third
from Theorem 3.1. 
4. Poincare´ disks and tools for dealing with analytic maps
To construct box mappings we will make use of Poincare´ disks. In this section, we study
the basic properties of Poincare´ disks and their pullbacks under analytic maps, so throughout
this section we consider maps f ∈ Ab. An analytic map f on the interval extends uniquely to
a holomorphic mapping on a neighbourhood of the interval, and we will also use f to denote
this extension. We recall that given an interval I, the Poincare´ disk with angle θ based on
I is denoted by Dθ(I). For a definition, see Subsection 1.10, page 17.
Lemma 4.1 (Almost Schwarz Inclusion [dFdM2]). There exist K < ∞, a0 > 0 and a
function θ : (0, a0) → (0,∞) satisfying θ(a) → 0 and a/θ(a) → 0 as a → 0 such that the
following holds. Let F : D → C be univalent and real-symmetric, and assume that I ⊂ R is
an interval containing 0 with |I| < a ∈ (0, a0). Let I ′ = F (I). Then
(a) for all θ ≥ θ(|I|), we have
F (Dθ(I)) ⊂ D(1−K|I|1+δ)θ(I ′),
where 0 < δ < 1 is a universal constant;
(b) for all θ ∈ (pi/2, pi) we have
F (Dpi−θ(I)) ⊂ Dpi−K|I|θ(I ′).
Lemma 4.2 (cf. [S3] Lemma 7.4). Let ` ≥ 2 be an integer and consider P (z) = z`. Then,
for each θ ∈ (0, pi) the following holds.
• Suppose ` is even and let K ≥ 1. Then there exists λ = λ(K, `) ∈ (0, 1) such that
P−1(Dθ(−K, 1)) ⊂ Dλθ(−1, 1)).
• Suppose that ` is an odd integer. Let K > 0. Then there exists λ = λ(`) ∈ (0, 1) such
that
P−1(Dθ(−K`, 1)) ⊂ Dλθ((−K, 1)).
Proof. We will give the proof in the case that ` is odd; the proof in the even case is similar.
Since the problem is invariant under scaling, we can assume that K ≥ 1. We will argue
by contradiction. If the lemma is false, then for every λ > 0, there exist θ1/λ ∈ (0, pi) and
z`1/λ ∈ Dθ(−K`, 1) such that z1/λ /∈ Dλθ(−K, 1). Note that we may as well assume that
θ ∈ (0, pi/2), so that is what we will do. For each integer n ≥ 1, let λn = 1/n and let θn and
zn be the corresponding θ1/λ and z1/λ.
Since zn /∈ Dθn/n(−K, 1),
arg
zn − 1
zn +K
≤ θn
n
,
so that
tan arg
zn − 1
zn +K
≤ tan θn
n
.
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Writing zn = rne
itn , we have
arg
zn − 1
zn +K
= arg(zn − 1)− arg(zn +K) = arctan
( rn sin tn
rn cos tn − 1
)
− arctan
( rn sin tn
rn cos tn +K
)
.
So, taking the tangent gives us
rn sin tn(K + 1)
r2n + rn(−1 +K) cos tn −K
=
rn sin tn
rn cos tn−1 − rn sin tnrn cos tn+K
1 +
(
rn sin tn
r cos tn−1
)(
rn sin tn
rn cos tn+K
) = tan arg zn − 1
zn +K
≤ tan θn
n
.
Similarly, letting wn = z
`
n = r
`
ne
i`tn , we have
r`n sin `tn(K
` + 1)
r2`n + r
`
n(−1 +K`) cos `tn −K`
= tan arg
wn − 1
wn +K`
≥ tan(θn).
Dividing the second inequality by the first one, we have that
(4.1)
r`n sin `tn(K
` + 1)(r2n + rn(−1 +K) cos tn −K)
(r2`n + r
`
n(−1 +K`) cos `tn −K`)rn sin tn(K + 1)
≥ tan θn
tan(θn/n)
Observe this expression becomes very large as n→∞. Since sin `tn/ sin tn is bounded from
above, and cancelling an rn in the numerator and denominator, this is equivalent to
(4.2)
r`−1n (K
` + 1)(r2n + rn(−1 +K) cos tn −K)
(r2`n + r
`
n(−1 +K`) cos `tn −K`)(K + 1)
 r
`+1
n + r
`
n(K − 1) cos tn − r`−1n K
r2`n + r
`
n(−1 +K`) cos `tn −K`
becoming very large as n tends to infinity. We will show that this is impossible.
Let Rn = rn/K. Equation 4.2 is comparable to
r`+1n K
`−1 + r`nK
` cos tn − r`nK`−1 cos tn − r`−1n K`
r2`n + r
`
nK
` cos `tn − r`n cos `tn −K`
,
which equals
r`+1n
K`+1
+ r
`
n
K`
cos tn − r`n cos tnK`+1 − r
`−1
n
K`
r2`n
K2`
+ r
`
n
K`
cos `tn − r`n cos `tnK2` − 1K`
=
R`+1n +R
`
n cos tn − R
`
n
K
cos tn − R`−1nK
R2`n +R
`
n cos `tn − R
`
n
K`
cos `tn − 1K`
in the scaled coordinates. Since this expression becomes very large as n→∞, by comparing
powers of Rn, we see that Rn is bounded. Since zn /∈ Dθn/n(−K, 1), we have that tn → 0 or
tn → pi. First consider the case that tn → 0. Then as n→∞,
arg
( zn − 1
zn +K
)
 arg(zn − 1) and arg
( z`n − 1
z`n +K
`
)
 arg(z`n − 1).
However, since zn /∈ Dθn/n(−K, 1) and z`n ∈ Dθn(−K`, 1), combining these estimates with
(4.1) we have that
arg(z`n − 1)
arg(zn − 1) →∞.
We will show that this is impossible. Suppose that rn does not converge to 1. Then, since
tn → 0, neither r`n cos(`tn)− 1 nor rn cos(tn)− 1 converges to 0. But now we see that
arg(z`n − 1)
arg(zn − 1) =
arctan r
`
n sin(`tn)
r`n cos(`tn)−1
arctan rn sin(tn)
rn cos(tn)−1

r`n sin(`tn)
r`n cos(`tn)−1
rn sin(tn)
rn cos(tn)−1
 r
`
n sin(`tn)
rn sin(tn)
is bounded. So we can assume that rn → 1.
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Then we have that
(4.3)
arg(z`n − 1)
arg(zn − 1) =
arg((zn − 1)(z`−1n + z`−2n + · · ·+ 1))
arg(zn − 1)
=
arg((zn − 1) + arg(z`−1n + z`−1n + · · ·+ 1)
arg(zn − 1) = 1 +
arg(z`−1n + z
`−1
n + · · ·+ 1)
arg(zn − 1) ,
which is bounded, since there exists a constant C > 0 such that
arg(z`−1n + z
`−1
n + · · ·+ 1) ≤ C arg(zn − 1)
as zn → 1.
Now, suppose that tn → pi. Then as n→∞,
arg
( zn − 1
zn +K
)
 pi − arg(zn +K), and arg
( z`n − 1
z`n +K
`
)
 pi − arg(z`n +K`).
But now we have that as n→∞
pi − arg(z`n +K`)
pi − arg(zn +K) →∞,
but arguing just as we did in the case when tn → 0 we see that this is impossible. Suppose
that rn does not converge to −K. Then, since tn → pi, neither K` − r`n cos(`tn) nor K −
rn cos(tn) converges to 0. But now we see that
pi − arg(z`n +K`)
pi − arg(zn +K) =
arctan r
`
n sin(`tn)
K`−r`n cos(`tn)
arctan rn sin(tn)
K−rn cos(tn)

r`n sin(`tn)
K`−r`n cos(`tn)
rn sin(tn)
K−rn cos(tn)
 r
`
n sin(`tn)
rn sin(tn)
is bounded. So we can assume that rn → −K. Now, a similar calculation to the one in (4.3)
shows that
pi − arg(z`n +K`)
pi − arg(zn +K)
must be bounded, which again yields a contradiction.
The proof when ` is even is similar and is a natural generalization of [S3, Lemma 7.4], see
[KSvS, Lemma 13.2]. 
The next lemma is straight forward.
Lemma 4.3 (cf. [KSvS] Lemma 13.3). Let ` ≥ 2 be an integer and consider P (z) = z`. For
any A > 0 and any θ ∈ (0, pi), there exists θ′ ∈ (0, pi) such that the following holds.
• If ` is even, then
P−1(Dθ((−A, 1))) ⊃ Dθ′((−1, 1)).
• If ` is odd, then there exists θ′ such that
P−1(Dθ((−A`, 1))) ⊃ Dθ′((−A, 1)).
Although we state the next lemma for any integer ` ≥ 2, it will only be used to deal with
inflection points.
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Lemma 4.4. Let ` ≥ 2 be an integer and consider P (z) = z`. For each C < ∞, there
exists λ ∈ (0, 1), depending on ` and C, so that for all θ ∈ (0, pi/2) the following holds. Let
I1 ⊂ [0, 1) and I2 ⊂ (−1, 0] be intervals and assume that
|I1| ≥ 1/C,
and that w ∈ Dθ(I2). Let z ∈ P−1(w) be so that |arg(z)| < pi/`. Then
z ∈ Dλθ(I1) ∪ A
where A = ∅ if 0 ∈ I1 and otherwise A is the component bounded by the lines arg(z) = ±pi/`
and the boundary of Dλθ(I1).
Proof. Fix θ < pi/4. Let I1 = (α, β) and take z ∈ ∂Dλθ(α, β). Setting z = reit and arguing
as in the proof of Lemma 4.2, we have that
tan arg
z − β
z − α =
r(β − α) sin t
r2 − r(β + α) cos t+ βα = tanλθ.
Hence,
r2 + (−(β + α) cos t− (β − α)
tanλθ
sin t)r + αβ = 0.
This equation has two solutions,
r± =
1
2
((
(α + β) cos t+
(β − α) sin t
tanλθ
)
±
√(
(α + β) cos t+
(β − α) sin t
tanλθ
)2
− 4αβ
)
.
Given t ∈ (0, pi/`) we denote by z± = r±eit. To prove the lemma, it suffices to show that we
can take λ > 0 small so that for all t ∈ (0, pi/`) we have z`+ /∈ Dθ(−1, 0). This is equivalent
to showing that
(4.4) tan arg
z`+
z`+ + 1
≤ tan θ, i.e. r`+ ≥
sin(`t)
tan θ
− cos(`t).
From the equation for r+ we have
r+ >
1
2
(β + α) cos t+
β − α
2 tanλθ
sin t.
Hence
(4.5) r`+ ≥
1
2`−1
(β + α)`−1 cos`−1 t
β − α
2 tanλθ
sin t+
(β − α)`
2` tan` λθ
sin` t.
Provided we take λ > 0 sufficiently small (here λ depends on β−α and `), for each t ∈ (0, pi/`)
the right hand side of this expression dominates the r.h.s. of (4.4). Indeed, if cos(t) is not
small (which holds automatically if ` > 2, because t ∈ (0, pi/`)), then we the first and second
term in the r.h.s. of (4.5) dominate respectively the first and second term in the r.h.s. of
(4.4) (provided we choose λ > 0 small). If cos(t) is small, then sin(t) is not small, and the
2nd term in (4.5) dominates the r.h.s. of (4.4), provided we choose λ > 0 small. 
Lemma 4.5. [KSvS, Lemma 13.4] One can compare Poincare´ disks in the following ways.
(a) There exists θ0 such that for each A > 1 and each θ ∈ (0, pi),
Dθ([−1, 1]) ⊂ Dmin{θA/2,θ0}([−A,A]).
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Figure 5. The pullback of Poincare´ disks as in Lemma 4.4.
(b) For each λ ∈ (0, 1) and δ > 0 there exists λ′ ∈ (0, 1) such that for each θ ∈ (0, pi),
Dλθ([−1, 1]) \Dθ(−1− δ, 1 + δ) ⊂ Dλ′θ([−1− δ,−1]).
(c) For each λ ∈ (0, 1) and δ > 0 there exists λ′ ∈ (0, 1) such that for each θ ∈ (0, pi)
Dλθ([−1, 1]) \Dθ([−1− δ, 1 + δ]) ⊂ Dλ′θ([1, 1 + δ]).
(d) For each λ ∈ (0, 1) and δ > 0 there exists λ′ > 0 such that for each interval J ⊂ [−1, 1]
and each θ > 0,
Dλθ([−1, 1]) \Dθ(−1− δ, 1 + δ]) ⊂ Dλ′θ|J |(J).
4.1. Pulling back Poincare´ disks under disjoint orbits. In this subsection we will show
how to pull back Poincare´ disks along a chain of intervals under a map f ∈ Ab. We remind
the reader that we always assume that the Standing Assumptions on page 26 hold.
Lemma 4.6 (cf. [KSvS] Lemma 13.5). For any δ > 0 there exists λ > 0 and for each
θ ∈ (0, pi) there exists ε > 0 so that following holds. Let {Hj}sj=0 and {H ′j}sj=0 be two chains
with Hj ⊂ H ′j for all j = 0, . . . , s and H0 ∩ ω(c0) 6= ∅. Assume that the following hold:
(a) |H ′s| ≤ ε,
(b) H ′s ⊃ (1 + 2δ)Hs,
(c) the chain {H ′j}s−1j=0 is disjoint,
(d) Hi \ (1 + 2δ)−1Hi, i = 0, . . . , s− 1 does not contain a critical point.
Let Us = Dθ(Hs), and U0 = CompH0(f
−s(Us)). Then
U ⊂ Dλθ(H0).
Proof. The Lebesgue measure of ω(c0) is zero (see [vSV, Theorem E]), so if H
′
s is sufficiently
small the set ∪si=0H ′i is a small neighbourhood of a subset of ω(c0), and we can assume that∑s
i=0 |H ′i| is small.
First suppose that only H ′0 contains a critical point. By the Improved Koebe Principle,
Theorem 3.2 (2), we can find ρ1, δ1 > 0 such that H
′
j ⊃ (1 + 2ρ1)Hj and Hj \ (1 + 2δ1)−1Hj
contains no critical points of f for 1 ≤ j ≤ s. By Lemma 4.1 there exists λ1 > 0 such that
U1 ⊂ Dλ1θ(H1).
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Since H1 \ (1 + 2δ1)−1H1 contains no critical values of f we can apply Lemma 4.2 to find
λ2 > 0 such that
U0 ⊂ Dλ2θ(H0).
Since the critical points of f are non-flat, there exists δ2 > 0 such that H
′
0 ⊃ (1 + 2δ2)H0,
and (H0 \ (1 + 2δ2)−1H0) ∩ Crit(f) = ∅. Thus the lemma follows by applying the previous
argument at most b times. 
This lemma implies the following corollaries.
Corollary 4.7. Suppose that instead of (d) in the above lemma there exists δ′ ∈ (0, δ) so
that the sets (1 + 2δ′)Hj \Hj are free from critical points for all j ∈ {0, . . . s}. Then there
exist an interval H ′, λ′ ∈ (0, 1) and δ′′ > 0 such that
Uˆ = CompH0f
−s(Dθ(Hs)) ⊂ Dλ′θ(H ′)
where H0 ⊂ H ′ ⊂ (1 + 2δ′′)H ′ ⊂ H ′0.
Corollary 4.8. For each δ > 0 there exist δ′ > 0 and λ ∈ (0, 1), and for each θ ∈ (0, pi)
there exists ε′ > 0 such that the following holds for all ε ∈ (0, ε′). Let I be a nice interval
with |I| < ε and let be J a domain of the first entry map to I with first entry time equal to
s > 0. Let {Hj}sj=0 be a chain with (1 + 2δ)Hs ⊂ I, H0 ⊂ J and H0 ∩ ω(c0) 6= ∅. Then there
exists an interval H ′ with H0 ⊂ H ′ ⊂ (1 + 2δ′)H ′ ⊂ J so that
CompH0f
−s(Dθ(Hs)) ⊂ Dλθ(H ′).
5. Tools for dealing with C3 maps
In this section, we will develop the additional tools required for dealing with C3 maps. A
reader who is primarily interested in the real analytic case can skip this section.
5.1. Quasiconformal and quasiregular mappings. We will find it convenient to make
use of the analytic definition of quasiconformal and quasiregular mappings, since this ap-
proach facilitates the definition of quasiregular mappings. We refer the reader to [AIM] for
additional background on these classes of mappings.
We define
∂αf(z) = cos(α)fx(z) + sin(α)fy(z), α ∈ [0, 2pi).
Suppose that U and V are domains in C. A mapping f : U → V is called κ-quasiregular,
abbreviated κ-qr, if it is orientation-preserving, f is in the Sobolev space W 1,2loc (U), and the
directional derivatives satisfy
max
α
|∂αf(z)| ≤ κmin
α
|∂αf(z)|
for almost every z ∈ Ω. If, in addition f is a homeomorphism, then f is called κ-quasiconformal,
abbreviated κ-qc.
We call the constant κ the quasiconformal distortion of f .
This definition of quasiconformal mappings is equivalent to the following geometric defi-
nition. A mapping f : U → V is κ-quasiconformal if and only if for any annulus A ⊂ U ,
1
κ
mod(A) ≤ mod(f(A)) ≤ κmod(A).
We say that a mapping f : U → V is quasiregular (quasiconformal) if it is κ-quasiregular
(κ-quasiconformal) for some κ.
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We assume that f ∈ W 1,2loc (U) since it implies that Jac(f) = |fz|2−|fz¯|2 is locally-integrable.
For the reader who is familiar with qc mappings, but not qr mappings, let us remark that for
homeomorphisms f ∈ W 1,1loc (U), implies f ∈ W 1,2loc (U); however, for quasiregular mappings it
is not sufficient to assume only that f ∈ W 1,1loc (U).
Recall that
fz = ∂f =
∂f
∂z
=
1
2
(
∂f
∂x
− i∂f
∂y
), and fz¯ = ∂¯f =
∂f
∂z¯
=
1
2
(
∂f
∂x
+ i
∂f
∂y
).
Theorem 5.1. Suppose that f : U → V is a homeomorphism in W 1,2loc (U) then f is κ-
quasiconformal if and only if
∂f
∂z¯
(z) = µf (z)
∂f
∂z
(z) for almost every z ∈ U,
where µf is a bounded measurable function satisfying
‖µf‖∞ ≤ κ− 1
κ+ 1
< 1.
The function µf is called the Beltrami coefficient of f .
If f is a κ-quasiconformal mapping with Beltrami coefficient µf , let κ(f) be the minimal
κ so that the quasiconformal distortion of f is bounded by κ. We have that
‖µf‖∞ = κ(f)− 1
κ(f) + 1
and κ(f) =
1 + ‖µf‖∞
1− ‖µf‖∞ .
We will drop the subscript on the Beltrami differential when it is clear to what mapping we
are referring.
By Weyl’s Lemma a 1-quasiconformal mapping is conformal and a 1-quasiregular mapping
is holomorphic (see [AIM], Lemma A.6.10). The following are some basic properties of
quasiconformal mappings.
Proposition 5.2. Let f : U → V be a κ-qc mapping onto V and let g : V → C be a κ′-qc
mapping. Then
• f is differentiable a.e. on U .
• f−1 : V → U is κ-qc.
• g ◦ f : U → C is κ′κ-qc.
Quasiregular mappings can be factored into a qc mapping followed by a holomorphic
mapping.
Proposition 5.3 (Stoilow Factorization). Suppose that f is quasiregular and defined on a
simply connected domain Ω. Then f = h ◦ g. where g : Ω → Ω is quasiconformal and h is
holomorphic on Ω.
It follows that if f : U → C is a quasiregular mapping, then f is open and discrete.
Moreover, if f : U → C is quasiregular, then there exists k ∈ [0, 1) such that |fz¯| ≤ k|fz|
almost everywhere in U , and we have
∂f
∂z¯
= µ(z)
∂f
∂z
, µf :=
fz¯
fz
with ‖µf‖∞ ≤ k.
COMPLEX BOUNDS FOR REAL MAPS 49
5.2. Asymptotically holomorphic extensions of a C3 mapping. Let K 6= ∅ be a
compact subset of R2, U an open neighbourhood of K and f : U → C a C1 map. We say
that f is asymptotically holomorphic of order t, t ≥ 1, on K ⊂ R2 if for every (x, y) ∈ K
∂
∂z¯
f(x, y) = 0,
and
∂
∂z¯
f(x, y)
d((x, y),K)t−1 → 0
uniformly as (x, y)→ K for (x, y) ∈ U \ K.
In our applications of asymptotically holomorphic extensions, K will be an interval con-
tained in the real line.
Lemma 5.4. [GSS´2, Lemma 2.1] Suppose that f : [0, 1] → [0, 1] is a C3 mapping. Let
0 = u0 < v0 = u1 < v1 = u2 < · · · = un < vn = 1 be a partition of the interval such
that on each interval (ui, vi), f is either a diffeomorphism , hi, with h
′
i(ui), h
′
i(vi) 6= 0, or
f can be expressed in the form f(x) = f(ζi)(1 − hi(x)`) for ζi ∈ (ui, vi) ∩ Crit(f) and
hi is a diffeomorphism such that h
′
i(ui), h
′
i(vi) 6= 0, and hi(ζi) = 0. In either case, the
diffeomorphism hi has a C
3-extension to a diffeomorphism Hi defined on a neighbourhood U
of the interval [ui, vi] in the complex plane and Hi is asymptotically holomorphic of order 3
on [ui, vi] in U . Moreover, the neighbourhood U and the extension Hi are symmetric with
respect to the real axis.
We will also use f to denote the asymptotically holomorphic extension of order three
of a map f , and whenever we refer to an asymptotically holomorphic extension we mean
the asymptotically holomorphic extension of order three given by Lemma 5.4. We refer the
reader to [GSS´2] for background on asymptotically holomorphic extensions of real maps. Let
us remark that in general κ-quasiregular mappings are only differentiable almost everywhere;
however, in our setting, they are C3.
An equivalent definition of κ-quasiconformal is the following: H : U → V is κ-quasiconformal
iff H ∈ W 1,2loc (U) and
(5.1) |DH(z)|2 < κJ(H, z),
where DH = Hz + Hz¯ and J(H, z) = |Hz|2 − |Hz¯|2. Direct calculation shows that if H
is an asymptotically holomorphic extension given by Lemma 5.4 at a point x ∈ R, then
J(H, x) = |h′(x)|2. Since each h is a diffeomorphism, we can assume that this quantity is
bounded away from 0 by µ. Calculating,
Hz¯(x+ iy) =
1
2
(∂H
∂x
(x+ iy) + i
∂H
∂y
(x+ iy)
)
< C|y|2.
This implies that
|Hz(x+ iy)| = 1
2
∣∣∣∂H
∂x
(x+ iy)− i∂H
∂y
(x+ iy)
∣∣∣  |h′(x)|.
Thus, if |y| < η, H is 1+η2-quasiconformal, close to the real line we have that J(H, x+ iy)
is close to both |Hz(x+ iy)|2 and |h(x)|2. Thus
1 + η2 >
|DH(z)|2
J(H, z)
 |Hz(z)|
2
|Hz(z)|2 + 2
|Hz(z)||Hz¯(z)|
|Hz(z)|2 +
|Hz¯(z)|2
|Hz(z)|2 = (1 + µH(z))
2.
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It immediately follows that
µH(z) = O(|Im(z)|2).
Proposition 5.5 ([GSS´2] Proposition 2). Let f : I → R be a C3 diffeomorphism from a
compact interval I with non-empty interior into the real line. There exists ζ > 0 and δ > 0
such that if J is an interval contained in I, 0 < α < pi and diam(Dα(J)) < δ, then
f(Dα(J)) ⊂ Dα˜(f(J)),
where α˜ = α− ζ|J | diamDα(J), and α˜ < pi.
This proposition gives an easy generalization and improvement of the Almost Schwarz
Inclusion Principle, Lemma 4.1.
Corollary 5.6 (Almost Schwarz Inclusion in the asymptotically holomorphic case). For
every small a > 0, there exists α(a) > 0 satisfying α(a) → 0 and a/α(a) → 0 as α → 0,
such that the following holds. Let f : I → R be a C3 diffeomorphism from a compact interval
I ⊃ {0, a} into the real line, with f(0) = 0 and f(a) = a. Let f be a C3 extension of f to a
complex neighbourhood of I, with f asymptotically holomorphic of order 3 on I. Then there
exists ζ > 0 and δ > 0 such that if α(a) < α < pi and diam(Dα([0, a])) < δ, then
f(Dα([0, a])) ⊂ D(1−ζa1+κ)α([0, a]),
where κ ∈ (0, 1) can be taken arbitrarily close to 1.
Proof. Fix α0 ∈ (0, pi/4). Suppose first that α < α0 < pi/2. Proposition 5.5, we have that
f(Dα([0, a])) ⊂ Da˜([0, a]),
where α˜ = α − ζa diam(Dα([0, a])) = α − ζa asinα . Then since α is small, we have that
sinα  α, so that
α˜ = α
(
1− ζ a
2
α2
)
.
Suppose that δ ∈ (0, 1), and let α(a) = a1/2−δ/2. Notice that as a → 0, α(a) → 0 and
a/α(a) = a1/2+δ/2 → 0. Now for any α > α(a), we have that
α˜  α
(
1− ζ a
2
α2
)
≥ α
(
1− ζ a
2
a1−δ
)
= α(1− ζa1+δ).
Hence
f(Dα([0, a])) ⊂ D(1−ζa1+δ)α([0, a]).
Since this holds for all δ ∈ (0, 1), we are done.
On the other hand, suppose that α > α0, then
α˜ = α− ζa diam(Dα([0, a]))  α− ζa2 = α
(
1− ζ a
2
α
)
.
Take any δ ∈ (0, 1) and let α(a) = aδ. Note that as a → 0 both α(a) and a/α(a) → 0.
Moreover, if α > α(a), then we have
α˜  α
(
1− ζ a
2
α
)
≥ α(1− ζa2−δ).
Hence
f(Dα([0, a])) ⊂ D(1−ζa2−δ)α([0, a]).

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Remark. The previous corollary implies that Lemma 4.6 and its corollaries in Subsection 4.1
also hold in the asymptotically holomorphic case if we consider maps C3 provided that the
Standing Assumptions on page 26 hold. We will use them in this generality without further
comment.
The same argument used to prove Proposition 5.5 can be used to prove:
Corollary 5.7. Let f : I → R be a C3 diffeomorphism from a compact interval I with non-
empty interior into the real line. There exists ζ > 0 and δ > 0 such that if J is an interval
contained in I, 0 < α < pi and diam(Dα(J)) < δ, then
f(Dα(J)) ⊃ Dα˜(f(J)),
where α˜ = α + ζ|J | diamDα(J).
5.3. κ-qr box mappings. Let U and V be open Jordan disks in C. We say that a map
F : U → V is a κ-qc branched covering if it can be decomposed as F = G ◦ H where
H : U → U is κ-qc homeomorphism and G : U → V is a holomorphic branched covering.
A mapping F : U → V is qc quasi-box mapping if the following holds. The domain U , is a
possibly countable, union of open Jordan disks Ui, V is a union of finitely many open Jordan
disks Vj with j = 0, . . . , n− 1 and:
• V0, . . . , Vn−1 are pairwise disjoint;
• every connected component Vj ∈ V is either a connected component of U or the inter-
section of Vj with U is a union of Ui’s, each of these contained in Vj (not necessarily
compactly);
• if Ui ⊂ Vj, then U i \ Vj ⊂ R.
• for each i, there exists j such that F |Ui : Ui → Vj is a qc branched covering.
A κ-qr box mapping is defined analogously: we modify the definition of a complex box map-
ping on page 2 to only require that on each component U of U that F |U is a κ-quasiregular
covering map onto a component of V . These mappings are κ-qc branched coverings because
of the Stoilow Factorization Theorem, see for example Corollary 5.5.2 in [AIM].
5.4. Additional tools for asymptotically holomorphic maps. To prove complex bounds
for asymptotically holomorphic maps, we will need to control their quasiconformal distortion.
First, we have the following useful estimate:
Lemma 5.8 (Theorem B [LiS]). Let f be C3 with all periodic orbits hyperbolic repelling.
Then for any α there exists η = η(α) such that for any interval T and any s ∈ N, if
f s : T → f s(T ) is a diffeomorphism, then
s∑
i=0
|f i(T )|1+α < η.
In the next lemma, we prove that when we pull back a Poincare´ disk Dθ(Js) by a diffeo-
morphism, f s : J0 → Js, the total loss of angle is small; so we can estimate the diameters of
the pullbacks by the lengths of their real traces. Since the extension of f is asymptotically
holomprphic of order three, this will give a bound on the quasiconformal distortion of the
extension of f s in terms of
∑s−1
j=0 |Jj|2.
Given an interval I, let
µ(I) = max
J
|J |,
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where the maximum is taken over all pullbacks J of I. Let µ′(I) = maxJ |J |, where the
maximum is taken over all diffeomorphic pullbacks J of I. By [K, Lemma 5.2], if I∩ω(c0) 6= ∅,
there exists a constant τ1 ≥ 1 such that µ′(I) ≤ τ1|I|. Consequently, if I ∩ ω(c0) 6= ∅, then
µ(I) tends to zero as |I| tends to zero.
If f is persistently recurrent on c0 and the Standing Assumptions on page 26 hold we
obtain the following two results.
Lemma 5.9. For any θ ∈ (0, pi/2), there exist ε′ > 0 and θ˜ ∈ (0, pi/2) such that for any
ε ∈ (0, ε′) the following holds. Let f be an asymptotically holomorphic extension of a C3
mapping f . Suppose that |Js| < ε, J0 ∩ ω(c0) 6= ∅ and f s : J0 → Js is a diffeomorphism. Let
{Jj}sj=0 be the chain such that Jj = Compfj(J0)f−(s−j)(Js). Let Us = Dθ(Js), and set
Uj = CompJj(f
−(s−j)(Us)) for j = 0, . . . , s.
Then Uj ⊂ Dθ˜(Jj). Moreover, we can make the difference θ− θ˜ as small as we like by taking
ε sufficiently small.
Proof. Since f is C3, f has an extension to an asymptotically holomorphic map of order 3
on M . Since we are under the Standing Assumptions of Section 2, we can apply Lemma 5.8
to find η = η(1/2) such that
∑s
i=0 |Ji|2 < ηmax0≤i≤k |Ji|1/2. There exists a constant η1 > 0
so that for any i, 0 ≤ i ≤ s, and α ∈ (0, pi/2), we have diam(Dα(Ji)) ≤ η1|Ji|/ sinα. Let K
be equal to the constant ζ from Proposition 5.5. Let θ˜ ∈ (0, θ) and define
θs = θ˜ + (η1K/ sin θ˜)
s∑
i=0
|Ji|2 ≤ θ˜ + (η2/ sin θ˜) max
0≤i≤k
|Ji|1/2,
where η2 = ηη1K. We can assume that the difference θ − θ˜ is as small as we like. Provided
that ε > 0 is small enough, we have that 0 < θ˜ < θs < θ, and that for each i, Dθ˜(Ji) is
contained in the domain of the asymptotically holomorphic extension of f .
Now, set
θj = θj+1 −K|Jj+1| diam(Dθj+1(Jj+1)).
We prove that
θj ≥ θ˜ + (η1K/ sin θ˜)
j∑
i=0
|Ji|2,
for j = 0, 1, . . . , s by induction. It holds for θs by definition. Suppose that it holds for θj+1.
Since
θj+1 ≥ θ˜ + (η1K/ sin θ˜)
j+1∑
i=0
|Ji|2,
we obviously have that θj+1 > θ˜. So that
θj = θj+1 −K|Jj+1| diam(Dθj+1(Jj+1)) ≥ θj+1 − η1K|Jj+1|2/ sin θj+1
≥ θ˜ + (η1K/ sin θ˜)
j+1∑
i=0
|Ji|2 − η1K|Jj+1|2/ sin θj+1
≥ θ˜ + (η1K/ sin θ˜)
j+1∑
i=0
|Ji|2 − η1K|Jj+1|2/ sin θ˜
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≥ θ˜ + (η1K/ sin θ˜)
j∑
i=0
|Ji|2 ≥ θ˜.

Remark. As we can see from Lemma 5.9 the loss of angle when we pull back Poincare´ disks
under asymptotic holomorphic extensions decreases at small scales. In the rest of the paper,
the loss of angle will be calculated for intervals of a given size, so the same bounds will hold
at smaller scales. This fact will be implicitly assumed from now on.
Lemma 5.10. For any θ ∈ (0, pi), δ > 0 and N ∈ N there exists η > 0 and ε > 0 such that
the following holds. Assume that Js 3 c0 is a δ-nice real puzzle piece with |Js| < ε and that
either
(1) c0 is even and Js is δ-free or
(2) that c0 is odd and all critical points in ω(c0) are odd.
Suppose that the chain {Ji}si=0 has order bounded by N and J0 ∩ ω(c0) 6= ∅. Then the
asymptotically holomorphic extension
f s : CompJ0f
−s(Dθ(Js))→ Dθ(Js)
is (1 + η|µ(Js)|1/2)-quasiregular.
Proof. Let Us = Dθ(Js) and set Uj = CompJjf
−(s−j)(Us). Observe that f s|U0 is a proper
map of bounded degree. Let k1 < s be maximal such that Jk1 contains a critical value of f .
Notice that if c0 is even, there exists a constant δ
′ > 0 such that Jk1 is δ
′-free. Let k′1 ≥ k1
be minimal so that Jk′1 ⊂ Js. Since f s−k
′
1|Jk′1 is a diffeomorphism, the sum
s∑
k=k′1
|Jk|2 ≤ η1 max
k=k′1,...,s−1
|Jk|1/2
where η1 = η1(1/2) is the constant from Lemma 5.8. Then by Lemma 5.9, there exists a
constant η′ > 0 such that for any point zk ∈ Uk, k = k′1, k′1 + 1, . . . , s− 1,
|µ(zk)| = ∂f
∂f
(zk) ≤ η′(Im(zk)2) ≤ η′(diam(Uk))2 ≤ η′|Jk|2.
Where the first inequality follows from the fact that f is asymptotically holomorphic of order
three.
So we get that there exists a constant η′′ > 0 such that
s∑
k=k′1
|µ(zk)| ≤ η′′ max
k=k′1,...,s−1
|Jk|1/2.
Let s1 < k1 be maximal so that Js1 ⊂ Js. The domains Js1 , Js1+1, . . . , Jk′1 are disjoint and
small when Jk′1 is small, so, since either all critical points in ω(c0) are odd or c0 is δ
′-free by
Lemma 4.2, diam f−1(Uk1)  |Jk1−1|. Thus, estimating as before, if z ∈ Uk′1 ,
k′1−1∑
t=s1
|µ(zt)| ≤ η′′ max
k=s1,s1+1+...k′1−1
|Jk|1/2.
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We repeat this argument letting k2 < s1 be maximal so that Jk2 contains a critical value
of f . If no such k2 exists, set k2 = 0. Let k
′
2 ≥ k2 be minimal so that Jk′2 ⊂ Js1 and s2 < k′2
maximal so that Js2 ⊂ Js1 , and if no such s2 exists, set s2 = 0. Proceeding inductively, let p
be maximal so that sp 6= 0.
Let z ∈ J0 Then
s∑
k=0
|µ(fk(z))| =
sp∑
k=0
|µ(fk(z))|+
p∑
j=1
sj−1∑
k=sj
|µ(fk(z))| ≤ η′′
p∑
j=1
max
k=sj ,...sj−1−1
|Jk|1/2.
Since maxk=sj ,...sj−1−1 |Jk|1/2 decays exponentially (every Jk is δ′ = δ′(δ,N) > 0 nice), the
result follows. 
6. Pulling back a Poincare´ disc through high iterates of first return maps
The results in this section apply to both maps f ∈ Ab and maps f ∈ A3b for which the
asymptotically holomorphic extensions are as in Subsection 5.2. Recall, we will always work
under the Standing Assumptions on page 26.
6.1. Pullbacks through a monotone branch.
Proposition 6.1. For each δ > 0 and C > 0 there exist δ′ > 0 and λ′ ∈ (0, 1), and for each
θ ∈ (0, pi) there exists ε > 0 such that the following holds. Let I0 be an interval with |I0| < ε
and let I1 ⊂ I0 be a first return domain to I0. Let r be so that RI0|I1 = f r. Assume f r|I1 is
monotone and can be decomposed into at most b maps of the form g◦p`◦h, where p` = x` for
some odd integer ` > 0 and g and h are diffeomorphisms with bounded distortion. Assume
|f r(c)− c| ≥ δ|I1| and |Df r(x)| ≤ C
for all critical points c of f r|I1 and all x ∈ I1. Let {Gj}prj=0 be a disjoint chain with
(f r|I1)(Gjr) = G(j+1)r for j = 0 . . . p − 1, Gpr ⊂ I0 and G0 ∩ ω(c0) 6= ∅. Assume there
exist disjoint intervals K,F 1, F 2 ⊂ I0 with the following properties.
• Gpr ⊂ K,
• F 1 and F 2 are contained in fundamental domains for f r|I1
• |F i| > δ|I0| for i = 1, 2, and
• K is contained in the convex hull of F 1 and F 2.
Let
V = Dθ(K) ∩ CGpr and Ui = CompGif−(pr−i)(V ), for i = 0, . . . , pr.
Then for each z ∈ U0 there exists an interval K ′ such that
z ∈ Dλ′θ(K ′),
where G0 ⊂ K ′ ⊂ (1 + 2δ′)K ′ ⊂ I1.
Proof. Without loss of generality we will assume the map f r|I1 is orientation preserving
and that its fixed point p is equal to 0. The orientation reversing case will follow from the
orientation preserving case by considering by f 2r instead of f r and applying Lemma 4.6 once.
Since f r|I1 has no periodic attractors we have that for each of its critical points c there
exists a maximal m(c) > 0 so that f rj(c) ∈ I1 of all 0 ≤ j ≤ m(c). Consider Ω =
∪{c, . . . , fm(c)(c)}, where the union is taken over all critical points of f r|I1 . Since each F k is
contained in a fundamental domain, F k ∩ Ω contains at most b points for k = 1, 2. So by
slightly shrinking F k, if necessary, we can assume Ω∩F k = ∅ and that the convex hull of F 1
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and F 2 is δ/2-well inside I0. Observe this means that no pullback of F k under f r|I1 contains
a critical point for k = 1, 2.
We will first prove the proposition for the unicritical case. Unless is specify otherwise, we
will assume that all pullbacks of Poincare´ domains under f are taken under the branch of
f−1 that maps Gi+1 to Gi for i ∈ {0, . . . pr − 1}. Observe that the inverse branches of f
extend to the complex plane and we are able to express which inverse branch we are using by
choosing the domain : when we write f−1 : CGj+1 → C, we always mean the choice of inverse
branch that maps Gj+1 to Gj. Consider the chain {Hj}rj=0, with Hr = I0 and H0 = I1.
Let c be the critical point of f r|I1 . We will denote by cj = f j(c) for j ∈ Z, where the
inverse images of c will be taken under the pullbacks defined above. Since c is a critical
point of f r, there exists i (maximal) so that 0 ≤ i < r and ci = c′ for c′ ∈ Crit(f). To orient
ourselves we will assume c > 0. From the fact that f r has no periodic attractors, and that
f r(0) = 0, we have that 0 < c−r < c < cr. The case c < 0 is analogous to this one, taking
into consideration that in this case cr < c < c−r < 0.
We can assume that cr is not contained in Gpr. Otherwise, let Jr be the convex hull of F
1
and F 2. Since Jr \ (1 + δ)−1Jr is disjoint from Ω, we can apply Corollary 4.7 to find λˆ > 0
so that U(p−1)r ⊂ Dλˆθ(J0)∩CG(p−1)r ,where f r(J0) = Jr. Since G(p−1)r does not contain cr we
can start the proof at time (p− 1)r, instead of pr.
We will first consider the case when Gpr is in the right hand component of R \ {cr}, G0
is in the left one, and F 1 and F 2 are in opposite components. Without loss of generality
assume F 2 and Gpr are on the same component of R\{cr}. Note that the relative position of
F 1 and F 2 with respect to 0 has not been specified; see Figure 6 for a possible configuration.
cr Gpr F
20F
1
fr(c)
=G0
Figure 6. Configuration w.r.t. cr ( the critical value of f r).
Let Rpr = F
2 and Lpr = F
1 and consider the chain {Rj}prj=(p−1)r given by the pullbacks
under the branches of f−1 which map Gj+1 to Gj. Observe that all intervals Rj are contained
in R for (p− 1)r ≤ j ≤ pr. On the other hand, if we consider the pullbacks of Lpr under the
same maps, we get that L(p−1)r+i+1 is not in the same component of R \ {c′} as G(p−1)r+i+1
(see Figure 7).
ci+1 G(p−1)r+i+1 R(p−1)r+i+1L(p−1)r+i+1 =
f(c′)
Figure 7. Pullback at time i+1.
This means that the pullback of L(p−1)r+i+1 under the branch of f−1 which mapsG(p−1)r+i+1
to G(p−1)r+i does not lie in the real line.
By Lemma 4.5, there exists λ ∈ (0, 1) so that
V ⊂ Dλθ(Lpr) ∪Dλθ(Rpr) ∪ A,
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where A is the bounded component of the complement of Dλθ(Lpr) ∪Dλθ(Rpr). In order to
control the pullbacks of points in V we will, separately, control the pullbacks of points in
Dλθ(Lpr), Dλθ(Rpr) and A.
Let q be maximal with 0 ≤ q < p and so that Gqr and Gpr are in the same component
of R \ {cr}. From the choice of q, the intervals Rjr and Gjr are in the same component of
R \ {cr} for j = q, . . . , p.
To pullback Dλθ(Rpr). Let z
pr ∈ Dλθ(Rpr) and consider the sequence of points {zj}prj=0,
where zj is preimage of zj+1 under the branch of f−1 specified above.
(a) Assume that q = 0 or that q > 0 and the intervals G(q−1)r and R(q−1)r lie in the same
component of R \ {cr}. Then, since the chain {Rj}prj=(q−1)r is disjoint we can apply
Lemma 5.9 to find λ0 ∈ (0, 1) so that
z0 ∈ Dλ0θ(R0).
Observe that R0 lies between 0 and Rpr and that the distance between R0 and 0
is comparable to |R0|. So there exists δ0 > 0 so that (1 + 2δ0)R0 ⊂ I1, and the
proposition follows.
(b) Assume that q > 0 and the intervals G(q−1)r and R(q−1)r lie in opposite components
of R \ {cr}. Apply Lemma 5.9 to find λ1 ∈ (0, 1) so that
z(q−1)r ∈ Dλ1θ(R(q−1)r).
If q = 1 then (q − 1)r = 0 and the result follows as in (a). If q > 1, then by Lemma
5.9, we can choose λ2 > 0 so that
z(q−2)r+i+1 ∈ Dλ2θ(R(q−2)r+i+1).
Observe that R(q−2)r+i+1 and G(q−2)r+i+1 are in different components of R \ {ci+1}.
By the assumptions on f r, we know that the interval (c−r−j, cj) has size comparable
to |Hj| for j ∈ {i, i + 1}. So we can apply Lemma 4.4 to find λ3 > 0 so that
image of Dλ2θ(R(q−2)r+i+1) under the branch that maps G(q−2)r+r+i to G(q−2)r+r+i−1
is contained in Dλ3θ(c−r−i, ci). See Figure 8.
f(c′) = ci+1G(q−2)r+i+1 R(q−2)r+i+1
c′ = cic−r−iG(q−2)r+i
f
c−r−i−1
Figure 8. Controlling the loss of angle after f(c′) (c′ ∈ Crit(f)).
In particular
z(q−2)r+i ∈ Dλ3θ(c−r−i, ci).
Finally, if we let R′(q−2)r+i = (c−r−i, ci) and we consider the chain {R′j}(q−2)r+ij=0 the
result follows as in Case (a).
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In conclusion, exist an interval K˜ ⊂ I1 and constants λ˜ ∈ (0, 1) and δ˜ > 0 so that
(1 + 2δ˜)K˜ ⊂ I1 and for all zpr ∈ Dλ˜θ(Rpr) we have that
z0 ∈ Dλ˜θ(K˜).
To pullback Dλθ(Lpr). Pick z
pr ∈ Dλθ(Lpr) and consider the sequence of points {zj}prj=0,
where zj is the preimage of zj+1 under the branch of f−1 specified above.
By Lemma 5.9, there exists λ′1 > 0 so that
z(p−1)r+i+1 ∈ Dλ′1θ(L(p−1)r+i+1).
By assumption L(p−1)r+i+1 and G(p−1)r+i+1 are in different components of R \ {ci+1}. Let
Lˆ = (f−1|CGi+1 )(Dλ′1θ(L(p−1)r+i+1)). By Lemma 4.4, there exists λ′2 > 0 so that
Lˆ ⊂ Dθ(ci, wi) ∪Dλ′2θ(R(p−1)r+i) ∪ A′
where A′ is the bounded component of the complement of Dθ(ci, wi) ∪ Dλ′2θ(R(p−1)r+i) and
wi is defined as follows. If cr ∈ I1, let wi = c2r−i. If cr /∈ I1, let wi be the boundary point of
Hi that lies on the same side of ci as G(p−1)r+i. In either case, the size of the interval (ci, wi)
is comparable to |R(p−1)r+i| and |Hi|. See Figure 9.
c′ = ci G(p−1)r+i
Dθ(ci, wi) Dλ′2θ(R(p−1)r+i)
Lˆ
R(p−1)r+iwi
Figure 9. Use two domains to control the loss of angle at ci = c′ ∈ Crit(f)
Consider the chain {Bj}r−1j=0 with Br−1 = (ci, wi) and B0 the pullback of Br−1 contained in
Hi+1. By Lemma 5.9, we can choose λ
′
3 > 0 so that
CompB0(f
−(r−1)Dθ(Br−1)) ⊂ Dλ′3θ(B0).
By Lemma 4.4, we can choose λ′4 > 0 so that the component of the inverse image of Dλ′3θ(B0)
under f that lies on the same side of ci as G(p−1)r+i, denoted by Bˆ, satisfies the following
Bˆ ⊂ Dθ(ci, wi) ∪Dλ′4θ(R(p−1)r+i) ∪ C ′
where C ′ is the bounded component of the complement to Dθ(ci, wi) ∪Dλ′4θ(R(p−1)r+i). See
Figure 10.
Thus,
z(p−1)r+i ∈ Dθ(ci, wi) ∪Dλ′4θ(R(p−1)r+i) ∪ C ′.
By definition of λ′4 we have that one of the following holds:
(i) zkr+i ∈ Dθ(ci, wi) for all k ∈ {q − 1, . . . p − 1}. In particular, z(q−1)r+i ∈ Dθ(ci, wi).
If we let R′(q−1)r+i = (ci, wi), the proposition follows as in (a); considering the chain
{R′j}(q−1)r+ij=0 , instead of the the chain {Rj}(q−1)r+ij=0 .
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c′ = ci G(p−1)r+i
Dθ(ci, wi) Dλ′4θ(R(p−1)r+i)
Bˆ
R(p−1)r+iwi
Figure 10. Adjust the angle at ci = c
′ ∈ Crit(f)
(ii) There exists k ∈ {q − 1, . . . p − 1} so that zkr+i ∈ Dλ4θ(R(p−1)r+i). Then define
R′kr+i = R(p−1)r+i and apply arguments (a) or (b) above.
iii) zkr+i ∈ C ′ for all k ∈ {q − 2, . . . p − 1}. In particular, z(q−2)r+i ∈ C ′. From Cases
(i) and (ii) we know that there exist δ′5 > 0, λ
′
5 ∈ (0, 1) and intervals K1 and K2
which are δ′5-well inside I
1 so that the following holds. If z(q−2)r+i ∈ Dθ(ci, wi)
then z0 ∈ Dλ′5θ(K1). And if z(q−2)r+i ∈ Dλ′4θ(R(p−1)r+i) then z0 ∈ Dλ′5θ(K2). So
by the continuity of f , if z(q−2)+i ∈ C ′ we have that z0 is contained in the bounded
component of the complement of Dλ′5θ(K1)∪Dλ′5θ(K2). If we let K3 denote the convex
hull of K1 and K2 we have that z
0 ∈ Dλ′5θ(K3). Finally, the existence of λ′5 implies
that |K1| is comparable to |K3|. Since K1 is a fundamental domain, or contained in
one, the distance between K1 and 0 is comparable to |K1|. So there exists δ′6 > 0 so
that K3 is δ
′
6-well inside I
1, and the proposition follows.
To pullback A. Making λ′4 smaller, if necessary, we can make sure that the following
holds. Given zpr ∈ Dλθ(Rpr) then z(p−1)r+i ∈ Dλ′4θ(R(p−1)r+i). Observe this implies that
given zpr ∈ A then
z(p−1)r+i ∈ Dθ(ci, wi) ∪Dλ′4θ(R(p−1)r+i) ∪ C ′,
and the proposition follows from one of the previous cases.
This completes the proof of the proposition in this case. The arguments given in this proof
also deal with the case when Gpr and G0 lie on the same side of cr and when F
1 and F 2 lie
on the same side of 0. Thus the unicritical case follows.
If f r|I1 is multicritical it will have at most b critical points. It is clear that, by the
monotonicity of f r|I1 , the proposition in this case follows by applying the unicritical case at
most b+ 1 times.

Remark 1. From the proof of Proposition 6.1 we get the extra information that K ⊂ [x, y]
where x, y ∈ I0 are of one the two following types:
• x ∈ {cj−r, cj, cjr}, for j ∈ {1,m} and y ∈ ∂I0;
• x ∈ {cj−r, cj, cjr} and y ∈ {cj+1−r , cj+1, cj+1r }, for j ∈ {1, . . .m− 1}.
Remark 2. We cannot take real pullbacks of the fundamental domains at each step when
there are critical points since we cannot control the order of the pullback of the larger interval
(F 1, F 2).
Remark 3. If f r is a diffeomorphism, we do not require the bound on the derivative.
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6.2. Pullbacks for which the modality is bounded.
Proposition 6.2. For any δ > 0 and N ∈ N there exists λ > 0, and for any θ ∈ (0, pi) there
exists ε > 0 so that the following holds. Let I be a nice interval with |I| < ε. Suppose that
either:
(1) I is δ-free or
(2) c0 is odd.
Let J be an N-modal pullback of I by f t for some t > 0 with J ∩ ω(c0) 6= ∅. Let V = Dθ(I)
and Ui := Compf i(J)f
−(t−i)(V ). Then U0 ⊂ Dλθ(J).
Proof. If we are in case (1), then we have the following. Let {Gj}tj=0 be the chain with
Gt = I and G0 = J . Since I is δ-internally free, F
′ ⊂ I is a nice pair, ω(c0) ∩ I ⊂ F ′
and F ′ ⊂ (1 + 2δ)−1I. Let {Hj}tj=0 be the chain corresponding to the pullbacks of F ′, with
Hj ⊂ Gj. Let F±j be the components of Gj \ Hj. Observe that Gt, Ht is a nice pair, so
their pullbacks are also nice pairs. Since each of the intervals Gj intersects ω(c0) whereas
Gj ∩Hj does not intersect ω(c0) it follows that the intervals F±j are all disjoint. Moreover,
since Hj ⊂ (1 + 2δ′)−1Gj, it follows that the intervals F+j and F−j are not small compared
to Gj.
Decompose f t : J → I as f t|J = DN+1 ◦ P`N ◦ · · · ◦ P`2 ◦D2 ◦ P`1 ◦D1, where each Di is
a diffeomorphism and P`i : z 7→ z`i . The result follows by using Lemma 5.9 to control the
loss of angle when we pull back by a Di and Lemma 4.2 when we pull back by a polynomial.
The first paragraph of this proof ensures that whenever we pullback by an even polynomial,
the critical value is not close to the boundary.

6.3. Pulling back through a non-monotone branch. In this subsection we will control
pullbacks of Poincare´ disks through a long cascade of central returns in the principal nest.
Let I be a nice interval containing a critical point c ∈ ω(c0). Recall the definition of the
principal nest: I0 = I and if In is defined, we set In+1 = Lc(In) for n ∈ N. Let r be so
that RI |I1 = f r. If f r|I1 has a turning point, define m˜ to be minimal with the property
that there is a turning point c′ of f r|I1 such that f r(c′) /∈ Im˜. Note that if I is periodic,
I = I1 = I2 = . . . and m˜ = ∞. In this case f r(Im˜) ⊂ Im˜ and f r(∂Im˜) ⊂ ∂Im˜, so f is
renormalizable and Im˜ = I∞ is periodic. Under the above assumptions we have the following.
Proposition 6.3 (cf. [KSvS] Lemma 11.1). There exists a constant ρˆ > 0 and for each
δ > 0 there exist δ′ > 0 and λ ∈ (0, 1) so that for each θ ∈ (0, pi) there exists ε > 0 with the
following properties. Let I0 = I, I1 = Lc(I) and assume that |I| < ε and (1 + 2δ)I1 ⊂ I. Let
r be so that RI0|I1 = f r. Additionally, if c is odd assume f r|I1 is monotone. Let {Gj}prj=0
be a disjoint chain with Gjr ⊂ I1 for all 0 ≤ j ≤ p − 1, so that pullbacks of Gpr and I are
nested or disjoint. Let {Gˆj}prj=0 be a chain with Gpr ⊂ Gˆpr ⊂ (1 + 2δ)Gˆpr ⊂ I and G0 ⊂ Gˆ0
and define
V = Dθ(Gˆpr) ∩ CGpr and U = CompG0f−pr(V ).
If c is even, then for each z ∈ U , there exists an interval K such that either
(6.1) z ∈ Dλθ(K) and G0 ⊂ K ⊂ (1 + 2δ′)K ⊂ I
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or there exists 0 ≤ p′ ≤ p and intervals K ⊂ I ′ ⊂ Im˜ with
(6.2) fp
′r(z) ∈ Dλθ(K) and Gp′r ⊂ K ⊂ (1 + 2δ′)K ⊂ I ′
where I ′ is ρˆ-nice if m˜ <∞.
If c is odd, then for each z ∈ U , there exists an interval K such that (6.1) holds.
Proof. Let z ∈ U . If p ≤ 10 or if m˜ = 1, then we can apply Corollary 4.8 finitely many
times to complete the proof. If p ≤ 10, then (6.1) holds and if m˜ = 1, then (6.2) holds for
p′ = p− 1, so we will assume that p > 10 and m˜ ≥ 2.
Let us first assume that the RI restricted to I
1 is monotone. Apply Corollary 4.8 twice
to find λ1 > 0 so that f
(p−2)r(z) ⊂ Dλ1θ(I2). If the size of I2 is comparable to the size of
I1 we can apply Lemma 3.10 to f r|I2 . Since (1 + 2δ)I1 ⊂ I0 there exists δ1 > 0 so that I2
is δ1 well-inside I
1. Using the connected components of I1 \ (1 + δ1)I2 we can find suitable
fundamental domains and apply Proposition 6.1 to show (6.1).
If |I2|/|I1| < ε, for  > 0 small, we get that I2 is deep-inside J = (1 + δ)I1. Since J is
well-inside I and f r is monotone there exists C = C(ε) > 0 so that Jˆ = Compc0f
−r(J) ⊂
(1 + 2C)Jˆ ⊂ J . Note that C → ∞ as  → 0. Since m˜ > 1, there are no critical points or
critical values of f r|I1 contained in I \ I1, so we can apply Lemma 4.6 to find λ2 ∈ (0, 1) so
that Compcf
−rDλ1θ ⊂ Dλ2θ(J ′). Making  small enough we get the following. Given x ∈ Jˆ
Compcf
−rDλ1θ(J) ⊂ Dλ2θ(J ′) ⊂ Dλ1θ(J),
so we get (6.1).
From now on we will assume that c is even.
Claim 1. There exists a (universal) constant ν ∈ (0, 1) such that if |I2|/|I0| ≤ ν then (6.1)
holds.
Proof of Claim 1. Assume |I2|/|I0| ≤ ν. Since c is even, there exists C = C(ν) so that
(1 + 2C)I2 ⊂ I0, which in turn implies that there exists a constant C ′ = C ′(ν) so that
(1+2C ′)I2 ⊂ I1. Recall that f (p−2)r(z) ∈ Dλ1θ(I2). By Corollary 4.8, there exists λ3 ∈ (0, 1)
such that for each x ∈ I2,
Compxf
−r(Dλ1θ(0.5I
1)) ⊂ Dλ3θ(I2).
If ν is sufficiently small, depending only on the choice of 0.5, then
Dλ3θ(I
2) ⊂ Dλ1θ(0.5I1),
from which it follows that (6.1) holds. X
From now on, we will assume that |I2|/|I0| > ν.
Let E1 and E2 be the outer monotone branches of f
r|I1. In order to be definite, let E1 be
so that f r|E1 is orientation preserving. Let cl be the turning point in ∂E1 and cr the turning
point in ∂E2
Claim 2. There exist universal constants κ1, κ2 > 0 and C > 1 such that
(1) for any critical point c of f r|I2, dist(f r(c), c) ≥ κ1|I0|;
(2) |(f r)′(x)| ≤ C for any x ∈ I2;
(3) either f r(Im˜) ∩ Im˜ = ∅ or |Ei ∩ Im˜| ≥ κ2|I0|, for i = 1, 2.
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Proof of Claim 2. From Claim 1 we have that |I2|/|I0| > ν, so (1) and (2) follow from
Lemma 3.10. Statement (3) follows from Statements (1) and (2).X
Claim 3. It is enough to prove the proposition for the case that Gpr ⊂ Im˜ and fpr(z) ∈
Dλˆθ(J) \ Dθ(I1) for some constant λˆ ∈ (0, 1) and δˆ > 0 (which do not depend on θ) and
some interval I2 ⊂ J ⊂ (1 + 2δˆ)J ⊂ I1. In particular, we can assume that f r(Im˜) ∩ Im˜ 6= ∅
(because otherwise (6.1) holds).
Proof of Claim 3. If necessary we can apply Corollary 4.8 to obtain λ4 ∈ (0, 1) so that
f (p−1)r(z) ∈ Dλ4θ(I1). Replacing p by p − 1 and θ by λ4θ we may assume that Gˆpr ⊂ I1
and fpr(z) ∈ Dθ(I1). If z ∈ Dθ(I1), then (6.1) holds and the proof is completed. So we
may assume that there exists a maximal q with 0 ≤ q < p such that f qr(z) /∈ Dθ(I1). Since
f (q+1)r(z) ∈ Dθ(I1), by Corollary 4.8 there exist δ2 > 0 and λ5 ∈ (0, 1) such that
(6.3) f qr(z) ∈ Dλ5θ(J) \Dθ(I1),
where J is an interval with I2 ⊂ J ⊂ (1 + 2δ2)J ⊂ I1 (see Figure 11).
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Figure 11. The sets Dθ(I
1) and Dλ1θ(J). The point z is ‘jumping’ and we
will capture it by J .
Let us first see what happens if f r(Im˜)∩Im˜ = ∅. In this case the only way that an interval
Gj could have a pullback under f
r is if it is a pullback under E1. Assume this is the case.
Claim 1 and Lemma 4.5 allow us to find δ3, λ6 > 0 and K an interval δ3−well-inside E1
such that f qr(z) ∈ Dλ6θ(K). We can find fundamental domains of size comparable to I1
for the map f r|E1 : E1 → f r(E1) as follows. On one side the fundamental domain is given
by an interval in I0 \ I1 and on the other side it is given by the cl and f r(cl). Applying
Proposition 6.1 we get (6.1). From now on assume f r(Im˜) ∩ Im˜ 6= ∅.
If q ≤ 2, then by applying Corollary 4.8 at most twice, we obtain (6.1). So we may assume
that q ≥ 3. If Gqr ⊂ Im˜, then the claim follows from (6.3). So we will assume that Gqr 6⊂ Im˜.
From this assumption and the fact that the intervals Gi are disjoint we get that if Gqr 6⊂ E1,
then Gqr ∩ E1 = ∅. In this case we apply Corollary 4.8 once and the argument used define
q and (6.3) to prove the claim. If Gqr ⊂ E1 let q′ ≥ 0 be minimal so that for all i with
q′ ≤ i ≤ q, Gir ⊂ E1. Note that I1 is well-inside I0 (and therefore I2 is well-inside I1) and
since mˆ > 1 all critical points of f r|I1 are contained in I2. Observe that since I1 is well-
inside I0 and by (1) and (2) of Claim 2 that (f r|E1)−1(E1) is well-inside E1. We can apply
Proposition 6.1 to f r|E1 and therefore we obtain λ7 > 0 so that f q′r(z) ∈ Dλ7θ(E1 ∩ I1).
If q′ = 0, 1, then applying Corollary 4.8 gives (6.1). By the choice of q′, Gir ⊂ Im˜ for all
0 ≤ i ≤ q′ − 2. If f (q′−2)r(z) ∈ Dθ(I1), then we can repeat the above argument choosing an
integer q < q′ − 2 as above. Hence the claim follows.X
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Since f r is a composition of folding maps, f r(Im˜∩E1) = f r(Im˜∩E2) = f r(Im˜). Let J1, J2
be the outermost connected components of (f |Im˜)−r(Im˜) that intersect E1, E2 respectively.
Note that cl and cr are the turning points in the boundaries of E1 and E2 respectively.
Let J1,1 and J1,2 (if it exists) be the two outermost components of (f |J1)−r(J1) such that
f r|J1,j, j = 1, 2 is monotone. See Figure 12.
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Figure 12. Two examples of cases where m˜ <∞ and one with m˜ =∞ and
Im˜ = ∩m≥0Im. The intervals E1, E2 are marked in solid lines; the dashed lines
refer to the intervals J1, J2 and the dotted lines are Jij.
Claim 4. If Im˜ is well-inside Im˜−1 then (6.1) or (6.2) holds for p′ = p− 1 and I ′ = Im˜.
Let us remark that when we say well-inside, we mean that (1 + 2η)Im˜ ⊂ Im˜−1 for some
universal η > 0, one is welcome to think of η as being the constant δ > 0 from Lemma 3.8.
Proof of Claim 4. By Claim 2 w have that |Im˜| is comparable to |I0|, and by Claim 3 we
have that fpr(z) ∈ Dλˆθ(J) \Dθ(I1). Hence by Lemma 4.5 there exists a constant λ8 ∈ (0, 1)
so that fpr(z) ∈ Dλ8θ(Im˜). Since Im˜ is well-inside Im˜−1, by Corollary 4.8 we obtain constant
λ9 ∈ (0, 1), so that f (p−1)r(z) ∈ Dλ9θ(K ′) for some interval K ′ which is well-inside Im˜ by
Lemma 3.3. X
Let us describe the current situation. The interval Im˜ is not well-inside Im˜−1, and |Im˜|
is comparable to |I0|. Moreover, there exists a universal constant κ3 ∈ (0, 1) such that the
intervals Ji, J1,i, i = 1, 2 all have length at least κ3|Im˜|, the intervals J1, J2 and J1,2 are not
necessarily well-inside Im˜, and J1,2 is not necessarily well-inside J1. Moreover, we can assume
that the properties from Claim 3 hold (and in particular that Gpr ⊂ Im˜).
Claim 5. There exists a constant κ4 ∈ (0, 1) so that each critical point c′ of f r|Im˜ is contained
in (1 + 2κ4)
−1Im˜ and f r(J1,1) \ J1,1 contains an interval of size κ4|J1,1|.
Proof of Claim 5. The first statement follows from the Claim 4, from Lemma 3.10 and since
f r|Im˜ has no attracting fixed points. The second statement follows from the first one and
Claim 2. X
Claim 6. There exist δ0 > 0, λ0 ∈ (0, 1) depending on δ and for each z ∈ U there exists an
interval K0 such that either (6.1) holds with K = K0 and δ
′ = δ0 or there exists p0 < p such
that
(6.4) fp0r(z) ∈ Dλ0θ(K0) and Gp0r ⊂ K0 ⊂ (1 + 2δ)K0 ⊂ Im˜.
Proof of Claim 6. If G(p−1)r ∩ J1,1 = ∅, then by Claim 5, G(p−2)r is well-inside Im˜ and
by applying Lemma 4.6 twice we obtain equation (6.4) for p0 = p − 2 for some interval
K0 ⊃ G(p−2)r which is well-inside Im˜. So let p1 < p be minimal so that Gir ∩ J1,1 6= ∅
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for i = p1, . . . , p − 1. Suppose first that p − p1 ≥ 2. We pull back twice using Corollary
4.8, to obtain an interval K1 which is well-inside J1,1. One component of f
r(J1,1) \ J1,1 is
a fundamental domain to one side of K1 and one component of I
0 \ I1 is a fundamental
domain to the other side. Claims 4 and 5 imply that the fundamental domains and the
gap between them all have length comparable to Im˜. So we can apply Proposition 6.1 to
f r|J1,1 → f r(J1,1) ⊂ Im˜ and thus obtain an interval K ′ which is well-inside J1,1 and a
constant λ10 > 0 so that f
p1r(z) ∈ Dλ10θ(K ′). If p1 = 0, then (6.1) holds and if p1 > 0
(including the case p− p1 < 2), then G(p1−1)r ∩ J1,1 = ∅, and we argue as in beginning of the
proof of this claim. X
Claim 7. If m˜ <∞, then there exist 0 ≤ p′ ≤ p0, δ′ > 0 and λ′ ∈ (0, 1) so that
(6.5) fp
′r(z) ∈ Dλ′θ(K ′) and Gp′r ⊂ K ′ ⊂ (1 + 2δ′)K ′ ⊂ Im˜,
where either p′ = 0 or where p′ > 0 and (1 + 2δ′)K ′ ⊂ I ′, where I ′ is a ρˆ-nice interval in Im˜
which is equal to LGp′r(Im˜) or to LGp′r(LG(p′−1)r(Im˜)).
Proof of Claim 7. Let Ak be the component of f
−r(Im˜) containing Gkr. As before we can
assume that p0 ≥ 1. Let p1 ≤ p0 be minimal so that for all i with p1 ≤ i < p0, Gir is a
pullback of G(i+1)r through J1,1. If p1 is less than 3, then (6.1) holds by Corollary 4.8, so we
will assume that p1 > 3. Because of Claim 5, as in Claim 6, we can apply Proposition 6.1
to f r : J1,1 → f r(J1,1) ⊂ Im˜. If p1 < p0, then this implies that there exist δ′1 > 0, λ′1 ∈ (0, 1)
and an interval K ′1 so that
fp1r(z) ⊂ Dλ′1θ(K ′1),
where Gp1r ⊂ K ′1 ⊂ (1 + 2δ′1)K ′1 ⊂ J1,1 = Ap1 . So in any case we get that there exist δ′2 > 0,
λ′2 ∈ (0, 1) and an interval K ′2 so that
f (p1−1)r(z) ⊂ Dλ′2θ(K ′2),
where Gp1r ⊂ K ′2 ⊂ (1 + 2δ′2)K ′2 ⊂ Ap1−1 (here we use that Gp1r ⊂ K ′1 ⊂ (1 + 2δ′1)K ′1). To
finish the proof, we show that we can pull back until we arrive in a return domain to a nice
interval that is ρ-well-inside that nice interval,for a universal ρ, so that the return domain is
ρˆ-nice, for ρˆ > 0, universal, by Corollary 3.4.
In the remainder of the proof, when we say that an interval J well-inside an interval I, we
mean that (1 + 2η)J ⊂ I, where η depends only on the universal constants from Claims 2,3
and 5. Note that Ap1−1 is well-inside I
m˜ unless Ap1−1 = J1 or J2. So unless Ap1−1 = J1 or J2
the claim follows taking I ′ = Ap1−1. If Ap1−1 = J1, then we are done if G(p1−1)r is contained
in a landing domain to J1 that is well-inside J1. The only way that this does not happen
is if G(p1−1)r ⊂ J1,2. So suppose that this is the case. Under one more pullback G(p1−2)r is
either inside a return domain to Im˜ that is well-inside Im˜ or inside a return domain to J1
that is well-inside J1 or it is contained in J2. We are done except in the last case, but then
we do the following. If Ap1−1 = J2, we pull back once more. If Ap1−2 is not J1 or J2 we
are done. If Ap1−2 = J2 and J2 is not monotone, then we are well-inside a landing domain
to J2 that is well-inside J2. Suppose J2 is monotone. Pulling back once more, we are done
unless Ap1−3 = J1. In this case we are done after one more pullback. So the claim and the
proposition follow from Corollary 4.8. 
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7. Pulling back a Poincare´ disc along a chain with bounded combinatorial
depth
The results in this section apply to maps f ∈ Ab and to asymptotically holomorphic
extensions of maps f ∈ A3b , as in Subsection 5.2. Once again, we recall that we always
assume that the Standing Assumptions on page 26 hold.
Let I be a nice interval containing the critical point c0, and let m ≥ 1 be minimal so that
RI(c0) /∈ Im. Notice that m ≥ mˆ (defined on page 20). Recall,
C(I) :=
{
Im if I is non-terminating and
I∞ otherwise.
If J is a return domain to an arbitrary nice interval I, and {Gi}ri=0 is the chain with
Gr = I and G0 = J where r is the return time of J to I, we define
Crit(I; J) =
( r−1⋃
i=0
Gi
)
∩ Crit(f).
Similarly, if G = {Gj}sj=0 is an arbitrary chain such that the pullbacks of Gs and I are either
nested or disjoint, G0 ⊂ I and 0 = n0 < n1 < · · · < np = s are the integers with Gni ⊂ I,
we define
Crit(I;G) =
p−1⋃
i=0
Crit(I;LGni (I)).
For any nice interval I and any critical point c we define
kc(I,G) = inf{kc ≥ 0 : there exists no j = 1, 2, . . . , s− 1 with Gj ⊂ Ckc(Lˆc(I))},
where we take C0(Lˆc(I)) = Lˆc(I) and
k(I,G) =
∑
c∈Crit(I;G)
kc(I,G).
The combinatorial depth of the chain G with respect to I is defined to be k(I;G). Note that
k(I,G) is well-defined even if I does not contain a critical point. If J and I are nice intervals
with nested or disjoint pullbacks and c ∈ J ⊂ I, then we define
k(I, J) = min{k ≥ 0 : Ck(I) ⊂ J}
and take
kˆ(I, J) =
∑
c∈Crit(f)
k(Lˆc′(I), Lˆc′(J)).
Remark. In the presence of terminating intervals it is possible for the combinatorial depth
to be infinite. Let {Gj}sj=0 be a chain and suppose that Cnc (I) is terminating. Then for
all k > n, Ckc (I) = Cn+1c (I), so if some interval Gk0 is contained in Cn+1c (I) we get that
k(I, {Gj}sj=0) is infinite.
Proposition 7.1 (cf. [KSvS], Proposition 11.2). For each δ > 0, k ≥ 0 and N ≥ 0 there
exist µ(k,N, δ) ∈ (0, 1) and δ′ > 0, and for each θ ∈ (0, pi) there exists ε > 0 so that the
following holds. Let I be a δ-nice interval with |I| < ε. Suppose that G := {Gi}si=0 is a chain
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such that G0, Gs are nice intervals contained in I, the pullbacks of Gs and I are nested or
disjoint, the intervals G0, . . . , Gs−1 are pairwise disjoint and G0 ∩ ω(c0) 6= ∅. Assume that
k(I,G) ≤ k and #Crit(I;G) ≤ N.
Let Gˆs be an interval with Gs ⊂ Gˆs ⊂ (1 + 2δ)Gˆs ⊂ I. Let V = Dθ(Gˆs) ∩ CGs and Ui =
CompGif
−(s−i)(V ) for i = 0, . . . , s. Then, there exists an interval Iˆ ⊃ G0 with (1+2δ′)Iˆ ⊂ I
such that
U0 ⊂ Dµ(k,N,δ)θ(Iˆ).
Proof. The proof of this proposition goes by induction on (N, k) with the lexicographical
ordering. If N = 0, then all the branches are diffeomorphisms, so the proposition follows
because the sum of the lengths of the intervals Gˆ0, . . . , Gˆs−1 is uniformly bounded. This
can be seen as follows: let F : J → I be equal to the first return map to I restricted to its
diffeomorphic branches. Let Jn be a domain of F
n and Jn+1 ⊂ Jn a domain of F n+1. Since
F n : Jn → I is a diffeomorphism, by Theorem 3.2 (2) F n|Jn has bounded distortion. Since
each component of J is δ-well-inside I, it follows that there exists κ ∈ (0, 1) depending only
on δ such that |Jn+1| ≤ κ|Jn|. It follows that the sum of the lengths of the intervals Gˆi
contained in I is universally bounded, and now Theorem 3.2 (2) implies that the sum of the
lengths of the intervals Gˆi is universally bounded.
Assume now that the statement holds for all (N ′, k′) for which either N ′ < N or N ′ = N
and k′ < k. We will prove that the statement holds for (N, k). Let G = {Gj}sj=0 be a chain
as above with k(I,G) = k and #Crit(I;G) = N.
Without loss of generality we can assume that I ∩ Crit(f) 6= ∅. If this is not the case we
can define t < s to be maximal so that Gt ⊂ Lc(I), for a critical point c ∈ Crit(f). Suppose
that for no t′, t < t′ < s, we have that Gt′ ⊂ I, then Gs is the first entry of Gt into I,
so we can pull back to time t using Lemma 4.8. Otherwise, let t < t′ < s be minimal so
that Gt′ ⊂ I. Using the argument for N = 0, we pull back from time s to time t′ and using
Lemma 4.8 to pull back from time t′ to time t. In either case, we obtain
Ut ⊂ Dλ0θ(Ht) ∩ CGt ,
where Gt ⊂ Gˆt ⊂ Ht ⊂ (1 + 2δ0)Ht ⊂ Lc(I), where λ0 ∈ (0, 1) and δ0 > 0 depend on δ.
Since I is δ-nice, Lemma 3.3 implies that after shrinking δ0, if necessary, Lc(I) is δ0-nice.
From now on we will assume that I contains a critical point c. Let I1 = Lc(I). Let s′ < s
be maximal such that Gs′ ⊂ I. Applying Lemma 4.8 we get that
Us′ ⊂ Dλ1θ(Hs′) ∩ CGs′ ,
where Gs′ ⊂ Gˆs′ ⊂ Hs′ ⊂ (1 + 2δ1)Hs′ ⊂ LGs′ (I), where λ1 ∈ (0, 1) and δ1 > 0 depend on δ.
Depending on the position of Gs′ we have two cases.
Case 1. Gs′ ⊂ I \ I1. Let J = LGs′ (I). By Corollary 3.4, there exists δ′′ > 0 so that J is
δ′′-nice. Define s1 < s′ minimal such that Gs1 ⊂ J . If there exists no such s1, then Gs′ is
the first entry of G0 to J and the proposition follows from Lemma 4.8.
Let us assume s1 is defined. The structure of the real puzzle and the fact that c escapes
I1 imply that Lc(J) ⊂ Cc(I). It follows easily from this fact and the definition of k that if
any of the intervals Gs1 , . . . , Gs′ enters Cc(I), then
k(J, {Gj}s′j=s1) ≤ k(I, {Gj}sj=0)− 1 = k − 1,
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and if none of the intervals Gs1 , . . . , Gs′ enters Cc(I), then Crit(J, {Gj}s′j=s1) < N . In either
case, replacing I by J we may apply the induction hypothesis to the chain {Gj}s′j=s1 to obtain
Us1 ⊂ Dλ2θ(Hs1) ∩ CGs1 ,
where Gs1 ⊂ Gˆs1 ⊂ Hs1 ⊂ (1 + 2δ2)Hs1 ⊂ J , where λ2 ∈ (0, 1) and δ2 > 0 depend on δ, N
and k. By the minimality of s1 and Lemma 4.8 we have that
U0 ⊂ Dλ3θ(H0) ∩ CG0 ,
where G0 ⊂ Gˆ0 ⊂ H0 ⊂ (1 + 2δ3)H0 ⊂ I, with δ3 > 0 and λ3 ∈ (0, 1) depending only on δ2.
This completes the proof in this case.
Case 2. Gs′ ⊂ I1. There are two possibilities: either the return map to I restricted to I1 is
monotone or it has a turning point.
If the return map is monotone, let 0 ≤ t′′ ≤ s′ be minimal so that Gt′′ ⊂ I1 and Gj ∩ (I \
I1) = ∅ for all j = t′′, . . . , s′. We apply Proposition 6.1 to find λ′′ ∈ (0, 1) so that
Ut′′ ⊂ Dλ′′θ(I2).
If t′′ = 0, we have proved the proposition. If t′′ > 0, there exists 0 ≤ q < t′′ maximal such
that Gq ⊂ I. By definition of q we have that Gq ⊂ I \ I1 and repeating Case 1, we obtain
the induction statement.
Assume that the return map to I restricted to I1 is not monotone. Let 0 ≤ s′′ < s′ be
maximal such that Gs′′ ⊂ I. If s′′ = 0 the proposition follows from Lemma 4.8, so suppose
0 < s′′. If Gs′′ ⊂ I \ I1, then the proposition follows from Case 1, so let us assume Gs′′ ⊂ I1.
Let r1 ≤ s′ be maximal such that Gr1 ⊂ Lˆc′(I), where c′ ∈ Crit(f) is a turning point. Note
that s′′ < r1 ≤ s′. Let J = Lc′(I). By Lemma 4.8, we have that
Ur1 ⊂ Dλ′1θ(Hr1) ∩ CGr1 ,
where Gr1 ⊂ Gˆr1 ⊂ Hr1 ⊂ (1 + 2δ′1)Hr1 ⊂ J, and λ′1 ∈ (0, 1) and δ′1 > 0 both depend only
on δ. Once again, making δ′1 smaller, if necessary, we may assume that J is a δ
′
1- nice. Let
q′ ≤ r1 be minimal such that Gq ⊂ J and let r′1 < r1 be maximal such that Gr′1 ⊂ J . If
r′1 = q
′, the proposition follows from Lemma 4.8, so we assume q′ < r′1. Then we have two
possibilities: either Gr′1 ⊂ J \ J1 or Gr′1 ⊂ J1. If the first holds, then we are in Case 1 and
we obtain the induction statement.
Assume Gr′1 ⊂ J1. Let t1 ≤ r′1 be minimal so that Gt1 ⊂ J1 and Gj ∩ (J \ J1) = ∅ for
all t1 ≤ j ≤ r′1 with Gj ⊂ J. Note that if J 3 c is terminating, since Gt1 ∩ ω(c0) 6= ∅,
then Gt1 ⊂ J∞, so k(Lc(I),G) is infinite. Hence we have that J is non-terminating. By
Proposition 6.3 we obtain α, ρˆ > 0, λ′2 ∈ (0, 1) and for each z ∈ Ut1 an interval K so that
either
(a) f t1(z) ∈ Dλ′2θ(K) and Gt1 ⊂ K ⊂ (1 + 2α)K ⊂ J or
(b) there exist r2 with t1 ≤ r2 ≤ r′1 and a ρˆ-nice interval J ′ ⊂ Jmˆ, so that f r2(z) ∈ Dλ′2θ(K)
and Gr2 ⊂ K ⊂ (1 + 2α)K ⊂ J ′.
If (a) holds, then the same argument used for t′′ in the monotone case proves the proposition.
If (b) holds, then by the definition of m˜, there exists c′′ ∈ Crit(J,G) which enters J\J1 before
it enters Jm˜ ⊃ J ′. Let q′ be minimal such that for every q′ ≤ j ≤ r2 with Gj ⊂ J we have
that Gj ⊂ Jm˜. If we take q′ ≤ r ≤ r2 minimal so that Gr ⊂ J ′, then c′′ /∈ Crit(J ′, {Gj}r2j=r),
and therefore #Crit(J ′, {Gj}r2j=r) < N . Replacing I with J ′, and applying the induction
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hypothesis to the chain {Gj}r2j=r, we have that f r(z) ∈ Dλ′3θ(Jˆ ′), where Jˆ ′ is an interval
such that Gr ⊂ Jˆ ′ ⊂ (1 + 2α′)Jˆ ′ ⊂ J ′ and λ′3 ∈ (0, 1) depend only on α, N and k. If
G0, . . . , Gr−1 avoid J ′, then Lemma 4.8 completes the proof of the proposition. Otherwise,
there exists r3 < q
′ so that Gr3 ⊂ J \ J1. Let r3 be maximal with respect to this property.
Then Gr3 , . . . , Gr−1 avoid J
′ and so applying Lemma 4.8 we obtain f r3(z) ∈ Dλ′′θ(Jˆ ′′) for
some interval Jˆ ′′ satisfying Gr3 ⊂ Jˆ ′′ ⊂ (1 + 2α′′)Jˆ ′′ ⊂ J where α′′ > 0 depends on α′, and
λ′′ ∈ (0, 1) depends on α′, N and k. Applying Case 1, replacing s with r3 completes the
proof in this case. 
8. Pulling back a Poincare´ disc one step along the enhanced nest
The results in this section apply to maps f ∈ Ab and to asymptotic holomorphic extensions
of maps f ∈ A3b , as in Subsection 5.2. We recall that we always assume that the Standing
Assumptions on page 26 hold.
First, we state and prove a lemma which relates a bound on the scaling factors between
two levelswith some combinatorial information.
Lemma 8.1. For each ν ≥ 1, there exists K ∈ N with the following properties. Assume that
Ii and Ii+1 are non-terminating and that both
|Ii|/|Ii+1| and |Ii+1|/|Ii+2| ≤ ν.
Then
k(Ii, Ii+1) and k(Lc(Ii),Lc(Ii+1)) ≤ K for each c ∈ Crit(f) ∩ ω(c0).
Proof. If k(Ii, Ii+1) is large, then by Lemma 3.8, |Ii|/|Ii+1| is large. If c is a critical point
and k(Lc(Ii),Lc(Ii+1)) is large, then by Lemma 3.15 |Lc0Lc(Ii)|/|Lc0Lc(Ii+1)| is large too.
By construction, we have that
Ii ⊃ Lc0Lc(Ii) ⊃ Γ(Ii) ⊃ Ii+1
and
Ii+1 ⊃ Lc0Lc(Ii+1) ⊃ Γ(Ii+1) ⊃ Ii+2.
So, if |Lc0Lc(Ii)|/|Lc0Lc(Ii+1)| is large, and since Ii ⊃ Lc0Lc(Ii) ⊃ Ii+1 ⊃ Lc0Lc(Ii+1) ⊃ Ii+2,
either |Ii|/|Ii+1| or |Ii+1|/|Ii+2| is large, which contradicts our assumption. 
8.1. The renormalizable case. In this subsection, we deal with pullbacks along consecu-
tive intervals of the enhanced nest in the presence of terminating intervals.
Figures 13 and 14 show how these pullbacks are structured.
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Ii−1 non-terminating
and Ii terminating
Iˆ ⊂ Ii−1 terminating
R(Ii)
R(Ii) R(Ii) R(Ii)Feigenbaumterminating non-terminating
R(Ii) = Ii+1Ii+1 Ii+1
Proposition 8.2
Corollary 8.4
Corollary 4.8 Proposition 8.5
=
=
=
=
Figure 13. Pulling back a Poincare´ disk based on Ii−1 to one based on Ii+1 when
Ii−1 is non-terminating and Ii is terminating. We start at the top of the diagram
and the arrows indicate pulling back. The = symbol indicates that there is nothing
to do.
Ii−1 terminating
R(Ii−1)
Feigenbaumterminating non-terminating
R(Ii) = IiIi Ii
Proposition 7.3
Corollary 4.8 Proposition 7.5
R(Ii−1) R(Ii−1) R(Ii−1)
= ==
=
Figure 14. Pulling back a Poincare´ disk based on Ii−1 to one based on Ii when
Ii−1 is terminating. We start at the top of the diagram and the arrows indicate
pulling back. The = symbol indicates that there is nothing to do.
In the next proposition we will deal with the first step of the pullback when Ii−1 is non-
terminating and Ii is terminating, see Figure 13.
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Proposition 8.2. For any ν ≥ 1 there exists λ ∈ (0, 1), and for each θ ∈ (0, pi) there exists
ε > 0 such that the following holds. Suppose that Ii−1 is non-terminating, Ii is terminating,
|Ii−1| < ε and
|Ii−2|
|Ii+1| < ν.
Let r be such that f r|I∞i = RI∞i . Let {Gj}sj=0 be a disjoint chain with G0 ⊂ I∞i and G0 ∩
ω(c0) 6= ∅. Assume that Gsi−1 ⊂ Ii−1 for some si−1 > 2r. Then there exists s′i < si−1 with
Gs′i ⊂ I∞i such that if
Usi−1 = Dθ(Ii−1) ∩ CGsi−1 and U0 = CompG0f−si−1(Usi−1),
then there is an interval K which is well-inside Iˆ such that
Us′i ⊂ Dλθ(K),
where Iˆ ⊃ I∞i−1 is the largest terminating interval in the principal nest
Ii−1 = I0i−1 ⊃ I1i−1 ⊃ . . . .
Moreover, there are at most two integers j with s′i ≤ j ≤ si−1 and Gj ∩ Ii 6= ∅.
Remark. The time s′i is chosen so that the base of the Poincare´ domain containing Us′i is
contained in Iˆ. Pulling back to time s′i is the first step needed to eventually get a Poincare´
disk based on Ii+1 (see Figure 13).
Proof. Let Ii−1 = I0 ⊃ I1 ⊃ I2 ⊃ I3 ⊃ . . . be the principal nest about c0. Let m(0) = 0
and let m(0) < m(1) < m(2) < m(3) · · · < m(l) be the levels the of principal nest such that
RIm(i)−1(c0) /∈ Im(i), i = 1, 2, . . . , l. Note that l < ∞ since Ii is terminating. By definition
Im(l) is terminating, so Im(l) ⊃ I∞i and the return time of Im(l)+1 to Im(l) is r. We will
begin by defining a time j0 from which we will be able to pull back to a time s
′
i, as in the
statement of the proposition, along a bounded number of monotone branches in the principal
nest about c0 and first return maps. We will first pick a sequence of times ki ≤ k′i that give
us good control of the orbit of c0 in the principal nest, I
0 ⊃ I1 ⊃ I2 ⊃ · · · ⊃ Im(l).
Let kl < si−1 be maximal such that Gkl ⊂ I∞i . Let
kl < kl−1 ≤ k′l−1 < kl−2 ≤ · · · < k0 ≤ k′0 < k∗ ≤ j0 ≤ si−1
be defined as follows. See Figure 15 for an illustration of this sequence. Let kl−1 > kl be
minimal such that fkl−1(c0) ∈ Im(l)−1. Since Gkl ⊂ I∞i , kl−1 coincides with the minimal time
> kl such that Gkl−1 ⊂ Im(l)−1 and fkl−1(c0) /∈ Im(l). Assuming that kj is defined, let k′j be
maximal such that for all k, kj ≤ k ≤ k′j, if fk(c0) ∈ Im(j), then fk(c0) ∈ Lc0(Im(j)), and
define kj−1 = k′j + nj where nj is the return time of Lfk′j (c0)(I
m(j)) = Lc0(Im(j)) to Im(j)−1.
Note that the return of fk
′
j(c0) to I
m(j)−1 is non-central, i.e. fkj−1(c0) is not contained in
Im(j). With k′0 defined, we set k∗ = k
′
0 + q0, where q0 is the return time of Lfk′0 (c0)(I
m(0)) =
Im(0)+1 to Im(0). Notice that fk∗(c0) /∈ Im(0)+1. Let j0, si−1 − r < j0 ≤ si−1 be such that
Gj0 ⊂ Lfk∗ (c0)(I∞i ); remember r is the period of I∞i . Since si−1 > 2r, we know that j0 ≥ k∗.
The pullback of Gj0 will follow the same path as the pullback of f
k∗(c0) since they are
both contained in the orbit of I∞i−1. We will use this property below Claim 2, see Figure 16.
Combinatorial Remark 1. Note that by the definition of j0 there exists at most one
interval Gj with j0 ≤ j ≤ si−1 with Gj ⊂ I∞i .
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c0
fk∗(c0)
Lft∗ (c0)(Im(0))
Im(0)
Im(1)fk0(c0)
fk
′
0(c0)
Im(0)+1
fk
′
1(c0)
...
Im(l)
Im(l)−1
fkl−1(c0)
Im(0)+2
...
Im(1)+1
Im(1)+2
Gj0
Gkl
Figure 15. Finding k∗.
We start by pulling back along the first part of the chain, from time si−1 to time j0.
The loss of angle along this segment of the chain will be controlled by Proposition 7.1, so
we need find a way to split the chain into smaller segments, each of them with bounded
combinatorial depth. The argument is complicated by the fact that the chain may enter a
terminating component of the landing map to Ii that contains a critical point and therefore
has infinite combinatorial depth. Let us study the combinatorial depth of the chain {Gj}si−1j=j0
with respect to the interval Ii−1. By construction, there exists at most one interval Gj with
j0 < j ≤ si−1 and Gj ⊂ I∞i−1. Since Ii ⊂ I∞i−1, for each c ∈ Crit(Ii−1; {Gj}si−1j=j0), there exists
at most one interval Gj with j0 < j < si−1 such that Gj ⊂ Lˆc(Ii). Let t1 be maximal so
that j0 < t1 < si−1 and LˆGt1 (Ii) contains a critical point. If t1 is not defined,let t1 = j0. Let
t′1 > t1 be minimal such that Gt′1 ⊂ Ii−1 and let G = {Gj}
si−1
j=t′1
. There exist two possibilities
either
(i) k(Ii−1,G) is finite or
(ii) k(Ii−1,G) =∞.
First, we estimate the combinatorial depth of the chain G if (i) holds.
Claim 1. If k(Ii−1,G) is finite there exists a = a(ν) > 0 such that k(Ii−1,G) < a.
Assume k(Ii−1,G) > a, where a will be chosen later. By the definition of combinatorial
depth, there exists c′ ∈ Crit(Ii−1;G) such that k(Ii−1, {Gj}mc′j=nc′ ) > a/b. Let a∗ be the integer
part of a/b and let c′ ∈ Crit(Ii−1;G) be so that mc′ is maximal and k(Ii−1, {Gj}mc′j=nc′ ) > a∗.
By the definition of combinatorial depth, there exists Gj ⊂ Ca∗(Lˆc′(Ii−1)). Assume j′ is
maximal with t′1 ≤ j′ ≤ si−1 and Gj′ ⊂ Ca∗(Lˆc′(Ii−1)); since j′ > t1, Lc′(Ii) ⊂ Ca∗(Lˆc′(Ii−1)).
Since k(Ii−1,G) is finite none of the intervals Cn(Lˆc′(Ii−1)) is terminating for 1 ≤ n ≤ a∗.
By Lemma 3.8 there exists ρ > 0 such that for any 1 < n < a∗
(1 + 2ρ)Cn+1(Lˆc′(Ii−1)) ⊂ Cn(Lˆc′(Ii−1)).
If c′ = c0, and a is sufficiently big, so a∗ is sufficiently big, this would imply |Ii−1|/|Ii+1| > ν.
So let us assume c′ 6= c0. For each n < a∗ let pn be minimal such that fpn(c0) ⊂ Cn(Lˆc′(Ii−1));
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pn is the first entry time of c0 to Cn(Lˆc′(Ii−1)). Let Cnn and Cnn+1 be the pullbacks of
Cn(Lˆc′(Ii−1)) and Cn+1(Lˆc′(Ii−1)) containing c0 along the orbit c0, f(c0), . . . , f pn(c0), respec-
tively. By Theorem 3.2 (1) there exists ρ′ > 0 such that for any n < a∗
(1 + 2ρ′)Cnn+1 ⊂ Cnn .
Note that an ≤ an+1 so
Cn+1n+1 ⊂ Cnn+1 ⊂ Cnn .
If a is big enough, so a∗ is big enough, this implies that Γ(Ii) ⊂ Lc0(Lc′(Ii)) is deep-inside
Ii−1, which contradicts |Ii−1|/|Ii+1| < ν. X
Remark. From the proof of Claim 1 we get the following. Assume that none of the
intervals Cn(Lˆc′(Ii−1)) is terminating for 1 ≤ n ≤ n0 and that there exists Gj ∈ G with
Gj ⊂ Cn0(Lˆc′(Ii−1)). Then n0 < a. Now we pull back from time si−1 to time j0.
Claim 2. There exist λ0 ∈ (0, 1) and an interval K0 ⊃ Gj0 that is well-inside Im(0) = Ii−1,
so that
Uj0 ⊂ Dλ0θ(K0).
By Theorem 3.1(a) we know that there exists ρ > 0 so that Ii−1 is ρ-nice. Since |Ii−2|/|Ii+1| <
ν, Corollary 3.25 implies there exists δ > 0 such that Ii−1 is δ-free. Shrinking δ, if necessary,
we can assume that Ii−1 is δ-nice and δ-free. Let t < si−1 be maximal so that Gt ⊂ Ii−1.
Since Ii−1 is δ-free we can apply Lemma 4.6 to find λ′ > 0 so that
Ut ⊂ Dλ′θ(LGt(Ii−1)),
with (1 + 2δ)LGt(Ii−1) ⊂ Ii−1. There are two cases to consider:
Case (i): k(Ii−1,G) is finite.
Since we are assuming |Ii−1|/|Ii+1| < ν, Claim 1 tells us that k(Ii−1,G) < a. In this case
Proposition 7.1 allows us to control the loss of angle from time t to time t′1. Since Gt′1 is
the first entry of Gt1 to Ii−1 we can control the loss of angle from time t
′
1 to time t1 using
Corollary 4.8; this means that we can find an interval J1 and constants λ1, δ1 > 0 such that
Ut1 ⊂ Dλ1θ(J1)
with Gt1 ⊂ J1 ⊂ (1 + 2δ1)J1 ⊂ LˆGt1 (Ii−1). Let j0 ≤ t2 < t1 be maximal so that LˆGt2 (Ii)
contains a critical point. If t2 is not defined, the proposition follows after one application of
Corollary 4.8. If t2 is defined let t
′
2 with t2 < t
′
2 ≤ t1 be minimal such that Gt′2 ⊂ Ii−1. If we
let G = {Gj}t1j=t′2 , either Case (i) or Case (ii) holds. If Case (i) holds, we repeat the previous
argument. See below for the argument in Case (ii). The proposition follows after repeating
this argument at most once for each point c ∈ Crit(Ii−1; {Gj}t1−1j=j0), so at most b− 1 times.
Case (ii), k(Ii−1,G) = ∞. By the definition of combinatorial depth, there exist n ∈ N,
t′1 ≤ j ≤ si−1 and a point c ∈ Crit(Ii−1;G), so that Gj ⊂ Cn(Lˆc(Ii−1)), where Cn(Lˆc(Ii−1))
is a periodic interval. For each c ∈ Crit(Ii−1;G), pick nc minimal and mc maximal so that
t′1 ≤ nc ≤ mc ≤ si−1 and Gnc , Gmc ⊂ Lˆc(Ii−1). Let c ∈ Crit(Ii−1;G) be such that mc is
maximal. From the remark at the end of Claim 1 we know the following. There exists m < a
such that Cm(Lˆc(Ii−1)) is periodic, otherwise |Ii1 |/|Ii+1| > ν. Let m0 be minimal such that
Cm0(Lˆc(Ii−1)) is a periodic interval. Let P = Cm0(Lˆc(Ii−1)). By the choice of c there exists
Gj ⊂ P . Even more, since P is a periodic interval and Gkl is the only element of the chain
contained in Ii, there exists only one interval Gtˆ1 ⊂ P with j0 ≤ tˆ1 < si−1. By the definition
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of tˆ1 and the choice of c we can use Proposition 7.1 and Corollary 4.8 to control the loss of
angle from time si−1 to time tˆ1. Thus, there exists an interval J1 and constants λ1, δ1 > 0
with Gtˆ1 ⊂ J1 ⊂ (1 + 2δ1)J1 ⊂ Lˆc(Ii−1) such that
Utˆ1 ⊂ Dλ1θ(J1).
Pick j0 ≤ t2 < tˆ1 maximal such that Gt2 ⊂ Cn(Lc′(Ii−1)) for some c′ ∈ Crit(Ii−1; {Gj}tˆ1j=j0)
and Cn(Lc′(Ii−1)) terminating; if t2 is not defined let t2 = j0. Let tˆ2 < tˆ1 be maximal such
that Gtˆ2 ⊂ Lˆc′(Ii−1). Proposition 7.1 and Corollary 4.8 allow us to control the loss of angle
from time tˆ1 to time t2. The proof follows repeating the previous argument at most once for
each critical point of f , so at most b times . X
Let us continue with the proof of the proposition. Now that we have pulled back to time
j0 we pull back to the desired time s
′
i = j0 − k∗. By the choice of j0 we can restrict all but
a bounded number of these pullbacks to monotone branches of return maps to intervals in
the principal nest. See Figure 16 for an idea of how this will be done. Let us first define
the following times; let m˜(1) < m˜(2) < · · · < m˜(k) be the levels of the principal nest such
that there exists a turning point c of RIm˜(i)−1 such that RIm˜(i)−1(c) /∈ Im˜(i), i = 1, 2, . . . k. Set
m˜(0) = 0, so that Im˜(0) = I0 = Ii−1. Notice that the terminating interval I˜ is equal to Im˜(k)
and that the return time of c0 to I˜ is r. Let j
′
0 < j0 be minimal so that for all t, j
′
0 ≤ t < j0,
we have that if Gt ⊂ Im˜(0), then Gt ⊂ Im˜(0)+1 \ Im˜(1). Define j1 < j′0 to be maximal so that
Gj1 ⊂ Im˜(1). Similarly, define j′1 > j2 > j′2 > . . . jk. If m˜(1) = m˜(0) + 1 or m˜(0) + 2, then
Gj0
Gj′0
Gj1
Im˜(1)
fq0
fq0
fnq0
Im˜(0)
Im˜(0)+1
Gj0−q0 fq0
Figure 16. Pulling back from time j0 to j1.
by applying Corollary 4.8 once or twice there exist λ1 ∈ (0, 1), and an interval K1 that is
well-inside Im˜(1) such that
Uj1 ⊂ Dλ1θ(K1),
so suppose that m˜(1) > m˜(0) + 2. Let q0 be such that f
q0 |Im˜(0)+1 = RIm˜(0)|Im˜(0)+1. Since
|Im˜(0)+1|/|Im˜(0)+2| < ν, and Im˜(0)+1 is well-inside Im˜(0), Lemma 3.10 implies that there exists
κ0 > 0 and C such that for any critical point c of RIm˜(0)+1 |Im˜(0)+2,
|f q0(c)− c| ≥ κ0|Im˜(0)|, and |D(f q0)(x)| ≤ C for all x ∈ Im˜(0)+2.
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Since f q0 is a first return map, by Corollary 4.8, there exist λ′ ∈ (0, 1) and an interval K ′
which is well-inside Im˜(0)+1 such that
Uj0−q0 ⊂ Dλ′θ(K ′).
We have that Gj0−2q0 ⊂ Im˜(0)+2 \ Im˜(1). Let c1 be the turning point of f q0 on the boundary
of the monotone branch of f q0 containing Gj0−2q0 . Let Y denote this monotone branch.
We will now pull back to get the base of the Poincare´ disk inside of Y . Since c1 ∈ Im˜(1),
Gj0−q0 does not contain f
q0(c1). Let c
′ be the critical point of f with the property that
fk(c1) = c
′ with 0 ≤ k < q0 maximal. Let α be the fixed point of f q0 closest to c0 and
let α′ ∈ Compc′f q0−k(Im˜(0)+1) be the preimage of α that lies on the opposite side of c′ to
Gj0−2q0+k. By Lemma 3.10, |c1 − α| is comparable to |Im˜(0)|, so there exists an interval
J0 ⊂ (c1, α) such that |J0| > δ0|Im˜(0)| and J0 does not contain any critical values of f q0 . Let
J ′0 be the pullback of J0 in (c
′, α′), and let J ′1 be the pullback by f
−(q0−k) of the connected
component of Im(0)+1 \ Im(0)+2 on the same side of c1 as Gj0−q0 , so that the convex hull of
J ′0∪J ′1 contains Gj0−2q0+k. There exists δ′0 > 0 such that |J ′0|, |J ′1| > δ′0|Lc′(Im˜(0)+1)|. Let K ′′
be the convex hull of J ′0 ∪ J ′1. There exists δ′′ > 0 and an interval K ′0 which is well-inside
K ′′ such that |K ′0| is comparable to |Lc′(Im(0))| and (1 − 2δ′′)K ′0 \ (1 − 2δ′′)−1K ′0 contains
no critical values of fk. Since Gj0−2q0+k does not contain c
′ by Lemma 4.4, there exists
λ′0 ∈ (0, 1)
Uj0−2q0+k ⊂ Dλ′0θ(K ′0).
Since K ′0 is δ
′′-free we can apply by Lemma 4.6 to find λ1 ∈ (0, 1) and an interval K1 that is
well-inside Y , such that Gj0−2q0 ⊂ K1 and
Uj0−2q0 ⊂ Dλ1θ(K1).
Now, we use an argument similar to the one in the proof of Claim 6 of Proposition 6.3 to
pull back to a Poincare´ disk based in Im˜(1). By Proposition 6.1 and at most one application
of Corollary 4.8, we have that there exists λ2 ∈ (0, 1) such that
Uj′0 ⊂ Dλ2θ(Y ′),
where Y ′ is an outermost monotone branch of f q0|Im˜(0)+1. So we have that there exists
λ3 ∈ (0, 1) and an interval K3 that is well-inside Im˜(1) such that
Uj1 ⊂ Dλ3(K3).
Let q1 be the return time of I
m˜(1)+1 to Im˜(1). By Corollary 4.8, we have that there exists
λ4 ∈ (0, 1) and an interval K4 which is well-inside Im˜(1)+1 such that
Uj1−q1 ⊂ Dλ4θ(K4).
Observe that Gj1−q1 ⊂ Im(1)+1 \ Im(1)+2.
Since Im(0) = Ii−1 is δ-nice, there exists δ1 > 0 such that Im(1)+1 is δ1-nice. If j ∈
{0, . . . , k − 1} is such that there exists j′ ∈ {0, . . . , l − 1} such that m˜(j) = m(j′), then
by Lemma 3.8 there exists δ′1 > 0 such that I
m˜(j)+1 is δ′1-nice. If this is not the case, then
Lc0(Im˜(j)) is well-inside Im˜(j), since there exist two turning points c1, c2, critical points of
f q0 , such that Lc0(Im˜(j)) ⊂ (c1, c2), and by Lemma 3.10, the interval (c1, c2) is well-inside
Im˜(j). Shrinking δ1 if necessary, I
m˜(j)+1 is δ1-nice for all j = 0, . . . , k. Since |Ii−1|/|Ii| < ν, k
is bounded. We complete the proof the proposition by repeating the previous argument, to
pull back from time m˜(0) to m˜(1), k − 1 times.
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Combinatorial Remark 2. Note that there exist at most two intervals Gj with s
′
i ≤ j ≤
si−1 and Gj ⊂ I∞i , and one of them is Gs′i . Thus, there exists at most one interval Gj with
s′i ≤ j ≤ si−1 with Gj ⊂ Ii+1. 
In the next proposition, we will deal with the first step of the pullback when Ii−1 is
terminating, see Figure 14.
Proposition 8.3. For each ν ≥ 1 there exist µ = µ(ν) ∈ (0, 1) and δ > 0, and for each
θ ∈ (0, pi) there exists ε > 0 such that the following holds. Assume that Ii−1 is terminating
with |Ii−1| < ε and that
|Ii−2|
|Ii+1| < ν.
Let {Gj}sj=0 be a disjoint chain with Gs = In, G0 ⊂ In for some n > i and G0 ∩ ω(c0) 6= ∅.
Suppose si−1 ≤ s is such that at least three of the intervals G0, G1, . . . Gsi−1 are contained in
Ii+1. Then there exists ri−1 < si−1 with Gri−1 ⊂ R(Ii−1) such that if
Usi−1 = Dθ(Ii−1) ∩ CGsi−1 and Uj = CompGjf−(si−1−j)(Usi−1),
then there exists an interval K so that
Uri−1 ⊂ Dµθ(K),
and (1 + 2δ)K ⊂ R(Ii−1). Moreover, there are at most three times j with ri−1 ≤ j ≤ si−1
and Gj ⊂ Ii+1.
Proof. Let r be the period of I∞i−1. Since Ii−1 is terminating, I
∞
i−1 is a periodic interval,
and R(Ii−1) is bounded between αi−1 and τ(αi−1), where αi−1 is the orientation reversing
fixed point of RIi−1 closest to c0. To be definite let Y−1 6= Y0 be the other component of
I∞i−1 \ (f r|I∞i−1)−1(α) that contains αi−1 in its boundary, let Y−a be the component containing
β, the fixed point of RI∞i−1 contained in ∂I
∞
i−1, and Ya be the component containing τ(β) in
its boundary. For simplicity, we will denote αi−1 by α.
Step 1: Pulling back to I∞i−1. We define a time s
∞
i−1 with 0 ≤ s∞i−1 < si−1 so that the following
holds. There exist λ0 ∈ (0, 1) and an interval K0 well-inside I∞i−1 so that
Us∞i−1 ⊂ Dλ0θ(K0).
Since Ii−1 is terminating, only one component of its return domain intersects ω(c0), so
Gsi−1 ⊂ I∞i−1. Let us first pull back by one iterate of f r. Since |Ii−2|/|Ii+1| < ν we can apply
Corollary 3.25 to find ρ > 0 so that Ii−1 is ρ-free. Notice that since Ii−1 is terminating,
all critical points of f r|I1i−1 are contained in I∞i−1. Let 0 < j ≤ r be minimal so that
Lfr−j(c0)(Ii−1) contains a turning point c′ of f and c′ /∈ Gsi−1−j. Then Gsi−1−j is contained in
an interval bounded on one side by a preimage αˆ of α (such that f r−j(αˆ) = α) and on the
other either by c′ or by a boundary point of Lfr−j(c0)(Ii−1). Let α′ be the symmetric point
to αˆ with respect to c′. Since Ii−1 is ρ-free we can apply Lemma 3.10(2) to conclude that
|c′ − α′| is comparable to |Lfr−j(c0)(Ii−1)|. As in the previous lemma, this means that there
exist an interval K ′, λ′ ∈ (0, 1) and δ′ > 0 such that
Usi−1−j ⊂ Dλ′θ(K ′),
where K ′ is an interval that is bounded on one side by a boundary point x of Lfr−j(c0)(Ii−1)
and on the other by a point x′ ∈ (c′−δ′|Lfr−j(c0)(Ii−1)|, c′+δ′|Lfr−j(c0)(Ii−1)|), on the opposite
side of c′ as x. Additionally, we can assume K ′ has the property that (1+δ′)K ′ \(1+δ′)−1K ′
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is disjoint from ∪{f(c), f 2(c), . . . f r(c)}, where the union is taken over all critical points c of
f . Replacing Lfr−j(c0)(Ii−1) by K ′ and repeating this process at most once for each critical
point of f , we have that there exists an interval K1 ⊂ I1i−1, λ1 ∈ (0, 1) and δ1 > 0 such that
Usi−1−r ⊂ Dλ1θ(K1),
where K1 is of one of the following types.
(a) Assume Gsi−1−r is contained in one of the two outermost monotone branches of f
r|I1i−1.
Then K1 is bounded between a boundary point x1 of Lc0(Ii−1) and a point x2 ∈ (c1 −
δ1|I∞i−1|, c1 + δ1|I∞i−1|) on the opposite side of c1 as x1 where c1 is an outermost turning
point of f r;
(b) Assume Gsi−1−r is contained in I
∞
i−1 minus the two outermost monotone branches of
f r|I1i−1. Then there exist turning points c1 < c2 of f r and points x1 ∈ (c1−δ1|I∞i−1|, c1) ⊂
I∞i−1 and x2 ∈ (c2, c′ + δ1|I∞i−1|) ⊂ I∞i−1 such that K1 = (x1, x2) is well-inside I∞i−1;
(c) Assume that Gsi−1−r contains one of the turning points from the two outermost monotone
branches of f r|I1i−1. Then, K1 is bounded on one side by a boundary point x1 of Lc0(Ii−1)
and on the other side by a point x2 ∈ (c0 − δ1|I∞i−1, c0 + δ1|I∞i−1|) on the opposite side of
c0 as x1.
Suppose first that (a) holds. Let Y denote the outermost monotone branch of f r|I1i−1
containing Gsi−1−r and let c be the turning point on its boundary. If Y is the orientation
reversing branch, pulling back under one more iterate of f r, as in the proof of Claim 6 of
Proposition 6.3, we obtain an interval K2 that is well-inside I
∞
i−1, and λ2 ∈ (0, 1) such that
Usi−1−2r ⊂ Dλ2θ(K2),
and s∞i−1 = si−1 − 2r. We know that si−1 − 2r > 0, since at least two of G0, G1, . . . Gsi−1−1
are contained in Ii+1. Even more, the only interval in Gs∞i−1 , Gs∞i−1+1, . . . , Gsi−1−1 that could
be contained in Ii+1 is Gs∞i−1 . Now suppose that Y is the orientation preserving branch. Let
q ≥ 1 be maximal so that Gsi−1−qr ⊂ Y and for t, 1 ≤ t ≤ q, Gsi−1−tr ⊂ Y . If q = 1, then
either
• there exists an interval K2 which is well-inside I∞i−1, and λ2 ∈ (0, 1) such that
Usi−1−2r(z) ⊂ Dλ2θ(K2),
and s∞i−1 = si−1 − 2r or
• Gsi−1−2r is contained in the outermost orientation reversing branch of f r|I1i−1, si−1−
3r > 0 and, as above, we have that there exists an interval K2 which is well-inside
I∞i−1, and λ2 ∈ (0, 1) such that
Usi−1−3r(z) ⊂ Dλ2θ(K2).
So suppose that q > 1. Let c−1 be the preimage of c under f r contained in Y . By Lemma
3.10, the interval (c−1, c) has length comparable to Ii−1, and by Lemmas 3.9 and Lemma 3.7
there exists a fundamental domain for f r|Y contained in I1i−1 \ I∞i−1 of size comparable to
Ii−1. So by Proposition 6.1, there exists λ2 > 0 such that
Usi−1−qr ⊂ Dλ2θ(Y).
Arguing as in the case when q = 1, we have that s∞i−1 = si−1−(q+1)r or s∞i−1 = si−1−(q+2)r,
and there exist an interval K3 which is well-inside I
∞
i−1 and λ3 ∈ (0, 1) such that
Us∞i−1 ⊂ Dλ3θ(K3).
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Now, suppose that either (b) or (c) holds. If (b) holds, then si−1− r = s∞i−1 and we are done
with this step. If (c) holds, applying the argument at the start of Step 1 to pull back once
under f r, we have that either (a) or (b) holds, since the chain {Gj}si−1j=0 is disjoint. In any
case, we have that there exists an interval K0 which is well-inside I
∞
i−1, and λ0 ∈ (0, 1) such
that
Us∞i−1 ⊂ Dλ0θ(K0).
Combinatorial Remark 3. Note that there exist at most two intervals Gj ⊂ R(Ii−1) with
s∞i−1 ≤ j ≤ si−1, so there exists at most one interval Gj ⊂ Ii+1 with s∞i−1 ≤ j ≤ si−1.
Since c is a critical point of f r, we have that |c − α| is comparable to |I∞i−1|, so we can
choose the previous constants so that there exists δ0 > 0 such that (1+δ0)K0 \ (1+2δ0)−1K0
does not contain α. From now on, we will consider pullbacks by f r|I∞i−1.
Step 2: Pulling back to a ρˆ-nice interval.
We define a time t, with 0 < t < s∞i−1 with the following properties. There exist a ρˆ-nice
interval X, for ρˆ > 0 universal, and λ′′ > 0 so that Gt ⊂ X and Ut ⊂ Dλ′′θ(K ′′), for an
interval K ′′ that is well-inside X. We will make use of the intervals Yj defined in Section 2
to find X. Remember Y0 = R(Ii−1); Y−a contains β, the fixed point of f r in the boundary
of I∞i−1; and Ya contains τ(β).
Step 2(a). First, suppose that α /∈ K0, then pulling back once under RI∞i−1 , we can find an
interval K ′1, and a λ
′
1 ∈ (0, 1) such that Us∞i−1−r ⊂ Dλ′1θ(K ′1) where K ′1 is well-inside Yj for
some j. If j = 0 we set ri−1 = s∞i−1 − r and we are done with the proof of this proposition
in this case. Note that if j = 0 there are at most two times j with ri−1 ≤ j ≤ si−1 and
Gj ⊂ Ii+1. In the remainder of this step, we will assume that j 6= 0. Note that this implies
that s∞i−1 − r > 0.
Case 1: If j /∈ {a,−a, 1}, then by Lemma 3.22 we know that Yj is ρˆ-nice, so we setX = Yj and
t = s∞i−1−r. Note that in this case there exists no Gj with Gj ⊂ R(Ii−1) and t ≤ j ≤ s∞i−1−r.
Case 2: If j = a, then s∞i−1 − 2r > 0 and after one more pull back by f r we can find an
interval K ′2 and a λ
′
2 ∈ (0, 1) such that Us∞i−1−2r ⊂ Dλ′2θ(K ′2) where K ′2 is well-inside Yj′ . Since
K ′1 ⊂ Ya, we have that j′ /∈ {a,−a}. If j′ /∈ {0, 1} we set t = s∞i−1 − 2r > 0 and X = Yj′ and
go to Step 3. Note that if j′ /∈ {0, 1} there exists no Gj ⊂ R(Ii−1) with t ≤ j ≤ s∞i−1 − r. If
j′ = 0, we set ri−1 = s∞i−1− 2r and we are done with the proof of the proposition. If j′ = −1
we go to Case 4.
Case 3: If j = −a, let q be such that qr = s∞i−1 − r, and let q′ ≤ q be minimal so that
for k, q′ ≤ k ≤ q, Gkr ⊂ Y−a. Since f r|Y−a is monotone we can apply Proposition 6.1 to
control the loss of angle until time q′r. Then after pulling back once more, we can find an
interval K ′2 and a λ
′
2 ∈ (0, 1) such that U(q′−1)r(z) ⊂ Dλ′2θ(K ′2). Let Yj′ be the puzzle piece
containing K ′2, then K
′
2 is well-inside Yj′ . If j
′ = 0 we set ri−1 = (q′ − 1)r and we are done
with the proof of the proposition. If j′ /∈ {−a, 1}, then Yj′ is δ′-nice for some δ′ > 0 so we
set X = Yj′ and t = (q
′− 1)r. Note that if j′ /∈ {−a, 0, 1} there exists no Gj ⊂ R(Ii−1) with
t ≤ j ≤ s∞i−1 − r. If j′ = a, go to Case 2, and if j′ = 1 go to Case 4.
Case 4: Suppose that j = −1. If Gs∞i−1−2r is contained Y0, we set ri−1 = s∞i−1 − 2r and
we are done with the proof of the proposition; if Gs∞i−1−2r ⊂ Yj′ with j′ /∈ {a,−a} we set
t = s∞i−1 − 2r and X = Yj′ ; if Gs∞i−1−r ⊂ Yj′ with j′ ∈ {a,−a}, we complete the proof of this
step using the appropriate previous case. Observe that if we go from Case 2 to Case 4 and
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back to Case 2 or from Case 3 to Case 4 and back to Case 3, then by Lemma 3.22 we can
set X = LGt(Ya) or X = LGt(Y−a), for a suitable time t.
Combinatorial Remark 4. If after applying Step 2(a) we have not proved the proposition,
then there exists no Gj ⊂ R(Ii−1) with t ≤ j ≤ s∞i−1 − r. This means that there exists at
most one Gj ⊂ Ii+1 with t ≤ j ≤ si−1.
Step 2(b). Suppose that α ∈ (1 + δ0)K0. Recall that K0 ⊃ Gs∞i−1 . First, as in Step 1 of this
proposition, pulling back by one iterate of f r we have that there exists an interval K ′1 which
is well-inside I∞i−1 and λ
′
1 ∈ (0, 1) such that
Us∞i−1−r ⊂ Dλ′1θ(K ′1).
If Gs∞i−1−r is not contained in Y˜α we are in Step 2(a). Otherwise, Gs∞i−1−r ⊂ Y˜α and we can
ensure that the pullback of K ′1 under f
r|Y˜α is well-inside Y˜α. Let p be such that pr = s∞i−1−r,
and let p′ ≤ p be minimal so that for j, p′ ≤ j ≤ p, Gjr ⊂ Y˜α. We have that Y˜α is bounded
by two turning points, so by Lemma 3.10 we can find fundamental domains for the map
from this monotone branch to itself of size comparable to |I∞i−1|. By Proposition 6.1 we can
control the loss of angle until time p′r. Observe that for p′ ≤ k ≤ p only Gpr could be in
Ii+1. Let j1 be such that Gp′r−r ⊂ Yj1 . Since Gp′r−r is not contained in Y0 ∪ Y−1 we are in
Step (2a).
Combinatorial Remark 5. If after applying Steps 2(a) and 2(b) we have not proved the
proposition, then there exists no Gj ⊂ R(Ii−1) with t ≤ j ≤ s∞i−1 − r. This means that
between time si−1 and time t, we can have at most one visit to Ii+1. Even more, if R(Ii−1)
is non-periodic, there exists at most two intervals Gj ⊂ Ii with t ≤ j ≤ s∞i−1.
Step 3: Pulling back to R(Ii−1).
Let ri−1 < t be maximal with Gri−1 ⊂ R(Ii−1). Let t′, ri−1 < t′ < t, be minimal with the
property that Gt′ ⊂ X. Since Gri−1 is the only element of the chain contained in R(Ii−1) we
know that for each c ∈ Crit(X; {Gj}tj=ri−1) there exists at most one interval Gj such that
Gj ⊂ Lˆc(R(Ii−1)). Let t1 < t be maximal so that Gt1 ⊂ Lˆc(R(Ii−1)). If t1 is not defined let
t1 = ri−1. Let t′1 > t1 be minimal such that Gt′1 ⊂ X and let G = {Gj}tj=t′1 . There are two
cases to consider:
(i) k(X,G) <∞ or
(ii) k(X,G) =∞.
For each c ∈ Crit(X;G) pick t′1 ≤ nc < t minimal such that Gnc ⊂ Lc(X) and t′1 ≤ mc ≤ t
maximal such that Gmc ⊂ Lc(X).
Claim: If k(X,G) is finite, there exists a = a(ν) > 0 such that k(X,G) < a.
The proof of this claim is analogous to the proof of Claim 1 of Proposition 8.2; one only
needs to substitute Ii−1 by X and Ii by R(Ii−1). Following the proof we get that if a is large
enough and c′ = c0, then |R(Ii−1)|/|Ii+1| > ν. If a is large enough and c′ 6= c0 we get that
|R(Ii−1)|/|Γ(R(Ii−1))| > ν X
Case (i). Since we are assuming |R(Ii−1)|/|Ii+1| < ν the claim tells us that k(X,G) < a. In
this case the proposition follows arguing as in Case (i) of Proposition 8.2, substituting j0 by
ri−1 and Ii−1 by X in the proof.
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Case (ii). In this case the proposition follows arguing as in Case (ii) of Proposition 8.2,
substituting j0 by ri−1, si−1 by t, Ii−1 by X and Ii by R(Ii−1) in the proof.
From Combinatorial Remark 5 we get that at most three intervals in the chain {Gj}si−1j=ri−1
are contained in Ii+1 and the proposition follows. Observe that if exactly three of these
intervals are contained in Ii−1, Gsi−1 and Gri−1 are both contained in Ii+1. Moreover, if
R(Ii−1) is non-periodic there exists at most three intervals Gj ⊂ Ii with ri−1 ≤ j ≤ s∞i−1. If
there are exactly three of these intervals contained in Ii, Gsi−1 and Gri−1 are both contained
in Ii. 
Combinatorial Remark 6. It is important to observe that in the proof of Proposition 8.3
we do not have control on the number of visits to Ii if R(Ii−1) is periodic. However, if
Ii 6= R(Ii−1) we can prove the proposition assuming that at least three of the intervals
G0, . . . , Gsi−1 are contained in Ii (instead of in Ii+1).
The proof of the previous proposition also shows the following.
Corollary 8.4. In the setting of the previous proposition, suppose that Iˆ is a terminating
interval with Ii−1 ⊂ Iˆ ⊂ Ii−2. Let Kˆ be an interval δ′-well-inside Iˆ for some δ′ > 0 with
Gsi−1 ⊂ Kˆ. Let
Usi−1 = Dθ(Kˆ) ∩ CGsi−1 and Uj = CompGjf−(si−1−j)(Usi−1).
Then there exist an interval K and δ > 0 such that
Uri−1 ⊂ Dµθ(K),
and (1 + 2δ)K ⊂ R(Ii−1). Moreover, there are at most three times j with ri−1 ≤ j ≤ si−1
and Gj ⊂ Ii+1.
Corollary 8.4 is the result we need to apply after Proposition 8.2 in Figure 13. In this
application the interval Iˆ will satisfy Ii ⊂ Iˆ ⊂ Ii−1, and the time si−1 will be substituted by
the time s′i obtained from Proposition 8.2 (rather than the time si). In the next section we
will show that s′i satisfies the assumption needed in Proposition 8.3.
The next proposition completes the results needed to complete the pullbacks described in
Figures 13 and 14. Note that in Figure 13 we use Proposition 8.5 for Ii instead of Ii−1, so
the indexes have to be changed accordingly.
Proposition 8.5. For each ν > 0 there exists µ = µ(ν) ∈ (0, 1) and for each θ ∈ (0, pi) there
exists ε > 0 such that the following holds. Let Ii−1 be terminating with |Ii−1| < ε. Assume
that R(Ii−1) is non-terminating and that
|Ii−2|
|Ii+1| < ν.
Assume n > i and consider a disjoint chain {Gj}sj=0 with Gs = In, G0 ⊂ In, G0 ∩ ω(c0) 6= ∅
and Gri−1 ⊂ R(Ii−1) for some 0 < ri−1 ≤ s. Let si be maximal so that Gsi ⊂ Ii with
0 ≤ si < ri−1 and define
Uri−1 = Dθ(R(Ii−1)) ∩ CGri−1 and Uj = CompGjf−(ri−1−j)(Uri−1).
Then
Usi ⊂ Dµθ(Ii).
Moreover, there are at most two times j with Gj ⊂ Ii and si ≤ j ≤ ri−1.
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Proof. Let r be the period of I∞i−1. By Proposition 3.20, R(Ii−1) is ρ-free. Let s′ < ri−1 be
maximal so that Gs′ ⊂ R(Ii−1). Let Iˆ := LGs′ (R(Ii−1)). By Lemma 4.6, pulling back once
under the return map to R(Ii−1) we have that
Us′ ⊂ Dλθ(Iˆ),
for λ ∈ (0, 1) and Gs′ ⊂ Iˆ ⊂ R(Ii−1). If Iˆ = Ii we are done, so we suppose that this is
not the case. As in Corollary 3.21 we define V0 to be the component of f
−2r(R(Ii−1)) that
contains α in its boundary, W0 to be the component of f
−2r(R(Ii−1)) that contains τ(α) in
its boundary, V1 be the component of f
−4r(R(Ii−1)) that contains α in its boundary, and
W1 be the component of f
−4r(R(Ii−1)) that contains τ(α) in its boundary.
Case 1: By Corollary 3.21, if Iˆ is different from V0 and from W0, then there exists ρ
′ > 0
such that Iˆ is ρ′-nice and ρ′-free. Let s′′ be minimal such that Gs′′ ⊂ Iˆ with si < s′′ ≤ s′.
For each critical point c, there is at most one jc such that Gjc ⊂ Lˆc(Ii) with s′′ ≤ jc < s′.
Let jc be the maximal such Gjc ⊂ Lˆc(Ii) for s′′ ≤ jc < s′, where the maximum is taken over
all c ∈ Crit(f). If jc is not defined let jc = s′′. If jc > s′′ let s1 be minimal with Gs1 ⊂ Iˆ and
jc < s1 ≤ s′. Then if Ii is non-terminating, k(Iˆ , {Gj}s′j=s1) is bounded by a constant K(ν)
by Proposition 8.1. If Ii is terminating, we split the chain into at most b parts, one for each
critical point in Crit(Iˆ , {Gj}s′j=s1), on which we can control the loss of angle using Corollary
4.8 and Proposition 7.1 as in Case (ii) of Proposition 8.2. In any case, we can find λ1 ∈ (0, 1)
and an interval K1 which is well-inside Iˆ such that
Us′′ ⊂ Dλ1θ(K1).
By Corollary 4.8 there exists µ ∈ (0, 1) so that
(8.1) Usi ⊂ Dµθ(Ii)
Case 2: If Iˆ = W0 let p be maximal such that Gp ⊂ R(Ii−1) and si ≤ p < s′. Our goal in
this case is to get inside a ρ-nice interval, so that we can make use of the argument of the
previous case. Applying Lemma 4.6 we can find λ′ > 0 such that
Up ⊂ Dλ′θ(J),
where J = LGp(W0). If p = si we are done with the proof of the proposition, so let us
assume this is not the case. If J is not contained in V0 or W0, then Corollary 3.21 implies
that there exists ρ′ > 0 such that J ⊂ LGp(R(Ii−1)) for some LGp(R(Ii−1)) which is ρ′-nice
and ρ′-free. In this case we can proceed as in Case 1 to get (8.1). If J ⊂ V0, then the
fact that V0 has size comparable to the size of R(Ii−1) implies there exists ρ1 > 0 such
that (1 + 2ρ1)J ⊂ V0. Applying Theorem 3.2 (2) we can find ρ′1 > 0 so that the following
holds. Given x ∈ J ∩ ω(c0), (1 + 2ρ′1)Lx(J) ⊂ Lx(V0) ⊂ J . Which means that J is ρ′1-nice.
Shrinking ρ′1 if necessary we can assume that J is ρ
′
1-free. Now we can proceed as in Case
1 to get (8.1). If J ⊂ W0, then a similar argument implies the existence of ρ′1 > 0 so that
the following holds. Given x ∈ J ∩ω(c0), then (1 + 2ρ′1)Lx(J) ⊂ Lx(W0) = J . Which means
that J is ρ′1-nice. Again, shrinking ρ
′
1 if necessary we can assume that J is ρ
′
1-free.
Case 3: Assume Iˆ = V0. If Gs′ is at most the second return of Gsi under the first return
map to R(Ii−1), then we can get (8.1) applying Lemma 4.6 at most twice, so let us assume
this is not the case. In this case we will pull back along the outermost orientation preserving
monotone branch to end up in a ρ-nice interval or in W0 as in the previous cases. We
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do not make use of Proposition 6.1, since we do not have fundamental domains on both
sides of this branch. Instead, we use the free space to give us intervals at the boundary
of V0 whose pullbacks shrink exponentially. We will use the same notation as in the proof
of (3) in Proposition 3.20. Let Vˆ0 = Compαf
−r(V0) ∪ V0, Vˆ1 = Compαf−r(V1) ∪ V1 and
Vˆj+1 = Compαf
−r(Vˆj) for j ∈ N. From the proof of Proposition 3.20 we know that f 2r|V1 is
monotone and that there exists δ1 > 0 such that (1+2δ1)Vˆ2 ⊂ Vˆ1. Since Gsi ⊂ Ii there exists
Gj with si ≤ j < s′ such that Gj ⊂ Lx(R(Ii−1)), for some Lx(R(Ii−1)) different from V0. Let
q′ be minimal such that si ≤ q′ < s′, Gq′ is not contained in V1 and for each q′ < j < s′ with
Gj ⊂ R(Ii−1) we have that Gj ⊂ V1. Set q = s′ − 2r, note that s′ − 2r > 0 by assumption.
By Lemma 4.6 we can find λ1 ∈ (0, 1) so that
Uq ⊂ Dλ1θ(V2).
If q′ = q, under one more pull back we are in one of the previous cases so assume q > q′.
Since Vˆ2 is ρ
′ well-inside Vˆ1 and R(Ii−1) is δ-free, taking δ′′ = min{ρ′, δ} we get that V2 is δ′′
well-inside the monotone branch of f r containing α. Let Vn0+N be as in Case 3 of the proof
of Proposition 3.20. Then, Vn0+N ∩ω(c0) = ∅ and the size of Vn0+N is comparable to the size
of V0. Let V be the preimage of Vn0+N under f
2r|V1 . If there is a turning point c of f 2r|V0
let V˜ be the preimage of Vn0+N under f
2r that is symmetric to V with respect to c. If f 2r|V0
is monotone let V ′ be the preimage of Vn0+N under f
2r that contains τ(α) and let V˜ be the
preimage of V ′ under f 2r|V0 . We can apply Lemma 3.10 to f r|I∞i−1 , so we get real bounds for
f 2r|V0 ; these bounds along with the definition of Vn0+N imply that the sizes of V and V˜ are
comparable to the size of V0. By construction, the pullbacks of V˜ under f
2r|V1 are disjoint.
The pullbacks of V under f 2r are not disjoint but they will shrink exponentially. To see this,
define Fq = V and Fj = (f
2r|V1)−1(Fj+1) for q′ ≤ j < q. By Theorem 3.2 (2), there exists
η ∈ (0, 1) universal such that for each j, j = q′, . . . , q− 1, |Fj+1| < η|Fj|. Hence
∑q
j=q′ |Fj| is
bounded by a constant depending on ε. We can apply the same proof used in Proposition 6.1
to pull back from time q to time q′. In this case the fact that the pullbacks of V are not
disjoint will not matter since we have exponential contraction of the chain {Fj}qj=q′ and this
is enough to control the loss of angle. Thus, we can find λ2 ∈ (0, 1) so that
Uq′ ⊂ Dλ2θ(V2).
Let t1 < q
′ be maximal such that Gt1 ⊂ R(Ii−1),. If Gt1 ∩ V0 = ∅ we can apply Lemma 4.6,
since V0 is ρ
′-free , to get to Case 2 or Case 3. If Gˆt1 ⊂ V0, then after one more pull back we
end up either in one of the previous cases or inside a landing domain to V0 that is well-inside
V0, which will be δ
′′-nice, δ′′-free, for some δ′′ > 0, and argue as in Case 1. 
Combinatorial Remark 7. If in the previous proposition there exist two intervals Gj ⊂ Ii,
we must have that Gsi and Gri−1 are such intervals.
8.2. The non-renormalizable case.
Proposition 8.6 (Non-renormalizable case). For each ν > 0 there exists µ = µ(ν) ∈ (0, 1)
and for each θ ∈ (0, pi) there exists ε > 0 such that the following holds. Suppose that Ii−1
and Ii are non-terminating, |Ii−1| < ε and
|Ii−2|
|Ii+1| < ν.
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Assume n > i and consider a disjoint chain {Gj}sj=0 with Gs = In, G0 ⊂ In, Gsi−1 ⊂ Ii−1 for
0 < si−1 ≤ s. Let pi−1 be so that Ii is a pullback of Ii−1 under fpi−1. Suppose x ∈ G0 ∩ω(c0)
is so that f si−1(x) ∈ Ii−1 for some pi−1 < si−1 ≤ s and that f s′i(x) ∈ Ii for some 0 ≤ s′i <
si−1 − pi−1. Assume that
#{k; s′i ≤ k ≤ si−1 and fk(x) ∈ Ii} ≤ 4.
Let
Usi−1 = Dθ(Ii−1) ∩ CGsi−1 and Uj = CompGjf−(si−1−j)(Usi−1).
Then
Us′i ⊂ Dµθ(Ii).
where µ = µ(ν, δ).
Proof. By Corollary 3.25 there exists δ > 0 such that Ii−1 is δ-free. Since f s
′
i(x) ∈ Ii,
fpi−1+s
′
i(x) ∈ Ii−1, f si−1(x) ∈ Ii−1 and s′i < si−1 − pi−1 we can decompose f si−1 in the
following way f si−1(x) = RqIi−1 ◦ fpi−1 ◦ f s
′
i(x) with q ≥ 1. Let f s′ = Rq−1Ii−1 ◦ fpi−1 ◦ f s
′
i(x). By
Proposition 6.2 we know that there exists λ > 0 such that
Us′ ⊂ Dλθ(Lfs′ (x)(Ii−1))
with Gs′ ⊂ Lfs′ (x)(Ii−1) ⊂ (1 + 2δ)Lfs′ (x)(Ii−1) ⊂ Ii−1. Let s′′ be maximal with s′i + pi−1 ≤
s′′+pi−1 ≤ s′ and Gs′′ ⊂ Ii. If s′ = s′′+pi−1, do nothing. If s′′+pi−1 < s′ let s′′+pi−1 = k0 <
k1 < · · · < km = s′ be such that Gkj ∈ Ii−1. By maximality of s′′ and Lemma 2.3 there are
at most three intervals Gkj such that Gkj ⊂ Ii. Let kj0 be maximal such that j0 ∈ {0, . . .m}
and Gkj0 ∈ Ii. Proposition 7.1 allows to control the loss of angle when we pull back from
time s′ to time kj0+1 and Corollary 4.8 controls the loss of angle pulling back from time kj0+1
to kj0 . Repeating this procedure at most three times, we have that
Us′′+pi−1 ⊂ Dλ′µθ(K ′),
where K ′ is well-inside Ii−1 and µ depends only on kˆ(Ii−1, Ii), which by Lemma 8.1 is bounded
by a constant that depends on ν. If Ii−2 is non-terminating, then Ii−1 is δ-externally free,
δ-internally free, and Ii is a pullback of Ii−1 of bounded order (depending only on b), so,
since |Ii−1|/|Ii| < ν, we can apply Proposition 6.2 and find µ′ > 0 such that
Us′′ ⊂ Dµ′θ(Ii).
If Ii−2 is terminating, then as in the Case 3 of the proof of the previous proposition, there
are puzzle pieces U and V attached to α and τ(α) in R(Ii−2), that are disjoint from ω(c0)
and with size comparable to |R(Ii−2)|, pulling these back to Ii−1 we obtain puzzle pieces U1,
V1 attached to ∂Ii−1, with size comparable to |Ii−1| that are disjoint from ω(c0). So arguing
as in Proposition 6.2, we get that
Us′′ ⊂ Dµ′θ(Ii).
If s′′ = s′i we are done. In case s
′′ > s′i. Since Ii−1 is δ-free Corollary 3.5 implies that Ii
is δ′-free, for some δ′ > 0. This and the fact that #{k; s′i ≤ k ≤ si−1 and fk(x) ∈ Ii} < 4
allows us to prove the proposition applying Lemma 4.6 at most twice. 
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8.3. Large scaling factors. In the remainder of this section we show that as soon as one
has a large scaling factor, the corresponding first return map extends to an analytic box
mapping or a qr box mapping, see Definitions 1.1 and 1.2. The results are stated for maps
in A3b , but if the maps are in Ab the qr box mappings are box mappings.
Proposition 8.7. There exist ε > 0 and ν1 ≥ 1 such that the following holds. Suppose that
Ii−2 and Ii−1 are non-terminating and |Ii−2| < ε. If
|Ii−2|
|Ii−1| > ν1,
then
(1) the first return map to Γ(I1i−1) restricted to components that intersect ω(c0) extends to a
qc quasi-box mapping with range Dpi/2(Γ(I
1
i−1));
(2) if Ii is non-terminating, then the first return map to Ii restricted to the components of
the domain intersecting ω(c0) extends to a qr box mapping with range Dpi/2(Ii).
Proof. Let us prove the first statement. To simplify the notation let J = Γ(I1i−1). By
Theorem 3.1 (a) there exists ρ > 0 so that Ii−1 is ρ-externally free. Moreover, if c0 is even we
know that Ii−1 \(1+2ρ)−1Ii−1 is disjoint from ω(c0). Since J is a pullback of Ii−1 of bounded
order there exists ρ′ > 0 so that J is ρ′-externally free; if c0 is even we additionally have that
J \ (1 + 2ρ′)−1J is disjoint from ω(c0). Fix C > 0 from Lemma 3.24, then J is C-nice. Pick
x ∈ J ∩ ω(c0) and let s be the return time of x to J . Since J is ρ′-externally free the return
time of x to (1 + 2ρ′)J is s. Let us first consider the case when c0 is even. Let V = Dpi/2(J)
and U = Compxf
−s(V ). Since, in this case, J \ (1 + 2ρ′)−1J is disjoint from ω(c0) we can
apply Lemma 4.6 to find λ ∈ (0, 1), depending only on ρ, so that U ⊂ Dλpi/2(Lx(J)). Taking
C be big enough we get that
Dλpi/2(Lx(J)) ⊂ Dpi/2((1 + 2C)Lx(J)) ⊂ Dpi/2(J).
In this case the first part of the proposition follows taking ν > 1/ε, where ε is the constant
associated to C in Lemma 3.24. Let us now assume that c0 is odd; then all the critical points
in ω(c0) are odd. Since J is ρ
′-externally free, I˜ := (1 + ρ′)J is ρ′′-free for some ρ′′ > 0 that
depends only on ρ. Note that since J is ρ′-externally free Lx(I˜) ⊂ J . Let V = Dpi/2(I˜) and
U = Compxf
−s(V ). Since I˜ is ρ′′-free we can apply Lemma 4.6 to find λ′ ∈ (0, 1), depending
on ρ, so that U ⊂ Dλ′pi/2(Lx(I˜)). Since all the critical points in ω(c0) are odd f s|Lx(J) and
f s|Lx(Iˆ) (the return maps to J and I˜) are monotone and there exists κ > 0, depending on ρ,
the number of critical points of f and their orders, so that |Lx(J)| > κ|Lx(I˜)|. This means
that there exists C ′ > 0 depending on κ and C, with C ′ →∞ as C →∞, so that
(1 + 2C ′)Lx(I˜) ⊂ J,
since (1 + 2C)Lx(J) ⊂ J . Taking C big enough we get
Dλ′pi/2(Lx(I˜)) ⊂ Dpi/2((1 + 2C ′)Lx(I˜)) ⊂ Dpi/2(J).
In this case the first part of the proposition follows taking ν > 1/ε, where ε is the constant
associated to C in Lemma 3.24.
Let us now prove the second statement. By Theorem 3.1 (a), Ii is ρ-externally free.
Moreover, if c0 is even we know that Ii\(1+2ρ)−1Ii is disjoint from ω(c0). Fix x ∈ ω(c0)∩Ii.
We know the return time of x to Ii is the same as its return time to (1+2ρ)Ii; let this common
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return time be equal to q. Let F˜n be defined as in the proof of Lemma 3.24. From Lemma
3.24 we know that there exists C > 0 so that Ii is C−strongly nice and that
Lx(Ii) ⊂ (1 + 2C)Lx(Ii) ⊂ Lx(ΓTB(F˜n)) ⊂ Ii.
Note that (1+C)Lx(Ii) is compactly contained in Lx(ΓTB(F˜n)). Recall that given x, y ∈ Ii so
that Lx(Ii) is different from Ly(Ii), then Lx(ΓTB(F˜n)) is disjoint from Ly(ΓTB(F˜n)). Assume
c0 is even and let V = Dpi/2(Ii) and U = Compxf
−q(V ). Since, in this case, Ii \ (1+2ρ)−1Ii is
disjoint from ω(c0) we can apply Lemma 4.6 to find λ1 ∈ (0, 1) so that U ⊂ Dλ1pi/2(Lx(Ii)).
Taking C sufficiently large we get that
Dλ1pi/2(Lx(Ii)) ⊂ Dpi/2((1 + C)Lx(Ii)),
so the proposition follows in this case. If c0 is odd we let I˜ = (1 + ρ)Ii. By definition, I˜
is ρ1-free for some ρ1 > 0. Let V = Dpi/2(I˜) and U = Compxf
−q(V ). By Lemma 4.6 there
exists a constant λ2 ∈ (0, 1) so that U ⊂ Dλ2pi/2(Lx(I˜)). We know that |Lx(Ii)| > κ|Lx(I˜)|.
This means that there exists C ′ > 0 depending on κ and C, with C ′ → ∞ as C → ∞, so
that
(1 + 2C ′)Lx(I˜) ⊂ Lx(ΓTB(F˜n)).
Making C big enough we get
Dλ2pi/2(Lx(I˜)) ⊂ Dpi/2((1 + C ′)Lx(I˜)).
Since (1 + C ′)Lx(I˜) is compactly contained in Lx(ΓTB(F˜n)) the proposition follows. 
Corollary 8.8. There exist ε > 0 and ν1 ≥ 1 such that the following holds. Suppose that
Ii−2 and Ii−1 are non-terminating, |Ii−2| < ε, and
|Ii−2|
|Ii−1| > ν1.
Let Iˆi = ∪Lˆc(Ii), where the union is taken over all c ∈ Crit(f) ∩ ω(c0). Then, the first
return map to Iˆi restricted to the domains intersecting ω(c0) extends to a qr box mapping
F : U → V, where F |U is at most unicritical for all U ∈ U . Furthermore, there exists a
universal constant ρ > 0 so that each component in U has ρ-bounded geometry.
Proof. Let ν1 ≥ 1 from Proposition 8.7. Observe that since Ii is ρ-externally free, taking ν1
larger if necessary, we can guarantee the following. For each c ∈ Crit(f) ∩ ω(c0), c 6= c0, let
rc > 0 be minimal so that f
rc(c) ∈ Ii, Vc0 = Dpi/2(Ii) and Vc = Compcf−rc(V0). Then for
any two distinct c, c′ ∈ Crit(f)∩ ω(c0), we have that Vc ∩ Vc′ = ∅. Thus the qr box mapping
given by Proposition 8.7 induces a qr box mapping F : U → V where V is a neighbourhood
of Crit(f)∩ω(c0), where the map F |U has at most one critical point for each U ∈ U . Recall
that there exists a constant δ > 0 such that either Ii is δ-free or all the critical points in
ω(c0) are odd. By Corollary 5.7 and Lemma 4.3, there exists a constant θ
′ = θ′(δ) ∈ (pi/2, pi)
such that if Ii is δ-free, then each component U of U contains Dθ′(U ∩ R). Whether Ii is
δ-free or not, since F is a quasiregular map with bounded degree and bounded qc distortion,
there exists δ′ > 0 such that each component of U has δ′-bounded geometry.

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Lemma 8.9. There exist constants ν1 ≥ 1 and ε > 0 such that the following holds. Suppose
that Ii−1 is terminating, |Ii−1| < ε and
|Ii−1|/|I∞i−1| > ν1.
Then the first return map to I∞i−1 extends to a qr box mapping with range Dpi/2(I
2
i−1).
Proof. Let r be the return time of c0 to Ii−1. By Lemma 3.10 we know that given δ1 > 0
there exists κ > 0 so that if |I2i−1| > δ1|Ii−1|, then |I∞i−1| > κ|Ii−1|. This means that taking
ν1 small enough there exists C
′ > 0, C ′ → ∞ as ν1 → ∞ so that (1 + 2C ′)I2i−1 ⊂ Ii−1.
Since Ii−1 is terminating, c0 is an even critical point, either I1i−1 is deep-inside Ii−1 or I
2
i−1 is
deep-inside I1i−1. In any case we get that I
2
i−1 is deep-inside I
1
i−1 and I
3
i−1 is deep-inside I
2
i−1.
In particular I2i−1 is δ-free for some δ > 0. Note that we can fix δ so that I
2
i−1 is δ-free for
all ν1 > C0 for some C0 > 0. Let V = Dpi/2(I
2
i−1) and U = Compc0f
−r(V ). By Lemma 4.6
there exists λ ∈ (0, 1), depending on δ, so that
U ⊂ Dλpi/2(I3i−1).
Making ν1 big enough we can guarantee that (1 + 2C
′′)I3i−1 ⊂ I2i−1 for some C ′′ = C ′′(ν1) > 0
so that
Dλpi/2(I
3
i−1) ⊂ Dpi/2((1 + C ′′)(I3i−1))
note that (1 + C ′′)(I3i−1) is compactly contained in I
2
i−1, so the proposition follows. 
A direct consequence of the previous lemma we have:
Corollary 8.10. There exist constants ν1 ≥ 1 and ε > 0 such that the following holds.
Suppose that Ii−1 is non-terminating, Ii is terminating, |Ii−1| < ε and
|Ii−1|/|Ii| > ν1.
Then the first return map to I∞i extends to a qr box mapping with range Dpi/2(I
2
i ).
Proof. Since Ii is terminating c0 is even and Ii and Ii \ (1 + δ)−1Ii ∩ ω(c0) is empty. Since
Ii−1 is non-terminating we can apply Corollary 3.4 to conclude I1i is deep-inside Ii. Hence
there exists C > 0 large so that (1 + 2C)I1i \ Ii is disjoint from ω(c0), and the proof follows
as in the previous lemma. 
Combining the results from this section we obtain the following:
Proposition 8.11. There exist constants ν1 ≥ 1 and ε > 0 such that the following holds.
Suppose that Ii−1 is terminating, |Ii−1| < ε and
|Ii−1|/|Ii| > ν1.
Then we have one of the following:
(1) the first return map to I∞i−1 extends to a qr box mapping with range Dpi/2(I
2
i−1);
(2) Ii is terminating and the first return map to I
∞
i extends to a qr box mapping with
range Dpi/2(I
2
i );
(3) Ii and Ii+1 are non-terminating and the first return map to Ii+1 restricted to the
components of the domain intersecting ω(c0) extends to a qr box mapping with range
Dpi/2(Ii+1);
(4) Ii is non-terminating, Ii+1 is terminating and the first return map to I
∞
i+1 extends to
a qc box mapping with range Dpi/2(I
2
i+1).
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Proof. Note that since Ii−1 is terminating, c0 is even. If I∞i−1 is small compared to Ii−1,
by Lemma 8.9, (1) holds. So assume the size of I∞i−1 is comparable to the size of Ii−1. By
Lemma 3.10, the size ofR(Ii−1) is comparable to the size of Ii−1. In particular, R(Ii−1) is not
periodic, for otherwise we would have that |Ii| is comparable to |Ii−1|. Since Ii is deep-inside
R(Ii−1), Corollary 3.4 implies that Ii is C-nice for some C > 0, with C →∞ as ν1 →∞. If
Ii is terminating, we can take C so big that (1 + 2C
′)I∞i ⊂ Ii with C ′ →∞ as C →∞, and
(2) follows from Lemma 8.9. If Ii is non-terminating, by Theorem 3.1 (d), Ii+1 is C
′′-nice
and C ′′-externally free, with C ′′ → ∞ as C → ∞. If Ii+1 is terminating, (4) follows from
Corollary 8.10. If Ii+1 is non- terminating we argue as follows. Let x ∈ ω(c0) ∩ Ii+1, with
return time to Ii+1 equal to r. Let V = Dpi/2(Ii+1) and U = Compxf
−r(V ). By 4.6 we know
there exists λ ∈ (0, 1) so that U ⊂ Dλpi/2(Lx(IIi+1)). Making C ′′ sufficiently large we can
guarantee
Dλpi/2(Lx(Ii+1)) ⊂ Dpi/2((1 + C ′′)Lx(Ii+1)) ⊂ V.
Since the intervals (1 + C ′′)Lx(Ii+1) are pairwise disjoint (3) holds. 
The following result will be used in Section 10 to prove complex bounds for renormalizable
maps.
9. Extension to a qc quasi-box mapping
The results in this section apply to maps f ∈ Ab and to asymptotic holomorphic exten-
sions of maps f ∈ A3b , as in Subsection 5.2. We recall that we assume that the Standing
Assumptions on page 26 hold.
In this section, we will prove that we can associate to f a qc quasi-box mapping (see
Theorem 9.3). In particular, if f is a real analytic map the qc quasi-box mapping is quasi-
box mapping (Definition 1.2)
9.1. Some inductive statements used in the construction of a quasi-box mapping.
Let {Ii}i≥0 be the generalized enhanced nest, defined in Section 2. In the following, we will
consider points x ∈ In ∩ω(c0) and their corresponding first return domains Lx(In). Our aim
is to show that the first return map to In restricted to the union of these components can be
extended to a qc quasi-box mapping with range Dθ(In−M)∩CIn , for some M > 0 universal.
Recall that, if the interval In−j−1 is non-terminating there exists pn−j−1 > 0 so that In−j
is a pullback of In−j−1 by fpn−j−1 .
Proposition 9.1. For every ν ≥ 1 there exists µ = µ(ν) and for each θ ∈ (0, pi) there exists
ε > 0 such that the following holds. Assume n > 5 and |In| < ε. Let J = Lx(In) for a point
x ∈ In ∩ ω(c0), and let s > 0 be its first return time to In. Let {Gj}sj=0 be the chain with
Gs = In and G0 = J . Fix M ∈ N, 4 < M < n. Assume that for j = 0, 1, . . . ,M
|In−j−1|
|In−j| < ν.
Then there exist integers
sn−4 < · · · < sn−M−1 < sn−M := s
so that the following holds:
(1) Gsn−i ⊂ In−i;
(2) if In−i and In−i+1 are periodic, Gsn−i ⊂ In−i+1;
(3) if In−i is non-periodic, there exist at most six intervals Gj ⊂ In−i with sn−i ≤ j ≤ s;
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(4) if In−i is periodic, there exist at most five intervals Gj ⊂ In−i+1 with sn−i+1 ≤ j ≤ s.
For each i ∈ {4, . . . ,M − 1} we let
Usn−i−1 = Dθ(In−i−1) ∩ CGsn−i−1 and Uj = CompGjf−(sn−i−1−j)(Usn−i−1),
for 0 ≤ j ≤ sn−i−1, then
(i) if In−i−1 and In−i are non-terminating,
Usn−i ⊂ Dµθ(LGsn−i (In−i));
(ii) if In−i−1 is non-terminating, In−i is terminating and i > 5, then there exists an interval
K such that
Usn−i+1 ⊂ Dµθ(K),
where Gsn−i+1 ⊂ K and K is well-inside In−i+1;
(iii) if In−i−1 is terminating, then there exists an interval K such that
Usn−i ⊂ Dµθ(K),
where Gsn−i ⊂ K, and K is well-inside In−i.
Proof. The proof of this proposition will be divided into steps. First we will construct the
sequence of times sn−i and then we will do the pullbacks.
Step 1: definition of sn−i. We state how we will define the time sn−i if sn−i−1 is defined.
Case (a). Assume In−i−1 and In−i are both non-terminating and there are at least four
intervals Gj ⊂ In−i with 0 ≤ j ≤ sn−i−1. By Lemma 2.3 (1), we can choose s′n−i < sn−i−1
maximal with Gsn−i ⊂ In−i and sn−i−1 − s′n−i > pn−i−1. By maximality of s′n−i and Lemma
2.3 there are at most three times j, s′n−i ≤ j ≤ sn−i−1 such that Gj ⊂ In−i and none of
the intervals Gj with sn−i ≤ j ≤ sn−i−1 are contained in In−i+1. Since there are at least
four intervals Gj ⊂ In−i with 0 ≤ j ≤ sn−i−1 we can define sn−i to be maximal with
sn−i < s′n−i and Gsn−i ⊂ In−i. Observe that there are at most four intervals Gj ⊂ In−i with
sn−i ≤ j ≤ sn−i−1 and one of them is Gsn−i .
Case (b). Assume In−i−1 is non-terminating, In−i is terminating and there are at least three
intervals Gj ⊂ In−i with 0 ≤ j ≤ sn−i−1. Let r be the return time of c0 to In−i. Since there
are at least three intervals Gj ⊂ In−i with 0 ≤ j ≤ sn−i−1, si−1 > 2r and we can define
sn−i = s′n−i, where s
′
n−i is as in Proposition 8.2. Observe that with this definition there are
at most two intervals Gj ⊂ In−i with sn−i ≤ j ≤ sn−i−1, and one of them is Gsn−i .
Case (c). Assume In−i−1 is terminating, In−i 6= R(In−i−1) and there are at least four in-
tervals Gj ⊂ In−i with 0 ≤ j ≤ sn−i−1. From Combinatorial Remark 6 we can define
rn−i−1 < sn−i−1 as in Proposition 8.3 so that there are at most three intervals Gj ⊂ In−i with
rn−i−1 ≤ j ≤ sn−i−1. Thus we can define sn−i < rn−i to be maximal such that Gsn−i ⊂ In−i.
Even more, if there are four intervals Gj ⊂ In−i with sn−i ≤ j ≤ sn−i−1 we must have that
Gsn−i−1 , Grn−i−1 and Gsn−i are in In−i.
Case (d). Assume In−i−1 is terminating, In−i = R(In−i−1) and there are at least three
intervals Gj ⊂ In−i+1 with 0 ≤ j ≤ sn−i−1. In this case, we define rn−i−1 < sn−i−1
as in Proposition 8.3. If In−i+1 6= R(In−i) or In−i+1 = R(In−i) and Grn−i−1 ⊂ In−i+1 let
sn−i = rn−i−1. Observe that with this definition there are at most three intervals Gj ⊂ In−i+1
with sn−i ≤ j ≤ sn−i−1. If In−i+1 = R(In−i) and Grn−i−1 * In−i+1, then by Proposition 8.3
there are at most two intervals Gj ⊂ In−i+1 with sn−i ≤ j ≤ sn−i−1. If we let q be the
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return time of c0 to In−i we must have that Grn−i−1−q ⊂ In−i+1. So in this case we define
sn−i = rn−i−1 − q. Observe that with this definition there are at most three intervals
Gj ⊂ In−i+1 with sn−i ≤ j ≤ sn−i−1. Even more, if there exist three intervals Gj ⊂ In−i+1
with sn−i ≤ j ≤ sn−i−1 we must have that Gsn−i−1 and Gsn−i are in In−i+1.
Step 2: construction of the sequence sn−4 < · · · < sn−M . We will construct the sequence
of times sn−i inductively. To do so we need to check that once sn−i−1 has been defined we
still have enough visits to In−i or In−i+1, depending on the case, to define sn−i as in Step 1.
Note that if i + 1 > 4 there exist at least 16 intervals Gj ⊂ In−i and that there are at least
8 intervals Gj ⊂ In−i+1. Let us prove the basis of the induction. Since M > 4 there exist at
least 16 intervals Gj ⊂ In−M+1 and at least 8 of them are contained in In−M+2. So we can
define sn−M+1 using the corresponding case from Step 1. Observe that if In−M+1 is different
from R(In−M) there exist at most four intervals Gj ⊂ In−M+1 with sn−M+1 ≤ j ≤ s. This
shows the induction step in this case. If In−M+1 6= R(In−M), then by Step 1 we know that
there exist at most three intervals Gj ⊂ In−M+2 with sn−M+1 ≤ j. Since at least 8 intervals
Gj ⊂ In−M+2 we can define sn−M+2 < sn−M+1 maximal with Gsn−M+2 ⊂ In−M+2. In this case
there exist at most four intervals Gj ⊂ In−M+2 with sn−M+2 ≤ j ≤ s and the induction step
follows. The statement of the proposition says the following: if In−i is non-periodic, there
exist at most six intervals Gj ⊂ In−+1i with sn−i+1 ≤ j ≤ s; if In−i is periodic, there exist
at most six intervals Gj ⊂ In−i+1 with sn−i ≤ j ≤ s. It is easy to see that the bound is in
fact six, and not four like the basis of the induction suggests, by constructing sn−M+2 and
sn−M+3; we will leave this to the reader.
Assume sn−i−1 < sn−i−2 < . . . < sn−M are defined, and that they definition has been made
according the corresponding case in Step .1 Now we construct the time sn−i, for i > M − 1.
Note that if we want to define sn−i we must have that i+ 1 > 4.
Case(a’): assume In−i−1 and In−i are non-terminating. Since In−i−1 is non-terminating
the induction hypothesis tells us that there exist at most six intervals Gj ⊂ In−i−1 with
sn−i−1 ≤ j ≤ s; one of them is Gs. Thus, there exist at most three intervals Gj ⊂ In−i
with sn−i−1 ≤ j ≤ s. Since G0, Gs ⊂ In−i+1, Lemma 2.3 (2) tells us that there exist at least
sixteen intervals Gj ⊂ In−i with 0 ≤ j ≤ s. So there are at least thirteen intervals Gj ⊂ In−i
with 0 ≤ j ≤ sn−i−1, and we can define sn−i as in Case (a). Observe that with this definition
we still have that there exist at most six intervals Gj ⊂ In−i with sn−i ≤ j ≤ s.
Case(b’): assume In−i−1 is non-terminating and In−i is terminating and i > 5. By the
same argument given in the previous case, we know that there exist at most three intervals
Gj ⊂ In−i with sn−i−1 ≤ j ≤ s. Since i + 1 > 4 there exist at least 16 intervals Gj ⊂ In−i,
so at least 13 intervals Gj ⊂ In−i for 0 ≤ j ≤ sn−i−1. This means that we can define sn−i
as in Case (b). Observe that with this definition we still have that there exist at most six
intervals Gj ⊂ In−i with sn−i ≤ j ≤ s.
Case(c’): Assume In−i−1 is terminating In−i 6= R(In−i−1). We have two cases, depending on
if In−i−1 is or not periodic.
Case(c’-a): Assume In−i−1 is non-periodic. By the induction hypothesis and the argument
given in Case (b’), we know that at least 13 intervals Gj ⊂ In−i for 0 ≤ j ≤ sn−i−1. This
means that we can define sn−i as in Case (c). Observe that with this definition we still have
that there exist at most six intervals Gj ⊂ In−i with sn−i ≤ j ≤ s.
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Case(c’-b): Assume In−i−1 = R(In−i−2). Then, by Case (d) we know that sn−i−1 = rn−i−2 is
as in Proposition 8.3. By the induction hypothesis there exist at most five intervals Gj ⊂ In−i
with sn−i−1 ≤ j ≤ s. Since i + 1 > 4 there exist at least 16 intervals Gj ⊂ In−i, so at least
12 intervals Gj ⊂ In−i for 0 ≤ j ≤ sn−i−1. This means that we can define sn−i as in Case (c).
Case(d’): assume In−i−1 is terminating and In−i = R(In−i−1). As in the previous case we
need to consider two cases, depending if In−i−1 is or not periodic.
Case(d’-a): Assume In−i−1 is non-periodic. Arguing as in the Case (c′−a) we get that there
exist at most three intervals Gj ⊂ In−i with sn−i−1 ≤ j ≤ s, and at most two of them are
in In−i+1. Since i+ 1 > 4 there exist at least 8 intervals Gj ⊂ In−i+1, so there exist at least
6 intervals Gj ⊂ In−i+1 for 0 ≤ j ≤ sn−i−1. This means that we can define sn−i as in Case
(d). Observe that with this definition we still have that there exist at most five intervals
Gj ⊂ In−i+1 with sn−i ≤ j ≤ s.
Case(d’-b): Assume In−i−1 = R(In−i−2). By the induction hypothesis, we know that there
exist at most five intervals Gj ⊂ In−i with sn−i−1 ≤ j ≤ s, and at most three of them are
contained in In−i+1. Since i + 1 > 4 there exist at least 8 intervals Gj ⊂ In−i+1, so there
exist at least 5 intervals Gj ⊂ In−i+1 for 0 ≤ j ≤ sn−i−1. This means that we can define sn−i
as in Case (d). Observe that with this definition we still have that there exist at most five
intervals Gj ⊂ In−i+1 with sn−i ≤ j ≤ s.
So the sequence sn−4 . . . , < sn−M = s is well defined.
Step 3: pulling back. Now, we will make use of the way the times sn−i have been defined to
prove (i), (ii) and (iii). For this part of the proof it will be useful to see Figures 13 and 14.
Fix i ∈ {4, . . . ,M − 1}, and let
Usn−i−1 = Dθ(In−i−1) ∩ CGsn−i−1 and Uj = CompGjf−(sn−i−1−j)(Usn−i−1),
where 0 ≤ j ≤ sn−i−1.
Case(a’). By the definition of sn−i we can apply Proposition 8.6 to prove (i).
Case(b’). In this case we will prove that (ii) holds. For this we need sn−i−1, sn−i and sn−i+1
to be defined, so we assume i > 5. By definition of sn−i we can apply Proposition 8.2 to find
an interval K ′ well-inside Iˆ and λ′ ∈ (0, 1) so that
Usn−i ⊂ Dλ′θ(K ′).
Since In−i is terminating sn−i+1 ≤ rn−i and we can apply Corollary 8.4 to find λ′′ > 0 and
an interval K ′′ well-inside R(In−i) so that
Urn−i ⊂ Dλ′′θ(K ′′).
If In−i+1 = R(In−i), then sn−i+1 = rn−i and (ii) holds. If sn−i+1 < rn−i we apply Proposition
8.5 to get (ii).
Case(c’). if In−i−1 is terminating and In−i 6= R(In−i−1). Then we can apply Proposition 8.3
to pull back from time sn−i−1 to time rn−i−1, and Proposition 8.5 to pull back from time
rn−i−1 to time sn−i, so (iii) holds.
Case(d’). By the definition of sn−i, (iii) holds from Proposition 8.3 and at most one appli-
cation of Corollary 4.8. 
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From now on, sn−4 < · · · < sn−M will denote the sequence defined in the above proposition
and we will assume that n is large.
Lemma 9.2. For each ν ≥ 1 there exists C > 0 and for each θ ∈ (0, pi) there exists ε > 0
such that the following holds. Suppose that |In| < ε and fix M ∈ N, with 4 < M < n.
Assume that for j = 0, 1, . . . ,M
|In−j|
|In−j+1| < ν.
Given x ∈ In ∩ ω(c0) consider the chain {Gj}sj=0 with Gs = In and G0 = Lx(In). For
i ∈ {4, . . . ,M − 1} let
w ∈ CompG0f−sn−i−1(Vn−i−1) ∩ CG0 where Vn−i−1 := Dθ(In−i−1) ∩ CGsn−i−1 .
Then, if ` is the order of c0 the following holds:
(1) if In−i−1 and In−i are non-terminating, either
wsn−i ∈ Dθ(In−i) or w ∈ Dθ′(In−i),
where θ′ = Cθ
(
|In−i|
|In|
)`−1
;
(2) if In−i−1 is non-terminating and In−i is terminating and i > 5, then either
wsn−i+1 ∈ Dθ(In−i+1) or w ∈ Dθ′(In−i+1),
where θ′ = Cθ
(
|In−i+1|
|In|
)`−1
;
(3) if In−i−1 is terminating, then either
wsn−i ∈ Dθ(In−i) or w ∈ Dθ′(In−i),
where θ′ = Cθ
(
|In−i|
|In|
)`−1
.
Proof. We will first show the real bounds that will be needed in the proof. By Corollary
3.25, there exists δ > 0 so that In−M , . . . , In−1 are δ-free. Since we are assuming |In−1|
is comparable to |In+1|, Corollary 3.25 or Proposition 3.20, depending on the definition
of In, imply that In is δ-free except if In = R(In−1) and it is periodic; in this case the
we need |In−1| to be comparable to |In+2| to conclude that In is δ-free, which we do not
have. In this particular case, we will use a slightly different argument involving the interval
In−1 and its pullbacks, instead of the intervals Gj. To do so we will define a new chain as
follows. If In = R(In−1) and it is periodic let {Gˆj}sj=0 be the chain with Gˆs = In−1 and
Gˆj = CompGjf
−1(Gˆj+1) for 0 ≤ j < s − 1. Note that the intersection multiplicity of this
chain is bounded by two, since the chain {Gj}s−1j=0 is disjoint and In has period two inside
In−1. By Corollary 3.5, there exists δˆ > 0 so that if Gs = In is δ-free, then Gj is δˆ-free for all
0 ≤ j ≤ s, and if Gˆs has been defined, then Gˆj is δˆ-free for all 0 ≤ j ≤ s, since Gˆs = In−1 is
δ-free. Finally, by Theorem 3.1 we know that if In−i−1 is non-terminating, then it is ρˆ-nice
for some ρˆ > 0.
Step 1: Pulling back to an interval well-inside an interval in the enhanced nest. Let Uj =
CompGjf
−(sn−i−1−j)(Vn−i−1) for 0 ≤ j ≤ sn−i−1. We will study each of the cases from the
statement separately.
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(1) If In−i−1 and In−i are non-terminating. By Proposition 9.1 there exists µ ∈ (0, 1) and
an interval K well-inside In−i such that Usn−i ⊂ Dµθ(K), where K = LGsn−i (In−i) and
Gsn−i ⊂ K. In this case, let Ifn−i be the pullback of In−i−1 under fpn−i−1−1 containing
f(In−i). In this case define i0 = n− i and s∗ = sn−i.
(2) If In−i−1 is non-terminating and In−i is terminating and i > 5. By Proposition 9.1
there exists µ ∈ (0, 1) and an interval K well-inside In−i+1 such that Usn−i+1 ⊂
Dµθ(K), with Gsn−i+1 ⊂ K. Assume the return time of c0 to R(In−i) is equal to q
and let Ifn−i+1 be the pullback of R(In−i) under f q−1 containing f(In−i+1). In this
case define i0 = n− i+ 1 and s∗ = sn−i+1.
(3) If In−i−1 is terminating we have two cases.
(a) If In−i 6= R(In−i−1). By Proposition 9.1 there exists µ ∈ (0, 1) and an interval K
well -inside In−i such that Usn−i ⊂ Dµθ(K), with Gsn−i ⊂ K. Assume the return
time of c0 to R(In−i−1) is equal to q and let Ifn−i be the pullback of R(In−i−1)
under f q−1 containing f(In−i). In this case define i0 = n− i and s∗ = sn−i.
(b) If In−i = R(In−i−1). By Proposition 9.1 there exists µ ∈ (0, 1) and an interval K
well -inside In−i such that Usn−i ⊂ Dµθ(K), with Gsn−i ⊂ K. Assume the return
time of c0 to In−i is equal to q and let I
f
n−i be the pullback of In−i under f
q−1
containing f(In−i). In this case define i0 = n− i and s∗ = sn−i.
Observe that, independently of the case, the definition of i0 and s
∗ give the following:
Us∗ ⊂ Dµθ(K),
and Gs∗ ⊂ K ⊂ In−i0 . We always have that
Compc0f
−1(Ifi0) = In−i0 .
We know that In−i0−1 is δ-free. If In−i0−1 is terminating, Proposition 3.20 tells us that
there exists δ′ > 0 so that R(In−i0−1) is δ′-free. So shrinking δ, if necessary, we can assume
that if In−i0−1 is terminating, In−i0−1 and R(In−i0−1) are δ-free. By definition, Ifn−i0 is
a pullback of bounded order of a δ-free interval so, regardless of the definition of i0, the
interval Ifn−i0 is δ
′′-free for some δ′′ > 0. In the remainder of the proof Ck, for k ∈ N, stands
for a positive constant that depends only on the previous constants. Observe that, in any
case, if ws∗ ∈ Dθ(In−i0) we are done with the proof of the proposition, so let us assume
ws∗ /∈ Dθ(In−i0). Then
ws∗ ∈ Dµθ(K) \Dθ(In−i0).
By Lemma 4.5 we have that there exists C1 > 0 so that
ws∗ ∈ DC1 |Gs∗ ||In−i0 | θ
(Gs∗).
Step 2: Pulling back to the start.
If In−i0 is non-periodic, then by Proposition 9.1 we know that f
s−s∗ : Gs∗ → Gs = In
is at most a sixth iterate of the first return map RIn−i0 . So there exists ν0 > 0 so that|Gs∗ |/|In| ≥ ν0. Indeed, if |Gs∗|/|In| is small, then the derivative of RIn−i0 would be big at
some point. Then, since In−i0 is δ-free Theorem 3.2 would imply that one of the components
of the domain of RIn−i0 is small compared to |In−i0|. Theorem 3.1 or Lemma 3.10, depending
on whether In−i0 is non-terminating or terminating, allows us to conclude that In−i0+1 is small
compared to In−i0 , which is a contradiction. If In−i0 is periodic, then by Proposition 9.1
we know that f s−s
∗
: Gs∗ → Gs = In is at most a fifth iterate of the first return map
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RIn−i0+1 , so we conclude that |Gs∗ |/|In| ≥ ν0 using the same argument as before. Similarly,
if In = R(In−1) and it is periodic, we have that |Gˆs∗|/|In−1| ≥ ν0.
Assume In 6= R(In−1). Then, since Gs∗ is δ-free and the intervals G0, . . . , Gs∗ are disjoint
we have that
w1 ∈ DC2 |Gs∗ ||In−i0 | θ
(G1).
Because |Gs∗|/|In| ≥ κ0, we have
(9.1) w1 ∈ DC3 |In||In−i0 | θ
(G1).
By Lemma 4.5 we have that
w1 ∈ D
C4
|In|
|In−i0 |
|If
n−i0 |
|G1| θ
(Ifn−i0).
Since Ifn−i0 is δ
′′-free, Lemma 4.2 gives us that
w ∈ D
C5
|In|
|In−i0 |
|If
n−i0 |
|G1| θ
(In−i0).
Note that G0 ⊂ In, and therefore |In|`/|G1| ≥ C6. Finally, since In−i0 is δ-free we have that
|Ifn−i0| ≥ C7|In−i0|`. Hence
w ∈ D
C8
|In−i0 |
`−1
|In|`−1
θ
(In−i0).
Assume In = R(In−1) and it is periodic. Then using the same argument as above, substi-
tuting Gj by Gˆj and In by In−1 we have the following:
w ∈ D
C8
|In−i0 |
`−1
|In−1|`−1
θ
(In−i0).
Now, since |In| > ν|In−1| there exists C9 ∈ (0, 1) so that
w ∈ D
C9
|In−i0 |
`−1
|In|`−1
θ
(In−i0).
Taking C as the minimum between C8 and C9 the proposition follows.

9.2. The construction of a qc quasi-box mapping.
Theorem 9.3 (The existence of a quasi-box mapping). For each ν ≥ 1 there exists M > 0,
and for each θ ∈ (0, pi/2] there exists ε > 0 so that, if |In−M | < ε the following holds. If for
all j ∈ {n−M, . . . n+ 1} we have that
|Ij−1|/|Ij| ≤ ν,
then the first return mapping to In extends to a quasi-box mapping with range Dθ(In−M).
Furthermore, there exists a universal constant ν0 ≥ 1 so that, if |Ij−1|/|Ij| > ν0, for j
sufficiently large, then we obtain a quasi-box mapping extending the return map to a puzzle
piece Iˆ, with Ij+2 ⊂ Iˆ ⊂ Ij−1.
Remark. See the corollary following the proof of the theorem for a more precise statement
in the non-renormalizable case.
Let us recall that the domains of the qc quasi-box mapping may intersect each other and
that they do not have to be compactly contained in the range.
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Proof. We will divide the proof of the theorem in steps. In this proposition when we talk
about first return maps to an interval I containing c0, we will be referring to the first return
map to I restricted to the components of RI that intersect ω(c0). In what follows, assume
that all intervals Ij from the generalized enhanced nest have j large enough so that |Ij| < ε,
for all ε in this section and in Section 8.
Step 1. Let ν ≥ 1 and let C be the constant associated to ν by Lemma 9.2. Choose an
integer M , with 4 < M so that for all n sufficiently large
Dµ3θ(In−4) ⊂ Dθ(In−M+1),
where µ ∈ (0, 1) is the constant from Proposition 9.1, and so that for each i = n−M, . . . , n−1
either
(9.2) C(|Ii|/|In|)`−1 ≥ 1 or D
C
( |Ii|
|In|
)`−1
θ
(Ii) ⊂ Dθ(In−M+1),
where ` is the order of c0. To see that such M exists notice that because of real bounds there
exists ρ > 0 so that (1 + 2ρ)Ij ⊂ Ij−1, for every j ∈ N. So we can take M large enough, so
that (M + 1)ρ > 1/C.
Assume that for all j ∈ {n−M, . . . n+ 1},
|Ij−1|/|Ij| ≤ ν.
Let x ∈ ω(c0) ∩ In and let s > 0 be minimal so that f s(x) ∈ In. Let {Gj}sj=0 be the chain
with Gs = In and G0 = Lx(In). Let sn−4 < · · · < sn−M−1 < sn−M := s be the sequence
defined in Proposition 9.1. Let
w ∈ CompG0f−sn−M (Vn−M) ∩ CG0 where Vn−M := Dθ(In−M) ∩ CGsn−i−1
and define wsn−i = f
sn−i(w) for i ∈ {4, . . . ,M − 1}. By Lemma 9.2 we know that one of the
following holds:
(1) If In−M and In−M+1 are non-terminating, either
wsn−M+1 ∈ Dθ(In−M+1) or w ∈ Dθ′(In−M+1),
where θ′ = Cθ
(
|In−M+1|
|In|
)`−1
.
(2) if In−M is non-terminating and In−M+1 is terminating, then either
wsn−M+2 ∈ Dθ(In−M+2) or w ∈ Dθ′(In−M+2),
where θ′ = Cθ
(
|In−M+2|
|In|
)`−1
;
(3) If In−M is terminating either
wsn−M+1 ∈ Dθ(In−M+1) or w ∈ Dθ′(In−M+1),
where θ′ = Cθ
(
|In−M+1|
|In|
)`−1
;
By the choice of M , if the second assertion holds, on the corresponding case, we get that
w ⊂ Dθ(In−M) ∩ CIn , and the theorem holds. If the first assertion holds, we repeat the
argument. If after at most M − 3 repetitions we have not proved the theorem we get
wsn−4 ∈ Dθ(In−4), where θ′ = Cθ
( |In−4|
|In|
)`−1
.
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We know |Ii−2|/|Ii+1| < ν0 for i ∈ {n− 4, . . . , n− 1}. So we can follow the corresponding
proofs in Section 8 to control the loss of angle and obtain
(9.3) w ∈ Dµ3θ(In−4).
For example, see the proof of Theorem 10.18.
Step 2. Now we show that there exists a constant ν0 ≥ 1, such that if |Ij−1|/|Ij| > ν0, for
some j ∈ {n−M, . . . n+1} then we obtain a complex extension for a return map to a puzzle
piece Iˆ, with
Ij+2 ⊂ Iˆ ⊂ Ij−1.
Let ν0 be the maximum of the constants ν1 from Section 8.3. Assume that |Ij−1|/|Ij| > ν0
for j ∈ {n−M, . . . , n+ 1}.
Case (a): If Ij−1 and Ij are non-terminating. By Proposition 8.7 we know that the return
mapping to Ij+1 extends to a qr box mapping with range Dpi/2(Ij+1).
Case (b): If Ij−1 is non-terminating and Ij is terminating. By Corollary 8.10 the first return
map to I∞j extends to a qr box mapping with range Dpi/2(I
2
j ).
Case (c): If Ij−1 is terminating. By Proposition 8.11 one of the following holds: the first
return map to I∞j−1 extends to a qr box mapping with range Dpi/2(I
2
j−1); Ij is terminating
and the first return map to I∞j extends to a qr box mapping with range Dpi/2(I
2
j ); Ij and Ij+1
are non-terminating and the first return map to Ij+2 extends to a qc complex box mapping
with range Dpi/2(Ij+2); Ij is non-terminating and Ij+1 is terminating the first return map to
I∞j+1 extends to a qr box mapping with range Dpi/2(I
2
j+1).
that |Ij−1|/|Ij| > ν0, we can construct a qc quasi-box mapping as in the statement of the
theorem.

Corollary 9.4 (Quasi-box mapping in the non-renormalizable case). Suppose that f is
non-renormalizable. Given ν ≥ 1, there exists M > 0 with the following properties. For
θ ∈ (0, pi/2], if n ∈ N is sufficiently large:
(1) If ν ≥ ν0, where ν0 is the constant from Proposition 8.7, and |Ik|/|Ik+1| > ν0 for
some k ∈ {n, n − 1, . . . , n −M} then: the first return mapping to Ik+2 extends to a
qr box mapping F : U → V with range V = Dpi/2(Ik+2) and U ⊂ Dθ(Ik+2).
(2) If for all k ∈ {n, n − 1, . . . , n − M} we have that |Ik|/|Ik+1| ≤ ν, then the first
return mapping to In extends to a qc quasi-box mapping F : U → V with range V =
Dθ(In−M) ∩ CIn and U ⊂ Dθ(In−M+1).
This concludes the construction of the qc quasi-box mapping.
10. Box mappings and complex bounds
In this section, we make use of the qc quasi-box mappings from Theorem 9.3 to construct
qr box mappings (this notion was introduced in Subsection 5.3). In particular, when f is
real analytic the box mappings we obtain are holomorphic.
As usual, for a map f ∈ A3b we abuse notation and denote by f its asymptotically holo-
morphic extension of order 3, given in Subsection 5.2.
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10.1. Finitely renormalizable maps. We follow similar arguments to those of Levin-van
Strien in [LvS2], which were also used in [S3]. However, we augment them to show that we
can obtain complex bounds (i.e. bounds for the moduli of relevant annuli) for the qr box
mappings. Throughout this subsection we assume that f : M →M is at most finitely many
times renormalizable.
As an intermediate step in our construction of qr box mappings we will make use of smooth
box mappings, which are maps of the form FS : US → VS, which have all the properties of a
complex box mapping (see page 2) except that we only require F to be C3.
Let N > 0 be maximal so that none of the intervals IN−i with i = 0, 1, 2, 3 is terminating.
For ease of exposition, assume N = 0, and that all of the intervals I0 ⊃ I1 ⊃ I2 ⊃ . . . of the
enhanced nest about c0 are non-terminating.
If I is a nice interval containing c0, we let
Iˆ =
⋃
c∈Crit(f)∩ω(c0)
Lˆc(I)
and let D(Iˆ) denote the union of all first return domains to Iˆ that intersect ω(c0). We denote
the first return map to Iˆ by
RIˆ : D(Iˆ)→ Iˆ .
Our aim is to prove the following:
Theorem 10.1 (Complex bounds in the non-renormalizable case). There exists δ > 0 such
that the following holds. Suppose that
RIˆ0 : D(Iˆ0)→ Iˆ0
is non-renormalizable (at c0). Then for all m sufficiently large, there exists a qr box mapping
F : U → V extending RIˆm with the property that V is δ-nice, δ-free and U has δ-bounded
geometry.
The proof of the theorem above will occupy the following proposition and the next two
subsections.
Proposition 10.2 (cf. [LvS2] pages 425-427). Given ν ≥ 1, there exists ε > 0, m ∈ N,
η ≥ 1 and θ ∈ (0, pi) such that the following holds. Suppose that
RIˆ0 : D(Iˆ0)→ Iˆ0
is non-renormalizable at c0. Then given n ∈ N with |In−m| < ε and so that |Ij−1|/|Ij| ≤ ν,
for all j ∈ {n −m + 1, . . . n + 1} the real return mapping RIˆn extends to a qr box mapping
F : U → V with the following properties: the map F |U is at most unicritical for all U ∈ U ;
if V is a component of V, then diam(V ) ≤ η|V ∩ R| and Dθ(V ∩ R) ⊂ V .
Proof. Let M be the constant associated to ν by Corollary 9.4. We will choose the constant
m > M in the course of the proof; M will be independent of n. How small |In−m| needs to
be will be determined by the proof. As usual, let pn ∈ N be so that In+1 = Compc0f−pn(In).
By Theorem 3.1, the intervals In are δ > 0 externally and internally free, for some δ = δ(ν),
and each component of the internal free space is of size comparable to |In|.
Claim: Given δ1 > 0, there exists ε1 > 0 and θ1 ∈ (pi/2, pi) such that the following holds.
Suppose I is a δ1-externally free nice interval, with I \ (1 + 2δ1)−1I disjoint form ω(c0)
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and |I| < ε1. Let V = Dθ1(I) and consider G10 = Lx(I) and G20 = Ly(I) disjoint, with
x, y ∈ ω(c0). Let U10 and U20 be the components of the landing map to V that contain G10 and
G20, respectively. Then U
1
0 and U
2
0 , are disjoint.
Proof of claim: Let F be the interval that defines the external free space of I. Consider the
chains {Gij}sij=0 associated to G10 and G20, so Gisi = I, and let {H ij}sij=0 be the corresponding
chains associated to the pullbacks of F , for i = 1, 2. Let U ij = CompGijf
si−j(V ) for j =
0, . . . si. If the order the chains {Gij}sij=0 is zero, then provided that θ1 ∈ (0, pi) is chosen
sufficiently close to pi, and ε1 is small enough, Corollary 5.7 implies that U
1
0 and U
2
0 are
contained in the geometric circles based on their real traces, so the claim follows. Otherwise,
let s < min{s1, s2} be maximal so that either G1s or G2s contains a critical point. By
Lemma 4.6, we can choose θ1 ∈ (pi/2, pi) so that U1s ∩U2s = ∅. Observe that this can be done
provided ε1 is sufficiently small. From this it follows that U
1
0 ∩ U20 = ∅. X
Let θ1 = θ1(δ) and ε1(δ) be the constants given by the claim, and assume |In−m| < ε1.
Step 1: Construction of a smooth box mapping at level In−m.
There exists θ2 ∈ (θ1, pi), depending only on δ and a smooth box mapping FS : US → VS
with the following properties:
• The map Fs extends RIˆn−m : D(Iˆn−m) → Iˆn−m in a neighbourhood of D(Iˆn−m), it is
asymptotically holomorphic and has the same critical points as RIˆn−m ;
• for each U ∈ US, F |U is at most unicritical;
• for each U ∈ US, Dθ2(U ∩R) ⊂ U and FS = f r on Dθ2(U ∩R), where r is the return
time of U to V under f .
Step 1a: Obtaining a complex extension such that the components of its domain are disjoint.
We begin by constructing an intermediate smooth mapping F˜S : U˜S → V˜S where V˜S is a
neighbourhood of Crit(f)∩ω(c0) and the components of U˜S are disjoint, but not necessarily
contained in V˜S.
Let Vc0 = Dθ1(In−m). For each c ∈ Crit(f) ∩ ω(c0), let Vc = Lˆc(Vc0), and let
V˜S =
⋃
c∈Crit(f)∩ω(c0)
Vc.
Observe that V˜S ∩ R = Iˆn−m. For each x ∈ ω(c0) ∩ Iˆn−m, let U˜(x) = Lx(V˜s) and let
U˜S =
⋃
x∈ω(c0)∩Iˆn−m
U˜x.
Notice that if x ∈ ω(c0) ∩ Lˆc(In−m) for c 6= c0, then U˜(x) = V˜c. The claim implies that the
components of V˜S are pairwise disjoint, and that the components of U˜S together with the
components of V˜S \Vc0 are pairwise disjoint. By making ε1 smaller, if necessary, Lemma 4.2,
Corollary 5.6, Lemma 4.3 and Corollary 5.7, imply that there exist θ2 ∈ (θ1, pi) and θ′2 ∈
(0, pi), depending only on δ and b, with the following property. For each component U of U˜S
or of V˜S,
Dθ2(U ∩ R) ⊂ U ⊂ Dθ′2(U ∩ R).
Define a mapping F˜S : U˜S → V˜S as follows, for each component U of U˜S, let s > 0 denote its
first entry time to V˜S under f , so that f s(U) is a component V of V˜S. Set F˜S|U = f s|U .
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Step 1b. Obtaining a smooth box mapping. For each critical point c ∈ ω(c0), let Ac be
topological disk that properly contains V˜c. We can choose these disks so that {Ac : c ∈
ω(c0) ∩ Crit(f)} is a collection of domains with pairwise disjoint closures such that given
x ∈ ω(c0) ∩ Iˆn−m, if U˜(x) intersects Ac and U˜(x) 6= V˜c, then U˜(x) is compactly contained
in Ac. For each such U˜(x) let B(x) be a topological disk such that U˜(x) b B(x) b Ac.
Moreover, choose the domains B(x) so that they have pairwise disjoint closures. For each
U˜(x), let c be such that V˜c = F˜S(U˜(x)) and extend F˜S : U˜(x) → V˜c to a smooth map
FS|B(x)→ Ac. Let
VS =
⋃
c∈ω(c0)∩Crit(f)
Ac and US =
( ⋃
x∈ω(c0)
B(x)
)
∪
( ⋃
c∈ω(c0)∩Crit(f)\{c0}
Ac
)
.
Then
FS : US → VS
is a smooth box mapping with the required properties. This concludes Step 1.
From now on, θ2 is the constant given by Step 1.
Step 2: Choosing m. We will choose m so that, roughly, the domain of the quasi-box mapping
given by Corollary 9.4 that extends the return map to In is contained in the part of the plane,
close to the real line, where FS agrees with the corresponding iterate of f .
From Corollary 9.4 we know there exists M ∈ N, depending on ν, so that the first return
map to In extends to a quasi-box mapping with range VQ = Dpi/2(In−M) ∩ CIn . For each
critical point c ∈ Crit(f) ∩ ω(c0), c 6= c0, let rc > 0 be minimal so that f rc(c) ∈ In. Set
Vˆc0 = VQ and Vˆc = Compcf
−rc(Vˆc0). Since |Ij−1|/|Ij| < ν, for all n − 1 ≤ j ≤ n −M + 1,
there exists θ3 ∈ (0, pi) so that
Vˆc ⊂ Dθ3(Lˆc(In−M)) ∩ CLˆc(In).
To see this, choose any Vˆc with c 6= c0. There exists x ∈ ω(c0) ∩ In such that if s > 0 is
minimal so that f s(x) ∈ In, then there exists 0 < rx < s so that f rx(x) ∈ Lc(In). Observe
that the landing times of f rx(x) and c to In under f are the same; they are both rc = s− rx.
Let {Gj}sj=0 be the chain with Gs = In and G0 = Lx(In), and let
sn−4 < · · · < sn−M := s
be the sequence given by Proposition 9.1. Let w ∈ Compxf−sDpi/2(In−M) and wi = f i(w)
for i ∈ N. Either there exists sn−j so that sn−j+1 < rx < sn−j or 0 < rx < sn−4. Let us
assume sn−j+1 < rx < sn−j. By Proposition 9.1, there exists µ ∈ (0, 1) such that wsn−j ∈
Dµpi/2(LGsn−j (In−j)) ⊂ In−j. By Lemma 8.1, we know k(In−j, {Gj}
sn−j
j=rx
) is bounded. This
and the fact that In−j is δ-nice, allow us to apply Proposition 7.1 and Corollary 4.8 to find
θ3 ∈ (0, pi) so that wrx ∈ Dθ3(Lˆc(In−j)). The proof when 0 < rx < sn−4 is analogous to this
one.
Now choose m so that for each critical point c ∈ Crit(f) ∩ ω(c0)
Dθ3(Lˆc(In−M+1)) ⊂ Dθ2(Lˆc(In−m)).
Step 3. Intersecting the smooth box mapping and the quasi-box mapping. Let
VQ =
⋃
c∈Crit(f)∩ω(c0)
Vˆc,
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VS ∩ VQ
FQ
UQ
VQ
US
FS
VS
F
US ∩ UQ
Figure 17. Intersecting a smooth box mapping with a quasi-box mapping.
where the Vˆc are as constructed at the beginning of Step 2. We construct a quasi-box
mapping F : UQ → VQ extending the real return map to In as follows. Since the hypotheses
from the second part of Corollary 9.4 hold, we obtain a qc quasi-box mapping FˆQ : UˆQ → Vˆc0
extending the return map to In.
Now let UQ = UˆQ. For each U ∈ UQ choose x ∈ U ∩ ω(c0) and let s > 0 be minimal so
that f s(x) ∈ VQ. Set FQ|U = f s|U .
We get a smooth box mapping FS,n : US,n → VS,n extending RIˆn as follows. There exists
kn such that F
kn
S |In = fpn−1+pn−2+···+pn−m|In . Let VS,n(c0) = Compc0F−knS (A(c0)). For each
critical point c ∈ Crit(f) ∩ ω(c0), let ic > 0 be minimal so that F icS (c) ∈ In. Let VS,n(c) =
Compc(F
−ic
S (VS,n(c0))) and
VS,n =
⋃
c∈Crit(f)∩ω(c0)
VS,n(c).
If x ∈ ω(c0) ∩ VS,n, let k ≥ 1 be minimal so that F kS (x) ∈ VS,n. Let V = CompFkS (x)VS,n, and
set US,n(x) = Compx(F
−k
S (V )).
Finally, for each critical point c ∈ ω(c0), let Vc = VS,n(c)∩ Vˆc and let V be the union of the
domains Vc. For each x ∈ ω(c0)∩V , let Uˆ(x) be the component of UˆQ that contains x and set
U(x) = US,n(x) ∩ Uˆ(x). Let U be the union of all domains U(x). Define F |U(x) = Fˆ |U(x).
See Figure 17. Then F : U → V is a qr box mapping that extends the real return map to In.
Since for all j, with 1 ≤ j ≤ m + 1, the interval In−j is δ-free, there exists θ ∈ (0, pi),
depending on θ2 and δ, so that for any component V of V , V ⊃ Dθ(V ∩ R). Hence there
exists η > 0 such that diam(V ) < η|V ∩ R|.

Corollary 10.3. Suppose that RIˆ0 : D(Iˆ0)→ Iˆ0 is non-renormalizable at c0. Then for all n
sufficiently large, there exists a qr box mapping Fn : Un → Vn extending RIˆn .
Proof. Let ν1 ≥ 1 be the constant coming from Corollary 8.8. Let M be the constant
associated to ν1 by Proposition 10.2. There are two cases: either there exists N ∈ N so
that |Ij|/|Ij+1| ≤ ν1 for all j > N, or there exist infinitely many integers j such that
|Ij|/|Ij+1| > ν1. Using either Proposition 10.2, or Corollary 8.8, we construct F : U → V a
qr box mapping extending RIˆn, for an integer n sufficiently large.
Let k1 ∈ N be such that F k1|In+1 = fpn|In+1 . Let V (c0) be the component of V that contains
c0, and define
V1(c0) = CompIn+1F
−k1(V (c0)).
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We can obtain a qr box mapping F1 : U1 → V1 that extends RIˆn+1 : D(Iˆn+1) → Iˆn+1 using,
for example, the argument used in the proof of Step 3 in Proposition 10.2. Similarly, we can
define a sequence of qr box mappings Fi : Ui → Vi each extending RIˆn+i . 
We will bound the quasiconformal distortion of the maps Fi in the next subsection.
To prove complex bounds, as stated in Theorem 10.1, it suffices to prove certain geo-
metric bounds known as upper and lower bounds in [KSvS], see page 16. This is done in
Subsections 10.2 and 10.3.
10.2. Upper Bounds for finitely renormalizable maps. To prove Proposition 1.9, we
follow the approach used in the proof of [KSvS, Proposition 8.3].
It will be convenient to point out the following modification to the proof in [KSvS] now.
In [KSvS], an interval I is said to be in Tξ if I is ξ-nice and (1 + 2ξ)I \ (1 + 2ξ)−1I is disjoint
from the post-critical set of f . We modify this definition to take into account odd critical
points: if c0 is even, then we will say that an interval I is in Tξ if I is ξ-nice and ξ-free; if c0
is odd, then we say that I is in Tξ if I is ξ-nice and ξ-externally free. It is worth remarking
that this implies that I is ξ′-strongly nice, with ξ′ →∞ as ξ →∞.
Let F : U → V be a qr box mapping given by Proposition 10.2 or by Corollary 8.8 and
let Vc0 be the component of V that contains c0. For ease of exposition, assume F extends
the return map to Iˆ0 = ∪c∈Crit(f)∩ω(c0)Lˆc(Vc0 ∩ R), and let I0 = Vc0 . Assuming that In is
defined, let In+1 = Compc0f
−pn(In), where pn is defined as on page 22. Notice that for
all n ∈ N ∪ {0}, In = In ∩ R. We define the complex puzzle pieces B(I), A(I) and Γ(I),
associated to a domain I, exactly as we did for real puzzle pieces.
We will need the following version of Proposition 7.1, which gives us information about
the loss of angle even when the combinatorial depth k(I,G) is large, see definition on page
64.
Proposition 10.4. [KSvS, Proposition 11.2] For each δ > 0, there exists µ ∈ (0, 1) and
δ′ > 0, and for each θ ∈ (0, pi), there exists ε > 0, such that the following holds. Let I
be a δ-nice interval with |I| < ε, and let G = {Gi}si=0 be a disjoint chain with G0, Gs nice
intervals and G0 ∩ ω(c0) 6= ∅. Let Gˆs be an interval with Gs ⊂ Gˆs ⊂ (1 + 2δ)Gˆs ⊂ I. Let
V = Dθ(Gˆs), and write Ui = CompGif
−(s−i)(V ), i = 0, 1, . . . , s. Then there exists an inteval
Iˆ ⊃ G0 with (1 + 2δ′)Iˆ ⊂ I and such that
U0 ⊂ Dµk(I,G)θ(Iˆ).
Proof. The proof of this result proceeds by induction as in [KSvS]. To obtain the proof when
N = 0, we use the proof of the N = 0 case of Proposition 7.1. If c is even, which we can and
will assume whenever c0 is even, [KSvS, Lemma 11.2] holds by Lemma 3.12. When all critical
points are odd, we do not need [KSvS, Lemma 11.2] to obtain that certain intervals are ρˆ-
nice, since we can use Proposition 6.2 instead of Corollary 4.8. The remainder of the proof
of Proposition 11.2 in [KSvS] can be repeated verbatim, where we use Lemma 3.16 instead
of [KSvS, Lemma 9.7], Theorem 3.2 (1) instead of [KSvS, Lemma 9.2], Lemma 3.6 instead of
[KSvS, Lemma 9.4], Proposition 6.3 instead of [KSvS, Lemma 11.1], and Lemma 4.6 and its
Corollaries, Corollary 4.7 and Corollary 4.8, instead of Lemmas 13.5 and 13.6 of [KSvS]. 
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The following proposition is the main tool that is needed to combine the bounded and big
geometry cases. Without control on the geometry, there is no way to control the combina-
torial depth between consecutive levels of the enhanced nest, but we are still able to control
the geometry at deeper levels, see the last part of the following proposition.
Proposition 10.5. [KSvS, Proposition 11.3] For each δ > 0 and N ≥ 0 there exist µ(N, δ) ∈
(0, 1) and C ∈ (0, 1), and for each θ ∈ (0, pi) there exists ε > 0 so that the following holds.
Let I 3 c0 be an interval in Tδ with |I| < ε. Let J 3 c0 be an (at most) N-modal pullback of
I, and let t be so that J = Compc0(f
−t(I)) ∩ R. Assume x ∈ J ∩ ω(c0) is so that f s(x) ∈ J
for some s ≥ t. Let
ν = #{0 ≤ j ≤ s− t : f j(x) ∈ J}.
Let s0 = 0 < s1 < . . . < sν be the times for which sj ≤ s − t and f si(x) ∈ J. Consider
the chain G := {Gi}si=0 defined by Gs = J , and Gi 3 f i(x). Let Us = Dθ(I) ∩ CGs and
Ui = CompGif
−(s−i)(Us). Then,
U0 ⊂ Dθ′(J),
where
θ′ = min
[
µkˆ(I,J)
(
Πν−1j=0Cρj
) · θ, θ0] ,
and kˆ(I, J) is defined on page 64 and ρj > 0 is so that
(1 + 2ρj)Lfsi (x)(J) ⊂ J
and θ0 is defined in Lemma 4.5.
Moreover, there exists a universal (large) constant ξ > 0 and νˆ ∈ N, which depends on δ
and N , such that if J is ξ-nice and ξ-externally free, ν ≥ νˆ and for each c ∈ Crit(f)∩ω(c0),
different form c0
#{0 ≤ j ≤ s : f j(x) ∈ Lc(J)} ≥ ν0,
then
θ′ = min[θ, θ0].
Proof. The proof of this is the same as the proof of [KSvS, Proposition 11.3] using Propo-
sition 10.4 instead of [KSvS, Proposition 11.2], Lemma 3.15 instead of [KSvS, Lemma 9.6],
Lemma 4.5 instead of [KSvS, Lemma 13.4], and Lemmas 4.6 and 6.2 instead of Lemma
13.5. 
The following result is the key initial estimate needed to prove the Upper Bounds:
Proposition 10.6. [KSvS, Theorem 11.1] There exist θ ∈ (0, pi) and n0 ∈ N so that for all
n sufficiently large, In ⊂ Dθ(In−n0).
Proof. We can repeat the proof Theorem 11.1 of [KSvS] after making the following substitu-
tions: we use Lemma 4.5 instead of [KSvS, Lemma 13.4], Proposition 10.5 instead of [KSvS,
Proposition 11.3], Theorem 3.1 instead of [KSvS, Proposition 8.1] Theorem 9.3 instead of
[KSvS, Proposition 11.4], and Lemma 2.3 instead of [KSvS, Lemma 8.3]. 
Proposition 10.7. [KSvS, Proposition 11.5] There exists θ ∈ (0, pi) such that for all n
sufficiently large and for each x ∈ ω(c0) ∩ In,
Lx(In) ⊂ Dθ(In).
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This proposition follows immediately from the following two lemmas whose proofs can be
copied from [KSvS] making the same substitutions that we have already pointed out:
Lemma 10.8. [KSvS, Lemma 11.4] There exist N and θ1 ∈ (0, pi) such that for each n
sufficiently large there exists m ∈ {n, n+ 3} such that for each x ∈ ω(c0) ∩ Im one has
CompxDom(R
N
Im) ⊂ Dθ1(Im).
Lemma 10.9. [KSvS, Lemma 11.5] There exists a constant µ ∈ (0, 1) such that for each
N ≥ 2, each θ ∈ (0, pi), and each n sufficiently large, if
∪x∈ω(c0)∩InCompxDom(RNIn) ⊂ Dθ(In),
then
∪x∈ω(c0)∩In+1CompxDom(RN−1In+1) ⊂ Dµθ(In+1).
Using this, we can bound the quasiconformal distortion as we pullback through the en-
hanced nest.
Lemma 10.10. There exists a constant η1 > 0 such that the following holds. Let Iˆ0 be a
nice neighbourhood of Crit(f) such that RIˆ0 extends to a qr box mapping F : U → V. Let
I0 = Compc0(V). Assuming that In has been constructed let In+1 = Compc0F−pn(In), where
pn is as in the construction of the enhanced nest (see page 22). Let s = pn + pn−1 + · · ·+ p0.
Then F s : In+1 → I0 is 1 + η1µ(I0)1/2-quasiregular.
Proof. By Lemma 5.10 and Propositions 10.7 and there exists a constant η > 0 such that
each F pn : In+1 → In is (1 + ηµ(In)1/2)-quasiregular. Since, by Theorem 3.1, there exists
a universal constant ρ > 0 such that each In is ρ-nice, the lengths of the intervals In
decays exponentially. Thus there exists a constant η1 ≥ 0 such that F s : In+1 → I0 is
1 + Cη1µ(I0)
1/2-quasiregular. 
Finally with Proposition 10.7 in hand we can repeat the proof of the Upper Bounds,
Proposition 8.3 from [KSvS].
Proposition 10.11 (Upper Bounds for the enhanced nest). There exists a constant η > 0
such that for all n sufficiently large the following hold.
• diam(In) ≤ η|In|, and;
• there exists a topological disk Ω ⊃ In such that (Ω \ In) ∩ ω(c0) = ∅ and
mod(Ω \ In) > 1/η.
Proof. By construction there exists a positive integer ν and by Proposition 10.7, there exists
θ′ ∈ (0, pi) such that f ν : B(In) → In is a proper map with bounded degree, f ν(A(In)) =
Lfν(c)(In), and Lfν(c)(In) ⊂ Dθ′(In).
Then, since by Theorem 3.1, there exists ρ > 0 so that In is ρ-nice, ρ-externally free, the
pullback of In to B(In) is of bounded degree, and we have that either c0 is of even order and
In is ρ-free or c0 is of odd order, there exists λ ∈ (0, 1) such that
A(In) ⊂ Dλθ(B(In)),
and
diam(A(In))
|A(In)| ≤ η(θ) max
{
1,
(diam(In)
|In|
)1/2}
.
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To prove this estimate, we let r > 0 be the return time of Lfν(c0)(In) to In, and decom-
pose f ν+r : A(In) → In into f ν+r−1 : f(A(In)) → In and f : A(In) → f(A(In)), apply
Lemma 5.10, and use the fact that there is a critical point c0 ∈ A(In) ⊂ In of de-
gree d ≥ 2. Since B(In) is ρ′-nice and A(In) is ρ′-externally free for some ρ′ > 0 given
by Corollaries 3.4 and 3.5, it follows that there exist ξ > 0, θ′ ∈ (0, pi/2) and a topo-
logical disk A(In)′, A(In) b A(In)′ ⊂ Dθ′(B(In)), so that mod(A(In)′ \ A(In)) > ξ
and (A(In)′ \ A(In)) ∩ ω(c0) = ∅. Let ν˜ ∈ N be so that f ν˜ : BA(In) → A(In). Let
Fn = Compc0f
−ν˜(B(In)). Then f ν˜ |Fn is a proper map of bounded degree, and either Fn is
δ′-free for some δ′ > 0 or c0 is an odd critical point. Likewise, for each i, i = 1, 2, . . . , T , let
ti ∈ N, be so that f ti : ΓiBA(In) → Γi−1BA(In). Inductively construct a sequence of do-
mains F in, i = 0, . . . , T , setting F
0
n = Fn and F
i
n = Compc0f
−ti(F i−1n ). Each F
i
n is a pullback
of F i−1n of bounded degree and either F
i
n is δ
′′-free for some δ′′ > 0 or c0 is an odd critical
point. Set I ′n+1 = Compc0(f
−(ν˜+t1+...tT (A′(In))). Observe that (I′n+1 \ In+1) ∩ ω(c0) = ∅.
By Lemma 5.10, we have that f ν˜+t1+···+tT |I ′n+1 is a 1 + cµ(In−1)1/2-quasiregular mapping
with bounded degree. It follows that there exists c′ ≥ 1 so that mod(I′n+1 \ In+1) > ξ/c′. As
before,
diam(In+1)
|In+1| ≤ η(θ) max
{
1,
(diam(In)
|In|
)1/2}
.
Since diam(I0) < η|I0|, it follows that diam(In)/|In| is bounded from above.

It is worth noticing that from Proposition 1.9, Proposition 10.7 and the definitions of the
operators A and B we have:
Corollary 10.12. There exists ε > 0 and a universal constant δ > 0 such that, for all n > 0
for which |In| < ε the following holds. The puzzle piece In is δ-nice and δ-free. Hence the
return mapping to In is δ-extendible. Even more, there exists an interval I˜n ⊃ (1 + 2δ)In
I˜n ⊃ (1 + 2δ)In with (I˜n \ In) ∩ ω(c0) so that Dθ′(I˜n) ⊃ In.
10.3. Lower Bounds for finitely renormalizable maps. Lower Bounds for the geometry
of puzzle pieces in the enhanced nest follows from the next two lemmas. The first lemma is
Lemma 10.1 of [KSvS]; however, we cannot repeat the proof given there, since f does not
have to be analytic.
Let
ηn = inf
x∈ω(c0)∩In
d(x, ∂In)
|In| .
Lemma 10.13. [KSvS, Lemma 10.1] There exists ε > 0 so that for all n > 0 for which
|In| < ε the following holds:
1. There exists a constant δ > 0 such that ηn+1 > δηn.
2. There exist κ > 0, ν > 1 such that if |In|/|In+1| > ν, then
ηn+2 ≥ min(κ, 2ηn+1).
Proof. Note that we can decompose the map fpn : In+1 → In into a bounded number of
maps, each of the form zd followed by a diffeomorphism with bounded distortion.
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To prove the first estimate, observe that ηn+1 ≥ δηn is equivalent to
infx∈ω(c0)∩In d(x, ∂In)
infx∈ω(c0)∩In+1 d(x, ∂In+1)
≤ 1
δ
|In|
|In+1| .
For any x ∈ ω(c0) ∩ In, since fpn has bounded degree and, by Theorem 3.1, In has external
free space, it follows from Theorem 3.2 that there exists a constant c′ > 1 such that
|(fpn)′(x)| ≤ c′ |In||In+1| .
By Lemma 5.10, there exists η > 0, such that fpn|In+1 is (1 + η|µ(In)|1/2)-quasiregular.
So by the Stoilow Factorization Theorem we can express fpn|In+1 = h ◦ g, where g : In+1 →
In+1 is (1 + η|µ(In)|1/2)-quasiconformal and h : In+1 → In is holomorphic. Let λn be an
affine mapping that scales In to unit size. Then the mapping H(z) = λnf
pn( z
λn+1
) is a
(1+η|µ(In)|1/2)-quasiregular mapping between domains of unit size. As n→∞ this mapping
converges to a holomorphic mapping. Arguing by contradiction, it follows that there exist
constants c > 1 and κ1 > 0 such that
|(fpn)′(z)| ≤ c |In||In+1|
for z ∈ C with dist(z, ω(c0) ∩ In+1) ≤ κ1|In+1|, and the first estimate follows immediately.
Similarly, from the Koebe Distortion Theorem and the fact that fpn|In+1 is (1+η|µ(In)|1/2)-
quasiregular, we have that there exists κ2 > 0 such that for any z ∈ B(c0, 2κ2|In+1|),
|(fpn)′(z)| ≤ 1
2
|In|
|In+1| .
Let ν > 1 be large. Notice that when |In|/|In+1| > ν, then by Lemma 3.23 there exists
ν1 > 0, so that for any x ∈ ω(c0) ∩ In we have |In+1|/|Lx(In+1)| > ν1. From the definitions
of the operators A,B and Theorem 3.2 (2), there exists a constant η = η(ε) → 0 as ε → 0,
so that ω(c0) ∩ BA(In+1) ⊂ AA(In+1) is contained in a η|BA(In+1)|-neighbourhood of the
critical point, and the second estimate in the lemma follows. 
The following is Lemma 10.2 of [KSvS]. The proof differs from that given in [KSvS]
because f is not analytic and we have to treat the big geometry case separately from the
bounded geometry case.
Lemma 10.14. [KSvS, Lemma 10.2] There exists k0 ∈ N and a constants γ > 0 and ε > 0
such that for all n > 0 with |In| < ε and for all x ∈ ω(c0) ∩ In,
B(x, γ|CompxDom(Rk0In)|) ⊂ In.
Proof. Let N = pn−1 +pn−2 + · · ·+p0. Observe that fN(In) = I0. By Lemma 8.3 of [KSvS],
we have that 2pn−1 ≥ N and r(In) ≥ N/6. Let x ∈ ω(c0) ∩ In and let W = LˆfN (x)(In). Let
U = Compx(f
−N(W ))∩R. Then U = Compx(Dom(Rk0In)) for some k0, and since r(In) ≥ N/6
we have that k0 ≤ 6 and that the order of fN : U → W is bounded by 6b.
If either c0 is even or |In−3|/|In−2| is bounded from above, then by Theorem 3.1 In is
ρ-free for some ρ > 0, and we can repeat the proof of Lemma 10.2 of [KSvS]. So, suppose
that |In−3|/|In−2| is big and c0 is of odd order. In this case, In is C-nice and C-externally
free with C big. Let 0 < C ′ < C be so that I˜ := (1 + 2C ′)In is δ-externally free. Let
W˜ = LˆfN (x)(I˜), and U˜ = Compx(f−N((1 + 2δ)W )) ∩R. Since C is big, we can choose C ′ so
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that δ > 0 does not depend on f and so that W˜ ⊃ (1 + 2δ)W . Then W˜ is ρ′′-free for some
ρ′′ > 0. By Proposition 10.2, there exists σ ∈ (0, pi/2) so that Dpi−σ(W˜ ) ⊂ Dpi−σ(I0) ⊂ I0.
So Lemmas 5.10, 4.2 and 4.3, imply that In ⊃ Compxf−N(Dpi−σ(W˜ )) ⊃ Dθ′′(U˜), where
θ′′ ∈ (0, pi/2). 
Proposition 10.15. There exist beau constants η > 0 and ε > 0 such that for all n > 0
with |In| < ε
B(c0, η|In|) ⊂ In.
Proof. The proof follows the proof of Proposition 10.1 of [KSvS] with some minor adjustments
to deal with the case when c0 is odd. Indeed, there exists a constant ε
′ > 0 such that if
0 < ηn < ε
′, then |In+1|/|In| < ε, where ε is the constant from the second estimate in
Lemma 10.13. To see this, observe that if ηn is very small, then by Lemma 10.14 there exists
x ∈ ω(c0)∩ In such that |U |/|In| is very small where U 3 x is a component of the domain of
Rk0In . Since k0 is bounded (≤ 6, see the proof of Lemma 10.14), this implies that there exists
a return domain J to In, J ∩ ω(c0) 6= ∅, and such that |J |/|In| is very small. It follows from
Theorem 3.1 (e) that |In+1| is very small compared to |In|. Thus it follows from the second
statement of Lemma 10.13 that when ηn < ε
′, ηn+2 ≥ min{κ, 2ηn+1}. By the first statement
of Lemma 10.13, we have ηn+2 ≥ min(κ′, 2ηn+1) for all n, where κ′ = min(δ2ε′, κ). Since
η0, η1 are bounded away from 0 the result follows. 
Thus we have concluded the proof of complex bounds in the non-renormalizable case, i.e.
Theorem 1.1 (in the non-renormalizable case) and Theorem 10.1. Let us now turn to the
infinitely renormalizable case.
10.4. Infinitely renormalizable maps. To construct a qc polynomial-like extension from a
qc quasi-box mapping for infinitely renormalizable maps, we use a more geometric approach.
Let L : R+ → R+. A map h : X → Y between two metric spaces is called an L-quasi-isometry
if for any ε > 0, dist(h(x), h(y)) ≤ max{L(ε) dist(x, y), ε}, for all x, y ∈ X. Quasiconformal
maps are quasi-isometries with respect to the hyperbolic metric:
Lemma 10.16 (Lemma 2.2, [ALdM]). For every κ ≥ 1 there exists Lκ : R+ → R+ such
that if h : S → S˜ is a κ-qc map between two hyperbolic Riemann surfaces, then h is a Lκ
quasi-isometry in the hyperbolic metric. Furthermore, for every ε > 0, limκ→1 Lκ(ε) = 1.
Lemma 10.17 (cf. [LY] Lemma 2.4, [M2] Proposition 4.10). For every ε, η > 0, there
exists κ0 > 1 such that if 1 ≤ κ ≤ κ0, there exists δ > 0 such that the following holds.
Let U ⊂ V be two real-symmetric topological disks and f : U → V be a real-symmetric qc
branched covering with non-escaping critical points and compact Julia set. Suppose that U
contains an η-neighbourhood, N of the J(f) in the hyperbolic metric on U , and that f |N is
κ-quasiregular. Then there are real-symmetric topological disks U ⊃ V ′ ⊃ U ′ ⊃ K(f) such
that the restriction f : U ′ → V ′ is polynomial-like. Moreover, if mod(U \ K(f)) ≥ ε > 0,
then mod(V ′ \ U ′) ≥ δ(ε, `, η) > 0, where ` is the degree of f .
Proof. The proof of this lemma goes as the proof of Proposition 4.10 of [M2], we will provide
a sketch of the argument. Notice that since f is a real-symmetric mapping between real-
symmetric domains U and V , K(f) and the η-neighbourhood of K(f) in the hyperbolic
metric on U are both real-symmetric. Observe that we can assume that mod(V \K(f)) is
bounded from above. This implies that N \K(f) is an annulus with modulus bounded from
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below, so that its core curve γ is a κ′-quasicircle. Let Nγ denote the region bounded by
γ. Then, by the Schwarz Reflection Principle, f |Nγ extends to a κ′′-quasiregular mapping
f˜ : U → V that agrees with f on Nγ. Consider the hyperbolic Riemann surfaces N0 ⊂ U0 ⊂
V0 obtained by doubling Nγ \K(f), U \K(f) and V \K(f), respectively, across their ends
corresponding to K(f). Then N0 ⊂ U0 ⊂ V0 are annuli with the same core geodesic γ, and
f˜ |U \K(f) extends to a symmetric mapping F : U0 → V0 that sends γ to itself.
Let us show that ‖DF (z)‖ > 1 (in the hyperbolic metric) for z sufficiently close to γ.
Take τ > 0 and z ∈ γ, consider the balls BU0(z, τ), BV0(z, τ) in terms of the hyperbolic
metrics on U0 and V0, respectively. Provided we take τ > 0 sufficiently small, we get that the
distance of the ball BU0(z, τ) to V0\U0 is strictly positive. Then F (BU0(z, τ)) ⊃ BU0(F (z), τ)
provided κ and τ are sufficiently small. Indeed, F |N0 is a composition of a κ-qc map and
a conformal isometry from the hyperbolic metric on U0 to the hyperbolic metric on V0.
Therefore F (BU0(z, τ)) ⊃ BV0(F (z), rτ) where r < 1 can be chosen arbitrarily close to one
provided κ is sufficiently close to one. Moreover, the contraction of the inclusion U0 → V0 on
BU0(z, τ) is bounded from above by a constant t < 1 since the distance of the ball BU0(z, τ)
to V0 \ U0 is strictly positive. It follows that F (BU0(z, τ)) ⊃ BU0(F (z), κτ) for some κ > 1.
Let V ′0 ⊂ V0 be the τ -collar neighbourhood of γ, and let U ′0 = F−1(V ′0). Set U ′ =
(U ′0∩U)∪K(f) and V ′ = f(U ′). Then f : U ′ → V ′ is a polynomial-like map and mod(V ′\U ′)
is bounded away from zero.

Theorem 10.18 (Complex bounds in the infinitely renormalizable case). There exist δ > 0
and C > 0 such that the following holds. Suppose that f : M →M is infinitely renormalizable
at c0, with periodic intervals M ⊃ J1 ⊃ J2 ⊃ . . . with periods 1 < j1 < j2 < . . . . Suppose
that i is sufficiently large. Then there exists a κ(Vi)-qc polynomial-like mapping Fi : Ui → Vi
which extends f ji : Ji → Ji such that Ui, Vi are real-symmetric, mod(Vi \ Ui) > δ, Ui has
δ-bounded geometry and diam(Ui) < C|Ji|.
Proof. Let In be the smallest puzzle piece in the generalized enhanced nest such that In ⊃ Ji.
Then In is a terminating interval. Note that Ji = In if and only if In−1 is terminating and
Ji = R(In−1).
Step 1: Moduli bounds. We will show that if i is sufficiently big, the return mapping to Ji
extends to a quasi-box mapping FQ : UQ → VQ, and that mod(VQ \ K(FQ)) is universally
bounded from below.
We will show that mod(VQ \ K(FQ)) is bounded from below by proving that the filled
Julia set of the quasi-box mapping, K(FQ), is contained in a Poincare´ disk, Dθ(K), where
K is an interval well-inside UQ ∩ R, with |K| comparable to |I∞n |.
We will divide the proof in two cases, depending on the geometry of the generalized
enhanced nest. To do so, we define a constant ν > 0 that will separate the bounded geometry
case from the big geometry one.
Claim: there exists ν > 0 so that the following holds:
(a) If |In|/|I∞n | > ν, then the first return mapping to I∞n extends to a polynomial-like
map F : U → V with V = Dpi/2(Ijn) with |Ijn|  |I∞n |, for some j ∈ N. Furthermore,
there exists an interval K well-inside Ij+1n , with |K|  |I∞n |, so that K(F ) ⊂ Dpi/2(K).
(b) If In−1 is non-terminating and |In−1|/|In| > ν then the first return mapping to In
extends to a qr box mapping F : U → V with V = Dpi/2(Ijn) for some j ∈ N.
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Furthermore, there exists an interval K well-inside Ij+1n , with |K|  |I∞n | so that
K(F ) ⊂ Dpi/2(K).
(c) If In−1 is terminating and |R(In−1)|/|In| > ν, then the first return mapping to I∞n
extends to a qr box mapping with range Dpi/2(I
j
n) for some j ∈ N. Furthermore, there
exists an interval K well-inside Ij+1n , with |K|  |I∞n | so that K(F ) ⊂ Dpi/2(K).
(d) Assume In−1 non-terminating and |In−1|/|In| > ν. Then the return map to I∞n−1
extends to a polynomial like map F : U → V with V ∩ R = Ijn−1, for some j ∈ N,
with the property that |Ijn−1|  |I∞n−1|.
Proof of Claim: We will prove (a), the other cases follow using similar arguments. By the
proof of Lemma 8.9, we know that I2n is C-nice and C-free for some C > 0, with C →∞ as
ν →∞. The Koebe Principle, Theorem 3.2 and Lemma 3.10 imply that there exists j ∈ N
so that |Ijn|/|Ij+1n | > ν1, where ν1 > 0 is defined in Lemma 8.9, with |Ijn| is comparable to
|I∞n |. The claim follows using a similar argument as the one used in Lemma 8.9, except for
the fact that we pull back two times under the return map to I∞n , instead of one.
Cases (a), (b) and (c) reduce the proof to the following: either,
• In−1 is terminating and |I∞n | is comparable to |R(In−1)|, or
• In−1 is non-terminating and |In−1| is comparable to |I∞n |.
Let M ∈ N be the constant associated to ν given by Theorem 9.3.
Case A: assume Ji ( In.
Case A.1: Bounded geometry. Suppose that for all 0 ≤ j ≤ M, |In−j|/|In−j+1| ≤ ν. Then
|In+1|  |In−M |. Let FQ : UQ → VQ be the qc quasi-box mapping associated to the return
mapping to In given by Theorem 9.3, where VQ = Dpi/2(In−M)∩CIn and UQ ⊂ Dpi/2(In−M+1).
Now, we will show the moduli bounds between VQ and K(FQ) hold. We will choose
a constant k0 ∈ N in the course of the proof. Let G = {Gl}k0jil=0 with Gk0ji = Ji and
G0 = Ji. To begin, we take k0 at least 4(4) + 1. Let us recall that in Proposition 9.1, given
a point x ∈ In ∩ ω(c0) with return time to In equal to s we constructed a sequence of times
0 ≤ sn−4 < sn−5 < · · · < sn−M = s for which the pullbacks of certain Poincare´ disks are well
controlled. In cases (a), (b) and (c) of the proof of Proposition 9.1, assuming that sn−i−1
has been defined for 0 ≤ i ≤M − 1, we can define sn−i provided that there are at least four
intervals Gl ⊂ In−i with 0 ≤ l < sn−i−1. In case (d), to be able to define sn−i we need at
least three of the intervals Gl with 0 ≤ l < sn−i−1 to be contained in In−i+1. Now, we apply
the argument form Proposition 9.1 to the chain G. Observe that, since k0 − 1 ≥ 16, we can
repeat Step 2 of Proposition 9.1, to carry on the construction of the sequence si, to obtain
sn−1 < sn−2 < sn−3 < sn−4 < · · · < sn−M = k0ji. Then, using Lemma 9.2, as in the proof of
Theorem 9.3, we find θ1 ∈ (0, pi), so that
Compc0f
−(k0ji−sn−1)(VQ) ⊂ Dθ1(In−1).
Suppose that In−1 is non-terminating. Using Proposition 8.2 and the choice of k0 we define
0 ≤ sn < sn−1, and obtain an interval K2 and an angle θ2 ∈ (0, pi) so that
Compc0f
−(k0ji−sn)(VQ) ⊂ Dθ2(K2),
where K2 is well-inside the largest terminating interval I
i0
n−1 in the principal nest I
0
n−1 ⊃
I1n−1 ⊃ I2n−1 ⊃ . . . . Under these circumstances, Lemma 2.2 and the definition of successor
imply that In+1 is a pullback of In of bounded order; BA(In) is a pullback of In with order
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bounded from above by 2b2, and each successor Γi+1(BA(In)) is a pullback of order at most
2b−1 of Γi(BA(In)). Thus In+1 is a pullback of In with order at most 2b2+5b(2b−1). For each
i ≥ i0, the pullback I i+1n−1 of I in−1 has order b, since I i0n−1 is terminating. Therefore, increasing
k0 by 2b+ 5(2b− 1) we can pull back Compc0f−(k0ji−sn−1)(VQ) by at most 15b− 5 iterates of
f ji and obtain an interval K that is well-inside In and θ ∈ (0, pi) such that K(FQ) ⊂ Dθ(K).
Furthermore, since Ji ⊂ K and |In|  |In+1| we get that |K|  |I∞n |.
Now suppose that In−1 is terminating. Then In = Lc0(R(In−1)). Since Ji ( In, we have
that Lc0(R(In)) 6= R(In). Recall that Compc0f−(k0ji−sn−1)(VQ) ⊂ Dθ1(In−1). By Proposi-
tion 8.3, using three returns to In, see Combinatorial Remark 6, there exist rn−1 < sn−1 and
θ2 ∈ (0, pi) such that Compc0f−(k0ji−rn−1)(VQ) ⊂ Dθ2(R(In−1)).
Now, by Proposition 8.5, Combinatorial Remark 7, and Lemma 4.6, increasing k0, if
necessary, and pulling back by at most two more iterates of f ji , we have that there exist
sn < rn−1, an interval K well-inside In and θ ∈ (0, pi) such that Compc0f−(k0ji−sn)(VQ) ⊂
Dθ(K). Thus K(FQ) ⊂ Dθ(K) ∩ UQ. Furthermore, since Ji ⊂ K and |In|  |In+1| we get
that |K|  |I∞n |.
Case A.2: Unbounded geometry. Suppose that there exists j, 0 ≤ j ≤ M such that
|In−j|/|In−j+1| > ν. Let j0, 0 ≤ j0 ≤M, be minimal so that |In−j0|/|In−j0+1| > ν.
Case A.2.1: Assume j0 ≥ 2.
If In−j0 is non-terminating, then it is easy to modify the argument in the bounded geometry
case: If In−j0 and In−j0+1 are both non-terminating, then by Case (a) in Theorem 9.3, the first
return mapping to In−j0+2 extends to a quasiregular box mapping with range Dpi/2(In−j0+2).
Since for all 0 ≤ i ≤ j0 − 1, we have that |In−i|/|In−i+1| < ν, we argue as in Theorem 9.3 to
see that there exists a qc quasi-box mapping F : UQ → VQ that extends the return mapping
to In, and we can repeat the argument from the bounded geometry case to find θ ∈ (0, pi)
and an interval K, well-inside In, so that K(FQ) ⊂ Dθ(K). Furthermore, since Ji ⊂ K and
|In|  |In+1| we get that |K|  |I∞n |. Similarly, if In−j0 is non-terminating, and In−j0+1 is
terminating, then by Case (b) in Theorem 9.3, the return mapping from I1n−j0+1 to In−j0+1
extends to a qc polynomial-like mapping with range Dpi/2(I
2
n−j0+1), and we can repeat the
proof of the bounded geometry case to conclude the proof in this case. So if Again, since
for all 0 ≤ i ≤ j0 − 1, we have that |In−i|/|In−i+1| < ν, we can repeat the arguments in the
bounded geometry case.
Now, assume that In−j0 is terminating. We need to consider in which case of Proposi-
tion 8.11 we are in. Let us first treat the cases that immediately reduce to the previous
one:
• If we are in Case (2) of Proposition 8.11, then the first return mapping to I∞n−j0+1
extends to a qr box mapping with range Dpi/2(I
2
n−j0+1).
• If we are in Case (3) of Proposition 8.11, then the first return mapping to In−j0+2
extends to a qr box mapping with range Dpi/2(In−j0+2).
• If we are in Case (4) of Proposition 8.11, then the first return mapping to I∞n−j0+2
extends to a qr box mapping with range Dpi/2(I
2
n−j0+2).
So suppose that we are in Case (1) of Proposition 8.11, which means that |I∞n−j0| is small
compared to |In−j0|, so the first return mapping to I∞n−j0 extends to a qr box mapping with
range Dpi/2(I
2
n−j0). Notice that we must have that |In−j0+1|  |R(In−j0)| for otherwise, we
would have that In−j0+1 is C-nice for some C > 0, large, which contradicts the choice of j0.
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So we have that |In−j0+1|  |R(In−j0)|, and |I∞n−j0| is much smaller than |I2n−j0 |. Observe
that if if |In−j0+1|  |R(In−j0)| and |In−j0|  |I2n−j0 |, then by Lemma 3.10, |I∞n−j0|  |In−j0|.
Now we can repeat the argument of the bounded geometry case. This concludes the argument
when j0 ≥ 2.
Case A.2.2: Assume j0 = 1. Then |In| is small compared to |In−1|. Observe that by the
assumptions made after the proof of the claim we must have that In−1 is terminating and
|R(In−1)| is comparable to |I∞n |. These imply that |R(In−1)| is much smaller than |In−1|.
This fact, along with Lemma 3.10, implies that |In−1| is much bigger than |I2n−1|. Then, we
have that there exists a qc polynomial-like mapping F : U → V that extends the return
mapping to I∞n−1 with diam(V ) comparable to |In+1|. Now we can repeat the argument in
the bounded geometry case to pullback one step to complete the proof.
Case A.2.3: Assume j0 = 0.
There are two cases to consider depending on whether In−1 is terminating, either:
• In−1 is non-terminating and |In−1|  |In| and |In|/|In+1| > ν or
• In−1 is terminating, |I∞n |  |R(In−1)|, and |In|/|In+1| > ν.
Assume In−1 is non-terminating. Since |In| is comparable to |In−1|, we can use the j0 ≥ 1
cases to obtain a qc quasi-box mapping F ′Q : U
′
Q → V ′Q with V ′Q = Dpi/2(In−j′0)∩CIn−1 for some
j′0 ≥ 1, that extends the return map to In−1. We obtain a quasi-box mapping FQ : UQ → VQ
extending the return map to In, with VQ = Dpi/2(In−j′0) ∩ CIn and UQ = Compc0f−ji(VQ)
since FQ is an iterate of F
′
Q. Using the argument in the cases for j0 ≥ 1, we have that there
exist an interval K1 well-inside In−1 and θ1 ∈ (0, pi) such that
K(FQ) ⊂ Dθ1(K1).
As in the bounded geometry case, we are going to use the argument for Proposition 8.2,
to find s′n > 0, θ2 ∈ (0, pi) and K2 ⊂ I i0n−1 such that Compc0f−(k0ji−s
′
n)(VQ) ⊂ Dθ2(K2), where
i0 ∈ N is minimal with I i0n−1 terminating. However, we cannot apply Proposition 8.2 directly
since we do not have that In−2 is comparable to In+1. First, notice that since c0 is even
and In−1 is non-terminating, Theorem 3.1 implies that there exists ρ > 0 such that In−1 is
ρ-free. Second, observe that the chain G is bound to enter a terminating component of the
landing domain to In−1 containing critical point of f , so k(In−1,G) = ∞. To use the same
argument as in Case (ii) of Proposition 8.2, which deals with the situation when a chain
has infinite combinatorial depth. Recall we are assuming |In−1| is comparable to |I∞n |. This
means there exists m ∈ N, depending only on the ratio |In−1|/|I∞n |, so that Cm(Lˆc(In−1)) is
a periodic interval. So the proof of Proposition 8.2 Case (ii) goes through and we obtain
Compc0f
−(k0ji−s′n)(VQ) ⊂ Dθ2(K2), with s′n, θ2 and K2 as above. Finally, we pullback a
bounded number of times by f ji , to find θ ∈ (0, pi) and K well-inside In so that
K(FQ) ⊂ Dθ(K).
Recall, we are working under the assumption that |In−1| is comparable to |I∞n |. Since I∞n ⊂ K,
we get that |K|  |I∞n |.
Assume now that In−1 is terminating and |I∞n |  |R(In−1)|. Hence, |In| is comparable
to |I∞n−1|. If |In−1| is comparable to |I∞n−1|, then from the cases when j0 ≥ 1, we have that
the return mapping to In−1 extends to a quasi-box mapping F ′Q : U
′
Q → V ′Q, with |V ′Q ∩ R|
comparable to |I∞n−1|. Moreover we have that there exists an interval K well-inside of In−1
and θ ∈ (0, pi/2) so that K(F ′Q) ⊂ Dθ(K). On the other hand, if |In−1|/|I∞n−1| > ν, then
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by part (a) of the claim, applied to In−1, there is a qc polynomial-like mapping F : U → V
that extends the return mapping to I∞n−1 with |V ∩R|  |I∞n−1|. As in the case when In−1 is
non-terminating, we can obtain a quasi-box mapping FQ : UQ → VQ that extends the return
map f ji : I1n → In as an iterate of F ′Q : U ′Q → V ′Q or of F : U → V . Moreover, there exists
ρ1 > 0 so that I
j
n is ρ1-free. The proof in the bounded geometry case is analogous, one just
needs to consider V ∩R = I2n−1. We will explain how to use the arguments for Proposition 8.3
and Proposition 8.5 to pullback through one more step in the enhanced nest. Recall we are
assuming In is terminating and |In+1| is much smaller than |In|.
Since V ∩ R is ρ1-free, we can use the argument from Step 1 of Proposition 8.3 (compare
Corollary 8.4) to find a k1, ji ≤ k1 ≤ 4ji (see Combinatorial Remark 3), an interval K1
well-inside I∞n−1 and θ1 ∈ (0, pi) so that
Compc0f
−(k0ji−k1)(VQ) ⊂ Dθ1(K1).
Now we argue as in Steps 2 and 3 of Proposition 8.3. It is important to notice that
since C(R(In−1)) ⊂ Lc0R(In−1) = In is terminating, k(X,G) = ∞, where X is defined as
in Step 2 of Proposition 8.3. Because of this, we do not need to rely on having bounded
geometry at a deeper level in order to control the loss of angle, since we do have control of
the combinatorial depth in the parts of the chain between critical points, see Case (ii) of the
proof of Proposition 8.2. Thus we obtain k2, ji ≤ k2 ≤ 7ji, see Combinatorial Remark 6, an
interval K2, well-inside R(In−1) and and θ2 ∈ (0, pi) such that
Compc0f
−(k0ji−k2)(VQ) ⊂ Dθ2(K2).
We are assuming R(In−1) is not a periodic interval and that |I∞n | is comparable to
|R(In−1)|. We use the same argument as the one used in Proposition 3.20 to prove that
R(In−1) is ρ′-free for some ρ′ > 0. If R(In−1) is not periodic and terminating, then Proposi-
tion 3.20 (1) implies that there exists ρ′ > 0 so that R(In−1) is ρ′-free. Now, assume R(In−1)
is non-terminating. Observe that
I∞n ⊂ Γ2(R(In−1)) ⊂ I∞n−1,
and compare this with Equation (3.2). The proof of Proposition 3.20 (3) applies to this
situation. Since |I∞n | is comparable to |I∞n−1|, there exists ρ′ > 0 so that R(In−1) is ρ′-free.
Finally, we repeat the argument used to prove Proposition 8.5 to obtain k3, 0 ≤ k3 ≤ 9ji
and θ3 ∈ (0, pi) so that
Compc0f
−(k0ji−k3)(VQ) ⊂ Dθ3(In).
Observe that, since R(In−1) is ρ′-free there exists ρ′′ > 0 so that In is ρ′′-free. So we can
apply Lemma 4.6, to obtain θ ∈ (0, pi) and an interval K well-inside In so that
Compc0f
−(k3+1)ji(VQ) ⊂ Dθ(K),
with I∞n ⊂ K. Hence, |K|  |I∞n |. Since, K(FQ) ⊂ Dθ(K) ∩ UQ the result follows.
Case B: Assume Ji = In.
In this case, In = R(In−1) = Ji is a periodic interval. Let Ti ⊃ Ji be the largest interval
so that f ji has no critical points in Ti \ Ji, and let Si = Compc0f−ji(Ti). By Lemma 3.10,
since, ∂Ji = {α, τ(α)}, and ji = 2ji−1 where α is the orientation reversing fixed point closest
to c0 of f
ji−1 , there exists η > 0 such that (1 + 2η)Ji ⊂ Si ⊂ (1 + η)Si ⊂ Ti, compare [S3,
Lemma 8.7]. In the case when In = Ji, the interval K will always be Si.
Case B.1: Bounded geometry.
COMPLEX BOUNDS FOR REAL MAPS 109
First suppose that for no j, 0 ≤ j ≤M + 1 that |In−j|/|In−j+1| > ν. Following the proof of
the Proposition 9.3, one sees that it applies just as well to the return mapping f ji : Si → Ti as
it does to f ji : Ji → Ji. This means we can construct FQ : UQ → VQ a qc quasi-box mapping
that extends the return mapping to Ti, where VQ = Dpi/2(In−M−1) ∩ CTi . Notice that the
chain {Gi}jii=0 with Gji = Ti and G0 = Compc0f−ji(Ti) = Si has intersection multiplicity
two.
Let us show that there exists θ1 ∈ (0, pi/2) so that K(FQ) ⊂ Dθ1(Si). To see this,
we consider two cases separately. First, suppose that for every j, 0 ≤ j ≤ M , In−j−1 is
terminating, and In−j is of period two under RIn−j−1 . In this case, we have that each interval
In−j = Ji−j, a periodic interval. We have that f ji−M |Si−M : Si−M → Ti−M , and the chain,
{G˜j}ji−Mj=0 with G˜ji−M = Ii−M−1 and G˜0 = Ii−M−1 has order 2b. Thus by the argument
in Step 1 of the proof of Proposition 8.3, we have that there exists θ ∈ (0, pi) such that
Compc0f
−ji−M (VQ) ⊂ Dθ(Si−M). Repeating this argument for the return map to each Ji−j,
0 ≤ j ≤M, we have that there exists k0, 0 < k0 ≤M , and θ1 ∈ (0, pi/2), such that
Compc0f
−jik0(VQ) ⊂ Dθ1(Si).
Thus K(FQ) ⊂ Dθ1(Si). Alternatively, there exists i0, 0 < i0 ≤ M minimal so that In−i0
is terminating, In−i0 does not have period two under RIn−i0−1 and for all j < i0, In−j does
have period two under RIn−j−1 . Let F
′
Q : U
′
Q → V ′Q denote the quasi-box mapping that
extends the return mapping to In−i0 . By Case A of this proof, we have that there exists
θ′ ∈ (0, pi/2), and an interval K ′ with |K ′|  |In−i0| such that such that K(F ′Q) ⊂ Dθ′(K ′).
Now we can argue as in the case when all of the returns to In−j were of period two under
RIn−j−1 to see that there exists an angle θ1 ∈ (0, pi/2) such that K(FQ) ⊂ Dθ1(Si). Thus
K(FQ) ⊂ Dθ1(Si) ∩Dpi/2(In−M).
Case B.2: Unbounded geometry.
Assume there exists j, 0 ≤ j ≤M+1 such that |In−j|/|In−j+1| > ν. Let j0 ≥ 0 be minimal
so that |In−j0 |/|In−j0+1| > ν.
Case B.2.1: Suppose j0 ≥ 2. There exists i0, 0 < i0 ≤ j0 − 1 minimal so that In−i0 is
terminating, In−i0 does not have period two under RIn−i0−1 and for all j < i0, In−j does have
period two under RIn−j−1 . Let F
′
Q : U
′
Q → V ′Q denote the quasi-box mapping that extends
the return mapping to In−i0 , given by Case A, and repeat the proof of Case B.1 to obtain
that there exists a θ ∈ (0, pi) so that
K(FQ) ⊂ Dθ(Si).
Case B.2.2: Suppose j0 = 1, or j0 = 0 and |In−1| is much bigger than |In|. Assume j0 = 1.
By Lemma 3.10, we know that |R(In−1)| is comparable to |I∞n−1|. Furthermore, since we are
assuming |I∞n | is comparable to |R(In−1)|, then by Lemma 3.10, we have that |I2n−1| is much
smaller than |In−1|. By the claim,we can find a polynomial-like mapping F : U → V that
extends the return mapping to I∞n−1 so that V ∩ R = Ijn−1 and |Ijn−1|  |I∞n−1|. We obtain
a quasi box mapping that extends the mapping f ji : Ji → Ji, by setting VQ = V ∩ CTi ,
UQ = Compc0f
−ji(VQ) and defining FQ|UQ = F 2. Since the boundary points of Ti are
critical values of f ji and |Ti| is comparable to I i0n−1, by the argument from Step 1 of the proof
of Proposition 8.3 there exists θ ∈ (0, pi) such that
Compc0f
−ji(VQ) ⊂ Dθ(Si).
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Notice that this argument does not depend on |In| and |In+1| being comparable, so we also
use it to cover the case when j0 = 0 and |In−1| is much bigger than |In|.
Case B.2.3: Suppose j0 = 0 and |In−1| is comparable to |In|. This implies that |Si−1| is
comparable to |Si|. We use the argument from either the bounded geometry case or the case
when j0 ≥ 2 with n− 1 in place of n to obtain a qc quasi-box mapping F ′Q : U ′Q → V ′Q that
extends the return mapping to In−1, and an angle θ1 ∈ (0, pi) such that
K(F ′Q) ⊂ Dθ1(Si−1).
We obtain FQ : UQ → VQ extending the first return mapping to Ji as the second iterate of
F ′Q, just as in Case B.2.2. Now, since |Si−1| is comparable to |Si|, by the argument from
Step 1 of Proposition 8.3 there exists θ2 ∈ (0, pi) so that
K(FQ) ⊂ Compc0f−ji(VQ) ⊂ Dθ2(Si).
Step 2: Controlling the dilatation. Since there exist constants C1 and ρ
′′ > 0 such that
diam Ji ≤ diamDθ(K) < C1|Ji|,
and (K \ (1 + 2ρ′′′)−1K) is disjoint from the post-critical set, there exists a constant C2 > 0
such that the dilatation of f ji |Dθ(K) is bounded from above by C2
∑ji
k=0 |Lfk(c0)(Ji)|2.
Now, by Lemma 10.17, we have that there exists a qc polynomial-like mapping Fi : Ui → Vi
that extends the return mapping to Ji such that mod(Vi \ Ui) is bounded from below.
Step 3: Ui has bounded geometry at c0. Since mod(Vi \K(Fi)) is bounded from below and
Vi ⊃ K(Fi) ⊃ Ji, it follows, for example from [M2, Proposition 4.8], that there exists ρ > 0
so that the ball with radius ρ centered at Fi(c0) is contained in Vi. If the biggest ρ for which is
true is small, then Vi comes very near Ji but still contains Ji, which means that the modulus
of Vi \K(Fi) is necessarily small. Then since mod(Vi \Ui) is bounded from below, it follows
that there also exists a ρ′(ρ) > 0 so that the ball with radius ρ′ centered at c0 is contained
in Ui.

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