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ABSTRACT
A BIPARTITE GRAPH MODEL FOR PLACEMENT,
SCHEDULING AND REPLICATION IN DATA GRIDS
Burcu Dal
M.S. in Computer Engineering
Supervisor: Prof. Dr. Cevdet Aykanat
September, 2012
Data grids provide geographically distributed resources for applications that gen-
erate and utilize large data sets. However, there are some issues that hinder to
ensure fast access to data and low turnaround time for the jobs in data grids. To
address these issues, several data replication and job scheduling strategies have
been introduced to offer high data availability, low bandwidth consumption, and
reduced turnaround time for grid systems. Multiple copies of existing data are
maintained at different locations via data replication. Data replication strategies
are broadly categorized as static and dynamic. In static replication strategies,
replication is performed during the system design, and replica decisions are gener-
ally based on a cost model that includes data access costs, bandwidth characteris-
tics and storage constraints of the grid system. In dynamic replication strategies,
the replication operation is managed at runtime so that the system adapts to the
changes in user request patterns dynamically. Job scheduling strategies fall under
two main categories: online mode and batch mode. The online mode scheduler
assigns tasks to sites as soon as they arrive. In the batch mode, the complete set
of jobs are taken into account and scheduled at the same time by using all the
grid information.
In this thesis, we propose a bipartite graph model for tasks and files in the
grid system, and then we partition this graph to obtain a data placement and
job scheduling strategy. The obtained parts are further refined in order to be as-
signed to grid sites by using a KL-based heuristic that takes the bandwidth and
hop information between sites into account. Replication is achieved by replicating
a certain amount of most accessed files chosen prior to the partitioning process.
Experimental results indicate that the increase in the partitioning quality reflects
positively on the mapping quality. Morever, it is observed that the communica-
tion cost is notably decreased when the data replication is applied. Hence, our
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results show that by replicating a small amount of data files and placing files onto
sites using bipartite graph model, we can obtain performance improvement for
scheduling jobs compared to no replication.
Keywords: Data Grids, Bipartite Graph, Data Placement, Job Scheduling, Data
Replication.
O¨ZET
VERI˙ GRI˙DLERI˙NDE YERLES¸TI˙RME, C¸I˙ZELGELEME
VE C¸OKLAMA I˙C¸I˙N I˙KI˙-KISIMLI C¸I˙ZGE MODELI˙
Burcu Dal
Bilgisayar Mu¨hendislig˘i, Yu¨ksek Lisans
Tez Yo¨neticisi: Prof. Dr. Cevdet Aykanat
Eylu¨l, 2012
Veri gridleri, bu¨yu¨k veri setleri u¨reten ve kullanan uygulamalar ic¸in cog˘rafi olarak
dag˘ıtılmıs¸ kaynaklar sag˘lar. Halbuki, veri gridlerinde veriye hızlı eris¸im ve is¸ler
ic¸in du¨s¸u¨k yanıt su¨resi temin etme durumları, c¸es¸itli sebeplerden dolayı engel-
lenmektedir. Bu sorunları ele almak ic¸in, yu¨ksek veri elveris¸lilig˘i, du¨s¸u¨k bant
genis¸lig˘i tu¨ketimi ve indirgenmis¸ yanıt su¨resi sag˘layan deg˘is¸ik veri c¸oklama ve is¸
c¸izelgeleme stratejileri sunulmus¸tur. Veri c¸oklama sayesinde, veri farklı konum-
larda c¸ok kopyalı s¸ekilde muhafaza edilmektedir. Ayrıca, grid u¨zerinde etkili bir
s¸ekilde is¸ c¸izelgeleme yaparak, sistem verimlilig˘inin arttırılması amac¸lanmıs¸tır.
C¸oklama stratejileri genelde statik ve dinamik olarak sınıflandırılır. Statik
c¸oklama stratejilerinde, c¸oklama kararları c¸og˘unlukla grid sistemindeki veri
eris¸im maliyetlerini, bant genis¸lig˘i o¨zelliklerini ve saklama kısıtlarını kapsayan
bir maliyet modeline dayanarak verilir ve c¸oklama is¸lemi sistemin tasarlanması
sırasında yapılmaktadır. Dinamik c¸oklama stratejilerinde c¸oklama is¸lemi, kul-
lanıcı isteg˘i deseninindeki deg˘is¸iklikleri sisteme uyarlamak ic¸in c¸alıs¸ma zamanında
yapılmaktadır. I˙s¸ c¸izelgeleme stratejileri, c¸evrimic¸i mod ve toplu mod olmak u¨zere
iki genel kategorinin ic¸inde yer alırlar. C¸evrimic¸i mod c¸izelgeleyicisi, bir is¸i ulas¸ır
ulas¸maz bir makineye atar. Toplu mod yo¨nteminde, bu¨tu¨n grid bilgisini kulla-
narak, bu¨tu¨n is¸ler aynı anda ele alınır ve c¸izelgelenir.
Biz bu c¸alıs¸mada, grid sistemindeki is¸leri ve verileri temsil eden bir "iki
kısımlı c¸izge" modeli o¨nermekteyiz. Veri yerles¸tirme ve is¸ c¸izelgeleme strate-
jisi elde etmek ic¸in bu c¸izgeyi bo¨lu¨ntu¨lu¨yoruz. Elde edilen bo¨lu¨ntu¨ler, yerles¸keler
arasındaki bant genis¸lig˘ini ve hoplama bilgisini hesaba katan KL-tabanlı bulus¸sal
bir c¸izge bo¨lu¨ntu¨leme yo¨ntemi kullanarak, grid yerles¸kelerine atama yapmak
ic¸in yeniden iyiles¸tirilmektedir. C¸oklama, bo¨lu¨ntu¨leme su¨recinden o¨nce sec¸ilen
en c¸ok eris¸ilen dosyaların belli bir miktarını kopyalarak gerc¸ekles¸tirilir. Deney-
sel sonuc¸lar go¨stermektedir ki, bo¨lu¨ntu¨leme kalitesindeki artıs¸, atama kalitesine
v
vi
olumlu s¸ekilde yansımaktadır. Buna ek olarak, veri c¸oklama uygulandıg˘ında
iletis¸im maliyetinin dikkate deg˘er o¨lc¸u¨de du¨s¸tu¨g˘u¨ go¨zlemlenmis¸tir.
Anahtar so¨zcu¨kler : Veri Gridleri, I˙ki-Kısımlı C¸izge, Veri Yerles¸tirme, I˙s¸
C¸izelgeleme, Veri C¸oklama.
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Chapter 1
Introduction
Data intensive scientific applications in the fields of high-energy physics, bioin-
formatics, climate modeling and other related disciplines [1–3] have appreciably
increased in importance. These applications are aimed at resolving central issues
with which mankind have confronted, and they set up these problems on a sound
basis of scientific research. One of the major considerations about data intensive
applications is that they consume and produce several of data which is highly
geographically dispersed in large number of files or objects. In general, a large
amount of loosely coupled jobs associated with these applications are dependent
on large-scale distributed data sets.
Technological advances in computational, storage and network units enable
both practitioners and researchers to widen the sophistication and scope of data-
intensive applications [4]. Data grid is an enabling technology for data intensive
applications, and it consists of a large number of distributed computation and
storage resources. Grid infrastructure manages large scale data files and provides
computational resources across widely distributed communities. While handling
a data grid environment, we certainly deal with a huge amount of metrics and
constraints due to getting possession of potentially independent sources of jobs
and a large number of storage, computation, and network resources. We are in
need of effective scheduling and replication mechanisms for such environments
that eventually turn out to be laborious tasks [5].
1
1.1 Scope of the Work
In our grid system, each site conventionally contains a storage and a computation
unit, but there can be other grid systems where sites can contain either storage or
computation units. A data grid can be represented as an undirected graph where
vertices represent the sites and edges represent the connection between those
sites. Grid scheduler places the data and schedules the incoming jobs to the sites
in the system. In a data grid, the duty of the grid scheduler is more challenging
compared to a typical scheduler since the data access characteristics as well as
the computational characteristics of the execution site collectively determine the
job execution efficiency. Therefore, both data and computational requirements of
a job have effects on the scheduling decision for that job. As summarized in [6],
grid scheduler is responsible for the following steps that should be performed
seamlessly:
• Exploration of Resources is the task of revealing both the input data loca-
tions that are associated with a job and the storage resources for through-
put.
• System Selection totally depends on the scheduling decision in which data
access time for both input and output locations needs to be considered
delicately. Also, efficient replication mechanisms can make a contribution
in this task by feasibly replicating data.
• Job Execution is rather based on the fluctuations in network performance.
Some snap decisions on the locations of data access and scheduling can be
made, and we may have to face altered circumstances of scheduling and
replication of data instantaneously.
Having stated the principal components of the architecture, Figure 1.1 depicts
the overall architecture of data grid.
2
Figure 1.1: System architecture of the data grid
1.2 Motivation and Problem Statement
In the grid environment, it is difficult to ensure fast access to data and low
turnaround time for jobs. To enhance the performance of a data grid, job schedul-
ing and replication strategies have been introduced. Job scheduling is responsible
for assigning jobs onto sites. Replication maintains multiple copies of existing
data at different locations in the grid system to improve system performance and
availability. Advantages of efficient job scheduling and data replication can be
stated as follows:
• Reducing the bandwidth consumption
• Improving the performance of data access
• Reducing the access latency
• Minimizing the overall job execution time
The objective in response to the mentioned advantages is to exploit the syn-
ergies between data replication and job scheduling to achieve better system per-
formance as we have the following earnings associated with these approaches:
3
X A good scheduling strategy will allow shortest access to the required data;
thereby, the data access time will be decreased.
X A good replication strategy will offer faster access to files required by grid
jobs, and job completion time will also be minimized.
The combination of these two strategies to increase the grid system perfor-
mance is the major problem as the optimization of both data replication and job
scheduling will be challenging. The questions that need to be addressed in this
context are:
 How to formulate a problem that incorporates both objective functions in
the same framework?
 How to address the issue of finding a good solution for both objectives?
Having considered the stated problems, our methodology consists of two major
phases. Firstly, we assign files and jobs to the sites given access logs. Under this
phase, we have two important steps. One step is to partition task-file graph into a
given number of parts, and the second is to map these parts to the sites. Finally,
we replicate selected files through all sites. These phases and related steps are
given as follows:
1. Data Placement & Job Scheduling
(a) Partitioning Task File Graph
(b) Mapping of Parts to Sites
2. Data Replication
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1.3 Thesis Outline
The thesis is organized as follows:
 Chapter 2 provides a background of data intensive applications and data
grids along with the methods used.
 Chapter 3 presents the results of our literature survey on data replication
and job scheduling in data grids with their integrated utilization.
 Chapter 4 focuses on a bipartite graph model for tasks and files, and a
practicable graph partitioning approach.
 Chapter 5 is based on solving problem of "mapping obtained parts to sites"
for which we have followed a KL-based heuristic.
 Chapter 6 shows our experimental results in terms of both partitioning and
improvement based on the process of data grid environment and dataset
generation.
 Chapter 7 concludes the study with our experiences throughout the work
done, some lessons-learned and future work.
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Chapter 2
Background
2.1 Data Intensive Applications
Data-intensive applications are I/O bound applications that require efficient ma-
nipulation of terabytes of data aggregated across hundreds of files. They involve
the geographically dispersed extraction of complex scientific information from
very large collections of measured or computed data. Therefore, the transfer of
information in wide area and distributed computing environments is an impor-
tant requirement that needs to be handled efficiently. Examples of such applica-
tions include experimental analysis, simulations and comparisons of outputs in
scientific disciplines, such as high-energy physics, climate modeling, earthquake
engineering, and astronomy [7].
CERN High-Energy Physics Experiments
As an example of data intensive applications, characteristics of high-energy
physics experiments are analyzed below [7]:
 High-energy physics experiments produce several Petabytes of data per year
over a life time of 15 to 20 years and then, they operate on this data.
 Data are written by the experiment, stored at very high data rates and
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are generally not changed any more afterwards. Thus, one characteristic of
such data is that most of it is read-only.
 The data generated by physics experiments is of two types:
– Experimental data represents the information collected by the experi-
ment. There is a single creator of this data, and once created, it is not
modified. However, data may be collected incrementally over a period
of weeks.
– Metadata captures information about the experiment and the results
of analysis. Multiple individuals may create metadata. The volume of
metadata is typically smaller than that of experimental data.
Access patterns vary for experimental data files and metadata.
 File sizes and numbers of files are usually determined by the type of software
used to store experimental data and metadata. Current file sizes range from
2 to 10 gigabytes in size, while metadata files are around 2 gigabytes.
In Table 2.1, the characteristics of high-energy physics applications are sum-
marized.
Rate of data generation (starting 2005) Several petabytes per year
Typical experimental database file size 2-10 gigabytes
Typical metadata database file size 2 gigabytes
Period of updates to experimental data Several weeks
Period of updates to metadata Indefinite
Type of storage system Object-oriented database
Number of data consumers Hundreds to thousands
Table 2.1: Characteristics of high-energy physics applications
2.2 Data Grids
The data intensive applications involve operations on the geographically dis-
tributed, large data collections. A lot of researchers from different places in
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the world need to access and analyze the results of these applications. Therefore,
transfer of the information in distributed environments is an important require-
ment to be handled efficiently. The literature offers numerous point solutions that
address these issues. However, no integrating architecture exists that allows us
to identify requirements and components common to different systems and hence
apply different technologies in a coordinated fashion to a range of data-intensive
petabyte-scale application domains [7, 8].
Motivated by these considerations, grid computing has become an important
and interesting new field of research since it offers a large variety of applica-
tions. Informally, a grid is a parallel and distributed system that enables dynamic
sharing, selection, and aggregation of geographically distributed, autonomous re-
sources, depending on their availability, capability, performance, cost, and user
quality-of-service requirements. So, the main aim of a grid is to connect geo-
graphically distributed resources into one large system that enables users to have
transparent access to data and computing resources across the grid. These re-
sources are usually much bigger and powerful than the resources available at the
users’ local sites. Grids can be classified into computational grids and data grids.
The main task of a computational grid is to manage computing resources and
computationally intensive tasks. The main task of a data grid is to manage huge
amounts of data and data intensive tasks [7–9].
Data grid infrastructure meets the needs of data intensive applications by
connecting a collection of hundreds of geographically distributed computers and
storage resources located in different parts of the world to facilitate sharing of
data and resources. The size of data that needs to be accessed on a typical data
grid is in the order of Terabytes [9].
This data grid structure is also suitable for CERN experiments since they are
collaborations of over a thousand physicists from many different universities and
institutes. Therefore, the experiment’s data are not only stored locally at CERN
but there is also an intention to store parts of the data at world-wide distributed
sites in so-called Regional Centers and also in some institutes and universities [7].
A data grid can be supported by many different architectures:
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 The multi-tier architecture is a tree like structure in which the nodes are
arranged in a tree like hierarchy. For example, the data grid of the GriPhyN
project [10] in which tier 0 is the main data source (CERN), tier 1 contains
the national centers, tier 2 the regional centers, tier 3 the work groups and
finally at tier 4 are the desktops. This is a form of client-server architecture
and is easier to implement because of its simplicity. The problem with this
type of architecture is the strict rules of a tree structure; there is only one
path available from a leaf to the root. Child nodes can communicate only
to their direct parent and cannot communicate with any other node. This
type of model is efficient only for the grids which are designed from scratch.
Figure 2.1 illustrates a multi-tier data grid architecture.
Figure 2.1: Multi-tier architecture
 The sibling tree architecture is a modification of this hierarchal model
in which the sibling nodes are also connected. This improves some of the
limitations of the hierarchical grid. Figure 2.2 illustrates a sibling tree data
grid architecture.
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Figure 2.2: Sibling tree architecture
 Graph like topology is the sensible representation of a grid. Any node can
be connected to any other node without any restrictions of tree topology.
There is no central node designated as a root node, and any node can be
connected with any number of nodes. In Figure 2.3, an example graph like
grid architecture is given.
Figure 2.3: Graph-like architecture
 Peer to peer topology is a specific type of graph like topology. Each
node is connected to other nodes in the grid and without the need of a
10
central node, nodes can meet the needs of the grid. It is also extensible,
hence adding new nodes does not damage grid topology. Figure 2.4 shows
a peer to peer grid architecture.
Figure 2.4: Peer to peer grid architecture
 Hybrid model is any combination of provided topologies.
2.3 Data Replication
In data intensive applications, datasets must be shared by a community of hun-
dreds or thousands of researchers distributed worldwide. These researchers need
to be able to transfer large subsets of these datasets to local sites or other re-
mote resources for processing. Ensuring efficient access to such huge and widely
distributed data is a serious challenge to network and grid designers. The major
barrier to supporting fast data access in a grid is the high latencies of Wide Area
Networks (WANs) and the Internet. Therefore, optimizing the use of available
resources is an important challenge to undertake during the construction of data
grids [11]. Optimization of data access can be achieved via data replication, where
identical copies of data are generated and stored at various sites. This can sig-
nificantly reduce data access latencies and network load; and maximize the data
availability and fault tolerance [12].
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Replica selection is the process of choosing a replica that will provide an
application with data access characteristics that optimize a desired performance
criterion, such as absolute performance, cost, or security. Replication decisions
are made based on a cost model that evaluates data access costs and performance
gains of creating each replica. The estimation of costs and gains is based on such
factors as run-time accumulated read/write statistics, response time, bandwidth,
and replica size [8, 9].
Two kinds of replication methods are possible as static and dynamic based
on manner of working:
 Static Replication [13]: Static replication is an ”off-line” process whereby
replicas are placed using a snapshot of the system at design time. The
replication sites are chosen before the system comes ”on-line” and the sites
chosen will continue to store replicas even if the system changes significantly.
In a static replication strategy, the number of replicas and the host node is
chosen statically at the start of the life cycle; no more replicas are created
or migrated after that. Two approaches are used to solve the static data
optimization problem:
– Integer Programming
– Simplification
 Dynamic Replication: The dynamic replication changes the location of
replicas and creates new replicas to adapt to changes in user request pat-
tern, storage capacity and bandwidth. Dynamic replication algorithms can
create replicas on new nodes and can delete replicas that are no longer re-
quired depending on the global information of the data grid. Generally,
replication decisions are based on the number of access (NOA) for each file.
A typical dynamic replication algorithm breaks the time into sessions. At
the beginning of each session, the replication algorithm is invoked to de-
termine the replica placement based on the placement that is done in the
previous session. The replica servers will be filled with replicas in the long
run and some replicas will be deleted to make room for new ones. Dynamic
replication methods can be categorized as centralized and distributed:
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– In the centralized dynamic data replication methods [2,14,15], there is
a replication master running in the system. Each replica server collects
the records of data accesses that are initiated by the computing sites
in its domain. When it is time to replicate data, all replica servers
send the collated historical information to the replication master. The
replica master computes the values of NOA for each file. By utilizing
NOA results along with other information about the grid, popular files
are replicated. The files with larger NOA may be replicated more times
than those with smaller NOA.
– In the distributed dynamic data replication infrastructure [16–20], for
every data access request from a computing site, the replica server
records the request into its history table. The historical records are
periodically exchanged among all replica servers. Each replica server
aggregates NOA over all domains for the same data file and creates
the overall data access history of the system. At intervals, each replica
server will use the replication algorithm to analyze the history and
determine data replications.
2.4 Job Scheduling
In large-scale data-intensive applications, data transfer is the primary cause of
job execution delay. The main task of a scheduler is to assign jobs to nodes
based on certain criteria. The problem of scheduling an application composed of
a set of independent tasks, each of which requires multiple data sets that may be
replicated on multiple grid sites. Scheduling operation assigns the set of tasks to
the selected grid sites.
Scheduling algorithms can be classified into two types as batch mode and
on-line mode.
 Batch Mode Job Scheduling Algorithms: In the batch mode, the jobs
are collected into a set during a specific duration, and this set of jobs is
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scheduled at predetermined time periods. Some examples of this approach
are given below [21]:
– In First Come First Served scheduling algorithm (FCFS) [22], jobs are
executed according to the order of job arriving time. The next job
which has the smallest arrival time will be executed in turn.
– In Round Robin scheduling algorithm (RR) [23], a fixed time quantum
is defined. Each job can be executed only within this quantum. If the
job cannot be completed in one quantum, it will return to the queue
and wait for the next round.
– Min-Min and Max-Min algorithm [24] sets the job that has the earliest
completion time with the highest priority. Each job is always assigned
to the resource that can complete it earliest. Similar to Min-min al-
gorithm, Max-min algorithm gives the highest priority to the job with
the maximum earliest completion time.
– In Sufferage scheduling algorithm [25], each job is assigned according
to its sufferage value. The sufferage value of a job is defined as the
difference between its second earliest completion time and its earli-
est completion time. The sufferage algorithm will pick a job in an
arbitrary order and assign it to the resource that gives the earliest
completion time. If another job has the earliest completion time with
same resource, the scheduler will compare their sufferage values and
choose the larger one.
 On-line Mode Heuristic Scheduling Algorithms: In this approach,
jobs are scheduled to grid sites as soon as they arrive. Some examples of
this approach are given below:
– The Shortest Turnaround Time (STT) heuristic [26] estimates the
turnaround time on every computing site and assigns the current job
to the site that provides the shortest turnaround time.
– The Least Relative Load (LRL) heuristic [26] assigns the current job
to the computing site that has the least relative load. This scheduling
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heuristic attempts to balance the workloads for all computing sites in
the data grid.
– Data Present (DP) heuristic [26] takes the data location as the major
factor when making an assignment decision for a job.
2.5 The Integration of Job Scheduling and Data
Replication
In data grids, both scheduling and replication aim at reducing the latency for
job execution as explained in Section 2.3 and 2.4. These two techniques may be
complementary with each other: performing job scheduling without data replica-
tion places an overhead of data transfer time as job’s input data files have to be
fetched remotely, while performing data replication without job scheduling does
not result in effective utilization of data grid resources, as moving data costs more
bandwidth and takes longer transfer time than moving jobs does. Therefore, in-
tegrating scheduling and replication to optimize the system performance in data
grid has been an active research area.
The benefits of job scheduling and data replication strategies are as follows:
 Almost all scheduling and replication strategies try to reduce the access
latency, thus reducing job response time and hence increasing performance
of the data grids.
 Replication strategies improve the data availability.
 When replication improves availability, the reliability is improved as well.
The more the number of replicas, the more the chance that users’ requests
will be serviced properly, and hence the more reliable the system is.
 Almost all the replication and scheduling strategies try to reduce the band-
width consumption to improve the availability of data and performance of
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the system. The aim is to keep the data as close to submitted jobs as
possible, so that data can be accessed efficiently.
 Some of the scheduling and replication strategies target to provide a bal-
anced workload on all data servers. This helps in increasing performance
of the system and provides better response time.
 With a higher number of replicas in a system the cost of maintaining them
becomes an overhead for the system. Some replication strategies aim to
make only an optimal number of replicas in the data grid. This ensures that
the storage is utilized in an optimal way and the cost of replica maintenance
is kept low.
 Job execution time is another very important parameter. Some replication
and scheduling strategies target to minimize the job execution time with
optimal replica placement. The idea is to place the replicas closer to the
jobs in order to minimize the response time, and thus job execution time.
This increases the throughput of the system.
2.6 Graph Partitioning
An undirected graph is given as G = (V,E), where V is the set of vertices and E
is the set of edges, and the number of vertices in G is given by |V | = n. Every
edge eij ∈ E connects a pair of distinct vertices vi and vj. Two vertices vi and
vj are adjacent if eij ∈ G. Adj(vi) denotes the set of vertices adjacent to vi and
the degree of vi is equal to the number of edges incident to it, di = |Adj(vi)|. If
all vertices of G are pair wise adjacent, then G is a complete graph. Weight of
vertex vi is denoted as wi and cost of edge eij is denoted as cij.
A graph is called bipartite if V admits a partition into two parts such that
every edge has its ends in different parts: vertices in the same part must not be
adjacent.∏
= {V1, V2, ..., VK} is a K-way partition of G if the following conditions hold:
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 Each part Vk ∈
∏
is a nonempty subset of V for 1 ≤ k ≤ K.
 Parts are pair wise disjoint.
 Union of K parts is equal to V .
Edges between vertices of different parts are called cut (external) edges and all
other edges are called uncut (internal) edges. The cutsize of a partition is defined
to be the sum of the weights of the edges that are cut. The objective of graph
partitioning is to find a partition which balances the vertex weights in each sub-
domain and minimizes the cutsize. The weight of a part is the sum of the weights
of the vertices that are in that part. A balanced k-way partition is a partitioning
of the vertex set V into k disjoint subsets where the difference of cardinalities
between the largest subset and the smallest one is at most one. For a (k, 1+ ∈)
balanced partition problem, the maximum number of vertices in each part is set
to maxi |Vi| ≤ (1+ ∈) |V |k . To improve the quality of partitions, imbalance is
allowed. Imbalance of a partition
∏
given in Formula 2.1 is the ratio between
the maximum weight of a part and the average weight of parts.
maxVi∈
∏
k
∑
vj∈Vi
wj
 ≤ Imbalance ∗

∑
vj∈V
wj
k
) (2.1)
Some graph partitioning softwares are Chaco [27], Jostle [28], Metis [29],
Party [30], Scotch [31].
2.7 Iterative Improvement Heuristics
Given a partition on a graph, the aim of iterative improvement algorithms for
graph partitioning is to reduce the cutsize of a partition by moving or swapping
vertices between parts. These algorithms try to improve the cost by a series of
move or swap operations on vertices of partitions. Two widely used iterative
improvement algorithms are:
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 The Kernighan-Lin [32] is an iterative algorithm that starts with an initial
bipartition of the graph and in each iteration it searches for a subset of
vertices, from each part of the graph such that swapping them leads to a
partition with smaller cutsize. If such subsets exist, then the swap is per-
formed and this becomes the partition for the next iteration. The algorithm
continues repeating this entire process until no improvement can be made.
 The Fidducia- Mattheyses [33] algorithm moves one vertex from one parti-
tion to the other in attempt to minimize the cutsize of the partition. Unlike
KL heuristic that swaps pairs, this algorithm is based on move operations.
18
Chapter 3
Related Work
The related work can be viewed from three perspectives. The first is related to
data replication, the second is related to job scheduling and the last part related
to integrated data replication and job scheduling.
3.1 Data Replication in Data Grids
In [13], the authors study data replication on data grids as a static optimization
problem. They show that this problem is NP-hard and non-approximable, which
means that there is no polynomial algorithm that provides an approximation
solution if P 6= NP . The authors discuss two solutions: integer programming
and simplifications. The limitation of the static approach is that the replication
cannot adjust itself to dynamically changing user access pattern. They provide a
centralized integer programming technique.
A polynomial time, centralized, greedy data replication algorithm is proposed
in [2]. The grid structure is modeled as a graph based architecture. Each file
is stored in sites where it is originally produced and except their existence, all
grid sites have empty storage space. Then, at each step, the algorithm replicates
one data file into the storage space of one site such that the reduction of total
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access cost in the data grid is maximized at that step. The algorithm terminates
when all storage space of the sites has been exhausted-filled, or the total access
cost cannot be reduced further. Experiment shows that the algorithm reduces
the total data file access time (compared to no replication) at least half of that
obtained from the optimal solution.
In [16, 34], the authors provide six dynamic replication strategies for a hier-
archical (multi-tiered) data grid architecture: (1) No Replication: only the root
node holds replicas; (2) Best Client: replica is created for the client who accesses
the file the most; (3) Cascading: a replica is created on the path to the best client
that accesses the file most; (4) Plain Caching: a local copy is stored upon initial
request; (5) Caching plus Cascading: combines plain caching and cascading; (6)
Fast Spread: file copies are stored at each node on the path to the best client.
All of these strategies are evaluated with three different kinds of access patterns:
(1) Random Access: there is no locality in access patterns; (2) Temporal Local-
ity: recently accessed files are likely to be accessed again; (3) Geographical plus
Temporal Locality: Files recently accessed by a site are likely to be accessed by
nearby site. They show that the cascading strategy reduces response time when
data access patterns contain both temporal and geographical locality. When the
access pattern contains some locality, Fast Spread saves bandwidth over other
strategies.
In [14], the authors present a dynamic replication algorithm for multi-tier
data grids. They propose two dynamic replication algorithms: Single Bottom Up
(SBU) and Aggregate Bottom Up (ABU). SBU algorithm replicates the data file
that exceeds a pre-defined threshold for clients. Because SBU does not consider
the relationship with historical access records, ABU is designed to aggregate the
historical records to the upper tier until it reaches the root. With the hierarchical
topology, the client searches for files from a client to the root. In addition, the root
replicates the requested data at every node, so the access latency can be improved
significantly. However, a lot of storage space will be wasted. Performance results
show both algorithms reduce the average response time of data access compared
to a static replication strategy in a multi-tier data grid.
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The study [20] proposes a dynamic, greedy, decentralized data replication al-
gorithm for graph based grid architectures. The algorithm tries to maximize the
availability of data in data grid assuming limited replica storage space. It cat-
egorizes the data into two as hot and cold. Hot data is the data that is being
used more frequently and it is treated differently than cold data while assigning
weight measures to files for replacement. The emphasis is that the availability of
the whole system is more important than the availability of a single file and the
correctness of available data is of prime importance. Replication is performed at
four steps. The algorithm first checks whether requested file is present in storage
element. If it is present, then no replication is performed. If requested file is not
present, then the optimizer checks free storage space available, and if it is large
enough, requested file is replicated. Thirdly, if there is not enough space available,
the optimizer has to select files to be removed to make enough room for the new
file depending upon their weights. Finally, it has to guarantee that replication
gain is more than replacement loss. Test results show that replica schemes per-
form better than the binomial economical replica scheme, zipf economical replica
scheme [35,36], LFU and LRU.
In [15], the authors propose a dynamic centralized data replication mecha-
nism for multi-tiered data grid architecture called Latest Access Largest Weight
(LALW). It is assumed that the popular files in the past will be accessed more
than the others in the future. This is called temporal locality. With this property,
a popular data file is determined by analyzing the number of access to the data
files from users. After finding the most popular file, they trace the client that
generated the most requests for the most popular data file and a new replica is
placed in it. To determine which file should be replicated, histories of records
about the end-to-end data transfers are collected. By using different weights for
records, LALW determines which files are more popular, and hence should be
replicated. The results show that the total job execution time of LALW is similar
to LFU. However, LALW excels in terms of effective network usage and storage
usage.
Economy based replication strategy [35] is provided as a long-term optimiza-
tion technique. It aims to minimize the overall cost of file access on data grid
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given a finite amount of storage resources. In this economy model, data files
are regarded as the goods in the market and are traded by different grid site
according to file requests from running jobs. When requesting a replica, a job
will try to access the cheapest replica in the grid by starting an auction. Storage
resources that have the file locally may reply by bidding a price that estimates
the cost of data transfer. If the storage resource at a grid site is already filled
up with replicas, selection and deletion of expendable file can create space for a
newly requested data. Within the economy model, a prediction function is used
to estimate the future revenues of data files.
In [19], the authors propose a dynamic decentralized data replication strategy,
called BHR, which benefits from network-level locality to reduce data access time
by avoiding network congestion in a data grid. In the proposed model, there can
be different network regions combined with each other. If a required file is present
within a region, there will be less number of routers in path, but if the file has to
be fetched across another region, there will be more number of routes in the path.
Within a region there will be broad bandwidth available. Network level locality
means that if the required file is fetched from the site having broad bandwidth,
it will reduce the response time significantly. BHR tries to improve the network
level locality by replicating files within the region. If the required file is not
present within the site, it is fetched from any other site, and it is decided whether
to replicate this file or not. If the local storage element has enough space, the file
is stored. If the available space is not enough, existing files are removed to make
room for new files. The results of BHR are compared with LRU delete strategy
and Delete Oldest strategy and show that BHR takes shorter total job time.
In study [18], authors present dynamic decentralized replication strategies
based on utility and risk for two different kinds of access patterns. They use
graphs to represent data grid. Before placing a replica at a site, they consider
both utility and risk index for each site according to the current network load
and user requests. A site with optimized utility and risk index is then chosen
for replication. Their model uses average response time as a basis for compar-
ison with various replication strategies. The replication strategies are based on
distributed and decentralized model. Furthermore, they are dynamic so they can
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adapt changes to both user and network behavior.
In [17], the authors propose a dynamic, decentralized data replication strategy
for peer to peer grid architecture. In this approach, the peers can automatically
produce the replicas whenever it is required to improve the availability of data.
In [37], the sharing of files among tasks is modeled as a hypergraph and em-
ployed hypergraph partitioning to obtain a computationally load-balanced map-
ping of tasks onto compute nodes that reduced remote I/O operations for file
transfers. It is assumed that a compute node had enough disk space to hold all
of the files staged on that node and replication of files is not considered.
3.2 Job Scheduling in Data Grids
Min-Min [38] is a well-known algorithm for job scheduling. When computing the
expected minimum completion time (MCT) of a job on a node, Min-Min takes
into account the files already available on the node and files already available on
other compute nodes which can act as alternate sources for creating file replicas
other than the remote storage system. When a job is scheduled on a node, all of
its files are staged on the corresponding node. This leads to an implicit replication
policy as multiple copies of files may be created on different nodes of the compute
cluster. Each file required for a job is staged from one of the replicas or from the
storage cluster such that the time to transfer the file is minimized.
In [21], a hierarchical framework and a job scheduling algorithm called Hier-
archical Load Balanced Algorithm (HLBA) are proposed for grid environment.
In the proposed algorithm, the system load is used as a parameter in determining
a balance threshold. The scheduler changes the balance threshold dynamically
when the system load changes. The main contributions of this paper are two-
fold: (i), the scheduling algorithm balances the system load with an adaptive
threshold, and (ii), it aims to minimize the makespan of jobs.
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3.3 Integrated Data Replication and Job Schedul-
ing in Data Grids
In [39], dynamic data replication algorithms for centralized, distributed and online
mode grid scheduling heuristics, Shortest Turnaround Time (STT), Least Relative
Load (LRL) and Data Present (DP) are proposed. In this research, replication
aims to shorten data access time perceived by the job. It is assumed that the
popular data in the past phase remains popular in the near future. Thus, the
dynamic data replication algorithms discussed in this paper determine the popular
data by analyzing data access history. In the centralized data replication method,
replica master uses a table that ranks each file access in descending order. If a
file access is less than the average, it will be removed from the table. Then, it
pops files from top and replicates them using a response-time and server-merit
oriented replica placement algorithms. In the decentralized method, every site
records file accesses in its table and exchange this table with its neighbors. Every
domain knows average number of access for each file.Utilizing this information,
they delete files whose accesses are less than the average, and replicates other
files in its local storage. The grid scheduling heuristics studied in this paper are
online mode heuristics as STT, LRL and DP. For each incoming job, STT assigns
the job to the site that provides the shortest turnaround time, LRL assigns the
job to the site that has the least relative load, and DP assigns the job to the
site that has its input files. Experiments show that DP scheduling heuristic
works better than STT and LRL and centralized replication method performs
better than distributed replication method. When integrating scheduling and
replication, STT + CDR exhibits the best performance among others.
In [5], the authors develop a family of job scheduling and replication algo-
rithms and use simulation studies to evaluate them in multi-tiered grid archi-
tectures. Three different replica placement algorithms are considered: (1) Data-
DoNothing : no active replication; (2) DataRandom: a replica is created at ran-
dom site when request for a particular file exceeds a particular threshold; and
(3) DataLeastLoaded : a replica is created at the site with the smallest num-
ber of waiting jobs. These three replication strategies are combined with four
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scheduling strategies: (1) JobRandom: jobs are scheduled to random sites; (2)
JobLeastLoaded : jobs are scheduled to the site with fewest waiting jobs; (3) Job-
DataPresent : jobs are scheduled to the sites containing the required data and
with the fewest waiting jobs; (4) JobLocal : jobs are scheduled locally. The re-
sults suggest that while it is necessary to consider the impact of replication on
the scheduling strategy, it is not always necessary to couple data movement and
scheduling. Instead, these two activities can be addressed separately, thus signifi-
cantly simplifying the design and implementation of the overall data grid system.
They show that when there is no replication, simple local scheduling performs
the best. However, when a replication schema is used, scheduling jobs to the sites
containing the required data is a better approach.
The work in [40] has detailed a job scheduling and file replication mechanism
for a batch of data intensive jobs that exhibit batch-shared I/O behavior. Batch
shared I/O behavior means the same file is the input of multiple jobs in a batch.
They propose a 0-1 Integer Programming based approach that couples scheduling
and replication and a BiPartition heuristic that decouples scheduling and repli-
cation. The performance results show that their strategies perform better than
Min-Min [24], JobDataPresent [5]. The experimental results show that: 1) the
IP scheme achieves the best batch execution time, but has significant scheduling
overhead, thereby restricting its application to small scale workloads, and 2) the
BiPartition scheme is a better fit for larger workloads and systems - it has very
low scheduling overhead and no more than 5-10% degradation in solution quality,
when compared with the IP-based approach.
The work in [41] deals with the problem of integrating job scheduling and
data replication strategies, called Integrated Replication and Scheduling Strategy
(IRS). It decouples job scheduling from data scheduling. At the end of periodic
intervals when jobs are scheduled, the popularity of files is calculated and then
used by the data scheduler to replicate data for the next set of jobs, which may
or may not share the same data requirements as the previous set.
The research [42] proposes a framework that integrates scheduling, replica
placement optimization and replication strategies to optimize the performance of
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the data grid system. It is assumed that the data transfer is the primary cause of
job execution delay. The proposed scheduler finds the best computing node with
minimum execution time for executing a submitted job and dispatches the job to
that node for execution. Using statistics collected from the network and resource
monitoring services, which is a view of the grid resources’ status, the data and
replica management service pro-actively redistributes the datasets over the data
grid sites with the goal of minimizing total access cost. The information collected
may include information such as data access patterns, locations and capacities
of storage resources, user and application behaviors, bandwidth availability and
latency, and the computation power of the compute nodes. The scheduler utilizes
Tabu Search optimization heuristic to dispatch jobs to the compute nodes. The
framework employs smart algorithms for the placement of the replicas and inte-
grates it with traditional replication strategies, and couples them with intelligent
scheduling of jobs.
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Chapter 4
A Bipartite Graph Model and a
Graph Partitioning Approach
4.1 A Graph Model for Data Grid Architecture
A data grid consists of a set of sites, and each site contains storage and compu-
tation units. The storage units provide storage for files, and each file is placed
in a storage unit. To obtain improved performance and availability, the data
files are usually replicated. Each file may have several replicas in the grid and
each of them is stored in different storage units. The computation units offer
computational resources for tasks.
Basically, a data grid can be represented as an undirected graph G = (V,E)
where the set of vertices V represents the sites (S1, S2, ..., SK) in the data grid
and the set of weighted edges E represents the bandwidth between sites. The
bandwidth between site Si and site Sj is represented as Bij in bandwidth matrix
B. The Figure 4.1 depicts the grid model.
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Figure 4.1: A Graph model for data grid architecture
While dealing with the Part to Site Assignment problem that will be discussed
in Section 5.2, the shortest distance information will be needed. To compute file
transfer times, we compute Dij = 1/Bij, which gives the transfer time of a file
from site si to site sj when multiplied by the size of that file. The more the
bandwidth between sites is, the less the file transfer time between them turns out.
This information is further utilized to compute shortest distances between sites
using APSP as seen in Algorithm 1. The input to Algorithm 1 is the bandwidth
information (B) and the number of sites (|V | = K). The output is D matrix that
provides us to compute the shortest transfer times of files between sites. Note
that the bandwidth values need not to form a complete graph. The complexity
of Algorithm 1 is O(K3) which is dominated by the complexity of APSP.
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Algorithm 1: CONSTRUCT-SHORTEST-DISTANCE-MATRIX
Input: An integer N = 1, 2, ...K where K is the number of sites.
Input: An N ×N bandwidth matrix
B All edge weights are in a common unit like Mbps. Bandwidth information is
converted distance information.
1 foreach i ∈ (N ×N) do
2 Dij = 1/Bij
3 D = ALL− PAIRS − SHORTEST − PATH(D)
4 Return D
4.2 A Bipartite Graph Model for Tasks and
Files
A bipartite graph can be used to represent the relationship between tasks and
files in the grid system. There are n data files F = f1, f2, ..., fn and m tasks
T = t1, t2, ..., tm in the grid system. From this point on, we will use task and job
interchangeably. Each task tj needs a subset of data files Adj(j) being its input
files for execution. Figure 4.2 represents our bipartite graph model.
Let U(x, y,∆) be a number sampled from the uniform distribution with a
range from x to y, where the sampling granularity is ∆. File sizes are exactly
set to U(500MB, 5GB, 500), and the number of files that each task requires is
set to U(1, 10, 1). To simulate the file popularity in the grid system, Zipf-like
distribution is used. In Zipf-like distribution, the number of requests for the
nth most popular file is directly proportional to nα, where α is a constant. The
observed parameter values are in the range of 0.65 < α < 1.24 [43,44].
The vertices of the graph stand for both files and tasks. An edge between
file fi and task tj indicates tj requests fi. We construct a two-constraint vertex
weight structure for vertices to distinguish between task and file vertices. The
weight of a file vertex is set to the size of the file, and the weight of a task vertex
is set to the summation of size of the files that are accessed by the task. The size
of a file fi is represented as si. The equations for weights of vertices are given
below respectively:
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Figure 4.2: A bipartite graph model for tasks and files
 For task vertices:
{
w1(tj) =
∑
fi∈fsj s(fi)
w2(tj) = 0
 For file vertices:
{
w1(fi) = 0
w2(fi) = s(fi)
4.3 Partitioning of Bipartite Graph
We use multilevel METIS Graph Partitioning Tool [29] to partition task-file bi-
partite graph. Before partitioning, the most popular files shown in Figure 4.3 are
removed to be replicated later. These files are requested by many tasks, and it
makes partitioning process difficult. To find these files, the average number of
accesses to files(favg) is calculated. If a file is accessed more than the file average
multiplied by a predetermined coefficient (λ), it is considered as a popular file
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and needs to be replicated. After removing these files temporarily, the remaining
graph is partitioned illustrated in Figure 4.4 into K parts (V1, V2, ...VK) where
K is the number of sites. As shown in Figure 4.5, each partition corresponds to
a task-file set that will be assigned to a site. During this phase, the bandwidth
and hop information between sites are not considered.
The objective of partitioning process is to minimize the number of messages
sent between sites, disregarding the distance information and message sizes which
will be handled in a later phase. Obtaining a balance on the first weight corre-
sponds to balancing computational loads in a rigorous manner while obtaining a
balance on the second weights corresponds to balancing storage of sites
Figure 4.3: Representation of tasks and files
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Figure 4.4: Tasks and files after removing popular files
Figure 4.5: Partitioning of tasks and files
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Chapter 5
Part to Site Mapping
In Section 4.2, a bipartite graph has been proposed for modeling tasks and data
in the grid system using the access logs. Then, in Section 4.3, this graph has
been partitioned to obtain a data placement and job scheduling strategy. In this
chapter, the obtained parts are further refined in order to be mapped to grid sites
as modeled in Section 4.1 by using a KL-based heuristic that takes the bandwidth
and hop information between sites into account.
In this chapter, Section 5.1 presents the problem of part-to-site mapping.
Section 5.2 describes the properties of KL-based Heuristic that we use to solve
this problem. In Section 5.3, the Overall KL Algorithm is described.
5.1 Problem Definition
In part-to-site mapping problem, we are given a set of K parts (V = V1, V2, ...VK)
obtained by graph partitioning and a set of K sites (S = S1, S2, ...SK) with
bandwidth and distance information. The problem is to obtain a one-to-one
mapping fM : V → S between parts and sites. Any part can be assigned to
any site, incurring some cost that may vary depending on the assignment made.
There are K! possible assignments. The cost of mapping part Vk to site Sm
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(fM(Vk) = Sm) - in other words the communication cost - is defined
ckm =
∑
tj∈Vk
fM (Vk)=Sm
∑
fi∈Adj(tj)
fi∈Vk
fM (Vl)=Sn
s(fi)×Dmn. (5.1)
In the above formula, tj is a task assigned to site Sm, Adj(tj) represents the subset
of data files that tj needs as its input files, s(fi) is the size of file fi, and Dmn is
the shortest distance between site Sm and site Sn where D is a symmetric matrix
and computed as in Section 4.1. After the partitioning phase given in Section 4.3,
each task tj ∈ fM(Vk) = Sm needs some of its input files, namely Adj(tj), from
other sites. To compute the cost of mapping Vk to Sm, we sum the multiplication
of file size and the distance value for each file that is stored in sites other than
the one in which the tasks of this site are stored. These values are computed and
summed accordingly for all tasks that are assigned to the site being considered.
We utilize a transfer matrix T of size K × K. The entry Tkl stands for the
amount of files being transfered between part Vk and part Vl as the tasks in part
Vk require some files from part Vl. Thus, T matrix indicates how much data
transfer performed between parts. The diagonal entries of T matrix are equal to
zero, and this matrix need not to be symmetric. Since the partitioning is done
for once and stable, we can compute T matrix right after the graph partitioning
phase. Each entry Tkl is computed as follows:
Tkl =
∑
tj∈Vk
∑
fi∈Adj(tj)
fi∈Vl 6=Vk
s(fi). (5.2)
By using T matrix, we can compute the cost by multiplying the distance value
by the amount of file transfers for each site. By the help of T matrix, the cost of
mapping part Vk to site Sm (fM(Vk) = Sm) can be computed as
ckm =
∑
Vl∈V
fM (Vl)=Sn 6=Sk
Tkl ×Dmn. (5.3)
And the total cost is given by
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∑
Vk∈V
fM (Vk)=Sm
ckm. (5.4)
The objective is to find a mapping fM that minimizes Eq. 5.4.
This problem is actually similar to quadratic assignment problem [45]. In
quadratic assignment problem (QAP), there exist a set of n facilities F and a
set of n locations L. We are to allocate facilities to locations, depending on
a cost model being a function of the distance and flow between the facilities.
The objective is to assign each facility to a location such that the total cost is
minimized. The problem is formulated by a flow matrix F and a distance matrix
D. The objective function is as follows
minφ∈Sn
n∑
i=1
n∑
i=1
Fij ×Dφ(i),φ(j). (5.5)
where Sn is the set of all permutations φ : N → N . Each individual product
fij × dphi(i)φ(j) is the cost of assigning facility i to location φ(i) and facility j to
location φ(j). QAP is known to be NPhard [45].
5.2 A KL-based Heuristic for Part to Site Map-
ping
In this section, we will elaborate on our algorithm for the initialization and update
of swap gains, and Section 5.2.1 and Section 5.2.2 discuss these phases, respec-
tively. We start with a random mapping of parts to sites, by which we calculate
the initial gains accordingly. After this initiatory step, we try to improve the
mapping via swapping parts.
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5.2.1 Gain Initialization
In this section, we describe the initial gain computation algorithm in detail. At
the beginning of the assignment and refinement process, the corresponding gain
values of swapping any two sites need to be computed. In Algorithm 2, the
initial gain computation algorithm is given. The algorithm takes K sites, distance
information D and transfer sizes T as input and returns swap gains for each pair
of sites.
Algorithm 2: INIT-GAINS-EXTENDED
Input: V = {V1, ...VK}
Input: S = {S1, ...SK}
Input: D, K ×K distance matrix
Input: T, K ×K transfer matrix
Input: fM : V → S, a mapping function
1 foreach pair of parts (Vk, Vl) ∈ (V × V), Vk 6= Vl do
B Let fM(Vk) = Sm and fM(Vl) = Sn
2 gmn ← 0
B Compute the changes in the transfer cost of the sites that transfer files
from sites fM(Vk) = Sm and fM(Vl) = Sn
3 foreach Vx ∈ V − {Vk, Vl} , fM(Vx) = Sy do
4 gmn ← gmn + Txk(Dym −Dyn) B Site Sm
5 gmn ← gmn + Txl(Dyn −Dym) B Site Sn
B Compute the changes in the transfer cost of the sites fM(Vk) = Sm
and fM(Vl) = Sn transferring files from other sites
6 foreach Vx ∈ V − {Vk, Vl} , fM(Vx) = Sy do
7 gmn ← gmn + Tkx(Dmy −Dny) B Site Sm
8 gmn ← gmn + Tlx(Dny −Dmy) B Site Sn
9 return gmn for 1 ≤ m,n ≤ K
In Algorithm 2, the for loop (lines 1-8) computes the gain values of swapping
each pair of sites. Note that the gains obtained by swapping sites Sm ↔ Sn and
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Sn ↔ Sm are equal, i.e. gmn = gnm. At the very beginning, the gain value is reset
for each and every gain computation gmn. Once we swap parts Vk (fM(Vk) = Sm)
and Vl (fM(Vl) = Sn), their distances to the rest of all sites in the grid are
interchanged. Thus, the transfer cost is also affected as the distances to the
swapped sites are changed. In this case, we have to consider two distinct cases
since the swap operation affects the transfer costs both from these sites and to
these sites. Thereby, the gain computation is divided into two parts, namely two
respective for loops. The first loop (lines 3-5) updates the gain value by adding
the transfer cost of sites that transfer files from site Sm and site Sn. The second
loop (lines 6-8) updates the gain value by adding the transfer cost of site Sm and
site Sn that transfer files from other sites. The computed gain values are returned
at the end of the algorithm (line 9).
The gmn obtained by swapping parts Vk (fM(Vk) = Sm) and Vl (fM(Vl) = Sn)
in Algorithm 2 is given by the following equation:
gmn =
∑
Vx∈V−{Vk,Vl}
fM (Vx)=Sy
Txk(Dym −Dyn) + Txl(Dyn −Dym) +
∑
Vx∈V−{Vk,Vl}
fM (Vx)=Sy
Tkx(Dmy −Dny) + Tlx(Dny −Dmy)
=
∑
Vx∈V−{Vk,Vl}
fM (Vx)=Sy
(Dym −Dyn)(Txk + Tkx) + (Dyn −Dym)(Txl + Tlx)
=
∑
Vx∈V−{Vk,Vl}
fM (Vx)=Sy
(Dym −Dyn)(Txk − Txl + Tkx − Tlx)
The Algorithm 3 does exactly the same thing with the Algorithm 2. This can
further be improved by using a U matrix instead of T matrix where Ukl = Ulk =
Tkl + Tlk. This final result is utilized in Algorithm 3.
As seen in Algorithm 3, for loop (lines 1-4) computes the gain values of swap-
ping each pair of sites. As formulated in the above equation, we can combine two
inner loops given in Algorithm 2 and obtain the loop in lines 3-4 in the latter
algorithm.
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Algorithm 3: INIT-GAINS-LITE
Input: V = {V1, ...VK}
Input: S = {S1, ...SK}
Input: D, K ×K distance matrix
Input: T, K ×K transfer matrix
Input: fM : V → S, a mapping function
1 foreach (Vk, Vl) ∈ (V × V ), Vk 6= Vl do
B Let fM(Vk) = Sm and fM(Vl) = Sn
2 gmn ← 0
3 foreach Vx ∈ V − {Vk, Vl} , fM(Vx) = Sy do
4 gmn ← gmn + (Dmy −Dny)(Txk − Txl + Tkx + Tlx)
5 return gmn for 1 ≤ m,n ≤ K
5.2.2 Gain Update
Performing a swap operation on two chosen sites Sm and Sn whose gain value is
gmn, the remaining gain values need to be updated to reflect the new mapping.
After swapping fM(Vk) = Sm and fM(Vl) = Sn, transfer amounts of other sites
from Sm and Sn are relocated and the distances between interchanged sites and
other remaining sites are also changed. Consider part Va (fM(Va) = Sc) needs
to transfer Tak amount of data from part Vk (fM(Vk) = Sm) whose distance
is Dcm and Tal amount of data from part Vl (fM(Vl) = Sn) whose distance is
Dcn. After swapping Sm and Sn, Va has to transfer Tak from Sn (with distance
changed from Dcm to Dcn) and Tal from Sn (with distance changed from Dcn
to Dcm). Furthermore, Vk needs to transfer Tka with distance changed from
Dcm to Dcn. Similarly, Vl needs to transfer Tla with distance change from Dcn
to Dcm. The difference caused by swapping Sm and Sn is Tak (Dcn −Dcm) +
Tal (Dcm −Dcn) + Tka (Dcn −Dcm) + Tla (Dcm −Dcn) and this value is reflected
to gain value of swapping fM(Va) = Sc with other sites. Assume we are to swap
two sites fM(Vk) = Sm and fM(Vl) = Sn, and we are to update the gain value of
swapping fM(Va) = Sc and fM(Vb) = Sd, gcd. The gain value of swapping sites
Sc and Sd before the actual swap operation Sm ↔ Sn is given by:
gcd = ...+ Tka (Dmd −Dmc) + Tkb (Dmc −Dmd) + Tak (Dmd −Dmc) + Tbk (Dmc −Dmd) +
Tla (Dnd −Dnc) + Tlb (Dnc −Dnd) + Tal (Dnd −Dnc) + Tbl (Dnc −Dnd) + ...
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After swapping Sm and Sn, we need to update gcd since distances are changed.
Using T matrix without updating, we can compute new value of dcd as follows:
g′cd = ...+ Tka (Dnd −Dnc) + Tkb (Dnc −Dnd) + Tak (Dnd −Dnc) + Tbk (Dnc −Dnd) +
Tla (Dmd −Dmc) + Tlb (Dmc −Dmd) + Tal (Dmd −Dmc) + Tbl (Dmc −Dmd) + ...
In order not to compute the gain values from the beginning, we can update them
by considering the difference between gcd and g
′
cd as represented below:
g′cd − gcd = ...+ Tka (Dnd −Dnc) + Tkb (Dnc −Dnd) + Tak (Dnd −Dnc) + Tbk (Dnc −Dnd) +
Tla (Dmd −Dmc) + Tlb (Dmc −Dmd) + Tal (Dmd −Dmc) + Tbl (Dmc −Dmd) + ...)−
(...+ Tka (Dmd −Dmc) + Tkb (Dmc −Dmd) + Tak (Dmd −Dmc) + Tbk (Dmc −Dmd) +
Tla (Dnd −Dnc) + Tlb (Dnc −Dnd) + Tal (Dnd −Dnc) + Tbl (Dnc −Dnd) + ...)
= Tka(Ddn −Dcn −Ddm +Dcm) + Tak(Ddn −Dcn −Ddm +Dcm) +
Tkb(Dcn −Ddn −Dcm +Ddm) + Tbk(Dcn −Ddn −Dcm +Ddm) +
Tla(Ddm −Dcm −Ddn +Dcn) + Tal(Ddm −Dcm −Ddn +Dcn) +
Tlb(Dcm −Ddm −Dcn +Ddn) + Tbl(Dcm −Ddm −Dcn +Ddn)
= (Tka + Tak + Tlb + Tbl)(Ddn −Dcn −Ddm +Dcm) +
(Tkb + Tbk + Tla + Tal)(Dcn −Ddn −Dcm +Ddm)
g′cd−gcd = dif = (Tka+Tak+Tlb+Tbl−(Tkb+Tbk+Tla+Tal))∗(Ddn−Dcn−Ddm+Dcm)
(5.6)
Hence, we can compute the new gain value g′cd after swapping Sm and Sn by adding
dif value in Eq. 5.6 old gain value gcd. Thus, a single gain update operation can
be performed in constant amount of time.
5.3 Overall KL Algorithm
In this section, we explain the refinement algorithm for part to site mapping in
detail. In Section 4.3, we partition the set of tasks and files into K parts where
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K is the number of sites in the data grid. The refinement heuristic starts from a
random mapping of these K parts to K sites. We try to improve the quality of
this mapping by successive swap of pair of sites with the aim of decreasing cost of
the mapping. We start by choosing a pair of sites as Sm and Sn that provides the
maximum swap gain value (gmn). After interchanging these two sites, we update
the gain values of remaining swap operations. After swap operation, we exclude
all gains related to sites Sm and Sn. When all gain values are exhausted or no
more improvement can be obtained on the cost, the algorithm terminates, and a
rollback operation is performed to the point where the best cost is encountered.
In Algorithm 4, we show this refinement process. The inputs to Algorithm 4
are the parts V , the sites S, distance information D, transfer matrix T , a mapping
function fM and a parameter τ . The τ indicates the number of tolerated swaps
that does not improve the cost.
As seen in Algorithm 4, we first compute the initial cost that we try to mini-
mize through the algorithm (lines 1-3), the list of initial gain values, and we select
the max gain represented as g∗mn that is the swap of sites Sm and Sn (lines 5-6).
This swap gives us earnings from the initial cost as cost′ = cost− Gij Basically,
the while loop (lines 7-25) is responsible for updating the remaining gain values.
The for loop between lines 17 - 21 does the gain update part. The difference of
the gain value is computed according to equation 5.6 and added to initial gain
value. During update part, the new max gain g∗mn is also found. After recom-
puting the gain values with unchanged T matrix, we swap T matrix according
to old max gain. At the end of each iteration, sites of two parts are swapped
(fM(Vk) = Sn fM(Vl) = Sm). The algorithm terminates when there remains no
gain in the list or no successful swap is found after carrying τ number of gains
that satisfy no improvement. In order to control the latter situation, we check
the decrease in the cost at each iteration (lines 8 - 15) and keep the count of gains
that do not satisfy the condition. When the size of the list is equal to τ or all
gains in G are exhausted, the refinement phase ends and rollback is applied for
the unprogressive gains, and all swap operations associated with these gains are
undone.
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Algorithm 4: KL-REFINE-MAPPING
Input: V = {V1, ...VK}, S = {S1, ...SK}, D, T , fM : V → S, τ
B Compute initial cost.
1 cost← 0
2 foreach pair of parts (Vk, Vl) ∈ (V × V), Vk 6= Vl do
3 cost← cost+ (Tkl + Tlk)×DfM (Vk)fM (Vl)
4 bestcost← cost
5 G = INIT-GAINS-LITE(V ,S, D, T, fM)
6 g∗mn = max1≤i,j≤K
gij∈G
gij such that fM(Vk) = Sm and fM(Vl) = Sn
7 while G 6= ∅ AND flagImproved = TRUE do
8 cost← cost− g∗mn
9 if cost < bestcost then
10 bestcost← cost
11 count← 0
12 else
13 count← count+ 1
14 if count = τ then
15 flagImproved = FALSE
16 G← G− {g∗mn}
17 foreach gxy ∈ G do
18 if x = m OR x = n OR y = m OR y = n then
19 G← G− {gxy}
20 else
21 Update gxy in constant time using Equation 5.6.
22 Update T to reflect the swap of parts Vk and Vl.
23 fM(Vk) = Sn
24 fM(Vl) = Sm
25 g∗mn = max1≤i,j≤K
gij∈G
gij such that fM(Vk) = Sm and fM(Vl) = Sn
26 Rollback to the point where the mapping with the best cost is encountered.
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Chapter 6
Experimental Results
6.1 Data Grid Environment / Dataset Genera-
tion
In order to evaluate the performance of the graph partitioning method that we
have employed and our KL-based heuristic for improving the quality of partitions,
we have manually constructed a data grid environment using different parameters.
 Files: We vary the number of data files (—F—) as 1000, 2000, 5000, 10000.
U(x, y, ∆) defines a number sampled from the uniform distribution with
a range from x to y and the sampling granularity is ∆. The size of files is
sampled from U(500MB, 5GB, 100MB).
 We used Zipf-like distribution [43] (with parameter α) to determine file pop-
ularity. According to Zipf-like distribution, the access frequency of the jth
file is represented as pj =
1
jα
∑n
i=1 1/h
α where n is the number of files. When
α = 0, the distribution follows uniform distribution. As α is increased, the
distribution converges to strict Zipf distribution. In the experiments, we
vary α as 0.6, 0.8, 1.0, 1.2.
 Tasks: We set the number of tasks (|T |) with a ratio according to the
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number of files. Thus, we varied the number of tasks as 1
2
, 1, 2, 5, 10
times of number of files for each file set. Each task requests U(1, 10, 1)
number of files as its input data.
 Sites: We vary the number of grid sites (K) as 32, 64, 128, 256 that for each
K value, and we experiment all task-file sets to analyze the partitioning
and improvement results vary when we fix the number of files and tasks
and change K, and also when we fix K and change the number of files and
tasks in the data grid.
 Bandwidth: It is assumed that each site has a link to all other sites, and
the bandwidth capacity between sites is set to U(500, 5000, 500)Mbps.
However, our approach can be generalized to any connector pattern between
sites.
6.2 Partitioning Results
We utilized the METIS graph partitioning tool [29] to partition files and tasks
into K parts. During this phase, we analyzed the partitioning quality considering
edgecut metric that is the number of edges that are between different parts. That
is the number of edges (u, v) for which P [v] 6= P [u]. We conducted our
experiments in three categories . Firstly, we investigated the impact of Zipf
distribution on the partitioning quality. Secondly, we observed the effect of the
file popularity threshold (λ) that is the deciding factor for having a somewhat
threshold value prior to removal of files stated in 4.3. Lastly, we evaluated the
impact of the ratio between the number of tasks and the number of files.
6.2.1 Partitioning Results based on the Zipf Values
We used the Zipf distibution in order to determine file popularity. We varied the
Zipf values while fixing the file popularity threshold (λ) for file removal which
will be replicated to all sites afterwards. The files that are requested more than
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the average number of requests for each file multiplied by the λ will be replicated.
We altered zipfian threshold α as 0.6, 0.8, 1.0, 1.2 while fixing λ = 1.5. Table 6.1
displays the effects of zipf values on partitioning. We fixed the number of files as
|F | = 1000 and presented three charts for three different values of the number of
tasks as |F | = 500, 2000, 10000 given in Figure 6.1, Figure 6.2, Figure 6.3. The
other figures are omitted since they have similar characteristics.
Figure 6.1: Cut (%) vs zipf value α (|F | = 1000, |T | = 500, λ = 1.5)
Figure 6.2: Cut (%) vs zipf value α (|F | = 1000, |T | = 2000, λ = 1.5)
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Figure 6.3: Cut (%) vs zipf value α (|F | = 1000, |T | = 10000, λ = 1.5)
As it is seen from Table 6.1 and Figs 6.1, 6.2, 6.3, the increase in the α values
facilitates the decrease in the edgecut, and namely the improvement in the quality
. As stated in [43], the increase in the Zipf values leads to distribution loosing
uniform property. For this reason, the divergence from uniformity eventually
makes some files being more demanded than the others in terms of the associated
edges in the task-file graph representation. Since we remove the file vertices that
have more edges than λ × favg to replicate later, the remaining task-file graph
is partitioned in an easier way of good quality. This situation is also reflected in
our results explicitly.
The actual trend or behavior shown in the graphs with respect to zipf and
cut values are similar. In other words, the relation between zipf and cut values is
inversely proportional. Similarly, when the value of K decreases, we have lower
cut values which lead us to have better partitioning quality. This is basically
because the probability of an edge being cut increases as K increases for fixed
values of α, λ, |F | and |T |.
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6.2.2 Partitioning Results based on the File Popularity
Threshold (λ)
We varied the λ values as 1.5, 3.0, 5.0, 10.0 while fixing α value as 1.0. In
Table 6.2 and Figure 6.4, we give the partitioning results in terms of percentage
of edges that are cut.
Figure 6.4: Cut (%) vs λ (|F | = 1000, |T | = 2000, α = 1.0)
The results indicate that a higher (λ) value is a potential detriment to the
quality of partitioning because of resulting in higher edgecut values. We have a
so-called threshold value as λ × favg which determines the files to be removed
for later replication. More explicitly, if we remove fewer files, the originality of
the graph is nearly kept, and partitioning this graph gets harder which leads to
higher cut values.
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6.2.3 Partitioning Results based on the Ratio between
Tasks and Files (|T |/|F |)
We fixed the zipf value as α = 1.0 and the file popularity threshold as λ = 1.5,
and we varied the ratio between tasks and files as 0.5, 1.0, 2.0, 5.0, 10.0 for each
specific |F |. Figure 6.5 and Table 6.3 show the results of this experiment.
|T |/|F | |F | = 1K |F | = 2K |F | = 5K |F | = 10K
0.5 7.1 9.0 6.9 6.0
1.0 23.2 19.4 18.4 16.0
K = 32 2.0 32.7 28.9 27.7 25.5
5.0 43.0 39.1 36.6 35.5
10.0 46.6 44.4 41.5 40.0
0.5 10.0 10.7 8.1 6.6
1.0 26.9 21.9 20.1 17.0
K = 64 2.0 36.3 31.7 29.4 27.0
5.0 45.8 41.8 38.8 37.6
10.0 49.7 46.8 43.4 42.1
0.5 15.7 13.9 9.6 7.6
1.0 30.9 24.3 22.1 18.3
K = 128 2.0 39.7 34.4 31.2 28.5
5.0 48.4 43.6 39.8 39.0
10.0 52.1 48.3 44.5 43.3
0.5 21.4 19.3 11.9 8.9
1.0 37.7 28.4 24.4 19.9
K = 256 2.0 45.3 37.5 33.5 29.7
5.0 51.2 46.0 42.4 39.8
10.0 53.4 50.7 47.1 44.3
Table 6.3: Percentage of cut-edges for varying |T |/|F |.
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Figure 6.5: Cut (%) vs |T |/|F | (|F | = 1000, λ = 1.5, α = 1.0)
The results clearly show that in any case the edgecut is directly proportional
to the ratio between tasks and files. This is because for a fixed number of files,
when the ratio increases, files are requested more meaning that more edges for
each file, so partitioning gets harder. Moreover, we realized that if we have more
files along with a specific value of the ratio |T |/|F |, the corresponding edgecut
values are smaller. In other words, if we have a larger graph with more tasks
and files, the partitioning quality is higher. This is because once we partition a
relatively smaller graph, we will end up with a low number of vertices per part
whereas it is higher in larger graphs.
Also, the results given in Table 6.3 indicate that when we increase the number
of sites (K) and the total number of files and tasks (|T | + |F |) with the same
ratio, the cut percentages remain roughly same. For K = 32, consider |T | = 2000
and |F | = 1000 (so the ratio is as |T |/|F | = 2), and the cut percentage for these
parameters is equal to 32.7%. When we check the cut ratio for K = 64, |T | = 4000
and |F | = 2000, it is equal to 31.7%, and we can see that is equal to first result.
In addition to this, the following results for |F | = 5000, |T | = 10000 - K = 128
(assuming that it is nearly five times of K = 32) and |F | = 10000, |T | = 20000 -
K = 256 (assuming that it is nearly ten times of K = 32) pairs are also close to
the first result. Therefore, when we increase each parameter relatively, the cut
50
ratio remains same, as expected.
6.3 Improvement Results
Having partitioned the task-file graph described in Section 4.3, we map the parts
to sites by using the algorithm in Section 5.2. In this section, we present the
improvement results of these assignments accordingly. We have two specific pa-
rameters in Algorithm 4. Firstly, the τ parameter stands for the number of
successive gains that leads to no improvement in the cost during the refinement.
When we increase the value of τ , it is evident that we achieve better improvement
values. This implies that tolerating a higher number of unprogressive gains leads
us to come up with lower cost value. During the experiments, the τ parameter is
set to 50. The second parameter is the number of initial mappings constructed
randomly at the beginning. We computed the initial cost of each mapping and
chose the one that provides the best cost. Throughout the experiments, we ob-
served that increasing the number of initial randomly formed mappings led us to
obtain better improvement results. We set this parameter to 50 throughout the
experiments in this section.
The experiments fall under three main categories that are based on: the α
values, the file popularity threshold (λ) and the ratio between tasks and files. The
following sections discuss each of these categories and present the improvement
results, respectively. Our improvement results take the initial random mapping
as basis.
6.3.1 Improvement Results based on the Zipf Values
As was previously mentioned, we set three parameters to certain values as λ =
1.5, |F | = 1000, |T | = 2000 and varied zipfian threshold as α = 0.6, 0.8, 1.0, 1.2.
Figure 6.6 shows the improvement results based on varied Zipfian values. Also,
Table 6.4 presents a more detailed view of these results.
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Figure 6.6: Improvement percentage for varying α values (|F | = 1000, |T | =
2000, λ = 1.5
The results indicate that the increase in the α values reflected positively on
the improvement values. In Section 4.3, we firstly removed the file vertices that
have high degrees. Since the determinant of the degrees of file vertices is Zipf
distribution in our problem set, the increase in the zipf values makes more file
vertices having higher degrees by diverging the distribution of files from unifor-
mity. Hence, more files are removed by increasing zipf values, and this situation
results in a decrease in the edgecut as explained in Section 6.2.1. The decrease
in the edgecut means that less files will be transfered between sites, so this will
improve the assignment between parts and sites.
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6.3.2 Improvement Results based on the File Popularity
Threshold (λ)
We varied the λ as λ = 1.5, 3.0, 5.0, 10.0 and set the remaining parameters
as α = 1.0 and |F | = 1000. Table 6.5 shows the improvement values providing
initial and final costs of mappings. Also, we illustrate the results in Figure 6.7.
Figure 6.7: Improvement (%) vs λ (|F | = 1000, |T | = 2000, α = 1.0)
The results show that the best improvement is achieved with minimum λ. The
reason of this result is that the file popularity threshold is directly proportional to
the edgecut between sites. Thus, the increase in the value of λ raises the edgecut
that causes less improvement during mapping.
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6.3.3 Improvement Results based on the Ratio between
Tasks and Files (|T |/|F |)
We varied the ratio as |T |/|F | = 0.5, 1.0, 2.0, 5.0, 10.0, and set the α value to
1.0 and λ to 1.5. The results are given in Figure 6.8 and Table 6.6.
|T |/|F | |F | = 1K |F | = 2K |F | = 5K |F | = 10K
0.5 33.7 22.0 15.0 13.9
1.0 15.4 13.4 9.5 7.8
K = 32 2.0 10.5 8.7 6.6 5.9
5.0 7.6 6.1 5.2 4.2
10.0 5.6 4.9 4.3 3.8
0.5 37.0 28.0 21.3 17.5
1.0 20.2 17.2 11.2 9.6
K = 64 2.0 14.2 10.9 8.0 6.3
5.0 9.0 7.0 5.3 4.2
10.0 6.5 5.3 4.5 3.7
0.5 38.2 33.0 27.4 22.3
1.0 25.8 22.5 15.1 12.5
K = 128 2.0 17.6 14.5 10.1 7.6
5.0 11.2 8.9 6.3 4.8
10.0 8.1 6.3 4.5 3.6
0.5 40.5 36.7 32.8 27.9
1.0 31.3 28.2 20.3 16.6
K = 256 2.0 23.6 19.5 13.7 10.8
5.0 14.8 12.3 8.3 6.1
10.0 11.0 8.4 5.9 4.3
Table 6.6: Percentage of improvement for varying |T |/|F |.
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Figure 6.8: Improvement (%) vs |T |/|F | (|F | = 1000, λ = 1.5, α = 1.0)
As observed from the results, the improvement decreases with the increase in
the ratio. When |T |/|F | is smaller, the edges between files and tasks are sparse.
As this ratio increases, the graph starts getting dense and partitioning dense
graphs becomes difficult. Thus, after partitioning step, we get graphs that are
poorer in quality in terms of edgecut as given in Section 6.2.3, and improving
them becomes harder as seen in the results.
6.4 Replication Results
The first step of constructing task-file graphs is to create initial task-file graphs
which are considered as the original ones. When we create these graphs, we only
use the parameters that are the number of tasks (|T |), the number of files (|F |)
and zipf values (α). For each and every possible value of these parameters within
the boundaries we set, a task-file graph is constructed pertaining to all possible
combinations of parameters. The total number of combinations is 80 where we
have 5 alternatives for |T |, 4 alternatives for |F | and 4 alternatives for α values
as we have already presented in the previous experiments. Afterwards, for each
existing task-file graph, we compute the average number of requests for each file
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and specify a certain value that is the result of the file-request average multiplied
by file popularity threshold (λ). Then we remove the files that have higher hits
than this value from the graph. The removal operation is just done temporarily
for the subsequent replication process.
Consequently, we now have two distinct task-file graphs: the initially-created
original graphs and the trimmed graphs. We partition both of these graphs into K
separate parts and replicate the removed files to all parts in the trimmed graphs.
We experimented with original graphs and trimmed graphs with λ = 1.5, 3.0, 5.0
values while fixing |T | = 4000, |F | = 2000 and α = 1.0. The partitioning results
are given in Figure 6.9.
Figure 6.9: Cut percentage (%) of partitioning results for varying λ (|F | =
2000, |T | = 4000, zipf = 1.0)
We compared the percentage of cut edges of original graphs with the trimmed
graphs for λ = 1.5, 3.0, 5.0. The results for λ = 10.0 are not given since these
graphs are very similar to the original ones. We can make the inference from
the results that the trimmed graphs are of better quality than the original ones
considering related cut(%) values.
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After the partitioning phase, as we described in Chapter 5, we have mapped
the parts onto the sites and improved the mapping by swap operations. For each
graph, we compute the communication cost which is the total file transfer load
and try to improve this mapping. The effect of replication over the trimmed
graphs has also been analyzed. Table 6.7 shows the improvement results along
with the replication percentages and the final cost values. The improvement in
the table is computed according to the difference between the cost of original
graph and the decreased cost that file replication provides based on λ values.
In the table, the results are presented by setting the following parameters as
α = 1.0, K = 64.
The results strongly suggest that replication decreases the communication cost
and increases the improvement significantly. In addition, rather less improvement
is obtained as the λ value increases which is because as λ increases, the replication
ratios decrease. Moreover, once we keep the number of files fixed and increase the
number of tasks, the obtained improvement is relatively lower due to the dense
graph.
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Chapter 7
Conclusion
Data Grids provide geographically distributed resources for data intensive ap-
plications. To address the issues for better performance results, a combination
of replication and scheduling strategies and a bipartite graph for modeling tasks
and files in the Data Grid are proposed.
As previously mentioned, our grid system is composed ofK sites which contain
both storage and computing units. There are |T | jobs and |F | files in the system,
and each job needs a subset of files as its input files. The relationship between
files and jobs constructs the access log. This access log forms the basis of our
approach which enables us to form a our bipartite graph model.
The first phase of our methodology is to partition the task-file graph into K
parts. Firstly, we remove the most popular files within a certain threshold to be
replicated later from the graph. In order to select these files, we first calculate
average number of accesses to files. Subsequently, if a file is accessed more than
the average multiplied by a threshold value λ, we remove this file to replicate it
later to all parts. We have used METIS [29] to partition the constructed bipartite
graphs. At the end of this step, we obtain a data placement and job scheduling
strategy. In the next phase, we map the obtained parts to the sites using a
KL-based heuristic. At this phase, we initially assign the parts to the sites in
a random fashion and calculate their initial costs. At each and every step of
61
refinement, we try to decrease the cost, and when no more improvement can be
obtained, we take this mapping and use it for mapping tasks and files to sites.
After data placement and job scheduling, the next phase is data replication. The
most accessed files have been identified before the partitioning and mapping step,
and these files are replicated to all sites.
Ee can summarize the steps under our methodology as follows:
(i) Access logs are constructed.
 The parameters to be varied are number of jobs (|T |) and number of
files (|F |).
 Zipf distribution is used to simulate file popularity.
 Uniform distribution is used to determine the number of files that each
task requests.
(ii) Data grid environment is constructed.
 Various environments are created according to different number of sites
(|K|).
(iii) Task-file graph is partitioned into K parts.
(iv) Parts are mapped onto the sites.
 KL-based refinement algorithm.
(v) Replication
 The popular files in the access logs are replicated to all sites.
Experiments are analyzed in three categories as partitioning results, improve-
ment results and replication results. The experiments indicate that we can take
advantage of access logs to exploit relations among tasks and files, and use this
to reduce total transfer cost. Furthermore, by using a simple replication strategy
and task-file placement methodology, we can reduce total communication cost
significantly.
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