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Abstract. In this paper, we consider the problem of computing an optimal matching in a bipartite
graph where elements of one side of the bipartition specify preferences over the other side, and one or
both sides can have capacities and classifications. The input instance is a bipartite graph G = (A∪P,E),
where A is a set of applicants, P is a set of posts, and each applicant ranks its neighbors in an order
of preference, possibly involving ties. Moreover, each vertex v ∈ A ∪ P has a quota q(v) denoting the
maximum number of partners it can have in any allocation of applicants to posts - referred to as a
matching in this paper. A classification Cu for a vertex u is a collection of subsets of neighbors of u.
Each subset (class) C ∈ Cu has an upper quota denoting the maximum number of vertices from C that
can be matched to u. The goal is to find a matching that is optimal amongst all the feasible matchings,
which are matchings that respect quotas of all the vertices and classes.
We consider two well-studied notions of optimality namely popularity and rank-maximality. The notion
of rank-maximality involves finding a matching in G with maximum number of rank-1 edges, subject to
that, maximum number of rank-2 edges and so on. We present an O(|E|2)-time algorithm for finding a
feasible rank-maximal matching, when each classification is a laminar family. We complement this with
an NP-hardness result when classes are non-laminar even under strict preference lists, and even when
only posts have classifications, and each applicant has a quota of one. We show an analogous dichotomy
result for computing a popular matching amongst feasible matchings (if one exists) in a bipartite graph
with posts having capacities and classifications and applicants having a quota of one.
To solve the classified rank-maximal and popular matchings problems, we present a framework that
involves computing max-flows in multiple flow networks. We use the fact that, in any flow network,
w.r.t. any max-flow the vertices can be decomposed into three disjoint sets and this decomposition
is invariant of the flow. This simple fact turns out to be surprisingly useful in the design of our
combinatorial algorithms. We believe that our technique of flow networks will find applications in other
capacitated matching problems with preferences.
1 Introduction
The input to our problem is a bipartite graph G = (A∪P,E) where A is the set of applicants, P is the set of
posts. Every vertex a ∈ A has a preference ordering over its neighbors in P , possibly involving ties, referred
to as the preference list of a. An edge (a, p) ∈ E, a ∈ A, p ∈ P is said to be a rank-k edge if p is a k-th choice
of a. Every vertex u ∈ A ∪ P specifies a non-zero quota q(u) denoting the maximum number of elements
from the other set it can get matched to. Finally, every vertex u ∈ A∪P can specify a classification over its
set of neighbors N(u) in G. A classification Cu is a family of subsets (referred to as classes here onwards) of
N(u). Each class Ciu ∈ Cu has an associated quota q(C
i
u) denoting the maximum number of elements from
Ciu that can be assigned to u in any matching.
Definition 1. A matching M is a subset of E and M(u) is the set of all neighbors of u in M . An assignment
or a matching M in G is said to be feasible if, for every vertex u, the following conditions hold:
– |M(u)| ≤ q(u) and
– for every Ciu ∈ Cu, we have |M(u) ∩ C
i
u| ≤ q(C
i
u).
We refer to this setting as the many-to-many setting, since each vertex can have multiple partners in M . A
special case is the many-to-one setting, where each applicant can be matched to at most one post, and a
post can have multiple applicants matched to it.
Classifications arise naturally in matching problems. While allotting courses to students, a student does
not want to be allotted too many courses on closely related topics. Also, an instructor may not want a course
to have too many students from the same department. Another example is allotting tasks to employees,
where employees prefer not to be working on many tasks of similar nature, and for any task, it is wasteful to
have too many employees with the same skill-set. These constraints are readily modeled using classifications.
A natural question is to find a feasible matching that is optimal with respect to the preferences of the
applicants. In this paper, we consider two well-studied notions of optimality namely rank-maximality and
popularity. In rank-maximality, the goal is to compute a feasible matching in G that has maximum number
of rank-1 edges, subject to this, maximum number of rank-2 edges and so on. We call such a matching as a
Classified Rank-Maximal Matching (CRMM). The concept of signature, defined below, is useful to compare
two matchings with respect to rank-maximality.
Definition 2. The signature σM of a matching M is an r-tuple (x1, . . . , xr) where r denotes the largest
rank used by an applicant to rank any post. For 1 ≤ k ≤ r, xk denotes the number of rank k edges in M .
Let σM = (x1, . . . , xr) and σM ′ = (x
′
1, . . . , x
′
r). We say M ≻ M
′ if xi = x
′
i for 1 ≤ i < k and xk > x
′
k, for
some k. A matching M is said to be rank-maximal if there does not exist any matching M ′ in G such that
M ′ ≻ M . Thus, our goal is to compute a matching that is rank-maximal among all feasible matchings. We
refer to this problem as the CRMM problem.
In the many-to-one setting, we consider the notion of popularity, which involves comparison of two
matchings through the votes of the applicants. Given two feasible matchings M,M ′, an applicant votes for
M if and only if he prefers M(a) over M ′(a), and applicants prefer being matched to one of their neighbors
over remaining unmatched.
Definition 3. The matching M is more popular than M ′ if the number of votes that M gets w.r.t. M ′ is
more than the number of votes that M ′ gets w.r.t. M . A matching M is said to be popular if there is no
matching more popular than M .
We consider the problem of computing a popular matching in the presence of classifications, where each
applicant can be matched to at most one post, and posts have classifications and quotas. Unlike rank-
maximal matchings, a popular matching need not exist (see [1] for a simple instance), since the relation more
popular than is not transitive. Our goal therefore is to characterize instances that admit a popular matching
and output one if it exists. We call this the CPM problem. Note that when a popular matching exists, no
majority of applicants can force a migration to another matching; this makes popularity an appealing notion
of optimality.
Figure 1 shows an example instance where A = {a1, . . . , a5} and P = {p1, . . . , p5}. The preferences of the
applicants, and the classifications and quotas can be read from the figure. The matchingM = {(a1, p4), (a2, p1),
(a3, p3), (a4, p5), (a5, p2)} is a feasible matching with signature (3, 2). The matching M
′ = {(a1, p1), (a2, p1),
(a3, p3), (a4, p5), (a5, p2)} has signature (4, 1) but is infeasible because of the classification C1p1 . We will show
that the matching is M is both CRMM and CPM in the instance.
a1 : p1, p4
a2 : p1, p5
a3 : (p1, p2, p3)
a4 : p5, p1
a5 : p5, p2
Applicant Preferences
Cp1 = {C
1
p1
= {a1, a2, a3}, C
2
p1
= {a4}}
q(p1) = 2; q(C
1
p1
) = q(C2p1) = 1
q(pi) = 1 for i = 2, . . . , 5
q(ai) = 1 for i = 1, . . . , 5
Classifications and Quotas
Fig. 1. Preferences to be read as: a1 treats p1 as rank-1 post and p2 as rank-2 post and so on. Applicant a3 treats
p1, p2, p3 as its rank-1 posts. Although q(p1) = 2, the class C
1
p1
∈ Cp1 implies that in any feasible matching post p1
can be matched to at most one applicant from {a1, a2, a3}.
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Matchings in the presence of preferences and classifications have been studied in the setting where both
sides of the bipartition have preferences over the other side. Stability [6] is a widely accepted notion of
optimality in this setting. Huang [7] considered the stable matching problem in the many-to-one case, where
one side of the bipartition has classifications. This was later extended to the many-to-many setting where
both sides have classifications [4]. We remark that the setting in [7] and [4] involves both upper and lower
quotas on vertices and classes, whereas our setting has only upper quotas. However, this problem has not
been studied in the case where only one side of the bipartition expresses preferences.
In the stable matching case, existence of a stable matching respecting the classifications can be determined
in polynomial-time if the classes specified by each vertex form a laminar family [7,4], and otherwise the
problem is NP-complete [7]. In our setting, the preferences being only on one side and the optimality criteria
being rank-maximality or popularity are very different from the stable matching setting. Yet we show similar
results as those of [7] and [4]. A family F of subsets of a set S is said to be laminar if, for every pair of sets
X,Y ∈ F , either X ⊆ Y or Y ⊆ X or X ∩ Y = ∅. Laminar classifications are natural in settings like student
allocation to schools where schools may want at most a certain number of students from a particular region,
district, state, country and so on. Laminar classification includes the special case of partition, where the classes
are required to be disjoint. This is a very natural classification arising in many real-world applications.
1.1 Our Contribution
We show the following new results in this paper. Let G = (A ∪ P,E) denote an instance of the CRMM
problem or the CPM problem.
Theorem 1. There is an O(|E|2)-time algorithm for the CRMM problem when the classification for every
vertex is a laminar family.
We also show the above result for the CPM problem in the many-to-one setting.
Theorem 2. There is an O(|A||E|)-time algorithm for the CPM problem when the classification for every
post is a laminar family.
We complement the above results with a matching hardness result:
Theorem 3. The CRMM and CPM problems are NP-hard when the classes are non-laminar even when all
the preferences are strict, and classifications exist on only one side of the bipartition.
The hardness holds even when the intersection of the classes in a family is at most one, and the preference
lists have length at most 2. Even when there are no ranks on edges, the problem of simply finding a maximum
cardinality matching respecting the classifications is NP-hard if the classes are non-laminar.
Theorem 4. The problem of finding a maximum cardinality matching is NP-hard in the presence of non-
laminar classifications.
Related work: Irving introduced the rank-maximal matchings problem as “greedy matchings” in [9] for
the one-to-one case of strict preferences. Irving et al. [10] generalized the same to preference lists with ties
allowed and this was further generalized by Paluch [13] for the many-to-many setting. Abraham et al. [1]
initiated the study of Popular Matchings problem in the one-to-one setting and subsequently there have
been several results [11,12,8] on generalization of this model. In all the above results where the model is
without classifications, the algorithms for computing a rank-maximal matching [10,13] and for computing
popular matching in [1,11,12,8] have the following template: The algorithms are iterative, where iteration k
involves the instance restricted to edges of rank at most k. All of the above results make crucial use of the
well-known Dulmage-Mendelsohn decomposition w.r.t. maximum matchings in bipartite graphs. The main
use of the decomposition theorem in all the literature mentioned above is to identify edges that can not
belong to any optimal matching. Such edges are deleted in each iteration, resulting in a reduced graph, such
that every maximum matching in the reduced graph is an optimal matching in the given instance.
Our technique: In our setting, we have quotas as well as classifications. Hence a feasible matching need not
be a maximum matching even in the reduced graph and therefore the Dulmage-Mendelsohn decomposition [3]
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can not be used as in [10,13]. To solve the CRMM and CPM problems, we present a framework that involves
computing max-flows in multiple flow networks. While the use of flow network is a natural choice for laminar
classifications, it still leaves us with the challenge of identifying the set of unnecessary edges. We address this
by using the fact that, in any flow network, w.r.t. any max-flow the vertices can be decomposed into three
disjoint sets and this decomposition is invariant of the flow. This simple fact turns out to be surprisingly
useful and allows us to use the forward and reverse edges of a min-cut to identify unnecessary edges. We
believe that our technique of flow networks provides a unified framework for capacitated rank-maximal
matchings [13] and capacitated house allocation problem [11] and will find further applications in capacitated
matching problems with preferences. We finally note that the CRMM problem can also be solved using min-
cost flows with slightly higher time complexity, but that approach involves using exponential weights. Our
algorithm is simple, combinatorial and uses only elementary flow computations and also extends to the CPM
problem.
Organization of the paper: In Section 2 we describe our flow network for the laminar CRMM problem and
prove properties of the network. In Section 3 we present our algorithm and prove its correctness. We present
the detailed algorithmic results for the CPM problem in Section 4. In Section 5 we give the hardness for the
non-laminar CRMM problem.
2 Laminar CRMM
In this section, we present the construction of our flow-networks used by the polynomial-time algorithm for
the CRMM problem when the classes of each vertex form a laminar family. Recall that the given instance is
a bipartite graph G = (A ∪ P,E), along with a preference list for each a ∈ A, and a laminar classification
Cu for each u ∈ A ∪ P . The algorithm starts by constructing a flow network H0 using the classifications.
Our algorithm then works in iterations. In the k-th iteration, we add rank-k edges from G to the flow
network Hk−1 to get a new flow network Hk. We find a max-flow fk in Hk and then identify and delete
unnecessary edges. Throughout the course of the algorithm, we maintain the following invariant: At the end
of each iteration k, there is a matching Mk in G corresponding to Hk, such that the signature of Mk is
(s1, s2, . . . , sk) where (s1, . . . , sr) is the signature of a feasible rank-maximal matching in G.
Algorithm 1 in Section 3 gives a formal pseudocode. We first show the construction and properties of the
flow network, and then give a detailed description and correctness proof for Algorithm 1.
2.1 Construction of flow network
We describe the construction of the flow network H0 corresponding to the input bipartite graph G with
classifications. As mentioned above, the kth iteration of the algorithm uses the flow network Hk. The vertex
set of the flow network is the same for each k, and hence we refer to the initial flow network as H0 = (V, F0).
We apply the following pre-processing step for every vertex in G:
For every u ∈ A ∪ P with classification Cu, we add the following classes to Cu.
– C∗u: We include a class C
∗
u = N(u) into Cu with capacity q(C
∗
u) = q(u).
– Cwu : For every w ∈ N(u) and u ∈ A ∪ P , we add a class C
w
u to Cu with capacity q(C
w
u ) = 1.
It is easy to see that this does not change the set of feasible matchings. In the rest of the paper, we refer to
this modified instance as our instance G.
Definition 4 (Classification tree:). Let every vertex u ∈ A∪P have a laminar family of classes Cu. Then,
the classes in Cu can be represented as a tree called the classification tree Tu with C∗u being the root of Tu.
For two classes C1u, C
2
u ∈ Cu, the class C
1
u is a parent of C
2
u in Tu iff C
1
u is the smallest class in Cu containing
C2u. Thus for every w ∈ N(u), the corresponding singleton class C
w
u is a leaf of Tu.
Through out the paper, we refer to the vertices V of H0 as “nodes”. The network H0 has nodes corre-
sponding to every element of Tu for each u ∈ A∪P . In addition to this, there is a source s and a sink t. The
edges of H0 include an edge from s to the root of Ta for each a ∈ A, and an edge from the root of Tp to t,
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Cp1a4
Cp2a3
Cp2a5
Cp3a3
Cp5a4
Cp5a5
Cp1a3
Cp1a2
Cp5a2
Cp1a1
Cp4a1 C
a1
p4
Ca1p1
Ca2p1
Ca2p5
Ca3p1
Ca4p1
Ca3p2
Ca5p2
Ca3p3
Ca4p5
Ca5p5
C∗a1
C∗a2
C∗a3
C∗a4
C∗a5
s
C∗p4
C1p1
C2p1
C∗p1
C∗p3
C∗p2
C∗p5
t
L R
2
Fig. 2. The flow network H0 corresponding to in-
stance in Figure 1. All edges except (C∗p1 , t) have unit
capacity. The capacity of (C∗p1 , t) equals q(p1) = 2.
Cp1a4
Cp2a3
Cp2a5
Cp3a3
Cp5a4
Cp5a5
Cp1a3
Cp1a2
Cp5a2
Cp1a1
Cp4a1 C
a1
p4
Ca1p1
Ca2p1
Ca2p5
Ca3p1
Ca4p1
Ca3p2
Ca5p2
Ca3p3
Ca4p5
Ca5p5
C∗a1
C∗a2
C∗a3
C∗a4
C∗a5
s
C∗p4
C1p1
C2p1
C∗p1
C∗p3
C∗p2
C∗p5
t
L R
Fig. 3. Thick edges and gray edges form the net-
work H1(f1). Thick edges alone form the network H
′
1.
Thick and dashed edges together form the network
H2. The thick and dashed edges between L and R
represent rank-1 and rank-2 edges respectively. The
white, black, and red nodes represent S1, T1 and U1
respectively.
for each p ∈ P . Each edge of Ta, for each a ∈ A, is directed from parent to child whereas each edge of Tp,
p ∈ P is directed from child to parent in H0. This is summarized below:
V = {s, t} ∪ {Ciu | C
i
u ∈ Tu and u ∈ A ∪ P}
The set of all edges of H0 represented by F0 and their capacities are as follows:
– For every a ∈ A, F0 contains an edge (s, C∗a) with capacity q(C
∗
a).
– For every p ∈ P , F0 contains an edge (C∗p , t) with capacity q(C
∗
p ).
– For a ∈ A and edge (C1a , C
2
a) ∈ Ta such that C
1
a is the parent of C
2
a , F0 contains an edge (C
1
a , C
2
a) with
capacity q(C2a).
– For p ∈ P and edge (C1p , C
2
p) ∈ Tp such that C
2
p is the parent of C
1
p , F0 contains an edge (C
1
a , C
2
a) with
capacity q(C1a).
We collectively refer to the set of leaves of Ta for all a ∈ A as L and similarly, the set of leaves of Tp for
all p ∈ P as R. Thus
L = {Cpa | a ∈ A and p ∈ N(a)}; R = {C
a
p | p ∈ P and a ∈ N(p)}
Figure 2 shows the flow network corresponding to the example in Figure 1. The nodes in L (respectively R)
(shown in the two ellipses in the figure) have a unique predecessor (successor) in H0. Moreover, H0 can be
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seen as a disjoint union of two trees, one rooted at s and another at t, the edges of the former being directed
from parent to child and those of the latter from child to parent. We call the two trees as applicant-tree and
post-tree respectively.
Decomposition of vertices In this section, we present a decomposition of the vertices of the flow network
w.r.t. a max-flow. As evident, the graph H0 admits no path from s to t, hence has a zero max-flow. Our
algorithm in Section 3 iteratively adds edges to H0. In an iteration k, the flow network Hk contains unit
capacity edges of the form (Cpa , C
a
p ) between the sets L and R such that p ∈ N(a) and the edge (a, p) has
rank at most k. Let H be any such flow network constructed by our algorithm in some iteration and let f
be a max-flow in H . We give a decomposition of vertices of H w.r.t. the max-flow f . We prove in Section 2.2
that the decomposition is invariant of the max-flow. The decomposition of the vertices allows us to delete
certain edges in H that ensures that signature of the matching M corresponding to H is preserved in the
future iterations. For a flow network H and a max-flow f in H , let H(f) denote the residual network. We
define the sets Sf , Tf , Uf as follows. Since f is a max-flow, it is immediate that the sets partition the vertex
set V .
Sf = {v | v ∈ V and v is reachable from s in H(f)}
Tf = {v | v ∈ V and v can reach t in H(f)}
Uf = {v | v ∈ V and v /∈ Sf ∪ Tf}
2.2 Properties of the flow network
We state properties of the flow network which are essential to prove the correctness of Algorithm 1. Lemma 1
and Lemma 2 below are known from theory of network flows (See e.g. [5]). Lemma 3 shows the invariance
of the sets Sf , Tf , Uf . We remark that the properties in Lemma 1, 2, and 3 hold for any flow network H .
Lemma 1. Let f be a max-flow in a flow network H = (V,E) and Sf , Tf , and Uf be as defined above using
the residual network H(f). (Sf , Tf ∪ Uf ) is a min-s-t-cut of H.
Lemma 2. Let H be any flow network and f be a max-flow in H. Let (X,Y ) be any min-s-t-cut of H. Then
the following hold:
– For any edge (a, b) ∈ E such that a ∈ X, b ∈ Y , we have f(a, b) = c(a, b).
– For any edge (b, a) ∈ E such that a ∈ X, b ∈ Y , we have f(a, b) = 0.
Lemma 3. The sets Sf , Tf and Uf are invariant of the max-flow f in H.
Proof. Let f and f ′ be two max-flows in H . Let Sf , Tf , Uf be the sets w.r.t. f and Sf ′ , Tf ′ , Uf ′ be the sets
w.r.t. f ′. We consider the following two cases.
– We show that, for any node x ∈ H , x ∈ Sf ⇐⇒ x ∈ Sf ′ . We prove one direction i.e. x ∈ Sf =⇒ x ∈ Sf ′ .
The other direction follows by symmetry. For the sake of contradiction, assume that there exists an x ∈ Sf
such that x ∈ Tf ′ ∪ Uf ′ . Furthermore among all nodes in Sf \ Sf ′ , let x be the one whose shortest path
distance from s in the residual network H(f) is as small as possible.
Let y be the parent of x in the BFS tree rooted at s in H(f). By the choice of x, it is clear that y ∈ Sf ′ .
(We remark that y could be the node s itself.) Note that the edge (y, x) belongs to H(f). Therefore
either (y, x) ∈ H(f) or (x, y) ∈ H(f). If (y, x) ∈ H(f), then (y, x) is a forward edge of the min-s-t-cut
(Sf ′ , Tf ′∪Uf ′), and hence must be saturated by f as well. Thus, by Lemma 2, f ′(y, x) = f(y, x) = c(y, x).
However, this contradicts the fact that (y, x) ∈ H(f).
If (x, y) ∈ H then (x, y) is a reverse edge of the min-s-t-cut (Sf ′ , Tf ′ ∪Uf ′). Hence by Lemma 2 we have
f ′(x, y) = f(x, y) = 0. However this contradicts the existence of the edge (y, x) in H(f) which must be
present because of non-zero flow f on the edge (x, y). By exchanging f and f ′ we have: x ∈ Sf ′ =⇒
x ∈ Sf .
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– The proof of x ∈ Tf ⇐⇒ x ∈ Tf ′ is analogous, except that we need to perform a BFS of H(f) from t
by traversing each edge in the reverse direction.
The above two cases immediately imply that x ∈ Uf ⇐⇒ x ∈ Uf ′ .
The next two lemmas, which are specific to our flow network, are useful in proving the rank-maximality of
our algorithm in the next section. Consider a flow network H with a max-flow f . Consider a node Cia ∈ T ∪U
such that the predecessor C of Cia is in S. Such a C must exist since s ∈ S and s is an ancestor of C
i
a.
Lemma 4. Consider a node Cia ∈ T ∪ U such that either the parent C
j
a of C
i
a in Ta is in S or C
i
a = C
∗
a .
Then the following hold:
– (i) Every leaf Cpa in the subtree of C
i
a in Ta belongs to T ∪ U .
– (ii) Every max-flow f must saturate the edge (C,Cia).
Conversely, in the applicant-tree, every leaf node Cpa ∈ T ∪ U has an ancestor C
i
a ∈ T ∪ U such that the
predecessor C of Cia (possibly s) is in S and the edge (C,C
i
a) is saturated in every max-flow.
Proof. We prove (i) by arguing that every node in the subtree rooted at Cia in Ta belongs to T ∪ U . This
immediately implies that every leaf in the subtree of Cia belongs to T ∪ U . For the sake of contradiction,
assume that there exists a descendant Cℓa of C
i
a in Ta such that C
ℓ
a ∈ S and let C
ℓ
a be one of the nearest
such descendants of Cia. Let C
x
a be the parent of C
ℓ
a in Ta. We remark that C
x
a ∈ T ∪U because of the choice
of the nearest descendant. Since Cℓa ∈ S there exists a path from s to C
ℓ
a in the residual network H(f). Let
y be the last node on the s  Cℓa path in the H(f). We note that y 6= C
x
a . However, all the other edges
incident on Cℓa in H are outgoing edges from C
ℓ
a. Thus, y is one of the children of C
ℓ
a in Ta. Furthermore
since (y, Cℓa) appears in H(f), it implies that flow along the edge (C
ℓ
a, y) is non-zero. However, we note that
the flow along the unique incoming edge (Cxa , C
ℓ
a) must be zero. If not, the edge (C
ℓ
a, C
x
a ) belongs to H(f)
and contradicts the fact that Cxa ∈ T ∪ U . However, if the incoming flow to C
ℓ
a is zero and the outgoing
flow from Cℓa is non-zero, then it contradicts flow conservation. Therefore such a node C
ℓ
a ∈ S does not exist.
This finishes the proof of (i). To prove (ii), we observe that the edge (Cja, C
i
a) (or (s, C
i
a) in case C
i
a = C
∗
a)
is a forward edge of the min-cut (S,U ∪ T ) and hence must be saturated by every max-flow.
To show the converse, note that Cpa ∈ T ∪U . Consider the directed path from s to C
p
a in H . If no edge on
this path is saturated, then, in H(f), Cpa ∈ S, a contradiction. Thus along the path s, C
∗
a . . . C
p
a , there must
exist an edge (C,Cia) such that C ∈ S and C
i
a ∈ T ∪U . The edge (C,C
i
a) is a forward edge of the (S, T ∪U)
min-cut and hence is saturated by every max-flow of H .Suppose there does not exist a node Cja in the path
such that Cja ∈ S. Then we call C
∗
a as C
i
a and the edge (s, C
i
a) is a forward edge of the min-cut (S,U ∪ T )
and must be saturated by every max-flow. This show that the converse is true.
An analogous claim can be proved for the leaf classes in the post-tree:
Lemma 5. Consider a node Cip ∈ S ∪ U such that the parent C of C
i
p in the post-tree is in T . Then the
following hold:
– (i) Every leaf Cap in the subtree of C
i
p belongs to S ∪ U .
– (ii) Every max-flow f must saturate the edge (Cip, C).
Conversely, for a leaf node Cap ∈ S ∪ U , there exists an ancestor C
i
p ∈ S ∪ U such that the parent C of C
i
p
(possibly t) is in T and the edge (Cip, C) is saturated in every max-flow.
3 Algorithm for Laminar CRMM
This section gives the detailed pseudo-code for our iterative algorithm for computing a laminar CRMM (see
Algorithm 1). At a high level, in each iteration our algorithm operates as follows: it computes a max-flow fk
in a flow network Hk (Step 5) and computes the partition of the vertices Sk, Tk, Uk w.r.t fk (Step 6). The
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algorithm then deletes forward and reverse edges of min-cut (Sk, Tk ∪ Uk) (Step 7). This step is crucial to
ensure that the signature of the matching corresponding to the flow in the subsequent iterations does not
degrade. Finally, the algorithm deletes certain edges of rank higher than k from the given bipartite graph
(Step 8) – we prove that these edges cannot belong to any CRMM and hence can be removed.
We begin by constructing the flow network H0 as described in Section 2.1. The max-flow f0 = 0 in H0
since there is no s-t path in H0. We partition the edges of G into sets Ek, 1 ≤ k ≤ r where r is the maximum
rank on any edge of G and Ek contains the edges of rank k from G. Start with G
′
0 = G0 = (A ∪ P, ∅). Our
algorithm repeatedly constructs the network Hk and maintains the reduced bipartite graph G
′
k. Finally the
output of our algorithm is the R-L edges of the flow network H ′r constructed in the final iteration.
We illustrate these steps on the example in Figure 1. Add to H0 (shown in Figure 2) edges of the form
(Cpa , C
a
p ) for every rank-1 edge in G to obtain the flow network H1. Let f1 be a max-flow in H1 corresponding
to the matching M1 = {(a1, p1), (a3, p2), (a4, p5)}. That is, for an edge (a, p) ∈ M1 the unique s − t path
containing the edge (Cpa , C
a
p ) in H1 carries unit flow. Figure 3 (thick and gray edges) shows the residual
network H1(f1) along with the partition of the vertices as S1, T1, U1. The edge (C
a3
p1
, C1p1) in H1(f1) is an
edge of the form (U1, S1) and hence is deleted as a reverse edge of the min-s-t cut. The edge (C
∗
p1
, C1p1) in
H1(f1) is of the form (T1, S1), however, note that the edge was a forward edge in H1. Thus we say that
(C∗p1 , C
1
p1
) is deleted as a forward edge of the min-s-t cut. Algorithmically, both these edges are deleted in
Step 7 of Algorithm 1. We denote the flow network obtained after deleting gray edges in Figure 3 as H ′1.
Finally, we observe that the edge (a2, p5) is a higher rank edge such that C
a2
p5
∈ U1. Hence this edge is deleted
in Step 8 of Algorithm 1. Thus H2 is obtained by adding to H
′
1 the edges (C
p4
a1
, Ca1p4 ), (C
p1
a4
, Ca4p1 ), (C
p2
a5
, Ca5p2 ).
We remark that if the (C∗p1 , C
1
p1
) were not deleted, an augmenting path in H2 of the form ρ1 =
〈s, C∗a5 , . . . , C
∗
p5
, . . . , C∗a4 , C
p1
a4
, Ca4p1 , C
2
p1
, C∗p1 , C
1
p1
, . . . , C∗a1 , . . . , C
∗
p4
, t〉 can be used to degrade the signature
on rank-1 edges. We prove in the subsequent sections that our deletions ensure that the signature is never
degraded.
Algorithm 1 Laminar CRMM
1: Construct the flow network H0 = (V, F0) as described in Section 2.1.
2: Let F ′0 = F0 and for each i set E
′
i = Ei.
3: for k = 1 to r do
4: Hk = (V, Fk) where Fk = F
′
k−1 ∪ {(C
p
a , C
a
p ) | (a, p) ∈ E
′
k}.
5: Let fk be a max-flow in Hk. Compute the residual graph Hk(fk) w.r.t. flow fk.
6: Compute the sets Sk, Tk and Uk.
7: Delete all edges of the form (Tk ∪ Uk, Sk) in Hk(fk).
8: Delete an edge (a, p) ∈ E′j where j > k if C
p
a ∈ Tk ∪ Uk or C
a
p ∈ Sk ∪ Uk.
9: Let H ′k = (V, F
′
k) be the modified Hk(fk) and let G
′
k = (A ∪ P,
⋃k
i=1
E′i).
10: Let Mk = {(a, p)|(C
a
p , C
p
a) ∈ H
′
k}.
11: end for
12: Return Mr.
Lemma 6. Any edge between Cpa and C
a
p in Hk(fk) is of the form SkSk, TkTk or UkUk, irrespective of its
direction in Hk(fk). Hence an edge between L and R is never deleted during the course of the algorithm.
Proof. Let e = (Cpa , C
a
p ) be an edge in Hk. Recall that this is the only outgoing edge for C
p
a and only incoming
edge for Cap in Hk. Also, C
p
a has an incoming edge of capacity 1 from its parent and C
a
p has an outgoing
edge with capacity 1 to its parent.
Case 1: Edge e does not carry a flow in fk. Then C
p
a and C
a
p do not receive any flow. In Hk(fk), e retains
its direction. Thus if Cpa is in Sk, so is C
a
p . Conversely, if C
a
p is in Sk, then C
p
a has to be in Sk, since C
a
p has
no other incoming edge, and hence the path from s to Cap must use the edge e. Similarly, C
p
a is in Tk if and
only if Cap is in Tk. If C
p
a is in Uk, then by the same argument as above, C
a
p can not be in Sk or Tk and hence
must be in Uk.
8
Case 2: Edge e carries a flow of 1 unit in fk. Then the direction of e is reversed in Hk(fk), thus (C
a
p , C
p
a)
is in Hk(fk). Similarly, the direction of the edge to C
p
a from its parent and of the edge from C
a
p to its parent
is also reversed. Thus, both Cpa and C
a
p still have only one incoming and one outgoing edge in Hk(fk). Now,
if Cpa is in Sk, the only path possible from s to C
p
a has to be through C
a
p and hence C
a
p must be in Sk.
Conversely, if Cap is in Sk, so is C
p
a since (C
a
p , C
p
a) ∈ Hk(fk). An analogous argument holds for containment
in Tk, and hence in Uk as well.
Corollary 1. For every edge (Cpa , C
a
p ) in Hk that carries flow unit flow in fk, either one edge on the path
from s to Cpa in Hk or an edge on the path from C
a
p to t in Hk, but not both, is deleted in the k-th iteration
of Algorithm 1.
Proof. By Lemma 6, each edge (Cpa , C
a
p ) has both its end-point in the same set i.e. S, U , or T . If both the
end-points are in S, by Lemma 5, an edge on the path from Cap to t is deleted in Step 7 of the algorithm.
We argue that no edge on the path from s to Cpa gets deleted. Let ρA be the path from s to C
p
a that carried
flow in Hk. Then every edge on the path ρA is reversed in Hk(fk) and because C
p
a ∈ S, every vertex on ρA
also belongs to S. This implies that no edge on the path ρA gets deleted.
If both the end-points are in U or T , by Lemma 4, an edge on the path from s to Cpa is saturated and
hence deleted in Step 7 of the algorithm. An argument similar to above shows that no edge on the path from
Cpa to t gets deleted in this case.
3.1 Rank-maximality of the output
To prove correctness, we consider flow networks Xi = (V, F0 ∪ {(C
p
a , C
a
p ) | (a, p) ∈
⋃
j≤i Ej}) and first
establish a one-to-one correspondence between matchings in Gi and flows in Xi. With an abuse of notation,
we call an edge (Cpa , C
a
p ) in any flow network H a rank k edge if the corresponding edge (a, p) in G has rank
k. Also, we refer to directed edges from leaves in the applicant-tree to leaves in the post-tree as L-R edges
and directed edges from leaves in the post-tree to leaves in the applicant-tree as R-L edges. In the following
lemma, we establish a correspondence between matchings in Gi and flows in Xi.
Lemma 7. For every feasible matching Mi in Gi, there is a corresponding feasible flow gi in Xi and vice
versa. Moreover, the edges present in Mi are precisely the L-R edges in Xi that carry one unit flow in gi
and hence appear as R-L edges in the residual network Xi(gi).
Proof. Let gi denote a flow in the network Xi. Let Mi = {(a, p) | gi(Cpa , C
a
p ) = 1} be the corresponding
matching constructed using gi. It is straightforward to verify that the matching Mi respects the vertex and
the class capacities due to the construction of our flow network.
To prove the other direction let Mi be any feasible matching in Gi. Construct gi as follows: Start with a
flow function gi which assigns every edge in Xi a zero flow. For every edge (a, p) in Mi, consider the unique
path ρ = 〈s, C∗a , . . . , C
p
a , C
a
p , . . . , C
∗
p , t〉 in Xi. For every edge e ∈ ρ, increment the flow gi(e) by one. We argue
that gi is feasible in Xi. For any class node C
u
p , the matching M assigns |M(C
u
p )| applicants to the class.
Thus the edge (Cup , C
v
p ) belongs to exactly |M(C
u
p )| such paths. Here C
v
p is the parent of C
u
p in Tp. Therefore,
gi(C
u
p , C
v
p ) = |M(C
u
p )| ≤ q(C
u
p ). Since this holds for class vertex, we conclude that gi is a feasible flow in Xi.
We define signature of a flow to be the signature of the corresponding matching in G.
Definition 5 (Rank-maximal flow). We call a flow gi in a network Xi to be rank-maximal if the corre-
sponding matching Mi is rank-maximal in Gi.
Thus gi is a rank-maximal flow in Xi if it uses the maximum number of rank 1 edges, subject to that,
maximum number of rank 2 edges and so on. By flow-decomposition theorem (see e.g. [2]), a flow gi in Xi
can be decomposed into flow on s− t paths, such that each path uses exactly one L-R edge. Thus, based on
the ranks of the L-R edges used, gi can be decomposed into flows g
1
i , . . . , g
i
i such that, for each j: 1 ≤ j ≤ i,
gji uses paths only through L-R edges of rank j. Thus gi = g
1
i + . . .+ g
i
i. We call g
j
i to be the jth component
of gi.
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Lemma 8. Suppose, for each j ≤ i, the jth component gji of every rank-maximal flow gi in Xi is a max-flow
in Hj. Then the (i+ 1)st component g
i+1
i+1 of any rank-maximal flow gi+1 in Xi+1 is a max-flow in Hi+1.
Proof. The statement clearly holds for i = 1, since H1 is same as X1. Now assume the statement for all
j ≤ i < r. We will prove it for i+ 1. Moreover, by the definition of rank-maximal flow, g1i+1 + . . .+ g
i
i+1 is a
rank-maximal flow in Xi, call it gi.
Let e be an edge with residual capacity c > 0 in Xi when the flow gi is set up in Xi. We show that e
has the same residual capacity in Hi(g
i
i+1), and hence in Hi+1. This clearly holds in H1(g
1
i+1) since H1 and
X1 are the same networks. Inductively, each g
j
i+1 is a flow in Hj for 1 ≤ j < i and hence the same amount
of flow is sent through e in Xj as the total flow sent in H1, . . . , Hj . Hence the residual capacity of e is the
same in Xi(g
i
i+1) as in Hi(g
i
i+1).
Consider a path ρ in Xi+1 that carries a flow of one unit from g
i+1
i+1 . Let eρ be the rank i + 1 L-R edge
on ρ. Moreover ρA and ρP be the subpaths of ρ from s to the leaf node in applicant-tree and from the leaf
node to t in the post-tree.
Every edge e on ρ must be unsaturated by g1i+1 + . . . + g
i
i+1. If this is not the case, then g
i+1
i+1 can not
be routed through e without reducing some flow from g1i+1 + . . . + g
i
i+1 and the resulting flow will not be
rank-maximal. Since each gji+1 for 1 ≤ j ≤ i is a max-flow in Hj , and all the edges on ρA and ρP are
unsaturated in each of the flows, every node on ρA is in S and each node on ρP is in T in each of the first i
iterations of the algorithm. Thus no edge of ρA or ρP is deleted from Hj in the jth iteration of the algorithm
for any 1 ≤ j ≤ i, and also, eρ is not deleted in Step 7 in any iteration.
Thus, in the flow-decomposition of gi+1, every path that carries some flow along a rank i+1 edge, is also
present in Hi+1. Moreover, if c such paths pass through an edge e, then as proved above, e has a capacity c
in Hi+1. Hence g
i+1
i+1 is a valid flow in Hi+1. It has to be a max-flow in Hi+1, otherwise gi+1 will not be a
rank-maximal flow in Xi+1.
Lemma 9. Define Yi as the set of R-L edges in H
′
i. For every i, j, j > i, the number of edges of rank at
most i is the same in Yi and Yj.
Proof. By Corollary 1, for each rank i L-R edge (Cpa , C
a
p ) that carries a flow and hence becomes an R-L edge
in H ′i , either an edge in the path from s to C
p
a or an edge on the path from C
a
p to t is deleted. Moreover, a
node that loses the edge to or from its parent in iteration i never gets edges of rank more than i on any leaf
node in its subtree. Without loss of generality, let Cβa be such a node where a is an applicant and β is one of
the classes of a’s classification. Then every augmenting path ρ in the subsequent iterations that involve Cβa is
of the form 〈s, . . . , Cap′ , C
p′
a . . . , C
β
a , C
p′′
a , C
a
p′′ , . . . , t〉. That is, every augmenting path involving C
β
a goes from
s to a leaf in the subtree of Cβa through an R-L edge, then it goes to C
β
a , then to another leaf in its subtree
and finally to t through an L-R edge incident on that leaf. Thus, augmentation along this path changes the
L-R edge to R-L edge and vice versa, thereby maintaining the number of R-L edges in the subtree of Cβa .
Since no leaf in the subtree of Cβa has an edge of rank more than i incident on it, the number of R-L edges
of rank at most i in the subtree of Cβa is also preserved.
Now it remains to prove that no R-L edge of rank at most i is counted twice in the above counting, once
from the trees of each of its end-points. For this, we show that, if a node Cβa in the applicant-tree and a
node Cαp in the post-tree get the edge to their respective parent deleted in the ith iteration, then there is no
directed path between them that uses an edge between the leaves in their respective subtrees. Thus, if there
is an edge between leaf classes Cpa and C
a
p respectively in the subtrees of C
β
a and C
α
p , it can not be used by
an augmenting path ρ described above. This is because of the following:
The node Cβa must be in Ti ∪Ui and C
α
p must be in Si since the edge between them and their respective
parent was deleted in iteration i. Hence at the end of iteration i, there is no directed path from Cαp to C
β
a ,
otherwise Cβa would be in Si. If there is a directed path from C
β
a to C
α
p in Hi(fi), one of the edges on that
path must have been deleted, since the path is from a node in Ti ∪Ui to a node in Si, and hence an edge on
the path must have one end-point in Ti ∪ Ui and another end-point in Si. Hence an augmenting path ρ as
described above can not go directly from Cαa to C
β
p or the other way, without going through other applicant
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or post trees. Hence ρ can not use an R-L or L-R edge between the leaves in the subtrees of Cβa and C
α
p .
This shows that the number of R-L edges in Yi does not change in any subsequent iteration.
Let fi be a max-flow in Hi and Hi(fi) denote the corresponding residual network. Let Y denote the set
of R-L edges in Hi(fi). Corresponding to the R-L edges in Y , we can set up a flow gi which is a feasible
flow in Xi. To obtain such a flow, we start with every edge having gi(e) = 0. Repeatedly select an unselected
edge e from Y . Let ρe denote the unique s− t path in Xi containing e. We increase the flow along every edge
in ρe by one unit. Using arguments similar to Lemma 7 we conclude that gi is a feasible flow in Xi.
Lemma 10. For every 1 ≤ k ≤ r, the following hold:
1. For every rank-maximal flow gk = g
1
k + . . .+ g
k
k of Xk, gi is a max-flow in Hi for 1 ≤ i ≤ k.
2. Conversely, the flow gk (constructed as above) corresponding to the R-L edges of Hk(fk) is a rank-
maximal flow in Xk.
Proof. We prove this by induction on k. When k = 1, X1 and H1 are the same networks. A rank-maximal
flow g1 in X1 is just a max-flow in X1 and hence in H1. Algorithm 1 also computes a max-flow in H1. Hence
both the statements hold for k = 1.
Assume the statements to be true for each j ≤ i. We prove them for i + 1. The first statement follows
from Lemma 8. We prove the second statement. By induction hypothesis, gi corresponding to fi is a rank-
maximal flow in Xi, let its signature be (σ1, . . . , σi). Let the signature of a rank-maximal flow in Xi+1 be
(σ1, . . . , σi+1). By Lemma 9, the number of R-L edges of rank j in H
′
i+1 and hence in Hi+1(fi+1) is the same
as in H ′i, for each j ≤ i. Thus the signature of gi+1 in Xi+1 corresponding to fi+1 is (σ1, . . . , σi, σ
′
i+1) where
σ′i+1 ≤ σi+1. However, by Lemma 8, the (i + 1)st component of a rank-maximal flow in Xi+1 is a max-flow
in Hi+1. Since fi+1 is also a max-flow in Hi+1 it must be of the same value and hence the corresponding
flow gi+1 of fi+1 must have signature (σ1, . . . , σi+1).
Running time: The size of our flow network is determined by the total number of classes. Due to the tree
structure of Tu, the size of the flow network is equal to the total size of all preference lists which is O(|E|).
The maximum matching size in our instance is upper bounded by |E| and the max-flow in our network is also
at most O(|E|). This gives an upper bound of O(|E|2) on the running time. Thus we establish Theorem 1.
4 Classified Popular matchings
In this section, we address the notion of popularity, an alternative notion which has been well-studied in
the context of one-sided preference lists. We consider the problem of computing a popular matching in the
many-to-one setting with laminar classifications, if one exists, referred to as the LCPM problem here onwards.
The same problem without classifications has been considered by Manlove and Sng [11] as the capacitated
house allocation problem with ties (CHAT).
Let G = (A ∪ P,E), along with quotas and laminar classifications for each post be the given LCPM
instance. Introduce a unique last resort post ℓa for each a ∈ A as the last choice of a. Call the modified
instance G. A simple modification of our algorithm from Section 2 outputs a popular matching in a given
LCPM instance (if it exists) in O(|A| · |E|) time. The correctness proof of the algorithm also gives the
characterization of popular matchings in an LCPM instance. The main steps in the algorithm that computes
a popular matching amongst feasible matching (if one exists) are as follows:
4.1 Correctness and characterization of classified popular matchings
We show that the algorithm described above outputs a popular matching, and thereby, give a characterization
of popular matchings similar to that of Abraham et al. [1] and [11].
Lemma 11. Let M be a popular matching amongst all the feasible matchings in a given LCPM instance G.
Then the max-flow f1 in H1 has value |M ∩ E1|.
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Algorithm 2 Laminar CPM
1: Construct the flow network H0 = (V, F0) as described in Section 2.1.
2: Define f(a) = set of rank-1 posts of a.
3: Let H1 = (V, F1), where F1 = F0 ∪ {(C
p
a , C
a
p ) | p ∈ f(a)}.
4: Let f1 be a max-flow in H1 and let H1(f1) be the corresponding residual network.
5: Define the sets L and R as
L = {Cpa | a ∈ A and p ∈ N(a)}; R = {C
a
p | p ∈ P and a ∈ N(p)}
6: Compute the sets S1, T1, U1.
7: Delete edges of the form (T1 ∪ U1, S1) in H1(f1). Rename the remaining edges as F
′
1.
8: For each a such that C∗a ∈ S1, let s(a) = the set of most preferred posts p of a such that C
a
p ∈ T1.
{Note that s(a) 6= ∅ due to the last resort post ℓa. }
9: Let H2 = (V, F2) where F2 = F
′
1 ∪ {(C
p
a , C
a
p ) | C
∗
a ∈ S1, p ∈ s(a)}.
10: Let f2 be a max-flow in H2 and let H2(f2) be the corresponding residual network.
11: Let M = {(a, p) | (Cap , C
p
a) ∈ H2(f2)}.
12: If |M | = |A|, return M , else return “No popular matching”.
Proof. Let M1 = M ∩ E1. Note that M1 is feasible in G since M is feasible in G. Therefore, M1 has a
corresponding flow f ′1 in H1. Hence the max-flow f1 in H1 has value at least |M1|. For contradiction, assume
that f1 has value strictly larger than |M1|. We show how to obtain a feasible matching that is more popular
than M , contradicting the popularity of M .
Since f ′1 is not a max-flow inH1, there exists an augmenting path w.r.t. f
′
1 inH1. Let ρ = 〈s, C
∗
a1
, Cp1a1 , C
a1
p1
, . . . ,
C∗aj , C
p
aj
, C
aj
p , C1p , C
2
p , . . . , C
∗
p , t〉 be the augmenting path. Let the last node from R present on ρ be C
aj
p . The
subpath of ρ, denoted as tail(ρ), is the subpath from C
aj
p to its ancestor C∗p . Here (aj , p) ∈ E. Clearly, every
node Cup ∈ tail(ρ) is such that |M1(C
u
p )| < q(C
u
p ), that C
u
p is under-subscribed in M1. We consider two cases:
– Every node Cup ∈ tail(ρ) is under-subscribed in M : In this case, we can augment the flow f
′
1, and hence
modify the matching M1 and consequently M , to match applicant a1 to its rank-1 post. Note that the
rest of the applicants on ρ continue to be matched to their rank-1 post since the augmentation is done
using only rank-1 edges. Thus we obtain a matching M ′ that is more popular than M , a contradiction.
– There exists some node Cup ∈ tail(ρ) such that |M(C
u
p )| = q(C
u
p ). Consider such a class node C
u
p ∈
tail(ρ) that is nearest to C
aj
p . Let ak ∈ M(Cup ) be such that ak treats p as a non-rank-1 post. Such
an applicant ak must exist because C
u
p is not saturated w.r.t. f
′
1 (since the augmenting path exists in
H1) but C
u
p is saturated in M . Recall M1 = M ∩ E1 and let M2 = M \M1. Construct the matching
Mˆ = M1 ∪ (M2 \ {(ak, p)}). With respect to Mˆ , every node on tail(ρ) is under-subscribed. Now we are
in the similar case as above and we can augment f ′1 along ρ to get M
′
1. In M
′
1, apart from a1 which gets
matched to its rank-1 post p1, every other applicant on ρ continues to be matched to one of its rank-1
posts. Now, M ′ = M ′1 ∪M2 \ {(ak, p)} and M
′(a1) = p1. Note that for any post p
′ 6= p, for any class
node Cup′ , we have |M(C
u
p′)| = |M
′(Cup′ )| and hence M
′ is a feasible matching in G.
Finally consider any p′ ∈ f(ak) and let Y = 〈C
ak
p′ , C
1
p′ , . . . , C
∗
p′〉 denote the unique path from C
ak
p′ to C
∗
p′
in Tp′ . If every class C
j
p′ ∈ Y is such that |M(C
j
p′)| < q(C
j
p′) then we can construct N =M
′ ∪ {(ak, p′)}.
Here, both a1 and ak prefer N over M a contradiction to the popularity of M . Thus, in this case we are
done with the proof. Assuming we do not fall in the above case, there must exist a class node Cup′ ∈ Y
such that |M(Cup′)| = q(C
u
p′) and let C
u
p′ denote the nearest such class from C
ak
p′ . Let at ∈ M(C
u
p′).
Construct the matching N = M ′ \ {(at, p′)} ∪ {(ak, p′)}. The matching N is feasible in G and both
a1 and ak prefer N to M whereas the applicant at prefers M to N . Thus we have obtained a feasible
matching that is more popular than M , a contradiction.
This completes the proof of the lemma.
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We now show that, in a popular matching, every applicant a has to be matched to a post belonging to
f(a) ∪ s(a). For the sake of brevity, we refer to a post p an f -post (respectively an s-post) if there is an
applicant a such that p ∈ f(a) (respectively, p ∈ s(a)).
Lemma 12. Let M be a popular matching amongst all feasible matchings in an LCPM instance G, then for
any a ∈ A, M(a) is never strictly between f(a) and s(a).
Proof. For contradiction, assume that M(a) = p and p is strictly between f(a) and s(a). Since p /∈ s(a), it
implies that Cap ∈ S1 ∪ U1 with respect to the max-flow f1 in H1. By converse of Lemma 5 for posts, we
claim that there must exist an ancestor Cup of C
a
p ∈ Tp such that C
u
p ∈ S1 ∪ U1 and its parent C
v
p ∈ T1.
Thus by Lemma 2 (a), the edge (Cup , C
v
p ) must be saturated w.r.t. every max-flow of H1. This implies that
in the matching N corresponding to any max-flow in H1, we have |N(Cup )| = q(C
u
p ). Consider the flow f
′
1
corresponding to M1 =M ∩E1 in H1. By Lemma 11 f ′1 must be a max-flow in H1. Thus |M1(C
u
p )| = q(C
u
p ).
Note that M(a) = p and a does not treat p as its rank-1 post. Thus for M to be feasible, it must be the case
that |M1(Cup )| < q(C
u
p ), a contradiction. This completes the proof that M(a) cannot be strictly between
f(a) and s(a).
Lemma 13. Let M be a popular matching amongst all feasible matchings in an LCPM instance G, then for
any a ∈ A, M(a) is never strictly worse than s(a).
Proof. Assume that M(a) = p where p is strictly worse than s(a) on the preference list of a. If there exists
a post p′ ∈ s(a) such that every node on the path from Cap′ to C
∗
p′ in Tp′ is under-subscribed in M , then
we are done. This is because we can construct a feasible matching M ′ =M \ {(a,M(a)} ∪ {(a, p′)} which is
more popular than M , completing the proof.
Thus it must be the case that, for every p′ ∈ s(a), some node Cup′ in the path mentioned above is saturated
in M . Moreover, let Cup′ be the class closest to C
a
p′ in Tp′ that is saturated in M . Let a
′ ∈ M(p′) such that
both and a and a′ belong to Cup′ . We break the proof into two parts based on whether a
′ treats p′ as a rank-1
post or as a non-rank-1 post.
– Applicant a′ treats p′ as a non-rank-1 post: In this case, we can construct another matching M ′ =
(M \ {(a, p), (a′, p′)}) ∪ {(a, p′), (a′, p′′)} where p′′ ∈ f(a′). If M ′ does not exceed the quota of any class
of p′′, we are done, since both a and a′ prefer M ′ over M .
In case M ′ exceeds quota of some class of p′′ containing a′, we pick an arbitrary applicant b 6= a′
from M(p′′) such that b belongs to the class closest to Ca
′
p′′ in Tp′′ whose quota is exceeded in M
′ and
reconstruct M ′ as M ′ = (M \ {(a, p), (a′, p′), (b, p′′)}) ∪ {(a, p′), (a′, p′′)}. Clearly, M ′ is feasible in G.
Also, a, a′ prefer M ′ over M whereas only b prefers M over M ′. Therefore M ′ is more popular than M ,
contradicting the assumption about the popularity of M .
– Applicant a′ treats p′ as a rank-1 post: Since p′ ∈ s(a), it implies that Cap′ ∈ T1 in H1. That is, there is a
path ρ from Cap′ to t in the residual network H1(f1). In this case, we use arguments similar to Lemma 11
to come up with a matching more popular than M .
This completes the proof of the lemma.
Lemma 14. Let M be a feasible matching in an LCPM instance G. The matching M is popular amongst
feasible matchings in G if and only if M satisfies the following two properties:
– M ∩ E1 has a max-flow corresponding to it in H1, and
– For every a ∈ A, M(a) ∈ f(a) ∪ s(a).
Proof. The necessity of the above properties has already been shown. We now show that they are sufficient.
Let M be a feasible matching that satisfies both the conditions of the lemma and for contradiction assume
that M is not popular amongst feasible matchings in G. Let M ′ be a feasible matching more popular than
M and let a be an applicant that prefers M ′ over M . Our goal is to show that for each a there exists a
unique applicant b that prefers M over M ′.
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Since a prefers M ′ over M , it implies that M(a) = p is not a rank-1 post for a. Furthermore since
M(a) ∈ s(a) (as M satisfies the conditions of the lemma) and M ′(a) = p′ it implies that Cap′ ∈ S1 ∪ U1 in
H1.
Consider the node Cap′ . Observe that a ∈M
′(p′) \M(p′) by choice of a. We claim that there exists some
applicant a1 ∈M(p
′) \M ′(p′) such that p′ ∈ f(a1). Since C
a
p′ ∈ S1 ∪ U1 and by converse of Lemma 5 there
exists an ancestor Cup′ of C
a
p′ which is saturated w.r.t. f1. If a ∈ C
u
p′ , then since C
u
p′ is saturated w.r.t. the
flow f1 there is an applicant a1 ∈ Cup′ such that M(a1) ∈ f(a1) and M
′(a1) 6= M(a1). Otherwise a /∈ Cup′ .
Again if M(Cup′) 6= M
′(Cup′) we find the desired applicant a1 ∈ M(C
u
p′) \M
′(Cup′ ). Therefore assume that
M(Cup′) = M
′(Cup′). However, note that M restricted to rank-1 edges is a max-flow in H1. Since M
′(p′) has
at least one more applicant matched along rank-1 edges (that is the applicant a), it implies that there is
some applicant a1 such that M(a1) 6= M ′(a1) and M(a1) ∈ f(a1). If a1 is not matched to a rank-1 post in
M ′ we are done, since a1 is our desired applicant b.
Else we consider p1 = M
′(a1). We claim that the node C
a1
p1
/∈ T1. Otherwise the path 〈C
a
p′
. . . Cup′ . . . C
a1
p′ . . . C
a1
p1
. . . t〉 shows that Cap′ ∈ T1 a contradiction to the fact that C
a
p′ ∈ S1 ∪ U1. Thus C
a1
p1
∈
S1 ∪ U1. We now find an applicant a2 ∈ M(p1) \M ′(p1) such that p1 ∈ f(a2) and a2 6= a1 6= a. Again if
a2 is not matched to a rank-1 post in M
′ we are done since a2 is the desired applicant b. We note that our
exploration which has started at Cap′ must find these distinct applicants a1, a2, . . . , ak since the corresponding
post nodes were in S1∪T1. We also note that the applicant a cannot be one of the ai, 1 ≤ i ≤ k since a is not
matched to a rank-1 post inM . Thus the exploration terminates at an applicant ak such thatM(ak) ∈ f(ak)
and M ′(ak) /∈ f(ak). The applicant ak = b is the desired applicant which prefers M over M ′.
Note that we need to ensure that for every a there is a unique b such that the votes are compensated.
Hence for another applicant a′ which prefers M ′ over M , we use the same arguments as above, except that
we do not consider any applicant that was already used in a prior exploration. We are guaranteed to find
such an applicant, since the corresponding post node is in S1 ∪U1, implying that some ancestor of the node
is saturated w.r.t. the max-flow f1. This completes the proof.
Lemma 15. Let M be the matching produced by Algorithm 2. Then M satisfied both the conditions of
Lemma 14.
Proof. We first prove that the number of rank-1 edges in M is equal to the value of max-flow in H1. Let f1
be the max-flow H1 and by max-flow min-cut theorem, the value of f1 is equal to the sum of capacities of
the forward edges of the min-s-t cut (S1, U1 ∪ T1). Thus,
|f1| =
∑
(x,y)∈H1:x∈S1,y∈U1∪T1
c(x, y)
We observe that such an edge (x, y) appears as a (y, x) edge in the residual network H1(f1) and gets deleted
during Step 7 of our algorithm. We note that by Lemma 6 no edge between L and R is deleted by our
algorithm. Therefore, an (x, y) edge in H1 whose corresponding (y, x) edge gets deleted in H1(f1) has to be
either of the two types:
– (x, y) = (s, C∗a) for some applicant a. In this case c(x, y) = 1.
– (x, y) = (Cup , y) for some post p. In this case c(x, y) = q(C
u
p ).
The node C∗a is saturated in f1 thus there is exactly one R-L edge incident on C
∗
a in H1(f1). Similarly, the
node Cup is saturated in f1 and hence in H1(f1) there are exactly q(C
u
p ) rank-1 R-L edges in the subtree of
Cup . By Corollary 1 an R-L edge is counted for either C
∗
a or C
u
p but not both.
We show that (i) for an applicant a if the edge (C∗a , s) got deleted, then there is one rank-1 R-L edge
in the subtree of C∗a in H2(f2) and (ii) for a node C
u
p if the edge (y, C
u
p ) got deleted, then there are q(C
u
p )
many rank-1 R-L edges in the subtree of Cup in H2(f2).
– Consider the node C∗a . Since C
∗
a ∈ U1 ∪ T1, no node in the subtree of C
∗
a gets any non rank-1 edges on it
during construction of H2. If f2 does not use the node C
∗
a , the R-L edge in the subtree of C
∗
a in H1(f1)
continues to exist in H2(f2) and we are done. If the flow f2 uses the node C
∗
a , since the edge (C
∗
a , s) is
14
deleted, the flow must be via a path of the form 〈. . . Cap , C
p
a , C
∗
a , C
p′
a , C
a
p′ , . . .〉. Note that p
′ is a rank-1
post of a and hence (Cap′ , C
p′
a ) is the R-L edge in the subtree of C
∗
a in H2(f2).
– Consider the node Cup . Let T (C
u
p ) denote the subtree of Tp rooted at C
u
p . Since C
u
p ∈ S1, by Lemma 5
every leaf in T (Cva ) is in S1 ∪ U1. Thus, none of the leaf nodes in T (C
u
p ) is s(a
′) for any applicant a′.
Thus, none of these nodes get non-rank-1 edges incident on them. If f2 does not use C
u
p we are done,
since the q(Cup ) many rank-1 R-L edges in T (C
u
p ) from H1(f1) continue to exist in H2(f2). If f2 uses
Cup , since the edge (C
v
p , C
u
p ) is deleted (by our algorithm), the flow must enter and exit via leaves of the
subtree T (Cup ). This implies that for every R-L edge via which the flow enters to reach C
u
p , there must
be a unique L-R edge via which the flow leaves Cup . This ensures that the number of rank-1 R-L edges
in the subtree of T (Cup ) remains invariant between H(f1) and H(f2).
To complete the proof we argue that a single R-L edge in H2(f2) does not get counted for an applicant node
C∗a and for a post node C
u
p . Assume for the sake of contradiction, an R-L edge (C
a
p , C
p
a) is counted for both
C∗a and C
u
p . This implies that in f2, there is unit flow along the edge (C
p
a , C
a
p ). Let the flow via (C
p
a , C
a
p ) in
f2 be along the path ρ = 〈s, . . . , C∗a , C
p
a , C
a
p , . . . , C
u
p , . . . , t〉. Recall that since (C
∗
a , s) was deleted, the node
C∗a ∈ T1 ∪ U1. Lemma 4 implies that C
p
a ∈ T1 ∪ U1. Similarly, C
u
p ∈ S1 implies that C
a
p ∈ S1 ∪ U1. The path
ρ must have some edge (x, y) such that x ∈ T1 ∪ U1 and y ∈ S1. However, all such edges from T1 ∪ U1 to
S1 were deleted by our algorithm. Thus the path ρ does not exist in H2 which implies that a single R-L
edge cannot be counted twice. Hence the number of rank-1 edges in M is exactly equal to the value of the
max-flow f1 in H1.
It is straightforward to see that M matches every applicant a to a post in f(a) ∪ s(a), since these are
the only edges added during the course of the algorithm. This completes the proof of the correctness of our
algorithm.
Running time: The flow network has O(|E|) vertices and edges. The maximum flow is at most |A|. So
the running time of the algorithm is bounded by O(|A||E|).
5 Hardness for non-laminar classifications
In this section, we consider the CRMM and CPM problems where the classifications are not necessarily
laminar. We show that the following decision version of the CRMM problem is NP-hard: Given an instance
G = (A ∪ P,E) of the CRMM problem and a signature vector σ = (σ1, . . . , σr), does there exist a feasible
matching M in G such that M has a signature ρ such that ρ  σ? We give a reduction from the monotone
1-in-3 SAT problem to the above decision version of CRMM. Throughout this section, we refer to this decision
version as the CRMM problem. Our reduction also works for showing the hardness for CPM problem, since
only posts have classifications, and each applicant can be matched to at most one post. Also, the reduction
shows that the two problems remain NP-hard for non-laminar classifications even when preference lists are
strict and are of length two.
The monotone 1-in-3 SAT problem is a variant of the boolean satisfiability problem where the input is a
conjunction of m clauses. Each clause is a disjunction of exactly three variables and no variable appears in
negated form. The goal is to decide whether there exists a truth assignment to the variables such that every
clause has exactly one true variable and hence two false variables. This problem is known to be NP-hard [14].
Let φ be the given instance of the monotone 1-in-3 SAT problem, with n variables x1, . . . , xn and m clauses
C1, C2, . . . , Cm. We construct an instance G = (A ∪ P,E) of the CRMM problem as follows:
Applicants: For each variable xi in φ, there are two applicants ai, bi in A. For each occurrence of xi in
clause Cj , there are two applicants aij , bij . Thus A = {ai, bi, aij , bij | xi ∈ φ, xi ∈ Cj} and |A| = 2n+ 6m.
Posts: For each variable xi, there are three posts pi, p
t
i and p
f
i . For each clause Cj , there is a post pj. Thus
P = {pi, pti, p
f
i | xi ∈ φ} ∪ {pj | Cj ∈ φ} and |P | = 3n+m.
Preferences of applicants: The applicants have following preferences:
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ai : pi, p
t
i
bi : pi, p
f
i
aij : pj , p
t
i
bij : pj , p
f
i
Quotas and classifications of posts:
1. Let Cj = xi ∨ xi′ ∨ xi′′ ; the corresponding post pj has quota 3, and following classes:
(a) Sij = {aij , bij} with quota 1 for each xi ∈ Cj .
(b) S1j = {aij , ai′j , ai′′j} with quota 1.
(c) S2j = {bij , bi′j , bi′′j} with quota 2.
2. Each post pti has quota ki=the number of occurrences of xi in φ and following classes:
Stj = {aij , ai} with quota 1, for each j such that xi ∈ Cj .
3. Each post pfi has quota ki=the number of occurrences of xi in φ and following classes:
Sfj = {bij, bi} with quota 1, for each j such that xi ∈ Cj .
4. Each post pi has quota 1 and no classes.
We now show the correctness of the reduction for the CRMM problem (Theorem 3 stated in Section 1).
Theorem 5. The instance G constructed above, corresponding to a given formula φ with n variables and m
clauses, has a matching of signature σ = (3m+ n, 3m+ n) if and only if φ has a satisfying assignment.
Proof. Let φ have a satisfying assignment η. We show that G has a matching M with signature σ.
– If xi = 1 in η, set M(aij) = pj and M(bij) = p
f
i for each clause Cj containing xi. Set M(ai) = p
t
i and
M(bi) = pi.
– If xi = 0 in η, set M(bij) = pj and M(aij) = p
t
i for each clause Cj containing xi. Set M(bi) = p
f
i and
M(ai) = pi.
Note that η satisfies the property that, in each clause Cj , η assigns value 1 to exactly one variable, say xi,
and value 0 to remaining two variables xi′ and xi′′ . It is easy to see that M satisfies all the quotas. Further,
M has signature σ, since each post pj gets matched to three applicants, each post pi is matched to one
applicant, total number of applicants matched to posts pti and p
f
i is exactly
∑n
i=1(ki + 1) = 3m+ n.
Now consider a matchingM with signature σ in G. We construct a satisfying assignment η corresponding
to M . There are 2n + 6m applicants, so all the applicants must be matched in M to achieve signature σ.
Since the number of rank 1 edges in M is 3m+ n, |M(pj)| = 3 for each j. Let Cj = xi ∨ xi′ ∨ xi′′ . Due to
the class S1j of pj , at most one of aij , ai′j , ai′′j can be matched to pj . Also, all three applicants matched
to pj can not be bij , bi′j , bi′′j because of class S2j . Therefore, exactly one of aij , ai′j , ai′′j must be in M(pj).
Without loss of generality, let aij ∈ M(pj). Then, due to class Sij , bij /∈ M(pj). Then bi′j , bi′′j ∈ M(pj).
Also, bij ∈M(p
f
i ), and due to class S
f
j , bi /∈M(p
f
i ). Therefore bi ∈M(pi) and consequently, due to quota 1
of pi, ai ∈M(pti). This implies that, for each Cj such that xi ∈ Cj , aij /∈M(p
t
i), due to the quota constraint
of class Stj . Thus, if aij ∈ M(pj), aij′ ∈M(pj′) for each clause Cj′ containing xi. We set xi = 1 in η in this
case.
Now consider the case when aij /∈M(pj) for some j. ThenM(aij) = pti and henceM(ai) = pi,M(bi) = p
f
i ,
forcing M(bij) = pj for each j such that xi appears in clause Cj in φ. Therefore, M(aij) = p
t
i for each j,
where xi ∈ Cj . We set xi = 0 in this case. It can be seen that exactly one variable from each clause is set to
1 in η and hence η is a satisfying assignment.
We show correctness of the reduction for the CPM problem using Theorem 6 below.
Theorem 6. The instance G admits a popular matching amongst all feasible matchings if and only if the
formula φ has a satisfying assignment.
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Proof. From the characterization in Section 4, a popular matching in G must match all the applicants, all
the pj and pi posts are f -posts whereas all the p
t
i, p
f
i posts are s-posts, and any matching in G that is a
maximum feasible matching on rank-1 edges and matches all the applicants is popular in G. Note that we
do not need last resort posts here, since s(a) 6= ∅ for each a ∈ A.
The matching M referred to in the proof of Theorem 3 satisfies the above characterization, and hence is
popular in G. Thus the same proof as that of Theorem 3 works here.
Remark: The same instance G without ranks on edges is useful in showing NP-hardness of maximum
cardinality feasible matching in the presence of classifications. This is because, in G, a maximum cardinality
feasible matching has size |A|, that is, it matches all applicants, if and only if φ has a valid 1-in-3 SAT
assignment. Thus we establish Theorem 4 (Section 1).
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