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Distance-regular graphs which have the same parameters as the Hamming 
scheme H(n, q) are classified. If  q # 4, H(n, q) is the only such graph. If  q = 4, 
there are precisely [n/2] (isomorphism classes of) such graphs other than H(n, q). 
1. BASIC TERMINOLOGY AND MAIN THEOREM 
By a graph we shall mean a finite, undirected graph with no loops and no 
multiple edges. A graph G consists of a finite, non-empty set of vertices, 
(which we often denote by G by abuse of notation), and a set of edges, each 
of which is an unordered pair of distinct vertices. Two vertices joined by an 
edge are said to be adjacent. For a vertex a of G, we denote by D(a) the set 
of all vertices adjacent to a. If H is a subset of G, then we refer to the 
induced graph on H (Le., the graph for which the vertex set is H and two 
vertices are adjacent if and only if they are adjacent in G), simply as the 
subgraph H. 
A chain C = (aO, a, ,..., a,) of length t is a sequence of t + 1 > 2 vertices 
for which any two consecutive vertices in the sequence are adjacent. Thus 
ai+ 1 E D(aJ for i = 0, l,..., t - 1. C is said to join a, and a,. 
If there exists a chain joining a and b for every distinct pair a, b E G, then 
G is said to be connected. Every graph G can be uniquely partitioned into 
s > 1 subgraphs G,, G, ,..., G,, such that each G, is connected and no edge 
joins a vertex of G, to a vertex of Gj, j # i. The subgraphs G, , G, ,..., G, are 
called the connected components of G. For any two vertices a, b in the same 
connected component of G, the distance d(a, b) between a and b is the length 
of the shortest chain joining a and b. By convention, we take d(a, b) = 00 if 
a and b lie in distinct connected components, and we take d(a, a) = 0 for all 
a E G. The number 
max{d(a, b): a, b E G} 
is called the diameter of G and denoted by d(G). 
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For any two (not necessarily distinct) vertices Q, b of a connected graph 
G, and for any i, j E {0, 1,2 ,..., d(G)}, we define P;,~ B as the number of 
vertices z of G such that d(a, z) = i and d(b, z) = j. If p&6 depends only on 
i, j and k = d(a, b) (i.e., if pj;o,b does not depend on the particular choice of a 
and b), for all i, j, kE {0, 1, 2 ,..., d(G)}, then G is said to be distance-regular 
and the above number P:,~,~ is denoted by P;,~. The numbers P:,~ are called 
the parameters of G. 
A connected graph G is said to be distance-transitive if for any pair 
{(u, v), (w, x)} of ordered pairs of vertices such that d(u, v) = d(w, x) there 
exists an automorphism u of G such that no = w  and vu = x. Clearly 
distance-transitivity implies distance-regularity. 
A clique K is a set of vertices, any two of which are adjacent. An n-gon P 
is a set of n > 3 vertices such that U[ E D(u,,) if and only if i-h E &I 
(mod n) for some suitable labeling {u,}i <I<n of the elements of P. The 
cardinality of a set U will be denoted by #U. 
Now let X be a set of cardinality q. The Humming scheme H(n, q) is 
defined as a graph for which the vertex set can be identified with the 
Cartesian product n;= I X, of n copies {X,} of X so that two vertices {a,} 
and {b,} are adjacent if and only if #(I: a, # b,} = 1. It is easily verified that 
H(n, q) is a distance-transitive graph of diameter n. Some parameters are 
given by 
PJ$ = 0, if /j-k1 22, 
1 
Pk-l,k- 9 -k 
P :,k = k(q - 2)~ 
P :+l,k= (n-k)@- 1)~ 
In this paper, we prove 
MAIN THEOREM. Let G be a distance-regular graph which has the same 
parameters as H(n, q), n > 3. Then one of the following holds: 
(i) G is isomorphic to H(n, q); or 
(ii) q = 4 and G is isomorphic to some I(p, s) with n = 2p + s, where 
I(p, s) is as defined in Section 2. 
Remark 1. The same conclusion holds for n = 2 (Shrikhande [5]), but 
our proof is not valid for this case. 
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Remark 2. The case n = 3 was previously settled by Aigner [l] and by 
Laskar [4]. Also the case q = 2 follows from a characterization of H(n, q) 
by Enomoto [3, Theorem 11. 
The organization of the paper is as follows. In Section 2, I(p, s) is defined. 
In Section 3, we fix our notation. We determine the structure of D(a) in 
Section 4 (q # 4) and Section 5 (q = 4). After proving an intermediate result 
(Section 6), we complete the proof in Section 7 (q # 4) and Section 8 (q = 4). 
After the preparation of this article, the author was informed by Enomoto 
and by Cameron that once the structures of D(a) and D,(a) are determined, 
we may apply either the argument used in Enomoto [3, Theorem 1 ] or a 
result of Cameron [6] to obtain the desired conclusion if the total number of 
vertices is given. On the other hand, we do not make use of all the 
parameters in determining D(a) and D,(a) in our proof. More precisely, the 
following proposition holds as a corollary to (the proof of) the Main 
Theorem: 
COROLLARY. Let G be a distance-regular graph with precisely q” 
vertices. Suppose that the parameters p i,19 P:,~, P:,~, P:,~, P:.~ of G are the 
same as the corresponding parameters of H(n, q). Then the conclusion of the 
Main Theorem holds. 
Finally the author expresses his gratitude to Professor Hikoe Enomoto 
and Professor Peter J. Cameron, who have read the manuscript carefully and 
have pointed out several points to be improved, among which is the corollary 
stated above. 
2. DEFINITION OF I(p,s) 
There exists a unique (up to isomorphism) distance-regular graph Y of 
diameter 2 other than H(2,4) which has the same parameters as H(2,4). Y 
can be described as follows. We take 
{(i,j): l<i<4, lgj<4} 
as the vertex set of Y. Two vertices (i, j) and (k, I) are defined to be adjacent 
if and only if the following three conditions hold: 
(i) i # k. 
(ii) jzl. 
(iii) i - j & k - I (mod 4). 
The proof of the following lemma is straightforward and so omitted. 
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LEMMA 2.1. The following hold: 
(i) Y is a distance-regular graph of diameter 2 and has the same 
parameters as H(2,4). 
(ii) There exist two vertices a and b of distance 2 of Y such that the 
two elements of D(a) n D(b) are adjacent to each other. 
(iii) There exist two vertices a and b of distance 2 of Y such that the 
two elements of D(a) n D(b) are not adjacent to each other. 
Let X denote H( 1,4). Now we define Z(p, s). 
DEFINITION 2.2. Z(p, s) is defined as a graph for which the vertex set 
can be identified with the Cartesian product l-I;=1 Y, x nf=‘,“+ i X, of p 
copies Wl<lGg of Y and s copies {X,},, i G,GP+S of X so that two vertices 
hlW<p+s and fb,h<w+s are adjacent if and only if the following two 
conditions hold: 
(i) #{I: a,# b,} = 1. 
(ii) If m is such that a,,, # b,, then either 1 < m & p and a,,, is 
adjacent to b, in Y,,, or p + 1 ( m Q p + s. 
LEMMA 2.3. The following hold: 
(i) Z(p, s) is a distance-regular graph of diameter 2p + s and has the 
same parameters as H(2p + s, 4). 
(ii) Z(p, s) is not distance-transitive ifp # 0. 
Proof. To prove (i), we have only to show that P~,~‘s are well-defined for 
Z(p, s) and are equal to the corresponding parameters of H(2p + s, 4). (See, 
for example, Biggs [2].) Let Y, and X, be as in Definition 2.2. Let d( , ) 
denote the distance in Z(p, s). Let ~$3 denote the parameters of X and let 
pjIky,s denote the parameters of Y. Now let a = {a,} and b = {b,} be vertices 
of Z(p, s). Let 
u=#{I: 1 gI<p, a,=b,}, 
v = #{I: 1 ( I ( p, b, E D(a,)}, 
w = #{I: 1 < 1 Q p, a, # b, & D(a,)}, 
x=#{I:p+ 1 <I<p+s, a,=b,}, 
y=#{I:p+ 1 <lIp+s, a,#b,}. 
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d(a, b) = u + 2w + y, 
#{z E Z(p, s): d(u, 2) = 1, d(b, z) = d(a, b) - 1) 
= up;f:: + wp:;; + Jy$f;y 
= u + 2w + y = d(a, b), 
#(z E Z(p, s): d(u, z) = 1, d(b, z) = d(a, b)} 
= up:;: + wpyz’ + yp:;: 
= 2u + 4w + 2y = 2d(u, b), 
#{z E Z(p, s): d(a, z) = 1, d(b, z) = d(a, b) + 1) 
1;Y l;Y 1:X 
= UPl.0 f UP,,, + XPl.0 
= 6~ + 3u + 3x = 3((2p + s) - d(u, b)). 
Since a and b were arbitrary, this proves (i). Statement (ii) follows from 
Lemma 2.1 (ii), (iii). 
Remark. Z(0, s) is isomorphic to H(s, 4). Z(p, , si) is isomorphic to 
Z(p,, sz) if and only if p, = p2 and s, = s2. (See Section 8.) 
3. NOTATION AND PREPARATORY LEMMAS 
The following lemma is used implicitly throughout this paper. 
LEMMA 3.1. Let G be a connected graph. Let a, b, u be vertices of G 
such that d(u, U) + d(u, b) = d(u, b). Then, for each i such that 0 < i Q 
d(u, b), 
{x: d(u, x) = d(u, b) - i, d(x, b) = i} 
E: {x: d(u, x) = d(u, b) - i, d(x, b) = i). 
Proof. This is clear from the triangle inequality. 
In the remainder of this paper, let G denote a distance-regular graph which 
satisfies the hypotheses of the Main Theorem and let a be an arbitrary fixed 
vertex of G. We fix the following notation. 
NOTATION 3.2. (i) For each i E (0, 1, 2 ,..., n} and for each vertex u of G, 
we define D,(U) as the set of all vertices x of G such that d(u, x) = i. We 
write D(U) in stead of D,(U). 
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(ii) If b is an element of D,(a), we define S(b) as the intersection of 
D(a) and D,- i(b). Clearly #S(b) = ~i-i,~ = i. 
(iii) If A is a subset of cardinality i of D(a), we define R(A) as the set 
of all elements b of or(a) such that S(b) = A. Of course, it is possible that 
R(A) is empty. If b is an element of D*(u) and u is an element of 
D(u) - S(b), then we define R(b; U) as the intersection of Dj(u), D(b) and 
D2(u). Clearly R(b; U) C R(S(6) U {u}). 
(iv) If u and u are elements of D(u), we denote by d,(u, v) the distance 
in the subgraph D(u). 
(v) Let u and u be two distinct elements of D(u). Since pi,* = 2, it is 
clear that #R({u, v}) =0 if d,(u, v) = 2 and that #R({u, ?I})= 1 if 
d,(u, v) > 3. If d,(u, v) > 3, we denote by T(U, v) the unique element of 
R(lu, ~1). 
(vi) If u is an element of D(u), we define T(U) as the set of all 
elements x of D(u) such that d,(u, x) = 2. If u and u are elements of D(u) 
such that u E D(u), we define T(u; U) as the set of all elements x of D(u) 
such that x E D(v) and d,(u, x) = 2. 
LEMMA 3.3. If u and v are elements of D(u) such that d,(u, u) = 2, then 
#(D(u) n D(u) n D(u)) = 1. 
Proof. This is clear because pi.2 = 2. 
LEMMA 3.4. Let b be an element of D,(u). Then the following hold: 
(i) For each subset X of S(b), there exists a unique element, denoted 
by b(X), of D+Ju) such that S(b(X)) = X and d(b, b(X)) = i - #X. 
(ii) Let X and Y be subsets of S(b) such that #X < #Y. Then XC Y if 
and only if d(b(X), b(Y)) = #Y - #X. 
Proof We proceed by induction on i. There is nothing to be proved if 
i < 2. 
Now assume that the lemma is true for i - 1. Let B = DimI n D(b). 
Then #B = pfml,, = i. Let B = {b,, b, ,..., b,}. Then S(b,) G S(b) for all bj. 
For each element x of S(b), 
#{bj: Wj) 3x1 =#(Di--2(x)nD(b)) =pt-,,l-, =i- 1. 
This shows that the S(b,)‘s are all distinct. Now let X (#S(b)) be a subset of 
S(b). Let k = #X. Take bj so that S(b,) 2 X. Applying the inductive 
hypothesis to bj, we have that there exists an element x of D,(u) such that 
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S(x) =X and d(b,, X) = (i - 1) - k. Then d(b, x) = i - k, and so this proves 
the existence in (i). Since 
#(D,(a) n Di-,(b)) = Pf-k,i= 
( 1 
L 3 
the uniqueness holds. Now let X and Y be as in (ii), and let #X = k and 
#Y = 1. The “if’ partis clear. Since 
#(Dda>nD~-k(W)) n Di-l(b)) = #(DIek(b(X)) n Dip#I)) 
the uniqueness in (i) shows that 
DXa> n Dl-k(b(a) n Di-[(b) = {b(U): B G Uc_ S(b), fU = I}. 
Thus (ii) is proved. 
4. STRUCTURE OF D(a); q#4 
We use the notation of Section 3 and prove the following proposition in a 
sequence of lemmas. 
PROPOSITION 4.1. If q # 4, every connected component of D(a) is a 
clique of cardinality q - 1. 
LEMMA 4.2. Let b be an element of D,(a), and let u be an element of 
D(a) - S(b). Let S(b) = {v, w) and suppose v ED(w). Then 
#R(b; u) < min{#R({v, u)), #R({w, u))}. 
Proof. We may assume R(b; u) is non-empty. Then, by Lemma 3.4(i) 
and Notation 3.2(v), we have either 
d,(v, u) > 3 and d,(w, u) 2 3 (1) 
or 
u ED(v) and u E D(w). (2) 
First assume (1) occurs. Then min{#R({v, u}), #R({w, u})} = 1. By way 
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of contradiction, let b, and b, be distinct elements of R(b; u). By Lemma 
3.4(i), both b, and b, are adjacent to both of T(V, u) and T(W, u). Thus 
W(u, 4) n W(W 4) 2 {u, b,, b2). 
Since p:,, = 2, this shows that d(r(v, u), I(W, u)) = 1. Similarly d(b, r(u, u)) = 
d(b, T(W, u)) = 1. But this implies 
Since d(v, r(w, u)) = 2, this is a contradiction. 
Now assume (2) holds. Let b, and b, be distinct elements of R(b; u). For 
each i = 1,2, there exist elements e,,f;: of D,(a) n D(bJ such that S(eJ = 
{u,u} and S(h)= {w,u} by L emma 3.4(i). We want to show e, # e, and 
f, # fi . Suppose e, = e, . Then 
Hence d(b, e,) = 1. Consequently 
D(b) n D(u) 2 { 2r, w, e, }. 
Since d(b, U) = 2, this is a contradiction. Thus e, # e,. Similarly, we have 
f, # f2. Since b, and b, were arbitrary, this implies the desired conclusion. 
LEMMA 4.3. Let u be an element of D(a), and let C,, C, ,..., C, be the 
connected components of D(a) n D(u). Then each Ci is a clique. 
ProoJ This follows from Lemma 3.3. 
LEMMA 4.4. Let u and the CI)s be as in Lemma 4.3. Then 
#T(U) = 2 (#Ci)(q - #Ci - 2). 
f=l 
ProoJ Since pi,1 = q - 2, 
#T(u; X) = (q - 2) - (#Ci) 
for each Ci and for each x E Ci. By Lemma 3.3, T(u; x) n T(u; y) = QJ for 
any two distinct elements x, y of D(a) n D(u). So the desired conclusion 
holds. 
LEMMA 4.5. Let u and the CI)s be as in Lemma 4.3, and let x be an 
element of some Ci. Then 
#R(@,x})=q-#C,-2. 
932nf31/2-2 
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Proofi Since pi, I = q - 2, 
#W4 4) = (4 - 2) - ~W(U) n D(U) n D(X)) - #{u) 
= (q - 2) - (#Ci - 1) - 1. 
Proof of Proposition 4.1. The Proposition is clear for q Q 3. So we assume 
q > 5. By way of contradiction, let u be an element of D(a) such that 
D(a) n D(U) does not form a clique. Let the CI)s be as in Lemma 4.3. We 
choose our notation so that I= #C, < (q - 2)/2. Let v be an element of C,, 
and let e be an element of R( { U, u }). Let 
X = {x E D(u): R(e; x) f 0}, 
Y= {xEX:xED(u)nD(u)}. 
z = {x E x: d,(u, x) > 3, d,(u, x) > 3). 
By Lemma 3.4(i) and Notation 3.2(v), 
x= YUZ, 
xn (T(U) u T(O)) = 0. (3) 
If xEZ, #R(e;x)= 1 by Lemma4.2. If xE Y, #R(e;x)<q-l-2 by 
Lemmas 4.2 and 4.5. Since 
Q(u) n D(e) = (J R(e; x) 
XEX 
(disjoint union), 
pi2 = #P&4 n W)) 
= F:’ #R(e; x) 
X7X 
<#Z+#Y(q-I-2) 
=#X+#Y(q-I-3). 
Since YGC,; #Y<[- 1. Therefore 
(n-2)(q-l)<#X+(1- l)(q-1-3). 
By Lemma 4.4, 
#T(U) = Z(q - I- 2) + 2 (q - #C* - 2)(#C,) 
i=2 
2 2f(q - 1- 2). 
(4) 
(5) 
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Since 
T(u)U fi c, c T(u)U T(u), 
( 1 i=2 
#(T(U) u T(u)) > 2l(q - I - 2) + (q - I - 2). 
(6) 
(7) 
BY (3) and (71, 
#X + (21+ l)(q - I - 2) < #(D(a) - {u, u}) 
=n(q- 1)-2. (8) 
From (4) and (8), we have 
lq - I2 - 31- 1 < 0, (9) 
Since l< (q - 2)/2, this is possible only when q = 5 and I = 1. So assume 
q = 5 and 1= 1. Then equality holds in (9). This implies that equality holds 
in both (5) and (6). The equality in (5) means that 
m = 2. (10) 
Let C, = (w, x}. Of course, w  E D(x). Let y be the element of T(u; w), and 
let z be the element of T(u; x). By Lemma 3.3, y & D(z). Let j and k be the 
elements of T(u; u). Since u was arbitrary, we may apply (10) to 
D(a) n D(U). Thus we have that jE D(k). The equality in (6) implies that 
the element of T(u; j) is either y or z. Without loss of generality, we may 
assume { y} = T(v; j). Similarly, the element of yu; k) is either y or z, and 
Lemma 3.3 shows {z) = Z’(u; k). Applying (10) to D(a) n D(y), we have 
that the element of 
must be adjacent to either w  or j. But this causes either #(D(u) n D(w)) or 
#(D(u) n D(j)) to be at least 4. This is absurd. Hence Proposition 4.1 is 
proved. 
COROLLARY 4.6. If q # 4, the following hold: 
(i) If u E D(u), then D(u) n D(u) forms u clique of curdinulity q - 2. 
(ii) If d(u, u) = 2, then the two uertices of D(u)n D(u) are not 
adjacent to each other. 
(iii) If u and u are elements of D(a) such that u.E D(u), then 
R({u, u}) = 0. 
Proof. Since a was arbitrary, all these assertions follow immediately 
from Proposition 4.1. 
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5. STRUCTURE OF D(a); q=4 
Throughout this section, we assume q = 4. Let {Pi: 1 Q i Q t} be the set of 
the connected components of D(a). Since p:,, = 2, each Pi is an ni-gon for 
some n, > 3. By Lemma 3.3, n, # 4. So we may choose our notation so that 
ni > 5 if 1 < i < p and ni = 3 if p + 1 < i < t. Our goal in this section is to 
show that n, = 6 if 1 < i < p. 
Let u and u be elements of Pi such that u E D(v). By Lemma 4.5, we have 
that if l&i<p then #R({u,u})=l, and that if p+ l<i<t then 
R({u, 0)) = 0. If 1 < i < p, we denote by T(U, V) the unique element of 
R({u, 0)). T(U, v) is defined also when d,(u, V) > 3 (Notation 3.2(v)). Let 
A = {x E D,(a): the two elements of S(x) 
are adjacent to each other } , 
N = {x E D,(a): the two elements of S(x) 
are not adjacent to each other}. 
For each element b of D,(a), let 
I(b) = {x E D(b) n D,(a): S(x) n S(b) # 0}, 
E(b) = {x E D(b) n Dz(a): S(x) n S(b) = 0). 
LEMMA 5.1. If b E N, then D(b) n D,(a) = I(b), i.e., E(b) = 0. 
Proof: Let S(b) = (u, u}. Since b E N, D(b)nD(u)n D(u)= 0. Since 
Pi,, = 2, this implies 
#{x E D(b) n D,(a): S(x) n S(b) = {u} } 
= #(D(b) n D(u) n D,(u)) = #(D(b) n D(u)) = 2. 
Similarly, 
#{x E D(b) n D,(u): S(x) n S(b) = {Y}} = 2. 
Since #(D(b) n D,(u) = pi,* = 4, the desired conclusion holds. 
LEMMA 5.2. If b E A, then #Z(b) = #E(b) = 2. 
Proof. Let S(b) = (u, u}. Since D(b) n D(u) n D(u) = {u), 
#{x ED(b) n D,(a): S(x) n S(b) = {u}) = 1. 
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Similarly, 
#{x ED(b) f-l D,(a): S(x) n S(b) = {u}} = 1. 
Thus #I(b) = 2, and so #E(b) = 2. 
LEMMA 5.3. Let x and y be elements of Pi with i < p such that 
x E D(y). Let z be the element of T(x; y), and let w be the element of 
T( y; z). Then precisely one of the following holds: 
(i) r(z, w) E D(r(x, Y)) and r(z, Y> @ D(r(x, ~1); or 
(ii) r(z, y) E D(r(x, y)) and r(z, w) 6? D(r(x, Y)). 
Proof: Since d(z, r(x, y)) = 2 and 
D(z) n W(x, Y)) n D(a) = 1 Y I 
and since p:,, = 2, 
#(D(z) n D(r(x, Y)) n W4) = 1. 
Let b be the unique element of this set. We have only to show b EA. By way 
of contradiction, suppose b E N. Then S(b) n {x, y} # 0 by Lemma 5.1. But 
since d(z, y) = 1 and d,(z, x) = 2, this is impossible. 
LEMMA 5.4. Let u and v be elements of Pi with i Q p such that u E D(v). 
Let u1 be the element of T(v; u) and let u2 be the element of T(u; u,). Let v, 
be the element of T(u; v) and let v1 be the element of T(v; v,). Then the 
following hold: 
(0 D(r(u, ~1) n A = EMU, u)) = MuI , ~4, r(u, , vJ}. 
(ii) D(r(u, u)) n N = I(r(u, u)) = { r(u, uz), r(u, u,)}. 
(iii) n, = 6. 
Proof First we want to show r(u,, u) fE D(r(u, u)). By way of 
contradiction, suppose r(ul, u) E D(r(u, 0)). Applying Lemma 5.3 with x = v 
and y = u, we have r(q) uZ) & D(r(u, v)). Then, applying the same lemma 
with x=u, and y=ur, we have r(u,, u) E D(r(u,, u2)). Let uj be the 
element of T(u, ; uJ. Applying Lemma 5.3 with x = u and y = u,, we have 
r(u*, uj) & D(r(u,, u)). Similarly, we have r(vl, v) & D(r(u,, u)) and 
r(q, ~1 e? D(r(u, u)). 
Let b be the element of D(r(u, v)) n D(r(u,, u)) other than u. Clearly 
either b E D,(a) or b E D,(a). Suppose b ED,(a). Then S(b) = {u,, u, u}. 
Since R(u,, v) = 0 by Notation 3.2(v), this contradicts the existence of 
b(u,, v) in Lemma 3.4(i). Thus b E D,(a). The preceding paragraph shows 
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(r(ul, uJ, r(u, u)} E I(r(u,, a)). Therefore b E E(r(u,, u)) by Lemma 5.2. 
Hence b E A by Lemma 5.1. Again by the preceding paragraph, 
Namely, 
Thus if we let S(b) = {i, j} and let k be the element of T(i; j) and 1 be the 
element of Z’(j; i), then k, 1, ul, U, v are all distinct and belong to 
D,(b) n D(a). This contradicts the fact that pi,* = 4. 
So we have r(ul, u) & D(r(u, u)). Lemma 5.3 shows r(u,, a,) E D(r(u, u)). 
Similarly, we have r(ul, u) & D(r(u, u)) and r(ul, u2) E D(r(u, u)). Now (i) 
follows from Lemma 5.2. 
Now let b be an element of D(r(u, u)) nD(r(u,, uJ). Clearly either 
b E D,(a) or b E D,(a). Suppose b E D&z). Then {u, u, a,, u2} c D,(b) n 
D(a). This contradicts the fact that pi.3 = 3. So b ED,(u). Since b was 
arbitrary, this shows D(r(u, u)) f7 D(r(u,, uz)) E D*(u). By (i), the only 
possible element of 
DW, 0 n DW, , u,)) n A 
is r(ul, uz). On the other hand, the only possible element of 
DW, 4) n D(44, u,)) n N 
is r(u, z+), by Lemma 5.1. Therefore 
D(r(u, u>> n W(u,, 4)) = {r(ul, 4 r(u, 4)). 
In particular, r(u,, uJ E D(i(u,, a,)). Applying (i) to r(ul, uz), we have 
n, = 6. Also r(u, z+) E D(r(u, u)). Similarly, r(u, u2) E D(r(u, u)), and so (ii) 
is proved. 
6. INTERMEDIATE RESULT 
This section is separated, because the following result holds for both q # 4 
and q=4. 
LEMMA 6.1. The following hold: 
(i) D(a) can be partitioned into n subsets A,, AZ,..., A, of cardinality 
q - 1 such that the following holds for each subset A of cardinality k of 
D(a): 
CHARACTERIZATION OF H(tZ, 4) 121 
(ia) R(A)=0 r#(AnA,)>2jbrsomeA,. 
(ib) #R(A)=1 $#(AnA,)( ljbrallA,. (Wedenotebyr(A)the 
unique element of R(A). If k = 2, this notation coincides with the definition of 
Notation 3.2(v) and with the definition given in the second paragraph of 
Section 5 .) 
(ii) If b is an element of D,(a) and ifc is an element of D,-,(a), then 
S(b) r> S(c) if and on/y if b E D(c). 
Proof: We define Ai in the following way. 
If q # 4, we simply let the Ats be the connected components of D(a). 
Then, by Notation 3.2(v) and Corollary 4.6(iii), (i) and (ii) hold for k < 2. 
Suppose q = 4 and let Pi, p, t be as in Section 5. For each j < p, let Pi = 
i”j* : 1 Q h < 6). We choose the labeling of the elements of Pi so that Us,, E 
D(u,,) if and only if h -g ZE f 1 (mod 6). We define A, by 
A,j-1={Ujh:h=l,3,5}; 1 <j&p, 
A,={uj,:h=2,4,6}; 1 <.i<p, 
A p+j = pj ; p+l<j<t. 
Then, by the second paragraph of Section 5, (i) and (ii) hold for k < 2. 
We now prove (i) and (ii) by induction on k. The case k Q 2 is already 
done. Assume that (i) and (ii) hold for k - 1 and k - 2. We first prove (ii) 
for k. Let b and c be as in (ii). It is clear that if b ED(c), then S(b) 1 S(c). 
Conversely assume S(b) > S(c). Then, by our assumption that (ib) is true for 
k- 1, 
c = r(S(c)) in the notation of (ib), 
and so, by Lemma 3.4(i), 
c = b@(c)) in the notation of Lemma 3.4(i). 
Therefore b ED(c). Thus (ii) is proved. Statement (ia) follows from (ia) for 
k = 2 and from Lemma 3.4(i). Now suppose there exist distinct elements, x 
and y, of D,(a) such that S(x) = S(y). We want to get a contradiction. By 
Lemma 3.4(i) and by (ib) for k- 1, 
Dk-,(a)nD(x)=D,-,(u)nD(y)=(r(X):X~S(x),#X=k- l}. 
Let r(X) and r( I’) be distinct elements of D,-,(a) n D(x). By (ib) for k - 2, 
r(Xn I’) is well-defined. So D(rQ) n D(r(Y)) 2 {x, y, r(Xn Y)}. If q = 4, 
this contradicts the fact that p :,* = pi.1 = 2. Therefore we may assume q # 4. 
Since pi.2 = 2, we have r(X) E D(r(Y)). Now that we are assuming q # 4, 
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wm) n W(Y)) must form a clique by Corollary 4.6(i). This is absurd. 
This shows that #R(A) < 1 for all subsets A of cardinality k of D(a). Since 
(ia) is already shown and since 
#D,(a) + PZ.0 = 
( 1 
; (4 - l>“, 
(ib) holds. 
7. PROOF OF MAIN THEOREM; q#4 
Throughout this section, we assume q # 4 and let A i be as in Lemma 6.1. 
Lemma 6.1 implies that in order to complete the proof of the Main 
Theorem, we have only to show that the adjacency between two elements 
which belong to the same D,(a) is uniquely determined. We first treat the 
case k = 2. 
LEMMA 7.1. Let u be an element of Ai and v be an element of Aj with 
i# j. Then S(b)n {u,v} #0f or every element b of D(r(u, v)) n Dz(a). 
Proof Since D(r(u, v)) n D(U) n D(a) = 0, 
#{b E D(r(u, v)) n D,(a): u E S(b)} 
= #(D(r(u, 14) n D(U) n 4(4) 
= #(D(~(u, v)) n D(U)) = p:,, = q - 2. 
Similarly, 
#{b E D(r(u, v)) n D,(a): v E S(b)} = q - 2. 
Since #(D(r(u, v)) n&(u)) = pi,, = 2(q - 2), the desired conclusion holds. 
LEMMA 7.2. Let u and v be as in Lemma 7.1. Then 
D(r(u, v))f-ID,(a) = {r(u,x): xE Aj- (v){ U (r(x, v):xE A,- {u}}. 
ProoJ Since pi,, = 2(q - 2), we have only to show that the right-hand 
side is contained in the left-hand side. Thus assume x E Aj - {v}. We want to 
show r(~, x) E D(r(u, v)). Since 
D(~(u,v))~D(x)~D(u)= (v} 
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and since P:,~ = 2, there exists an element b of 
W(u, u)) n D(x) n &(a). 
Since S(b) n {u, V} # 0 by Lemma 7.1, b = r(u, x) as desired. 
LEMMA 7.3. Let b and c be elements of D,(a) with k > 2. Then b E D(c) 
if and only if the following conditions hold: 
(i) {i:S(b)nAi#O} = {i:S(c)nA,#0}. 
(ii) #{i: S(b)nAi# S(c)nAi} = 1. 
Proof: We proceed by induction on k. If k = 2, this is nothing more than 
Lemma 7.2. 
Now assume the lemma is true for k - 1. Since P:,~ = k(q - 2), we have to 
show the “if’ part. Thus, assuming that (i) and (ii) are satisfied, let Aj be 
such that S(b) n Aj # S(c) n Aj and let X= S(b) - Aj. Let Y be a subset of 
cardinality k - 2 of X, and let U = Y U (S(b) n Aj) and V = Y U (S(c) n Aj). 
By Lemma 6.1 (ii), 
Also we have that r(U) E D(r( v)) by the inductive assumption. Since c1 was 
arbitrary, we can now apply Lemma 7.2 to conclude b E D(c). 
Thus the adjacency in D,(a) is uniquely determined, and so the Main 
Theorem is proved for q # 4. 
8. PROOF OF MAIN THEOREM; q=4 
Throughout this section, we assume q = 4 and let P,, p, t, A, N be as in 
Section 5. We want to show G sI(p, t - p). We again determine the 
adjacency between two elements of D,(a) first. 
LEMMA 8.1. Let u and v be elements of Pi with i < p such that 
d,(u, v) = 3. Then 
D(~(u, v)) = p@, x): x E D(U) n D(U)} u {P-(X, v): x E D(U) n D(a)} 
Proof Since pi., = 4, this follows from Lemma 5.4. 
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LEMMA 8.2. Let u be an element of Pi and v be an element of Pj with 
i # j. Then 
D(r(u,v))= {r(u,x):x E D(v)n D(a)} u {I(x,v):x E D(U) n D(a)}. 
Proof: Since p :,z = 4, we have only to show that the right-hand side is 
contained in the left-hand side. Thus assume x E D(v) n D(a). We want to 
show T(U, x) E D(r(u, v)). Since 
D(r(u,v))nD(x)n D(a)= {v) 
and since p :,, = 2, there exists an element b of 
DW, 4) f-7 D(x) f-7 &(a>. 
By Lemma 5.4, b E N. Therefore, S(b) r‘l {u, v } # 0 by Lemma 5.1. So b = 
I(U, x) as desired. 
Note that the adjacency in D,(a) is completely determined by Lemmas 
5.4, 8.1 and 8.2. 
LEMMA 8.3. Let b and c be elements of D,(a) with k > 2. Then b E D(c) 
ly and only if the following conditions hold: 
(i) {i: Pin S(b) # 0) = {i: Pin S(c) # 01. 
(ii) #{i: Pin S(b) #P, n S(c)} = 1. 
(iii) If Pj be such that Pin S(b) # Pj n S(c), then one of the following 
holds: 
(iiia) j > p + 1; 
(iiib) j Q p and #(P, n S(b)) = #(Pin S(c)) = 1 and the element 
of Pin S(b) is adjacent to the element of Pin S(c); or 
(iiic) j < p and #(Pi n S(b)) = #(PI n S(c)) = 2 and 
r(Pj n S(b)) E D(r(Pj n S(C))). 
Proof. We proceed by induction on k. The lemma is true for k = 2 by 
Lemma 8.2. 
Now we assume the lemma is true for k - 1. Since P:,~ = 2k, we have only 
to show the “if’ part. First assume b and c satisfy (i), (ii) and (iiia) or (iiib). 
Let j be as in (iii), and let X = S(b) - P,. Let Y be a subset of cardinality 
k - 2 of X, and let U = Y U (S(b) n Pj) and V = YU (S(c) n P,). By 
Lemma 6.1, 
MX)9 WI9 r(V)} ~DMW 
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By the inductive assumption, r(U) E D(r(v)). Since both 
and 
are non-empty, Lemma 5.4(iii) implies that {r(U), r(V)} and r(X) lie in 
distinct connected components of D(r(Y)). Therefore b E D(c) by 
Lemma 8.2. Next assume b and c satisfy (i), (ii) and (iiic), and letj and X be 
as above. Let Pj = { ui : 1 < i < 6). We choose the labeling of the elements of 
Pi so that ui E D(u,J if and only if i - h = f 1 (mod 6). By the inductive 
assumption, {r(XU (ui)): 1 < i < 6) is a connected component of D(r(X)) 
such that r(XU {ui}) E D(r(XU {u,,})) if and only if i - h = f 1 (mod 6). 
Therefore, that r@(b) n Pi) E D(r(S(c) n Pi)) implies that b E D(c) by 
Lemmas 5.4 and 8.1. 
Lemmas 5.4, 8.1, 8.2 and 8.3 show that the adjacency between two 
elements which belong to the same D,(a) is uniquely determined, and so G z 
Z(p, t - /I). Thus the proof of our Main Theorem is complete. 
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