Abstract-The problem of traffic state estimation for largescale urban networks is studied. Given a network that is partitioned in a number of regions, the aggregated traffic dynamics describe the vehicle accumulation in each region as well as the transfer flows among neighbouring regions. Considering the fact that many such models have been extensively used for control in the literature recently, this work tackles the real-time estimation problem when limited data are available. An estimation engine is developed according to the Extended Kalman Filter (EKF) theory, that tries to estimate the real state of the multi-region dynamic system based on sparse traffic sensors measurements. First, a stochastic model is presented for the dynamics of the process (plant). Then, the EKF estimation scheme is described that is based on a simpler aggregated model of the dynamics and some real-time measurements. The accuracy of the estimations is investigated through simulation by studying a realistic configuration of real-time availability of measurements; however the developed methodology is generic and the vector state we seek to estimate as well as the available measurements can be altered according to the application. The resulting estimated traffic states (i.e., regional accumulations, demands, and distribution of outflows) are compared to the real ones that are obtained from the stochastic plant. The developed algorithm can be utilized by closed-loop online urban traffic management strategies to feed back to the controller the estimated traffic state.
I. INTRODUCTION
Traffic state estimation is a vital part of the online closedloop traffic control system. It refers to estimating all traffic variables that are required by a controller as state feedback at the current time instant, given a set (sub-vector of the state vector) of available real-time measurements. In most of online traffic control loop applications the whole state can not be measured for different reasons, i.e., availability of sensors, communication issues, data dropouts, detector failures, and thus an estimation engine that can reproduce the system state is deemed crucial for the controller performance. More precisely, for an urban network, the developed estimation algorithm should deliver the complete picture of the network (i.e. state vector) at the current time, given some incomplete information of available measurement data from loop detectors, GPS, and any other available sensor. It should be emphasized that the number of traffic variables * This work was not supported by the ERC (European Research Council) Starting Grant "METAFERW: Modelling and controlling traffic congestion and propagation in large-scale urban multi-modal networks" (Grant #338205).
† The authors are with Urban Transport Systems Laboratory (LUTS), School of Architecture, Civil & Environmental Engineering,École Polytechnique Fédérale de Lausanne (EPFL), CH-1015 Lausanne, Switzerland {tasos.kouvelas, mohammadreza.saeedmanesh, nikolas.geroliminis}@epfl.ch to be estimated may be in general much greater than the number of variables that are directly measured. Moreover, the measurements may be noisy and this needs to be addressed within the estimation algorithm. The output of the "best state estimate" and the comparison with the real state (if available) is the essential contribution of the methodology described in this work.
There are some works on traffic state estimation mostly for highway networks ( [1] , [2] ). The basic methodologies that are used for estimation are Kalman filtering, Bayesian estimation, maximum likelihood, and data-driven machine learning techniques. On the side of urban networks estimation there are some works that utilize the same techniques on the link level ( [3] , [4] , [5] , [6] ), i.e., they try to estimate the traffic state of each link of the network, but to the best of our knowledge, there is no estimation algorithm for region-based aggregated modelling and control.
Recently, there has been a lot of development with respect to methodologies for perimeter control that utilize the Macroscopic Fundamental Diagram (MFD) for multi-region urban networks. All these controllers are based on aggregated state-space modelling for the system. There are some works trying to estimate MFD parameters in the literature like [7] . Nevertheless, from the viewpoint of field implementations of such approaches, this is a missing part to fill the gap between available data and the controller input requirements in order to close the real-time control loop. Moreover, an estimation algorithm can also be utilized to calibrate the discrepancies between the control model and the plant. Calibrating the parameters of a traffic model (that can depend on network topology, time of day, weather, driving behaviour, etc.) is a tedious process; another importance of an estimation engine is that it can be used for online estimation of some model parameters. In this work we develop a generic estimation framework, that is based on the seminal methodology of Kalman filtering [8] and its extensions for nonlinear systems (see, e.g. [9] ), and can be used in practice for many different configurations of aggregated state vectors and real-time measurements.
II. DYNAMIC ESTIMATION METHODOLOGY

A. The Extended Kalman Filter
Kalman filter is an optimal state estimator applied to linear dynamic systems that involves random (Gaussian) noise and incorporates a limited amount of noisy real-time measurements. Although it was originally derived for linear systems, Kalman filter can be also extended and be applied to nonlinear systems via specific online Taylor expansions of the originally nonlinear systems (i.e. the Taylor expansion needs to be calculated in real-time at every discrete time instant). This extended version, that is utilized in the current work, is the so called Extended Kalman Filter (EKF). This methodology can be also viewed as a fusion between the real-time available measurements from the plant and the predefined nonlinear dynamic model that is derived for the process. Here, EKF is used to estimate traffic state variables (e.g. vehicle accumulations, flows), but also to estimate exogenous signals of demands, and some states that are difficult to be measured and can be considered as timedepended model parameters. More precisely, if some state variables are not measurable, we can reformulate the problem and denote them as model parameters (i.e. random walks) and then try to estimate their values in real-time.
B. Multi-region nonlinear process dynamics
Consider an urban network partitioned in N homogeneous regions with well-defined MFDs (Figure 1) . The index i ∈ N = {1, 2,...,N} denotes the region of the system, n i (t) the total accumulation (number of vehicles) in region i, and n i j (t) the number of vehicles in region i with final destination region j ∈ N , at a given time t. Let N i be the set of all regions that are directly reachable from the borders of region i, i.e. adjacent regions to region i. The discrete time MFD dynamics of the N-region system can be described by the following first order difference equations
where i, j ∈ N , i = j; k = 0, 1,...,k − 1 is the model discrete time index, T [sec] the sample time period of the model (i.e. time t = kT ). The variables q i j (k) [veh/sec] denote the exogenous traffic flow demand that is generated in region i, at time step k, with final destination in region j (i.e. q ii (k) is the demand generated in region i that has final destination in region i). The variables M h i j (k) [veh/sec] denote the transfer flows from region i to region h, that have final destination region j, while M ii (k) [veh/sec] is the internal trip completion rate of region i (without going through another region). Consequently, the total accumulation n i (k) for region i can be computed by n i (k) = ∑ j∈N n i j (k).
We assume that for each region i there exists a production MFD between accumulation n i (k) and total production, P i (n i (k)) [veh·m/sec], which describes the performance of the system in an aggregated way. To this end, the transfer flows M h i j (k) and internal trip completion rates M ii (k) are calculated according to the corresponding production MFD of the region, and proportionally to the accumulations n i j (k) as follows where i, j ∈ N , h ∈ N i ; k = k/N c , with N c some positive integer, is the control discrete time index (i.e. the control cycle is always a multiple of the plant sample time T ), and L i [m] is the average trip length for region i, which is assumed to be independent of time and destination, internal (inside region i) or external (to some other region j). The parameters θ ii (k), θ h i j (k) reflect the route choice of drivers and are assumed to be exogenous (i.e. can be constant or time varying and they are provided by another methodology). The transfer flows M h i j (k) are the minimum between the sending flow from region i (which only depends on the accumulation of the region), and the receiving capacity C ih (n h (k)) [veh/sec] of region h. Moreover, each region i is assumed to have a homogeneous speed given by
where ζ i (k), i ∈ N denotes zero-mean Gaussian white noise that acts on the speed equation, which is empirical and not exact, in order to reflect the modelling inaccuracies. By imposing this noise in the speed equation, we implicitly achieve to introduce noise on the production MFD of the region P i (n i (k)) which is proportional to the regional accumulation n i (k), i.e., lower noise for uncongested conditions and higher for congested conditions. Note that in (1)- (4) there is no modelling noise as they describe the conservation of vehicles which holds strictly in any case. The nonlinear difference equations (1)- (5) represent a stochastic version of equations presented in [10] and represent the traffic dynamics (plant) of an N-region urban network integrated with an aggregated routing model. Note, that these equations allow the drivers to choose any arbitrary sequence of regions as their route and their path can cross region boundaries multiple times (because of variables θ ii (k), θ h i j (k)). The complete process plant can be written in a compact vector form as
where g is a nonlinear vector function corresponding to the N + ∑ i∈N |N i | model equations of the multi-region system accumulations. Including all i, j ∈ N , the vector n(k) represents the plant state; d(k), comprises all exogenous demand variables; u(k) is the vector with the control inputs, and ξ (k) represents the vector with all modelling errors. The utilization of (6) requires real-time availability of d(k) and determination of u(k) by a control law. However, some elements of d(k) may not be measured directly or even not at all measurable, but can rather be estimated by appropriate dynamic systems methods.
C. The EKF state-space model
In order to build the estimation engine a state-space dynamic model of the process is needed. Starting from the plant DS 1 (n, d, u, ξ ), we make the following assumptions/modifications to formulate the problem:
since from a estimation and/or control viewpoint it is not critical; if the control actions do not allow the system to operate in states close to gridlock this constraint is not necessary. Essentially, traffic states that are close to gridlock are very unstable and no model can deal effectively with such conditions.
• We introduce the model parameters
∀i ∈ N , h ∈ N i , which become now time-depended random parameters that cannot be measured and we need to estimate their values. In the EKF state-space model these are extra state variables that behave as random walks. This is a common technique used in linear-parameter-varying (LPV) systems to remove nonlinearities of the original system at hand.
• For each region i, we aggregate all the accumulations n i j and n ii resulting in only one traffic state variable n i . This means that we do not model the groups of vehicles by origin and destination, but rather we are interested in estimating the total accumulation of the region without OD information. These variables are useful for feedback regulators in the literature that do not need OD information (e.g. [11] ).
• Similarly, for each region i, we aggregate the demands q i j and q ii , resulting in only one state variable q i ; again we do not model OD information but only aggregated demands. Given the modifications described above, the aggregated dynamic equation of accumulation n i for a region i becomes as follows
with G i (n i (k)) being a third degree polynomial function of n i (k) (MFD), including the Gaussian white noise term β i (k) which is constructed to be proportional to n i (k), i.e.
and all the model parameters α ih , i ∈ N , h ∈ N i are also assumed to be random walks with Gaussian white noises
Finally, by defining the augmented state vector x = n ,d , α , wheren,d, and α represent the vectors with all accumulations, demands, and parameters of the system, respectively, and the vector of appropriate dimension with all model noises ξ = [β , η ] , we can write the complete state-space model in compact vector form
where f is a nonlinear differentiable vector function that can be determined accordingly. In this work, vector x corresponds to the complete traffic state of any considered multiregion urban network and is the estimation output. Note that in general, x can be modified according to the controller requirements.
D. Real-time measurements configuration
Consider now that we have available measurements from an urban network. If traffic loop detectors are installed and perhaps also some real-time GPS data are available, it is reasonable to assume that we can get measurements for the total accumulation of any region n i (but not n i j ), and also the aggregated transfer flows from any region i to any region j (but not detailed route choices, trip endings, and demand data). Note, however, that if some of these measurements are biased the estimation procedure presented here cannot eliminate this bias. For the accumulations measurements, we get for region i
where m n i (k) denotes the measurement at time kT and γ i (k) the corresponding accumulation measurement noise. Moreover, note that if we assume that we measure all the transfer flows, we get from (8)
where m ih (k) denotes the measurement of the aggregated flow transferring from region i to region h at time [(k − 1)T, kT ] (independently of route choice and final destination), and γ ih (k) the corresponding measurement noise. Note that the MFDs G i (n i (k)) already include a modelling error β i (k) because of (9), as they are empirical equations and not exact (the noise represents the scatter).
To this end, we define as ψ a vector of appropriate dimension that includes all measurement noises involved in (14)-(16). All the noises are assumed to be white Gaussian with known standard deviations that reflect the reliability level of each measurement. By utilizing the state vector x, the measurement equations (14)-(16) can be written in a compact vector form as
where vector y corresponds to the measured output of the dynamic system (accumulations and transfer flows); h is the nonlinear differentiable output vector function; ψ represents the output noise vector, which is a function of state noise ξ and measurement noise γ (with known covariance matrix).
Equations (13) and (17) together constitute a complete multiregion urban traffic dynamic system DS 2 (x, u, y) :
E. Online EKF update of the state estimates
Consider the dynamic state and output system model DS 2 (x, u, y). Assume that the state noise ξ (k), output noise ψ(k), and the system's initial state x(0) satisfy the following three conditions:
(I) ξ (k) and ψ(k) are zero-mean Gaussian white random processes, and for any k ≥ 0 and l ≥ 0 the following hold
where Q, R, are known symmetric positive definite and semi-definite matrices, respectively, while M is a generally non-square matrix that contains the correlation of all components in ξ and ψ; finally δ kl is the Kronecker delta function. (II) x(0) is a Gaussian random vector with known mean and auto-covariance matrix (III) x(0) is uncorrelated to ζ and ψ at any k.
Consider the system DS 2 (x, u, y) under assumption (I)-(III). At each time instant k, given the measured output y(k) (as well as all the available historical measurements of the previous time instants, i.e. y(k − 1), y(k − 2), . . . , y(1)), it is the goal of EKF to deliver the state estimatex(k + 1) so as to minimize the covariance of the estimation error
wherex(k + 1) denotes the mathematical expectation of the real x(k + 1) conditional on measurements available up to the k-th time instant. In other words,x(k + 1) is our one-step prediction of the expected value of x(k + 1). The recursive equations of the standard EKF are as follows:
where the matrices of appropriate dimensions A(k), Γ(k), C(k), and Σ(k) contain all the first order Taylor expansion derivatives for time instance k as follows
In the above equations, K(k) is the EKF gain matrix, which is calculated online based on the first-order linear Taylor-expansion of f and g at the current pointx(k) and for the expected value of all noises which is 0, for each k. As these calculations are recursive, K(k) actually depends on traffic measurements of all previous time instants k − 1, k − 2, . . . , 1. Note in (24), that EKF consists of two terms: (a) the model term (also called "prior estimate") which delivers pure model-based state estimations at each time instant k, and (b) the correction term (also referred to as "posterior estimate"), which is based on the real-time measurements collected at each k. It should be emphasized that both terms are essential for the satisfactory performance of EKF. Note also that for the design of EKF the dynamic system model DS 2 (x, u, y) is employed, without the use of any noise (as all the errors correspond to zero-mean noises). EKF actually uses a deterministic model to handle a stochastic situation, while the knowledge regarding the addressed stochastic situation is contained in covariance matrices Q and R and crosscovariance matrix M that are utilized by the online recursive equations of EKF for each k. Finally, it should be pointed out that EKF represents a suboptimal solution for this problem (i.e. minimizing (23) with regard to (18)), as an optimal filter for nonlinear systems would require infinite dimensions.
III. SIMULATION OF A MULTI-REGION URBAN NETWORK
A. Network description
The EKF methodology presented in the previous section has been tested in MATLAB simulations and this sections presents the obtained estimation results. In our simulations the plant model is the nonlinear system DS 1 (n, u, d, ξ ) of (6). The test case network is a replica of the network used in [11] and corresponds to the CBD of Barcelona in Spain (Figure 2(a) ). It covers an area of about 12km 2 with around 600 intersections and 1500 urban links. The network is partitioned into homogeneous regions by running the algorithm presented in ( [12] ) and the resulting 4 regions are presented in Figure 2(b) . Figure 3 presents the MFDs of the 4 regions obtained from realistic data gathered in [11] from a well calibrated microsimulation model in Aimsun software. The scatter depicts the modelling noise ξ that is imposed to the plant; every time instant we draw from a Gaussian distribution with a predefined variance (notice the higher scatter in the congested part of the MFD compared to the uncongested part). In order to run the simulation, first of all, a demand scenario is needed with origin-destination information (i.e. generated vehicles per time unit for all origins and destinations and all the simulation horizon). For this case study with 4 regions we utilize a noisy variant of the demand scenario as presented in Figure 4 for evaluating a perimeter controller (e.g. 4×4 OD matrix). The detailed demand scenario for all the horizon is presented in Figure 4 and creates some realistic congestion patterns to the network. The simulation duration is around 10000 seconds and the discrete simulation step is set to T = 20 seconds.
B. Experiment set-up
As mentioned earlier, in this case study we assume that we are provided with measurements of regional accumulations and transfer flows, albeit this assumption can be readily modified in our methodology if other measurements are available. All noises utilized in the simulation are white Gaussian. In our experiments the following standard deviations (SD) have been used for the random variables:
where υ i,max is the maximum speed that we can get from the MFD function of every region i. Based on the above settings, matrices Q, R, and M can be easily determined offline ∀k (in general they can vary with k). Q and R are diagonal positive definite matrices. It should be emphasized that the specification of the various SD values determines to a large extent the behavior of EKF. Essentially, the higher the SD of the output noise ψ as compared to the state noise ξ , the lower the filter gain values K(k) in (24), i.e. the lower the impact of real-time measurements y(k) onx(k + 1), as compared to the impact of the model f, and vice versa. Particularly for the demands and the model parameters that are considered random walks in (10)- (12), the less the utilized noise (i.e. SD values), the less fluctuations will be expected in the resulting estimations of these variables. Figure 5 demonstrates the accuracy of estimates for the regional accumulations. Note that accumulations are measured in real-time and fed to EKF, however the estimates are not exact because of the involved noises. As the order of the values of accumulations is very high compared to the estimation error the difference of the blue and red trajectories in Figure 5 is not clear. For that reason, we also provide the error x −x for each region. In the small sub-figures one can clearly see the bounds of the estimation errors for all the simulation horizon.
C. Simulation results
1) Regional accumulations:
2) Demand and parameter estimation: Figure 6 presents the estimation of the aggregated demand for every region in contrast to the real demand input of the plant. EKF accomplishes to follow the trend of the signals and the accuracy of the estimation relatively good. Finally, Figure 7 shows the estimates of the model parameters α ih (k), which are also considered quite satisfactory. Note that all the variables presented in Figures 6-7 aer modelled within EKF as random walks. Nevertheless, the estimator manages to track their behaviour by successfully fusing the provided information from the measurements. The model may be quite "naive" (no information apart from random Gaussian noise), however the provided data together with the dynamics of the system achieve to deliver a good estimate. The performance of EKF for the whole traffic state vector can be characterized quite successful. 
IV. CONCLUSIONS
The development of a generic traffic state estimator for multi-region urban networks of arbitrary topology, characteristics, and real-time measurement configurations is addressed. A simple methodology is presented that utilized the EKF theory for nonlinear systems and the accuracy of the estimation engine is evaluated with MATLAB simulation. The investigation results provide sufficient evidence for the following conclusions:
• EKF methodology can estimate quite well the aggregated exogenous demand trajectories, as well as the model parameters α ih for different origins and destinations, • although direct measurements are not available, the dynamic system DS 2 (x, u, y) can track the complicated nonlinear dynamics that include OD information, • the estimation scheme can be utilized by perimeter controllers of arbitrary structure to deliver the estimate of the state feedback vector when direct measurements from the plant are not available. A conjecture is that the error of the estimate is not expected to affect the control decisions significantly, but this needs to be verified. Our objective is to investigate the efficiency of this estimation algorithm with other more complicated plants (e.g. microsimulation software), and ultimately to do a real field trial, where the plant is a real urban transport network.
