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Abstract
Consider a Hamiltonian action of a compact connected Lie group on a symplec-
tic manifold (M,ω). Conjecturally, under suitable assumptions there exists a mor-
phism of cohomological field theories from the equivariant Gromov-Witten theory
of (M,ω) to the Gromov-Witten theory of the symplectic quotient. The morphism
should be a deformation of the Kirwan map. The idea, due to D. A. Salamon, is
to define such a deformation by counting gauge equivalence classes of symplectic
vortices over the complex plane C.
The present memoir is part of a project whose goal is to make this definition
rigorous. Its main results deal with the symplectically aspherical case. The first
one states that every sequence of equivalence classes of vortices over the plane has
a subsequence that converges to a new type of genus zero stable map, provided
that the energies of the vortices are uniformly bounded. Such a stable map consists
of equivalence classes of vortices over the plane and holomorphic spheres in the
symplectic quotient. The second main result is that the vertical differential of the
vortex equations over the plane (at the level of gauge equivalence) is a Fredholm
operator of a specified index.
Potentially the quantum Kirwan map can be used to compute the quantum
cohomology of symplectic quotients.
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CHAPTER 1
Motivation and main results
1.1. Quantum deformations of the Kirwan map
Let (M,ω) be a symplectic manifold without boundary, and G a compact con-
nected Lie group with Lie algebra g. We fix a Hamiltonian action of G on M and
an (equivariant) momentum map1 µ :M → g∗. Throughout this memoir, we make
the following standing assumption:
Hypothesis (H): G acts freely on µ−1(0) and the momentum map µ is proper.
Then the symplectic quotient
(
M := µ−1(0)/G, ω
)
is well-defined, smooth and
closed (i.e., compact and without boundary). The Kirwan map is a canonical ring
homomorphism
κ : H∗G(M)→ H∗(M).
Here H∗ and H∗G denote cohomology and equivariant cohomology with rational
coefficients, and the product structures are the cup products. F. Kirwan proved
[Kir] that this map is surjective. Based on this result, the cohomology ring H∗(M)
was described in different ways by L. C. Jeffrey and F. Kirwan [JK, Theorem 8.1],
S. Tolman and J. Weitsman [TW, Theorem 1], and many others.
The present memoir is concerned with the problem of “quantizing” the Kir-
wan map, which was first investigated by R. Gaio and D. A. Salamon. Assuming
symplectic asphericity and some other restrictive conditions, in [GS, Corollary A’]
these authors constructed a ring homomorphism from H∗G(M) to the (small) quan-
tum cohomology of (M,ω), which intertwines the Gromov-Witten invariants of the
symplectic quotient with the symplectic vortex invariants. Their result is based on
an adiabatic limit in the symplectic vortex equations. It was used by K. Cieliebak
and D. A. Salamon in [CS, Theorem 1.3] to prove that given a monotone linear
symplectic torus action on R2n with minimal first equivariant Chern number at
least 2, the quantum cohomology of (M,ω) is isomorphic to the Batyrev ring.
The result by Gaio and Salamon motivates the following conjecture. We denote
by QH∗G(M,ω) the equivariant quantum cohomology. By this we mean the Q-vector
space of all maps α : HG2 (M,Z)→ H∗G(M) satisfying an equivariant version of the
Novikov condition, together with a product counting holomorphic maps from S2
to the fibers of the Borel construction for the action of G on M .2 The Novikov
condition states that for every number C ∈ R there are only finitely many classes
B ∈ HG2 (M,Z), such that α(B) 6= 0 and
〈
[ω − µ], B〉 ≤ C. Here [ω − µ] ∈ H2G(M)
denotes the cohomology class of the two-cocycle ω − µ in the Cartan model.
1Momentum maps are often called moment maps by symplectic geometers. However, the
first term seems more appropriate, since the notion generalizes the linear and angular momenta
appearing in classical mechanics.
2For the definition of this product see [Gi, GiK, Kim, Lu, Ru].
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2 1. MOTIVATION AND MAIN RESULTS
The space QH∗G(M,ω) is naturally a module over the equivariant Novikov ring
Λµω.
3 We denote by QH∗(M,ω) the quantum cohomology of (M,ω) with coefficients
in this ring. A map
(1.1) ϕ : HG2 (M,Z)→ HomQ
(
H∗G(M), H
∗(M)
)
satisfying the equivariant Novikov condition4, induces a Λµω-module homomorphism
(1.2) ϕ∗ : QH
∗
G(M,ω)→ QH∗(M,ω), (ϕ∗α)(B) :=
∑
ϕ(B1)α(B2),
where the sum is over all pairs B1, B2 ∈ HG2 (M,Z) satisfying B1 + B2 = B. We
denote by cG1 (M,ω) ∈ H2G(M,Z) the first G-equivariant Chern class of (TM,ω),
and by
(1.3) N := inf
({〈
cG1 (M,ω), B
〉 ∣∣B ∈ HG2 (M,Z) : spherical} ∩ N) ∈ N ∪ {∞}5
the minimal equivariant Chern number. We call (M,ω, µ) semipositive iff there
exists a constant c ∈ R such that〈
[ω − µ], B〉 = c〈cG1 (M,ω), B〉,
for every spherical class B ∈ HG2 (M,Z), and if c < 0 then N ≥ 12 dimM .
1. Conjecture (Quantum Kirwan map, semipositive case). Assume that (H)
holds and that (M,ω, µ) is convex at ∞ 6 and semipositive. Then there exists
a map ϕ as in (1.1), satisfying the equivariant Novikov condition, such that the
induced map ϕ∗ as in (1.2) is a surjective ring homomorphism, and
ϕ(0) = κ,(1.4) 〈
[ω − µ], B〉 ≤ 0, B 6= 0 =⇒ ϕ(B) = 0.(1.5)
Once proven, this conjecture will give rise to a recursion formula for QH∗(M,ω)
in terms of QH∗G(M,ω) and ϕ.
7 As noticed in [NWZ], without the semipositivity
condition, the conjecture likely needs to be modified as follows:
2. Conjecture (Quantum Kirwan map, general situation). Assume that (H)
holds, and that (M,ω, µ) is convex at ∞. Then there exists a morphism of coho-
mological field theories (CohFT’s) from the equivariant Gromov-Witten theory of
(M,ω) to the Gromov-Witten theory of (M,ω).
For the notion of a morphism between two CohFT’s V and W see [NWZ].
Such a morphism consists of a sequence of Sn-invariant multilinear maps
ψn : V ×n ×H∗(Mn,1(A))→W, n ∈ N0 := N ∪ {0},
3This ring consists of all maps λ : HG
2
(M,Z) → Q satisfying an equivariant version of the
Novikov condition, analogous to the one above. The product is given by convolution.
4This condition is analogous to the one above.
5 In this memoir N := {1, 2, . . .} does not include 0.
6This means that there exists an ω-compatible and G-invariant almost complex structure J
on M , such that the quadruple
(
M,ω, µ, J
)
is convex at∞ in the sense explained before Theorem
3 below.
7The recursion is over the set{〈
[ω − µ],
k∑
i=1
Bi
〉 ∣∣∣∣∣ k ∈ N ∪ {0}, Bi ∈ HG2 (M,Z) : ϕ(Bi) 6= 0 or GWGBi 6= 0, i = 1, . . . , k
}
,
where GWGBi denotes the 3-point genus 0 equivariant Gromov-Witten invariant of (M,ω) in the
class Bi.
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satisfying relations involving the composition maps of V and W . Here Mn,1(A)
denotes the moduli space of stable n-marked scaled lines. Furthermore, the action
of the symmetric group Sn is by permutations of the first n arguments of ψ
n. The
map ψ1 plays the role of ϕ∗ as in Conjecture 1. The map ψ
0 measures how much
ψ1 fails to be a ring homomorphism. Once proven, Conjecture 2 will give rise to
a recursion formula for the Gromov-Witten invariants of (M,ω) in terms of the
equivariant Gromov-Witten invariants of (M,ω) and the morphism (ψn)n.
The present memoir is part of a project whose goal is to prove Conjectures 1
and 2.8 The approach pursued here was suggested by D. A. Salamon.9 The idea is
to construct the maps of the conjectures by counting symplectic vortices over the
complex plane C. In a first step, we will consider the (symplectically) aspherical
case. This means that
(1.6)
∫
S2
u∗ω = 0, ∀u ∈ C∞(S2,M).
In this case the equivariant quantum cup product is induced by the ordinary cup
product on H∗G(M).
1.2. Symplectic vortices, idea of the proof of existence of a quantum
Kirwan map
To explain the idea of the proofs of Conjectures 1 and 2, we recall the symplec-
tic vortex equations: Let J be an ω-compatible and G-invariant almost complex
structure on M , 〈·, ·〉g an invariant inner product on g, (Σ, j) a Riemann surface,
and ωΣ a compatible area form on Σ.
10 For every smooth (principal) G-bundle P
over Σ we denote by A(P ) the affine space of smooth connection one-forms on P ,
and by C∞G (P,M) the set of smooth equivariant maps from P to M . Consider the
class
B˜ := B˜Σ :=
{
w := (P,A, u)
∣∣P smooth G-bundle over Σ,(1.7)
A ∈ A(P ), u ∈ C∞G (P,M)
}
.
The symplectic vortex equations are the equations
∂¯J,A(u) = 0,(1.8)
FA + (µ ◦ u)ωΣ = 0(1.9)
for a triple (P,A, u) ∈ B˜. To explain these conditions, note that the pullback bundle
u∗TM → P descends to a complex vector bundle (u∗TM)/G → Σ.11 For every
x ∈ M we denote by Lx : g → TxM the infinitesimal action, corresponding to
the action of G on M . With this notation, ∂¯J,A(u) means the complex antilinear
part of dAu := du + LuA, which we think of as a one-form on Σ with values in
(u∗TM)/G→ Σ. In (1.9) we view the curvature FA of A as a two-form on Σ with
values in the adjoint bundle gP := (P × g)/G→ Σ 12. Furthermore, identifying g∗
with g via 〈·, ·〉g, we view µ ◦ u as a section of gP . The vortex equations (1.8,1.9)
were discovered by K. Cieliebak, A. R. Gaio, and D. A. Salamon [CGS], and
8Further relevant results will appear elsewhere, including [Zi4, Zi5].
9Private communication.
10This means that j and ωΣ determine the same orientation of Σ.
11The complex structure on this bundle is induced by the almost complex structure J .
12Here G acts on g in the adjoint way.
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independently by I. Mundet i Riera [Mu1, Mu2].13 A solution of these equations
is called a (symplectic) vortex.
Two elements w,w′ ∈ B˜ are called (gauge) equivalent iff there exists an iso-
morphism Φ : P ′ → P of smooth G-bundles (which descends to the identity on Σ),
such that
Φ∗(A, u) := (A ◦ dΦ, u ◦ Φ) = (A′, u′).
In this case we write w ∼ w′. We define
(1.10) B := BΣ := B˜/∼ .
The equations (1.8,1.9) are invariant under equivalence. We call an element W ∈ B
a vortex class iff it consists of vortices. We define the energy density of a class
W ∈ B to be
(1.11) eW := ew :=
1
2
(|dAu|2 + |FA|2 + |µ ◦ u|2),
where w := (P,A, u) is any representative ofW . Here the norms are induced by the
Riemannian metrics ωΣ(·, j·) on Σ and ω(·, J ·) on M , and by 〈·, ·〉g. This definition
does not depend on the choice of w. Vortex classes are absolute minimizers of the
(Yang-Mills-Higgs) energy functional
(1.12) E : B → [0,∞], E(W ) :=
∫
Σ
eWωΣ
in a given second equivariant homology class.14 We define the image of a class
W ∈ B to be the set of orbits of u(P ), where (P,A, u) is any representative of W .
This is a subset of the orbit space M/G.
Consider now the complex plane Σ := C, equipped with the standard area form
ωC := ω0.
15 Let W ∈ BC be a vortex class of finite energy, such that the image
of W has compact closure16. Then W naturally carries an equivariant homology
class [W ] ∈ HG2 (M,Z). (See Section 3.1.) Let B ∈ HG2 (M,Z). We denote by MB
the set of vortex classes W representing the class B, and by EG→ BG a universal
G-bundle. There are natural evaluation maps
evz :MB → (M × EG)/G, ev∞ :MB →M
at z ∈ C and ∞ ∈ C ∪ {∞}.17 We denote by PD : H∗(M)→ H∗(M) the Poincare´
duality map. To prove Conjecture 1, heuristically, we define
ϕ : HG2 (M,Z)→ HomQ
(
H∗G(M), H
∗(M)
)
,(1.13) 〈
ϕ(B)α, b
〉
:=
∫
MB
ev∗0 α ⌣ ev
∗
∞PD(b),(1.14)
13In the case G := S1 ⊆ C acting onM := C by multiplication, and Σ := C, the corresponding
energy functional was introduced previously by V. L. Ginzburg and L. D. Landau [GL], in order
to model superconductivity. More generally, in the case M := Cn and G a closed subgroup of
U(n), the functional appeared in physics in the context of gauged linear sigma models, starting
with the work of E. Witten [Wi].
14See [CGS, Proposition 3.1]. Here we assume that Σ is closed, and vortices in the given
homology class exist.
15In this case a vortex may be viewed as a map (Φ,Ψ, u) : C → g × g ×M , see Remark 6
below.
16with respect to the quotient topology on M/G
17See [Zi1, Zi4] and Section 2.1.
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for B ∈ HG2 (M,Z), α ∈ H∗G(M), and b ∈ H∗(M). Under the hypotheses of
Conjecture 1, this map is “morally” well-defined and satisfies the conditions of
the conjecture: If J is chosen as in the definition of convexity below, then there
exists a compact subset of M/G containing the image of every finite energy vortex
class W ∈ BC whose image has compact closure. This ensures that for every
B ∈ HG2 (M,Z), the space MB can be compactified by including holomorphic
spheres in M and in the fibers of the Borel construction (M × EG)/G. In the
transverse case, it follows that the “boundary” of MB has codimension at least 2.
This makes the map ϕ “well-defined”. It satisfies the equivariant Novikov condition
as a consequence of the compactification argument, conservation of the equivariant
homology class in the limit (see [Zi1, Zi4]), and the identity
E(W ) =
〈
[ω − µ], [W ]〉.
This holds for every vortex class W ∈ BC of finite energy, such that the image of
W has compact closure.18 The identity also implies conditions (1.4,1.5).
The ring homomorphism property for the induced map Qκ := ϕ∗ follows from
an argument involving two marked points on the plane C that either move together
or infinitely apart. The semipositivity assumption ensures that in the limit there
is no bubbling of vortex classes over C without marked points. In contrast with
holomorphic planes, such vortex classes may occur in stable maps in top dimensional
strata, even in the transverse case. This is due to the fact that vortices over C
“should not be rotated”, which is explained below.
Surjectivity of Qκ will be a consequence of surjectivity of the Kirwan map κ,
and the equivariant Novikov property. The idea of the proof of Conjecture 2 is to
define Qκ1 := Qκ as above, and for general n ∈ N0, Qκn in a similar way, using n
marked points. The map Qκ0 counts vortex classes over C without marked points.
The “quantum Kirwan morphism” (Qκn)n∈N0 will intertwine the genus 0 sym-
plectic vortex invariants with the Gromov-Witten invariants of (M,ω). This will
follow from a bubbling argument for a sequence of vortex classes over the sphere
S2, equipped with an area form that converges to ∞.19
The goal of the present memoir is to establish bubbling (i.e., “compactifica-
tion”) and Fredholm results for vortices over C in the aspherical case. Together
with a transversality result (see [Zi5]), the Fredholm result will provide a natural
structure of an oriented manifold on the setMB. Furthermore, the bubbling result
will imply that the map
(ev0, ev∞) :MB → (M × EG)/G×M
is a pseudocycle20.This will give a rigorous meaning to the integral (1.14). The ring
homomorphism property and the relations defining a morphism of CohFT’s will be
a consequence of the bubbling result and a suitable gluing result.
18The equality follows from [CGS, Proposition 3.1] with Σ := S2 ∼= C∪{∞} and a smoothen-
ing argument at ∞.
19This corresponds to the adiabatic limit studied by Gaio and Salamon in [GS]. The new
feature here is that in the limit, vortex classes over C may bubble off.
20as defined in [MS2, Definition 6.5.1]
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1.3. Bubbling for vortices over the plane
To explain the first main result of this memoir, we assume that (M,ω) is
aspherical, i.e., condition (1.6) is satisfied.21 We denote by
(1.15) M˜ := {(P,A, u) ∈ B˜C ∣∣ (1.8, 1.9)}, M := M˜/∼
the class of all vortices over C and the set of equivalence classes of such vortices. The
latter is equipped with a natural topology.22 Consider the subspace of all classes
in M with fixed finite energy E > 0. There are three sources of non-compactness
of this space: Consider a sequence Wν ∈ M, ν ∈ N, of classes of energy E. In the
limit ν →∞, the following scenarios (and combinations) may occur:
Case 1. The energy density of Wν blows up at some point in C.
Case 2. There exists a number r > 0 and a sequence of points zν ∈ C that con-
verges to ∞, such that the energy density of Wν on the ball Br(zν) is bounded
above and below by some fixed positive constants.
Case 3. The energy densities converge to 0, i.e., the energy is spread out more and
more.
In case 1, by rescaling Wν around the bubbling point, in the limit ν → ∞,
we obtain a non-constant J-holomorphic map from C to M . Using removal of
singularity, this is excluded by the asphericity condition. In case 2, we pull Wν
back by the translation z 7→ z + zν , and in the limit ν →∞, obtain a vortex class
over C. Finally, in case 3, we “zoom out” more and more. In the limit ν →∞ and
after removing the singularity at∞, we obtain a pseudo-holomorphic map from S2
to the symplectic quotient M = µ−1(0)/G.
Hence in the limit, passing to a subsequence, we expectWν to converge to a new
sort of stable map, which consists of vortex classes over C and pseudo-holomorphic
spheres in M . Here an important difference to Gromov-convergence for pseudo-
holomorphic maps is the following: Although the vortex equations are invariant
under all orientation preserving isometries of Σ, only translations on C should be
allowed as reparametrizations used to obtain a vortex class over C in the limit.
Hence we should disregard some symmetries of the equations. The reasons are that
otherwise the reparametrization group does not always act with finite isotropy on
the set of simple stable maps, and that there is no suitable evaluation map on the
set of vortex classes, which is invariant under rotation.23
We are now ready to formulate the first main result. Here we say that (M,ω, µ, J)
is convex at ∞ iff there exists a proper G-invariant function f ∈ C∞(M, [0,∞))
and a constant C ∈ [0,∞), such that
ω(∇v∇f(x), Jv)− ω(∇Jv∇f(x), v) ≥ 0, df(x)JLxµ(x) ≥ 0,
for every x ∈ f−1([C,∞)) and 0 6= v ∈ TxM . Here ∇ denotes the Levi-Civita
connection of the metric ω(·, J ·). This condition reduces to the existence of a
21The general situation is discussed in Remark 17 in Section 2.1.
22It is induced by the C∞-topology on compact subsets of C.
23See Remarks 22 and 33 in Sections 2.2 and 2.4.
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plurisubharmonic function in the case in which G is trivial. It is satisfied e.g. if M
is closed, and for linear actions on symplectic vector spaces.24
3. Theorem (Bubbling). Assume that hypothesis (H) is satisfied, (M,ω) is
aspherical, and (M,ω, µ, J) is convex at∞. Let k ∈ N0, and for ν ∈ N let Wν ∈ M
be a vortex class and zν1 , . . . , z
ν
k ∈ C be points. Suppose that the closure of the
image of each Wν is compact, and
E(Wν ) > 0, ∀ν ∈ N, sup
ν∈N
E(Wν) <∞.
Then there exists a subsequence of
(
Wν , z
ν
0 := ∞, zν1 , . . . , zνk
)
that converges to
some genus 0 stable map (W, z) consisting of vortex classes over C and pseudo-
holomorphic spheres in M , with k + 1 marked points. (See Definitions 15 and 20
in Chapter 2.25)
The proof of this result combines Gromov compactness for pseudo-holomorphic
maps with Uhlenbeck compactness. It relies on work [CGMS, GS] by K. Cieliebak,
R. Gaio, I. Mundet i Riera, and D. A. Salamon. The idea is the following. In order
to capture all the energy, we “zoom out rapidly”, i.e., rescale the vortices so much
that the energies of the rescaled vortices are concentrated near the origin in C.
Now we “zoom back in” in such a way that we capture the first bubble, which may
either be a vortex class over C or a J-holomorphic sphere in M . In the first case
we are done. In the second case we “zoom in” further, to obtain a finite number of
vortices and spheres that are attached to the first bubble. Iterating this procedure,
we construct the limit stable map.
The proof involves generalizations of results for pseudo-holomorphic maps to
vortices: a bound on the energy density of a vortex, quantization of energy, com-
pactness with bounded derivatives, and hard and soft rescaling. The proof that
the bubbles connect and no energy is lost between them, uses an isoperimetric in-
equality for the invariant symplectic action functional, proved in [Zi2], based on a
version of the inequality by R. Gaio and D. A. Salamon [GS].
Another crucial point is that when “zooming out”, no energy is lost locally in
C in the limit. This relies on an upper bound on the “momentum map component”
of a vortex, due to R. Gaio and D. A. Salamon.
1.4. Fredholm theory for vortices over the plane
The space of gauge equivalence classes of symplectic vortices can be viewed
as the zero set of a section of an infinite dimensional vector bundle. Formally,
the second main result of this memoir states that in the case Σ = C the vertical
differential of this section is Fredholm when seen as an operator between suitable
weighted Sobolev spaces. We will first state the result and then interpret it in this
way.
Statement of the Fredholm result. Consider the case Σ := C and ωC := ω0.
Let p > 2 and λ be real numbers.26 We define the set Bpλ as follows. For a
24See [CGMS, Example 2.8]. Here the standing assumption that µ is proper is used.
25The reasons for introducing the additional marked points zν
0
=∞ are explained in Remark
21 in Section 2.2.
26In this memoir, p and λ always refer to finite values, unless otherwise stated.
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measurable function f : Rn → R we denote ‖f‖p := ‖f‖Lp(C) ∈ [0,∞] and define
the λ-weighted Lp-norm of f to be
‖f‖p,λ :=
∥∥(1 + | · |2)λ2 f∥∥
p
∈ [0,∞].
We define B˜ploc to be the class consisting of all triples (P,A, u), where P → C is a
G-bundle of classW 2,ploc
27, A a connection (one-form) of classW 1,ploc , and u : P →M
a G-equivariant map of class W 1,ploc . We call two elements w,w
′ ∈ B˜ploc p-equivalent
iff there exists an isomorphism Φ : P ′ → P of G-bundles of class W 2,ploc (descending
to the identity on C), such that Φ∗(A, u) = (A′, u′). In this case we write w ∼p w′.
We define
B˜pλ :=
{
w := (P,A, u) ∈ B˜ploc
∣∣ u(P ) compact, ‖√ew‖p,λ <∞},(1.16)
Bpλ := B˜pλ/∼p,(1.17)
where the energy density ew is defined as in (1.11).
Let W ∈ Bpλ. We define normed vector spaces X p,λW and Yp,λW as follows. Let
E be a real vector bundle over C. We denote by Ai(E) the bundle of alternating
i-forms on C with values in E. If E is a complex vector bundle, then we denote by
A0,1(E) the bundle of anti-linear one-forms on C with values in E. We denote by
Γploc(E) and Γ
1,p
loc(E) the spaces of its L
p
loc- and W
1,p
loc -sections, respectively. We fix
w := (P,A, u) ∈ B˜pλ, and denote by
gP := (P × g)/G→ Σ, TMu := (u∗TM)/G→ C
the adjoint bundle and the quotient of the pullback bundle u∗TM → P . Let
ζ := (α, v) ∈ Γ1,ploc
(
A1(gP )⊕TMu
)
. We denote dAα := dα+ [A∧α] and by ∇A the
connection on TMu induced by the Levi-Civita connection ∇ of ω(·, J ·) and A 28,
and we abbreviate ∇Aζ := (dAα,∇Av). We define the weighted norm
(1.18) ‖ζ‖w,p,λ := ‖ζ‖∞ +
∥∥|∇Aζ|+ |dµ(u)v|+ |α|∥∥
p,λ
∈ [0,∞].
Here the norms are taken with respect to ω(·, J ·), the standard metric on C, and
〈·, ·〉g. We denote by ∗ the Hodge star operator with respect to the standard metric
on C, and by
d∗A = − ∗ dA∗ : Γ1,ploc(A1(gP ))→ Γploc(gP )
the formal adjoint of the twisted differential dA. For x ∈ M we denote by L∗x :
TxM → g the adjoint map of the infinitesimal action of G on M at x, with respect
to the Riemannian metric ω(·, J ·) and the inner product 〈·, ·〉g. The collection
(L∗x)x∈M induces a map L
∗
u from the space of sections of TM
u to the space of
sections of gP . We define
29
(1.19) L∗w : Γ
1,p
loc
(
A1(gP )⊕ TMu
)→ Γploc(gP ), L∗w(α, v) := −d∗Aα+ L∗uv,
27By definition, P is a topological G-bundle over C, equipped with an atlas of local trivial-
izations whose transition functions lie in W 2,p
loc
. Every such bundle is trivializable, but we do not
fix a trivialization here.
28See definition (A.63) in Appendix A.7.
29As explained in the next subsection, the map L∗w is the formal adjoint for the infinitesimal
action of the gauge group on the product of the spaces of connections and equivariant maps from
P to M .
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X˜ p,λw :=
{
ζ ∈ Γ1,ploc
(
A1(gP )⊕ TMu
) ∣∣L∗wζ = 0, ‖ζ‖w,p,λ <∞},(1.20)
Y˜p,λw :=
{
ζ′ ∈ Γploc
(
A0,1(TMu)⊕A2(gP )
) ∣∣ ‖ζ′‖p,λ <∞},(1.21)
X p,λW :=
∐
w∈W
X˜ p,λw /∼p,(1.22)
Yp,λW :=
∐
w∈W
Y˜p,λw /∼p .(1.23)
Here the equivalence relations in (1.22,1.23) are defined similarly to the p-equivalence
relation on B˜p,λ. Since the energy-density is invariant under the gauge transforma-
tions, the gauge group of P 30 of class W 2,ploc naturally acts on the set
(1.24) B˜pλ(P ) :=
{
(A, u)
∣∣ (P,A, u) ∈ B˜pλ}.
Assume that λ > 1 − 2/p. Then this action is free.31 Therefore, X p,λW is naturally
a normed vector space, which can canonically be identified with X˜ p,λw , for any
representative w of W . Similarly, Yp,λW is naturally a normed vector space, which
may be identified with Y˜p,λw , for any representative w of W .
Consider the operator
Dp,λW : X p,λW → Yp,λW(1.25)
Dp,λW [w;α, v] :=
[ (∇Av + Luα)0,1 − 12J(∇vJ)(dAu)1,0
dAα+ ω0 dµ(u)v
]
.(1.26)
Here the brackets [· · · ] denote equivalence classes. Formally, this is the vertical
differential of a section of a Banach space bundle over a Banach manifold, whose
zeros are the gauge equivalence classes of vortices. (For explanations see the next
subsection.) Recall that cG1 (M,ω) ∈ HG2 (M,Z) denotes the equivariant first Chern
class of (M,ω). The second main result of this memoir is the following.
4. Theorem (Fredholm property). Let p > 2, λ ∈ R, and W ∈ Bpλ (defined as
in (1.17)). Assume that dimM > 2 dimG. Then the following statements hold.
(i) If λ > 1 − 2/p then the normed vector spaces X p,λW and Yp,λW (defined as in
(1.22,1.23)) are complete.
(ii) If 1− 2/p < λ < 2 − 2/p then the operator Dp,λW (defined as in (1.25,1.26)) is
well-defined and Fredholm of real index
(1.27) indDp,λW = dimM − 2 dimG+ 2
〈
cG1 (M,ω), [W ]
〉
,
where [W ] denotes the equivariant homology class of W (see Section 3.1).
The contraction appearing in formula (1.27) can be interpreted as a certain
Maslov index. (See Proposition 62 in Section 3.1.) The condition 1 − 2/p < λ <
2 − 2/p in part (ii) of this result captures the geometry of finite energy vortices
over C. (See Remark 9 below.) The condition λ < 2 − 2/p is also needed for the
map Dp,λW to have the right Fredholm index. (See Remark 10.) The definition of
the space X p,λW naturally parallels the definition of Bpλ. (See Remark 11.) Note that
some naive choices for the domain and target of the operator Dp,λW do not work.
(See Remark 12.)
30i.e., the group of transformations on P
31See Lemma 121 in Appendix A.7.
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The proof of Theorem 4 is based on a Fredholm result for the augmented vertical
differential and the existence of a bounded right inverse for L∗w. (See Theorems 63
and 64 in Section 3.2.1.) The proof of Theorem 63 has two main ingredients.
The first one is the existence of a suitable complex trivialization of the bundle
A1(gP )⊕ TMu. For R large, z ∈ C \ BR and p ∈ π−1(z) ⊆ P such a trivialization
respects the splitting
(1.28) Tu(p)M = (imL
C
u(p))
⊥ ⊕ imLCu(p),
where LCx : g ⊗ C → TxM denotes the complexified infinitesimal action, for x ∈
M . The second ingredient are two propositions stating that the standard Cauchy-
Riemann operator ∂z¯ and a related matrix differential operator are Fredholm maps
between suitable weighted Sobolev spaces. These results are based on the analysis
of weighted Sobolev spaces carried out by R. B. Lockhart and R. C. McOwen
[Lo1, Lo2, Lo3, LM1, LM2, McO1, McO2, McO3]. A crucial analytical
ingredient is a Hardy-type inequality (Proposition 91 in Appendix A.4).
Motivation, a formal setting. To put the Fredholm result into context, let
(Σ, j) be a connected smooth Riemann surface, equipped with a compatible area
form ωΣ. Recall the definitions (1.7,1.10) of B˜,B. Consider the subclass B˜∗ ⊆ B˜ of
triples (P,A, u) for which there exists a point p ∈ P , such that the action of G at
the point u(p) ∈M is free. We define
B∗ := B˜∗/∼,
where ∼ is defined as before the definition (1.10). Formally, B∗ may be viewed
as an infinite dimensional manifold, since for every smooth G-bundle P over Σ,
the natural action of the gauge group GP = C∞G (P,G) on the “infinite dimensional
manifold”
(1.29) B˜∗P :=
{
(A, u)
∣∣ (P,A, u) ∈ B˜∗}
is free. Furthermore, the set of vortex classes may be viewed as the zero set of
a section of a vector bundle E over B∗, with infinite dimensional fiber, as follows.
Consider the “vector bundle” E˜ := E˜Σ over B˜∗, whose fiber over a point w =
(P,A, u) ∈ B˜∗ is given by
(1.30) E˜w := Γ
(
A0,1(TMu)⊕A2(gP )
)
.32
The bundle E := EΣ over B∗ is now defined to be the quotient of the bundle E˜ → B˜∗
under the natural equivalence relation lifting the relation ∼ on B˜∗. Finally,
S : B∗ → E
is defined to be the section induced by
S˜ : B˜∗ → E˜ , S˜(A, u) := (∂¯J,A(u), FA + (µ ◦ u)ωΣ).
Heuristically, E is an infinite dimensional vector bundle over B∗, and S is a smooth
section of E . The zero set S−1(0) ⊆ B∗ consists of all vortex classes over Σ. Assume
thatW ∈ S−1(0). Then formally, there is a canonical map T : T(W,0)E → EW , where
EW ⊆ E denotes the fiber over W . We define the vertical differential of S at W to
be the map
(1.31) dV S(W ) = T dS(W ) : TWB∗ → EW .
32Here Γ(E) denotes the space of smooth sections of a vector bundle E → Σ.
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Heuristically, if this map is Fredholm and surjective, for every W ∈ S−1(0), then
the zero set S−1(0) is a smooth submanifold of B∗. The dimension of a connected
component of this submanifold equals the Fredholm index of dV S(W ), where W is
any point in the connected component.
At a formal level, in the case Σ = C, equipped with ωΣ = ω0, the vertical
differential (1.31) coincides with the operator Dp,λW , which was defined in (1.25,1.26)
and occurred in the Fredholm result, Theorem 4. To see this, let W ∈ B∗. We
interpret TWB∗ as a quotient, as follows. Let P be a smooth G-bundle over Σ, and
(A, u) ∈ B˜∗P . Denoting w := (P,A, u), the infinitesimal action at the point (A, u),
corresponding to the action of GP on B˜∗P , is given by
Lw : Lie(GP ) = Γ(gP )→ T(A,u)B˜∗P = Γ
(
A1(gP )⊕ TMu
)
, Lwξ = (−dAξ, Luξ),
where dAξ := dξ + [A, ξ]. Defining
(1.32) X˜w := T(A,u)B˜∗P/imLw,
we may identify
(1.33) TWB∗ = XW :=
( ∐
w∈W
X˜w
)
/∼,
where ∼ denotes the natural lift of the equivalence relation on B˜∗. Assume formally
that B˜∗P and Lie(GP ) are equipped with a GP -invariant Riemannian metric and a
GP -invariant inner product, respectively. For (A, u) ∈ B˜∗P we denote by L∗w :
T(A,u)B˜∗P → Lie(GP ) the adjoint map of Lw. Then by (1.32), we may identify
X˜w = kerL∗w ⊆ Γ
(
A1(gP )⊕ TMu
)
.
Using this and (1.33,1.30), the vertical differential (1.31) at W ∈ S−1(0) agrees
with the map( ∐
w∈W
kerL∗w
)
/∼ →
( ∐
w∈W
Γ
(
A0,1(TMu)⊕A2(gP )
))
/∼,
given by (1.26), in the case Σ = C and ωΣ = ω0. Here on either side, ∼ denotes a
natural lift of the equivalence relation on B˜∗.
1.5. Remarks, related work, organization
Remarks.
5. Remark (Vortices as triples). In some earlier work (e.g. [CGS] and [Zi1]),
the G-bundle P was fixed and the vortex equations were seen as equations for a
pair (A, u) rather than a triple (P,A, u).33 The motivation for making P part of
the data is twofold:
When formulating convergence for a sequence of vortex classes overC to a stable
map, one has to pull back the vortices by translations of C. (See Section 2.2.) If the
principal bundle is fixed and vortices are defined as pairs (A, u) solving (1.8,1.9),
then there is no natural such pullback. However, there is a natural pullback if the
33However, in [MT] I. Mundet i Riera and G. Tian took the viewpoint of the present memoir.
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bundle is made part of the data for a vortex.34 More generally, it is possible to
pull back vortex triples (P,A, u) by a Ka¨hler transformation of a Riemann surface
equipped with a compatible area form.
Another motivation is the following: If the area form or the complex structure
on the surface Σ vary, then in the limit we may obtain a surface Σ′ with singularities.
It does not make sense to consider P as a bundle over Σ′. One way of solving this
problem is by decomposing Σ′ into smooth surfaces, and constructing smooth G-
bundles over these surfaces. Hence the G-bundle should be viewed as a varying
object.
Once P is made part of the data, it is natural to consider equivalence classes of
triples (P,A, u) ∈ M˜ (as defined in (1.15)), rather than the triples themselves. One
reason is that all important quantities, like energy density and energy, are invariant
(or equivariant) under equivalence. Note also that the bubbling and Fredholm
results are more naturally stated for equivalence classes of vortices. Viewing the
equivalence classes as the fundamental objects also matches the physical viewpoint
that the “gauge field”, i.e., the connection A, is physically relevant only “up to
gauge”. ✷
6. Remark. Let Σ be the plane C, equipped with the standard area form
ω0, and consider the trivial G-bundle P0 := C × G. Then the solutions (A, u) of
the vortex equations (1.8,1.9) on P0 bijectively correspond to solutions (Φ,Ψ, f) ∈
C∞
(
C, g× g×M) of the equations
∂sf + LfΦ + J(f)(∂tf + LfΨ) = 0,(1.34)
∂sΨ− ∂tΦ+ [Φ,Ψ] + µ(f) = 0.(1.35)
Here we denote by s and t the standard coordinates in C = R2, and in the second
equation we identify the Lie algebra g with its dual via the inner product 〈·, ·〉g.
The correspondence maps such a triple (Φ,Ψ, f) to
(
A, u
)
, where A denotes the
connection on P0 defined by
A(z,g)(ζ, gξ) :=
(
Φ(z)ds+Ψ(z)dt
)
ζ + ξ, ∀ζ ∈ TzC, ξ ∈ g, z ∈ C, g ∈ G,
and the map u : P0 →M is given by u(z, g) := g−1f(z). The group C∞(C, G) acts
on the set M˜0 of solutions of (1.34,1.35) by
h∗(Φ,Ψ, f) :=
(
h−1∂sh+Adh−1Φ, h
−1∂th+Adh−1Ψ, h
−1f
)
,
where we denote the adjoint representation of an element g ∈ G by Adg : g → g.
This group naturally corresponds to the gauge group C∞G (P0, G), and its action to
the action
g∗(A, u) :=
(
g−1dg +Adg−1A, g
−1u
)
.
Since every G-bundle over C is trivializable, it follows that the quotient of M˜0
by the action of C∞(C, G) bijectively corresponds to the quotient M = M˜/ ∼,
consisting of gauge equivalence classes of triples (P,A, u) of solutions of (1.8,1.9).
Hence the results of the present memoir can alternatively be formulated in terms
of solutions of the equations (1.34,1.35). However, the intrinsic approach using
equations (1.8,1.9) seems more natural. ✷
34Given a G-bundle P over C, we may of course choose a trivialization of P , and then define
a pull back for pairs (A,u), using the trivialization. However, this approach is unnatural, since it
depends on the choice of a trivialization.
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7. Remark (Asphericity). Without the asphericity condition one needs to in-
clude holomorphic spheres in the fibers of the Borel construction in the definition
of a stable map. In this situation, to compactify the space of vortices over C with
an upper energy bound, one needs to combine the proof of Theorem 3 with the
analysis carried out by I. Mundet i Riera and G. Tian in [Mu1, MT], or by A. Ott
in [Ott]. ✷
8. Remark (Quotient spaces). The space X p,λW occurring in Theorem 4 is a
quotient of a disjoint union of normed vector spaces. It is canonically isomorphic
to the space X˜ p,λw , for every representative w of W . Similar statements hold for
Yp,λW . The description of the spaces X p,λW and Yp,λW as such quotients may look
unconventional, however, it seems natural, since it does not involve any choice of a
representative of W .
Alternatively, one could phrase the Fredholm result in terms of the spaces X˜ p,λw
and Y˜p,λw . However, in view of the last part of Remark 5, this seems less natural
than the present formulation. ✷
9. Remark (Decay condition and vortices). The condition ‖√ew‖p,λ < ∞ in
the definition (1.16) of B˜pλ and the requirement 1− 2/p < λ < 2− 2/p in Theorem
4(ii) capture the geometry of finite energy vortices over C, in the following sense.
Let w = (P,A, u) ∈ B˜ploc be a finite energy vortex such that u(P ) has compact
closure. (Here B˜ploc is defined as at the beginning of Section 1.4.) Then for every
ε > 0 there exists a constant C such that ew(z) ≤ C|z|−4+ε, for every z ∈ C \ B1.
This follows from Theorem 99 in Appendix A.5 and [Zi2, Corollary 1.4].
It follows that w ∈ B˜pλ if λ < 2 − 2/p. This bound is sharp. To see this,
let λ ≥ 2 − 2/p and M := S2, equipped with the standard symplectic form ωst,
complex structure J := i, and the action of the trivial group G := {1}. Consider
the inclusion u : C×{1} ∼= C→ S2 ∼= C∪{∞}. Since this map is holomorphic, the
triple
(
C× {1}, 0, u) is a finite energy vortex whose image has compact closure. It
does not lie in B˜pλ.
On the other hand, every w ∈ B˜pλ has finite energy whenever p > 2 and λ >
1 − 2/p.35 The latter condition is sharp. To see this, consider M := R2, ω :=
ω0, G := {1}, J := i. We choose a smooth map u : C× {1} ∼= C→ R2, such that
u(z) =
(
cos
(√
log |z|
)
, sin
(√
log |z|
))
, ∀z ∈ C \B2.
Then the triple
(
C×{1}, 0, u) lies in B˜pλ for every p > 2 and λ ≤ 1− 2/p. However,
it has infinite energy.36✷
10. Remark (Index). The condition λ < 2 − 2/p in part (ii) of Theorem 4 is
needed for the map Dp,λW to have the right Fredholm index. Namely, let λ > 1−2/p
35This follows from the estimates
‖√ew‖2 ≤
∥∥√ew〈·〉λ∥∥p∥∥〈·〉−λ∥∥q, ∥∥〈·〉−λ∥∥q <∞,
where q := 2p/(p − 2). The first estimate is Ho¨lder’s inequality and the second one follows from
a calculation in radial coordinates.
36In the present setting, a simpler example of an infinite energy triple w = (P,A, u) satisfying
√
ew ∈ Lpλ for every p > 2 and λ ≤ 1 − 2/p, is w :=
(
C× {1}, 0, u), where u(z) := (√log |z|, 0),
for every z ∈ C \B2. However, the closure of the image of such a map u is non-compact, since it
contains the set [1,∞)× {0}. Therefore, w does not lie in B˜p
λ
for any p and λ.
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be such that λ + 2/p 6∈ Z, and W ∈ Bpλ. Then the proof of Theorem 4 shows that
Dp,λW is Fredholm with index equal to
(2− k)(dimM − 2 dimG) + 2〈cG1 (M,ω), [W ]〉,
where k is the largest integer less than λ + 2/p. In particular, the index changes
when λ passes the value 2− 2/p.
Note also that the condition λ > 1− 2/p is needed, in order for the homology
class [W ] to be well-defined. (See Remark 55 in Section 3.1.) ✷
11. Remark (Weighted Sobolev spaces and energy density). The definition of
the space X p,λW naturally parallels the definition (1.17) of Bpλ. Namely, by linearizing
with respect to A and u the terms dAu, FA and µ◦u occurring in the energy density
ew, we obtain the terms ∇Aζ, dµ(u)v and Luα. These expressions occur in ‖ζ‖w,p,λ
(defined as in (1.18)), except for the factor Lu in Luα.
37 The expression ‖ζ‖∞ is
needed in order to make ‖ · ‖w,p,λ non-degenerate. ✷
12. Remark (Sobolev spaces and 0-th order terms). Consider the situation in
which the norm (1.18) is replaced by the usual W 1,p-norm, and the norm ‖ · ‖p,λ
(defining Y˜p,λw ) is replaced by the usual Lp-norm. Then in general, the map defined
by (1.26) does not have closed image, and hence it is not Fredholm. Note also that
the 0-th order terms α 7→ (Luα)0,1 and v 7→ ω0 dµ(u)v in (1.26) are not compact
(neither with respect to X p,λW and Yp,λW , nor with respect to the usual W 1,p- and
Lp-norms). The reason is that the embedding of W 1,p(C) (for p > 2) into the space
of bounded continuous functions on C is not compact. Because of these terms, the
map (1.26) is not well-defined between spaces that look like the standard weighted
Sobolev spaces in “logarithmic” coordinates τ + iϕ (with eτ+iϕ = z ∈ C \ {0}).
This is in contrast with the situation in which Σ is the infinite cylinder R×S1,
equipped with the standard complex structure and area form. In that situation the
splitting (1.28) is unnecessary, and standard weighted Sobolev spaces in “logarith-
mic” coordinates can be used. In the relative setting, with the cylinder replaced by
the infinite strip R× [0, 1], this was worked out by U. Frauenfelder [Fr1, Proposi-
tion 4.7]. The proof of the Fredholm result then relies on results [RoSa, Sa] by
J. Robbin and D. A. Salamon.38✷
Related work.
Quantum Kirwan maps. The history of Conjectures 1 and 2 is as follows. As-
sume that (H) holds, (M,ω) is aspherical, (M,ω, µ) is convex at∞ and monotone,
and H∗G(M) is generated by classes of degrees less than 2N , where N is the min-
imal equivariant Chern number (defined as in (1.3)). In this case R. Gaio and
D. A. Salamon [GS] proved that there exists a ring homomorphism from H∗G(M)
to the quantum cohomology of (M,ω) that agrees with the Kirwan map on classes
of degrees less than 2N , see [GS, Corollary A’]. The idea of the proof of this result
is to fix an area form ωS2 on S
2 and to relate symplectic vortices for the area form
CωS2 with pseudo-holomorphic spheres in M , for sufficiently large C > 0. The
authors noticed that in general, this correspondence does not work, since in the
limit C → ∞, vortices over C may bubble off. Accordingly, the calculation of the
quantum cohomology of monotone toric manifolds in [CS], which is based on [GS],
37It follows from hypothesis (H) and Lemma 84 in Appendix A.3 that this factor is irrelevant.
38In that setting, the index of the operator equals a certain spectral flow.
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does not extend to the situation of a general toric manifold. This follows from
examples by H. Spielberg [Sp1, Sp2].
Based on these observations, Salamon suggested to construct a ring homomor-
phism from H∗G(M) to the quantum cohomology of (M,ω), by counting symplectic
vortices over the plane C, provided that (M,ω) is aspherical and (M,ω, µ) is con-
vex at ∞. This homomorphism should intertwine the symplectic vortex invariants
and the Gromov-Witten invariants of (M,ω). This gave rise to the Ph.D.-thesis
[Zi1], which served as a basis for the present memoir. There it is observed that in
the definition of convergence for vortices over C to a stable map, only translations
should be allowed as reparametrizations used to obtain a vortex component in the
limit.39 C. Woodward realized that with this restriction, vortices over C without
marked points may appear in the bubbling argument used in the proof of the ring
homomorphism property of the quantum Kirwan map. (This may happen even in
the transverse case.) As a solution, he suggested to interpret the quantum Kirwan
map as a morphism of cohomological field theories. (See [NWZ] and Conjecture 2
above.) On the other hand, under the semipositivity introduced above, the vortices
without marked points can be excluded in the transverse case. This gave rise to
Conjecture 1.
In his recent article [Wo] C. Woodward developed these ideas in an algebraic
geometric setting. He defined a quantum Kirwan map in the case of a smooth
projective variety with an action of a complex reductive group. (See [Wo, Theorem
1.3].) Theorem 3 of the present memoir is used in the proof of that result to show
properness of the Deligne-Mumford stack of stable scaled gauged maps in (M,ω)
of genus 0. (See [Wo, Theorem 5.25].)
In [GW1] E. Gonzalez and C. Woodward used Woodward’s definition to cal-
culate the quantum cohomology of a compact toric orbifold with projective coarse
moduli space. Furthermore, in [GW2] they used it to formulate a quantum version
of Kalkman’s wall-crossing formula.
Bubbling and Fredholm results for vortices. Assume that Σ is closed, (H) holds,
and M is symplectically aspherical and equivariantly convex at ∞. In this case,
in [CGMS, Theorem 3.4], K. Cieliebak et al. proved compactness of the space of
vortex classes with energy bounded above by a fixed constant. In the case in which
M and Σ are closed, in [Mu1, Theorem 4.4.2] I. Mundet i Riera compactified the
space of bounded energy vortex classes with fixed complex structure on Σ. Assum-
ing also that G := S1, this was extended by I. Mundet i Riera and G. Tian in [MT,
Theorem 1.4] to the situation of varying complex structure. That work is based on
a version of Gromov-compactness for continuous almost complex structures, proved
by S. Ivashkovich and V. Shevchishin in [IS].
In [Ott, Theorem 1.8] A. Ott compactified the space of bounded energy vortex
classes in a different way, for a general Lie group and closed M and Σ, the last
with fixed complex structure. He used the approach to Gromov-compactness by
D. McDuff and D. A. Salamon in [MS2]. In the case in which Σ is an infinite strip,
equipped with the standard area form and complex structure, the compactification
was carried out in a relative setting by U. Frauenfelder in [Fr1, Theorem 4.12].
(See also [Fr2].)
39As explained in Remark 22 in Section 2.2, the reason for this is that the evaluation of a
vortex class at a point in C is not invariant under rotations.
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In [GS] R. Gaio and D. A. Salamon investigated the vortex equations with
area form CωΣ in the limit C → ∞. Here Σ is a closed surface equipped with a
fixed area form ωΣ. They proved that three types of objects may bubble off: a
holomorphic sphere in M , a vortex over C, and a holomorphic sphere in M . (See
the proof of [GS, Theorem A].)
For a closed Riemann surface Σ, in [CGMS] K. Cieliebak et al. proved that
the augmented vertical differential of the vortex equations is Fredholm.
Other related work. In [VW] S. Venugopalan and C. Woodward establish a
Hitchin-Kobayashi correspondence for symplectic vortices over the plane C.
Organization of this memoir. This memoir is organized as follows. Chap-
ter 2 contains the bubbling analysis for vortices over the plane C. In Section 2.1
we define the notion of a stable map consisting of vortex classes over C, pseudo-
holomorphic spheres in M , and marked points. In Section 2.2 we formulate conver-
gence of a sequence of vortex classes over C to such a stable map. Stable maps and
convergence are explicitly described in the Ginzburg-Landau setting in Section 2.3.
Section 2.4 covers an additional topic, which will be relevant in a future definition of
the quantum Kirwan map. The main result of Section 2.5 is that given a sequence
of rescaled vortices with uniformly bounded energies, there exists a subsequence
that converges up to gauge, modulo bubbling at finitely many points. Section 2.6
contains a result that tells how to find the next bubble in the bubbling tree, at a
bubbling point of a given sequence of rescaled vortices. Based on these results, the
bubbling result, Theorem 3, is proven in Section 2.7. Section 2.8 contains the proof
of the result characterizing convergence in the Ginzburg-Landau setting.
Chapter 3 contains the Fredholm theory for vortices over the plane C. In
Section 3.1 the equivariant homology class of an equivalence class of triples (P,A, u)
is defined, and the contraction appearing in formula (1.27) is interpreted as a certain
Maslov index. Section 3.2 contains the proof of the Fredholm result, Theorem 4.
In the appendix we recollect some auxiliary results, which are used in the proofs
of the main results.
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CHAPTER 2
Bubbling for vortices over the plane
In this chapter, stable maps consisting of vortex classes over the plane C, holo-
morphic spheres in the symplectic quotient, and marked points, are defined, and
the first main result of this memoir, Theorem 3, is proven. This result states that
given a sequence of vortex classes over C, with uniformly bounded energies, and
sequences of marked points, there exists a subsequence that converges to some sta-
ble map. We also describe stable maps and convergence in the simplest interesting
example, the Ginzburg-Landau setting.
2.1. Stable maps
Let M,ω,G, g, 〈·, ·〉g, µ, J be as in Chapter 1. Our standing hypothesis (H)
implies that the symplectic quotient(
M = µ−1(0)/G, ω
)
is well-defined and closed. The structure J induces an ω-compatible almost complex
structure on M as follows. For every x ∈ M we denote by Lx : g → TxM the
infinitesimal action at x. We define the horizontal distribution H ⊆ T (µ−1(0)) by
Hx := ker dµ(x) ∩ imL⊥x , ∀x ∈ µ−1(0).
Here ⊥ denotes the orthogonal complement with respect to the metric ω(·, J ·) on
M . We denote by π : µ−1(0) → M := µ−1(0)/G the canonical projection. We
define J¯ to be the unique isomorphism of TM such that
(2.1) J¯ dπ = dπJ on H.1
We identify C ∪ {∞} with S2. The (Connectedness) condition in the definition
of a stable map below will involve the evaluation of a vortex class at the point
∞ ∈ S2. In order to make sense of this, we need the following. We denote by Gx
the orbit of a point x ∈ M . Let P be a smooth (principal) G-bundle over C 2 and
u ∈ C∞G (P,M) a map. We denote by M/G the orbit space of the action of G on
M , and define
u¯ : C→M/G, u¯(z) := Gu(p),
where p ∈ P is an arbitrary point in the fiber over z. For W ∈ B we define
(2.2) u¯W := u¯,
where w = (P,A, u) is any representative of W . This is well-defined, i.e., does not
depend on the choice of w. Recall the definition (1.15) ofM, and that by the image
1Such a J¯ exists and is unique, since the map dpi is an isomorphism from H to TM , and J
preserves H.
2Such a bundle is trivializable, but we do not fix a trivialization here.
17
18 2. BUBBLING FOR VORTICES OVER THE PLANE
of a class W ∈M we mean the set of orbits of u(P ), where (P,A, u) is any vortex
representing W . We define the set
(2.3) M<∞ :=
{
W ∈ M ∣∣ image(W ) compact, E(W ) <∞}.
13. Proposition (Continuity at ∞). If W ∈ M<∞ then the map u¯W : C →
M/G extends continuously to a map f : S2 → M/G, such that f(∞) ∈ M =
µ−1(0)/G.
Proof of Proposition 13. This follows from the estimate (2.62) with R =
∞ in Proposition 45 (Section 2.6 below).3 
14. Definition. We define the evaluation map ev to be the map from the
disjoint union of C0(S2,M/G) × S2 and M<∞ × {∞} to M/G, given as follows.
For (u¯, z) ∈ C0(S2,M/G)× S2 we define
(2.4) evz(u¯) := ev(u¯, z) := u¯(z).
Furthermore, for W ∈ M<∞ we define
(2.5) ev∞(W ) := f(∞),
where f is as in Proposition 13.
By a tree relation on a set T we mean a symmetric, anti-reflexive relation on
T , such that each two points in T are connected by a unique simple path of edges.
A central definition of this memoir is the following.
15. Definition (Stable map). For every k ∈ N0 = N ∪ {0} a (genus 0) stable
map consisting of vortex classes over C and pseudo-holomorphic spheres in M , with
k + 1 marked points, is a tuple
(2.6) (W, z) :=
(
T0, T1, T∞, E, (Wα)α∈T1 , (u¯α)α∈T∞ , (zαβ)αEβ , (αi, zi)i=0,...,k
)
,
where Ti is a finite set for i = 0, 1,∞, E is a tree relation on T := T0
∐
T1
∐
T∞,
Wα ∈ M<∞ (for α ∈ T1), u¯α : S2 → M = µ−1(0)/G is a J¯-holomorphic map (for
α ∈ T∞), zαβ ∈ S2 is a point for each edge αEβ, αi ∈ T is a vertex, and zi ∈ S2 is
a point, for i = 0, . . . , k, such that the following conditions hold.
(i) (Combinatorics)
• We have α0 ∈ T1 ∪ T∞.
• For every α ∈ T there exist an integer k ∈ N and vertices β1, . . . , βk ∈ T
such that
β1 = α, βk = α0,
and for every i = 1, . . . , k − 1 we have
(2.7) βiEβi+1, βi ∈ T0 =⇒ βi+1 ∈ T0 ∪ T1, βi ∈ T1 ∪ T∞ =⇒ βi+1 ∈ T∞.
(ii) (Special points)
• If α0 ∈ T1 then z0 =∞.
• If α ∈ T1 and β ∈ T∞ are such that αEβ then zαβ =∞.
• Fix α ∈ T . Then the points zαβ with β ∈ T such that αEβ and the
points zi with i = 0, . . . , k such that αi = α, are all distinct.
3Alternatively, it is a consequence of [GS, Proposition 11.1].
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Figure 1. Stable map consisting of vortex classes over C and
pseudo-holomorphic spheres in M .
(iii) (Connectedness) Let α, β ∈ T1 ∪ T∞ be such that αEβ. Then
evzαβ (Wα) = evzβα(Wβ).
Here ev is defined as in (2.4) and (2.5) and we set Wα := u¯α if α ∈ T∞.
(iv) (Stability) Let α ∈ T .
• If α ∈ T1 and E(Wα) = 0 then the set
(2.8)
{
β ∈ T |αEβ} ∪ {i ∈ {0, . . . , k} |αi = α}
contains at least two points.
• If either α ∈ T∞ and E(u¯α) = 0, or α ∈ T0, then the set (2.8) consists of
at least three points.
This definition is modeled on the notion of a genus 0 pseudo-holomorphic stable
map, as introduced by Kontsevich in [Ko].4 Roughly speaking, a stable map in the
sense of Definition 15 can be thought of as a collection of vortex classes over C,
pseudo-holomorphic spheres in the symplectic quotient M , “ghost spheres of type
0” corresponding to the vertices of T0, and marked and nodal points. A vortex class
may be connected to a sphere in M at the nodal point∞, and to “ghost spheres of
type 0” at points in C. Furthermore, spheres of the same type may be connected
at nodal points. The “ghost spheres of type 0” should be thought of as constant
4For an exhaustive exposition of those stable maps see the book by D. McDuff and D. A. Sala-
mon [MS2].
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spheres in the Borel construction (M × EG)/G. They are needed for the bubbling
result (Theorem 3) to capture colliding marked points in C.5
Figure 1 shows an example of a stable map. Here the “teardrops” correspond to
vortex classes over C, the solid and dashed spheres to pseudo-holomorphic spheres
in M , and the dotted spheres to “ghost spheres of type 0”. The solid objects have
positive energy, and the dashed and dotted spheres are “ghosts”, i.e., their energy
vanishes. Each “teardrop” is connected to a sphere (in M) via a nodal point at its
vertex, which corresponds to the point ∞ ∈ C ∪ {∞}.
To explain the stability condition (iv), we fix α ∈ T . We define the set of nodal
points on α to be
(2.9) Zα := {zαβ
∣∣ β ∈ T, αEβ} ⊆ S2,
the set of marked points on α to be{
zi
∣∣αi = α, i ∈ {0, . . . , k}},
and the set Yα of special points on α to be the union of these two sets. The stable
map of Figure 1 carries ten marked points, which are drawn as dots. The stability
condition says the following. Assume that α ∈ T is a “ghost component”, i.e.,
α ∈ T0 or Wα carries zero energy (in the case α ∈ T1 ∪ T∞). Then the following
holds: If α ∈ T1 then it carries at least one special point in C.6 Furthermore, if
α ∈ T0 ∪ T∞ then α carries at least three special points.
This condition ensures that the action of a natural reparametrization group on
the set of simple stable maps of a given type is free.7 In a future definition of the
quantum Kirwan map this will be needed in order to show that the evaluation map
on the set of non-trivial vortex classes (with marked points) is a pseudo-cycle.
Remarks. Condition (i) implies that if T1 is empty then so is T0, and hence a
stable map in the sense of Definition 15 is a genus 0 stable map of J¯-holomorphic
spheres in M .
If α0 ∈ T1 then T1 = {α0} and T∞ = ∅. This follows from the second part of
condition (i) for α ∈ T∞, using the last condition in (2.7). Hence in this case a
stable map consists of a single vortex class and special points.
If α0 ∈ T∞ then the sets T∞ and T1 ∪ T∞ are subtrees of T , and every element
of T1 is adjacent to a unique vertex in T∞ and to no vertex in T1. In particular,
each element of T1 is a leaf of the tree T1 ∪ T∞. These statements follow from
condition (i) and the fact that T does not contain any simple cycle.
The vertices in T0 are not adjacent to those in T∞. Furthermore, for each
connected component of T0 there exists a unique vertex in T1 that is adjacent to
some element of the connected component. These assertions follow from condition
(i) and the fact that T does not contain any simple cycle. ✷
16. Remark. If 1 ≤ i ≤ k is such that αi ∈ T1 then zi 6=∞. This follows from
condition (ii) and the fact that either α0 ∈ T1 or every vertex in T1 is adjacent to
some vertex in T∞. ✷
5As explained in [Zi1, Zi4] vortex classes over C evaluate to points in (M×EG)/G at points
in C. Therefore, identifying each “ghost sphere of type 0” with a point in (M ×EG)/G, it makes
sense to ask that the sphere is connected to a vortex class over C at a given nodal point.
6It then also carries a special point at ∞.
7See Proposition 31 in Section 2.4 below.
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0z.
α0
Figure 2. This is the stable map described in Example 18 with
ℓ := 4 and a constant sphere u¯0.
17. Remark. Without the asphericity assumption, a stable map should also
include holomorphic maps from the sphere S2 to the fibers of the Borel construction
(M×EG)/G. These occur if in a sequence of vortices over C energy is concentrated
around some point in C. The necessary analysis was worked out by I. Mundet i
Riera and G. Tian in [Mu1, MT], and by A. Ott in [Ott]. ✷
Example. The simplest example of a stable map consists of the tree with one
vertex T = T1 = {α0}, a vortex class W ∈M<∞, the marked point z0 :=∞ and a
finite number of distinct points zi ∈ C, i = 1, . . . , k, where k ≥ 1 if E(W ) = 0. ✷
18. Example. We set k := 0, choose an integer ℓ ∈ N0, and define
T0 := ∅, T1 := {1, . . . , ℓ}, T∞ := {0}, E :=
{
(0, 1), . . . , (0, ℓ), (1, 0), . . . , (ℓ, 0)
}
,
α0 := 0, zi0 :=∞, ∀i = 1, . . . , ℓ.
Let z0, z0i ∈ S2, i = 1, . . . , ℓ be distinct points, u¯0 a J¯-holomorphic sphere, and
Wi ∈M<∞ be a vortex class, for i = 1, . . . , ℓ. Assume that E(Wi) > 0 for every i,
and if ℓ ≤ 1 then u¯0 is nonconstant. Then the tuple
(W, z) :=
(
T0 := ∅, T1, T∞, E, (Wi)i∈{1,...,ℓ}, u¯0, (zij)iEj , (0, z0)
)
is a stable map. (See Figure 2.) ✷
2.2. Convergence to a stable map
Let k ≥ 0, for ν ∈ N let Wν ∈ M<∞ be a vortex class and zν1 , . . . , zνk ∈ C be
points, and let
(W, z) :=
(
T0, T1, T∞, E, (Wα)α∈T1 , (u¯α)α∈T∞ , (zαβ)αEβ , (αi, zi)i=0,...,k
)
be a stable map. In order to define convergence of
(
Wν , z
ν
0 := ∞, zν1 , . . . , zνk
)
to
(W, z), we need the following notations. For a J¯-holomorphic map f : S2 →M we
denote its energy by
E(f) =
∫
S2
f∗ω.
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Let α ∈ T := T0
∐
T1
∐
T∞ and i = 0, . . . , k. We define zα,i ∈ S2 as follows. If
α = αi then we set
(2.10) zα,i := zi.
Otherwise we define zα,i to be the first special point encountered on a path of edges
from α to αi. To explain this, we denote by β ∈ T∞ the unique vertex such that
the chain of vertices of T running from α to αi is given by (α, β, . . . , αi). (β = αi
is also allowed.) We define
(2.11) zα,i := zαβ.
Let Σ be a compact connected smooth surface with non-empty boundary. Recall
the definition (1.10) of the set BΣ of equivalence classes of triples (P,A, u). We
define the C∞-topology τΣ on this set as follows: We fix a (smooth) G-bundle P
over Σ, and denote by GP its gauge group. Since by hypothesis, G is connected,
every G-bundle over Σ is trivializable. It follows that the map
(2.12)
(A(P ) × C∞G (P,M))/GP ∋ G∗P (A, u) 7→ [P,A, u] ∈ BΣ
is a bijection.8
19. Definition. We define τΣ to be the pushforward of the quotient topology
of the C∞-topology on A(P )× C∞G (P,M) under the map (2.12).
Let Σ be a smooth surface, W = [P,A, u] ∈ BΣ, and Ω ⊆ Σ an open subset
with compact closure and smooth boundary. We define the restriction W |Ω to be
the equivalence class of the pullback of (P,A, u) under the inclusion map Ω→ Σ.
For W = [P,A, u] ∈ BΣ and ϕ a translation on C, we define the pullback of W
by ϕ to be
(2.13) ϕ∗[P,A, u] :=
[
ϕ∗P,Φ∗(A, u)
]
,
where Φ : ϕ∗P → P is defined by Φ(z, p) := p.9 We define
(2.14) M∗ :=
{
x ∈M | if g ∈ G : gx = x⇒ g = 1}.
Note that µ−1(0) ⊆M∗ by our standing hypothesis (H).
20. Definition (Convergence). The sequence (Wν , z
ν
0 :=∞, zν1 , . . . , zνk) is said
to converge to (W, z), as ν →∞, iff the limit E := limν→∞ E(Wν) exists,
(2.15) E =
∑
α∈T1
E(Wα) +
∑
α∈T∞
E(u¯α),
and there exist Mo¨bius transformations ϕνα : S
2 → S2, for α ∈ T , ν ∈ N, such that
the following conditions hold.
(i) • If α ∈ T1 then ϕνα is a translation on C.
• For every α ∈ T∞ we have ϕνα(zα,0) = ∞, where zα,0 is defined as in
(2.10), (2.11).
• Let α ∈ T∞ and ψα be a Mo¨bius transformation such that ψα(∞) = zα,0.
Then the derivatives (ϕνα ◦ ψα)′(z) converge to ∞, for every z ∈ C.
8Recall here that A(P ) denotes the affine space of smooth connection one-forms on P . We
use the simplified notation [P,A, u] for the equivalence class [(P,A, u)].
9Recall here that a point in the pullback bundle ϕ∗P has the form (z, p), where z ∈ C and p
lies in the fiber of P over ϕ(z) ∈ C.
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(ii) If α, β ∈ T are such that αEβ then (ϕνα)−1 ◦ϕνβ → zαβ , uniformly on compact
subsets of S2 \ {zβα}.
(iii) • Let α ∈ T1 and Ω ⊆ R2 be an open connected subset with compact
closure and smooth boundary. Then the restriction (ϕνα)
∗Wν |Ω converges
to Wα|Ω, with respect to the topology τΩ (as in Definition 19).
• Fix α ∈ T∞. Let Q be a compact subset of S2 \ (Zα ∪ {zα,0}). For ν
large enough, we have
u¯Wν ◦ ϕνα(Q) ⊆M∗/G,
and u¯Wν ◦ϕνα converges to u¯α in C1 on Q. (Here Zα and u¯Wν are defined
as in (2.9,2.2).)
(iv) We have (ϕναi)
−1(zνi )→ zi for every i = 1, . . . , k.
The meaning of this definition is illustrated by Figure 3. It is based on the
notion of convergence of a sequence of pseudo-holomorphic spheres to a genus 0
pseudo-holomorphic stable map.10 An example in which it can be understood more
explicitly, is discussed in the next section.
Remark. The condition in the first part of (iii), that (ϕνα)
∗Wν |Ω → Wα|Ω
with respect to τΩ, is equivalent to the requirement that there exist representatives
wν of (ϕ
ν
α)
∗Wν |Ω (for ν ∈ N) and w of Wα|Ω such that wν converges to w in the
Ck-topology, for every k ∈ N. This follows from a straight-forward argument, using
Lemma 120 (Appendix A.7). ✷
Remark. The last part of condition (i) and the second part of condition (iii)
capture the idea of catching a pseudo-holomorphic sphere in M by “zooming out”:
Fix α ∈ T∞, and consider the case zα,0 = ∞. Then there exist λνα ∈ C \ {0}
and zνα ∈ C such that ϕνα(z) = λναz + zνα. It follows from a direct calculation that
(ϕνα)
∗Wν is a vortex class with respect to the area form ωΣ = |λνα|2ω0, where ω0
denotes the standard area form on C. The last part of condition (i) means that
λνα →∞, for ν →∞. Hence in the limit ν →∞ we obtain the equations
∂¯J,A(u) = 0, µ ◦ u = 0.
These correspond to the J¯-Cauchy-Riemann equations for a map from C toM . (See
Proposition 116 in Appendix A.7.) The second part of (iii) imposes that in fact the
sequence of rescaled vortex classes converges (in a suitable sense) to a J¯-holomorpic
sphere and that this sphere equals u¯α.
It is unclear whether the bubbling result, Theorem 3, remains true if we replace
the C1-convergence in this part of condition (iii) by C∞-convergence. (Compare to
Remark 39 in Section 2.5.) ✷
Remark. The “energy-conservation” condition (2.15) has the important con-
sequence that the stable map (W, z) represents the same equivariant homology
class as the vortex class Wν , for ν large enough. (See [Zi1, Proposition 5.4] and
[Zi4].) ✷
21. Remark. The purpose of the additional marked point (α0, z0) is to be able
to formulate the second part of condition (iii). For α ∈ T∞ and ν ∈ N the map
Guν ◦ ϕνα is only defined on the subset (ϕνα)−1(C) ⊆ S2. Since by condition (i) we
10For that notion see for example [MS2].
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Figure 3. Convergence of a sequence of vortex classes over C to
a stable map.
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have ϕνα(zα,0) =∞, the composition u¯Wν ◦ ϕνα : Q→M/G is well-defined for each
compact subset Q ⊆ S2 \ (Zα ∪ {zα,0}). Hence the second part of condition (iii)
makes sense.
As another motivation, note that the bubbling result, Theorem 3, is in general
wrong, if we do not introduce the additional marked points zν0 := ∞ and (α0, z0).
See Example 28 in Section 2.3 below. ✷
22. Remark. One conceptual difficulty in defining the notion of convergence
is the following. Consider the group Isom+(Σ) of orientation preserving isometries
of Σ (with respect to the metric ωΣ(·, j·)).11 This group acts on BΣ (defined as in
(1.10)), as in (2.13). The setM<∞ of finite energy vortex classes is invariant under
this action.
Hence naively, in the definition of convergence, for α ∈ T1 one would allow ϕνα
to be an orientation preserving isometry of C, rather than just a translation. The
problem is that with this modification, there is no evaluation map on the set of
stable maps, that is continuous with respect to convergence. Such a map is needed
for the definition of the quantum Kirwan map.
Note here that we cannot define evaluation of a vortex class W at some point
z ∈ Σ by choosing a representative (P,A, u) of W and evaluating u at some point
in the fiber over z, thus obtaining a point in M , since this point depends on the
choices. Instead, W evaluates at z to a point in the Borel construction for the
action of G on M .12
Another reason for allowing only translations as reparametrizations (for α ∈ T1)
is that the action of Isom+(Σ) on the set of vortex classes with positive energy is
not always free. (See Example 34 in Section 2.4 below.) This means that the action
of the reparametrization group on the set of simple stable maps is not always free,
if we allow reparametrizations in Isom+(Σ). (Compare to Section 2.4.) ✷
2.3. An example: the Ginzburg-Landau setting
Recall the definition (2.3) of the set M<∞ of finite energy vortex classes over
the plane Σ = C, whose image has compact closure. In this section we describe this
set, stable maps, and convergence of a sequence of vortex classes to a stable map,
in the simplest interesting example: Let (M,ω, J,G) := (R2, ω0, i, S
1). We equip
g := Lie(S1) = iR with the standard inner product, and consider the action of
S1 ⊆ C on R2 = C by multiplication of complex numbers. We define a momentum
map µ : C→ g for this action by
µ(z) :=
i
2
(1− |z|2).
In this setting, the energy functional (1.12) was introduced by V. L. Ginzburg
and L. D. Landau [GL], in order to model superconductivity. Following the book
[JT] by A. Jaffe and C. Taubes, the set M<∞ can be described as follows. Let
w := (P,A, u) ∈ B˜C (defined as in (1.7)) and recall the definition (1.11) of the
energy density ew. We denote by
E(w) :=
∫
C
ew
11This coincides with the group of diffeomorphisms of Σ that preserve the pair (ωΣ, j).
12See [Zi1, Proposition 6.1] and [Zi4].
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the energy of w. In the present situation the condition on the image in the definition
of M<∞ is superfluous. This means that if w solves the vortex equations (1.8,1.9)
and has finite energy, then the closure of the image of u is compact. To see this, we
fix such a solution. If the energy of w vanishes, then µ ◦ u ≡ 0, therefore the image
of u equals S1 = µ−1(0) ⊆ M = C and is thus compact. Hence the statement is a
consequence of the following result.
23. Proposition. If the energy of w is positive (and finite) then the image of
u is contained in the open unit ball B1 ⊆ C.
Proof of Proposition 23. An elementary calculation shows that (A, u) solves
the Euler-Lagrange equations corresponding to the energy functional E : B˜C →
[0,∞]. Therefore, it follows from [JT, Chap. III, Theorem 8.1] that |u(p)| < 1 for
every p ∈ P . This proves Proposition 23. 
In fact, under the hypothesis of this result the image of u equals B1, see Corol-
lary 25 below. (However, this fact will not be used.) Consider W ∈ M<∞. We
define the local degree map
(2.16) degW : C→ N0
as follows. We choose a representative (P,A, u) of W . Since E(W ) <∞, it follows
from [JT, Chapter III, Theorem 2.2] that for every smooth section σ : C→ P , the
map u ◦ σ : C→ C has only finitely many zeros. Let z ∈ C. We define
degu(z) := deg
(
u ◦ σ
|u ◦ σ| : S
1
ε (z)→ S1
)
,
where σ : C → P is any smooth section and ε > 0 is so small that the closed ball
Bε(z) intersects (u ◦ σ)−1(0) only in the point z. Here S1ε (z) ⊆ R2 denotes the
circle of radius ε, centered at z. This definition does not depend on the choice of σ
nor ε. We now define the map (2.16) by
(2.17) degW (z) := degu(z).
By an elementary argument the right hand side is independent of the choice of the
representative (P,A, u) of W , and hence degW (z) is well-defined. Furthermore, it
follows from [JT, Theorem 2.2] that degW takes on nonnegative values. We define
the (total) degree of W to be
(2.18) deg(W ) :=
∑
z∈C
degW (z).
(Only finitely many terms in this sum are non-zero, hence the sum makes sense.)
This number is proportional to the energy of W :
24. Proposition. We have
(2.19) E(W ) = π deg(W ).
Proof of Proposition 24. We choose a representative w := (P,A, u) of W
and a smooth section σ : C→ P as in Proposition 70 in Appendix A.1. We denote
v := u ◦ σ : C → C. Let R > 0 be so large that v(z) 6= 0 if |z| ≥ R. We denote
by r the radial coordinate in M = C and by γ the standard angular one-form on
2.3. AN EXAMPLE: THE GINZBURG-LANDAU SETTING 27
R2 \ {0}.13 The one-form α := r22 γ is a primitive of ω0, and therefore, by Stokes’
theorem,
(2.20)
∫
BR
v∗ω0 =
∫
S1
R
v∗α.
By elementary arguments, we have∫
S1
R
v∗γ = 2π deg
(
S1R ∋ z 7→
v(z)
|v(z)| ∈ S
1
)
= 2π
∑
z∈BR
degu(z) = 2π deg(W ).
(Here in the last equality we used the assumption that v(z) 6= 0 if |z| ≥ R.) It
follows that
(2.21) π deg(W ) min
z∈S1
R
|v(z)|2 ≤
∫
S1
R
v∗α ≤ π deg(W ) max
z∈S1
R
|v(z)|2.
On the other hand, using the estimates E(w) <∞ and |µ◦u| ≤ √ew, Lemma 72 in
Appendix A.1 implies that |µ ◦ v(Rz)| = 12 (1− |v(Rz)|2) converges to 0, uniformly
in z ∈ S1, as R→∞. Combining this with (2.21,2.20,A.1), equality (2.19) follows.
This proves Proposition 24. 
This result has the following consequence.
25. Corollary. Let w := (P,A, u) be a smooth vortex over C with positive
and finite energy. Then the image of u contains the open unit ball B1 ⊆ C.
Proof of Corollary 25. Consider the set
X :=
{|u(p)| ∣∣ p ∈ P}.
This set is connected, and hence an interval. Since E(w) < ∞, for every r < 1
there exists a point p ∈ P such that |u(p)| ≥ r. On the other hand, positivity of
the energy and Proposition 24 imply that u vanishes somewhere. It follows that X
contains the interval [0, 1). Since the image of u is invariant under the S1-action,
it follows that it contains the ball B1. This proves Corollary 25. 
Proposition 23 and Corollary 25 imply that the image of u equals B1, for
every smooth vortex over C with positive and finite energy. Fix now d ∈ N0. We
denote by Symd(C) the d-fold symmetric product. By definition this is the quotient
topological space for the action of the symmetric group Sd on C
d given by
σ · (z1, . . . , zd) :=
(
zσ−1(1), . . . , zσ−1(d)
)
.
We identify Symd(C) with the set S˜ym
d
(C) of all maps m : C → N0 such that
m(z) 6= 0 for only finitely many points z ∈ C, and
(2.22)
∑
z∈C
m(z) = d,
by assigning to z := [z1, . . . , zd] ∈ Symd(C) the multiplicity map mz : C → N0,
given by
mz(z) := #
{
i ∈ {1, . . . , d} | zi = z
}
.
We can now characterize vortex classes with energy dπ as follows.
13By our convention this form integrates to 2pi over any circle centered at the origin.
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26. Proposition. The map
(2.23) Md :=
{
W ∈M|E(W ) = dπ} ∋W 7→ degW ∈ S˜ymd(C) = Symd(C)
is a bijection.
Proof of Proposition 26. This follows from [JT, Chap. III, Theorem 1.1].

As a consequence of Proposition 26, we obtain a classification of stable maps
in the sense of Definition 15 in the present setting: Here the symplectic quotient
M = µ−1(0)/S1 consists of a single point, the orbit S1 ⊆ M = C. Hence every
holomorphic sphere in M is constant. Stable maps are thus classified in terms of
their combinatorial structure
(
T0, T1, T∞, E
)
, the location of the special points, and
for each α ∈ T1, a point in some symmetric product of C.
Convergence to a stable map is explicitly described by the following result.
Here we will use the inclusion
ιd :
∐
0≤d′≤d Sym
d′(C)→ Symd(S2),(2.24)
ιd([z1, . . . , zd′]) :=
[
z1, . . . , zd′ ,∞, . . . ,∞
]
,
where we identify S2 ∼= C ∪ {∞}. We drop the constant maps to the symplectic
quotient from the notation for a stable map, since no information gets lost.
27. Proposition (Convergence in the Ginzburg-Landau setting). Let k ∈ N0,
for ν ∈ N let Wν ∈M<∞ be a vortex class and zν1 , . . . , zνk ∈ C be points, and let
(W, z) :=
(
T0, T1, T∞, E, (Wα)α∈T1 , (zαβ)αEβ , (αi, zi)i=0,...,k
)
be a stable map. Then the following conditions are equivalent.
(i) The sequence
(
Wν , z
ν
0 :=∞, zν1 , . . . , zνk
)
converges to (W, z).
(ii) For large enough ν we have
(2.25) deg(Wν) =
∑
α∈T1
deg(Wα) =: d.
Furthermore, there exist Mo¨bius transformations ϕνα : S
2 → S2 for α ∈ T
and ν ∈ N such that conditions (i,ii,iv) of Definition 20 are satisfied, and for
every α ∈ T1 the point in the symmetric product degWν ◦ϕνα ∈ Symd(C) ⊆
Symd(S2) converges to ιd(degWα) ∈ Symd(S2), as ν →∞.
The proof of Proposition 27 is based on Proposition 37 (Compactness modulo
bubbling and gauge) in Section 2.5 below, and will be given in Section 2.8.
28. Example. Let k := 0, and for ν ∈ N let W ν ∈ M7 be the unique vortex
satisfying
degWν (−2− i) = 1, degWν (3 + 4i) = 2, degWν (νeiν) = 4.
Let W1 ∈M3 be the unique vortex satisfying
degW1(−2− i) = 1, degW1(3 + 4i) = 2,
and W2 ∈M4 be the unique vortex satisfying
degW2(0) = 4.
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Then
(
W ν , zν0 := ∞
)
converges to the stable map consisting of the sets T0 := ∅,
T1 := {1, 2}, T∞ := {0}, the tree relation E := {(1, 0), (0, 1), (2, 0), (0, 2)}, the
vorticesW1 and W2, the unique constant J¯-holomorphic sphere u¯0 in M , the nodal
points z1 0 := z2 0 :=∞, z0 1 := 1, z0 2 := 2 ∈ S2 ∼= C ∪ {∞}, and the marked point
(α0, z0) := (0,∞) ∈ T × S2. This follows from Proposition 27.
It follows from this example that in general, the additional marked points
zν0 := ∞ are needed in the bubbling result, Theorem 3. Without these points, no
subsequence of Wν as above converges to a stable map.
14 This follows from an
elementary argument. ✷
2.4. The action of the reparametrization group
This section covers an additional topic, which will not be used in this memoir,
but will be relevant in a future definition of the quantum Kirwan map. Namely, we
introduce a natural group of reparametrizations and show that this group acts freely
on the set of simple stable maps consisting of vortex classes over C and pseudo-
holomorphic spheres in the symplectic quotient. The relevance of this result is the
following. For the definition of the quantum Kirwan map it will be necessary to
show that a certain natural evaluation map on the set of vortex classes over C (see
[Zi1, Proposition 6.1] and [Zi4]) is a pseudo-cycle. This will rely on the fact that
its omega limit set has codimension at least two. In order to show this, one needs
to cut down the dimension of each “boundary stratum” by dividing by the action of
the reparametrization group. Heuristically, the freeness of the action of this group
implies that the quotient is a smooth manifold, hence providing a meaning to this
procedure.
We fix finite sets T0, T1, T∞ and a tree relation E on the disjoint union T :=
T0
∐
T1
∐
T∞. We define the reparametrization group GT as follows. We define
Aut(T ) := Aut
(
T0, T1, T∞, E
)
to be the subgroup of all automorphisms f of the
tree (T,E), satisfying f(Ti) = Ti, for i = 0, 1,∞. We denote by PSL(2,C) the
group of Mo¨bius transformations and by TC the group of translations of the plane
C. We define
Autα :=
{ TC, if α ∈ T1,
PSL(2,C), if α ∈ T0 ∪ T∞.
We denote by AutT the set of collections (ϕα)α∈T , such that ϕα ∈ Autα, for every
α ∈ T . The group Aut(T ) acts on AutT by
f · (ϕα)α∈T := (ϕf−1(α))α∈T .
29. Definition. We define GT := GT0,T1,T∞,E to be the semi-direct product
of Aut(T ) and AutT induced by this action.
The group PSL(2,C) acts on the set of J¯-holomorphic maps S2 →M by
ϕ∗f := f ◦ ϕ.
Furthermore, the group TC acts on the setM<∞ as in (2.13). By the combinatorial
type of a stable map (W, z) as in (2.6) we mean the tuple
(
T0, T1, T∞, E
)
. We
denote by
M(T ) :=M(T0, T1, T∞, E)
14For this statement to make sense, here we adjust the notion of “stable map” by discarding
the marked point (α0, z0).
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the set of all stable maps of (combinatorial) type T . GT acts on M(T ) as follows.
For every (f, (ϕα)) ∈ GT and (W, z) ∈M(T ) we define
W ′α := ϕ
∗
f(α)Wf(α), ∀α ∈ T1, u¯′α := u¯α ◦ ϕf(α), ∀α ∈ T∞,
z′αβ := ϕ
−1
f(α)(zf(α)f(β)), ∀αEβ,
α′i := f(αi), z
′
i := ϕ
−1
α′i
(zα′i), ∀i = 0, . . . , k.
(Here we set Wα := u¯α if α ∈ T∞. Furthermore, for ϕ ∈ TC we set ϕ(∞) :=∞.)
30. Definition. We define
(f, (ϕα))
∗(W, z) :=
(
T0, T1, T∞, E, (W
′
α)α∈T1 , (u¯
′
α)α∈T∞ , (z
′
αβ)αEβ , (α
′
i, z
′
i)i=0,...,k
)
.
This defines an action of GT on M(T ). Let now (M,J) be an almost complex
manifold. Recall that a J-holomorphic map u : S2 → M is called multiply covered
iff there exists a holomorphic map ϕ : S2 → S2 of degree at least two, and a
J-holomorphic map v : S2 →M , such that u = v ◦ϕ. Otherwise, u is called simple.
We call a stable map (W, z) simple iff the following conditions hold: For every
α ∈ T∞ the J¯-holomorphic map u¯α is constant or simple. Furthermore, if α, β ∈ T1
are such that α 6= β and E(Wα) 6= 0, and ϕ ∈ TC, then ϕ∗Wα 6= Wβ . Moreover, if
α, β ∈ T∞ are such that α 6= β and u¯α is nonconstant, and if ϕ ∈ PSL(2,C), then
u¯α ◦ ϕ 6= u¯β. We denote by
M∗(T ) :=M∗(T0, T1, T∞, E) ⊆M(T )
the subset of all simple stable maps. The action of GT on M(T ) leaves M∗(T )
invariant.
31. Proposition. The action of GT on M∗(T ) is free.
The proof of this result uses the following lemma.
32. Lemma. The action of TC on M<∞ is free.
Proof of Lemma 32. Assume that W is a smooth vortex class over C and
v ∈ C is a vector, such that defining ϕ : C→ C by ϕ(z) := z+v, we have ϕ∗W =W .
Then eW (z + nv) = eW (z) for every z ∈ C and n ∈ Z. It follows that E(W ) =∞,
eW ≡ 0, or v = 0. Lemma 32 follows from this. 
Proof of Proposition 31. This follows from an elementary argument, us-
ing the stability condition (iv), Lemma 32, and the fact that every simple holomor-
phic sphere is somewhere injective (see [MS2, Proposition 2.5.1]). 
33. Remark. The action of TC on M<∞ extends to an action of the group
Isom+(C) of orientation preserving isometries of C. Hence one may be tempted to
adjust the definition of the reparametrization group GT and its action on M∗(T )
accordingly. However, for the purpose of defining the quantum Kirwan map, this is
not possible. The reason is that in general there is no continuous evaluation map
on M<∞ that is invariant under the action of Isom+(C). By definition such an
evaluation map ev assigns a point in the Borel construction (M×EG)/G to each pair
(W, z), whereW is a vortex class and z ∈ C, in such a way that π◦ev(W, z) ∈ u¯W (z).
Here u¯W is defined as in (2.2) and π : (M ×EG)/G→M/G denotes the canonical
projection. Hence when studying the vortex equations over C we need to restrict
our attention to a subgroup of the group of global symmetries of the equations.
This is a crucial difference between vortices and pseudo-holomorphic curves.
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Note also that the action of Isom+(C) on the set of vortex classes of positive
energy is not always free, as the next example shows. ✷
34. Example. Consider the action of G := S1 ⊆ C on M := C by multipli-
cation. Let d ∈ N0 be an integer. By Proposition 26 there exists a unique finite
energy vortex class W over C such that
degW (z) =
{
d, if z = 0,
0, otherwise.
For every rotation R ∈ SO(2) we have
degR∗W = R
∗ degW = degW ,
where SO(2) acts in a natural way on Symd(C). Thus the action of Isom+(C) on
the set of vortex classes of positive energy is not free. ✷
2.5. Compactness modulo bubbling and gauge for rescaled vortices
In this section we formulate and prove a crucial ingredient (Proposition 37) of
the proof of Theorem 3, which states the following. Consider a sequence of rescaled
vortices over C with image in a fixed compact subset of M and uniformly bounded
energies. We assume that (M,ω) is aspherical. Then there exists a subsequence
that away from finitely many bubbling points and up to regauging, converges to
a rescaled vortex over C. If the rescalings converge to ∞, then the limit object
corresponds to a J¯-holomorphic sphere in M .
The proof of this result is based on compactness for rescaled vortices over the
punctured plane with uniformly bounded energy densities (Proposition 38 below).
It also uses the fact that at each bubbling point at least the energy Emin > 0 is
lost, which is the minimal energy of a vortex over C or pseudo-holomorphic sphere
in M . This is the content of Proposition 40 below, which is proved by a hard
rescaling argument, using Proposition 38 and Hofer’s lemma. Another ingredient
of the proof of Proposition 37 is Lemma 42 below, which says that the energy
densities of a convergent sequence of rescaled vortices converge to the density of
the limit.
In order to explain the main result of this section, let M,ω,G, g, 〈·, ·〉g, µ, J ,
Σ, j, and ωΣ be as in Chapter 1. We fix a triple w = (P,A, u) ∈ B˜Σ (defined as in
(1.7)). Recall the definition (1.11) of the energy density eωΣ,jw = ew.
35. Remark. This density has the following transformation property: Let Σ′
be another surface, and ϕ : Σ′ → Σ a smooth immersion. Consider the pullback
ϕ∗w :=
(
ϕ∗P,Φ∗A, u ◦ Φ),
where the bundle isomorphism Φ : ϕ∗P → P is defined by Φ(z, p) := p. A straight-
forward calculation shows that
(2.26) e
ϕ∗(ωΣ,j)
ϕ∗w = e
ωΣ,j
w ◦ ϕ.
Note also that w is a vortex with respect to (ωΣ, j) if and only if ϕ
∗w is a vortex
with respect to ϕ∗(ωΣ, j). ✷
36. Remark. If w is a vortex (with respect to (ωΣ, j)) then
(2.27) eωΣ,jw = |∂J,Au|2 + |µ ◦ u|2,
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where ∂J,Au denotes the complex linear part of dAu = du + LuA, viewed as a
one-form on Σ with values in the complex vector bundle (u∗TM)/G→ Σ.15 This
follows from the vortex equations (1.8,1.9). ✷
Let R ∈ [0,∞] and w ∈ B˜Σ. Consider first the case 0 < R < ∞. Then we
define the R-energy density of w to be
(2.28) eRw := R
2eR
2ωΣ,j
w .
This means that
(2.29) eRw =
1
2
(
|dAu|2ωΣ +R−2|FA|2ωΣ +R2|µ ◦ u|2
)
,
where the subscript “ωΣ” means that the norms are taken with respect to the metric
ωΣ(·, j·).
If R = 0 or ∞ then we define
eRw :=
1
2
|dAu|2ωΣ .
We define the R-energy of w on a measurable subset X ⊆ Σ to be
(2.30) ER(w,X) :=
∫
X
eRwωΣ ∈ [0,∞].
Remark. Consider the case (Σ, j) = C, equipped with the standard area form
ω0. Assume that 0 < R < ∞, and consider the map ϕ : C → C defined by
ϕ(z) := Rz. Then equality (2.26) implies that
eRϕ∗w = R
2eω0,iw ◦ ϕ.
Hence in the present setting the R-energy transforms via
ER
(
ϕ∗w,ϕ−1(X)
)
= E(w,X) := E1(w,X).✷
The (symplectic) R-vortex equations are the equations (1.8,1.9) with ωΣ re-
placed by R2ωΣ, i.e., the equations
∂¯J,A(u) = 0,(2.31)
FA +R
2(µ ◦ u)ωΣ = 0.(2.32)
In the case R =∞ we interpret the equation (2.32) as
µ ◦ u = 0.
We call a solution (A, u) ∈ W˜pΣ of equations (2.31,2.32) an R-vortex over Σ.
Remarks. Consider the case (Σ, j) = C, equipped with ω0, and let 0 < R <∞.
We define the map ϕ : C→ C by ϕ(z) := Rz. Then w ∈ B˜C is a vortex if and only
if ϕ∗w is an R-vortex.
The rescaled energy density has the following important property. Let Rν ∈
(0,∞) be a sequence that converges to some R0 ∈ [0,∞], and for ν ∈ N0 let
wν = (Pν , Aν , uν) be an Rν -vortex. If on compact sets Aν converges to A0 in C
0
and uν converges to u0 in C
1 then
eRνwν → eR
0
w0
in C0 on compact sets. (See Lemma 42 below.) In the proof of Theorem 3, this will
be used in order to show that locally on C no energy is lost in the limit ν →∞. ✷
15The complex structure on this bundle is induced by J .
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We define the minimal energy Emin as follows. Recall from (1.15) that M˜ de-
notes the class consisting of smooth vortices, and that the energy of a J¯-holomorphic
map f : S2 →M is given by E(f) = ∫S2 f∗ω. We define16
(2.33) E1 := inf
({
E(P,A, u)
∣∣ (P,A, u) ∈ M˜ : u(P ) compact} ∩ (0,∞)),
E∞ := inf
({
E(f)
∣∣ f ∈ C∞(S2,M) : ∂¯J¯(f) = 0} ∩ (0,∞)),
(2.34) Emin := min{E1, E∞}.
Assume that M is equivariantly convex at ∞. Then Corollary 74 in Appendix A.1
implies that E1 > 0. Furthermore, our standing assumption (H) implies that M is
closed. It follows that E∞ > 0.
17 Hence the number Emin is positive.
Remark. The infima (2.33) and (2.34) are attained, and hence the name “min-
imal energy” for Emin is justified. (This fact is not used anywhere in this memoir.)
That (2.34) is attained follows from the fact that for every C ∈ R there exist
only finitely many homotopy classes B ∈ π2(M) with 〈[ω], B〉 ≤ C that can be
represented by a J-holomorphic map S2 → M .18 That (2.33) is attained follows
from the fact that for every C ∈ R there exist only finitely many homology classes
B ∈ HG2 (M,Z) with
〈
[ω − µ], B〉 ≤ C that can be represented by a finite energy
vortex whose image has compact closure. This is a consequence of Theorem 3 and
[Zi1, Proposition 5.4] (Conservation of equivariant homology class). ✷
The results of this and the next section are formulated for connections and maps
of Sobolev regularity. This is a natural setup for the relevant analysis. Furthermore,
we restrict our attention to the trivial bundle Σ×G.19
We fix p > 2 20 and naturally identify the affine space of connections on Σ×G
of local Sobolev class W 1,ploc with the space of one-forms on Σ with values in g, of
class W 1,ploc . Furthermore, we identify the space of G-equivariant maps from Σ×G
to M of class W 1,ploc with W
1,p
loc (Σ,M). Finally, we identify the gauge group
21 on
Σ×G of class W 2,ploc with W 2,ploc (Σ, G). We denote
W˜Σ := Ω1(Σ, g)× C∞(Σ,M),
W˜pΣ :=
{
one-form on Σ with values in g, of class W 1,ploc
}×W 1,ploc (Σ,M).
The gauge group W 2,ploc (Σ, G) acts on W˜pΣ by
g∗(A, u) :=
(
Adg−1A+ g
−1dg, g−1u
)
,
where Adg0 : g→ g denotes the adjoint action of an element g0 ∈ G. For r > 0 we
denote by Br ⊆ C the open ball of radius r, around 0.
37. Proposition (Compactness modulo bubbling and gauge). Assume that
(M,ω) is aspherical. Let Rν ∈ (0,∞) be a sequence that converges to some R0 ∈
(0,∞], rν ∈ (0,∞) a sequence that converges to ∞, and for every ν ∈ N let
wν = (Aν , uν) ∈ W˜pBrν be an Rν-vortex (with respect to (ω0, i)). Assume that there
16Here we use the convention that inf ∅ =∞.
17See e.g. [MS2, Proposition 4.1.4].
18This is a corollary to Gromov compactness, see e.g. [MS2, Corollary 5.3.2].
19Since every smooth bundle over C is trivializable, this suffices for the proof of the main
result.
20Recall that throughout this memoir, p <∞, unless otherwise stated.
21i.e., the group of gauge transformations
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exists a compact subset K ⊆M such that uν(Brν ) ⊆ K, for every ν. Suppose also
that
sup
ν
ERν (wν , Brν ) <∞.
Then there exist a finite subset Z ⊆ C, an R0-vortex w0 := (A0, u0) ∈ W˜C\Z , and,
passing to some subsequence, gauge transformations gν ∈W 2,ploc (C\Z,G), such that
the following conditions hold.
(i) If R0 < ∞ then Z = ∅ and the sequence g∗ν(Aν , uν) converges to w0 in C∞
on every compact subset of C.
(ii) If R0 =∞ then on every compact subset of C\Z, the sequence g∗νAν converges
to A0 in C
0, and the sequence g−1ν uν converges to u0 in C
1.
(iii) Fix a point z ∈ Z and a number ε0 > 0 so small that Bε0(z)∩Z = {z}. Then
for every 0 < ε < ε0 the limit
Ez(ε) := lim
ν→∞
ERν (wν , Bε(z))
exists and
Ez(ε) ≥ Emin .
Furthermore, the function (0, ε0) ∋ ε 7→ Ez(ε) ∈ [Emin,∞) is continuous.
Remark. Convergence in conditions (i,ii) should be understood as convergence
of the subsequence labelled by those indices ν for which Brν contains the given
compact set. ✷
This proposition will be proved on page 42. The strategy of the proof is the
following. Assume that the energy densities eRνwν are uniformly bounded on every
compact subset of C. Then the statement of Proposition 37 with Z = ∅ follows
from an argument involving Uhlenbeck compactness, an estimate for ∂¯J , elliptic
bootstrapping (for statement (i)), and a patching argument.
If the densities are not uniformly bounded then we rescale the maps wν by
zooming in near a bubbling point z0 in a “hard way”, to obtain a positive energy
R˜0-vortex in the limit, with R˜0 ∈ {0, 1,∞}. If R0 <∞ then R˜0 = 0, and we obtain
a J-holomorphic sphere in M . This contradicts symplectic asphericity, and thus
this case is impossible.
If R0 = ∞ then either R˜0 = 1 or R˜0 = ∞, and hence either a vortex over C
or a pseudo-holomorphic sphere in M bubbles off. Therefore, at least the energy
Emin is lost at z0. Our assumption that the energies of wν are uniformly bounded
implies that there can only be finitely many bubbling points. On the complement
of these points a subsequence of wν converges modulo gauge.
The bubbling part of this argument is captured by Proposition 40 below,
whereas the convergence part is the content of the following result.
38. Proposition (Compactness with bounded energy densities). Let Z ⊆ C be
a finite subset, Rν ≥ 0 be a sequence of numbers that converges to some R0 ∈ [0,∞],
Ω1 ⊆ Ω2 ⊆ . . . ⊆ C \ Z open subsets such that
⋃
ν Ων = C \ Z, and for ν ∈ N let
wν = (uν , Aν) ∈ W˜pΩν be an Rν -vortex. Assume that there exists a compact subset
K ⊆M such that for ν large enough
(2.35) uν(Ων) ⊆ K.
Suppose also that for every compact subset Q ⊆ C \ Z, we have
(2.36) sup
{‖eRνwν‖L∞(Q) ∣∣ ν ∈ N : Q ⊆ Ων} <∞.
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Then there exists an R0-vortex w0 := (A0, u0) ∈ W˜C\Z , and passing to some
subsequence, there exist gauge transformations gν ∈W 2,ploc (C \ Z,G), such that the
following conditions are satisfied.
(i) If R0 < ∞ then g∗νwν converges to w0 in C∞ on every compact subset of
C \ Z.
(ii) If R0 = ∞ then on every compact subset of C \ Z, g∗νAν converges to A0 in
C0, and g−1ν uν converges to u0 in C
1.
The proof of this result is an adaption of the argument of Step 5 in the proof
of Theorem A in the paper by R. Gaio and D. A. Salamon [GS]. The proof of
statement (i) is based on a compactness result for the case of a compact surface Σ
(possibly with boundary). (See Theorem 78 in Appendix A.1. That result follows
from an argument by K. Cieliebak et al. in [CGMS].) The proof also involves a
patching argument for gauge transformations, which are defined on an exhausting
sequence of subsets of C \ Z.
To prove statement (ii), we will show that curvatures of the connections Aν are
uniformly bounded in W 1,p. This uses the second rescaled vortex equations and
a uniform upper bound on µ ◦ uν (Lemma 75 in Appendix A.1), due to R. Gaio
and D. A. Salamon. The statement then follows from Uhlenbeck compactness with
compact base, compactness for ∂¯J , and a patching argument.
Proof of Proposition 38. We may assume w.l.o.g. that there exists a G-
invariant compact subset K ⊆ M satisfying (2.35). (To see this, we choose a
compact subset K satisfying this condition and consider the set GK.) We choose
i0 ∈ N so big that the balls B¯1/i0 (z), z ∈ Z, are disjoint and contained in Bi0 . For
every i ∈ N0 we define
X i := B¯i+i0 \
⋃
z∈Z
B 1
i+i0
(z) ⊆ C.
We prove statement (i). Assume that R0 < ∞. Using the hypotheses
(2.35,2.36), it follows from Theorem 78 in Appendix A.1 (with Σ := X2) that
there exist an infinite subset I1 ⊆ N and gauge transformations g1ν ∈ W 2,p(X1, G)
(ν ∈ I1), such that X1 ⊆ Ων and
w1ν := (A
1
ν , u
1
ν) := (g
1
ν)
∗(wν |X1)
is smooth, for every ν ∈ I1, and the sequence (w1ν)ν∈I1 converges to some R0-vortex
w1 ∈ W˜X1 , in C∞ on X1.
Iterating this argument, for every i ≥ 2 there exist an infinite subset Ii ⊆ Ii−1
and gauge transformations giν ∈W 2,p(X i, G) (ν ∈ Ii), such that X i ⊆ Ων and
wiν := (A
i
ν , u
i
ν) := (g
i
ν)
∗(wν |X i)
is smooth, for every ν ∈ Ii, and the sequence (wiν)ν∈Ii converges to some R0-vortex
wi ∈ W˜X1 , in C∞ on X i.
Let i ∈ N. For every ν ∈ Ii we define hiν := (gi+1ν |X i)−1giν . We have
(hiν)
∗(Ai+1ν |X i) = Aiν . Furthermore, the sequences (Ai+1ν )ν∈Ii+1 and (Aiν)ν∈Ii+1
are bounded in W k,p on X i, for every k ∈ N. Hence it follows from Lemma 114
(Appendix A.7) that the sequence (hiν)ν∈Ii+1 is bounded in W
k,p on X i, for every
k ∈ N. Hence, using Morrey’s embedding theorem and the Arzela`-Ascoli theorem,
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it has a subsequence that converges to some gauge transformation hi ∈ C∞(X i, G),
in C∞ on X i. Note that
(2.37) (hi)∗(wi+1|X i) = wi.
We choose a map ρi : X i+1 → X i such that ρi = id on X i−1. We define22 k1 := h1,
and recursively,
(2.38) ki := hi(ki−1 ◦ ρi−1) ∈ C∞(X i, G), ∀i ≥ 2.
Using (2.37) and the fact ρi−1 = id on X i−2, we have, for every i ≥ 2,
(ki)∗wi+1 = (ki−1 ◦ ρi−1)∗wi = (ki−1)∗wi, on X i−2.
It follows that there exists a unique w ∈ W˜C\Z that restricts to (ki+1)∗wi+2 on
X i, for every i ∈ N. Let i ∈ N. We choose νi ∈ Ii+1 such that νi ≥ i and a map
τ i : C \ Z → X i that is the identity on X i−1. We define
gi := (g
i+1
νi k
i) ◦ τ i ∈ C∞(C \ Z,G).
The sequence g∗iwνi converges to w, in C
∞ on every compact subset of C\Z. (Here
we use the C∞-convergence on X i of (wiν)ν∈Ii to w
i and the facts X1 ⊆ X2 ⊆ · · ·
and
⋃
i∈NXi = C \ Z.) Statement (i) follows.
We prove statement (ii). Assume that R0 =∞.
1. Claim. For every compact subset Q ⊆ C \ Z we have
(2.39) sup
ν
{‖FAν‖Lp(Q) ∣∣ ν ∈ N : Q ⊆ Ων} <∞.
Proof of Claim 1. Let Ω ⊆ C be an open subset containing Q such that Ω
is compact and contained in C \ Z. Hypothesis (2.36) implies that
(2.40) sup
ν
‖dAνuν‖L∞(Ω) <∞.
It follows from our standing hypothesis (H) that there exists δ > 0 such that G
acts freely on
K :=
{
x ∈M ∣∣ |µ(x)| ≤ δ}.
Since µ is proper the set K is compact. Recall that Lx : g → TxM denotes the
infinitesimal action at x. It follows that
(2.41) sup
{ |ξ|
|Lxξ|
∣∣∣∣x ∈ K, 0 6= ξ ∈ g} <∞.
Using the second Rν-vortex equation, we have
|µ ◦ uν | ≤
√
eRνwν
Rν
.
Hence by hypothesis (2.36) and the assumption Rν →∞, we have ‖µ◦uν‖L∞(Ω) <
δ, for ν large enough. Using (2.40,2.41), Lemma 75 in Appendix A.1 implies that
sup
ν
R2ν‖µ ◦ uν‖Lp(Q) <∞.
Estimate (2.39) follows from this and the second Rν -vortex equation. This proves
Claim 1. 
22This patching construction follows the lines of the proofs of [Fr1, Theorems 3.6 and A.3].
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Using Claim 1, Theorem 112 (Uhlenbeck compactness) in Appendix A.7 implies
that there exist an infinite subset I1 ⊆ N and, for each ν ∈ I1, a gauge transforma-
tion g1ν ∈ W 2,p(X1, G), such that X1 ⊆ Ων and the sequence A1ν := (g1ν)∗(Aν |X1)
converges to someW 1,p-connectionA1 overX1, weakly inW 1,p onX1. By Morrey’s
embedding theorem and the Arzela`-Ascoli theorem, shrinking I1, we may assume
that A1ν converges (strongly) in C
0 on X1.
Iterating this argument, for every i ≥ 2 there exist an infinite subset Ii ⊆ Ii−1
and gauge transformations giν ∈ W 2,p(X1, G), for ν ∈ Ii, such that X i ⊆ Ων ,
for every ν ∈ Ii, and the sequence Aiν := (giν)∗(Aν |X i) converges to some W 1,p-
connection Ai over X i, weakly in W 1,p and in C0 on X i.
Let i ∈ N. For ν ∈ Ii we define hiν := (gi+1ν |X i)−1giν . An argument as in
the proof of statement (i), using Lemma 114 (Appendix A.7), implies that the
sequence (hiν)ν∈Ii has a subsequence that converges to some gauge transformation
hi ∈ W 2,p(X i, G), weakly in W 2,p on X i.
Repeating the construction in the proof of statement (i) and using the weak
W 1,p- and strong C0-convergence of Aiν on X
i, we obtain an index νi ≥ i+1 and a
gauge transformation gi ∈ W 2,p(C \Z,G), for every i ∈ N, such that νi ∈ Ii+1 and
g∗iAνi converges to some W
1,p-connection A over C \ Z, weakly in W 1,p and in C0
on every compact subset of C\Z. Passing to the subsequence (νi)i, we may assume
w.l.o.g. that Aν converges to A, weakly in W
1,p and in C0 on every compact subset
of C \ Z.
2. Claim. The hypotheses of Proposition 113 (Appendix A.7) with k = 1 are
satisfied.
Proof of Claim 2. Let Ω ⊆ C \ Z be an open subset with compact closure,
and ν0 ∈ N be such that Ω ⊆ Ων0 . Since the sequence (Aν) converges to A, weakly
in W 1,p(Ω), we have
(2.42) sup
ν≥ν0
‖Aν‖W 1,p(Ω) <∞.
Condition (A.56) is satisfied by assumption (2.35). We check condition (A.57):
We denote by |Ω| the area of Ω and choose a constant C > 0 such that Lxξ ≤ C|ξ|,
for every x ∈ K and ξ ∈ g. For ν ≥ ν0, we have
‖duν‖Lp(Ω) ≤ ‖dAνuν‖Lp(Ω) + ‖LuνAν‖Lp(Ω)
≤ |Ω| 1p ‖dAνuν‖L∞(Ω) + C‖Aν‖Lp(Ω).(2.43)
Here the second inequality uses the hypothesis (2.35). Combining this with (2.36)
and (2.42), condition (A.57) follows.
Condition (A.58) follows from the first vortex equation, (2.42), (A.57), and
hypothesis (2.35). This proves Claim 2. 
By Claim 2, we may apply Proposition 113, to conclude that, passing to some
subsequence, uν converges to some map u ∈ W 2,p(C \ Z), weakly in W 2,p and in
C1 on every compact subset of C \ Z. The pair w := (A, u) solves the first vortex
equation. Furthermore, multiplying the second Rν-vortex equation with R
−2
ν , it
follows that µ ◦ u = 0. This means that w is an ∞-vortex.
3. Claim. There exists a gauge transformation g ∈ W 2,p(C \ Z,G) such that
g∗(A, u) is smooth.
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Proof of Claim 3. Since C \ Z continuously deformation retracts onto a
wedge of circles, and G is connected, there exists a continuous lift v˜ : C\Z → µ−1(0)
of Gu. By Proposition 116 in Appendix A.7 the map Gu : C \ Z → M is J¯-
holomorphic. Hence it is smooth. It follows that we may approximate v˜ by some
smooth lift v of Gu. We define g : C \ Z → G to be the unique solution of
g(z)v = u(z), for every z ∈ C\Z. Since the infinitesimal action at every x ∈ µ−1(0)
is injective, the equation ∂¯J,g∗A(g
−1u) = 0 and smoothness of v = g−1u imply that
g∗A is smooth. This proves Claim 3. 
We choose g as in Claim 3. Regauging Aν by g, statement (ii) follows. This
completes the proof of Proposition 38. 
Remark. One can try to circumvent the patching argument for the gauge
transformations in this proof by choosing an extension g˜iν of g
i
ν to C\Z, and defining
gν := g˜
ν
ν . However, the sequence (gν) does not have the required properties, since
g∗νwν does not necessarily converge on compact subsets of C\Z. The reason is that
for j > i the transformation gjν does not need to restrict to g
i
ν on X
i. ✷
39. Remark. It is not clear if in the case R0 = ∞ the gν ’s can be chosen in
such a way that g∗νwν converges in C
∞ on every compact subset of C \Z. To prove
this, one approach is to fix an open subset of C with smooth boundary and compact
closure, which is contained in C \ Z. We can now try mimic the proof of [CGMS,
Theorem 3.2]. In Step 3 of that proof the first and second vortex equations (and
relative Coulomb gauge) are used iteratively in an alternating way. This iteration
fails in our setting, because of the factor R2ν in the second vortex equations, which
converges to ∞ by assumption. ✷
The second ingredient of the proof of Proposition 37 says that if the energy
densities of a sequence of rescaled vortices are not uniformly bounded on some
compact subset Q, then at least the energy Emin is lost in the limit, at some point
in Q. Here Emin is defined as in (2.34).
40. Proposition (Quantization of energy loss). Assume that (M,ω) is aspher-
ical. Let Ω ⊆ C be an open subset, 0 < Rν <∞ a sequence such that infν Rν > 0,
and wν ∈ W˜pΩ an Rν-vortex, for ν ∈ N. Assume that there exists a compact subset
K ⊆ M such that uν(Ω) ⊆ K for every ν and that supν ERν (wν) < ∞. Then the
following conditions hold.
(i) For every compact subset Q ⊆ Ω we have
sup
ν
R−2ν ‖eRνwν‖C0(Q) <∞.
(ii) If there exists a compact subset Q ⊆ Ω such that supν ||eRνwν ||C0(Q) =∞ then
there exists z0 ∈ Q with the following property. For every ε > 0 so small that
Bε(z0) ⊆ Ω we have
(2.44) lim sup
ν→∞
ERν (wν , Bε(z0)) ≥ Emin .
The proof of Proposition 40 is built on a bubbling argument as in Step 5 in the
proof of [GS, Theorem A]. The idea is that under the assumption of (ii) we may
construct either a J¯-holomorphic sphere in M or a vortex over C, by rescaling the
sequence wν in a “hard way”. This means that after rescaling the energy densities
are bounded. We need the following two lemmata.
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41. Lemma (Hofer). Let (X, d) be a metric space, f : X → [0,∞) a continuous
function, x ∈ X , and δ > 0. Assume that the closed ball B¯2δ(x) is complete. Then
there exists ξ ∈ X and a number 0 < ε ≤ δ such that
d(x, ξ) < 2δ, sup
Bε(ξ)
f ≤ 2f(ξ), εf(ξ) ≥ δf(x).
Proof. See [MS2, Lemma 4.6.4]. 
The next lemma ensures that for a suitably convergent sequence of rescaled
vortices in the limit ν → ∞ no energy gets lost on any compact set. Apart from
Proposition 40, it will also be used in the proofs of Propositions 37 and 44, and
Theorem 3.
42. Lemma (Convergence of energy densities). Let (Σ, ωΣ, j) be a surface with-
out boundary, equipped with an area form and a compatible complex structure,
Rν ∈ [0,∞), ν ∈ N, a sequence of numbers that converges to some R0 ∈ [0,∞],
and for ν ∈ N0 let wν := (Aν , uν) ∈ W˜pΣ be an Rν -vortex. Assume that on every
compact subset of Σ, Aν converges to A0 in C
0 and uν converges to u0 in C
1. Then
we have
(2.45) eRνwν → eR0w0
in C0 on every compact subset of Σ.
Proof of Lemma 42. In the case R0 < ∞ the statement of the lemma is a
consequence of equality (2.29) and the second rescaled vortex equation (2.32).
Consider the case R0 = ∞. It follows from our standing hypothesis (H) that
there exists a constant δ > 0 such that G acts freely on
K := {x ∈M | |µ(x)| ≤ δ}.
Properness of µ implies that K is compact.
Let Q ⊆ Σ be a compact subset. The convergence of uν and the fact µ◦u0 = 0
imply that for ν large enough, we have uν(Q) ⊆ K. Furthermore, our hypotheses
about the convergence of Aν and uν imply that supν ‖dAνuν‖C0(Q) < ∞. Finally,
since K is compact and G acts freely on it, we have
sup
{ |ξ|
|Lxξ|
∣∣∣∣x ∈ K, 0 6= ξ ∈ g} <∞.
Therefore, we may apply Lemma 75 (Appendix A.1), to conclude that
sup
Q
R
2− 2
p
ν |µ ◦ uν| <∞.
Since p > 2, Rν → ∞, and e∞w0 = 12 |dA0u0|2, the convergence (2.45) follows. This
completes the proof of Lemma 42. 
In the proof of Proposition 40 we will also use the following.
43. Remark. Let (A, u) ∈ W˜pC be an∞-vortex, i.e., a solution of the equations
∂¯J,A(u) = 0 and µ ◦ u = 0. Then by Proposition 116 (Appendix A.7) the map
Gu : C → M = µ−1(0)/G is J¯-holomorphic, and E∞(A, u) = E(u¯). If this energy
is finite, then by removal of singularities the map u¯ extends to a J¯-holomorphic
map u¯ : S2 →M .23 It follows that E∞(w) ≥ Emin, provided that E∞(w) > 0. ✷
23See e.g. [MS2, Theorem 4.1.2].
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Proof of Proposition 40. We write (Aν , uν) := wν . Consider the function
fν := |dAνuν |+ Rν |µ ◦ uν | : Ω→ R.
Claim. Suppose that the hypotheses of Proposition 40 are satisfied and that
there exists a sequence zν ∈ Ω that converges to some z0 ∈ Ω, such that fν(zν)→
∞. Then there exists a number
(2.46) 0 < r0 ≤ lim sup
ν→∞
Rν
fν(zν)
(≤ ∞)
and an r0-vortex w0 ∈ W˜C, such that
(2.47) 0 < Er0(w0) ≤ lim sup
ν→∞
ERν (wν , Bε(z0)),
for every ε > 0 so small that Bε(z0) ⊆ Ω.
Proof of the claim. Construction of r0: We define δν := fν(zν)
− 1
2 . For
ν large enough we have B¯2δν (zν) ⊆ Ω. We pass to some subsequence such that this
holds for every ν. By Lemma 41, applied with (f, x, δ) := (fν , zν , δν), there exist
ζν ∈ B2δν (z0) and εν ≤ δν , such that
|ζν − zν | < 2δν,(2.48)
sup
Bεν (ζν)
fν ≤ 2fν(ζν),(2.49)
ενfν(ζν) ≥ fν(zν) 12 .(2.50)
Since by assumption fν(zν) → ∞, it follows from (2.48) that the sequence ζν
converges to z0. We define
cν := fν(ζν), Ω˜ν :=
{
cν(z − ζν)
∣∣ z ∈ Ω},
ϕν : Ω˜ν → Ω, ϕν(z˜) := c−1ν z˜ + ζν ,
w˜ν := ϕ
∗
νwν = (ϕ
∗
νAν , uν ◦ ϕν), R˜ν := c−1ν Rν .
Note that w˜ν is an R˜ν-vortex. Passing to some subsequence we may assume that
R˜ν converges to some r0 ∈ [0,∞]. Since εν ≤ δν = fν(zν)− 12 , it follows from (2.50)
that fν(zν) ≤ fν(ζν). It follows that the second inequality in (2.46) holds for
the original sequence.
Construction of w0: We choose a sequence Ω1 ⊆ Ω2 ⊆ . . . ⊆ C of open sets
such that
⋃
ν Ων = C and Ων ⊆ Ω˜ν , for every ν ∈ N. We check the conditions of
Proposition 38 with these sets, Z := ∅, and Rν , wν replaced by R˜ν , w˜ν : Condition
(2.35) is satisfied by hypothesis.
We check condition (2.36): A direct calculation involving (2.49) shows that
(2.51) |dA˜ν u˜ν |+ R˜ν |µ ◦ u˜ν | = c−1ν fν ◦ ϕν ≤ 2, on Bενcν (0).
It follows from (2.50) and the fact fν(zν) → ∞, that ενcν → ∞. Combining this
with (2.51), condition (2.36) follows, for every compact subset Q ⊆ C.
Therefore, applying Proposition 38, there exists an r0-vortex w0 = (A0, u0) ∈
W˜C and, passing to some subsequence, there exist gauge transformations gν ∈
W 2,p(C, G), with the following properties. For every compact subset Q ⊆ C, g∗νA˜ν
converges to A0 in C
0 on Q, and g−1ν u˜ν converges to u0 in C
1 on Q.
We prove the first inequality in (2.47): By Lemma 42 we have
(2.52) eR˜νw˜ν = e
R˜ν
g∗ν w˜ν
→ er0w0 ,
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in C0(Q) for every compact subset Q ⊆ C. Since
eR˜νw˜ν (0) = c
−2
ν e
Rν
wν (ζν) ≥
1
2
,
it follows that er0w0(0) ≥ 1/2. This implies that Er0(w0) > 0. This proves the first
inequality in (2.47).
We prove the second inequality in (2.47): Let ε > 0 be so small that
Bε(z0) ⊆ Ω, and δ > 0. It follows from (2.52) that Er0(w0) ≤ supν ERν (wν).
By hypothesis this supremum is finite. Therefore, there exists R > 0 such that
Er0(w0,C \BR) < δ. Since
ERν
(
wν , Bc−1ν R(ζν)
)
= ER˜ν (w˜ν , BR),
the convergence (2.52) implies that
(2.53) lim
ν→∞
ERν
(
wν , Bc−1ν R(ζν)
)
= Er0(w0, BR) > E
r0(w0)− δ.
On the other hand, since cν →∞ and ζν → z0, for ν large enough the ball Bc−1ν R(ζν)
is contained in Bε(z0). Combining this with (2.53), we obtain
lim sup
ν→∞
ERν (wν , Bε(z0)) ≥ Er0(w0)− δ.
Since this holds for every δ > 0, the second inequality in (2.47) (for the original
sequence) follows.
It remains to prove the first inequality in (2.46), i.e., that r0 > 0. Assume
by contradiction that r0 = 0. For a map u ∈ C∞(C,M) we denote by
E(u) :=
1
2
∫
C
|du|2
its (Dirichlet-)energy.24 By the second R-vortex equation with R := 0 we have
FA0 = 0. Therefore, by Proposition 115 (Appendix A.7) there exists h ∈ C∞(C, G)
such that h∗A0 = 0. By the first vortex equation the map u
′
0 := h
−1u0 : C→M is
J-holomorphic. Let ε > 0 be such that Bε(z0) ⊆ Ω. Using the second inequality in
(2.47), we have
E(u′0) = E
0(w0) ≤ lim sup
ν→∞
ERν (wν , Bε(z0)).
Combining this with the hypothesis supν E
Rν (wν ,Ω) < ∞, it follows that the
energy E(u′0) is finite. Hence by removal of singularities
25, u′0 extends to a smooth
J-holomorphic map v : S2 →M . By the first inequality in (2.47) we have∫
S2
v∗ω = E(v) = E0(w0) > 0.
This contradicts asphericity of (M,ω). Hence r0 must be positive. This concludes
the proof of the claim. 
Statement (i) of Proposition 40 follows from the claim, considering a sequence
zν ∈ Q, such that fν(zν) = ‖fν‖C0(Q), and using (2.46).
We prove statement (ii). Assume that there exists a compact subset Q ⊆ Ω
such that supν ||eRνwν ||C0(Q) =∞. Let zν ∈ Q be such that fν(zν)→∞. We choose
a pair (r0, w0) as in the claim. Using the first inequality in (2.47) and Remark 43
24Here the norm is taken with respect to the metric ω(·, J ·) on M .
25see e.g. [MS2, Theorem 4.1.2]
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(in the case r0 = ∞), we have Er0(w0) ≥ Emin. Combining this with the second
inequality in (2.47), inequality (2.44) follows. This proves (ii) and concludes the
proof of Proposition 40. 
We are now ready to prove Proposition 37 (p. 33).
Proof of Proposition 37. We abbreviate eν := e
Rν
wν .
Claim. For every ℓ ∈ N0 there exists a finite subset Zℓ ⊆ C such that the
following holds. If R0 <∞ then we have Zℓ = ∅. Furthermore, if |Zℓ| < ℓ then we
have
(2.54) sup
ν∈N
{‖eν‖C0(Q) ∣∣Q ⊆ Brν} <∞,
for every compact subset Q ⊆ C \ Zℓ. Moreover, for every z0 ∈ Zℓ and every ε > 0
the inequality (2.44) holds.
Proof of the claim. For ℓ = 0 the assertion holds with Z0 := ∅. We fix
ℓ ≥ 1 and assume by induction that there exists a finite subset Zℓ−1 ⊆ C such that
the assertion with ℓ replaced by ℓ− 1 holds. If (2.54) is satisfied for every compact
subset Q ⊆ C \ Zℓ−1, then the statement for ℓ holds with Zℓ := Zℓ−1.
Assume that there exists a compact subset Q ⊆ C\Zℓ−1, such that (2.54) does
not hold. It follows from the induction hypothesis that
(2.55) |Zℓ−1| ≥ ℓ− 1.
By statement (ii) of Proposition 40 there exists a point z0 ∈ Q such that inequality
(2.44) holds, for every ε > 0. We set Zℓ := Zℓ−1 ∪ {z0}.
It follows from the fact that (2.54) does not hold and statement (i) of Proposi-
tion 40 that R0 = limν→∞Rν =∞. Furthermore, since z0 ∈ Q ⊆ C \ Zℓ−1, (2.55)
implies that |Zℓ| ≥ ℓ. It follows that the statement of the claim for ℓ is satisfied.
By induction, the claim follows. 
We fix an integer
ℓ >
supν E
Rν (wν , Brν )
Emin
and a finite subset Z := Zℓ ⊆ C that satisfies the conditions of the claim. It follows
from the inequality (2.44) that ℓ > |Z|. Hence by the statement of the claim, the
hypothesis (2.36) of Proposition 38 is satisfied with Ων := Brν \ Z. Applying that
result and passing to some subsequence, there exist an R0-vortex w0 ∈ W˜C\Z and
gauge transformations gν ∈ W 2,ploc (C \ Z,G), such that the statements (i,ii) of
Proposition 37 are satisfied. (Here we use that Z = ∅ if R0 <∞.)
We prove statement (iii). Passing to some “diagonal” subsequence, the limit
limν→∞E
Rν
(
wν , B1/i(z)
)
exists, for every i ∈ N and z ∈ Z. Let now z ∈ Z and
ε > 0. We choose i ∈ N bigger than ε−1. For 0 < r < R we denote
A(z, r, R) := B¯R(z) \Br(z).
By Lemma 42 the limit
lim
ν→∞
ERν
(
wν , A(z, 1/i, ε)
)
exists and equals ER0(w0, A(z, 1/i, ε)). It follows that the limit
Ez(ε) := lim
ν→∞
ERν (wν , Bε(z))
2.6. SOFT RESCALING 43
exists. Inequality (2.44) implies that Ez(ε) ≥ Emin. Since ER0(w0, A(z, 1/i, ε))
depends continuously on ε, the same holds for Ez(ε). This proves statement (iii)
and completes the proof of Proposition 37. 
Remark. In the above proof the set of bubbling points Z is constructed by
“terminating induction”. Intuitively, this is induction over the number of bubbling
points. The “auxiliary index” ℓ in the claim is needed to make this idea precise.
Inequality (2.44) ensures that the “induction stops”. ✷
2.6. Soft rescaling
The following proposition will be used inductively in the proof of Theorem 3 to
find the next bubble in the bubbling tree, at a bubbling point of a given sequence of
rescaled vortex classes. It is an adaption of [MS2, Proposition 4.7.1.] to vortices.
44. Proposition (Soft rescaling). Assume that (M,ω) is aspherical. Let r > 0,
z0 ∈ C, Rν > 0 be a sequence that converges to ∞, p > 2, and for every ν ∈ N let
wν := (Aν , uν) ∈ W˜pBr(z0) be an Rν-vortex, such that the following conditions are
satisfied.
(a) There exists a compact subset K ⊆M such that uν(Br(z0)) ⊆ K for every ν.
(b) For every 0 < ε ≤ r the limit
(2.56) E(ε) := lim
ν→∞
ERν (wν , Bε(z0))
exists and Emin ≤ E(ε) <∞. Furthermore, the function
(2.57) (0, r] ∋ ε 7→ E(ε) ∈ R
is continuous.
Then there exist R0 ∈ {1,∞}, a finite subset Z ⊆ C, an R0-vortex w0 := (A0, u0) ∈
W˜C\Z , and, passing to some subsequence, there exist sequences εν > 0, zν ∈ C,
and gν ∈W 2,ploc (C \ Z,G), such that, defining
ϕν : C→ C, ϕν(z˜) := εν z˜ + zν ,
the following conditions hold.
(i) If R0 = 1 then Z = ∅ and E(w0) > 0. If R0 = ∞ and E∞(w0) = 0 then
|Z| ≥ 2.
(ii) The sequence zν converges to z0. Furthermore, if R0 = 1 then εν = R
−1
ν for
every ν, and if R0 =∞ then εν converges to 0 and ενRν converges to ∞.
(iii) If R0 = 1 then the sequence g
∗
νϕ
∗
νwν converges to w0 in C
∞ on every compact
subset of C\Z. Furthermore, if R0 =∞ then on every compact subset of C\Z,
the sequence g∗νϕ
∗
νAν converges to A0 in C
0, and the sequence g−1ν (uν ◦ ϕν)
converges to u0 in C
1.
(iv) Fix z ∈ Z and a number ε0 > 0 such that Bε0(z) ∩ Z = {z}. Then for every
0 < ε < ε0 the limit
Ez(ε) := lim
ν→∞
EενRν
(
ϕ∗νwν , Bε(z)
)
exists and Emin ≤ Ez(ε) < ∞. Furthermore, the function (0, ε0) ∋ ε 7→
Ez(ε) ∈ R is continuous.
(v) We have
(2.58) lim
R→∞
lim sup
ν→∞
ERν
(
wν , BR−1(z0) \BRεν (zν)
)
= 0.
44 2. BUBBLING FOR VORTICES OVER THE PLANE
Roughly speaking, this result states that given a sequence of “zoomed out”
vortices for which a positive amount of energy is concentrated around some point
z0, after “zooming back in”, some subsequence converges either to a vortex over C
or a holomorphic sphere in the symplectic quotient, up to bubbling at finitely many
points. Furthermore, no energy is lost in the limit between the original sequence
and the “zoomed in” subsequence.
To explain this, note that condition (b) in the hypothesis implies that given an
arbitrarily small ball around the point z0, the energy of the vortex wν on the ball
is bounded below by a positive constant arbitrarily close to Emin, provided that ν
is large enough. This means that in the limit ν →∞, a positive amount of energy
bubbles off around the point z0. It follows that there exists a sequence of points
zν ∈ C converging to z0, such that the energy density of wν at zν converges to ∞.
In the conclusion of the proposition, condition (ii) says that we are “zooming
in” around z0, and it specifies how fast we do so. Condition (iii) states that the
“zoomed in” subsequence converges to either a vortex over C or a holomorphic
sphere in M , depending on how fast we “zoom back in”. Condition (i) implies that
the limit object is nontrivial or there are at least two new bubbling points. (The
latter can only happen if the limit is a holomorphic sphere in M .) In the proof of
Theorem 3, this will guarantee that the new bubble is stable.
Analogously to condition (b), condition (iv) implies that at each point in Z in
the limit ν → ∞, at least the energy Emin bubbles off in the sequence of rescaled
vortices ϕ∗νwν . In the proof of Theorem 3, this will be used to prove that the induc-
tive construction of the bubble tree terminates after finitely many steps. Finally,
condition (v) will ensure that at each step no energy is lost between the old and
new bubble.
Remark. In condition (iii) the pullback ϕ∗νwν is defined over the set ϕ
−1
ν (Br(z0)).
This set contains any given compact subset Q ⊆ C \ Z, provided that ν is large
enough (depending on Q). Hence condition (iii) makes sense. ✷
The proof of Proposition 44 is given on page 48. It is based on the following
result, which states that the energy of a vortex over an annulus is concentrated
near the ends, provided that it is small enough. For 0 ≤ r, R ≤ ∞ we denote the
open annulus around 0 with radii r, R by
A(r, R) := BR \ B¯r.
Note that A(r,∞) = C \ B¯r, and A(r, R) = ∅ in the case r ≥ R. We define
d : M ×M → [0,∞]
to be the distance function induced by the Riemannian metric ω(·, J ·).26 We define
(2.59) d¯ :M/G×M/G→ [0,∞], d¯(x¯, y¯) := min
x∈x¯, y∈y¯
d(x, y).
By Lemma 118 in Appendix A.7 this is a distance function on M/G which induces
the quotient topology.
45. Proposition (Energy concentration near ends). There exists a constant
r0 > 0 such that for every compact subset K ⊆ M and every ε > 0 there exists a
26If M is disconnected then d attains the value ∞.
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constant E0, such that the following holds. Assume that r ≥ r0, R ≤ ∞, p > 2,
and w := (A, u) ∈ W˜pA(r,R) is a vortex (with respect to (ω0, i)), such that
u(A(r, R)) ⊆ K,
E(w) = E
(
w,A(r, R)
) ≤ E0.(2.60)
Then we have27
E
(
w,A(ar, a−1R)
) ≤ 4a−2+εE(w), ∀a ≥ 2,(2.61)
supz,z′∈A(ar,a−1R) d¯(Gu(z), Gu(z
′)) ≤ 100a−1+ε√E(w), ∀a ≥ 4.(2.62)
(Here Gx ∈M/G denotes the orbit of a point x ∈M .)
The proof of this result is modeled on the proof of [Zi2, Theorem 1.3], which in
turn is based on the proof of [GS, Proposition 11.1]. It is based on an isoperimetric
inequality for the invariant symplectic action functional (Theorem 82 in Appendix
A.2). It also relies on an identity relating the energy of a vortex over a compact
cylinder with the actions of its end-loops (Proposition 83 in Appendix A.2). The
proof of (2.62) also uses the following remark.
46. Remark. Let
(
M, 〈·, ·〉M
)
be a Riemannian manifold, G a compact Lie
group that acts on M by isometries, P a G-bundle over [0, 1] 28 , A ∈ A(P ) a
connection, and u ∈ C∞G (P,M) a map. We define
ℓ(A, u) :=
∫ 1
0
|dAu|dt,
where dAu = du+LuA, and the norm is taken with respect to the standard metric
on [0, 1] and 〈·, ·〉M . Furthermore, we define
u¯ : [0, 1]→M/G, u¯(t) := Gu(p),
where p ∈ P is any point over t. We denote by d the distance function induced by
〈·, ·〉M , and define d¯ as in (2.59). Then for every pair of points x¯0, x¯1 ∈ M/G, we
have
d¯(x¯0, x¯1) ≤ inf
{
ℓ(A, u)
∣∣ (P,A, u) as above: u¯(i) = x¯i, i = 0, 1}.
This follows from a straight-forward argument. ✷
Proof of Proposition 45. For every subset X ⊆M we define
mX := inf
{|Lxξ| ∣∣x ∈ X, ξ ∈ g : |ξ| = 1},
where the norms are with respect to ω(·, J ·) and 〈·, ·〉g. We set
(2.63) r0 := m
−1
µ−1(0).
Let K ⊆ M be a compact subset and ε > 0. Replacing K by GK, we may
assume w.l.o.g. that K is G-invariant. An elementary argument using our standing
hypothesis (H) shows that there exists a number δ0 > 0 such that G acts freely on
K ′ := µ−1(B¯δ0), and
(2.64) mK′ ≥
√
1− ε
2
mµ−1(0).
27Note that for a >
√
R/r we have A(ar, a−1R) = ∅, hence (2.61,2.62) are non-trivial only
for a ≤√R/r.
28Such a bundle is trivializable, but we do not fix a trivialization here.
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We choose a constant δ as in Theorem 82 in Appendix A.2 (Isoperimetric inequal-
ity), corresponding to
〈·, ·〉M := ω(·, J ·), K ′, c := 1
2− ε .
Shrinking δ we may assume that it satisfies the condition of Proposition 83 in
Appendix A.2 (Energy action identity) for K ′. We choose a constant E˜0 > 0 as in
Lemma 72 in Appendix A.1 (called E0 there), corresponding to K. We define
(2.65) E0 := min
{
E˜0,
π
32
r20δ
2
0 ,
δ2
128π
}
.
Assume that r, R, p, w are as in the hypothesis. Without loss of generality, we may
assume that r < R.
Consider first the case R <∞, and assume that w extends to a smooth vortex
over the compact annulus of radii r and R. We show that inequality (2.61) holds.
We define the function
(2.66) E : [0,∞)→ [0,∞), E(s) := E(w,A(res, Re−s)).
Claim. For every s ∈ [ log 2, log(R/r)/2) we have
(2.67)
d
ds
E(s) ≤ −(2− ε)E(s).
Proof of the claim. Using the fact r ≥ r0 and (2.60,2.65), it follows from
Lemma 72 in Appendix A.1 (with r replaced by |z|/2) that
(2.68) ew(z) ≤ min
{
δ20 ,
δ2
4π2|z|2
}
, ∀z ∈ A(2r, R/2).
We define
Σs :=
(
s+ log r,−s+ logR)× S1, ∀s ∈ R,
ϕ : Σ0 → C, ϕ(z) := ez, w˜ := (A˜, u˜) := ϕ∗w.
(Here we identify Σ0 ∼= C/ ∼, where z ∼ z + 2πin, for every n ∈ Z.) Let s0 ∈[
log(2r), log(R/2)
]
. Combining (2.68) with the fact |µ ◦ u| ≤ √ew and Remark 46,
it follows that
(2.69) u˜(s0, t) ∈ K ′ = µ−1(B¯δ0), ∀t ∈ S1, ℓ¯(Gu˜(s0, ·)) ≤ δ.
Hence the hypotheses of Theorem 82 (Appendix A.2) are satisfied with K replaced
by K ′ and c := 1/(2 − ε). By the statement of that result the loop u˜(s0, ·) is
admissible, and defining
ιs0 : S
1 → Σ0, ιs0(t) := (s0, t),
we have
(2.70)
∣∣A(ι∗s0w˜)∣∣ ≤ 12− ε‖ι∗s0dA˜u˜‖22 + 12m2K′ ∥∥µ ◦ u˜ ◦ ιs0∥∥22.
Here A denotes the invariant symplectic action, as defined in Appendix A.2. Fur-
thermore, the L2-norms are with respect to the standard metric on S1 ∼= R/(2πZ),
the metric ω(·, J ·) on M , and the operator norm | · |op : g∗ → R, induced by 〈·, ·〉g.
By (2.63,2.64) and the fact 2r ≤ es0 , we have
(2.71)
1
2− ε |ι
∗
s0dA˜u˜|20(t) +
1
2m2K′
∣∣µ ◦ u˜ ◦ ιs0 ∣∣2(t) ≤ 12− εe2s0ew(es0+it), ∀t ∈ S1.
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Here the norm | · |0 is with respect to the standard metric on S1 ∼= R/(2πZ), and
we used the fact that for every ϕ ∈ g∗,
|ϕ|op ≤ |ϕ| :=
√
ϕ(ξ)
where ξ ∈ g is determined by 〈ξ, ·〉g = ϕ. We fix s ∈
[
log 2, log(R/r)/2
)
. Recalling
(2.66), we have
E(s) =
∫
Σs
e2s0ew(e
s0+it)dt ds0.
Combining this with (2.70,2.71), it follows that
(2.72) −A(ι∗−s+logRw˜)+A(ι∗s+log rw˜) ≤ − 12− ε ddsE(s).
Using (2.69), the hypotheses of Proposition 83 are satisfied with K replaced by K ′.
Applying that result, we have
E(s) = −A(ι∗−s+logRw˜)+A(ι∗s+log rw˜).
Combining this with (2.72), inequality (2.67) follows. This proves the claim. 
By the claim the derivative of the function[
log 2,
log
(
R
r
)
2
)
∋ s 7→ E(s)e(2−ε)s
is non-positive, and hence this function is non-increasing. Inequality (2.61) follows.
We prove (2.62). Let z ∈ A(4r,√rR). Using (2.60) and the fact E0 ≤ E˜0, it
follows from Lemma 72 (with r replaced by |z|/2) that
(2.73) ew(z) ≤ 32
π|z|2E
(
w,B |z|
2
(z)
)
.
We define a := |z|/(2r). Then a ≥ 2 and B|z|/2(z) is contained in A(ar, a−1R).
Therefore, by (2.61) we have
E
(
w,B |z|
2
(z)
) ≤ 16r2−ε|z|−2+εE(w).
Combining this with (2.73) and the fact |dAu|(z) ≤
√
2ew(z), it follows that
(2.74) |dAu(z)v| ≤ Cr1− ε2 |z|−2+ ε2
√
E(w)|v|, ∀z ∈ A(4r,
√
rR), v ∈ C.
where C := 32/
√
π. A similar argument shows that
(2.75) |dAu(z)v| ≤ CR−1+ ε2 |z|− ε2
√
E(w)|v|, ∀z ∈ A(
√
rR,R/4).
Let now a ≥ 4 and z, z′ ∈ A(ar, a−1R). Assume that ε ≤ 1. (This is no real
restriction.) We define γ : [0, 1] → C to be the radial path of constant speed,
such that γ(0) = z and |γ(1)| = |z′|. Furthermore, we choose an angular path
γ′ : [0, 1] → C of constant speed, such that γ′(0) = γ(1), γ′(1) = z′, and γ′ has
minimal length among such paths. (See Figure 4.)
Consider the “twisted length” of γ∗(A, u), given by∫ 1
0
∣∣dAu γ˙(t)∣∣dt.
It follows from (2.74,2.75) and the fact ε ≤ 1, that this length is bounded above
by 4C
√
E(w)a−1+ε/2. Similarly, it follows that the “twisted length” of γ′
∗
(A, u)
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γ’
γ
z’
z
Figure 4. The paths γ and γ′ described in the proof of inequality
(2.62) (Proposition 45).
is bounded above by Cπ
√
E(w)a−1+ε/2. Therefore, using Remark 46, inequality
(2.62) with ε replaced by ε/2 follows.
Assume now that w is not smooth. By Theorem 76 in Appendix A.1 the
restriction of w to any compact cylinder contained in A(r, R) is gauge equivalent
to a smooth vortex. Hence the inequalities (2.61,2.62) follow from what we just
proved, using the G-invariance of K.
In the case R =∞ the inequalities (2.61,2.62) follow from what we just proved,
by considering an arbitrarily large radius R < ∞. This completes the proof of
Proposition 45. 
We are now ready for the proof of Proposition 44 (p. 43).
Proof of Proposition 44. The function E as in (2.57) is increasing and, by
hypothesis (b), bounded below by Emin. Hence the limit
(2.76) m0 := lim
ε→0
E(ε)
exists and is bounded below by Emin. We fix a compact subset K ⊆ M as in
hypothesis (a). We choose a constant E0 > 0 as in Lemma 72 in Appendix A.1
(Bound on energy density), depending on K. Considering the pullback of wν by
the translation by z0, we may assume w.l.o.g. that z0 = 0.
1. Claim. We may assume w.l.o.g. that
(2.77) ‖eRνwν‖C0(B¯r) = eRνwν (0).
Proof of Claim 1. Suppose that we have already proved the proposition
under this additional assumption, and let r, z0 = 0, Rν, wν be as in the hypotheses
of the proposition. We choose 0 < r̂ ≤ r/4 so small that
(2.78) E(4r̂) = lim
ν→∞
ERν (wν , B4r̂) < m0 + E0.
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For ν ∈ N we choose z˜ν ∈ B¯2r̂ such that
(2.79) eRνwν (z˜ν) = ‖eRνwν‖C0(B¯2r̂).
2. Claim. The sequence z˜ν converges to 0.
Proof of Claim 2. Recall that A(r, R) denotes the open annulus of radii r
and R. Let 0 < ε ≤ 2r̂. Inequality (2.78) implies that there exists ν(ε) ∈ N such
that
ERν
(
wν , A(ε/2, 4r̂)
)
< E0,
for every ν ≥ ν(ε). Hence by Lemma 72 with r = ε/2 we have
(2.80) eRνwν (z) <
32E0
πε2
, ∀ν ≥ ν(ε), ∀z ∈ A(ε, 2r̂).
We define
δ0 := min
{
2r̂, ε
√
m0
64E0
}
.
Increasing ν(ε), we may assume that ERν (wν , Bδ0) > m0/2 for every ν ≥ ν(ε), and
therefore
‖eRνwν‖C0(B¯δ0 ) >
32E0
πε2
.
Combining this with (2.79,2.80) and the fact δ0 ≤ 2r̂, it follows that z˜ν ∈ Bε, for
every ν ≥ ν(ε). This proves Claim 2. 
By Claim 2 we may pass to some subsequence such that |z˜ν | < r̂ for every ν.
We define
ψν : Br̂ → C, ψν(z) := z + zν , w˜ν := (A˜, u˜) := ψ∗νwν .
Then (2.77) with wν , r replaced by w˜ν , r̂ is satisfied. By elementary arguments
the hypotheses of Proposition 44 are satisfied with (wν , r, z0) replaced by (w˜ν , r̂, 0).
Assuming that we have already proved the statement of the proposition for w˜ν ,
a straight-forward argument using Claim 2 shows that it also holds for wν . This
proves Claim 1. 
So we assume w.l.o.g. that (2.77) holds.
Construction of R0, Z, and w0: Recall the definition (2.76) of m0, and that
we have chosen E0 > 0 as in Lemma 72. We choose constants r0 and E1 as in
Proposition 45, the latter (called E0 there) corresponding to the compact set K
and ε := 1. We fix a constant
(2.81) 0 < δ < min
{
m0,
E0
2
,
E1
2
}
.
We pass to some subsequence such that
(2.82) ERν (wν , Br(0)) > m0 − δ, ∀ν ∈ N.
For every ν ∈ N, there exists 0 < ε̂ν < r, such that
(2.83) ERν (wν , Bε̂ν ) = m0 − δ.
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It follows from the definition of m0 that
(2.84) ε̂ν → 0.29
3. Claim. We have
(2.85) inf
ν
ε̂νRν > 0.
Proof of Claim 3. Equality (2.77) implies that
(2.86) ERν (wν , Bε̂ν ) ≤ πε̂2νeRνwν (0).
The hypotheses Rν →∞, (a), and (b) imply that the hypotheses of Proposition 40
(Quantization of energy loss) are satisfied with Ω := Br. Thus by assertion (i) of
that proposition with Q := {0}, we have
inf
ν
R2ν
eRνwν (0)
> 0.
Combining this with (2.86,2.83) and the fact δ < m0, inequality (2.85) follows. This
proves Claim 3. 
Passing to some subsequence, we may assume that the limit
(2.87) R̂0 := lim
ν→∞
ε̂νRν ∈ [0,∞]
exists. By Claim 3 we have R̂0 > 0. We define
(2.88) (R0, εν) :=
{
(∞, ε̂ν), if R̂0 =∞,
(1, R−1ν ), otherwise,
R˜ν := ενRν , ϕν : Bε−1ν r → Br, ϕν(z) := ενz, w˜ν := (A˜ν , u˜ν) := ϕ∗νwν .
By Proposition 37 with Rν , wν replaced by R˜ν , w˜ν and rν := r/εν there exist a
finite subset Z ⊆ C and an R0-vortex w0 = (A0, u0) ∈ W˜C\Z , and passing to some
subsequence, there exist gauge transformations gν ∈W 2,ploc (C \ Z,G), such that the
conclusions of that proposition hold.
We check the conditions of Proposition 44 with zν := z0 := 0: Condi-
tion 44(ii) holds by (2.84,2.87,2.88). Condition 44(iii) follows from 37(i,ii), and
condition 44(iv) follows from 37(iii).
We prove condition 44(v): We define
ψν : BR−1ν r → Br, ψν(z) := R̂−1ν z, w′ν := ψ∗νwν .30
We choose 0 < ε ≤ r so small that
lim
ν→∞
ERν (wν , Bε) < m0 +
E1
2
.
Furthermore, we choose an integer ν0 so large that for ν ≥ ν0, we haveERν (wν , Bε) <
m0 + E1/2. We fix ν ≥ ν0. Using (2.83,2.81), it follows that
E
(
w′ν , A(ε̂νRν , εRν)
)
< E1.
29Otherwise, there exists a constant ε > 0, such that passing to some subsequence, we have
ε̂ν ≥ ε. Combining this with (2.83) and considering the limit ν → ∞, we obtain a contradiction
to (2.76).
30In the case R0 = 1 we have ψν = ϕν and hence w′ν = w˜ν .
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It follows that the requirements of Proposition 45 are satisfied with r, R, wν replaced
by max{r0, ε̂νRν}, εRν , w′ν . Therefore, we may apply that result (with “ε” equal
to 1), obtaining
ERν
(
wν , A
(
amax{R−1ν r0, ε̂ν}, a−1ε
)) ≤ 4a−1E1, ∀a ≥ 2.
Using (2.87,2.88) and the fact zν = z0 = 0, the equality (2.58) follows. This proves
44(v).
To see that condition 44(i) holds, assume first that R0 = 1. Then Z = ∅ by
statement (i) of Proposition 37. The same statement and Lemma 42 imply that
E(w0, B2R̂0) = limν→∞
E(w˜ν , B2R̂0).
It follows from the convergence ε̂νRν → R̂0 > 0 and (2.83,2.81) that this limit is
positive. This proves condition 44(i) in the case R0 = 1.
Assume now that R0 = ∞ and E∞(w0) = 0. Then condition 44(i) is a
consequence of the following two claims.
4. Claim. The set Z is not contained in the open ball B1.
Proof of Claim 4. By 44(v) (which we proved above) there exists R > 0 so
that
(2.89) lim sup
ν→∞
ERν
(
wν , A(Rεν , R
−1)
)
< δ.
(Here we used that z0 = zν = 0.) Since R0 =∞, we have ε̂ν = εν . Hence it follows
from (2.83) and (2.56) that
(2.90) lim
ν→∞
ERν
(
wν , A(εν , R
−1)
)
= E(R−1)−m0 + δ.
By the definition (2.76) ofm0, the right hand side is bounded below by δ. Therefore,
combining (2.90) with (2.89), it follows that
(2.91) lim inf
ν→∞
ERν (wν , A(εν , ενR)) > 0.
Suppose by contradiction that Z ⊆ B1. Then by 37(ii), the connection g∗νA˜ν
converges to A0 in C
0 on A¯(1, R) := BR \B1, and the map g−1ν u˜ν converges to u0
in C1 on A¯(1, R). Hence Lemma 42 implies that
E∞
(
w0, A(1, R)
)
= lim
ν→∞
ER˜ν
(
w˜ν , A(1, R)
)
.
Combining this with (2.91), we arrive at a contradiction to our assumptionE∞(w0) =
0. This proves Claim 4. 
5. Claim. The set Z contains 0.
Proof of Claim 5. By Claim 4 the set Z \ B1 is nonempty. We choose a point
z ∈ Z \B1 and a number ε0 > 0 so small that Bε0(z)∩Z = {z}. We fix 0 < ε < ε0.
Since εν → 0 (as ν →∞), (2.77) implies that
eR˜νw˜ν (0) = ‖eR˜νw˜ν‖C0(B¯ε(z)),
for ν large enough. Combining this with condition 44(iv) (which we proved above),
it follows that
lim inf
ν→∞
eR˜νw˜ν (0) ≥
Emin
πε2
.
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Since ε ∈ (0, ε0) is arbitrary, it follows that
(2.92) eR˜νw˜ν (0)→∞, as ν →∞.
If 0 did not belong to Z, then by 37(ii) and Lemma 42 the energy density eR˜νw˜ν (0)
would converge to e∞w0(0), a contradiction to (2.92). This proves Claim 5, and
completes the proof of 44(i) and therefore of Proposition 44. 
47. Remark. Assume that R0, Z, w0 are constructed as in the proof of condi-
tion (i) of Proposition 44, and that R0 =∞ and E∞(w0) = 0. Then Z ⊆ B¯1 (and
hence Z ∩ S1 6= ∅ by Claim 4). This follows from the inequalities
lim
ν→∞
ER˜ν (w˜ν , A(1, R)) ≤ δ < Emin, ∀R > 1.
Here the first inequality is a consequence of condition (2.83). ✷
2.7. Proof of the bubbling result
Based on the results of the previous sections, we are now ready to prove the
first main result of this memoir, Theorem 3. The proof is an adaption of the proof
of [MS2, Theorem 5.3.1] to the present setting. The strategy is the following:
Consider first the case k = 0, i.e., the only marked point is zν0 =∞. We rescale the
sequence Wν so rapidly that all the energy is concentrated around the origin in C.
Then we “zoom back in” in a soft way, to capture the bubbles (spheres in M and
vortices over C) in an inductive way. (See Claim 1 below.)
Next we show that at each stage of this construction, the total energy of the
components of the tree plus the energy loss at the unresolved bubbling points equals
the limit of the energies E(W ν). Here we call a bubbling point “unresolved” if we
have not yet constructed any sphere or vortex which is attached to this point.
(See Claim 2.) Furthermore, we prove that the number of vertices of the tree is
uniformly bounded above. (See inequality (2.102).) This implies that the inductive
construction terminates at some point.
We also show that the vortices over C and the bubbles in M have the required
properties and that the data fits together to a stable map, which is the limit of a
subsequence of W ν . (See Claims 4 and 5.)
For k ≥ 1 we then prove the statement of the theorem inductively, using the
statement for k = 0. At each induction step we need to handle one additional
marked point in the sequence of vortex classes and marked points. In the limit
there are three possibilities for the location of this point:
(I) It does not coincide with any special point.
(II) It coincides with the marked point zi (lying on the vertex αi), for some i.
(III) It lies between two already constructed bubbles.
In case (I) we just include the new marked point into the bubble tree. In case
(II), we introduce either
• a “ghost bubble”, which carries the two marked points and is connected
to αi, or
• a “ghost vortex”, which is connected to αi, and a “ghost bubble of type
0”, which is connected to the “ghost vortex” and carries the two marked
points.
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1=j2=j4
2=j3
3
4
Figure 5. This is a “partial stable map” as in Claim 1. It is a
possible step in the construction of the stable map of Figure 1.
The cross denotes a bubbling point that has not yet been resolved.
When adding marked points, a “ghost sphere” in M will be intro-
duced between the components 1 and 4.
The second option will only occur if αi ∈ T∞. Which of the two options we choose
depends on the speed at which the two marked points come together. In case (III)
we introduce a “ghost bubble” between the two bubbles, which carries the new
marked point.
Proof of Theorem 3 (p. 7). We consider first the case k = 0. Let Wν
be a sequence of vortex classes as in the hypothesis. For each ν ∈ N we choose
a representative wν := (Pν , Aν , uν) of Wν , such that Pν = C × G. Passing to
some subsequence we may assume that E(wν) converges to some constant E. The
hypothesis E(Wν) > 0 (for every ν) implies that E ≥ Emin. We choose a sequence
Rν ≥ 1 such that
(2.93) E(Wν , BRν )→ E.
We define
Rν0 := νRν , ϕν : C→ C, ϕν(z) := Rν0z, wν0 := ϕ∗νwν ,
j1 := 0, z1 := 0, Z0 := {0}, zν0 := 0.
The next claim provides an inductive construction of the bubble tree. (Some ex-
planations are given below. See also Figure 5.)
1. Claim. For every integer ℓ ∈ N, passing to some subsequence, there exist
an integer N := N(ℓ) ∈ N and tuples
(Ri, Zi, wi)i∈{1,...,N}, (ji, zi)i∈{2,...,N}, (R
ν
i , z
ν
i )i∈{1,...,N}, ν∈N,
where Ri ∈ {1,∞}, Zi ⊆ C is a finite subset, wi = (Ai, ui) ∈ W˜C\Zi is an Ri-vortex,
ji ∈ {1, . . . , i − 1}, zi ∈ C, Rνi > 0, and zνi ∈ C, such that the following conditions
hold.
(i) For every i = 2, . . . , N we have zi ∈ Zji . Moreover, if i, i′ ∈ {2, . . . , N} are
such that i 6= i′ and ji = ji′ then zi 6= zi′ .
(ii) Let i = 1, . . . , N . If Ri = 1 then Zi = ∅ and E(wi) > 0. If Ri = ∞ and
E∞(wi) = 0 then |Zi| ≥ 2.
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(iii) Fix i = 1, . . . , N . If Ri = 1 then R
ν
i = 1 for every ν, and if Ri = ∞ then
Rνi →∞. Furthermore,
(2.94)
Rνi
Rνji
→ 0, z
ν
i − zνji
Rνji
→ zi.
In the following we set ϕνi (z) := R
ν
i z + z
ν
i , for i = 0, . . . , N and ν ∈ N.
(iv) For every i = 1, . . . , N there exist gauge transformations gνi ∈W 2,ploc (C\Zi, G)
such that the following holds. If Ri = 1 then (g
ν
i )
∗(ϕνi )
∗wν converges to wi
in C∞ on every compact subset of C. Furthermore, if Ri =∞ then on every
compact subset of C \ Zi the sequence (gνi )∗(ϕνi )∗Aν converges to Ai in C0,
and the sequence (gνi )
∗(ϕνi )
∗uν converges to ui in C
1.
(v) Let i = 1, . . . , N , z ∈ Zi and ε0 > 0 be such that Bε0(z)∩Zi = {z}. Then for
every 0 < ε < ε0 the limit
Ez(ε) := lim
ν→∞
ER
ν
i
(
(ϕνi )
∗wν , Bε(z)
)
exists, and Emin ≤ Ez(ε) <∞. Furthermore, the function
(0, ε0) ∋ ε 7→ Ez(ε) ∈ [Emin,∞)
is continuous.
(vi) For every i = 1, . . . , N , we have
lim
R→∞
lim sup
ν→∞
E
(
wν , BRνji/R
(zνji +R
ν
jizi) \BRRνi (zνi )
)
= 0.
(vii) If ℓ > N then for every j = 1, . . . , N we have
(2.95) Zj =
{
zi | j < i ≤ N, ji = j
}
.
To understand this claim, note that the collection (ji)i∈{2,...,N} describes a tree
with vertices the numbers 1, . . . , N and unordered edges
{
(i, ji), (ji, i)
}
. Attached
to the vertices of this tree are vortex classes and ∞-vortex classes. (The latter will
give rise to holomorphic spheres in M .) Each pair (Rνi , z
ν
i ) defines a rescaling ϕ
ν
i ,
which is used to obtain the i-th limit vortex or ∞-vortex. (See condition (iv).)
The point zi is the nodal point on the ji-th vertex, at which the i-th vertex
is attached. The corresponding nodal point on the i-th vertex is ∞. The set Zi
consists of the nodal points except ∞ (if i ≥ 2) on the i-th vertex together with
the bubbling points that have not yet been resolved.
Condition (i) implies that the nodal points at a given vertex are distinct. Con-
dition (ii) guarantees that once all bubbling points have been resolved, the i-th
component will be stable.31
Condition (iii) implies that the rescalings ϕνi “zoom out” less than the rescalings
ϕνji . A consequence of condition (v) is that at every nodal or unresolved bubbling
point at least the energy Emin concentrates in the limit. Condition (vi) means
that no energy is lost in the limit between each pair of adjacent bubbles. Finally,
condition (vii) means that in the case ℓ > N all bubbling points have been resolved.
Proof of Claim 1. We show that the statement holds for ℓ := 1. We check
the conditions of Proposition 44 (Soft rescaling) with z0 := 0, r := 1 and Rν , wν
replaced by Rν0 , w
ν
0 . Condition 44(a) follows from Proposition 79 in Appendix A.1,
31Note that in the case i ≥ 2 there is another nodal point at ∞, and for i = 1 there will be
a marked point at ∞, which is the limit of the sequence zν
0
.
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using the hypothesis that M is equivariantly convex at∞. Condition 44(b) follows
from the facts
lim
ν→∞
ER
ν
0 (wν0 , Bε) = E, ∀ε > 0, E ≥ Emin .
The first condition is a consequence of the facts Rν0 = νRν , E(wν)→ E, and (2.93).
Thus by Proposition 44, there exist R0 ∈ {1,∞}, a finite subset Z ⊆ C, and
an R0-vortex w0 ∈ W˜pC\Z1 , and passing to some subsequence, there exist sequences
εν > 0, zν , and gν , such that the conclusions of Proposition 44 with Rν , wν replaced
by Rν0 , w
ν
0 hold. We define
N := N(1) := 1, R1 := R0, Z1 := Z, w1 := w0, R
ν
1 := ενR
ν
0 , z
ν
1 := R
ν
0zν .
We check conditions (i)-(vii) of Claim 1 with ℓ = 1: Conditions (i,vii) are
void. Furthermore, conditions (ii)-(vi) follow from 44(i)-(v). This proves the state-
ment of the Claim for ℓ = 1.
Let ℓ ∈ N and assume, by induction, that we have already proved the statement
of Claim 1 for ℓ. We show that it holds for ℓ + 1. By assumption there exists a
number N := N(ℓ) and there exist collections
(Ri, Zi, wi)i∈{1,...,N}, (ji, zi)i∈{2,...,N}, (R
ν
i , z
ν
i )i∈{1,...,N}, ν∈N,
such that conditions (i)-(vii) hold. If
Zj =
{
zi | j < i ≤ N, ji = j
}
, ∀j = 1, . . . , N
then conditions (i)-(vii) hold with N(ℓ+ 1) := N , and we are done. Hence assume
that there exists a j0 ∈ {1, . . . , N} such that
(2.96) Zj0 6=
{
zi | j0 < i ≤ N, ji = j0
}
.
We set N(ℓ+ 1) := N + 1 and choose an element
(2.97) zN+1 ∈ Zj0 \
{
zi | j < i ≤ N, ji = j0
}
.
We fix a number r > 0 so small that Br(zN+1) ∩ Zj0 = {zN+1}. We apply Propo-
sition 44 with z0 := zN+1 and Rν , wν replaced by R
ν
j0 , (ϕ
ν
j0 )
∗wν . Condition 44(a)
holds by hypothesis. Furthermore, by condition (v) for ℓ, condition 44(b) is satis-
fied. Hence passing to some subsequence, there exist R0 ∈ {1,∞}, a finite subset
Z ⊆ C, an R0-vortex w0 ∈ W˜pC\Z , and sequences εν > 0, zν, such that the conclu-
sion of Proposition 44 holds. We define
RN+1 := R0, ZN+1 := Z, wN+1 := w0, jN+1 := j0,
RνN+1 := ενR
ν
j0 , z
ν
N+1 := R
ν
j0zν + z
ν
j0 .
We check conditions (i)-(vii) of Claim 1 with ℓ replaced by ℓ + 1, i.e., N
replaced by N +1. Condition (i) follows from the induction hypothesis and (2.97).
Conditions (ii)-(vi) follow from 44(i)-(v).
We show that (vii) holds withN replaced byN+1: By the induction hypothesis,
it holds for N . Hence (2.96) implies that N + 1 ≥ ℓ + 1. So there is nothing to
check. This completes the induction and the proof of Claim 1. 
Let ℓ ∈ N be an integer and N := N(ℓ), (Ri, Zi, wi), (ji, zi), (Rνi , zνi ) be as
in Claim 1. Recall that Z0 = {0} and zν0 := 0. We fix i = 0, . . . , N . We define
ϕνi (z) := R
ν
i z + z
ν
i , for every measurable subset X ⊆ C we denote
Ei(X) := E
Ri(wi, X), Ei := Ei(C \ Zi), Eνi (X) := ER
ν
i ((ϕνi )
∗wν , X).
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Furthermore, for z ∈ Zi we define
(2.98) mi(z) := lim
ε→0
lim
ν→∞
Eνi (Bε(z)).
For i = 0 it follows from (2.93) and Rν0 = νRν that the limit m0(0) exists and
equals E. For i = 1, . . . , N it follows from condition (v) that the limit (2.98) exists
and that mi(z) ≥ Emin. For j, k = 0, . . . , N we define
Zj,k := Zj \ {zi | j < i ≤ k, ji = j}
(This is the set of points on the j-th sphere that have not been resolved after the
construction of the k-th bubble.) We define the function
(2.99) f : {1, . . . , N} → [0,∞), f(i) := Ei +
∑
z∈Zi,N
mi(z).
2. Claim.
N∑
i=1
f(i) = E.
Proof of Claim 2. We show by induction that
(2.100)
k∑
i=1
(
Ei +
∑
z∈Zi,k
mi(z)
)
= E,
for every k = 1, . . . , N . Claim 2 is a consequence of this with k = N . For the proof
of equality (2.100) we need the following.
3. Claim. For every i = 1, . . . , N we have
(2.101) mji(zi) = Ei +
∑
z∈Zi
mi(z).
Proof of Claim 3. Let i = 1, . . . , N . We choose a number ε > 0 so small
that
B¯ε(zi) ∩ Zji = {zi}, Zi ⊆ Bε−1−ε,
and if z 6= z′ are points in Zi then |z − z′| > 2ε. By condition (v) of Claim 1, for
each z ∈ Zi the limit limν→∞Eνi (Bε(z)) exists. Lemma 42 implies that
lim
ν→∞
Eνi (Bε−1) = Ei
(
Bε−1 \
⋃
z∈Zi
Bε(z)
)
+
∑
z∈Zi
lim
ν→∞
Eνi (Bε(z)).
Combining this with condition (vi) of Claim 1, equality (2.101) follows from a
straight-forward argument. This proves Claim 3. 
Since Z1,1 = Z1, equality (2.100) for k = 1 follows from Claim 3 and the fact
m0(0) = E. Let now k = 1, . . . , N − 1 and assume that we have proved (2.100) for
k. An elementary argument using Claim 3 with i := k + 1 shows (2.100) with k
replaced by k + 1. By induction, Claim 2 follows. 
Consider the tree relation E on T := {1, . . . , N} defined by iEi′ iff i = ji′ or
i′ = ji. Lemma 117 in Appendix A.7 with f as in (2.99), k := 1, α1 := 1 ∈ T , and
E0 := Emin, implies that
(2.102) N ≤ 2E
Emin
+ 1.
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(Hypothesis (A.61) follows from conditions (ii,v) of Claim 1.) Assume now that
we have chosen ℓ > 2E/Emin+1. By (2.102) we have ℓ > N , and therefore by
condition (vii) of Claim 1, equality (2.95) holds, for every j = 1, . . . , N . We define
T := {1, . . . , N}, T0 := ∅, T1 := {i ∈ T |Ri = 1}, T∞ := T \ T1,
and the tree relation E on T by
iEi′ ⇐⇒ i = ji′ or i′ = ji.
Furthermore, for i, i′ ∈ T such that iEi′ we define the nodal points
zii′ :=
{ ∞, if i′ = ji,
zi′ , if i = ji′ .
Moreover, we define the marked point
(α0, z0) := (1,∞) ∈ T × S2.
4. Claim. Let i ∈ T . If i ∈ T1 then E(wi) < ∞ and ui(C × G) has compact
closure. Furthermore, if i ∈ T∞ then the map
Gui : C \ Zi →M = µ−1(0)/G
extends to a smooth J¯-holomorphic map
u¯i : S
2 ∼= C ∪ {∞} →M.
Proof of Claim 4. We choose gauge transformations gνi ∈ W 2,ploc (C \ Zi, G)
as in condition (iv) of Claim 1, and define wνi := (g
ν
i )
∗(ϕνi )
∗wν .
Assume that i ∈ T1. It follows from Fatou’s lemma that
E(wi) ≤ lim inf
ν→∞
E(wνi ) = E <∞.
Furthermore, since by hypothesis M is equivariantly convex at ∞, by Proposition
79 in Appendix A.1 there exists a G-invariant compact subset K0 ⊆ M such that
uνi (C) ⊆ K0, for every ν ∈ N. Since uνi converges to ui pointwise, it follows that
ui(C) ⊆ K0. Hence wi has the required properties.
Assume now that i ∈ T∞. By Proposition 116 in Appendix A.7 the map
Gui : C \ Zi →M = µ−1(0)/G
is J¯-holomorphic, and eGui = e
∞
wi . It follows from Fatou’s lemma that
E∞(wi,C \ Zi) ≤ lim inf
ν→∞
ER
ν
i (wνi ) = E <∞.
Therefore, by removal of singularities, it follows that Gui extends to a smooth
J¯-holomorphic map u¯i : S
2 →M .32 This proves Claim 4. 
5. Claim. The tuple
(W, z) :=
(
T0, T1, T∞, E, ([wi])i∈T1 , (u¯i)i∈T∞ , (zii′ )iEi′ , (α0 := 1, z0 :=∞)
)
is a stable map in the sense of Definition 15, and the sequence ([wν ], z
ν
0 := ∞)
converges to (W, z) in the sense of Definition 20. (Here [wi] denotes the gauge
equivalence class of wi.)
32See e.g. [MS2, Theorem 4.1.2].
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Proof of Claim 5. We check the conditions of Definition 15. Condition
(i) is a consequence of the definitions of T0, T1 and T∞. Condition (ii) follows
from condition (i) of Claim 1 and the fact Zi = ∅, for i ∈ T1. (This follows from
condition (ii) of Claim 1.)
Condition (iii) follows from an elementary argument using Claim 1(iii,iv,vi)
and Proposition 45. Condition (iv) follows from Claim 1(ii). Hence all conditions
of Definition 15 are satisfied.
We check the conditions of Definition 20. Condition (2.15) follows from
Claim 2, using condition (vii) of Claim 1. Condition 20(i) follows from a straight-
forward argument, using Claim 1(iii).
Condition 20(ii) follows from Claim 1(iii) by an elementary argument. Con-
dition 20(iii) follows from Claim 1(iv). Finally, condition 20(iv) is void, since
k = 0. This proves Claim 5. 
Thus we have proved Theorem 3 in the case k = 0.
We prove that the theorem holds for every k ≥ 1: We prove by induction
that for every k ∈ N0 and every tuple
(
Wν , z
ν
1 , . . . , z
ν
k
)
as in the hypotheses of
Theorem 3, there exists a stable map (W, z) as in (2.6) and a collection (ϕνα) of
Mo¨bius transformations, such that the conditions of Definition 20 hold,
(2.103) ∀α ∈ T∞, Q ⊆ C \ Zα compact: lim
ν→∞
E
(
Wν , ϕ
ν
α(Q)
)
= E(u¯α, Q),
ϕνα(∞) =∞,(2.104)
limR→∞ lim supν→∞ E
(
Wν ,C \ ϕνα0(BR)
)
= 0,(2.105)
and for every edge αEβ such that α ∈ T1 ∪ T∞ and β lies in the chain of vertices
from α to α0, we have
(2.106) lim
R→∞
lim sup
ν→∞
E
(
Wν , ϕ
ν
β(BR−1(zβα)) \ ϕνα(BR)
)
= 0.
For k = 0 we proved this above. In that construction condition (2.103) follows from
statement (iii) of Proposition 44. Furthermore, condition (2.105) is a consequence of
condition (vi) of Claim 1 with i = 1, and the facts E(Wν , BRν )→ E and Rν0 = νRν .
Finally, condition (2.106) follows from Claim 1(vi).
Let now k ∈ N and assume that we have proved the statement for k−1. Passing
to some subsequence, we may assume that for every i = 1, . . . , k − 1, the limit
(2.107) zki := lim
ν→∞
(zνk − zνi ) ∈ C ∪ {∞}
exists. We set
zk0 :=∞.
Passing to a further subsequence, we may assume that the limit
zαk := lim
ν→∞
(ϕνα)
−1(zνk ) ∈ S2
exists, for every α ∈ T := T0
∐
T1
∐
T∞. There are three cases.
Case (I) There exists a vertex α ∈ T , such that zαk is not a special point of (W, z)
at α.
Case (II) There exists an index i ∈ {0, . . . , k − 1} such that zαik = zi.
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Case (III) There exists an edge αEβ such that zαk = zαβ and zβk = zβα.
These three cases exclude each other. For the combination of the cases (II)
and (III) this follows from the last part of condition (ii) (distinctness of the special
points) in Definition 15.
6. Claim. One of the three cases always applies.
Proof of Claim 6. This follows from an elementary argument, using that T
is finite and does not contain cycles. 
Assume that Case (I) holds. We fix a vertex α ∈ T such that zαk is not a
special point.33 We define αk := α and introduce a new marked point
zk := zαkk
on the αk-sphere. Then (W, z) augmented by (αk, zk) is again a stable map and
the sequence (Wν , z
ν
0 , . . . , z
ν
k) converges to this new stable map via (ϕ
ν
α)α∈T . The
induction step in Case (I) follows.
Assume that Case (II) holds. We fix an index 0 ≤ i ≤ k − 1 such that
zαik = zi. (It is unique.)
Consider first Case (IIa): i 6= 0 and the condition zki 6= 0 or αi ∈ T0 ∪ T1
holds. In this case we extend the tree T as follows. We define
j :=
 0, if zki = 0,1, if zki 6= 0,∞,∞, if zki =∞,
and introduce an additional vertex γ, which has type j and carries the new marked
point. This vertex is adjacent to αi in the new tree. We move the i-th marked
point from the vertex αi to the vertex γ and introduce an additional marked point
on γ. More precisely, we define
T newj := Tj
∐{γ}, T newj′ := Tj′ , j′ ∈ {0, 1,∞} \ {j},
T new := T
∐{γ}, Enew := E∐{(αi, γ), (γ, αi)},
αnewi := α
new
k := γ, z
new
γαi :=∞, znewαiγ := zi,
znewi := 0, z
new
k :=
{
zki, if j = 1,
1, if j = 0,∞.
If j = 1, i.e., γ ∈ T new1 , then we introduce the following “ghost vortex”: We choose
a point x0 in the orbit u¯αi(zi) ⊆ µ−1(0), and define Aγ := 0 ∈ Ω1(C, g) and
uγ : C→M to be the map which is constantly equal to x0. We identify Aγ with a
connection on C×G and uγ with a G-equivariant map C×G→M , and set
(2.108) Wγ :=
[
C×G,Aγ , uγ
]
.
If j =∞, i.e., γ ∈ T new∞ , then we define u¯γ : S2 →M to be the constant map
u¯γ ≡ u¯αi(zi).
We denote by (Wnew, znew) the tuple obtained from (W, z) by making the
changes described above. By elementary arguments this is again a stable map.
33This vertex is unique, but we will not use this.
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We define the sequence of Mo¨bius transformations ϕνγ : S
2 → S2 by
(2.109) ϕνγ(z) :=
{
z + zνi , if j = 1,
(zνk − zνi )z + zνi , if j = 0,∞.
7. Claim. There exists a subsequence of
(
Wν , z
ν
0 , . . . , z
ν
k
)
that converges to
(Wnew, znew) via the Mo¨bius transformations (ϕνα)α∈Tnew , ν∈N.
Proof of Claim 7. Condition (2.15) (energy conservation) holds for every
subsequence, since the new component γ carries no energy. Conditions (i,ii)
of Definition 20 hold (for the new collection of Mo¨bius transformations), by
elementary arguments.
We check condition 20(iii) up to some subsequence. For every α ∈ T new1 ∪
T new∞ we write
(2.110) W να := (ϕ
ν
α)
∗Wν , u¯
ν
α := u¯Wνα : C→M/G,
where u¯Wνα is defined as in (2.2). In the case j = 0 condition 20(iii) does not
contain any new requirement.
Assume that j = 1. It follows from Proposition 37 (Compactness modulo
bubbling and gauge) with Rν := 1, rν := ν and Wν replaced by W
ν
γ , that there
exists a vortex class W˜γ over C such that passing to some subsequence, the sequence
W νγ converges to W˜γ , with respect to τC (as in Definition 19), and the sequence u¯
ν
γ
converges to u¯
W˜γ
, uniformly on every compact subset of C.
8. Claim. We have W˜γ =Wγ (defined as in (2.108)).
Proof of Claim 8. A straight-forward argument implies that αi ∈ T new∞ .
Therefore, condition 20(iii) for the sequence
(
Wν , z
ν
0 , . . . , z
ν
k−1
)
implies that the
sequence u¯ναi converges to u¯αi , in C
1 on some neighborhood of zi. (Here we used
that i 6= 0.)
Since ϕναiγ := (ϕ
ν
αi)
−1 ◦ϕνγ converges to zαiγ = zi, uniformly on every compact
subset of S2 \ {znewγαi } = C, it follows that
u¯νγ = u¯
ν
αi ◦ ϕναiγ → x¯0 := u¯αi(zi),
uniformly on every compact subset of C. It follows that u¯
W˜γ
≡ x¯0. We choose
representatives
(A˜γ , u˜γ) ∈ Ω1(C, G)× C∞(C, G)
of W˜γ and x0 ∈ µ−1(0) of x¯0. By hypothesis (H) the action of G on µ−1(0) is
free. Hence, after regauging, we may assume that u˜γ ≡ x0. (Here we use Lemma
114 (Appendix A.7), which ensures that the gauge transformation is smooth.) It
follows from the first vortex equation that A˜γ = 0. This shows that W˜γ =Wγ and
hence proves Claim 8. 
This proves condition 20(iii) in the case j = 1.
Assume now that j =∞. We have again αi ∈ T new∞ . Hence condition 20(iii)
for the sequence
(
Wν , z
ν
0 , . . . , z
ν
k−1
)
implies that the sequence u¯ναi converges to u¯αi ,
in C1 on some neighborhood of zi. (Here we used that i 6= 0.) Let Q ⊆ C = S2 \Zγ
be a compact subset. Since ϕναiγ converges to zi, in C
∞ on Q, it follows that
u¯νγ = u¯
ν
αi ◦ ϕναiγ converges to u¯γ ≡ u¯αi(zi) in C1 on Q, as required. This proves
condition 20(iii) in all cases.
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Condition 20(iv) is a consequence of the definition (2.109) of ϕνγ . This proves
Claim 7. 
To see that condition (2.103) holds, observe that we need to prove this only
in the case j = ∞ and then only for α = γ. In this case it follows from the same
condition for α = αi and 20(ii) with α = αi and β = γ. (Here we used that zi 6=∞
and it does not coincide with any nodal point at αi.) The same conditions also
imply (2.106) for α := γ and β := αi. (For the other pairs of adjacent vertices
(2.106) follows from the induction hypothesis.)
The induction step in Case (IIa) follows.
Consider the Case (IIb): i = 0. We define
T new∞ := T∞
∐{γ}, T newj := Tj , j = 0, 1, Enew := E∐{(α0, γ), (γ, α0)},
αnew0 := α
new
k := γ, z
new
γα0 := 0, z
new
α0γ := z0 =∞, znew0 :=∞, znewk := 1,
u¯γ ≡ u¯α0(z0).
The tuple (Wnew, znew) obtained from (W, z) by making these changes, is again a
stable map. It follows from our assumption (2.104) that there exist λν ∈ C \ {0}
and zν ∈ C, such that ϕνα0(z) = λνz + zν . We define the sequence of Mo¨bius
transformations ϕνγ by
ϕνγ(z) := (z
ν
k − zν)z + zν .
We show that some subsequence of
(
Wν , z
ν
0 , . . . , z
ν
k
)
converges to (Wnew, znew)
via the Mo¨bius transformations (ϕνα)α∈Tnew , ν∈N: Condition (2.15) holds with T
replaced by T new, since the map u¯γ is constant. Conditions 20(i,ii,iv) follow from
straight-forward arguments.
We show that condition 20(iii) holds. Recall the definition (2.110) of u¯να. An
elementary argument using condition 20(iii) with α := α0, our assumption (2.105),
and Proposition 45, shows that for every ε > 0 there exist numbers R ≥ r0 and
ν0 ∈ N such that
d¯
(
evz0=∞(Wα0 ), u¯
ν
α0(z)
)
< ε, ∀ν ≥ ν0, z ∈ C \BR,
whereWα0 := u¯α0 if α0 ∈ T∞, and ev∞ is defined as in (2.4,2.5). The sequence ϕνα0γ
converges to znewα0γ = z0 =∞, uniformly on every compact subset of S2 \{znewγα0 = 0}.
It follows that u¯νγ converges to the constant map u¯γ ≡ ev∞(Wα0 ), uniformly on
every compact subset of C \ {0} = S2 \ {znewγα0 , znew0 }. Condition 20(iii) with α = γ
is a consequence of the following.
9. Claim. Passing to some subsequence the convergence is in C1 on every
compact subset of C \ {0}.
Proof of Claim 9. We denote Rν := |zνk − zν |, and choose a representative
wνγ of W
ν
γ . This is an Rν -vortex. Our assumption zα0k = z0 = ∞ implies that
Rν → R0 := ∞. Hence by Proposition 37 there exists a finite subset Z ⊆ C and
an ∞-vortex wγ := (Aγ , uγ), and passing to some subsequence, there exist gauge
transformations gνγ ∈ W 2,ploc (C \ Z,G), such that the assertions 37(ii,iii) hold with
wν := w
ν
γ . It follows that u¯
ν
γ converges in C
1 on every compact subset of C \ Z.
Furthermore, it follows from (2.105) and 37(iii) that Z ⊆ {0}. Claim 9 follows. 
Conditions (2.103,2.105) (for αnew0 = γ) and (2.106) (for α := α0 and β := γ)
follow from condition (2.105) for α0, which holds by the induction hypothesis. This
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proves the induction step in Case (IIb).
Consider now Case (IIc): zki = 0 and αi ∈ T∞. Then we introduce a vertex
γ ∈ T1 adjacent to αi and a vertex δ ∈ T0 adjacent to γ, such that δ carries the
two new marked points. More precisely, we define
T new0 := T0
∐{δ}, T new1 := T1∐{γ}, T new∞ := T∞,
T new := T
∐{γ, δ}, Enew := E∐{(αi, γ), (γ, αi), (γ, δ), (δ, γ)},
znewγαi :=∞, znewαiγ := zi, zγδ := 0, zδγ :=∞,
αnewi := α
new
k := δ, z
new
i := 0, z
new
k := 1,
and Wγ as in case (IIa) with j = 1. We thus obtain a new stable map. The proof
of convergence to this stable map and of conditions (2.103) (for γ) and (2.106) (for
α = γ and β = αi) is now analogous to the proof in Case (IIa). This proves the
induction step in Case (IIc).
The Cases (IIa,b,c) cover all instances of Case (II), hence we have proved the
induction step in Case (II).
Assume now that Case (III) holds. In this case we introduce a new vertex
γ between α and β. Hence α and β are no longer adjacent, but are separated by
γ. We define j := 0 if α or β lies in T0, and j :=∞, otherwise.34 We may assume
w.l.o.g. that β lies in the chain of vertices from α to α0. We define
T newj := Tj
∐{γ}, T newj′ := Tj′ , j′ ∈ {0, 1,∞} \ {j},
znewαγ := zαβ , z
new
βγ := zβα, z
new
γα := 0, z
new
γβ :=∞, αnewk := γ, znewk := 1.
In the case j =∞ we define u¯γ : S2 →M to be the constant map equal to u¯β(zβα).
Again, we obtain a new stable map. By condition (2.104) there exist λνα ∈ C \ {0}
and zνα ∈ C, such that ϕνα(z) = λναz + zνα. We define
ϕνγ(z) := (z
ν
k − zνα)z + zνα.
The proof of convergence proceeds now analogously to the proof in Case (IIb),
using (2.106) for the proof of condition 20(iii) rather than (2.105). Furthermore,
conditions (2.103) with α = γ and (2.106) with (α, β) replaced by (α, γ) and (γ, β)
follow from condition (2.106) for (α, β), which holds by the induction hypothesis.
This proves the induction step in Case (III), and hence terminates the proof of
Theorem 3 in the case k ≥ 1. 
Remark. In the above proof for k = 0 the stable map (W, z) is constructed by
“terminating induction”. Intuitively, this is induction over the integer N occurring
in Claim 1. The “auxiliary index” ℓ in Claim 1 is needed to make this idea precise.
Condition (vii) and the inequality (2.102) ensure that the “induction stops”. ✷
2.8. Proof of the result in Section 2.3 characterizing convergence
Using Compactness modulo bubbling and gauge for (rescaled) vortices, which
was established in Section 2.5 (Proposition 37), in this section we prove Proposition
27. The proof is based on the following result. Let G := S1 ⊆ C act on M := C by
34In that case α or β lies in T∞.
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multiplication, with momentum map µ : C→ iR given by µ(z) := i2 (1− |z|2), and
let d ∈ N0. Recall the definition (2.24) of the map
ιd :
∐
d′≤d
Symd
′
(C)→ Symd(S2),
the definitions (2.23,2.17) of the set Md of finite energy vortex classes of degree d
and of the local degree map degW : C → N0, and the Definition 19 of the “C∞-
topology τΣ on BΣ”.
48. Proposition. Let 0 ≤ d′ ≤ d, W ∈ Md′ and Wν ∈ Md, for ν ∈ N. Then
the following conditions are equivalent.
(i) For every open subset Ω ⊆ C with compact closure and smooth boundary
the restriction Wν |Ω converges to W |Ω to Ω, as ν → ∞, with respect to the
topology τΩ.
(ii) The point in the symmetric product
degWν ∈ Symd(C) ⊆ Symd(S2)
converges to ιd(degW ) ∈ Symd(S2).
In the proof of this result we will use the following. Let X be a topological
space and d ∈ N0. We denote by Symd(X) := Xd/Sd the d-fold symmetric product
of X , and canonically identify it with the set S˜ym
d
(X) of all maps m : X → N0
such that
∑
x∈Xm(x) = d.
35 We endow Symd(X) with the quotient topology. For
every subset Y ⊆ X and d0 ∈ N0, we define
(2.111) V d0Y :=
{
m ∈ S˜ymd(X)
∣∣∣ ∑
x∈Y
m(x) = d0, m(x) = 0, ∀x ∈ ∂Y
}
,
where ∂Y ⊆ X denotes the boundary of Y .
49. Lemma. Let U be a basis for the topology of X . If X is Hausdorff then the
sets V d0U , U ∈ U , d0 ∈ N0, form a subbasis for the topology of S˜ym
d
(X) ∼= Symd(X).
Proof of Lemma 49. We denote by π : Xd → Symd(X) the canonical pro-
jection. For every U ∈ U and d0 ∈ N0, we have
π−1(V d0U ) = Sd ·
(
Ud0 × (X \ U)d−d0) ⊆ Xd,
where · denotes the action of Sd on Xd. Since |Sd| <∞, this set is open, i.e., V d0U
is open. Now let V ⊆ S˜ymd(X) be an open set, and m ∈ V . It suffices to show that
there exists a finite set S ⊆ U×N0, such that the intersection
⋂
(U,d0)∈S
V d0U contains
m and is contained in V . To see this, we denote by x1, . . . , xk ∈ X the distinct
points at which m does not vanish, and abbreviate di := m(xi). For i = 1, . . . , k
we choose a neighborhood Ui ∈ U of xi, such that the sets U1, . . . , Uk are disjoint,
and
(2.112) U1 × · · · × U1 × · · · × Uk × · · · × Uk ⊆ π−1(V ).
Here the factor Ui occurs di times. (The sets exist by Hausdorffness of X , openness
of π−1(V ), the definition of the product topology on Xd, and the fact(
x1, . . . , x1, . . . , xk, . . . , xk
) ∈ π−1(m) ⊆ π−1(V ).)
35Implicitly, here we require m(x) to vanish, except for finitely many points x ∈ X.
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We define S :=
{
(Ui, di)
∣∣ i = 1, . . . , k}. We have
k⋂
i=1
V diUi = π
(
U1 × · · · × U1 × · · · × Uk × · · · × Uk
)
.
Combining this with (2.112), it follows that
⋂k
i=1 V
di
Ui
⊆ V . On the other hand,
since xi ∈ Ui, we have m ∈
⋂k
i=1 V
di
Ui
. Hence the set S has the required properties.
This proves Lemma 49. 
We will also use the following.
50. Lemma. Let x ∈ C(S1,C \ {0}) be a loop. Then there exists a C0-
neighborhood U ⊆ C(S1,C \ {0}) of x, such that every x′ ∈ U is homotopic to
x.
Proof of Lemma 50. We define U to be the open C0-ball around x, with
radius minz∈S1 |x(z)|. Let x′ ∈ U . We define
h : [0, 1]× S1 → C, h(t, z) := tx′(z) + (1− t)x(z).
This map does not vanish anywhere, and therefore is a homotopy between x and
x′ inside C \ {0}. This proves Lemma 50. 
Proof of Proposition 48. We canonically identify the set B = BC of gauge
equivalence classes of smooth triples (P,A, u) (as defined in (1.10)) with the set of
gauge equivalence classes of smooth pairs
(A, u) ∈ W˜C := Ω1(C, g)× C∞(C,M).
We show that (i) implies (ii). Assume that (i) holds. We denote by m : S2 =
C∪{∞} → N0 the map given by degW on C, and m(∞) := d−deg(W ). We define
U := {Br(z) ∣∣ z ∈ C, r > 0} ∪ {(C \Br) ∪ {∞} ∣∣ r ∈ [1,∞)}.
This is a basis for the topology of S2.
Claim. Let U ⊆ U be such that degW vanishes on ∂U . Then there exists
ν0 ∈ N such that for every ν ≥ ν0 we have degWν ∈ V d0U , where
d0 :=
∑
z∈U
m(z).
Proof of the claim. Let U be as in the hypothesis of the claim. Consider
first the case U = Br(z), for some z ∈ C, r > 0. We choose a (smooth) represen-
tative w = (A, u) ∈ W˜Br(z) of W |Br(z). Since by assumption, degW vanishes on
∂U = S1r (z), u is nonzero on S
1
r (z).
The C∞-topology on the set of smooth connections onBr(z) is second-countable.
Furthermore, the action of the gauge group on this space is continuous. Therefore,
by assumption (i) and Lemma 120 in Appendix A.7, for each ν ∈ N, there exists a
representative wν = (Aν , uν) ∈ W˜Br(z) of Wν , such that wν converges to w in C∞,
as ν → ∞. Hence, using Lemma 50, there exists ν0 ∈ N such that for ν ≥ ν0 the
restriction of uν to S
1
r (z) does not vanish anywhere, and is homotopic to u|S1r(z),
as a map with target C \ {0}. It follows that
deg
(
uν
|uν | : S
1
r (z)→ S1
)
= deg
(
u
|u| : S
1
r (z)→ S1
)
,
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for ν ≥ ν0. By elementary arguments, the left hand side of this equality agrees
with
∑
z′∈Br(z)
deguν (z
′), and the right hand side equals
∑
z′∈Br(z)
degu(z
′). Since
by definition, deguν (z
′) = degWν (z
′) and degu(z
′) = degW (z
′), it follows that∑
z′∈Br(z)
degWν (z
′) =
∑
z′∈Br(z)
degW (z
′) = d0,
and therefore, degWν ∈ V d0U . This proves the claim in the case U = Br(z) ⊆ C.
Consider now the case U = (C \Br) ∪ {∞}, for some r ≥ 1. By what we just
proved, there exists an index ν0, such that for every ν ≥ ν0∑
z′∈Br
degWν (z
′) =
∑
z′∈Br
degW (z
′),
It follows that ∑
z′∈C\Br
degWν (z
′) =
∑
z′∈(C\Br)∪{∞}
m(z′) = d0,
and therefore, degWν ∈ V d0U , for every ν ≥ ν0. This proves the claim in the case
U = (C \Br) ∪ {∞}. 
The claim implies that if d0 ∈ N and U ∈ U are such that m ∈ V d0U then there
exists ν0 ∈ N such that for every ν ≥ ν0 we have degWν ∈ V d0U . Combining this with
Lemma 49 (with X := S2), condition (ii) follows. This proves that (i) implies
(ii).
We show the opposite implication: Assume that (ii) is satisfied. We prove
that given an open subset Ω ⊆ C with compact closure and smooth boundary, the
class Wν |Ω converges to W |Ω, as ν → ∞, with respect to the topology τΩ. By
Lemma 119 (Appendix A.7) it suffices to show that for every such Ω and every
subsequence (νi)i∈N there exists a further subsequence (ij)j∈N such that Wνij |Ω
converges to W |Ω, as j → ∞. Let (νi) be a subsequence. Let i ∈ N. We choose a
representative (Ai, ui) ∈ W˜C of Wνi . It follows from Proposition 23 that the image
of ui is contained in the closed ball B1 ⊆ C.36 Furthermore, by Proposition 24,
we have E(wi) = dπ. Therefore, Proposition 37 (Compactness modulo bubbling
and gauge) implies that there exist a smooth vortex w0 := (A0, u0) over C, a
subsequence (ij)j∈N, and gauge transformations gj ∈ W 2,ploc (C, G) (for j ∈ N), such
that the pair w′j := g
∗
j (Aij , uij ) is smooth and converges to w0, as j → ∞, in C∞
on every compact subset of C. We denote by W0 the equivalence class of w0. It
follows from Lemma 114 (Appendix A.7) that gj is smooth, and hence w
′
j represents
W j := Wνij , for every j. It follows that W
j|Ω converges to W0|Ω with respect to
τΩ, as j → ∞, for every open subset Ω ⊆ C with compact closure and smooth
boundary.
It remains to show that W0 = W . The energy densities eW j converge to eW0
in C∞ on compact subsets of C. Therefore, we have
E(W0) ≤ lim inf
j→∞
E(W j) = dπ.
By Proposition 24 we have E(W0) = π deg(W0), and therefore, d0 := deg(W0) ≤
d. Hence ιd(degW0) ∈ Symd(S2) is well-defined. It follows from the implication
36This is also true if E(Wνi) = 0, since then the image of ui equals S
1.
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(i)=⇒(ii) (which we proved above), that the point
degW j ∈ Symd(C) ⊆ Symd(S2)
converges to ιd(degW0), as j → ∞. By our assumption (ii), degW j also converges
to ιd(degW ). It follows that ιd(degW0) = ιd(degW ), hence degW0 = degW , and
therefore,W0 =W . (Here in the last step we used that the map (2.23) is injective.)
This proves that (ii) implies (i) and concludes the proof of Proposition 48. 
For the proof of Proposition 27 we also need the following lemma.
51. Lemma. Let k be a positive integer, ϕν0 , . . . , ϕ
ν
k be sequences of Mo¨bius
transformations, and let
z0, . . . , zk−1, w1, . . . , wk ∈ S2
be points. Assume that z1 6= w1, . . . , zk−1 6= wk−1, and that
(ϕνi )
−1 ◦ ϕνi+1 → zi,
uniformly on compact subsets of S2\{wi+1}, for i = 0, . . . , k−1. Let Q ⊆ S2\{z0},
Q′ ⊆ S2 \ {wk} be compact subsets. Then for ν large enough we have
(2.113) ϕν0(Q) ∩ ϕνk(Q′) = ∅.
Proof of Lemma 51. This follows from an elementary argument. 
Proof of Proposition 27. Assume that (i) holds. Then Proposition 24
and (2.15) imply that equality (2.25) holds for ν large enough, as claimed. The
second part of condition (ii) follows from Proposition 48.
Suppose now on the contrary that condition (ii) holds. Then Proposition
24 and equality (2.25) imply (2.15). Let ϕνα (for α ∈ T ) be as in condition (ii).
We show 20(iii): The first part of this condition (concerning α ∈ T1) follows from
Proposition 48. We prove the second part of the condition: Let α ∈ T∞, and
Q ⊆ S2 \ (Zα ∪ {zα,0}) be a compact subset. We denote by x¯0 the orbit S1 ⊆ C.
1. Claim. For every subsequence (νi)i∈N there exists a further subsequence
(ij)j∈N, such that
uνij ◦ ϕνijα (Q) ⊆M∗ = C \ {0}, ∀j ∈ N,
Guνij ◦ ϕνijα → x¯0 in C1 on Q, as j →∞.
Proof of Claim 1. We fix a subsequence (νi)i∈N. We choose a Mo¨bius trans-
formation ψ such that ψ(∞) = zα,0. By condition 20(i) we have
ϕνα ◦ ψ(∞) = ϕνα(zα,0) =∞,
and hence ϕνα ◦ ψ restricts to an automorphism of C. We define
W να := (ϕ
ν
α ◦ ψ)∗Wν , Rνα :=
∣∣ϕνα ◦ ψ(1)− ϕνα ◦ ψ(0)∣∣ ∈ (0,∞).
Then W να is an R
ν
α-vortex class over C. We choose a representative w
ν
α of W
ν
α . We
check the hypotheses of Proposition 37 with the sequences Ri := R
νi
α , wi := w
νi
α ,
and R0 := ∞. By condition 20(i), Rνiα converges to ∞, as i → ∞. Furthermore,
by Proposition 23 the image of uνiα is contained in the compact set K := B1 ⊆ C.
Finally, Proposition 24 implies that the energies of the vortices wνiα (i ∈ N) are
uniformly bounded. Hence the hypotheses of Proposition 37 are satisfied. Applying
this result, there exist a finite subset Z ⊆ C, an ∞-vortex w0 := (A0, u0) ∈ W˜C\Z ,
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a subsequence (ij), and gauge transformations gj ∈ W 2,ploc
(
C \ Z, S1), such that
assertions of the proposition hold, with the sequence (wν) replaced by (w
νij
α ). By
condition 37(ii) the map g−1j
(
uνij ◦ ϕ
νij
α
)
converges to u0 ◦ ψ−1 in C1 on every
compact subset of ψ(C \ Z) = S2 \ ψ(Z ∪ {∞}). Therefore, using the equality
ψ(∞) = zα,0, the statement of Claim 1 is a consequence of the following:
2. Claim. The set ψ(Z) is contained in Zα.
Proof of Claim 2. We choose a number R > 0 so large that
(2.114)
∑
β∈T1
E
(
Wβ ,C \BR
)
<
π
4
.
Let β ∈ T1 be a vertex. We denote W νβ := (ϕνβ)∗Wν . By what we have already
proved, the restriction W νβ |BR converges to Wβ |BR , as ν →∞, with respect to the
topology τBR . Therefore, using Lemmas 120 (Appendix A.7) and 42, it follows that
E
(
Wν , ϕ
ν
β(BR)
)
= E(W νβ , BR)→ E(Wβ , BR),
as ν → ∞. We choose an index j0 so large that for j ≥ j0 and every β ∈ T1 we
have
(2.115) E(Wνij , ϕ
νij
β (BR)) > E(Wβ , BR)−
π
4|T1| .
Let β 6= γ ∈ T be vertices. We denote by (β, β1, . . . , βk−1, γ) the chain of vertices
connecting β with γ, and write β0 := β, βk := γ. By conditions 15(ii) and 20(ii)
the hypothesis of Lemma 51 with
ϕνi := ϕ
ν
βi , zi := zβiβi+1 , wi := zβiβi−1
are satisfied. It follows that for every compact subset Q ⊆ S2\Zβ and Q′ ⊆ S2\Zγ,
for ν large enough, we have
(2.116) ϕνβ(Q) ∩ ϕνγ(Q′) = ∅.
Applying this several times with β, γ ∈ T1 and Q := Q′ := B¯R, it follows that for
ν large enough the sets ϕνβ(BR), β ∈ T1, are disjoint. Increasing j0 we may assume
w.l.o.g. that this holds for ν ≥ νij0 . Therefore, for j ≥ j0, we have
E
(
Wνij ,
⋃
β∈T1
ϕ
νij
β (BR)
)
=
∑
β∈T1
E
(
Wνij , ϕ
νij
β (BR)
)
>
( ∑
β∈T1
E(Wβ , BR)
)
− π
4
>
∑
β∈T1
E(Wβ ,C)− π
2
.(2.117)
Here in the second line we used (2.115) and in the third line we used (2.114). Our
assumption (2.25) and Proposition 24 imply that∑
β∈T1
E(Wβ ,C) = E(Wν ,C),
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for ν large enough. Hence (2.117) implies that
(2.118) E
(
Wνij ,C \
⋃
β∈T1
ϕ
νij
β (BR)
)
<
π
2
,
for j large enough.
Let now z ∈ S2 \ (Zα ∪ {zα,0}). We show that z does not belong to ψ(Z).
We choose a number ε > 0 so small that B¯ε(ψ
−1(z)) ⊆ C \ ψ−1(Zα). We define
Q := ψ
(
B¯ε(ψ
−1(z))
)
. By (2.116), we have
ϕνα(Q) ∩ ϕνβ(B¯R) = ∅,
for ν large enough. Therefore, by (2.118) implies that
E
(
Wνij , ϕ
νij
α (Q)
)
<
π
2
,
for j large enough. On the other hand, if z belonged to ψ(Z), then by condition
37(iii) we would have
lim
j→∞
E
(
Wνij , ϕ
νij
α (Q)
)
= lim
j→∞
E
(
W
νij
α , B¯ε(ψ
−1(z))
) ≥ Emin = π.
This contradiction proves that z 6∈ ψ(Z). It follows that ψ(Z) ⊆ Zα ∪{zα,0}. Since
ψ(∞) = zα,0, Claim 2 follows. This concludes the proof of Claim 1. 
Claim 1 and an elementary argument imply that uν ◦ ϕνα(Q) ⊆M∗ for ν large
enough. Furthermore, it follows from the same claim and Lemma 119 in Appendix
A.7 that Guν ◦ ϕνα → x¯0 in C1 on Q, as ν → ∞. This proves the second part of
20(iii). Hence all conditions of Definition 20 are satisfied, and therefore, condition
27(i) holds. This concludes the proof of Proposition 27. 
CHAPTER 3
Fredholm theory for vortices over the plane
In this chapter the equivariant homology class [W ] of an equivalence classW of
triples (P,A, u) is defined, and the equivariant Chern number of [W ] is interpreted
as a certain Maslov index. This number entered the index formula (1.27). Fur-
thermore, the second main result of this memoir, Theorem 4, is proven. It states
the Fredholm property for the vertical differential of the vortex equations over the
plane C, viewed as equations for equivalence classes W of triples (P,A, u). Let
M,ω,G, g, 〈·, ·〉g, µ and J be as in Chapter 1 1, and (Σ, j) := C, equipped with the
standard area form ωC = ω0.
3.1. Equivariant homology, the Chern number, and the Maslov index
We fix numbers
p > 2, λ > 1− 2
p
.
Then every equivalence classW ∈ Bpλ of triples (P,A, u) ∈ B˜pλ (defined as in (1.16))
carries an equivariant homology class [W ] ∈ HG2 (M,Z), whose definition is based
on the following lemma. Let P be a topological (principal) G-bundle over C 2,
and u : P → M a continuous equivariant map. By an extension of the pair
(P, u) to S2 we mean a triple (P˜ , ι, u˜), where P˜ is a topological G-bundle over S2,
ι : P → P˜ a morphism of topological G-bundles which descends to the inclusion
C → C ∪ {∞} = S2, and u˜ : P˜ → M a continuous G-equivariant map satisfying
u˜ ◦ ι = u.
52. Lemma. The following statements hold.
(i) For every triple (P,A, u) ∈ B˜pλ there exists an extension (P˜ , ι, u˜) of the pair
(P, u), such that G acts freely on u˜(P˜∞) ⊆M , where P˜∞ denotes the fiber of
P˜ over ∞.
(ii) Let P be a topological G-bundle over C, u : P → M a continuous G-
equivariant map, and (P˜ , ι, u˜) an extension of (P, u), such that G acts freely
on u˜(P˜∞). Furthermore, let
(
P ′, u′, P˜ ′, ι′, u˜′
)
be another such tuple, and
Φ : P ′ → P an isomorphism of topological G-bundles, such that u′ = u ◦ Φ.
Then there exists a unique isomorphism of topological G-bundles Φ˜ : P˜ ′ → P˜ ,
satisfying
(3.1) Φ˜ ◦ ι′ = ι ◦ Φ, u˜′ = u˜ ◦ Φ˜.
The proof of this lemma is postponed to the appendix (page 99). For the
definition of [W ] we also need the following.
1As always, we assume that hypothesis (H) (see Chapter 1) is satisfied.
2Such a bundle is trivializable, but we do not fix a trivialization here.
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53. Remark. Let G be a topological group, X a closed3 oriented topologi-
cal (Hausdorff) manifold of dimension k, P → X a topological G-bundle, Y a
topological space, equipped with a continuous action of G, and u : P → Y a G-
equivariant map. Then u carries an equivariant homology class [u]G ∈ HGk (Y,Z),
defined as follows. We choose a universal G-bundle EG → BG and a continuous
G-equivariant map θ : P → EG.4 The map (u, θ) : P → Y ×EG descends to a map
uG : X → (Y × EG)/G. We define
[u]G ∈ HGk (Y,Z) = Hk
(
(Y × EG)/G,Z)
to be the push-forward of the fundamental class of X , under the map uG. This
class does not depend on the choice of θ, nor on EG in the following sense. If
EG′ → BG′ is another universal G-bundle, then the corresponding class [u]′G ∈
Hk
(
(Y × EG′)/G,Z) is mapped to [u]G under the canonical isomorphism5
Hk
(
(Y × EG′)/G,Z)→ Hk((Y × EG)/G,Z).✷
54. Definition (Equivariant homology class). We define the equivariant ho-
mology class [W ] ∈ HG2 (M,Z) of an element
W ∈
( ⋃
p>2, λ>1− 2
p
B˜pλ
)
/∼p
to be the equivariant homology class of u˜ : P˜ →M , where (P˜ , ι, u˜) is an extension
as in Lemma 52, corresponding to any representative (P,A, u) of W . Here the
equivalence relation ∼p is defined as in Section 1.4.
It follows from Lemma 52 that this class does not depend on the choices of
(P˜ , ι, u˜) and w.
55. Remark. The condition λ > 1 − 2/p is needed for [W ] to be well-defined,
for every W ∈ Bpλ. Consider for example the case M := R2, ω := ω0, J := i and
G := {1}. Let p > 2. We choose a smooth map u : C× {1} ∼= C→ R2 such that
u(z) =
(
sin
(√
log |z|
)
, 0
)
, ∀z ∈ C \B1.
Then the equivalence classW of
(
P := C×{1}, 0, u) lies in Bpλ, for every λ ≤ 1−2/p.
However, there is no extension of (P, u) as in Lemma 52, since u(z) diverges, as
|z| → ∞. Therefore, [W ] is not well-defined. ✷
56. Remark. Let p > 2 and W ∈ Bploc = B˜ploc/ ∼p be a gauge equivalence
class of triples (P,A, u) of Sobolev class.6 Assume that every representative of W
satisfies the vortex equations (1.8,1.9), the energy of W is finite, and the closure of
its image compact. As explained in Remark 9 in Section 1.5, we have W ∈ Bpλ, for
every λ < 2− 2/p. Therefore, the equivariant homology class of W is well-defined.
✷
3i.e., compact and without boundary
4Such a map descends to a classifying map X → BG.
5This isomorphism is induced by an arbitrary continuous equivariant map from EG′ to EG.
6Recall from Section 1.4 that each such triple consists of a G-bundle of class W 2,p
loc
, and a
connection A and a G-equivariant map u : P →M of class W 1,p
loc
.
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The contraction appearing in formula (1.27) has a concrete geometric meaning.
It can be interpreted as the Maslov index of a certain loop of linear symplectic
transformations, as follows. Let (M,ω) be a symplectic manifold and G a connected
compact Lie group, acting on M in a Hamiltonian way, with momentum map µ.
Assume that G acts freely on µ−1(0). Let Σ be a compact, connected, oriented
topological surface7 with non-empty boundary. We associate to this data a map
mΣ,ω,µ, called “Maslov index”, as follows. The domain of this map consists of the
weak (ω, µ)-homotopy classes of (ω, µ)-admissible maps from Σ→M , and it takes
values in the even integers.
Here we call a continuous map u : Σ → M (ω, µ)-admissible, iff for every
connected component X of the boundary ∂Σ there exists a G-orbit which is con-
tained in µ−1(0), and contains the set u(X). We denote by C
(
Σ,M ;ω, µ
)
the set
of such maps. We call two maps u0, u1 ∈ C
(
Σ,M ;ω, µ
)
weakly (ω, µ)-homotopic,
iff they are homotopic through such maps.8 This defines an equivalence relation on
C
(
Σ,M ;ω, µ
)
. We call the corresponding equivalence classes weak (ω, µ)-homotopy
classes.
57. Example. Consider R2n = Cn, equipped with the standard symplectic
form ω := ω0, and the action of S
1 ⊆ C given by
z · (z1, . . . , zn) :=
(
zz1, . . . , zzn
)
,
with momentum map
(3.2) µ : Cn → (LieS1)∗ ∼= LieS1 = iR, µ(z1, . . . , zn) := i
2
(
1−
n∑
j=1
|zj |2
)
.
We have µ−1(0) = S2n−1 ⊆ Cn, and the S1-orbits contained in the unit sphere are
the fibers of the Hopf fibration S2n−1 → CPn−1. Consider the case in which Σ is
the unit disk D ⊆ C. Then for each integer d ∈ Z and each vector v ∈ S2n−1 the
map
(3.3) ud,v : D→ Cn, ud,v(z) := zdv
is (ω0, µ)-admissible. Furthermore, ud,v and ud′,v′ are weakly (ω0, µ)-homotopic
if and only if d = d′. To see this, note that if d = d′ then a homotopy between
the two maps is given by [0, 1] × D ∋ (t, z) 7→ zdv(t), where v ∈ C([0, 1], S2n−1)
is any path joining v and v′. Conversely, assume that ud,v and ud′,v′ are weakly
(ω0, µ)-homotopic. Then by an elementary argument, there exists a smooth weak
(ω0, µ)-homotopy h : [0, 1]× D→ Cn between these maps. It follows that
d′π =
∫
D
u∗d′,v′ω0 =
∫
D
u∗d,vω0 +
∫
[0,1]×∂D
h∗ω0 = dπ + 0,
where in the last equality we used the fact that for every v ∈ T∂D, dh(t, ·)v is
tangent to the characteristic distribution on S2n−1 9, and therefore ω0
(·, dh(t, ·)v)
vanishes on vectors tangent to S2n−1. Therefore, we have d = d′. This proves the
claimed equivalence. ✷
7i.e., real two-dimensional topological manifold
8This means that there exists a continuous map u : [0, 1] × Σ → M , such that u(i, ·) = ui,
for i = 0, 1, and for every t ∈ [0, 1] we have u(t, ·) ∈ C(Σ,M ;ω, µ).
9This follows from the fact that by assumption, h(t, ∂D) is contained in a Hopf circle, for
every t ∈ [0, 1].
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The definition of the map mΣ,ω,µ is based on the following Maslov index of a
regular symplectic transport over a curve. Let X be an oriented, connected, closed
topological curve10, and (V, ω) a symplectic vector space. We denote by Autω the
group of linear symplectic automorphisms of V . We define a regular symplectic
transport over X to be a continuous map Φ : X ×X → Autω satisfying
Φ(z, z) = 1, Φ(z′′, z) = Φ(z′′, z′)Φ(z′, z), z, z′, z′′ ∈ X.
We define the Maslov index of such a map to be
(3.4) mX,ω(Φ) := 2 deg
(
X ∋ z 7→ ρω ◦ Φ(z, z0) ∈ S1
)
.
Here z0 ∈ X is an arbitrary point, ρω : Aut(ω)→ S1 denotes the Salamon-Zehnder
map (see [SZ, Theorem 3.1.]), and deg the degree of a map from X to S1. This
definition does not depend on the choice of z0, by some homotopy argument.
Let now M,ω,G, µ,Σ be as before, and a a weak (ω, µ)-homotopy class. To
define mω,µ(a), we choose a representative u : Σ → M of a, a symplectic vector
space (V,Ω) of dimension dimM and a symplectic trivialization Ψ : Σ × V →
u∗TM .11 Let X be a connected component of ∂Σ. We define the map
ΦX : X ×X → AutΩ, ΦX(z′, z) := Ψ−1z′ gz′,z ·Ψz.
Here gz′,z ∈ G denotes the unique element satisfying u(z′) = gz′,zu(z), gz′,z· denotes
the induced action of gz′,z on TM , and Ψz := Ψ(z, ·). The map ΦX is a regular
symplectic transport.
58. Definition (Maslov index). We define
(3.5) mΣ,ω,µ(a) :=
∑
mX,Ω(ΦX),
where the sum runs over all connected components X of ∂Σ.
This definition does not depend on the choices of the symplectic vector space
(V,Ω) and the trivialization Ψ. This follows from the fact that (3.5) agrees with
the Maslov index associated with a and the coisotropic submanifold µ−1(0) ⊆ M ,
as defined in [Zi3]. See [Zi3, Lemma 45].
Remark. This Maslov index is based on a definition by D. A. Salamon and
R. Gaio (for Σ = D), see [GS]. ✷
59. Example. Consider the situation of Example 57, with ud,v defined as in
(3.3). This map carries the Maslov index
mD,ω0,µ([ud,v]) = 2dn,
where [· · · ] denotes the (ω0, µ)-homotopy class. This follows from a straight-forward
calculation. ✷
We now return to the setting of the beginning of this section. We define Σ to
be the compact oriented topological surface obtained from C by “gluing a circle
at ∞” to it.12 The class W carries a weak (ω, µ)-homotopy class, whose definition
relies on the following lemma.
10i.e., a real one-dimensional topological manifold
11Such a trivialization exists, since the group AutΩ is connected, and the surface Σ defor-
mation retracts onto a wedge of circles. Here we use that Σ is connected and has non-empty
boundary.
12This surface is homeomorphic to the closed disk D ⊆ C.
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60. Lemma. Let p > 2, λ > 1− 2/p, and (P,A, u) ∈ B˜pλ. There exists a section
σ : C→ P of class W 1,ploc , such that the map u ◦σ : C→M continuously extends to
Σ. Furthermore, for every such section σ the corresponding extension u˜ : Σ → M
is (ω, µ)-admissible.
The proof of this lemma is postponed to the appendix (page 99). Let
W ∈
( ⋃
p>2, λ>1− 2
p
B˜pλ
)
/∼p .
61. Definition. We define the (ω, µ)-homotopy class of W to be the weak
(ω, µ)-homotopy class of the continuous extension u˜ : Σ → M of the map u ◦ σ :
C → M . Here (P,A, u) is a representative of W , and σ a section of P as in the
previous lemma.
By Lemma 85 in Appendix A.3 this homotopy class is independent of the choice
of the section σ. Furthermore, it follows from a straight-forward argument that it is
independent of the choice of the representative (P,A, u). The contraction appearing
in formula (1.27) can now be expressed as follows.
62. Proposition (Chern number and Maslov index). We have
2
〈
cG1 (M,ω), [W ]
〉
= mΣ,ω,µ
(
(ω, µ)-homotopy class of W
)
.
The proof of this result is postponed to the appendix (page 102).
Example (Maslov index of a vortex). Let (M,ω, J,G) := (R2, ω0, i, S
1), 〈·, ·〉g
be the standard inner product on g := Lie(S1) = iR, the action of S1 ⊆ C on
R2 = C be given by multiplication, with momentum map as in (3.2) with n = 1,
Σ := C, equipped with the area form ω0, andW a gauge equivalence class of smooth
finite energy vortices. By Proposition 23 and Remark 56 the equivariant homology
class [W ] is well-defined. Furthermore, we have〈
cG1 (M,ω), [W ]
〉
= deg(W ),
where the degree deg(W ) is defined as in (2.18). This follows from Proposition 62
and a straight-forward calculation of the Maslov index of the (ω, µ)-homotopy class
of W . ✷
3.2. Proof of the Fredholm result
In this section Theorem 4 is proved, based on a Fredholm theorem for the
augmented vertical differential and the existence of a bounded right inverse for L∗w,
the formal adjoint of the infinitesimal action of the gauge group on pairs (A, u). In
the present section we always assume that
n¯ := (dimM)/2− dimG > 0.
3.2.1. Reformulation of the Fredholm theorem. In this subsection we
state the two results mentioned above and deduce Theorem 4 from them. To
formulate the first result, let p > 2, λ ∈ R, B˜pλ be defined as in (1.16), and w :=
(P,A, u) ∈ B˜pλ. We denote
imL := {(x, Lxξ) |x ∈M, ξ ∈ g},
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and by Pr : TM → TM the orthogonal projection onto imL. Pr induces an
orthogonal projection
Pru : TMu := (u∗TM)/G→ TMu
onto (u∗imL)/G. Recall that A1(gP ) denotes the bundle of one-forms on R
2 with
values in gP . We write
Pruζ := (α,Pruv), ∀ζ = (α, v) ∈ A1(gP )⊕ TMu.
Note that imL is in general not a subbundle of TM , since the dimension of imLx
may vary with x ∈M . Recall that Γ1,ploc(E) denotes the space of W 1,ploc -sections of a
vector bundle E. For ζ ∈ Γ1,ploc
(
A1(gP )⊕ TMu
)
we define
‖ζ‖̂w,p,λ := ‖ζ‖w,p,λ + ‖Pruζ‖p,λ,
where ‖ζ‖w,p,λ is defined as in (1.18). Recall the definition (1.21) of Y˜p,λw . We
denote by Γpλ(gP ) the space of L
p
λ-sections of gP . We define
X̂w := X̂ p,λw :=
{
ζ ∈ Γ1,ploc
(
A1(gP )⊕ TMu
) ∣∣ ‖ζ‖̂w,p,λ <∞},(3.6)
Ŷw := Ŷp,λw := Y˜p,λw ⊕ Γpλ(gP ),(3.7)
Recall the definition (1.19) of the formal adjoint map for the infinitesimal action of
the gauge group on pairs (A, u). Restricting the domain and target, this becomes
the operator
L∗w : X̂ p,λw → Γpλ(gP ), L∗w(α, v) := −d∗Aα+ L∗uv.
It follows from the fact L∗x = L
∗
x Prx (for every x ∈ M) and compactness of u(P )
that this operator is well-defined and bounded. We define the augmented vertical
differential of the vortex equations over C at w to be the map
D̂w := D̂p,λw : X̂ p,λw → Ŷp,λw ,(3.8)
D̂wζ :=
 (∇Av + Luα)0,1 − 12J(∇vJ)(dAu)1,0dAα+ ω0 dµ(u)v
L∗wζ
 .(3.9)
63. Theorem (Fredholm property for the augmented vertical differential). Let
p > 2 and λ > −2/p + 1 be real numbers, and w := (P,A, u) ∈ B˜pλ. Then the
following statements hold.
(i) The normed spaces
(X̂ p,λw , ‖ · ‖̂w,p,λ), Y˜p,λw and Γpλ(gP ) are complete.
(ii) Assume that −2/p+1 < λ < −2/p+2. Then the operator D̂w (as in (3.8,3.9))
is Fredholm of real index
indD̂w = 2n¯+ 2
〈
cG1 (M,ω), [[w]]
〉
,
where [w] denotes the equivalence class of w, and [[w]] denotes the equivariant
homology class of [w].
This theorem will be proved in Section 3.2.2, based on the existence of a suitable
trivialization of A1(gP )⊕ TMu in which the operator D̂w becomes standard up to
a compact perturbation.
The second ingredient of the proof of Theorem 4 is the following.
64. Theorem. Let p > 2, λ > 1−2/p, and w := (P,A, u) ∈ B˜pλ. Then the map
L∗w : X̂ p,λw → Γpλ(gP ) admits a bounded (linear) right inverse.
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The proof of Theorem 64 is postponed to Section 3.2.4 (page 86). It is based on
the existence of a bounded right inverse for the operator d∗A over a compact subset
of Rn diffeomorphic to B¯1 (Proposition 69) and the existence of a neighborhood
U ⊆M of µ−1(0), such that
inf
{|Lxξ| ∣∣x ∈ U, ξ ∈ g : |ξ| = 1} > 0.
Recall the definition (2.14) of the subset M∗ of M . Theorem 4 can be reduced to
Theorems 63 and 64, as follows:
Proof of Theorem 4 (p. 9). Let p > 2, λ > 1− 2/p, and W ∈ Bpλ.
We prove statement (i).
Claim. We have
X˜w := X˜ p,λw = K := ker
(
L∗w : X̂ p,λw → Γpλ(gP )
)
,
and the restriction of the norm ‖ · ‖̂w,p,λ to X˜w is equivalent to ‖ · ‖w,p,λ.
Proof of the claim. It suffices to prove that X˜w ⊆ K and this inclusion is
bounded. Hypothesis (H) implies that there exists δ > 0 such that µ−1(B¯δ) ⊆M∗.
We have
c := min
{|Lxξ| ∣∣x ∈ µ−1(B¯δ), ξ ∈ g : |ξ| = 1} > 0.
It follows from Lemma 84 in Appendix A.3 that there exists R > 0 such that
u(P |C\BR) ⊆ µ−1(B¯δ). Let ζ = (α, v) ∈ X˜w. Then L∗uv = d∗Aα, and thus, using the
last assertion of Remark 125 in Appendix A.7,
‖Pruv‖p,λ ≤ c−1‖L∗uv‖p,λ ≤ c−1‖∇Aα‖p,λ ≤ c−1‖ζ‖w,p,λ <∞.
Hence X˜w ⊆ K, and this inclusion is bounded. This proves the claim. 
Statement (i) follows from Theorem 63(i) and the claim.
Statement (ii) follows from Theorem 63(ii), Theorem 64 and Lemma 122
(Appendix A.7) with
X := X̂w, Y := Y˜w, Z := Γpλ(gP ), T := L∗w, D′ : X̂w → Y˜w,
where D′ζ is defined to be the vector consisting of the first and second rows of D̂wζ
(as in (3.9)). This proves Theorem 4. 
3.2.2. Proof of Theorem 63 (augmented vertical differential). This
subsection contains the core of the proof of Theorem 63. Here we introduce the
notion of a good complex trivialization, and state an existence result for such a
trivialization (Proposition 66). Furthermore, we formulate a result saying that
every good trivialization transforms Dw into a compact perturbation of the direct
sum of copies of ∂z¯ and a certain matrix operator (Proposition 67). The results of
this subsection will be proved in Subsection 3.2.3.
We denote by s and t the standard coordinates in R2 = C. For v ∈ Rn and
d ∈ Z we denote
〈v〉 :=
√
1 + |v|2, pd : C→ C, pd(z) := zd.
We equip the bundle A1(gP ) with the (fiberwise) complex structure JP defined by
JPα := −α i. Furthermore, we denote
g
C := g⊗R C, V := Cn¯ ⊕ gC ⊕ gC,
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and for a ∈ C we use the notation
a · ⊕id : V → V, (v1, . . . , vn¯, α, β) 7→ (av1, v2, . . . , vn¯, α, β).
For x ∈M we write
LCx : g
C → TxM
for the complex linear extension of Lx. We define
Hx := kerdµ(x) ∩ (imLx)⊥, ∀x ∈M.
Note that in general, the union H of all the Hx’s is not a smooth subbundle of
TM , since the dimension of Hx may depend on x. However, there exists an open
neighborhood U ⊆M of µ−1(0) such that H |U is a subbundle of TM |U . Let p > 2,
λ > −2/p+ 1 and w := (P,A, u) ∈ B˜pλ. We denote
(3.10) d :=
〈
cG1 (M,ω), [W ]
〉
.
For z ∈ C we define
Huz :=
{
G · (p, v) ∣∣ p ∈ π−1(z) ⊆ P, v ∈ Hu(p)}.
Consider a complex trivialization (i.e, a bundle isomorphism descending to the
identity on the base C)
Ψ : C× V → A1(gP )⊕ TMu.
65. Definition. We call Ψ good, if the following properties are satisfied.
(i) (Splitting) For every z ∈ C we have
Ψz(C
n¯ ⊕ gC ⊕ {0}) = {0} ⊕ TMuz ,(3.11)
Ψz({0} ⊕ {0} ⊕ gC) =A1(gP )⊕ {0}.(3.12)
Furthermore, there exists a number R > 0, a section σ of P → C \ B1, of
class W 1,ploc , and a point x∞ ∈ µ−1(0), such that the following conditions are
satisfied. For every z ∈ C \BR we have
Ψz(C
n¯ ⊕ {0} ⊕ {0}) = Huz ,(3.13)
u ◦ σ(reiϕ)→ x∞, uniformly in ϕ ∈ R, as r →∞,
σ∗A ∈ Lpλ(C \B1, g),
and for every z ∈ C \BR and
(
α, β = ϕ+ iψ
) ∈ gC ⊕ gC, we have
(3.14) Ψz(0, α, β) =
(
G · (σ(z), ϕds+ ψdt), G · (u ◦ σ(z), LCu◦σ(z)(α))).
(ii) There exists a number C > 0 such that for every (z, ζ) ∈ C× V
(3.15) C−1|ζ| ≤ ∣∣Ψz(〈z〉d · ⊕id)ζ∣∣ ≤ C|ζ|.
(iii) We have
∣∣∇A(Ψ(pd · ⊕id))∣∣ ∈ Lpλ(C \B1).
The first ingredient of the proof of Theorem 63 is the following result.
66. Proposition. If p > 2, λ > −2/p+1, and w := (P,A, u) ∈ B˜pλ, then there
exists a good complex trivialization of A1(gP )⊕ TMu.
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The proof of this proposition is postponed to subsection 3.2.3 (page 78). The
next result shows that a good trivialization transforms D̂w into a compact pertur-
bation of some standard operator. We denote N0 := N ∪ {0} and
|α| :=
n∑
i=1
αi, ∂
α := ∂α11 · · · ∂αnn , ∀α = (α1, . . . , αn) ∈ Nn0 .
Let 1 ≤ p ≤ ∞, n ∈ N, k ∈ N0, λ ∈ R, Ω ⊆ Rn be an open subset, W a real or
complex vector space, and u : Ω → W a k-times weakly differentiable map. We
define
‖u‖Lk,p
λ
(Ω,W ) :=
∑
|α|≤k
∥∥〈·〉λ+|α|∂αu∥∥
Lp(Ω,W )
∈ [0,∞],
‖u‖Wk,p
λ
(Ω,W ) :=
∑
|α|≤k
‖〈·〉λ∂αu‖Lp(Ω,W ) ∈ [0,∞],
Lk,pλ (Ω,W ) :=
{
u ∈ W k,ploc (Ω,W ) | ‖u‖Lk,p
λ
(Ω,W ) <∞
}
(3.16)
W k,pλ (Ω,W ) :=
{
u ∈ W k,ploc (Ω,W ) | ‖u‖Wk,p
λ
(Ω,W ) <∞
}
.(3.17)
If (Xi, ‖ · ‖i), i = 1, . . . , k, are normed vector spaces then we endow X1 ⊕ · · · ⊕Xk
with the norm ‖(x1, . . . , xk)‖ :=
∑
i ‖xi‖i. Let d ∈ Z. If d < 0 then we choose
ρ0 ∈ C∞(C, [0, 1]) such that ρ0(z) = 0 for |z| ≤ 1/2 and ρ0(z) = 1 for |z| ≥ 1.
In the case d ≥ 0 we set ρ0 := 1. The isomorphism of Lemma 89 (Appendix A.4)
induces norms on the vector spaces
(3.18) X̂ ′p,λ,d := Cρ0pd + L1,pλ−1−d(C,C), X̂ ′′p,λ := Cn¯−1 + L1,pλ−1(C,Cn¯−1).
We define
X̂d := X̂ p,λd := X̂ ′p,λ,d ⊕ X̂ ′′p,λ ⊕W 1,pλ (C, gC ⊕ gC),
Ŷd := Ŷp,λd := Lpλ−d(C,C)⊕ Lpλ
(
C,Cn¯−1 ⊕ gC ⊕ gC).
For a complex vector space W we denote by ∂Wz¯ (∂
W
z ) the operator
1
2 (∂s + i∂t)
(12 (∂s − i∂t)) acting on functions from C to W . We denote by 〈·, ·〉Cg the hermitian
inner product on gC (complex anti-linear in its first argument) extending 〈·, ·〉g.
Furthermore, we denote by A0,1(TMu) the bundle of complex anti-linear one-forms
on C with values in TMu, and define the isomorphisms
F1 : TM
u → A0,1(TMu), F1(v) := (ds− Jdt)v,
F2 : A
1(gP )→ A2(gP )⊕ gP , F2(ϕds + ψdt) := (ψds ∧ dt, ϕ),
F : A1(gP )⊕ TMu → A0,1(TMu)⊕A2(gP )⊕ gP , F (α, v) := (F1v, F2α).
We are now ready to formulate the second ingredient of the proof of Theorem 63:
67. Proposition (Operator in good trivialization). Let p > 2, λ > −2/p+ 1,
w := (P,A, u) ∈ B˜pλ, and
Ψ : C× V → A1(gP )⊕ TMu
be a good trivialization. We define d as in (3.10). The following statements hold.
(i) The following maps are well-defined isomorphisms of normed spaces:
(3.19) X̂d ∋ ζ 7→ Ψζ ∈ X̂w, Ŷd ∋ ζ 7→ FΨζ ∈ Ŷw
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(ii) There exists a positive13 C-linear map S∞ : g
C → gC such that the following
operator is compact:
(3.20) S := (FΨ)−1D̂wΨ− ∂Cn¯z¯ ⊕
(
∂g
C
z¯ id/2
S∞ 2∂
g
C
z
)
: X̂d → Ŷd
The proof of Proposition 67 is postponed to subsection 3.2.3 (page 81). It is
based on some inequalities and compactness properties for weighted Sobolev spaces
and a Hardy-type inequality (Propositions 90 and 91 in Appendix A.4).
Proof of Theorem 63 (p. 74). We fix p > 2, λ > −2/p + 1, and a triple
w := (P,A, u) ∈ B˜pλ. We prove part (i). The space (3.16) is complete, see [Lo1].
The same holds for the space (3.17) by Proposition 90(ii) (Appendix A.4). Com-
bining this with Propositions 66 and 67(i), part (i) follows.
Part (ii) follows from Propositions 66 and 67(ii), Corollary 96 and Proposition
97 (Appendix A.4). This proves Theorem 63. 
68. Remark. An alternative approach to prove Theorem 63 is to switch to
“logarithmic” coordinates τ + iϕ (defined by eτ+iϕ = s + it ∈ C \ {0}). In these
coordinates and a suitable trivialization the operator D̂w is of the form ∂τ +A(τ).
Hence one can try to apply the results of [RoSa]. However, this is not possible,
since A(τ) contains the operator v 7→ e2τdµ(u)v dτ ∧dϕ, which diverges for τ →∞.
✷
3.2.3. Proofs of the results of subsection 3.2.2.
Proof of Proposition 66 (p. 76). Let p, λ and w be as in the hypothesis.
We choose a section σ of P |C\B1 and a point x∞ ∈ µ−1(0) as in Lemma 84 in
Appendix A.3.
1. Claim. There exists an open G-invariant neighborhood U ⊆M of x∞ such
that H |U is a smooth subbundle of TM with the following property. There exists
a smooth complex trivialization ΨU : U × Cn¯ → H |U satisfying
ΨUgxv0 = gΨ
U
x v0 := gΨ
U (x, v0), ∀g ∈ G, x ∈ U, v0 ∈ Cn¯.
Proof of Claim 1. By hypothesis (H) we have x∞ ∈ M∗ (where M∗ is de-
fined as in (2.14)). We choose a G-invariant neighborhood U0 ⊆M∗ of x∞ so small
that ker dµ(x) and (imLx)
⊥ intersect transversely, for every x ∈ U0. Then H |U0 is
a smooth subbundle of TM |U0. Furthermore, by the local slice theorem there exists
a pair (U,N), where U ⊆ U0 is a G-invariant neighborhood of x∞ and N ⊆ U is a
submanifold of dimension dimM−dimG that intersects Gx transversely in exactly
one point, for every x ∈ U . We choose a complex trivialization of H |N and extend
it in a G-equivariant way, thus obtaining a trivialization ΨU of H |U . This proves
Claim 1. 
We choose U and ΨU as in Claim 1. It follows from Lemma 84 that there exists
R > 1 such that u(p) ∈ U , for p ∈ π−1(z) ⊆ P , if z ∈ C \BR. We define
Ψ˜∞ : (C \BR)× (Cn¯ ⊕ gC)→ TMu = (u∗TM)/G,
Ψ˜∞z (v0, α) = G ·
(
u ◦ σ(z),ΨUu◦σ(z)(z−d · ⊕id)v0 + LCu◦σ(z)α
)
.
13This means that 〈S∞v, v〉Cg > 0 for every 0 6= v ∈ gC.
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This is a complex trivialization of TMu|C\BR (of class W 1,ploc ).
2. Claim. Ψ˜∞|C\BR+1 extends to a complex trivialization of TMu.
We define f : C \ {0} → S1 by f(z) := z/|z|.
Proof of Claim 2. We choose a complex trivialization
Ψ0 : B¯R × (Cn¯ ⊕ gC)→ TMu|B¯R
of class W 1,ploc .
14 We define
Φ : S1R := {z ∈ C | |z| = R} → Aut(Cn¯ ⊕ gC),(3.21)
Φz(v0, α) := (Ψ
0
z)
−1
(
G · (u ◦ σ(z),ΨUu◦σ(z)v0 + LCu◦σ(z)α)) .
For a continuous map x : S1R → S1 we denote by deg(x) its degree.
3. Claim. We have
(3.22)
〈
cG1 (M,ω), [[w]]
〉
= deg(f ◦ det ◦Φ).
Proof of Claim 3. We define P˜ to be the quotient of P
∐(
(S2 \ {0})×G)
under the equivalence relation generated by p ∼ (z, g), where g ∈ G is determined
by σ(z)g = p, for p ∈ π−1(z) ⊆ P , z ∈ C \ {0}. Furthermore, we define
u˜ : P˜ →M, u˜([p]) :=
{
u(p), for p ∈ P,
u˜([∞, g]) := g−1x∞, for g ∈ G.
The statement of Lemma 84 implies that this map is continuous and extends u. The
fiberwise pullback form u˜∗ω on P˜ descends to a symplectic form ω˜ on the vector
bundle TM u˜ = (u˜∗TM)/G → S2. Similarly, the structure J induces an complex
structure J˜ on TM u˜. The structures ω˜ and J˜ are compatible, and therefore, we
have
c1(TM
u˜, ω˜) = c1
(
TM u˜, J˜
)
.
Using Lemma 86 in Appendix A.3, it follows that
(3.23)
〈
cG1 (M,ω), [[w]]
〉
=
〈
c1
(
TM u˜, J˜
)
, [S2]
〉
.
We define the local complex trivialization
Ψ∞ : (S2 \BR)× (Cn¯ ⊕ gC)→ TM u˜,
Ψ∞z (v0, α) :=
{
G · ([u ◦ σ(z)],ΨUu◦σ(z)v0 + LCu◦σ(z)α), if z ∈ C \BR,
G · ([∞,1],ΨUx∞v0 + LCx∞α), if z =∞.
Recalling the definition (3.21), we have
Φz = (Ψ
0
z)
−1Ψ∞z , ∀z ∈ S1R.
Therefore, Φ is the transition map between Ψ0 and Ψ∞. It follows that〈
c1
(
TM u˜, J˜
)
[S2]
〉
= deg(f ◦ det ◦Φ).
Combining this with (3.23), equality (3.22) follows. This proves Claim 3. 
14To see that such a trivialization exists, we first choose a continuous trivialization Ψ˜0 of the
bundle. An argument using local trivializations of class W 1,p
loc
, shows that we may regularize Ψ˜0,
so that it becomes of class W 1,p
loc
.
80 3. FREDHOLM THEORY FOR VORTICES OVER THE PLANE
We denote d :=
〈
cG1 (M,ω), [[w]]
〉
. By Claim 3 and Lemma 123 in Appendix
A.7 the maps Φ and
S1R ∋ z 7→ (zd · ⊕id) ∈ Aut(Cn¯ ⊕ gC)
are homotopic. Hence there exists a continuous map
h : B¯R \B1 → Aut(Cn¯ ⊕ gC),
such that hz := h(z) = (z
d · ⊕id), if z ∈ S11 , and hz = Φ(z), if z ∈ S1R. We define
Ψ˜ : C× (Cn¯ ⊕ gC)→ TMu, Ψ˜z :=
 Ψ˜
∞
z , for z ∈ C \BR,
Ψ0zhz(z
−d · ⊕id), for z ∈ BR \B1,
Ψ0z, for z ∈ B1.
Regularizing Ψ˜ on the ball BR+1, we obtain the required extension of Ψ˜
∞|C\BR+1 ,
of class W 1,ploc . This proves Claim 2. 
We define the trivialization
(3.24) Ψ̂∞ : (C\BR)×gC → A1
(
gP |C\BR
)
, Ψ̂∞z (ϕ+iψ) := G ·
(
σ(z), ϕds+ψdt
)
.
4. Claim. Ψ̂∞|C\BR+1 extends to a complex trivialization of the bundle A1(gP )
over C.
Proof of Claim 4. We denote by Ad and AdC the adjoint representations
of G on g and gC respectively. We have
det(AdCg ) = det(Adg) ∈ R, ∀g ∈ G.
We choose a continuous section σ˜ of the restriction P |B¯R . We define g : S1R →
G to be the unique map such that σ(z) = σ˜(z)g(z), for every z ∈ S1R. Since
f ◦ det(AdCg ) ≡ ±1, we have
deg
(
S1R ∋ z 7→ f ◦ det(AdCg(z))
)
= 0.
Hence Lemma 123 (Appendix A.7) implies that there exists a continuous map
Φ : B¯R → Aut(gC) satisfying Φz := Φ(z) = AdCg(z), for every z ∈ S1R. We define
Ψ̂ : C×gC → A1(gP ) to be the trivialization that equals Ψ̂∞ on C\BR, and satisfies
Ψ̂zα := G ·
(
σ˜, ϕ′ds+ ψ′dt
)
,
where ϕ′+ iψ′ := Φzα, for every z ∈ BR, α ∈ gC. Regularizing Ψ̂ on the ball BR+1,
we obtain an extension of Ψ̂∞|C\BR+1 , of class W 1,ploc . This proves Claim 4. 
We choose extensions Ψ˜ and Ψ̂ of Ψ˜∞ and Ψ̂∞ as in Claims 2 and 4, and we
define
Ψ : C× V → A1(gP )⊕ TMu, Ψ(z; v0, α, β) :=
(
Ψ̂zβ, Ψ˜z(v0, α)
)
.
5. Claim. The map Ψ is a good complex trivialization.
Proof of Claim 5. Condition (i) of Definition 65 follows from the construction of
Ψ. (The condition σ∗A ∈ Lpλ(C \B1, g) follows from the statement of Lemma 84.)
To prove (ii), note that for z ∈ C \BR+1 and (v0, α, β) ∈ V , we have
(3.25)
∣∣Ψz(zd · ⊕id)(v0, α, β)∣∣2 = |β|2 + ∣∣ΨUu◦σ(z)v0∣∣2 + ∣∣LCu◦σ(z)α∣∣2.
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Here we used the fact Hx = (imL
C
x)
⊥, for every x ∈ M . By our choice of U ,
H |U ⊆ TM |U is a smooth subbundle of rank dimM − 2 dimG. It follows that
imLC|U = H⊥|U is a smooth subbundle of TM |U of rank 2 dimG. Hence LCx :
g
C → TxM is injective, for every x ∈ U . Since by assumption u(P ) ⊆ M is
compact, the same holds for the set u(P |C\BR+1) ⊆ u(P ). It follows that there
exists a constant C > 0 such that
C−1|v0| ≤
∣∣ΨUu◦σ(z)v0∣∣ ≤ C|v0|, C−1|α| ≤ ∣∣LCu◦σ(z)α∣∣ ≤ C|α|,
for every z ∈ C \BR+1, v0 ∈ Cn¯, and α ∈ gC. Combining this with equality (3.25),
condition (ii) follows.
We check condition (iii). Let
ζ :=
(
v0, α, β = ϕ+ iψ
) ∈ V, z ∈ C \BR+1, v ∈ TzC.
We choose a point p ∈ π−1(z) ⊆ P and a vector v˜ ∈ TpP such that π∗v˜ = v. Then
∇Av
(
Ψ˜(pd · ⊕id)(v0, α)
)
= G · (u(p), ∇˜Av˜ (ΨUu v0 + LCuα)),
where ∇˜Av˜ is defined as in (A.62). Furthermore, for every smooth vector field X on
U we have
∇˜Av˜ X = (u∗∇)v˜−p(Av˜)X = ∇dAu·v˜X.
We define
C := max
∣∣∇v′(ΨUx v′′ + LCxα)∣∣,
where the maximum is taken over all v′ ∈ TxM , x ∈ u(P |C\BR+1) and (v′′, α) ∈
Cn¯ ⊕ gC such that |v′| ≤ 1, |(v′′, α)| ≤ 1. Furthermore, we define
C′ := ‖dAu‖Lp
λ
(C\BR+1).
It follows that
(3.26)
∥∥∇Av (Ψ˜(pd · ⊕id)(v0, α))∥∥Lp
λ
(C\BR+1)
≤ CC′|v||(v0, α)|.
We now define ϕ˜, ψ˜ : P → g to be the unique equivariant maps such that ϕ˜◦σ ≡ ϕ,
ψ˜ ◦ σ ≡ ψ. We have dAϕ˜ σ∗v = [(σ∗A)v, ϕ], and similarly for ψ˜. Since
∇˜Aσ∗v(ϕ˜ds+ ψ˜dt) = (dAϕ˜σ∗v)ds+ (dAψ˜σ∗v)dt,
using (3.24), it follows that∣∣∇Av (Ψ̂(ϕds+ ψdt))∣∣ = ∣∣G · (σ(z), ∇˜Aσ∗v(ϕ˜ds+ ψ˜dt))∣∣ = ∣∣[(σ∗A)v, β]∣∣.
Using the fact ‖σ∗A‖p,λ < ∞ and inequality (3.26), condition (iii) follows. This
proves Claim 5 and concludes the proof of Proposition 66. 
Proof of Proposition 67 (p. 77). Let p, λ, w = (P,A, u) and Ψ be as in
the hypothesis. We choose ρ0 ∈ C∞(C, [0, 1]) such that ρ0(z) = 0 for z ∈ B1/2 and
ρ0(z) = 1 for z ∈ C \B1. We fix R ≥ 1, σ and x∞ as in Definition 65(i).
We prove statement (i). For every ζ ∈ W 1,1loc (C, V ) Leibnitz’ rule implies
that
(3.27) ∇A(Ψζ) = (∇A(Ψ(pd · ⊕id)))(p−d · ⊕id)ζ +Ψ(pd · ⊕id)D((p−d · ⊕id)ζ).
1. Claim. The first map in (3.19) is well-defined and bounded.
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Proof of Claim 1. Proposition 90(i) in Appendix A.4 and the fact λ >
−2/p+ 1 imply that there exists a constant C1 such that
(3.28)
∥∥(〈·〉−d · ⊕id)ζ∥∥
∞
≤ C1‖ζ‖X̂d , ∀ζ ∈ X̂d .
We choose a constant C2 := C as in part (ii) of Definition 65. Then by (3.15) and
(3.28), we have
(3.29) ‖Ψζ‖∞ ≤ C1C2‖ζ‖X̂d ∀ζ ∈ X̂d .
It follows from (3.13) and (3.14), the definition Hx := kerdµ(x) ∩ imL⊥x and the
compactness of u(P ) that there exists C3 ∈ R such that, for every ζ ∈ X̂d,
(3.30)
∥∥ |dµ(u)v′|+ |Pruv′|+ |α′| ∥∥
p,λ
≤ C3‖ζ‖X̂d ,
where (v′, α′) := Ψζ. For r > 0 we denote
BCr := C \Br, ‖ · ‖p,λ;r := ‖ · ‖Lpλ(BCr ).
We define
C4 := max
{∥∥∇A(Ψ(pd · ⊕id))∥∥p,λ;1, C2}.
By condition (iii) of Definition 65 we have C4 < ∞. Let ζ ∈ X̂d. Then by (3.27)
we have
(3.31) ‖∇A(Ψζ)‖p,λ;1 ≤ C4
(
‖(p−d · ⊕id)ζ‖L∞(BC
1
) +
∥∥D((p−d · ⊕id)ζ)∥∥p,λ;1).
Defining
C5 := max
{− d2(−d+3)/2, 2},
we have, by Proposition 90(iv),∥∥D((p−d · ⊕id)ζ)∥∥p,λ;1 ≤ C5‖ζ‖X̂d .
Combining this with (3.31) and (3.28), we get
(3.32) ‖∇A(Ψζ)‖p,λ;1 ≤ C4
(
2
|d|
2 C1 + C5
)‖ζ‖X̂d .
By a direct calculation there exists a constant C6 such that
‖∇A(Ψζ)‖Lp(B1) ≤ C6‖ζ‖X̂d , ∀ζ ∈ X̂d.
Claim 1 follows from this and (3.29,3.30,3.32). 
2. Claim. The map X̂w ∋ ζ′ 7→ Ψ−1ζ′ ∈ X̂d is well-defined and bounded.
Proof of Claim 2. We choose a neighborhoodU ⊆M of µ−1(0) as in Lemma
126 (Appendix A.7), and define c as in (A.67), and C1 := max{c−1, 1}. Since
u ◦ σ(reiϕ) converges to x∞, uniformly in ϕ ∈ R, as r → ∞, there exists R′ ≥ R
such that u(p) ∈ U , for every p ∈ π−1(BCR′) ⊆ P . Then (3.13,3.14) and (A.67)
imply that
(3.33)
∥∥(α, β)∥∥
p,λ;R′
≤ C1
∥∥Ψ(0, α, β)∥∥
p,λ;R′
≤ C1‖ζ′‖w,
where (v0, α, β) := Ψ
−1ζ′, for every ζ′ ∈ X̂d.
3. Claim. There exists a constant C2 such that for every ζ
′ ∈ X̂w, we have
(3.34)
∥∥D((ρ0p−d · ⊕id)Ψ−1ζ′)∥∥Lp
λ
(C)
≤ C2‖ζ′‖w.
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Proof of Claim 3. It follows from equality (3.27) and conditions (ii) and
(iii) of Definition 65 that there exist constants C and C′ such that∥∥D((p−d · ⊕id)Ψ−1ζ′)∥∥p,λ;1(3.35)
≤ C
(
‖∇Aζ′‖p,λ +
∥∥∇A(Ψ(pd · ⊕id))∥∥p,λ‖ζ′‖∞) ≤ C′‖ζ′‖w, ∀ζ′ ∈ X̂w .
On the other hand, Leibnitz’ rule implies that
D(Ψ−1ζ′) = Ψ−1
(∇Aζ′ − (∇AΨ)Ψ−1ζ′).
Hence by a short calculation, using Leibnitz’ rule again, it follows that there exists
a constant C′′ such that∥∥D((ρ0p−d · ⊕id)Ψ−1ζ′)∥∥Lp(B1) ≤ C′′‖ζ′‖w, ζ′ ∈ X̂w.
Combining this with (3.35), Claim 3 follows. 
Let ζ′ ∈ X̂w. We denote
ζ˜ := (v˜0, α˜, β˜) := (ρ0p−d · ⊕id)Ψ−1ζ′.
By inequality (3.34) the hypotheses of Proposition 91 in Appendix A.4 with n := 2
and λ replaced by λ− 1 are satisfied. It follows that there exists
ζ∞ :=
(
v∞, α∞, β∞
) ∈ V = Cn¯ ⊕ gC ⊕ gC,
such that ζ˜(reiϕ)→ ζ∞, uniformly in ϕ ∈ R, as r →∞, and
(3.36) ‖(ζ˜ − ζ∞)| · |λ−1
∥∥
Lp(C)
≤ (dimM + 2dimG) p
λ − 1 + 2p
∥∥Dζ˜| · |λ∥∥
Lp(C)
.
Since λ > −2/p+ 1, we have ∫
BC
R′
〈·〉pλ =∞.
Hence the convergence (α˜, β˜) → (α∞, β∞) and the estimate (3.33) imply that
(α∞, β∞) = (0, 0). We choose a constant C > 0 as in part (ii) of Definition 65. The
convergence v˜0 → v∞ and the first inequality in (3.15) imply that
(3.37) |v∞| ≤ ‖v˜0‖∞ ≤ 2
|d|
2 C‖ζ′‖∞ .
We define (
v1, . . . , vn¯, α, β
)
:= Ψ−1ζ′ − (ρ0pdv1∞, v2∞, . . . , vn¯∞, 0, 0).
Proposition 90(iv) in Appendix A.4 and inequalities (3.36) and (3.34) imply that
there exists a constant C6 (depending on p, λ, d and Ψ, but not on ζ
′) such that
(3.38) ‖v1‖L1,p
λ−1−d(B
C
1
) +
∥∥(v2, . . . , vn¯, α, β)∥∥
L1,p
λ−1(B
C
1
)
≤ C6‖ζ′‖w .
Finally, by a straight-forward argument, there exists a constant C7 (independent
of ζ′) such that
‖Ψ−1ζ′‖W 1,p(BR′) ≤ C7‖ζ′‖w.
Combining this with (3.33,3.37,3.38), Claim 2 follows. 
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Claims 1 and 2 imply that the first map in (3.19) is an isomorphism (of normed
vector spaces). It follows from condition (ii) of Definition 65 that the second map
in (3.19) is an isomorphism. This completes the proof of (i).
We prove statement (ii). Recall that we have chosen R > 0, σ and x∞ as
in Definition 65(i). We define S∞ : g
C → gC to be the complex linear extension of
L∗x∞Lx∞ : g→ g. By our hypothesis (H) the Lie group G acts freely on µ−1(0). It
follows that Lx∞ is injective. Therefore S∞ is positive with respect to 〈·, ·〉Cg . By
(3.11) and (3.12) there exist complex trivializations
Ψ1 : C× (Cn¯ ⊕ gC)→ TMu, Ψ2 : C× gC → A1(gP ),
such that Ψz(v0, α, β) =
(
(Ψ2)zβ, (Ψ1)z(v0, α)
)
. We denote by
ι : gC → Cn¯ ⊕ gC, pr : Cn¯ ⊕ gC → gC
the canonical inclusion and projection. We define
X̂ 1d := L1,pλ−1−d(C,C)⊕ L1,pλ−1(C,Cn¯−1)⊕W 1,pλ (C, gC), X̂ 2d :=W 1,pλ (C, gC),
X̂ ′d := X̂ 1d ⊕ X̂ 2d , X̂ 0d := Cρ0pd ⊕ Cn¯−1 ⊕ {(0, 0)} ⊆ X̂d,
Ŷ1d := Lpλ−d(C,C)⊕ Lpλ(C,Cn¯−1 ⊕ gC), Ŷ2d := Lpλ(C, gC).
Note that X̂d = X̂ 0d + X̂ ′d and Ŷd = Ŷ1d ⊕ Ŷ2d . We define S : X̂d → Ŷd as in (3.20).
Since X̂ 0d is finite dimensional, S|X̂ 0
d
is compact. Hence it suffices to prove that S|X̂ ′
d
is compact. To see this, we denote
Q :=
(
ds ∧ dt dµ(u)
L∗u
)
, T :=
(
dA
−d∗A
)
,
and we define Sij : X̂ jd → Ŷid (for i, j = 1, 2) and S˜11 : X̂ 1d → Ŷ1d by
S11v := (F1Ψ1)
−1((∇AΨ1)v)0,1, S˜11v := −(F1Ψ1)−1
(
J(∇Ψ1vJ)(dAu)1,0/2
)
,
S12α := (F1Ψ1)
−1(LuΨ2α)
0,1 − ια/2, S21v :=
(
(F2Ψ2)
−1QΨ1 − S∞pr
)
v,
S22α := (F2Ψ2)
−1(TΨ2)α.
Here (TΨ2)α := T (Ψ2α), for α ∈ gC (viewed as a constant section ofC×gC). (Recall
also that S∞ : g
C → gC is the complex linear extension of L∗x∞Lx∞ : g → g.) A
direct calculation shows that
S(v, α) =
(
S11v + S˜
1
1v + S
1
2α, S
2
1v + S
2
2α
)
.
For a subset X ⊆ C we denote by χX : C → {0, 1} its characteristic function. It
follows that χBRS|X̂ ′
d
is of 0-th order. Since it vanishes outside BR, it follows that
this map is compact.
4. Claim. The operators χBC
R
Sij , i, j = 1, 2, and χBCR S˜
1
1 are compact.
Proof of Claim 4. To see that χBC
R
S11 is compact, note that Leibnitz’ rule and
holomorphicity of pd imply that
(∇AΨ1)0,1 =
(∇A(Ψ1(pd · ⊕id)))0,1(p−d · ⊕id), on C \ {0}.
For a normed vector space V we denote by Cb(C, V ) the space of bounded contin-
uous maps from C to V . Since λ > 1 − 2/p, assertions (iv) and (i) of Proposition
90 imply that the map
(ρ0p−d · ⊕id) : X̂ 1d → Cb
(
C,Cn¯ ⊕ gC)
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is well-defined and compact. By Definition 65(iii), the map
χBC
R
(∇A(Ψ1(pd · ⊕id)))0,1 : Cb(C,Cn¯ ⊕ gC)→ Γpλ(A0,1(TMu))
is bounded. Condition (ii) of Definition 65 implies boundedness of the map
(F1Ψ1)
−1 : Γpλ
(
A0,1(TMu)
)→ Ŷ1d .
Compactness of χBC
R
S11 follows.
By the definition of B˜pλ, we have |dAu| ∈ Lpλ(C). This together with Proposi-
tion 90(iv) and (i) and Definition 65(ii) implies that the map χBC
R
S˜11 is compact.
Furthermore, it follows from Definition 65(i) that χBC
R
S12 = 0.
To see that χBC
R
S21 is compact, we define f : B
C
R → End(gC) by setting f(z) :
g
C → gC to be the complex linear extension of the map
L∗u◦σ(z)Lu◦σ(z) − L∗x∞Lx∞ : g→ g.
Since u ◦ σ(reiϕ) converges to x∞, uniformly in ϕ, as r → ∞, the map f(reiϕ)
converges to 0, uniformly in ϕ, as r→∞. Hence by Proposition 90(iii), the map
W 1,pλ (C, g
C) ∋ α 7→ χBCR fα ∈ L
p
λ(C, g
C)
is compact. Definition 65(i) implies that χBCRS
2
1 = χBCR fpr. It follows that this
operator is compact.
Finally, Proposition 90(i) and parts (iii) and (ii) of Definition 65 imply that the
map χBCRS
2
2 is compact. Claim 4 follows. It follows that the operator S : X̂d → Ŷd
(as in (3.20)) is compact. This completes the proof of statement (ii) and hence of
Proposition 67. 
3.2.4. Proof of Theorem 64 (Right inverse for L∗w). For the proof of
this result we need the following. Let n ∈ N, ℓ ∈ N0, p > n/(ℓ + 1), G be a
compact Lie group, 〈·, ·〉g an invariant inner product on g := Lie(G), X a manifold
(possibly with boundary), and P → X a G-bundle of class W ℓ+1,ploc . We denote
by gP := (P × g)/G → X the adjoint bundle, and by Aℓ,ploc(P ) the affine space
of connections on P of class W ℓ,ploc , i.e., of class W
ℓ,p on every compact subset of
X . If X is compact then we abbreviate Aℓ,p(P ) := Aℓ,ploc(P ). Let 〈·, ·〉X be a
Riemannian metric on X and A ∈ Aℓ,ploc(P ). The connection A induces a connection
dA on the adjoint bundle gP = (P × g)/G. For every i ∈ N this connection and
the Levi-Civita connection of 〈·, ·〉X induce a connection ∇A〈·,·〉X on the bundle
(T ∗X)⊗i ⊗ gP . We abbreviate these connections by ∇A. Let k ∈ {0, . . . , ℓ + 1}.
For a vector bundle E over X we denote by Γk,ploc (E) the space of W
k,p
loc -sections of
E. For α ∈ Γk,ploc
(
(T ∗X)⊗i ⊗ gP
)
we define
(3.39) ‖α‖k,p,A := ‖α‖k,p,X,〈·,·〉X,A :=
∑
j=0,...,k
∥∥ ∣∣(∇A)jα∣∣
〈·,·〉X ,〈·,·〉g
∥∥
Lp(X,〈·,·〉X)
,
where | · |〈·,·〉X ,〈·,·〉g denotes the pointwise norm induced by 〈·, ·〉X and 〈·, ·〉g, and
‖ · ‖Lp(X,〈·,·〉X) denotes the Lp-norm of a function on X , induced by 〈·, ·〉X . We
denote by Ai(gP ) the bundle of i-forms on X with values in gP , and
Ωik,p,A(gP ) :=
{
α ∈ Γk,ploc
(
Ai(gP )
) ∣∣ ‖α‖k,p,A <∞},(3.40)
Γk,pA (gP ) := Ω
0
k,p,A(gP ), Γ
p(gP ) := Γ
0,p
A (gP ).(3.41)
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We denote by
(3.42) d∗A = − ∗ dA∗ : Ω11,p,A(gP )→ Γp(gP )
the formal adjoint of dA, with respect to the L
2-metrics induced by 〈·, ·〉X and
〈·, ·〉g. Here ∗ denotes the Hodge star operator.
69. Proposition (Right inverse for d∗A). Let n,G and 〈·, ·〉g be as above,
p > n, and (X, 〈·, ·〉X) a Riemannian manifold. Assume that X is diffeomorphic to
B1 ⊆ Rn. Then the following statements hold.
(i) For every G-bundle P → X of class W 2,p and every connection one-form A
on P of classW 1,p there exists a bounded right inverse of the operator (3.42).
(ii) There exist constants ε > 0 and C > 0 such that for every G-bundle P → X
of class W 2,p, and every A1,p ∈ A(P ) satisfying ‖FA‖p ≤ ε, there exists a
right inverse R of the operator d∗A (as in (3.42)), satisfying
‖R‖ := sup{‖Rξ‖1,p,A ∣∣ ξ ∈ Γp(gP ) : ‖ξ‖p ≤ 1} ≤ C.
We postpone the proof of Proposition 69 to the appendix (page 118).
Proof of Theorem 64 (p. 74). Let p, λ and w = (P,A, u) be as in the hy-
pothesis. We construct a map
(3.43) R : Lploc(gP )→ Γploc
(
A1(gP )⊕ TMu
)
such that L∗wR is well-defined and equals id, and we show that R restricts to a
bounded map from Γpλ(gP ) to X̂ p,λw . (See Claim 1 below.) It follows from hypothesis
(H) that there exists δ > 0 such that µ−1(B¯δ) ⊆ M∗ (defined as in (2.14)). It
follows from Lemma 84 in Appendix 3.1 that there exists a number a > 0 such
that u(p) ∈ µ−1(B¯δ), for every p ∈ π−1
(
C \ (−a, a)2) ⊆ P . We choose constants ε1
and C1 as in the second assertion of Proposition 69 (corresponding to ε and C, for
n = 2). Furthermore, we choose constants C2 and ε2 as in Lemma 107 in Appendix
A.6 (corresponding to C and ε). We define ε := min{ε1, ε2}. By assumption we
have |FA| ∈ Lpλ(C). Hence there exists an integer N > a such that
(3.44) ‖FA‖
Lp
λ
(
C\(−N,N)2
) < ε.
We choose a smooth function ρ : [−1, 1] → [0, 1] such that ρ = 0 on [−1,−3/4] ∪
[3/4, 1], ρ = 1 on [−1/4, 1/4], and ρ(−t) = ρ(t) and ρ(t) + ρ(t − 1) = 1, for all
t ∈ [0, 1]. We choose a bijection
(ϕ, ψ) : Z \ {0} → Z2 \ {−N, . . . , N}2.
We define ρ˜ : R→ [0, 1] by
ρ˜(t) :=
 1, if |t| ≤ N,ρ(|t| −N), if N ≤ |t| ≤ N + 1,
0, if |t| ≥ N + 1,
and ρ0 : C→ [0, 1] by ρ0(s, t) := ρ˜(s)ρ˜(t). Furthermore, for i ∈ Z \ {0} we define
ρi : C→ [0, 1], ρi(s, t) := ρ(s− ϕ(i))ρ(t− ψ(i)).
We choose a compact subset K0 ⊆ [−N − 1, N +1]2 diffeomorphic to B¯1, such that
[−N − 3/4, N + 3/4]2 ⊆ intK0,
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and we denote Ω0 := intK0. Furthermore, we choose a compact subsetK ⊆ [−1, 1]2
diffeomorphic to B¯1, such that [−3/4, 3/4]2 ⊆ intK. For i ∈ Z \ {0} we define
Ωi := intK + (ϕ(i), ψ(i)).
For i ∈ Z we define
Ti := d
∗
A : Ω
1
1,p,A
(
gP |Ωi)→ Γp(gP |Ωi).
By the first assertion of Proposition 69 there exists a bounded right inverse R0 of
T0. We fix i ∈ Z \ {0}. Since λ > 1 − 2/p > 0, we have ‖FA‖Lp(Ωi) ≤ ‖FA‖Lpλ(Ωi),
and by inequality (3.44), the right hand side is bounded by ε. Hence it follows from
the statement of Proposition 69 that there exists a right inverse Ri of Ti, satisfying
(3.45) ‖Riξ‖1,p,Ωi,A ≤ C1‖ξ‖Lp(Ωi), ∀ξ ∈ Γ1,pA (gP |Ωi).
We define
R̂ : Lploc(gP )→ Γ1,ploc
(
A1(gP )
)
, R̂ξ :=
∑
i∈Z
ρi ·Ri(ξ|Ωi).
Each section ξ : C → gP induces a section Luξ : C → TMu. For every p ∈
π−1
(
C \ (−N,N)2) ⊆ P we have u(p) ∈ µ−1(B¯δ) ⊆ M∗, and therefore the map
L∗u(p)Lu(p) : g→ g is invertible. We define R˜ : Lploc(gP )→ Γploc(TMu) by
(3.46) (R˜ξ)(z) :=
{
0, for z ∈ (−N,N)2,
Lu(L
∗
uLu)
−1
(
ξ − d∗AR̂ξ
)
(z), for z ∈ C \ (−N,N)2.
Furthermore, we define the map (3.43) by
Rξ := (−R̂ξ, R˜ξ).
The operator L∗wR is well-defined and equals id. The statement of Theorem 64 is
now a consequence of the following. We denote by Γpλ(gP ) the space of L
p
λ-sections
of gP .
1. Claim. The map R restricts to a bounded operator from Γpλ(gP ) to X̂ p,λw
(defined as in (3.6)).
Proof of Claim 1. We choose a constant C3 so big that
(3.47) sup
z∈Ωi
〈z〉pλ ≤ C3 inf
z∈Ωi
〈z〉pλ, ∀i ∈ Z.
For a weakly differentiable section ξ : C→ gP we denote
‖ξ‖1,p,λ,A := ‖ξ‖p,λ + ‖dAξ‖p,λ.
2. Claim. There exists a constant C4 such that
‖ξ − d∗AR̂ξ‖1,p,λ,A ≤ C4‖ξ‖p,λ, ∀ξ ∈ Γpλ(gP ).
Proof of Claim 2. Let ξ ∈ Γpλ(gP ). We denote α := R̂ξ and αi := Ri(ξ|Ωi).
Since
∑
i∈Z ρi = 1, a straight-forward calculation shows that
(3.48) d∗Aα = ξ −
∑
i∈Z
∗((dρi) ∧ ∗αi).
Fix z ∈ C. Then ∣∣{i ∈ Z | ρi(z) 6= 0}∣∣ ≤ 4. Hence equality (3.48) implies that∣∣(ξ − d∗Aα)(z)∣∣p ≤ 4p−1‖ρ′‖p∞∑
i∈Z
|αi(z)|p.
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Combining this with (3.45,3.47), we obtain
‖ξ − d∗Aα‖pp,λ ≤ 4p‖ρ′‖p∞max
{
Cp1 , ‖R0‖p
}
C3
∑
i∈Z
‖ξ‖p
Lp
λ
(Ωi)
.
By (3.48), we have∣∣dA(ξ − d∗Aα)(z)∣∣p ≤ 8p−1max{‖ρ′′‖p∞, ‖ρ′‖p∞}∑
i∈Z
(|αi|p + |∇Aαi|p)(z).
Using again (3.45), Claim 2 follows. 
We choose C4 as in Claim 2. The following will be used in the proofs of Claims
3 and 4 below. Let ξ ∈ Γpλ(gP ). We abbreviate ξ˜ := ξ − d∗AR̂ξ. By the fact
ξ˜|(−N,N)2 = 0, Lemma 107 in Appendix A.6 (Twisted Morrey’s inequality, using
(3.44)), the fact λ > 1− 2/p > 0 and Claim 2, we have
(3.49) ‖ξ˜‖∞ ≤ C2‖ξ˜‖1,p,λ,A ≤ C2C4‖ξ‖p,λ.
Recall that we have chosen δ > 0 such that µ−1(B¯δ) ⊆M∗. We define
(3.50) c := inf
{ |Lxξ|
|ξ|
∣∣∣∣ x ∈ µ−1(B¯δ), 0 6= ξ ∈ g} .
Recall that Pru : TMu → TMu denotes the orthogonal projection onto (u∗imL)/G.
Claim 1 is now a consequence of the following three claims.
3. Claim. We have
sup
{∥∥Rξ∥∥
∞
+
∥∥|dµ(u)R˜ξ|+ |PruR˜ξ|+ |R̂ξ|∥∥
p,λ
∣∣ ξ ∈ Γpλ(gP ) : ‖ξ‖p,λ ≤ 1} <∞.
Proof of Claim 3. Let ξ ∈ Γpλ(gP ) be such that
‖ξ‖p,λ ≤ 1.
We denote ξ˜ := ξ − d∗AR̂ξ. Inequality (3.49), Remark 125, and the assumption
‖ξ‖p,λ ≤ 1 imply that
(3.51) ‖R˜ξ‖∞ ≤ c−1‖ξ˜‖L∞(C\(−N,N)2) ≤ c−1C2C4,
where c is defined as in (3.50). We fix i ∈ Z and denote αi := Ri(ξ|Ωi). For i 6= 0
Lemma 107 in Appendix A.6, (3.45), the fact λ > 1− 2/p > 0, and the assumption
‖ξ‖p,λ ≤ 1 imply that
‖αi‖∞ ≤ C2‖αi‖1,p,Ωi,A ≤ C2C1‖ξ‖Lp(Ωi) ≤ C2C1.
Furthermore, we have
‖α0‖∞ ≤ C5‖R0‖ ‖ξ|Ω0‖p ≤ C5‖R0‖,
where
C5 := sup
{
‖α‖∞
∣∣∣α ∈ Γ1,pA (A1(gP |Ω0)) : ‖α‖1,p,A ≤ 1}.
An argument involving a finite cover of Ω0 by small enough balls and Lemma 107,
implies that C5 <∞. It follows that
(3.52) ‖R̂ξ‖∞ ≤ sup
i
‖αi‖∞ ≤ max
{
C2C1, C5‖R0‖
}
<∞.
We define
C := max
{
|dµ(x)| ∣∣ x ∈ u(P )} .
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The definition (3.46), the second inequality in (A.66) (Remark 125 in Appendix
A.7), the statement of Claim 2, and the assumption ‖ξ‖p,λ ≤ 1 imply that
(3.53)
∥∥dµ(u)R˜ξ∥∥
p,λ
≤ Cc−1‖ξ˜‖Lp
λ
(C\(−N,N)2) ≤ Cc−1C4.
By the last equality in (A.66), we have
PruR˜ξ = Lu(L
∗
uLu)
−1ξ˜.
Hence using again the second inequality in (A.66) and the statement of Claim 2,
we obtain
(3.54)
∥∥PruR˜ξ∥∥
p,λ
≤ c−1C4.
For every z ∈ C there are at most four indices i ∈ Z for which ρi(z) 6= 0. Therefore,
we have
‖R̂ξ‖pp,λ ≤ 4p
∑
i
‖αi‖pLp
λ
(Ωi)
.
Using (3.45,3.47) and the assumption ‖ξ‖p,λ ≤ 1, it follows that
‖R̂ξ‖pp,λ ≤ 4pmax{Cp1 , ‖R0‖p}C3.
Combining this with (3.51,3.52,3.53,3.54), Claim 3 follows. 
4. Claim. We have
sup
{‖∇A(R˜ξ)‖p,λ ∣∣ ξ ∈ Γpλ(gP ) : ‖ξ‖p,λ ≤ 1} <∞.
Proof of Claim 4. Let ξ ∈ Γpλ(gP ). We define
ξ˜ := ξ − d∗AR̂ξ, η := (L∗uLu)−1ξ˜,
and ρ ∈ Ω2(M, g) as in (A.65) in Appendix A.7. By Lemma 124 in the same
appendix, we have
(3.55) ∇A(Luη) = LudAη +∇dAuXη,
where Xξ0 denotes the vector field on M generated by an element ξ0 ∈ g. Using
the second part of Lemma 124 (with v := Luη), it follows that
(3.56) L∗uLudAη = dAξ˜ − ρ(dAu, Luη)− L∗u∇dAuXη.
We choose a constant C so big that
|ρ(v, v′)| ≤ C|v‖v′|, |∇vXξ0 | ≤ C|v‖ξ0|, ∀x ∈ µ−1(B¯δ), v, v′ ∈ TxM, ξ0 ∈ g.
We define C0 := max
{
c−1, 3Cc−2
}
. Since R˜ξ = Luη, equalities (3.55,3.56) and
Remark 125 imply that
‖∇A(R˜ξ)‖p,λ ≤ C0
(∥∥dAξ˜∥∥p,λ + ‖dAu‖p,λ∥∥ξ˜∥∥∞).
Since ‖dAu‖p,λ <∞, Claim 2 and (3.49) now imply Claim 4. 
5. Claim. We have
sup
{‖∇A(R̂ξ)‖p,λ ∣∣ ξ ∈ Γpλ(gP ) : ‖ξ‖p,λ ≤ 1} <∞.
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Proof of Claim 5. Let ξ ∈ Γpλ(gP ) be such that ‖ξ‖p,λ ≤ 1. We write αi := Ri(ξ|Ωi).
Then we have
∇A(R̂ξ) =
∑
i
(
ρi∇Aαi + dρi ⊗ αi
)
.
Setting
C := 8p‖ρ′‖p∞C3max{Cp1 , ‖R0‖p},
it follows that
‖∇A(R̂ξ)‖pp,λ ≤ 8p−1
∑
i
(
‖∇Aαi‖pp,λ + ‖ρ′‖p∞‖αi‖pp,λ
)
≤ C.
Here in the second inequality we used the fact ‖ρ′‖∞ ≥ 1, and (3.45). This proves
Claim 5, and completes the proof of Claim 1 and hence of Theorem 64. 
APPENDIX A
Auxiliary results about vortices, weighted spaces,
and other topics
In the appendix some additional results are recollected, which were used in the
proofs of the main theorems of this memoir. As always, we denote N0 := N ∪ {0},
by Br ⊆ C the open ball of radius r, by S1r ⊆ C the circle of radius r, centered
at 0, and by A(P ) the affine space of smooth connection one-forms on a smooth
principal bundle P . Let M,ω,G, g, 〈·, ·〉g, µ, J be as in Chapter 1, and (Σ, j) a
Riemann surface, equipped with a compatible area form ωΣ. For ξ ∈ g and x ∈M
we denote by Lxξ ∈ TxM the (infinitesimal) action of ξ at x. Let p > 2, P be a
(principal) G-bundle over Σ of class W 2,ploc , A a connection one-form on P of class
W 1,ploc , and u : P →M aG-equivariant map of classW 1,ploc . We denote w := (P,A, u),
define the energy density ew as in (1.11), and denote by
E(w) :=
∫
Σ
ewωΣ
the energy of w.
A.1. Auxiliary results about vortices
Let M,ω,G, g, 〈·, ·〉g, µ, J be as in Chapter 1.1 The following result was used in
the proof of Proposition 24 in Section 2.3.
70. Proposition. Let w := (P,A, u) be a smooth vortex over C with finite
energy, such that the closure of the image u(P ) ⊆M is compact. Then there exists
a smooth section σ : C→ P , such that
(A.1)
∫
BR
(u ◦ σ)∗ω → E(w), as R→∞.
This result is a consequence of [GS, Proposition 11.1]. For the convenience of
the reader we include a proof here.2 We need the following. We denote by γ the
standard angular one-form on R2 \ {0}.3
71. Lemma. Let P be a smooth G-bundle over R2 and A ∈ A(P ). Then there
exists a smooth section σ : R2 → P , such that
(A.2)
∫
S1R
|σ∗A|Rγ ≤
∫
BR\B1
|FA|d2x+
∫
S1
1
|σ∗A|γ,
1As always, we assume that hypothesis (H) is satisfied.
2This proof is similar to the one of [GS, Proposition 11.1], however, it relies on the isoperi-
metric inequality for the invariant symplectic action functional proved in [Zi2] (Theorem 1.2)
rather than the earlier inequality [GS, Lemma 11.3].
3By our convention this form integrates to 2pi over any circle centered at the origin.
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where the norms are with respect to the standard metric on R2.
Proof of Lemma 71. We choose σ such that
(A.3) (σ∗A)xx = 0, ∀x ∈ R2 \B1.
(This means that σ∗A is in radial gauge on R2\B1. Such a section exists, since (A.3)
corresponds to a family of ordinary differential equations, one for each direction
x ∈ S1.) We identify R/(2πZ) with S1 and define
ϕ : Σ := [0,∞)× S1 → C = R2, ϕ(s, t) := es+it, Ψ := ((σ ◦ ϕ)∗A)
t
: Σ→ g,
where the subscript “t” refers to the t-component of the one-form (σ ◦ ϕ)∗A. It
follows from (A.3) that the s-component of this form vanishes, and therefore,
(σ ◦ ϕ)∗A = Ψdt, (σ ◦ ϕ)∗FA = ∂sΨ ds dt.
Using the estimate
|Ψ(s, t)| ≤
∫ s
0
|∂sΨ(s′, t)|ds′ + |Ψ(0, t)|,
it follows that∫
{s}×S1
∣∣(σ ◦ ϕ)∗A∣∣
Σ
dt =
∫
[0,s]×S1
∣∣(σ ◦ ϕ)∗FA∣∣Σds′dt+ ∫
{0}×S1
∣∣(σ ◦ ϕ)∗A∣∣
Σ
dt,
for every s ≥ 0, where the subscript “Σ” indicates that the norms are taken with
respect to the standard metric on Σ. Inequality (A.2) follows from this by a straight-
forward calculation. This proves Lemma 71. 
Proof of Proposition 70. Let w := (P,A, u) be as in the hypothesis and
R > 0. We choose a section σ : C → P as in Lemma 71. Denoting by E(w,BR)
the energy of w over BR, we have, by [CGS, Proposition 3.1],
E(w,BR) =
∫
BR
(
(u ◦ σ)∗ω − d〈µ ◦ u ◦ σ, σ∗A〉
g
)
=
∫
BR
(u ◦ σ)∗ω −
∫
S1
R
〈
µ ◦ u ◦ σ, σ∗A〉
g
.(A.4)
Let ε > 0. By [Zi2, Corollary 1.4] there exists a constant C1 such that
(A.5)
√
ew(z) ≤ C1|z|−2+ε, ∀z ∈ C \B1.
Combining this with the estimate |FA| ≤ √ew, and using (A.2), it follows that∫
S1
R
|σ∗A|Rγ ≤ C2Rε + C3, where C2 := 2πC1
ε
, C3 :=
∫
S1
1
|σ∗A|γ.
Combining this with the inequality |µ ◦ u| ≤ √ew and (A.5), it follows that∣∣∣∣∣
∫
S1R
〈
µ ◦ u ◦ σ, σ∗A〉
g
∣∣∣∣∣ ≤ C1C2R−2+2ε + C1C3R−2+ε.
By choosing ε ∈ (0, 1) and using (A.4), the convergence (A.1) follows. This proves
Proposition 70. 
The next result was used in the proofs of Propositions 44 and 45 (Section 2.6).
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72. Lemma (Bound on energy density). Let K ⊆ M be a compact subset.
Then there exists a constant E0 > 0 such that the following holds. Let r > 0, P be
a smooth G-bundle over Br, p > 2, and (A, u) a vortex on P of class W
1,p
loc , such
that
u(P ) ⊆ K,
E(w,Br) ≤ E0.
(where E(w,Br) denotes the energy of w over the ball Br). Then we have
ew(0) ≤ 8
πr2
E(w,Br).
For the proof of Lemma 72 we need the following lemma.
73. Lemma (Heinz). Let r > 0 and c ≥ 0. Then for every function f ∈
C2(Br,R) satisfying the inequalities
f ≥ 0, ∆f ≥ −cf2,
∫
Br
f <
π
8c
we have
f(0) ≤ 8
πr2
∫
Br
f.
Proof of Lemma 73. This is [MS2, Lemma 4.3.2]. 
Proof of Lemma 72. Since G is compact, we may assume w.l.o.g. that K
is G-invariant. The result then follows from Theorem 76 below, the calculation in
Step 1 of the proof of [GS, Proposition 11.1.], and Lemma 73. 
Lemma 72 has the following consequence.
74. Corollary (Quantization of energy). If M is equivariantly convex at ∞
4, then we have
inf
w
E(w) > 0,
where w = (P,A, u) ranges over all vortices over C with P smooth and (A, u) of
class W 1,ploc for some p > 2, such that E(w) > 0 and u¯(P ) is compact.
Proof of Corollary 74. This is an immediate consequence of Proposition
79 below and Lemma 72. 
This corollary implies that the minimal energy E1 of a vortex over C (defined
as in (2.33)) is positive, and therefore Emin > 0 (defined as in (2.34)).
The next lemma was used in the proofs of Proposition 38 and Lemma 42 (Sec-
tion 2.5). It is a consequence of [GS, Lemma 9.1]. Let (Σ, ωΣ, j) be a surface with
an area form and a compatible complex structure.
75. Lemma (Bounds on the momentum map component). Let c > 0, Q ⊆ Σ\∂Σ
and K ⊆ M be compact subsets, and p > 2. Then there exist positive constants
4as defined in Chapter 1 on p. 6
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R0 and Cp such that the following holds. Let R ≥ R0, P be a smooth G-bundle
over Σ, and (A, u) an R-vortex on P of class W 1,ploc , such that
u(P ) ⊆ K,
‖dAu‖L∞(Σ) ≤ c,
|ξ| ≤ c|Lu(p)ξ|, ∀p ∈ P, ∀ξ ∈ g.
Then ∫
Q
|µ ◦ u|pωΣ ≤ CpR−2p, sup
Q
|µ ◦ u| ≤ CpR 2p−2,
where we view |µ ◦ u| as a function from Σ to R.
Proof of Lemma 75. This follows from the proof of [GS, Lemma 9.1], using
Theorem 76 below. 
The next result was also used in the proofs of Proposition 45 (Section 2.6) and
Lemma 72, and will be used in the proof of Proposition 77.
76. Theorem (Regularity modulo gauge over a compact surface). Assume that
Σ is compact. Let P be a smooth G-bundle over Σ, p > 2, and (A, u) a vortex on
P of class W 1,p. Then there exists a gauge transformation g ∈ W 2,p(Σ, G) such
that g∗w is smooth over Σ \ ∂Σ.
Proof of Theorem 76. This follows from the proof of [CGMS, Theorem
3.1], using a version of the local slice theorem allowing for boundary (see [We,
Theorem 8.1]). 
The next result will be used in the proof of Proposition 79 below.
77. Proposition (Regularity modulo gauge over C). Let R ≥ 0 be a number,
P a smooth G-bundle over C, p > 2, and w := (A, u) an R-vortex on P of class
W 1,ploc . Then there exists a gauge transformation g on P of class W
2,p
loc such that
g∗w is smooth.
Proof of Proposition 77. 5
Claim. There exists a collection (gj)j∈N, where gj is a gauge transformation
over Bj+1 of class W
2,p, such that for every j ∈ N, we have
g∗jw is smooth over Bj+1,(A.6)
gj+1 = gj over Bj .(A.7)
Proof of the claim. By Theorem 76 there exists a gauge transformation
g1 ∈ W 2,p(B2, G) such that g∗1w is smooth. Let ℓ ∈ N be an integer and assume
by induction that there exist gauge transformations gj ∈ W 2,p(Bj+1, G), for j =
1, . . . , ℓ, such that (A.6) holds for j = 1, . . . , ℓ, and (A.7) holds for j = 1, . . . , ℓ− 1.
We show that there exists a gauge transformation gℓ+1 ∈W 2,p(Bℓ+2, G) such that
g∗ℓ+1w smooth over Bℓ+2,(A.8)
gℓ+1 = gℓ over Bℓ.(A.9)
5This proof follows the lines of the proofs of [Fr1, Theorems 3.6 and A.3].
A.1. AUXILIARY RESULTS ABOUT VORTICES 95
We choose a smooth function ρ : B¯ℓ+2 → Bℓ+1 such that ρ(z) = z for z ∈ Bℓ. By
Theorem 76 there exists a gauge transformation h ∈W 2,p(Bℓ+2, G) such that h∗w
is smooth over B¯ℓ+2. We define
gℓ+1 := h
(
(h−1gℓ) ◦ ρ
)
.
Then gℓ+1 is of class W
2,p over Bℓ+2, and (A.9) is satisfied. Furthermore, g
∗
ℓw =
(h−1gℓ)
∗h∗w is smooth over Bℓ+1. Therefore, using smoothness of h
∗w over Bℓ+2,
Lemma 114(ii) below implies that h−1gℓ is smooth over Bℓ+1. It follows that
g∗ℓ+1w =
(
(h−1gℓ) ◦ ρ
)∗
h∗w
is smooth over Bℓ+2. This proves (A.8), terminates the induction, and concludes
the proof of the claim. 
We choose a collection (gj) as in the claim, and define g to be the unique
gauge transformation on P that restricts to gj over Bj . This makes sense by (A.7).
Furthermore, (A.6) implies that g∗w is smooth. This proves Proposition 77. 
The next result was used in the proof of Proposition 38 (Section 2.5).
78. Theorem (Compactness for vortex classes over compact surface). Let Σ
be a compact surface (possibly with boundary), ωΣ an area form, j a compatible
complex structure on Σ, P a G-bundle over Σ, K ⊆ M a compact subset, Rν ∈
[0,∞), p > 2, and (Aν , uν) an Rν-vortex on P of class W 1,p, for every ν ∈ N.
Assume that Rν converges to some R0 ∈ [0,∞), and
uν(P ) ⊆ K, sup
ν
‖dAνuν‖Lp(Σ) <∞.
Then there exist a smooth R0-vortex (A0, u0) on P |(Σ \ ∂Σ) and gauge transfor-
mations gν on P of class W
2,p, such that g∗ν(Aν , uν) converges to (A0, u0), in C
∞
on every compact subset of Σ \ ∂Σ.
Proof of Theorem 78. This follows from a modified version of the proof of
[CGMS, Theorem 3.2]: We use a version of Uhlenbeck compactness for a compact
base with boundary, see Theorem 112 below, and a version of the local slice theorem
allowing for boundary, see [We, Theorem 8.1]. Note that the proof carries over to
the case in which Rν = 0 for some ν ∈ N, or R0 = 0. 
The following result was used in the proofs of Theorem 3 (Section 2.7) and
Corollary 74.
79. Proposition (Boundedness of image). Assume that M is equivariantly
convex at ∞. Then there exists a G-invariant compact subset K0 ⊆ M such that
the following holds. Let p > 2, P a G-bundle over C, and (A, u) a vortex on P of
class W 1,ploc , such that E(w) <∞ and u(P ) is compact. Then we have u(P ) ⊆ K0.
Proof of Proposition 79. Let P be a G-bundle over C. By an elementary
argument every smooth vortex on P is smoothly gauge equivalent to a smooth
vortex that is in radial gauge outside B1. Using Proposition 77, it follows that
every vortex on P of class W 1,ploc is gauge equivalent to a smooth vortex that is in
radial gauge outside B1. Hence the statement of Proposition 79 follows from [GS,
Proposition 11.1]. 
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A.2. The invariant symplectic action
The proof of Proposition 45 (Energy concentration near ends) in Section 2.6
was based on an isoperimetric inequality and an energy action identity for the
invariant action functional (Theorem 82 and Proposition 83 below). Building on
work by D. A. Salamon and R. Gaio [GS], we define this functional as follows.6
We first review the usual symplectic action functional: Let (M,ω) be a symplectic
manifold without boundary. We fix a Riemannian metric 〈·, ·〉M on M , and denote
by d, exp, |v|, ιx > 0, and ιX := infx∈X ιx ≥ 0 the distance function, the exponential
map, the norm of a vector v ∈ TM , and the injectivity radii of a point x ∈M and a
subset X ⊆M , respectively. We define the symplectic action of a loop x : S1 →M
of length ℓ(x) < 2ιx(S1) to be
A(x) := −
∫
D
u∗ω.
Here D ⊆ C denotes the (closed) unit disk, and u : D → M is any smooth map
such that
u(eit) = x(t), ∀t ∈ R/(2πZ) ∼= S1, d(u(z), u(z′)) < ιx(S1), ∀z, z′ ∈ D.
80. Lemma. The action A(x) is well-defined, i.e., a map u as above exists, and
A(x) does not depend on the choice of u.
Proof. The lemma follows from an elementary argument, using the exponen-
tial map expx(0+Z) : Tx(0+Z)M →M . 
Let now G be a compact connected Lie group with Lie algebra g. Suppose that
G acts onM in a Hamiltonian way, with (equivariant) momentum map µ : M → g∗,
and that 〈·, ·〉M is G-invariant. We denote by 〈·, ·〉 : g∗ × g → R the natural
contraction. Let P be a smooth G-bundle over S1 and x ∈ C∞G (P,M). We call
(P, x) admissible iff there exists a section s : S1 → P such that ℓ(x ◦ s) < 2ιx(P ),
and
A(g · (x ◦ s))−A(x ◦ s) =
∫
S1
〈
µ ◦ x ◦ s, g−1dg〉,
for every g ∈ C∞(S1, G) satisfying ℓ(g · (x ◦ s)) ≤ ℓ(x ◦ s).
81. Definition. Let (P, x) be an admissible pair, and A be a connection on
P . We define the invariant symplectic action of (P,A, x) to be
A(P,A, x) := A(x ◦ s) +
∫
S1
〈
µ ◦ x ◦ s, A ds〉,
where s : S1 → P is a section as above.
To formulate the isoperimetric inequality, we need the following. If X is a
manifold, P a G-bundle over X and u ∈ C∞G (P,M), then we define u¯ : X → M
by u¯(y) := Gu(p), where p ∈ P is any point in the fiber over y. We define M∗
as in (2.14). For a loop x¯ : S1 → M∗/G we denote by ℓ¯(x¯) its length w.r.t. the
Riemannian metric on M∗/G induced by 〈·, ·〉M . Furthermore, for each subset
X ⊆M we define
mX := inf
{|Lxξ| ∣∣x ∈ X, ξ ∈ g : |ξ| = 1}.
The first ingredient of the proof of Proposition 45 is the following.
6This is the definition from [Zi2], written in a more intrinsic way.
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82.Theorem (Isoperimetric inequality). Assume that there exists aG-invariant
ω-compatible almost complex structure J such that 〈·, ·〉M = ω(·, J ·). Then for ev-
ery compact subset K ⊆M∗ and every constant c > 12 there exists a constant δ > 0
with the following property. Let P be a G-bundle over S1 and x ∈ C∞G (P,M), such
that x(P ) ⊆ K and ℓ¯(x¯) ≤ δ. Then (P, x) is admissible, and for every connection
A on P we have
|A(P,A, x)| ≤ c‖dAx‖22 +
1
2m2K
‖µ ◦ x‖22.
Here we view dAx as a one-form on S
1 with values in the bundle (x∗TM)/G→
S1, and µ ◦ x as a section of the co-adjoint bundle (P × g∗)/G→ S1. Furthermore,
S1 is identified with R/(2πZ), and the norms are taken with respect to the standard
metric on R/(2πZ), the metric 〈·, ·〉M on M , and the operator norm on g∗ induced
by 〈·, ·〉g.7
Proof of Theorem 82. This is [Zi2, Theorem 1.2]. 
The second ingredient of the proof of Proposition 45 is the following. For
s ∈ R we denote by ιs : S1 → R × S1 the map given by ιs(t) := (s, t). Let X,X ′
be manifolds, f ∈ C∞(X ′, X), P a G-bundle over X , A a connection on P , and
u ∈ C∞G (P,M). Then the pullback triple f∗(P,A, u) consists of a G-bundle P ′ over
X ′, a connection on P ′, and an equivariant map from P ′ to M .
83. Proposition (Energy action identity). For every compact subset K ⊆M∗
there exists a constant δ > 0 with the following property. Let s− ≤ s+ be numbers,
Σ := [s−, s+] × S1, ωΣ an area form on Σ, j a compatible complex structure, and
w := (A, u) a smooth vortex over Σ, such that u(P ) ⊆ K and ℓ¯(u¯ ◦ ιs) < δ, for
every s ∈ [s−, s+]. Then the pairs ι∗s±(P, u) are admissible, and
E(w) = −A(ι∗s+(P,A, u))+A(ι∗s−(P,A, u)).
Proof of Proposition 83. This follows from [Zi2, Proposition 3.1]. 
A.3. Proofs of the results of Section 3.1
This section contains the proofs of Lemmas 52,60 and Proposition 62, which
were stated in Section 3.1. We also state and prove Lemma 85, which was used
in Definition 61 in that section. Let M,ω,G, , g, 〈·, ·〉g, µ and J be as in Chapter
1, Σ := C, ωΣ the standard area form ω0, p > 2, and λ > 1 − 2/p. Assume that
hypothesis (H) holds.
Lemma 52 was used in the definition of the equivariant homology class of an
equivalence class of triples (P,A, u) (Definition 54). Its proof is based on the fol-
lowing result, which was also used in the proofs of Theorem 4 (Section 3.2.1), 64
(Section 3.2.4) and Proposition 66 (Section 3.2.2).
84. Lemma. For every (P,A, u) ∈ B˜pλ there exists a section σ of the restriction
of the bundle P to BC1 := C\B1, of classW 1,ploc , and a point x∞ ∈ µ−1(0), such that
u ◦ σ(reiϕ) converges to x∞, uniformly in ϕ ∈ R, as r→∞, and σ∗A ∈ Lpλ(BC1 ).
Proof of Lemma 84.
7Note that in [Zi2, Theorem 1.2] S1 was identified with R/Z instead. Note also that hypoth-
esis (H) is not needed for Theorem 82.
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1. Claim. The expression |µ ◦ u|(reiϕ) converges to 0, uniformly in ϕ ∈ R, as
r→∞.
Proof of Claim 1. We define the function f := |µ ◦ u|2 :M → R. It follows
from the ad-invariance of 〈·, ·〉g that
(A.10) df = 2
〈
dA(µ ◦ u), µ ◦ u
〉
g
= 2
〈
dµ(u)dAu, µ ◦ u
〉
g
.
Since u(P ) ⊆ M is compact, we have supC |dµ(u)| < ∞ and supC |µ ◦ u| < ∞.
Furthermore, |dAu| ≤ √ew ∈ Lpλ. Combining this with (A.10), it follows that df ∈
Lpλ. Therefore, by Proposition 91 in the next section (Hardy-type inequality, applied
with u replaced by f and λ replaced by λ− 1) the expression f(reiϕ) converges to
some number y∞ ∈ R, as r →∞, uniformly in ϕ ∈ R. Since |µ ◦ u| ≤ √ew ∈ Lpλ, it
follows that y∞ = 0. This proves Claim 1. 
It follows from hypothesis (H) that there exists a δ > 0 such that µ−1(B¯δ) ⊆M∗
(defined as in (2.14)). We choose R > 0 so big that |µ ◦ u|(z) ≤ δ if z ∈ BCR−1 =
C \ BR−1. Since G is compact, the action of it on M is proper. Hence the local
slice theorem implies that M∗/G carries a unique manifold structure such that
the canonical projection πM
∗
: M∗ → M∗/G is a submersion. Consider the map
u¯ : BCR−1 →M∗/G defined by u¯(z) := Gu(p), where p ∈ π−1(z) ⊆ P is arbitrary.
2. Claim. The point u¯(reiϕ) converges to some point x¯∞ ∈ µ−1(0)/G, uni-
formly in ϕ ∈ R, as r →∞.
Proof of Claim 2. We choose n ∈ N and an embedding ι : M∗/G → Rn.
Furthermore, we choose a smooth function ρ : C → R that vanishes on BR−1 and
equals 1 on BCR . We define f : C → Rn to be the map given by ρ · ι ◦ u¯ on BCR−1
and by 0 on BR−1. It follows that
(A.11) ‖df‖Lp
λ
(BCR )
≤ ∥∥dι(u¯)du¯∥∥
Lp
λ
(BC
R
)
+ ‖ι ◦ u¯ dρ‖Lp
λ
(BR\BR−1).
A short calculation shows that |du¯| ≤ |dAu|, and therefore,
(A.12)
∥∥dι(u¯)du¯∥∥
Lp
λ
(BC
R
)
≤ ‖dι(u¯)‖L∞(BC
R
)‖dAu‖Lp
λ
(BC
R
).
Our assumption w = (P,A, u) ∈ B˜pλ implies that ‖dAu‖Lpλ(BCR ) <∞. Furthermore,
µ is proper by the hypothesis (H), hence the set µ−1(B¯δ) is compact. Thus the
same holds for the set πM
∗
(µ−1(B¯δ)). This set contains the image of u¯. It follows
that ‖dι(u¯)‖L∞(BC
R
) <∞. Combining this with (A.11,A.12), we obtain the estimate
‖df‖Lp
λ
(C) ≤ ‖df‖Lp
λ
(BR) + ‖df‖Lpλ(BCR ) <∞.
Hence the hypotheses of Proposition 91 (with λ replaced by λ − 1) are satisfied.
It follows that the point f(reiϕ) converges to some point y∞ ∈ Rn, uniformly in
ϕ ∈ R, as r →∞. Claim 2 follows. 
Let x¯∞ be as in Claim 2. We choose a local slice around x¯∞, i.e., a pair (U¯ , σ˜),
where U¯ ⊆ M∗/G is an open neighborhood of x¯∞, and σ˜ : U¯ → M∗ is a smooth
map satisfying πM
∗ ◦ σ˜ = idU¯ . Then there exists a unique section σ′ of P |BC
R
, of
class W 1,ploc , such that σ˜ ◦ u¯ = u ◦ σ′. By the continuous homotopy lifting property
of P we may extend this to a continuous section σ′′ of P |BC
1
. Regularizing σ′′ on
BR+1 \B1, we obtain a section σ of P |BC
1
, of class W 1,ploc .
8 We define x∞ := σ˜(x¯∞).
8For this we regularize σ′′ suitably in local trivializations.
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It follows from Claim 2 that u◦σ(reiϕ) converges to x∞, uniformly in ϕ, for r →∞.
Furthermore,
‖σ∗LuA‖Lp
λ
(BC
R+1
) ≤ ‖σ∗du‖Lp
λ
(BC
R+1
) + ‖σ∗dAu‖Lp
λ
(BC
R+1
),
σ∗du = du dσ = dσ˜ du¯, on BCR+1, |du¯| ≤ |dAu|.
Since
inf
{
|Lu(p)ξ|
∣∣ p ∈ P |BCR+1 , ξ ∈ g : |ξ| = 1} > 0, ‖dAu‖p,λ <∞,
it follows that σ∗A ∈ Lpλ(BC1 ). This proves Lemma 84. 
Proof of Lemma 52. We prove statement (i): We denote by π : P → C
the bundle projection, and identify S2 ∼= C ∪ {∞}. We choose σ and x∞ as in
Lemma 84, and we define P˜ to be the quotient of P
∐(
(S2 \ {0}) × G) under
the equivalence relation generated by p ∼ (π(p), g), where g ∈ G is determined by
(σ ◦ π(p))g = p, for p ∈ P . We define ι to be the canonical map from P to P˜ , and
u˜ : P˜ →M to be the unique map satisfying
u˜ ◦ ι = u, u˜([(∞, g)]) := g−1x∞, ∀g ∈ G.
The statement of Lemma 84 implies that this map is continuous. This proves (i).
We prove statement (ii). Uniqueness of Φ˜ follows from the condition Φ˜ ◦ ι′ =
ι ◦Φ and continuity of Φ˜. We prove existence: We define the map ϕ : P˜ ′∞ → P˜∞ as
follows. The map u˜ descends to a continuous map f˜ : S2 →M/G. Recall that M∗
denotes the set of points in M where G acts freely. We denote U˜ := f˜−1(M∗/G).
Since M∗ is open, the set U˜ is, as well. Since G is compact, the canonical map
M∗ →M∗/G defines a smooth G-bundle. We denote by π˜ : P˜ → S2 the projection
map. We define
(A.13) Ψ˜ : π˜−1(U˜)→ f˜ |∗
U˜
M∗, Ψ˜(p˜) :=
(
π˜(p˜), u˜(p˜)
)
.
Furthermore, we define f˜ ′, U˜ ′, π˜′, Ψ˜′ in an analogous way, using P˜ ′ and u˜′. Since Φ
descends to the identity on C, and u′ = u ◦ Φ, the maps u and u′ descend to the
same map C → M/G. Since u˜ ◦ ι = u, u˜′ ◦ ι′ = u′, and u˜ and u˜′ are continuous,
it follows that f˜ = f˜ ′. We claim that there exists a unique map Φ˜ : P˜ ′ → P˜ ,
satisfying
(A.14) Φ˜ = Ψ˜−1 ◦ Ψ˜′ on (π˜′)−1(U˜), Φ˜ ◦ ι′ = ι ◦ Φon P ′.
To see uniqueness of this map, note that the hypothesis u˜′(P˜ ′∞) ⊆ M∗ implies
that P˜ ′∞ ⊆ (π˜′)−1(U˜). Hence conditions (A.14) determine Φ˜ on the whole of P˜ ′.
Existence of this map follows from the equality Ψ˜′◦ι′ = Ψ˜◦ι◦Φ on π′−1(U˜∩C) ⊆ P ′,
which follows from the assumptions u˜′ ◦ ι′ = u′, u˜ ◦ ι = u, and u ◦Φ = u′. The map
Φ˜ has the required properties. This proves (ii) and completes the proof of Lemma
52. 
We now prove Lemma 60 (p. 73), which was used in Section 3.1, in order to
define the (ω, µ)-homotopy class of an equivalence classW of triples (P,A, u). (See
Definition 61.)
Proof of Lemma 60. To prove the first statement, we choose a section σ0
of the restriction of P to the disk D, of class W 2,ploc . By Lemma 84 there exists a
section σ˜ of the restriction of the bundle P to BC1 := C \ B1, of class W 1,ploc , and a
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point x∞ ∈ µ−1(0), such that u ◦ σ˜(reiϕ) converges to x∞, uniformly in ϕ ∈ R, as
r→∞. We define g∞ : S1 → G to be the unique map satisfying σ˜ = σ0g∞, on S1,
and σ to be the continuous section of P that agrees with σ0 on B1, and satisfies
σ(z) = σ˜(z)g∞(z/|z|)−1, ∀z ∈ BC1 .
By regularizing σ, we may assume that it is of classW 1,ploc . This section satisfies the
requirements of the first part of the lemma.
To prove the second statement, let σ be a section of P of class W 1,ploc , such that
the map u ◦ σ : C→M continuously extends to a map u˜ : Σ→M . It follows from
Claim 2 in the proof of Lemma 84 that there exists a point x¯∞ ∈ M = µ−1(0)/G,
such that Gu˜(z) = x¯∞, for every z ∈ ∂Σ. The second statement follows from this.
This proves Lemma 60. 
The next lemma was used in Definition 61.
85. Lemma. Let p > 2, λ > 1 − 2/p, (P,A, u) ∈ B˜pλ be a triple, and σ, σ′
sections of P as in Lemma 60. Then the continuous extensions u˜, u˜′ : Σ → M of
u ◦ σ, u ◦ σ′ are weakly (ω, µ)-homotopic.
Proof of Lemma 85. Let R ∈ (0,∞). We denote by BR and BR the open
and closed balls in C, of radius R, centered around 0.
Claim. There exists a continuous map h : [0, 1]× Σ→M such that
(A.15)
h(0, ·) = u˜, h(1, z) = u˜′(z), ∀z ∈ BR, h(t, z) = h(0, z), ∀z ∈ ∂Σ, t ∈ [0, 1].
Proof of the claim. We define
g0 : C→ G, g0(z)σ′(z) := σ(z).
There exists a continuous map g : [0, 1]× C→ G such that
(A.16) g(0, ·) = g0, g(1, z) = 1, ∀z ∈ BR, g(t, z) = g0(z), ∀z ∈ C \BR+1.
To see this, observe that we may assume without loss of generality that g0(0) = 1.
(Here we use the assumption that G is connected.) We choose a continuous map
f : [0, 1]× C→ C such that
f(0, ·) = id, f(1, z) = 0, ∀z ∈ BR, f(t, z) = z, ∀z ∈ C \BR+1.
We define g := g0 ◦ f . This map satisfies (A.16). We now define
h(t, z) :=
{
u
(
g(t, z)σ(z)
)
, if z ∈ C,
u˜(z), if z ∈ ∂Σ.
This map satisfies the conditions (A.15). This proves the claim. 
It follows from hypothesis (H) that there exists a number R > 0 such that
u˜(Σ \ BR) ⊆ M∗. By the claim, we may assume without loss of generality that
u˜ = u˜′ on BR. Since G is compact, the canonical projection π : M
∗ → M∗/G
naturally defines a smooth G-bundle. It follows that the map
[0, 1]× (Σ \BR) ∋ (t, z) 7→ π ◦ u˜(z) ∈M∗/G
has a continuous lift h : [0, 1]× (Σ \BR)→M∗ that agrees with the map (0, z) 7→
u˜(z) on {0} × (Σ \ BR), with the map (1, z) 7→ u˜′(z) on {1} × (Σ \BR), and with
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the map (t, z) 7→ u˜(z) on [0, 1]× S1R, where S1R ⊆ C denotes the circle of radius R,
around 0. The map
[0, 1]× Σ ∋ (t, z) 7→
{
u˜(z), if z ∈ BR,
h(t, z), otherwise,
is a weak (ω, µ)-homotopy from u˜ to u˜′. This proves Lemma 85. 
We now prove Proposition 62. We need the following. Let w be a representative
of W . Let (P˜ , ι, u˜) be an extension as in Lemma 52 (p. 69). Then ω induces a
fiberwise symplectic form ω˜ on the topological vector bundle TM u˜ = (u˜∗TM)/G
over S2. We denote by c1(TM
u˜, ω˜) its first Chern class.
86. Lemma (Chern number). We have
(A.17)
〈
cG1 (M,ω), [W ]
〉
=
〈
c1(TM
u˜, ω˜), [S2]
〉
.
For the proof of this lemma we need the following remark.
87. Remark. Let G be a topological group, X and X ′ topological spaces, P →
X and P ′ → X ′ topological G-bundles,M a topological G-space, E a G-equivariant
symplectic vector bundle over M , and u : P → M , θ : P → P ′ continuous G-
equivariant maps. We define f : X → (M ×P ′)/G to be the map induced by u and
θ. Then the symplectic vector bundles
(A.18) (u∗E)/G, f∗
(
(E × P ′)/G)
are isomorphic. Here we denote by (u∗E)/G the symplectic vector bundle over X
obtained from the pullback bundle u∗E → P as the quotient by the G-action, by
E × P ′ the natural symplectic vector bundle over M × P ′, and by (E × P ′)/G the
induced symplectic vector bundle over (M × P ′)/G. An isomorphism between the
bundles in (A.18) is given by the map
G(p, v) 7→ (π(p), G(v, θ(p))).✷
Proof of Lemma 86. We choose a continuous G-equivariant map θ : P˜ →
EG. We denote by
f : S2 ∼= C
∐
{∞} → (M × EG)/G
the map induced by (u˜, θ) : P˜ → M × EG. By definition, cG1 (M,ω) is the first
Chern class of the vector bundle
(TM × EG)/G→ (M × EG)/G,
equipped with the fiberwise symplectic form induced by ω. Furthermore, we have
[W ] = f∗[S
2]. Therefore, equality (A.17) follows from naturality of the first Chern
class under pullback by the map f , and Remark 87, with X := S2, (P, u) replaced
by (P˜ , u˜), and (E,P ′) := (TM,EG). This proves Lemma 86. 
For the proof of Proposition 62 we also need the following.
88. Remark. Let Σ be an oriented topological surface homeomorphic to the
closed disk. We denote by Σ′ the surface obtained from Σ by collapsing its boundary
to a point9, and by f : Σ → Σ′ the canonical “collapsing” map. Let (E,ω) be a
9The surface Σ′ is homeomorphic to S2.
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symplectic vector bundle over Σ′, (V,Ω) a symplectic vector space of dimension the
rank of E, and Ψ : Σ× V → f∗E a symplectic trivialization. Then we have
(A.19)
〈
c1(E,ω), [Σ
′]
〉
= m∂Σ,Ω
(
∂Σ× ∂Σ ∋ (z, z′) 7→ Ψ−1z′ Ψz ∈ AutΩ
)
.
Here [Σ′] denotes the fundamental class of Σ′ and AutΩ the group of linear sym-
plectic automorphisms of V , and m∂Σ,Ω is defined as in (3.4). Furthermore, we
denote by π : Σ → Σ′ the canonical map, and we use the canonical identification
(f∗E)z = Eπ(z), for z ∈ ∂Σ. Equality (A.19) follows from an elementary argument
(e.g. an argument as in the proof of [MS1, Theorem 2.69].) ✷
Proof of Proposition 62 (p. 73). We choose an extension (P˜ , ι, u˜) as in
Lemma 52(i), such that u˜(P˜∞) ⊆ µ−1(0). (It follows from the proof of Lemma
52(i) that u˜ may be chosen to satisfy this condition.) By Lemma 86, equality (A.17)
holds. We denote by π˜ : P˜ → S2 the canonical projection, by Σ the compact surface
obtained from C by “gluing a circle at ∞”, and by
f : Σ→ C
∐
{∞} ∼= S2
the map that is the identity on the interior C = intΣ, and maps the boundary
∂Σ ∼= S1 to ∞. We choose a continuous map σ˜ : Σ → P˜ , such that π˜ ◦ σ˜ = f . We
define v := u˜ ◦ σ˜ : Σ → M . This map continuously extends the map u ◦ σ, where
σ := σ˜|C. Hence, by definition, the (ω, µ)-homotopy class of W equals the (ω, µ)-
homotopy class of v. We choose a symplectic trivialization Ψ : Σ × V → v∗TM .
For z, z′ ∈ ∂Σ we define gz′,z ∈ G to be the unique element satisfying
(A.20) σ˜(z′)gz′,z = σ˜(z).
It follows that v(z′) = gz′,zv(z), and hence, using the definition of the Maslov index,
mω,µ
(
(ω, µ)-homotopy class of W
)
= m∂Σ,Ω
(
∂Σ× ∂Σ ∋ (z′, z) 7→ Ψ−1z′ gz′,z ·Ψz ∈ AutΩ
)
.(A.21)
The statement of Proposition 62 is now a consequence of the following claim.
Claim. The number (A.21) agrees with
〈
c1
(
TM u˜, ω˜
)
, [S2]
〉
.
Proof of the claim. We define the map
Ψ˜ : Σ× V → f∗TM u˜, Ψ˜zw := Ψ˜(z, w) :=
(
z,G
(
σ˜(z),Ψzw
))
.
This is a continuous symplectic trivialization. We denote by Σ′ the surface obtained
from Σ by collapsing its boundary ∂Σ to a point. There is a canonical homeomor-
phism C
∐{∞} → Σ′, and the composition of f with this map agrees with the
collapsing map. Therefore, applying Remark 88 with E := TM u˜ and ω,Ψ replaced
by ω˜, Ψ˜, we have
(A.22)
〈
c1
(
TM u˜, ω˜
)
, [S2]
〉
= m∂Σ,Ω
(
∂Σ× ∂Σ ∋ (z, z′) 7→ Ψ˜−1z′ Ψ˜z ∈ AutΩ
)
.
Equality (A.20) implies that
Ψ˜−1z′ Ψ˜z = Ψ
−1
z′ gz′,z ·Ψz, ∀z, z′ ∈ ∂Σ.
Combining this with (A.22), the claim follows. This proves Proposition 62. 
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A.4. Weighted Sobolev spaces and a Hardy-type inequality
Let d ∈ Z. The following lemma was used in Section 3.2.2 in order to define
norms on the vector spaces X̂ ′p,λ,d and X̂ ′′p,λ defined in (3.18). If d < 0 then let
ρ0 ∈ C∞(C, [0, 1]) be such that ρ0(z) = 0 for |z| ≤ 1/2 and ρ0(z) = 1 for |z| ≥ 1.
In the case d ≥ 0 we set ρ0 := 1. Recall the definitions
pd : C→ C, pd(z) := zd, 〈x〉 :=
√
1 + |v|2, ∀v ∈ Rn.
89. Lemma. For every 1 < p <∞ and λ > −2/p the map
C⊕ L1,pλ−d(C,C)→ C · ρ0pd + L1,pλ−d(C,C), (v∞, v) 7→ v∞ρ0pd + v
is an isomorphism of vector spaces.
Proof of Lemma 89. This follows from a straight-forward argument. 
The following proposition was used in the proofs of Theorem 63 (Section 3.2.2)
and Proposition 67 (Section 3.2.3). For every normed vector space V we denote
by Cb(R
n, V ) the space of bounded continuous maps from Rn to V . We denote by
Br the ball of radius r in R
n, and by XC the complement of a subset X ⊆ Rn.
Recall the definitions (3.16,3.17) of the weighted Sobolev spaces Lk,pλ (Ω,W ) and
W k,pλ (Ω,W ).
90. Proposition (Weighted Sobolev spaces). Let n ∈ N. Then the following
statements hold.
(i) Let n < p <∞. Then for every λ ∈ R there exists C > 0 such that
(A.23) ‖u〈·〉λ+np ‖L∞(Rn) ≤ C‖u‖L1,p
λ
(Rn), ∀u ∈ W 1,1loc (Rn).
If λ > −n/p then L1,pλ (Rn) is compactly contained in Cb(Rn).
(ii) For every k ∈ N0, 1 < p <∞ and λ ∈ R the map
W k,pλ (R
n) ∋ u 7→ 〈·〉λu ∈W k,p(Rn)
is a well-defined isomorphism (of normed spaces).
(iii) Let p > 1, λ ∈ R, and f ∈ L∞(Rn) be such that ‖f‖L∞(Rn\Bi) → 0, for
i→∞. Then the operator
W 1,pλ (R
n) ∋ u 7→ fu ∈ Lpλ(Rn)
is compact.
(iv) For every 1 < p <∞, λ ∈ R, d ∈ Z, and u ∈ L1,pλ (BC1 ) the following inequality
holds:
‖pdu‖L1,p
λ−d(B
C
1
) ≤ max
{− d2(−d+3)/2, 2}‖u‖L1,p
λ
(BC
1
).
Proof of Proposition 90. Proof of statement (i): Inequality (A.23) fol-
lows from inequality (1.11) in Theorem 1.2 in the paper [Ba] by R. Bartnik. Assume
now that λ > −n/p. Then it follows from Morrey’s embedding theorem that there
exists a canonical bounded inclusion L1,pλ (R
n) →֒ Cb(Rn). In order to show that
this inclusion is compact, let uν ∈ L1,pλ (Rn) be a sequence such that
(A.24) C := sup
ν
‖uν‖L1,p
λ
(Rn) <∞.
By Morrey’s embedding theorem and the Arzela`-Ascoli theorem on B¯j (for j ∈ N)
and a diagonal subsequence argument, there exists a subsequence uνj of uν that
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converges to some map u ∈ W 1,ploc (Rn), weakly in W 1,p(Bj), and strongly in C(B¯j),
for every j ∈ N.
Claim. We have u ∈ Cb(Rn) and uνj converges to u in Cb(Rn).
Proof of the claim. We choose a constant C′ as in the first part of (i). For every
R > 0 we have
‖u‖L1,p
λ
(BR)
≤ lim sup
j
‖uνj‖L1,p
λ
(BR)
≤ C.
Hence u ∈ L1,pλ (Rn). Since λ > −n/p, by inequality (A.23), this implies u ∈ Cb(Rn).
To see the second statement, we choose a smooth function ρ : Rn → [0, 1] such that
ρ(x) = 0 for x ∈ B1, ρ(x) = 1 for x ∈ BC3 , and |Dρ| ≤ 1. Let R ≥ 1 and j ∈ N. We
define ρR := ρ(·/R) : Rn → [0, 1]. Abbreviating vj := uνj − u, we have
(A.25) ‖vj‖∞ ≤
∥∥vj(1− ρR)∥∥∞ + ∥∥vjρR∥∥∞.
Inequality (A.23) and the fact ρR = 0 on BR imply that
(A.26)
∥∥vjρR∥∥∞ ≤ C′R−λ−np ‖vjρR‖1,p,λ.
Furthermore, using (A.24), we have
‖vjρR‖1,p,λ ≤ 2‖vj‖1,p,λ ≤ 4C.
Combining this with (A.25) and (A.26), and the fact limj→∞ ‖vj‖L∞(B3R) = 0, it
follows that
lim sup
j→∞
‖vj‖∞ ≤ 4CC′R−λ−np .
Since λ > −n/p and R ≥ 1 is arbitrary, it follows that uνj converges to u in Cb(Rn).
This proves the claim and completes the proof of statement (i).
Statement (ii) follows from a straight-forward calculation.
Proof of statement (iii): Let f ∈ L∞(Rn) be as in the hypothesis. Let
uν ∈W 1,pλ (Rn) be a sequence such that
C := sup
ν
‖uν‖W 1,p
λ
(Rn) <∞.
By the Rellich-Kondrashov compactness theorem on B¯j (for j ∈ N) and a diagonal
subsequence argument there exists a subsequence (νj) and a map v ∈ Lploc(Rn),
such that fuνj converges to v, strongly in L
p(K), as j → ∞, for every compact
subset K ⊆ Rn. Elementary arguments show that v ∈ Lpλ(Rn) and fuνj converges
to v in Lpλ(R
n). (For the latter we use the hypothesis that ‖f‖L∞(Rn\Bi) → 0, as
i→∞.) This proves (iii).
Statement (iv) follows from a straight-forward calculation. This completes
the proof of Proposition 90. 
The next result was used in the proofs of Proposition 67 (Section 3.2.3) and
Lemma 84 (Appendix A.3).
91. Proposition (Hardy-type inequality). Let n ∈ N, p > n, λ > −n/p and
u ∈ W 1,1loc (Rn,R) be such that ‖Du| · |λ+1‖Lp(Rn) < ∞. Then u(rx) converges to
some y∞ ∈ R, uniformly in x ∈ Sn−1, as r→∞, and
(A.27)
∥∥(u − y∞)| · |λ∥∥Lp(Rn) ≤ pλ+ np
∥∥Du| · |λ+1∥∥
Lp(Rn)
.
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For the proof of this proposition we need the following. We denote by Br the
ball of radius r in Rn, and by XC the complement of a subset X ⊆ Rn.
92. Lemma (Hardy’s inequality). Let n ∈ N, 1 < p < ∞, λ > −n/p and
u ∈ W 1,1loc (Rn,R). If there exists R > 0 such that u|BCR = 0 then
‖u| · |λ‖Lp(Rn) ≤ p
λ+ np
∥∥Du| · |λ+1∥∥
Lp(Rn)
(∈ [0,∞]).
Proof of Lemma 92. If u is smooth then the stated inequality follows from
[Kav, Chapter 6, Exercise 21]. The general case can be reduced to this case by
mollifying the function u. This proves the lemma. 
Proof of Proposition 91. Let n, p, λ be as in the hypothesis. We define
ε := λ+ np .
Claim. There exists a constant C1 such that for every weakly differentiable
function u : Rn → R and x, y ∈ Rn satisfying 0 < |x| ≤ |y|, we have
|u(x)− u(y)| ≤ C1|x|−ε
∥∥Du| · |λ+1∥∥
Lp(BC
|x|
)
.
Proof of the claim. By Morrey’s theorem there is a constant C such that
|u(0)− u(x)| ≤ Cr1− np ‖Du‖Lp(Br),
for every r > 0, weakly differentiable function u : Br → R, and x ∈ Br. Let u, x
and y be as in the hypothesis of the claim. Let N ∈ N be such that 2N−1|x| ≤
|y| ≤ 2N |x|. For i = 0, . . . , N we define xi := 2ix ∈ Rn. Furthermore, we set
xN+7 := 2
N |x| y|y| , xN+8 := y,
and we choose points
xi ∈ Sn−12N |x| :=
{
y ∈ Rn ∣∣ |y| = 2N |x|} , i = N + 1, . . . , N + 6,
such that
|xi − xi−1| ≤ 2N−1|x|, ∀i = N + 1, . . . , N + 7.
For i = 0, . . . , N −1 we have xi ∈ B¯2i|x|(xi+1). Hence it follows from the statement
of Morrey’s theorem that
|u(xi+1)− u(xi)| ≤ C(2i|x|)−ε
∥∥Du| · |λ+1∥∥
Lp(BC
|x|
)
.
Moreover, for i = N, . . . , N+7 we have xi+1 ∈ B¯2N−1|x|(xi), and hence analogously,
|u(xi+1)− u(xi)| ≤ C(2N−1|x|)−ε‖Du| · |λ+1‖Lp(BC
|x|
).
Using the inequality
|u(y)− u(x)| ≤
∑
i=0,...,N+7
|u(xi+1)− u(xi)|,
the claim follows. 
Let u ∈ W 1,1loc (Rn,R) be such that ‖Du| · |λ+1‖Lp(Rn) < ∞. It follows from
the claim that there exists y∞ ∈ R such that u(rx) converges to y∞, as r → ∞,
uniformly in x ∈ Sn−1. To prove inequality (A.27), we choose a smooth map
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ρ : [0,∞) → [0, 1] such that ρ(t) = 1 for 0 ≤ t ≤ 1, ρ(t) = 0 for t ≥ 2 and
|ρ′(t)| ≤ 2. We fix a number R > 0 and define
ρR : R→ [0, 1], ρR(x) := ρ(|x|/R).
We abbreviate v := u− y∞. Using Lemma 92 with u replaced by ρRv, we have
‖v| · |λ‖Lp(BR) ≤
∥∥ρRv| · |λ∥∥Lp(Rn) ≤ pλ+ np
∥∥D(ρRv)| · |λ+1∥∥Lp(Rn).
Combining this with a calculation using Leibnitz’ rule, it follows that
(A.28) ‖v| · |λ‖Lp(BR) ≤
p
λ+ np
(
4‖v| · |λ‖Lp(B2R\BR) +
∥∥Du| · |λ+1∥∥
Lp(Rn)
)
.
The above claim implies that
|v(x)| ≤ C1|x|−ε‖Du| · |λ+1‖Lp(BC
R
), ∀x ∈ BCR .
Using the equalities ∫
B2R\BR
|x|−ndx = log 2|Sn−1|
and ε = λ+ n/p, it follows that
‖v| · |λ‖pLp(B2R\BR) ≤ C
p
1 log 2|Sn−1|
∥∥Du| · |λ+1∥∥p
Lp(BCR )
.
Inequality (A.27) follows by inserting this into the right hand side of (A.28) and
sending R to ∞. This proves Proposition 91. 
The next result will be used to prove Corollary 96 below, which was used in
the proof of Theorem 63 (Section 3.2.2). For every d ∈ Z we define Pd and P¯d to
be the spaces of polynomials in z ∈ C and z¯ of degree less than d.10 We abbreviate
L1,pλ := L
1,p
λ (C,C), L
p
λ := L
p
λ(C,C), ∂z¯ := ∂
C
z¯ , ∂z := ∂
C
z .
Let X be a normed vector space and Y ⊆ X a closed subspace. We denote by X∗
the dual space of X and equip X/Y with the quotient norm.
93. Proposition (Fredholm property for ∂z¯). For every d ∈ Z, 1 < p < ∞
and −2/p+ 1 < λ < −2/p+ 2 the following conditions hold.
(i) The operator T := ∂z¯ : L
1,p
λ−1−d → Lpλ−d is Fredholm.
(ii) We have kerT = Pd.
(iii) The map
(A.29) P¯−d →
(
Lpλ−d/imT
)∗
, u 7→
(
v + imT 7→
∫
C
uv ds dt
)
is well-defined and a C-linear isomorphism.
The proof of this proposition is based on the following result, which is due to
R. B. Lockhart.
94. Theorem. Let n, k,m ∈ N0 be such that n ≥ 2, k ≥ m, λ ∈ R, and
T : Lk,pλ (R
n,C)→ Lk−m,pλ+m (Rn,C)
a constant coefficient homogeneous elliptic linear operator of order m on Rn. If
λ+ n/p 6∈ Z then T is Fredholm.
10Hence if d ≤ 0 we have Pd = {0}.
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Proof of Theorem 94. This is an immediate consequence of R. B. Lock-
hart’s result [Lo2, Theorem 4.3], using that a bounded linear operator between
Banach spaces is Fredholm if its adjoint operator is Fredholm. 
95. Remark. Let X be a normed vector space and Y ⊆ X a closed subspace.
We equip X/Y with the quotient norm. The map
Y ⊥ :=
{
ϕ ∈ X∗ ∣∣ϕ(x) = 0, ∀x ∈ Y }→ (X/Y )∗, ϕ 7→ (x+ Y 7→ ϕ(x)),
is well-defined and an isometric isomorphism. This follows from a straight-forward
argument. ✷
We denote by S the space of Schwartz functions on C and by S ′ the space of
temperate distributions. By ̂ : S ′ → S ′ we denote the Fourier transform, and by
∨ : S ′ → S ′ the inverse transform.
Proof of Proposition 93. Let d, p, λ, and T be as in the hypothesis.
Statement (i) follows from Theorem 94, observing that ∂z¯ is elliptic, i.e., its
principal symbol
σT : R
2 = C→ C, σT (ζ) = ζ
2
does not vanish on R2 \ {0}.
We prove statement (ii). A calculation in polar coordinates shows that for
every polynomial u in z we have
u ∈ L1,pλ−1−d ⇐⇒ deg u < d− λ+ 1−
2
p
.(A.30)
Hence our assumption λ < −2/p+2 implies that kerT ⊇ Pd. Therefore, statement
(ii) is a consequence of the following claim.
1. Claim. We have kerT ⊆ Pd.
Proof of Claim 1. Let u ∈ kerT . Then 0 = ∂̂z¯u(ζ) = i2ζû (as temperate
distributions). It follows that the support of û is either empty or consists of the
point 0 ∈ C. Hence the Paley-Wiener theorem implies that u is real analytic
in the variables s and t, where z = s + it, and there exists N ∈ N such that
supz∈C |u(z)|〈z〉N < ∞.11 Therefore, by Liouville’s Theorem u is a polynomial in
the variable z. Since by our assumption λ > −2/p+ 1, it follows from (A.30) that
u ∈ Pd. This proves Claim 1. 
To prove statement (iii), we define p′ := p/(p − 1). Consider the isometric
isomorphism
Φ : Lp
′
−λ+d → (Lpλ−d)∗, Φ(u) :=
(
v 7→
∫
C
uv
)
.
Denoting by T ∗ the adjoint operator of T , we have
T ∗Φ = ∂z : L
p′
−λ+d → (L1,pλ−1−d)∗,
where the derivatives are taken in the sense of distributions.
2. Claim. We have ker(T ∗Φ) = P¯−d.
11See e.g. [ReSi, Theorem IX.12].
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Proof of Claim 2. For every polynomial u in z¯ we have
(A.31) u ∈ Lp′−λ+d ⇐⇒ deg u < −d+ λ−
2
p′
= −d+ λ− 2 + 2
p
.
Our assumption λ > −2/p+ 1 and (A.31) imply that kerT ∗ ⊇ P¯−d. Furthermore,
the inclusion kerT ∗ ⊆ P¯−d is proved analogously to the inclusion kerT ⊆ Pd, using
λ < −2/p+ 2 and (A.31). This proves Claim 2. 
It follows from Claim 2 that the map Φ restricts to a C-linear isomorphism
between P¯−d and kerT
∗ = (imT )⊥. The composition of this map with the canonical
isomorphism (imT )⊥ → (Lpλ−d/imT )∗ described in Remark 95, equals the map
(A.29). Statement (iii) follows. This completes the proof of Proposition 93. 
Let d ∈ Z, 1 < p <∞, −2/p+1 < λ < −2/p+2, and ρ0 : C→ [0, 1] be a smooth
function that vanishes on B1/2 and equals 1 on B
C
1 . We equip Cρ0pd + L
1,p
λ−1−d
with the norm induced by the isomorphism of Lemma 89. This norm is complete.
(See e.g. [Lo1].)
96. Corollary. The map ∂z¯ : Cρ0pd + L
1,p
λ−1−d → Lpλ−d is Fredholm, with
real index 2 + 2d.
Proof of Corollary 96. The composition of the isomorphism of Lemma
89 with the above map is given by
T + S : C⊕ L1,pλ−1−d → Lpλ−d, T (x∞, u) := ∂z¯u, S(x∞, u) := x∞(∂z¯ρ0)pd.
The map T is the composition of the canonical projection pr : C⊕L1,pλ−1−d → L1,pλ−1−d
with the operator ∂z¯ : L
1,p
λ−1−d → Lpλ−d. Using Proposition 93, it follows that T
is Fredholm of real index 2 + 2d. Furthermore, S is compact, since it equals the
composition of the canonical projection C⊕ L1,pλ−1−d → C (which is compact) with
a bounded operator. Corollary 96 follows. 
The next result was used in the proof of Theorem 63 (Fredholm property for
the augmented vertical differential) in Section 3.2.2. Let (V, 〈·, ·〉) be a finite di-
mensional hermitian vector space, A,B : V → V positive linear maps, λ ∈ R and
1 < p <∞. We define
Tλ :=
(
∂z¯ A
B ∂z
)
: W 1,pλ (C, V ⊕ V )→ Lpλ(C, V ⊕ V ).
97. Proposition. The operator Tλ is Fredholm of index 0.
For the proof of Proposition 97 we need the following result.
98. Proposition. Let (V, 〈·, ·〉), p and A be as above, and n ∈ N. Then the
map
−∆+A :W 2,p(Rn, V )→ Lp(Rn, V )
is an isomorphism (of Banach spaces).
Proof of Proposition 98. Consider first the case dimC V = 1 and A = 1.
We define
G := (2π)
n
2
(〈·〉−2)∨ ∈ S ′.
The map S ∋ u 7→ G ∗ u ∈ S is well-defined. By Caldero´n’s Theorem this map
extends uniquely to an isomorphism
(A.32) Lp(Rn,C) ∋ u 7→ G ∗ u ∈ W 2,p(Rn,C).
A.4. WEIGHTED SOBOLEV SPACES AND A HARDY-TYPE INEQUALITY 109
(See [Ad, Theorem 1.2.3.].) Note that
(−∆+ 1)(G ∗ u) = (〈·〉2(G ∗ u)̂ )∨ = u,
for every u ∈ S. It follows that the inverse of (A.32) is given by
−∆+ 1 :W 2,p(Rn,C)→ Lp(Rn,C).
Hence this is an isomorphism.
The general case can be reduced to the above case by diagonalizing the map
A. This proves Proposition 98. 
Proof of Proposition 97. We abbreviate Lp := Lp(C, V ⊕ V ), etc.
Assume first that λ = 0. We denote by A1/2, B1/2 : V → V the unique
positive linear maps satisfying (A
1
2 )2 = A, (B
1
2 )2 = B. We define
L :=
(
∂z¯ A
1
2B
1
2
B
1
2A
1
2 ∂z
)
:W 1,p → Lp.
A short calculation shows that
(A.33) T0 =
(
A
1
2 ⊕B 12 )L(A− 12 ⊕B− 12 ).
Claim. The operator L is an isomorphism.
Proof of the claim. We define
L′ :=
( −∂z A 12B 12
B
1
2A
1
2 −∂z¯
)
:W 2,p →W 1,p.
By a short calculation we have
LL′ =
(− ∆
4
+A
1
2BA
1
2
)⊕ (− ∆
4
+B
1
2AB
1
2
)
:W 2,p → Lp.
Since the linear maps
A
1
2BA
1
2 , B
1
2AB
1
2 : V → V
are positive, Proposition 98 implies that LL′ is an isomorphism. We denote by
(LL′)−1 : Lp →W 2,p its inverse and define
R := L′(LL′)−1 : Lp →W 1,p.
Then R is bounded and LR = idLp .
By a short calculation, we have LL′(u, v) = L′L(u, v), for every Schwartz func-
tion (u, v) ∈ S. This implies that
(LL′)−1L|S = L(LL′)−1|S ,
and therefore RL|S = idS . Since RL : W 1,p → W 1,p is continuous and S ⊆ W 1,p
is dense, it follows that RL = idW 1,p . The claim follows. 
The maps
A
1
2 ⊕B 12 : Lp → Lp, A− 12 ⊕B− 12 :W 1,p →W 1,p
are automorphisms. Therefore, (A.33) and the claim imply that T0 is an isomor-
phism.
Consider now the general case λ ∈ R. The map
Lp ∋ (u, v) 7→ 〈·〉−λ(u, v) ∈ Lpλ
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is an isometric isomorphism. Furthermore, by Proposition 90(ii) the map
W 1,pλ ∋ (u, v) 7→ 〈·〉λ(u, v) ∈ W 1,p
is well-defined and an isomorphism. We define
S := 〈·〉λ(∂z¯〈·〉−λ)⊕ 〈·〉λ(∂z〈·〉−λ) :W 1,p → Lp.
Direct calculations show that
Tλ = 〈·〉−λ(T0 + S)〈·〉λ, |∂z¯〈·〉−λ| ≤ |λ|〈·〉−λ−1/2, |∂z〈·〉−λ| ≤ |λ|〈·〉−λ−1/2.
Therefore, Proposition 90(iii) implies that the operator S is compact. Since we
proved that T0 is an isomorphism, it follows that Tλ is a Fredholm map of index 0.
This proves Proposition 97 in the general case. 
A.5. Smoothening a principal bundle
The main result of this section states that a principal bundle of Sobolev class
W 2,ploc is Sobolev isomorphic to a smooth bundle, if p is large enough. This will be
used in the proofs of Propositions 69, 103, and 106 in the next section. Let n ∈ N be
an integer, p > n/2 a real number, X a smooth manifold (possibly with boundary)
of dimension n, G a compact Lie group, and P a G-bundle over X of class W 2,ploc .
12
99. Theorem (Smoothening a principal bundle). If p > n2 and P is as above
then there exists an isomorphism of principal G-bundles of class W 2,ploc , from P to
a smooth bundle over X .
The proof of this result relies on the facts that there exists a smooth G-bundle
that is “C0-close” to P , and that if two “Sobolev bundles” are “C0-close” then they
are “Sobolev-isomorphic”. In order to explain this, let U be an open cover of X .
We call a collection of functions
gU ′,U : U ∩ U ′ → G (U,U ′ ∈ U)
compatible iff it satisfies
(A.34) gU,U = 1, gU ′′,U ′gU ′,U = gU ′′,U on U ∩ U ′ ∩ U ′′, ∀U,U ′, U ′′ ∈ U .
Remark. The second condition means that the collection (gU ′,U ) is a Cˇech
1-cocycle. ✷
Recall that a cover U of X is called locally finite iff every point x ∈ X possesses
a neighborhood which intersects only finitely many sets in U . By a refinement of
the cover U we mean a cover V of X , together with a map V ∋ V 7→ UV ∈ U , such
that V ⊆ UV , for every V ∈ V . The first ingredient of the proof of Theorem 99 is
the following.
100. Proposition (Smoothening a compatible collection of maps). Let
gU,U ′ ∈W 2,ploc (U ∩ U ′, G) (U,U ′ ∈ U)
12By definition, this means the following. Let U,U ′ ⊆ X be open subsets, and Φ : U×G→ P
and Φ′ : U ′ × G → P local trivializations. Then the corresponding transition function gU′,U :
U ∩ U ′ → G is bounded in W 2,p on every compact subset K ⊆ U ∩ U ′. Note here that K may
intersect the boundary ∂X.
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be a compatible collection, and W a neighborhood of the diagonal in G×G. Then
there exists a locally finite refinement V ∋ V 7→ UV ∈ U consisting of open precom-
pact sets, and a compatible collection of smooth maps
hV,V ′ : V ∩ V ′ → G (V, V ′ ∈ V),
such that
(A.35)
(
hV,V ′(x), gUV ,UV ′ (x)
) ∈W, ∀V, V ′ ∈ V , x ∈ V ∩ V ′.
Remark. This result says that there exists a smooth Cˇech 1-cocycle, which
is arbitrarily close in the uniform sense to a given Cˇech 1-cocycle of Sobolev class.
Condition (A.35) may look unconventional, but it is a natural way of stating the
closeness condition. An alternative would be to introduce a Riemannian metric on
G and formulate the condition in terms of the induced distance function on G. ✷
Proof of Proposition 100. We may assume w.l.o.g. that ∂X = ∅, by con-
sidering the double X#X . If X is compact then the statement follows from [Is,
Theorem 2.1], using the fact that W 2,p-maps are continuous, since p > n/2. In the
general case, it follows from an adaption of that proof: We first choose a locally finite
refinement V ∋ V 7→ UV ∈ U by precompact sets, and define g′V,V ′ := gUV ,UV ′ |V ∩V ′ .
Then we follow the argument of the proof of [Is, Theorem 2.1], for the cover V .13
This proves Proposition 100. 
The next lemma will also be used in the proof of Theorem 99.
101. Lemma. There exists a neighborhood N of the diagonal G ×G with the
following property. Let n ∈ N be an integer, p > n2 a real number, X a smooth
manifold of dimension n, and U a locally finite cover of X by precompact sets.
Then there exists a refinement V ∋ V 7→ UV ∈ U such that the following holds. Let
gU,U ′ ∈ W 2,p
(
U ∩ U ′, G), hU,U ′ ∈W 2,p(U ∩ U ′, G) (U,U ′ ∈ U)
be compatible collections of maps satisfying(
gU,U ′(x), hU,U ′(x)
) ∈ N , ∀x ∈ U ∩ U ′, U, U ′ ∈ U .
Then there exists a collection of maps kV ∈W 2,p(V,G) (V ∈ V), such that
(A.36) k−1V ′ hV ′,V kV = gV ′,V on V ∩ V ′.
Proof of Lemma 101. This is a direct consequence of [We, Lemma 7.2]. 
For the proof of Theorem 99, we also need the following.
102. Remark. Let U be an open cover of X , and gU ′,U (U,U ′ ∈ U) be a
compatible collection of maps. We define the set
P(gU′,U ) :=
{
(U, x, g)
∣∣U ∈ U , x ∈ U, g ∈ G}/ ∼,
where the equivalence relation ∼ is defined by
(U, x, g) ∼ (U ′, x′, g′) iff x = x′ ∈ U ∩ U ′ and g′ = ggU ′,U (x).
If the maps gU ′,U are smooth, then this set naturally is a smooth G-bundle, and if
the maps gU ′,U are of Sobolev class W
k,p
loc with kp > n := dimX , then it naturally
13Note that we can choose the sets in the refinement of V as in that proof to be precompact,
since the sets in V are precompact.
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is a G-bundle of class W k,ploc . In either case, a system of local trivializations is given
by
(A.37) ΦU : U ×G→ P, (ΦU )x(g) := ΦU (x, g) := [U, x, g],
where [U, x, g] denotes the equivalence class of (U, x, g). The map gU ′,U is the
transition map from ΦU to ΦU ′ . This means that
(ΦU ′)
−1
x (ΦU )x(g) = g gU ′,U (x), ∀x ∈ U ∩ U ′, g ∈ G.
Let kp > n, and (gU ′,U ) and (hU ′,U ) be compatible collections of maps of class
W k,ploc . Then the bundles P(gU′,U ) and P(hU′,U ) are W
k,p
loc -isomorphic, if there exists
a collection of maps kU ∈ W k,ploc (U,G), satisfying the equation
(A.38) kU ′ (x)
−1hU ′,U (x)kU (x) = gU ′,U (x), ∀x ∈ U ∩ U ′, ∀U,U ′ ∈ U .
Defining ΦU as in (A.37) and ΨU similarly, with gU ′,U replaced by hU ′,U , an iso-
morphism P(gU′,U ) → P(hU′,U ) is given by
[U, x, g] 7→ (ΨU )x
(
kU (x)(ΦU )
−1
x (g)
)
.
(It follows from the compatibility condition (A.34) and (A.38) that this map is
well-defined, i.e., the right hand side above does not depend on the choice of the
representative (U, x, g).) ✷
Proof of Theorem 99 (p. 110). We choose a cover U of X , and a system
of local trivializations ΦU : U ×G → P of class W 2,ploc (U ∈ U). For U,U ′ ∈ U we
denote by gU ′,U : U ∩ U ′ → G the corresponding transition map, defined by
·gU ′,U (x) := (ΦU ′ )−1x (ΦU )x,
where for g ∈ G, ·g : G → G denotes right multiplication. We choose a neigh-
borhood N of the diagonal in G ×G as in Lemma 101, and a refinement V and a
collection of smooth maps hV ′,V (V, V
′ ∈ V) as in Proposition 100. Using (A.35),
we may apply Lemma 101 with U , gU ′,U , hU ′,U replaced by V , gUV ′ ,UV , hV ′,V , to
conclude that there exists a refinement W ∋ W 7→ VW ∈ V , and a collection of
maps kW ∈W 2,p(W,G) (W ∈ W), such that
k−1W ′hVW ′ ,VW kW = gUVW ′ ,UVW
on W ∩W ′, ∀W,W ′ ∈ W .
Therefore, the statement of Theorem 99 follows from Remark 102. 
A.6. Proof of the existence of a right inverse for d∗A
In this section we prove Proposition 69 (Section 3.2.4). We need the follow-
ing results. Let n ∈ N, G be a compact Lie group with Lie algebra g, 〈·, ·〉g
an invariant inner product on g, and (X, 〈·, ·〉X) a Riemannian manifold (pos-
sibly with boundary) of dimension n. Recall the definitions (3.39,3.40,3.41) of
‖α‖k,p,A,Ωik,p,A(gP ),Γk,pA (gP ),Γp(gP ). If X is compact, p > n/2, and P is a G-
bundle over X of Sobolev class W 2,p, then we denote by A1,p(P ) the affine space
of connection one-forms on P of class W 1,p.
103. Proposition (Uhlenbeck gauge). Let n/2 < p < ∞. Assume that X is
compact and diffeomorphic to the closed ball B¯1 ⊆ Rn. Then there exist constants
ε > 0 and C with the following property. Let P0 and P be G-bundles over X of
class W 2,p, and A0, A ∈ A1,p(P ) connections, such that A0 is flat and
‖FA‖p ≤ ε.
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Then there exists an isomorphism of G-bundles Φ : P0 → P , of class W 2,p, such
that
(A.39) ‖Φ∗A−A0‖1,p,A0 ≤ C‖FA‖p.
The proof of this result is based on the following.
104. Lemma (Uhlenbeck gauge with trivial connection). Let n/2 < p < ∞.
Assume that X = B1 ⊆ Rn, equipped with the standard metric 〈·, ·〉0. We denote
by P0 the trivial G-bundle X ×G, and by A0 the trivial connection on this bundle.
Then there exist constants ε > 0 and C > 0, such that for every connection
A ∈ A1,p(P0), satisfying ‖FA‖p ≤ ε, there exists a gauge transformation g on P0 of
class W 2,p, such that
‖g∗A−A0‖1,p,A0,〈·,·〉0 ≤ C‖FA‖p.
Proof of Lemma 104. This follows e.g. from [We, Theorem 6.3]. 
In the proof of Proposition 103 we also use the following.
105. Remark. Let
ℓ ∈ N0, p ∈
(
n
ℓ+ 1
,∞
)
,
and 〈·, ·〉′X be a Riemannian metric on X . Assume that X is compact. Then there
exists a constant C > 0 such that
C−1‖α‖k,p,〈·,·〉X,A ≤ ‖α‖k,p,〈·,·〉′X,A ≤ C‖α‖k,p,〈·,·〉X ,A,
for every G-bundle P over X , of class W ℓ+1,p, connection A ∈ Aℓ,p(P ), integer k ∈
{0, . . . , ℓ+ 1}, and every differential form α on X with values in gP , of class W k,p.
(Here the degree of α is arbitrary.) This follows from an elementary argument,
using induction over k. ✷
Proof of Proposition 103. Consider first the case X = B1 together with
the standard metric. We choose constants ε, C as in Lemma 104. Let P0, P, A0, A
be as in the hypothesis. We show that the required isomorphism Φ exists. It follows
from Theorem 99 that we may assume without loss of generality that P0 and P
are smooth. Since X is smoothly retractible to a point, P0 and P are smoothly
isomorphic to the trivial bundle over X . Hence we may assume without loss of
generality that they are the trivial bundle. Since A0 is flat, it follows from Lemma
104 that A0 isW
2,p-gauge equivalent to the trivial connection on X×G. Therefore,
the statement of Proposition 103 is a consequence of Lemma 104.
The situation in which 〈·, ·〉X is a general metric, can be reduced to the above
case, using Remark 105. This proves Proposition 103. 
The proof of Proposition 69 is based on the following. Recall from (3.42) that
d∗A = − ∗ dA∗ : Ω11,p,A(gP )→ Γp(gP )
denotes the formal adjoint of the operator dA. If (X, ‖ · ‖X) and (Y, ‖ · ‖Y ) are
normed vector spaces and T : X → Y a bounded linear map then we denote by
‖T ‖ := sup{‖Tx‖Y ∣∣ x ∈ X : ‖x‖X ≤ 1}
the operator norm of T .
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106. Proposition. Let p > n. Assume that X is diffeomorphic to B1 ⊆ Rn,
and (X, 〈·, ·〉X) can be embedded (as a Riemannian manifold) into Rn, together
with the standard metric. Then there exist constants ε > 0 and C > 0, such
that for every G-bundle P → X of class W 2,p, and every connection A ∈ A1,p(P )
satisfying ‖FA‖p ≤ ε, there exists a right inverse R of the operator
(A.40) d∗AdA : Γ
2,p
A (gP )→ Γp(gP ),
with operator norm ‖R‖ bounded above by C.
For the proof of this result, we need the following three lemmas.
107. Lemma (Twisted Morrey’s inequality). Let p > n. Assume that X is
diffeomorphic to B1. Then there exist constants C and ε > 0 such that for every
G-bundle P → X of classW 2,p, and A ∈ A1,p(P ), the following holds. If ‖FA‖p ≤ ε
then
(A.41) ‖α‖∞ ≤ C‖α‖1,p,A, ∀α ∈ Ωi1,p,A(gP ), i ∈ {0, . . . , n}.
Proof of Lemma 107. We denote by A0 the trivial connection on the trivial
bundle P0 := X ×G.
Claim. There exists a constant C1 > 0 such that the inequality (A.41) holds
with C = C1 and A = A0.
Proof of the claim. This follows from Morrey’s theorem, using the hypoth-
esis p > n. 
We choose constants ε > 0 and C2 := C as in Proposition 103. Let P be a
G-bundle over X , of class W 2,p, and A ∈ A1,p(P ), such that ‖FA‖p ≤ ε. By the
statement of Proposition 103, there exists an isomorphism Φ : P0 → P of class
W 2,p, such that
(A.42) ‖Φ∗A−A0‖1,p,A0 ≤ C2‖FA‖p.
Let i ∈ {0, . . . , n} and α ∈ Ωi1,p,A(gP ). We set
A′ := Φ∗A, α′ := Φ∗α, C3 := max
{|[ξ, η]| ∣∣ ξ, η ∈ g : |ξ| ≤ 1, |η| ≤ 1},
where the norm | · | is with respect to 〈·, ·〉g. A direct calculation shows that
(∇A0 −∇A′)α′ = [(A′ −A0)⊗ α′],
where [·] : gP ⊗ gP → gP denotes the map induced by the Lie bracket on g. Using
the above claim, it follows that
(A.43) ‖α‖∞ = ‖α′‖∞ ≤ C1‖α′‖1,p,A0 ≤ C1
(‖α′‖1,p,A′ + C3‖A′ −A0‖∞‖α′‖p).
The above claim, inequality (A.42), and the assumption ‖FA‖p ≤ ε imply the
estimate ‖A′ − A0‖∞ ≤ C1C2ε. Combining this with (A.43), the statement of
Lemma 107 follows. 
108. Lemma. Let p > n and ε > 0. Assume that X is diffeomorphic to B1.
Then there exists a constant δ > 0 with the following property. Let P → X be a
G-bundle of class W 2,p, A0, A ∈ A1,p(P ), and ξ ∈ Γ2,pA0 (gP ), such that A0 is flat
(A.44) ‖A−A0‖1,p,A0 ≤ δ.
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Then the following inequalities hold:∥∥(d∗AdA − d∗A0dA0)ξ∥∥p ≤ ε‖ξ‖1,p,A0 ,(A.45)
‖ξ‖2,p,A ≤ (1 + ε)‖ξ‖2,p,A0.(A.46)
Proof of Lemma 108. We have
d∗AdA − d∗A0dA0(A.47)
= (dA − dA0)∗(dA − dA0) + d∗A0(dA − dA0) + (dA − dA0)∗dA0 ,
dA − dA0 =
[
(A− A0) ∧ ·
]
.(A.48)
It follows that there exists a constant C > 0 such that
‖(d∗AdA − d∗A0dA0)ξ‖p
≤ C
(
‖A−A0‖2∞‖ξ‖p +
∥∥∇A0(A−A0)∥∥p ‖ξ‖∞ + ‖A− A0‖∞‖dA0ξ‖p),
for every G-bundle P → X of class W 2,p, A0, A ∈ A1,p(P ), and ξ ∈ Γ2,pA0 (gP ).14
Using Lemma 107 and flatness of A0, it follows that there exists a constant δ > 0
such that inequality (A.45) holds for every P,A0, A, ξ as in the hypothesis.
Inequality (A.46) follows from an analogous argument, involving formulas for
∇A∇A − ∇A0∇A0 and ∇A − ∇A0 similar to (A.47,A.48). This proves Lemma
108. 
109. Lemma. Let X and Y be Banach spaces, and T0, S : X → Y and R0 :
Y → X bounded linear maps, such that
T0R0 = id, ‖S‖ ≤ 1
2‖R0‖ .
Then there exists a right inverse R of T0 + S, satisfying ‖R‖ ≤ 2‖R0‖.
The proof of this lemma will use the following remark.
110. Remark. Let X be a Banach space, and T : X → X a linear map
satisfying ‖T ‖ < 1. Then id + T is invertible, and
‖(id + T )−1‖ ≤ 1
1− ‖T ‖ .
This follows from a standard argument, using the Neumann series
∑
n∈N0
(−1)nT n.
✷
Proof of Lemma 109. By hypothesis, we have
‖SR0‖ ≤ ‖S‖ ‖R0‖ ≤ 1
2
.
Hence using Remark 110, it follows that the map
R := R0(id + SR0)
−1 : Y → X
is well-defined and has the desired properties. This proves Lemma 109. 
Proof of Proposition 106 (p. 114).
14The constant C depends on the Lie bracket on g and the metric on X, but not on the
bundle P .
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1. Claim. Let 1 < p < ∞. There exists a constant C > 0 such that for every
G-bundle P → X of class W 2,p, and every flat connection A on P of class W 1,p,
there exists a right inverse R of the operator (A.40), satisfying ‖R‖ ≤ C.
Proof of Claim 1. By Theorem 99 we may assume without loss of generality
that P is smooth. We choose a smooth flat connection A0 on P . By Proposition
103 there exists an automorphism Φ of P , of classW 2,p, such that inequality (A.39)
holds. Since A is flat, it follows that Φ∗A = A0, and thus Φ
∗A is smooth. Hence
we may assume w.l.o.g. that A is smooth.
For an open subset U ⊆ Rn we denote by C∞0 (U) the compactly supported
smooth real valued functions on U . We define the operator T˜ : C∞0 (B1)→ C∞(B1)
as follows. We denote by Φ : Rn\{0} → R the fundamental solution for the Laplace
equation. It is given by
Φ(x) =
{
1
2π log |x|, if n = 2,
Γ(n/2)
2(2−n)π
n
2
|x|2−n, if n 6= 2,
where Γ denotes the gamma function. (See e.g. [Ev], p. 22.) Let f ∈ C∞0 (B1).
We define f˜ : Rn → R to be the extension of f by 0 outside B1. We denote by ∗
convolution in Rn and define
T˜ f := (Φ ∗ f˜)|B1 .
Note that Φ is locally integrable, hence the convolution is well-defined. Further-
more, T˜ f is smooth, and ∆T˜ f = f .15
2. Claim. There exists a constant C such that
‖T˜ f‖W 2,p(B1) ≤ C‖f‖Lp(B1), ∀f ∈ C∞0 (B1).
Proof of Claim 2. Young’s inequality states that
‖T˜ f‖Lp(B1) ≤ ‖Φ‖L1(B2)‖f‖Lp(B1), ∀f ∈ C∞0 (B1).
Furthermore, the Caldero´n-Zygmund inequality states that there exists a constant
C such that for every f ∈ C∞0 (Rn) we have ‖D2(Φ∗f)‖p ≤ C‖f‖p.16 The statement
of Claim 2 follows from this. 
We fix a constant C as in Claim 2. By this claim the map T˜ uniquely extends
to a bounded linear map
T : Lp(B1)→ W 2,p(B1).
Since ∆T˜ f = f , for every f ∈ C∞0 (B1), a density argument shows that ∆Tf = f ,
for every f ∈W 2,p(B1), i.e., T is a right inverse for ∆ :W 2,p(B1)→ Lp(B1).
Let now G be a compact Lie group, 〈·, ·〉g an invariant inner product on g =
LieG, and (X, 〈·, ·〉X) a Riemannian manifold as in the hypothesis of Proposition
106. Without loss of generality we may assume that X is a submanifold (with
boundary) of Rn, and that 〈·, ·〉X is the standard metric. Let π : P → X be a
G-bundle, and A ∈ A(P ) be a flat connection. We fix a point p0 ∈ P , and denote
by σ : X → P the A-horizontal section through p0. This is the unique smooth
15The first assertion follows from differentiation under the integral, and for the second see
e.g. [Ev, Chap. 2, Theorem 1].
16This follows e.g. [MS2, Theorem B.2.7], using (∂jΦ) ∗ f = ∂j(Φ ∗ f).
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section of P satisfying Adσ = 0 and σ(0) = p0. (Such a section exists, since A is
flat, and X is diffeomorphic to B1.) For k ≥ 0 we define the map
Ψk :W
k,p(B1, g)→ Γk,pA (gP ), Ψkξ := G · (σ, ξ).
This is an isometric isomorphism. We define R := −Ψ2TΨ−10 . It follows that∥∥R∥∥ ≤ ‖Ψ2‖‖T ‖‖Ψ−10 ‖ = ‖T ‖ ≤ C.
A straight-forward calculation shows that
d∗AdAΨ2 = Ψ0d
∗d = −Ψ0∆ :W 2,p(B1, g)→ Γp(gP ).
It follows that R is a right inverse for d∗AdA. This proves Claim 1. 
We choose constants C1 := C as in Claim 1, δ as in Lemma 108, corresponding
to ε = min
{
1/(2C1), 1
}
, (ε1, C2) := (ε, C) as in Proposition 103, and (ε2, C3) :=
(ε, C) as in Lemma 107. We define
ε := min
{
δ
C2
, ε1, ε2
}
.
Let P → X be a G-bundle of class W 2,p, and A ∈ A1,p(P ), such that ‖FA‖p ≤ ε.
The statement of Proposition 106 is a consequence of the following claim.
3. Claim. There exists a right inverse R of d∗AdA, satisfying ‖R‖ ≤ 4C1.
Proof of Claim 3. We choose a flat connection A˜0 on P of class W
1,p.17 Since
‖FA‖p < ε ≤ ε1, by the statement of Proposition 103 with P0 = P there exists an
automorphism Φ of P of class W 2,p, such that
(A.49) ‖Φ∗A− A˜0‖1,p,A˜0 ≤ C2‖FA‖p.
We define A0 := Φ∗A˜0. By the statement of Claim 1 there exists a right inverse R0
of the operator
d∗A0dA0 : Γ
2,p
A0
(gP )→ Γp(gP ),
satisfying ‖R0‖A0 ≤ C1, where ‖ · ‖A0 denotes the operator-norm.18 The assump-
tion ‖FA‖p ≤ ε ≤ δ/C2 and (A.49) imply that the condition (A.44) is satisfied.
Therefore, by (A.45) with “ε”= 1/(2C1), we have∥∥d∗AdA − d∗A0dA0∥∥A0 ≤ 12C1 .
Therefore, applying Lemma 109, there exists a right inverse R of the operator
d∗AdA : Γ
2,p
A0
(gP )→ Γp(gP ),
satisfying ‖R‖A0 ≤ 2C1. Combining this with inequality (A.46) (with “ε”= 1),
it follows that ‖R‖A ≤ 4C1. This proves Claim 3 and completes the proof of
Proposition 106. 
In the proof of Proposition 69 we will also use the following lemma.
17It follows from an argument involving Theorem 99 that such a connection exists.
18Here we use the subscript “A0” to indicate that the definition of this norm involves the
connection A0.
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111. Lemma. Let n ∈ N, p ∈ [1,∞], and f ∈ Lp(Bn1 ). Then the function
Bn1 ∋ x 7→
∫ x1
0
f
(
t, x2, . . . , xn
)
dt
lies in Lp.
Proof of Lemma 111. Consider first the case p = 1 and n = 1, and let
f ∈ L1((0, 1)). Defining χ(t, x) := 1 if t ≤ x, and 0, otherwise, Fubini’s theorem
implies that∫ 1
0
∫ x
0
|f(t)| dt dx =
∫
[0,1]×[0,1]
χ(t, x)|f(t)| dt dx =
∫ 1
0
(1− t)|f(t)|dt <∞.
The statement of the lemma in the case p = 1 and n = 1 follows. For p = 1 and a
general n the proof is similar.
For a general exponent p, Ho¨lder’s inequality implies that∣∣∣∣∫ x1
0
f
(
t, x2, . . . , xn
)
dt
∣∣∣∣p ≤ |x1|p−1 ∫ x1
0
∣∣f(t, x2, . . . , xn)∣∣p dt.
Hence in general, the statement of the lemma follows from what we have already
proved, by considering the function |f |p. 
We are now ready to prove that d∗A admits a right inverse:
Proof of Proposition 69 (p. 86). We prove statement (i).
Let n,G, 〈·, ·〉g, p,X, 〈·, ·〉X , P, A be as in the hypothesis. We show that the operator
d∗A admits a bounded right inverse. By Theorem 99 we may assume w.l.o.g. that P
is smooth. Since by assumption, X is diffeomorphic to B1, we may assume without
loss of generality that X = B1. The Hodge ∗-operator induces an isomorphism
between Ωik,p,A,〈·,·〉X (gP ) and Ω
n−i
k,p,A,〈·,·〉X
(gP ). Using the equality d
∗
A = − ∗ dA∗, it
follows that the operator
d∗A : Ω
1
1,p,A,〈·,·〉X
(gP )→ Γp〈·,·〉X (gP )
admits a bounded right inverse, if and only if the operator
dA : Ω
n−1
1,p,A,〈·,·〉X
(gP )→ Ωn0,p,A,〈·,·〉X (gP )
does so. Since X = B1 is compact, using Remark 105, it follows that the condition
that d∗A admits a bounded right inverse, is independent of the metric 〈·, ·〉X . Hence
we may assume without loss of generality that 〈·, ·〉X is the standard metric on
B1 ⊆ Rn.
1. Claim. There exists a bounded linear map
(A.50) T : Γ1,pA (gP )→ Ω11,p,A(gP ),
such that d∗AT = id.
Proof of Claim 1. We define Ω ⊆ R × P to be the subset consisting of all
(t, p) such that
(A.51) |t+ x1|2 + x22 + · · ·+ x2n < 1,
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where x := π(p) ∈ B1. Furthermore, we denote by Ψ : Ω → P the A-parallel
transport in x1-direction. Let (t0, p0) ∈ Ω. We denote x0 := π(p0) ∈ B¯1. Then
Ψ(t0, p0) = p(t0), where
p :
{
t ∈ R | (t, x0) satisfies (A.51)
}→ P
is the unique path satisfying
(A.52) pr ◦ p(t) = x0 + (t, 0, . . . 0), Ap˙ = 0, p(0) = p0.19
Let ξ ∈ Γ1,p(gP ). We define ξ˜ : P → g by the condition [p, ξ˜(p)] = ξ ◦ π(p), for
p ∈ P , and
(A.53) η˜ : P → g, η˜(p) :=
∫ 0
−x1
ξ˜ ◦Ψ(t, p)dt ∈ g,
where (x1, . . . , xn) := π(p). Furthermore, we define the section η : B1 → gP by the
condition η ◦ π(p) = [p, η˜(p)], for every p ∈ P , and
Tξ := −η dx1.
This defines the operator (A.50). Claim 1 is a consequence of the following.
2. Claim. The section η lies in Γ1,pA (gP ) and satisfies
(A.54) d∗A(ηdx
1) = −ξ.
Proof of Claim 2. The section is of class L∞, since ξ is of this class, by Morrey’s
embedding theorem. We denote by e1, . . . , en the standard basis of R
n. We show
that
(A.55) dAη e1 = ξ.
Let x ∈ Rn. We fix a point p0 in the fiber of P over (0, x2, . . . , xn), and define
the path p(t) := Ψ(t+ x1, p0). Using the equality Ψ(s, p(t)) = Ψ(s+ t+ x1, p0), it
follows from (A.53) that
η˜ ◦ p(t) =
∫ 0
−x1−t
ξ˜ ◦Ψ(s+ t+ x1, p0)ds =
∫ x1+t
0
ξ˜ ◦Ψ(s, p0)ds.
It follows that
dAη˜(p(0))p˙(0) =
d
dt
∣∣∣∣
t=0
η˜(p(t)) = ξ˜(p(0)),
and therefore, dAη(x)e1 = ξ(x). This proves (A.55). It follows that dAη e1 is of
class W 1,p.
Let now i ∈ {2, . . . , n}. We show that |dAη ei| ∈ Lp(Bn1 ). We fix x ∈ Rn and
choose a smooth path t 7→ p(t), such that π ◦ p(t) = x + tei. Using (A.53) with
p = p(t) and differentiating under the integral, we obtain
dAη˜(p(0))p˙(0) =
∫ 0
−x1
dAξ˜
(
Ψ(s, p(0))
) d
dt
∣∣∣∣
t=0
Ψ(s, p(t))ds.20
19In some smooth trivialization of the bundle P the conditions (A.52) correspond to the
ordinary differential equation g˙ = −gξ with initial condition g(0) = 1, for a path t 7→ g(t) ∈ G.
Here ξ(t) corresponds to the first component of A at p(t). This equation is of the form g˙(t) =
f(t, g(t)), where f is continuous in t and Lipschitz continuous in g. (Here we use that A is of class
W 1,p with p > 2.) Therefore, by the Picard-Lindelo¨f theorem, there exists a unique solution of
the initial value problem, and thus of (A.52).
20Here we used that the lower limit of the integral expressing η˜ ◦ p(t) is −x1, for every t.
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Since π∗p˙(0) = ei and π ◦Ψ(s, p(t)) = x+ se1 + tei, it follows that
|dAη(x)ei| ≤
∫ 0
−x1
∣∣dAξ(x+ se1)ei∣∣ds.
By Lemma 111 with f := |dAξ ei|, using the assumption ξ ∈ Γ1,pA (gP ), it follows
that |dAη ei| ∈ Lp(Bn1 ). Therefore, η lies in Ω11,p,A(gP ). To prove equality (A.54),
observe that
d∗A(ηdx
1) = − ∗ dA
(
η dx2 ∧ . . . ∧ dxn) = − ∗ (ξ dx1 ∧ . . . ∧ dxn) = −ξ,
where in the second step we used (A.55). This proves Claim 2 and hence Claim 1.

We choose a map T as in Claim 1, and a flat connection A0 ∈ A(P ). By
Proposition 106 there exists a bounded right inverse R0 of
d∗A0dA0 : Γ
2,p
A0
(gP )→ Γp(gP ).
Statement (i) is now a consequence of the following.
3. Claim. The operator
R := dAR0 + T
(
id− d∗AdAR0
)
: Lp(gP )→ Ω11,p,A(gP )
is well-defined and bounded, and d∗AR = id.
Proof of Claim 3. A short calculation shows that S := d∗AdA − d∗A0dA0 is
of first or zeroth order. Hence it is bounded as a map from Γ2,pA (gP ) to Γ
1,p
A (gP ).
Furthermore, the equality
id− d∗AdAR0 = −SR0
holds on smooth sections of gP . This implies that R is well-defined and bounded.
A short calculation shows that d∗AR = id. This proves Claim 3, and completes the
proof of (i). 
To prove statement (ii), we choose constants ε and C as in Proposition 106.
Let P → X be a G-bundle of class W 2,p, and A ∈ A1,p(P ), such that ‖FA‖p ≤ ε.
By the statement of Proposition 106, there exists a right inverse R of the operator
d∗AdA : Γ
2,p
A (gP ) → Γp(gP ), satisfying ‖R‖ ≤ C. The operator dAR is a right
inverse for d∗A, satisfying ‖dAR‖ ≤ ‖dA‖ ‖R‖ ≤ C. Here in the last inequality we
used the fact ‖dA‖ ≤ 1, where
dA : Γ
2,p
A (gP )→ Ω11,p,A(gP ).
This proves (ii), and completes the proof of Proposition 69. 
A.7. Further auxiliary results
The next two results were used in the proofs of Proposition 38 (Section 2.5)
and Theorem 78 (Appendix A.1).
112. Theorem (Uhlenbeck compactness). Let n ∈ N, G be a compact Lie
group, X a compact smooth Riemannian n-manifold (possibly with boundary), P
a smooth G-bundle over X , p > n/2 a number, and Aν a sequence of connections
on P of class W 1,p. Assume that
sup
ν∈N
‖FAν‖Lp(X) <∞.
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Then passing to some subsequence there exist gauge transformations gν of class
W 2,p, such that g∗νAν converges weakly in W
1,p.
Proof of Theorem 112. This is [We, Theorem A]. See also [Uh, Theorem
1.5]. 
113. Proposition (Compactness for ∂¯J ). LetM be a manifold without bound-
ary, k ∈ N, p > 2 numbers, J an almost complex structure on M of class Ck,
Ω1 ⊆ Ω2 ⊆ . . . ⊆ C open subsets, and uν : Ων → M a sequence of functions of
classW 1,ploc . Assume that ∂¯Juν is of classW
k,p
loc , for every ν, and that for every open
subset Ω ⊆ ⋃ν Ων with compact closure the following holds. If ν0 ∈ N is so large
that Ω ⊆ Ων0 then
∃K ⊆M compact: uν(Ω) ⊆ K, ∀ν ≥ ν0,(A.56)
supν≥ν0 ‖duν‖Lp(Ω) <∞,(A.57)
supν≥ν0 ‖∂¯Juν‖Wk,p(Ω) <∞.(A.58)
Then there exists a subsequence of uν that converges weakly in W
k+1,p and in Ck
on every compact subset of
⋃
ν Ων .
Proof of Proposition 113. The proof goes along the lines of the proof of
[MS2, Proposition B.4.2]. 
The next lemma was used in the proofs of Propositions 38 (Section 2.5) and 77
(Appendix A.1), and of Theorem 3.
114. Lemma (Regularity of the gauge transformation). Let X be a smooth
manifold, G a compact Lie group, P a G-bundle over X , k ∈ N0, and p > dimX .
Then the following assertions hold.
(i) Let g be a gauge transformation of class W 1,ploc and A a connection on P of
class Ck, such that g∗A is of class Ck. Then g is of class Ck+1.
(ii) Assume that X is compact (possibly with boundary). Let U be a subset of
the space of W k,p-connections on P that is bounded in W k,p. Then there
exists aW k+1,p-bounded subset V of the set ofW k+1,p-gauge transformations
on P , such that the following holds. Let A ∈ U and g be a W 1,p-gauge
transformation, such that g∗A ∈ U . Then g ∈ V .
Proof of Lemma 114. This follows by induction over k, using the equality
dg = g
(
g∗A)−Ag and Morrey’s inequality (for (ii)). (For details see [We, Lemma
A.8].) 
The next proposition was used in the proof of Proposition 40 (Quantization of
energy loss) in Section 2.5.
115. Proposition. Let n ∈ N, G be a compact Lie group, P a G-bundle over
Rn, and A,A′ smooth flat connections on P . Then there exists a smooth gauge
transformation g such that A′ = g∗A.
Proof of Proposition 115. 21 In the case n = 1 such a g exists, since then
the condition A′ = g∗A can be viewed as an ordinary differential equation for g.
Let n ∈ N and assume by induction that we have already proved the statement for
n. Let P be a G-bundle over Rn+1, and A,A′ smooth flat connections on P . We
21In the case n = 2, see also [Fr1, Corollary 3.7].
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define ι : Rn → Rn+1 by ι(x) := (x, 0). By the induction hypothesis there exists a
smooth gauge transformation g0 on ι
∗P → Rn, such that
(A.59) g∗0ι
∗A = ι∗A′.
Since P is trivializable, there exists a smooth gauge transformation g˜0 on P such
that ι∗g˜0 = g0.
Let x ∈ Rn. We define ιx : R→ Rn+1 by ιx(t) := (x, t). There exists a unique
smooth gauge transformation hx on ι
∗
xP → R, such that
(A.60) h∗xι
∗
xg˜
∗
0A = ι
∗
xA
′, hx(p) = 1, ∀p ∈ fiber of ι∗xP over 0 ∈ R.
To see this, note that these conditions can be viewed as an ordinary differential
equation for hx with prescribed initial value. Since this solution depends smoothly
on x, there exists a unique smooth gauge transformation h on P such that ι∗xh = hx,
for every x ∈ Rn. The gauge transformation g := g˜0h on P satisfies the equation
A′ = g∗A. This follows from (A.59,A.60) and flatness of A and A′. This proves
Proposition 115. 
The next result was used in the proofs of Proposition 38, Remark 43 (Section
2.5), and Theorem 3. Let M,ω,G, g, 〈·, ·〉g, µ, J,Σ, ωΣ, j be as in Chapter 1. We
define the almost complex structure J¯ on M as in (2.1). The energy density of a
map f ∈W 1,p(Σ,M) is given by
ef (z) :=
1
2
|df |2,
where the norm is with respect to the metrics ωΣ(·, j·) on Σ and ω(·, J¯ ·) on M .
Let P be a smooth G-bundle over Σ, A a connection on P , and u : P → M an
equivariant map. We define
e∞A,u :=
1
2
|dAu|2,
where the norm is taken with respect to the metrics ωΣ(·, j·) on Σ and ω(·, J ·) on
M . Furthermore, we define
u¯ : Σ→M, u¯(z) := Gu(p),
where p ∈ P is an arbitrary point in the fiber over z.
116. Proposition (Pseudo-holomorphic curves in the symplectic quotient).
Let P be a smooth G-bundle over Σ, p > 2, A a W 1,ploc -connection on P , and
u : P →M a G-equivariant map of class W 1,ploc , such that µ ◦ u = 0. Then we have
eu¯ = e
∞
A,u.
If (A, u) also solves the equation ∂¯J,A(u) = 0 then
∂¯J¯ u¯ = 0.
Proof of Proposition 116. This follows from an elementary argument. For
the second part see also [Ga, Section 1.5]. 
In the proof of Theorem 3 we used the following lemma.
117. Lemma (Bound for tree). Let k ∈ N0 be a number, (T,E) a finite tree,
α1, . . . , αk ∈ T vertices, f : T → [0,∞) a function, and E0 > 0 a number. Assume
that for every vertex α ∈ T we have
(A.61) f(α) ≥ E0 or #
{
β ∈ T |αEβ} +#{i ∈ {1, . . . , k} |αi = α} ≥ 3.
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Then
#T ≤ 2
∑
α∈T f(α)
E0
+ k.
Proof of Lemma 117. This follows from an elementary argument.22 
The next result was used in the proof of Proposition 44 (Section 2.6). Let
(X, d) be a metric space23, G a topological group, and ρ : G×X → X a continuous
action by isometries. By π : X → X/G we denote the canonical projection. The
topology on X , determined by d, induces a topology on the quotient X/G.
118. Lemma (Induced metric on the quotient). Assume that G is compact.
Then the map d¯ : X/G×X/G→ [0,∞] defined by
d¯(x¯, y¯) := min
x∈x¯, y∈y¯
d(x, y)
is a metric on X/G that induces the quotient topology on X/G.
Proof of Lemma 118. This follows from an elementary argument. 
The following two lemmas were used in the proof of Proposition 48 (Section
2.8).
119. Lemma. Let X be a topological space, x ∈ X , and xν ∈ X be a sequence.
Then xν converges to x, as ν → ∞, if and only if for every subsequence (νi)i∈N
there exists a further subsequence (ij)j∈N, such that xνij converges to x, as j →∞.
Proof of Lemma 119. This follows from an elementary argument. 
Let X be a topological space and G a group. We fix an action of G on X .
120. Lemma (Convergence in the quotient). Assume that X is first-countable
and that the action of every g ∈ G is a continuous self-map of X . Let yν ∈ X/G,
ν ∈ N, be a sequence that converges to a point y ∈ X/G, and x be a representative
of y. Then there exists a representative xν of yν , for each ν ∈ N, such that xν
converges to x.
Proof of Lemma 120. This follows from an elementary argument. 
The connection ∇A. Next we explain the twisted connection ∇A, which ap-
peared in the definition of the space X p,λW , occurring in Theorem 4. Let E → M
be a real (smooth) vector bundle. We denote by C(E) the affine space of (smooth
linear) connections on E. Let ∇E ∈ C(E). Let N be a smooth manifold, and
u : N → M be a smooth map. We denote by u∗E → N the pullback bundle. The
pullback connection u∗∇E ∈ C(u∗E) is uniquely determined by the equality
(u∗∇E)v(s ◦ u) = ∇Eu∗vs, ∀v ∈ TN, s ∈ Γ(E).
Let G be a Lie group, π : P → X a (right-)G-bundle, and E → P a G-equivariant
vector bundle. Then the quotient E/G has a natural structure of a vector bundle
over X . Assume that G acts on a manifold M , and let E →M be a G-equivariant
vector bundle. We denote by CG(E) the space of G-invariant connections on E.
We fix A ∈ A(P ), ∇E ∈ CG(E), and u ∈ C∞G (P,M). We define
(A.62) ∇˜A ∈ CG(u∗E), ∇˜Av˜ s˜ := (u∗∇E)v˜−p(Av˜)s˜,
22See e.g. [MS2, Exercise 5.1.2.].
23d is allowed to attain the value ∞.
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for s˜ ∈ Γ(u∗E), p ∈ P , and v˜ ∈ TpP . We denote by Eu the quotient bundle
(u∗E)/G→ X . We define the connection ∇A ∈ C(Eu) by
(A.63) ∇Av s := G · (p0, ∇˜Av˜ s˜),
for s ∈ Γ(Eu) and v ∈ TX , where (p0, v˜) ∈ TP is an arbitrary vector such that
π∗v˜ = v, and s˜ ∈ Γ(u∗E) is the G-invariant section defined by s◦π(p) = G·(p, s˜(p)),
for every p ∈ P . This definition is independent of the choice of (p0, v˜), since the
connection ∇˜A is basic (i.e., G-invariant and horizontal).
The following lemma was mentioned in Chapter 1. Let M,ω,G, g, 〈·, ·〉g, µ, J
be as in that Chapter. Let p > 2, λ ∈ R, and P → C be a G-bundle of class W 2,ploc .
Recall the definition (1.24) of B˜pλ(P ). We denote by G2,ploc (P ) the group of gauge
transformations on P of class W 2,ploc .
121. Lemma. If λ > 1 − 2/p then the group G2,ploc (P ) acts freely on the set
B˜pλ(P ).
Proof of Lemma 121. Assume that λ > 1 − 2/p. Let w := (A, u) ∈ B˜pλ(P )
and g ∈ G2,ploc (P ) be such that g∗w = w. Let p1 ∈ P . We show that g(p1) = 1.
It follows from hypothesis (H) that there exists δ > 0 such that µ−1(Bδ) ⊆ M∗
(defined as in (2.14)). Furthermore, Lemma 84 (Appendix A.3) implies that u(p0) ∈
µ−1(Bδ), for every p0 ∈ P , for which |π(p0)| is large enough. We fix such a point
p0. Our hypothesis p > 2 implies that P is a C
1-bundle. Hence we may choose
a path p ∈ C1([0, 1], P ) such that p(i) = pi, for i = 0, 1. Consider the map
h := g ◦ p : [0, 1]→ G. By assumption, we have g∗u = g ◦u = u. Since u(p0) ∈M∗,
it follows that h(0) = 1. Furthermore, the assumption g∗A = A implies that h
solves the ordinary differential equation
(A.64) h˙ = hAp˙− (Ap˙)h.
The hypothesis p > 2 implies that the map Ap˙ : [0, 1] → g is continuous. Hence
the equation (A.64) is of the form h˙(t) = f(t, h(t)), where f is continuous in t
and Lipschitz continuous in h. Therefore, by the Picard-Lindelo¨f theorem, we have
h ≡ 1. In particular, we have g(p1) = h(1) = 1. It follows that g ≡ 1. This proves
Lemma 121. 
The next lemma was used in the proof of Theorem 4 (Section 3.2.1). Here for
a linear map D : X → Y we denote cokerD := Y/imD.
122. Lemma. Let X,Y, Z be vector spaces and D′ : X → Y and T : X → Z
be linear maps. We define D := D′|kerT . Then the following holds.
(i) kerD = ker(D′, T ).
(ii) The map Φ : cokerD → coker(D′, T ), Φ(y + imD) := (y, 0) + im(D′, T ), is
well-defined and injective. If T : X → Z is surjective then Φ is also surjective.
(iii) Let ‖ · ‖Y , ‖ · ‖Z be norms on Y and Z and assume that im(D′, T ) is closed
in Y ⊕ Z. Then imD is closed in Y .
The proof of Lemma 122 is straight-forward and left to the reader.
The following result was used in the proof of Proposition 66 in Section 3.2.3.
We define the map f : C \ {0} → S1 by f(z) := z/|z|. For two topological spaces
X and Y we denote by C(X,Y ) the set of all continuous maps from X to Y ,
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and by [X,Y ] the set of all (free) homotopy classes of such maps. Let V be a
finite dimensional complex vector space. We denote by End(V ) the space of its
(complex) endomorphisms of V , by det : End(V ) → C the determinant map, and
by Aut(V ) ⊆ End(V ) the group of automorphisms of V .
123. Lemma. The map C(S1,Aut(V )) → Z given by Φ 7→ deg (f ◦ det ◦Φ)
descends to a bijection
[
S1,Aut(V )
]→ Z.
Proof of Lemma 123. We choose a hermitian inner product V and denote
by U(V ) the corresponding group of unitary automorphisms of V . The map
det : U(V ) → S1 induces an isomorphism of fundamental groups, see e.g. [MS1,
Proposition 2.23]. Furthermore, the space Aut(V ) strongly deformation retracts
onto U(V ).24 Let Φ0 ∈ Aut(V ). It follows that the map{
Φ ∈ C(S1,Aut(V )) ∣∣Φ(1) = Φ0}→ Z, Φ 7→ deg (f ◦ det ◦Φ)
descends to an isomorphism between the fundamental group π1(Aut(V ),Φ0) and
Z. Since this group is abelian, the map
π1(Aut(V ),Φ0)→
[
S1,Aut(V )
]
that forgets the base point Φ0, is a bijection. The statement of Lemma 123 follows
from this. 
The next lemma was used in the proof of Theorem 64 (Section 3.2.4). Let X
and M be manifolds, G a Lie group with Lie algebra g, 〈·, ·〉g an invariant inner
product on g, 〈·, ·〉M a G-invariant Riemannian metric onM , and ∇ its Levi-Civita
connection. For ξ ∈ g we denote by Xξ the vector field on M generated by ξ. We
define the tensor ρ : TM ⊕ TM → g by
(A.65) 〈ξ, ρ(v, v′)〉g := 〈∇vXξ, v′〉M .
A short calculation shows that ρ is skew-symmetric. This two-form was introduced
in [Ga, p. 181]. The next lemma corresponds to [Ga, Proposition 7.1.3(a,b)]. Let
P → X be a G-bundle, A ∈ A(P ), u ∈ C∞(X, (P ×M)/G), v ∈ Γ(TMu), and
ξ ∈ Γ(gP ). We define the connection ∇A on TMu → X as on page 123.
124. Lemma. ∇ALuξ − LudAξ = ∇dAuXξ, dAL∗uv − L∗u∇Av = ρ(dAu, v).
Proof of Lemma 124. This follows from short calculations. 
Let M,ω,G, g, 〈·, ·〉g, µ and J be as in Chapter 1, and 〈·, ·〉M := ω(·, J ·). The
following remark was used in the proofs of Theorems 4 (Section 3.2.1) and 64
(Section 3.2.4). Recall the definition (2.14) of M∗ ⊆M , and that Pr : TM → TM
denotes the orthogonal projection onto imL.
125. Remark. Let K ⊆M∗ be compact. We define
c := inf
{ |Lxξ|
|ξ|
∣∣∣∣x ∈ K, 0 6= ξ ∈ g} .
Then c > 0. Let x ∈ K. Then L∗xLx is invertible, and
(A.66) |(L∗xLx)−1| ≤ c−2,
∣∣Lx(L∗xLx)−1∣∣ ≤ c−1, Lx(L∗xLx)−1L∗x = Prx,
where the | · |’s denote operator norms. Furthermore, |Prx v| ≤ c−1|L∗xv|, for every
v ∈ TxM . These assertions follow from short calculations. ✷
24This follows from the Gram-Schmidt orthonormalization procedure.
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Assume that hypothesis (H) holds. The following lemma was used in the proof
of Proposition 67 in Section 3.2.3. For x ∈ M we denote by LCx : gC → TxM the
complex linear extension of the infinitesimal action.
126. Lemma. There exists a neighborhood U ⊆M of µ−1(0), such that
(A.67) c := inf
{∣∣dµ(x)LCxα∣∣+ |PrLCxα| ∣∣x ∈ U, α ∈ gC : |α| = 1} > 0.
Proof of Lemma 126. It follows from hypothesis (H) that there exists δ0 > 0
such that µ−1(B¯δ0) ⊆M∗. We define
C := sup
{|[ξ, η]| ∣∣ ξ, η ∈ g : |ξ| ≤ 1, |η| ≤ 1},
c0 := inf
{ |Lxξ|
|ξ|
∣∣∣∣ x ∈ µ−1(B¯δ0), 0 6= ξ ∈ g} .
Since the action of G on M∗ is free, it follows that Lx : g → TxM is injective, for
x ∈ M∗. Furthermore, by hypothesis (H) the set µ−1(B¯δ0) is compact. It follows
that c0 > 0. We choose a positive number δ < min{δ0, c0/C, c30/C}, and we define
U := µ−1(Bδ).
Claim. Inequality (A.67) holds.
Proof of the claim. Let x ∈ U and α = ξ + iη ∈ gC. Then
(A.68) dµ(x)LCxα = [µ(x), ξ] + L
∗
xLxη.
Using the last assertion in (A.66), we have
(A.69) PrxL
C
xα = Lxξ − Lx(L∗xLx)−1[µ(x), η].
By the first assertion in (A.66), we have |L∗xLxη| ≥ c20|η|. Combining this with
(A.68,A.69) and the second assertion in (A.66), we obtain∣∣dµ(x)LCxα∣∣ + |PrLCxα| ≥ −Cδ|ξ|+ c20|η|+ c0|ξ| − c−10 Cδ|η|.
Inequality (A.67) follows now from our choice of δ. This proves the claim and
completes the proof of Lemma 126. 
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