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Introduction
Text classifications have developed in many different directions simultaneously, with a wide array of ideas and methods leading the development down different paths. Dimensionality reduction has been one of the corner stones of classification tasks, as classification performance can generally be improved by removing noise, no matter what type of data we are classifying. It is important to understand that dimensionality reduction consists of both feature extraction and feature selection [1] . Feature extraction is used to reduce dimensions in the data, and by doing the reduction create a set of features. Feature selection is the process of reducing that feature set and to remove the features that contain most noise from the classification model, to improve classification performance [2] .
While it is true that we often can improve the classification performance through features selection, the performance gains are limited, as reducing noise can only be done to a certain point. If we in text classifications do feature selection prematurely, we risk doing the equivalent of painting ourselves into a corner, because, if performance is not at an acceptable level once we have performed feature selection, we have exhausted that option, and are left with little room for further improvement.
Many approaches in text classifications, such as bagof-words approaches [3] , N-gram approaches [4] , and sentiment analysis [5] , use feature extraction to reduce dimensions to a limited number of features, in some cases as low as one feature per class label [6] . However, it's worth noting that there are also other text extraction approaches, such as [7] , [8] , where the features sets can be much larger. These approaches with more features have shown promise in classifying shorter texts.
For the text classifications that have a limited number of features that are extracted, feature selection is not essential, unlike in cases where features number in tens or hundreds of thousands. When features are that many, it is possible that the training fails to complete, or that the amount of noise greatly reduces performance.
However, if we have feature sets that don't require feature selection to function, we suggest that it can be beneficial to first try other options that can improve text classification performance, such as for example feature set enrichment, before performing feature selection. Here, feature enrichment is defined as looking at ways of increasing the number of features, for example, by combining different feature extraction methods into a larger feature set.
In this paper, we will show that enriching the feature sets can improve performance across-the-board, over models with unigram, N-gram, and sentiment features. Previous research has also shown that combining sentiment features with cosine similarity features of different N-grams can improve performance [6] , and we will compare our multi-gram performance against these models.
Many text classification models have problems performing well on highly skewed data, which can be seen as big data problem. For this purpose, we developed the multi-gram text classifications, and we can show that they perform well both on balanced and imbalanced data, when classifying web content. The approach is based on enriching feature sets, by combining cosine similarity features of different order N-grams, with unsupervised sentiment features, and using majority ensembles of different machine learning algorithms. Our approach is relevant to the literature, because it shows that through multi-grams we can remove the shortcoming that higher N-gram models have, which is that they require longer texts to make accurate decisions, and at the same time multi-grams show performance grains across-the-board compared to N-gram and unigram models.
The paper is structured as follows: In section 2, we discuss the big data dataset used for testing. In section 3, we discuss the multi-gram classification models, the comparison models, and the machine learning algorithms used in the experiments. In section 4, we compare the performance of the new models against the benchmarks both for balanced datasets and imbalanced data. In section 5, we offer some concluding thoughts, and discuss future work.
Dataset
The dataset used in the experiments, consists of 79063 manually labelled web pages split into 20 categories, which is one of the largest labelled datasets that we have worked with, which also makes it a good choice to test big data methods on. The list of categories, and their sizes, can be seen in Table 1 . The dataset was gathered by a company in the security industry, and shared with us for research purposes. By request, we have worked mainly on categories 8, 12, 13, and 17, which have been identified as problematic categories to classify. Those four categories contain violent, hateful, and racist web pages. From this point forward, we will refer to categories 8, 12, and 13 as the hate categories, and category 17 as the violence category. The categories were labelled using a single labelling system, which means that there is a possibility of overlap between categories, especially between categories that share many words and thus have a high semantic similarity, such as, for example category 4 'Cigars' and category 5 'Cigarette', as well as the different hate categories.
Each web page in the dataset, consists of content extracted from 31 different HTML tags, such as for example keywords, URL, meta-content, full page text content, paragraph content, title content, and other often used HTML tags. We have tested many different combinations of different HTML tags as input to the classifications, and have found that by combining different parts of tags, we can adjust weights content in the web pages. It can be done either by excluding parts of the content, or by adding content several times to the input data that is forwarded to the feature extraction. In other experiments [6] , it was found that including all content and adding extra weight by including the keywords, URL, and meta-content, a second time has worked well.
Classification Models

Similarity and Sentiment Models
The baseline classification models for violence and hate content that we follow are based on the ones used in [6] . The models combine cosine similarity features with unsupervised sentiment features. The cosine similarity features are extracted through TF-IDF weighting content of single web pages and comparing those to the TF-IDF weights of the pages in an entire class or category. TF-IDF weighing is calculated by counting the term frequency , and the inverse document frequency and multiplying them, see equations (1) 
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The term frequency and inverse document frequency calculations in (1) and (2), are applicable only for unigram extraction. If we want to do higher N-gram extraction, we need to define as follows, where is the N-gram number we are extracting, and are the words included in each N-gram:
Cosine similarity ( , ) is then calculated between the category and the web page as in equation (5), where is the , vector extracted for the web page using (3), and is the , vector extracted for the category also using (3). If we do the cosine similarity calculation for each category = {1, … , 20} in the dataset, we get a feature set , as represented in equation (6) , containing 20 cosine similarity features, one feature for each class: [10] ( , ) = Unsupervised sentiment features are extracted from the texts using the dictionary based approach introduced by [11] . The approach extracts sentiment values for words on a scale of -5 to +5, by using dictionaries containing English words manually labelled as positive (+1 to +5) or negative (-1 to -5). Through using an extension of the sentiment extraction algorithm [6, 12] , we extract 13 sentiment features for each text. In table 2, the sentiment features are described in more detail, and in equation (7), we represent the sentiment feature set mathematically.
= { 1 , … , 13 } (7)
When these two sets of similarity features and sentiment features are added together, we call the aggregate with 33 features , as shown in equation (8), where denotes the N-gram used. This type of feature extraction will be used as the baseline classification comparisons. The baseline will be using unigram, one-gram, tri-gram, and five-gram features. The unigram and one-gram approaches both follow the single-word TF-IDF calculations
(1) from equation (5), however, the IDF calculations of the unigram and one-gram approaches are calculated differently. Our unigram calculations use an existing IDF-dictionary developed by [13] , while the rest of our IDFcalculations are calculated based on our own dataset. That gives us the unique possibility of comparing performance between our own IDF-calculations and the IDF-calculations extracted from a more generalized dataset.
Multi-gram Models
Two general problems have been identified when using N-gram classification models, and they are likely to affect the models in equation (8) that combine similarity with sentiment. The first problem is that Ngram models have varied classification performance when applied to different length texts, and is something that has been previously discussed in the literature. Cavnar et al. [4] found that N-grams perform slightly better on longer texts. The main reason for that is attributed to N-gram models having few or sometimes even no IDF matches on shorter texts. Liu et al. [14] surveyed different methods used to improve performance on short texts, many of them based on Ngram models. Examples of situations when this becomes important is classifications of news headlines or tweets. In both those cases there is a risk that the texts being classified will contain only a few words, which leads to just a few or even no N-gram matches. Furthermore, the classification performance is simply lacklustre in many cases when using unigrams, no matter what combination of machine learning algorithms used. In this research, we will see an example of insufficient performance when using unigram extraction on violence and hate content. The second problem, is a general classification problem, which becomes evident only when we move classifications from a balanced test setting into something that can better represent real life big data skews. In binary classifications, there are very few, if any, real-world scenarios where the data is evenly split between the positive and the negative category. The result of testing classifiers on highly skewed data that were created using balanced datasets, is generally the same: The performance drops for all threshold measures [15] .
Training models from the start on greatly imbalanced datasets doesn't solve the problem either, but it does increase the time it takes to train the models. The approaches generally used to combat the drops in performance, are either under sampling the class with more instances when training, or oversampling the class with fewer instances [16] . Other approaches to improving performance on imbalanced sets, are using cost sensitive learning methods [17] and ensemble learning [18] . Through cost sensitive learning it is possible to define that misclassifying one class is more costly than misclassifying the other [17] . Through ensemble learning it is possible to combine several models to improve the results [18] . Support Vector Machines (SVM) can be used to change the costs of misclassifications [19] . Still, there is one lingering question: What do we do in situations where none of these techniques presented are enough to give acceptable performance?
To add one more option to solve such problems, we introduce the multi-gram classification model. The model has some similarities to the methods used by [20] , [21] . However, in our multi-gram model, we extract features from all N-grams up until the chosen max , creating the possibility of using many features for each class, where in [20] , they try to determine the N-gram feature that is most suitable, through a method that they call n-multigram extraction. The generalized multigram feature set that we use, can be represented as in equation (9), where n denotes the highest N-gram for which features are extracted:
In our multi-gram tests, we use cosine similarity feature extraction for unigram, one-gram, tri-gram, and five-gram features. We could also have included twograms and four-grams, but chose not to, due to time constraints. More comparisons between multi-grams will be done as part of future work. We chose to include five-grams instead of a lower N-gram, for the reasons that five-gram models were also included in the comparison models [6] , and that other studies have shown that N-gram models with higher than tri-grams tend to not improve classification results [22] . We want to find out whether this is also the case with multi-gram classification models. We test two different multi-gram models, one using a set of 80 cosine similarity features represented in equation (10), and a second model that adds the 13 sentiment features that were discussed earlier, shown in equation (11), allowing the second model to use a total of 93 features: 
Machine Learning Algorithms
In the performance tests, we will be comparing the performance of four machine learning algorithms: Decision Trees (DT) [23] , k-Nearest Neighbors (k-NN) [24] , Support Vector Machines (SVM) [25] , and Artificial Neural Networks (ANN) [26] , to see how the benchmark models compare to the multi-gram models using the different machine learning algorithms. Furthermore, we will also test how a majority voting ensemble classification of those four algorithms impacts the performance [18] . Ensemble algorithms have been shown to improve performance on imbalanced data [16] . Finally, we will extend the tests from balanced testing to imbalanced testing with a data skew of roughly 20 as defined in [15] , which means that in the final tests, the models with be tested using roughly 5% positive instances and 95% negative instances. That should give us an understanding of how the multi-gram models perform both on balanced and imbalanced data.
Results
We start by testing the baseline performance of the models using the four machine learning algorithms (DT, k-NN, SVM, ANN), on the four categories in the dataset that was discussed in section 2, using ten-fold cross validation. The categories tested are numbered 8, 12, 13, and 17 in Table 1 . The tests are performed using 33 features where the similarity features change but the sentiment features stay the same, as they are not affected by changes in N-gram size. In Table 3 , we can see the performance results for the classifiers using standard and automatic settings for the different algorithms using RapidMiner for classifications [27] .
Automatic settings mean that, for instance, the neural networks themselves determines the number of hidden layers, which then change depending on the categories being classified and the features used. The
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unigram and one-gram performance is quite close in performance, even though we used different IDF calculation methods. Because of that, we choose to only include the unigram results in Table 3 . We can also see that the ANN and SVM performance is higher than the other algorithms on average, both algorithms have been shown to have good performance in text classification tasks. Our Tri-gram and five-gram results are respectable using the ANN and balanced test sets. Micro F-Measures above 0.90 for all four classes using ANN.
The performance of these models looks promising when testing them on balanced data, however, we will later see that the performance drops significantly on imbalanced data to the point that these models wouldn't be useful.
We continue the baseline testing by doing combinations of majority voting ensembles. We test three different ensembles: SVM/ANN, DT/SVM/ANN, and DT/SVM/ANN/k-NN. The ensemble of all algorithms is labelled as "All" in the result tables, and the ensemble of DT/SVM/ANN is not included as it has the worst over-all performance. We can also see the results of the ensembles on balanced data in Table 3 . The only performance improvement that ensemble models offer over previous runs using ANN models, was for category 12, using tri-grams and the DT/SVM/ANN majority ensemble. For the other categories, the ANNs showed the best performance. The ensembles do reduce model variance on average in the classifications, but fail to deliver overall performance increases on the balanced datasets. The most likely reason that ANNs work well on this type of data is that they thrive in cases where there is much data.
Multi-gram Model Testing
As we now have defined the performance of the benchmarks, we move on to the multi-gram model performance on balanced datasets. Here, we limit our experiments to the best performing models, which are the different ensemble models, SVM, and ANN, and we will only look at performance at a threshold of 0.5. The results for the multi-gram experiments can be seen in Table 4 . Comparing the multi-gram models against the benchmarks, we can see that both the multi-gram models including sentiment features and the multi-gram models not including them show higher accuracy and FMeasures in each category.
Comparing balanced set performance between the two different multi-gram models, we can see that for some categories, the best performance is achieved when including sentiment features (8, 13 , and 17), however, the margin is quite small and more testing will be needed before we can draw generalizing conclusions.
For category 12, the best performance was found when not including sentiment features. Furthermore, we can see that the variance in model performance also varies between the different categories and models. In other words, including sentiment features increase multi-gram performance in some cases, and in some other situations they don't.
Comparing different algorithms, we can also see that ANNs still perform best -alone -on balanced data, with some of the other methods having higher precision, recall, and/or lower model variance, but not better overall performance.
Imbalanced Dataset Testing
One of the problems that we identified earlier, was that going from balanced sets to skewed data reduces performance. To simulate real-world data skews, we will now look at the performance of the algorithms at a skew close to 20 for the test sets, while still using a balanced set for training, an approach that is known as under sampling, reducing the negative class size when training [16] . However, when doing these tests, we will no longer be performing cross-validation on the experiments, as we don't want to reduce the number of positive testing instances further. That means the results are less generalizable, and more susceptible to outliers, but are still comparable between the models used, as long as we use the same test sets when comparing categories using different models.
Furthermore, as the data is skewed, the accuracy, precision, and recall measures will be misguiding. Instead, we will here look at the F-Measure values when comparing the threshold performance of the models [15] . In Table 5 , to the left, we can see the tri-gram performance using imbalanced testing data. The FMeasure performance drops significantly using tri-gram models with imbalanced data. In fact, the performance in many cases drops below the threshold where we would get better accuracy by simply classifying everything as negative. Only category 13 and 17 show somewhat useful results, both show best performance using the majority ensemble of SVM/ANN.
In Table 5 , to the right, we can see the performance of the multi-gram models using the same imbalanced data with different machine learning algorithms. Category 8 has the best imbalanced performance using ANN. Category 12 has the best performance using the ensemble of SVM/ANN, and comes in at the best imbalanced result with an F-Measure of 0.83. Category 13 has the lowest performance of the four categories, also using ensemble of SVM/ANN without sentiment features. An ensemble of all models is the best performing model for category 17.
Using this specific imbalance in data, the models without sentiment features showed slightly better performance. However, when we tested datasets with slightly smaller imbalance, the models with sentiment features performed better overall. The conclusion that we can draw based on these results is that our multigram approach performs better on imbalanced data than the benchmark methods.
Here, we would still have plenty of options to choose from, if we want to continue maximizing the performance of the models, as the approach so far has not exhausted any of the standard performance increasing techniques. We could now, for example, choose to perform feature selection or testing different machine learning algorithm hyper-parameters, or alternatively, we could further enrich the feature sets with more multi-grams, before applying the other performance improving techniques.
Finally, in Table 6 , we take a closer look at the false positives of the best performing category model 12, which had the F-Measure of 0.83. We can see that there are 16 false positives in total, and a large overlap between the hate categories 12 and 13, where 13 of the total 16 false positives are labelled as category 13. In a practical application, we would most likely not consider labelling one hate category as another hate category as a misclassification -they would be treated the same way. Thus, if we exclude those category 13 false positives from the performance calculations, we produce slightly relaxed labelling conditions, and can re-calculate the "practical" performance for category 12. The F-Measure we get with the relaxed conditions comes in at an impressive 0.93 for the imbalanced data using category 12.
If we are interested in comparing the imbalanced results to other classification areas, we can look at the results from the web spam challenges, where researchers have classified web spam datasets with the same skew between positive and negative instances [28] . While the results cannot be directly compared without running our models on the same data, we can still do a rough comparison, as context in both scenarios are web pages and the set imbalance is similar.
However, the results in those challenges are reported using the performance measure 'area under the receiver operating characteristic' (AUROC), which we need to compute to be able to compare the results. The best performing models that [28] presented on spam filtering, has showed average AUROC of 0.892. Our multi-gram models using the best performing majority ensemble of NN/SVM, have an average AUROC of 0.950 for multi-grams without sentiment features and 0.952 for multi-grams with sentiment features. The AUROC measure, can be read the following way: A measure of 0.8 to 0.9 is considered good performance, a measure of 0.9 to 1 is considered excellent [29] . The multi-gram models seem to be competitive, however, to know if they can be used also in other cases, we need to test the using other types of data.
Conclusion
We introduced a new text classification model, the multi-gram model that combines features of different Ngrams with sentiment features, which showed an acrossthe-board performance increase over the comparison methods. We were able to achieve F-Measures of 0.93 and above on balanced datasets using the models, and found that the majority ensemble didn't improve the threshold measure performance above artificial neural networks on balanced test data. However, when we tested the same models on highly skewed dataset, with distributions close to 95% negative instances, we found that in most situations the models without ensembles dropped significantly in performance.
Our multi-gram models were able to show good performance, compared to the other benchmark models that had higher performance drops for the imbalanced data tests. In many cases, the performance drops using the best performing benchmark models, dropped the accuracy down to below the data skew split, meaning that placing all instances in the negative category would have shown better accuracy results. Our multi-gram models, on the other hand, performed well using all measures, and had out-of-the box F-Measures ranging from 0.71 to 0.83 for all four categories using the imbalanced test data.
Future Work
Our research will in the future be extended in several different directions. First, the research will be extended and performed on all 20 categories in the dataset to give a better understanding of how the models perform on different types of categories. For the same purpose, we will also extend the research and testing to the web spam data sets, to get direct comparisons to performance of other models.
To improve the models, we will test different multigram models and compare performance between them. We will also research whether feature selection and machine learning parameter optimization can further improve performance of the classification models.
Finally, we are also interested in extending the research to include features from other approaches that have shown potential on shorter texts, such as the approach taken by Kusner et al. [7] . Table 6 . Relaxed classification conditions can improve performance when we don't consider it wrong to classify one hate category as another hate category.
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