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2 
Abstract 24 
Radiative-convective equilibrium (RCE) describes an idealized state of the atmosphere 25 
in which the vertical temperature profile is determined by a balance between radiative 26 
and convective fluxes. While RCE has been applied extensively over oceans, its 27 
application over the land surface has been limited. The present study explores the 28 
properties of RCE over land using an atmospheric single column model (SCM) from the 29 
Laboratoire de Meteorologie Dynamique (LMD) General Circulation Model (LMDZ5B) 30 
coupled in temperature and moisture to a land surface model comprising a simplified 31 
bucket model with finite moisture capacity.  Given the presence of a large-amplitude 32 
diurnal heat flux cycle, the resultant RCE exhibits multiple equilibria when conditions are 33 
neither strictly water- nor energy-limited. By varying top-of-the-atmosphere insolation 34 
(through changes in latitude), total system water content, and initial temperature 35 
conditions, the sensitivity of the land RCE states is assessed, with particular emphasis 36 
on the role of clouds. Based on this analysis, it appears that a necessary condition for 37 
the model to exhibit multiple equilibria is the presence of low-level clouds coupled to the 38 
diurnal cycle of radiation. In addition the simulated surface precipitation rate varies non-39 
monotonically with latitude as a result of a tradeoff between in-cloud rain rate and 40 
subcloud rain re-evaporation, thus underscoring the importance of subcloud layer 41 
processes and unsaturated downdrafts. It is shown that clouds, especially at low levels, 42 
are key elements of the internal variability of the coupled land-atmosphere system 43 
through their feedback on radiation. 44 
 45 
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1. Introduction 46 
The concept of radiative-convective equilibrium (RCE) was introduced by 47 
Manabe and Wetherald (1967), following the earlier work of Gold (1909) and Goody 48 
(1949), to describe an idealized, statistical state of the atmosphere in which a balance 49 
between radiative cooling and convective heating determines the vertical temperature 50 
profile. RCE postulates that, on average, convective scale motions compensate for the 51 
destabilization of the atmosphere by radiation. RCE represents a powerful tool for 52 
estimating convective sensitivity to ocean surface temperature and for diagnosing the 53 
possible mechanisms through which deep convection is maintained and interacts with 54 
the surface fluxes in the absence of large-scale flow. RCE has been applied to a wide 55 
range of problems, including estimation and scaling of convective mass fluxes 56 
(Tompkins and Craig 1998a), the organization of tropical deep convection (Tompkins 57 
and Craig 1998b, Tompkins 2001a,b) and climate sensitivity to greenhouse gas forcing 58 
(Muller et al. 2011; Romps 2011).  59 
In most of the applications of RCE in either single column models (SCMs) or 60 
cloud resolving models (CRMs), the surface boundary has been an ocean, often with 61 
prescribed surface temperature. Complications over land stem from the greater 62 
complexity associated with interacting components such as vegetation, soil moisture, 63 
and soil temperature. However, some studies have simplified the land system to 64 
address these complications. For instance, RCE has been considered for a swamp 65 
surface (Manabe and Wetherald 1967; Renno 1997) or with a constrained hydrologic 66 
cycle (i.e. with prescribed evapotranspiration) and nudging of 10 cm soil temperature 67 
toward a prescribed value (Prigent et al., 2011). Tompkins and Craig (1998a) and 68 
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Schlemmer et al. (2011) performed an experiment involving a CRM coupled to land 69 
surface in which the system achieves a ”diurnal equilibrium” state, i.e. a quasi-stationary 70 
regime in which the surface and the boundary layer temperatures exhibit diurnal 71 
oscillations. In these studies, the soil and atmospheric temperature profiles were 72 
relaxed toward climatological values at points far from the surface.  73 
In our study, we consider an extension of the concept of RCE applied to a land 74 
surface with a closed (water-conserving) hydrologic budget. As far as we are aware, 75 
ours is the first study to evaluate equilibrium land-atmosphere coupling in an SCM fully 76 
coupled to a land surface model. Of particular interest in our exploration of RCE over 77 
land is the potential existence of multiple equilibria. For prescribed-SST conditions, the 78 
RCE state is uniquely determined by the SST and radiative forcing, i.e., in the absence 79 
of energy exchange through the surface (and associated advective transport), the 80 
isolated, fixed SST RCE system possesses a unique equilibrium solution (Hilbert 1912; 81 
Tompkins and Craig 1998b; Renno 1997), with the ocean acting as both a thermostat 82 
and an infinite water source. On the other hand, Renno (1997) and Tompkins (2001a,b) 83 
showed that introduction of a surface hydrologic cycle through a swamp ocean, in which 84 
the surface temperature is interactively determined through the balance of surface 85 
fluxes assuming zero soil heat capacity, permits the existence of multiple equilibria. 86 
Even if multiple equilibria are not realized in the real climate system, e.g., because of 87 
the presence of internal variability or seasonal evolution, they may nonetheless provide 88 
insights regarding the evolution of the coupled land-atmosphere system. 89 
Over land the existence of multiple equilibria has been explored in the context of 90 
land-atmosphere feedbacks. For instance, large-scale continental recycling forced by 91 
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stochastic advection exhibits two distinct equilibria comprising dry and moist surface 92 
states (Rodrıǵuez-Iturbe et al. 1991a,b; Entekhabi et al. 1992). Land and boundary-93 
layer interactions can also induce bimodality in the surface Bowen ratio (Entekhabi and 94 
Brubaker 1995; Brubaker and Entekhabi 1995). Similarly, Wang and Eltahir (2000) 95 
demonstrated the emergence of multiple equilibria in simulations of the West African 96 
climate including biosphere-atmosphere interactions. The Global Land Atmosphere 97 
Coupling Experiment (GLACE; Koster et al. 2004) suggests the existence of land-98 
atmosphere coupling hotspots, which typically occur in the transition zones between 99 
arid and humid regions. The physical mechanisms that produce such hotspots are still 100 
not completely understood, although some progress has been made using some 101 
simplified analysis of the land surface coupled to the atmosphere (e.g. Guo et al. 2006; 102 
Koster et al. 2006; DelSole et al. 2009, Lintner et al. 2013). Recently, Aleina et al. 103 
(2013) demonstrated the emergence of multiple equilibria (desert or forest) for a toy 104 
model of a planet when interactive vegetation is included. 105 
Apart from the GCM-based analyses of GLACE, most studies of the feedbacks of 106 
soil moisture and precipitation over land have been performed over relatively short time 107 
scales from one to several days (Hohenegger et al. 2009; Seneviratne et al. 2010; 108 
Gentine et al. 2013), or by aggregating diurnal-scale processes over the summer 109 
season (D’Odorico and Porporato 2004; Findell et al. 2011). A key challenge for the 110 
analysis of observations and complex GCMs is that weather and climate variability may 111 
overwhelm or otherwise mask signatures of land-atmosphere coupling (Phillips and 112 
Klein 2014). Thus, we believe that analyses performed using idealized frameworks such 113 
as the model considered here can stimulate improved understanding of long-term 114 
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(seasonal, annual) land-atmosphere interactions: what such analyses may lack in terms 115 
of realism is leveraged against the ease and transparency of diagnosis. 116 
The paper is structured as follows. Section 2 provides an overview of the 117 
Laboratoire de Meteorologie Dynamique (LMD) General Circulation Model (LMDZ5B) 118 
SCM used in this study and the experimental setup employed to obtain RCE solutions 119 
over land. In section 3, we document the existence of multiple equilibria in a set of 120 
experiments in which we vary latitude, total (soil plus atmosphere) moisture content, 121 
and initial soil temperature, while Section 4 provides a more in-depth analysis of the 122 
RCE solutions and how these relate to land surface, cloud-radiative, and convective 123 
processes in the model. In section 5, we present the results of sensitivity experiments to 124 
assess how the diurnal cycle of radiation and cloud radiative feedbacks impact the 125 
existence of multiple equilibria. The final section summarizes the key findings of this 126 
study and discusses some implications of land region RCE for interpreting land region 127 
climate. 128 
2. Model description and setup: 129 
2.1. Model description: 130 
2.1.1. Atmosphere 131 
We use the SCM version of the LMDZ5B GCM developed by the Laboratoire de 132 
Meteorologie Dynamique (Hourdin et al. 2012). LMDZ5B has been used to perform 133 
climate simulations for the IPCC 5th assessment report. Here we give a brief description 134 
of the model; the reader is referred to Hourdin et al. (2012) for a more extensive 135 
discussion. 136 
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The model has 39 nonuniformly-spaced levels in the vertical. The first grid point 137 
is at 35 m, with 8 grid-points distributed in the first kilometer. Between 1 and 20 km, the 138 
mean vertical resolution is 800 m and the model top is located at 40 km. Separate 139 
parameterizations of shallow and deep convection are included. For shallow convection, 140 
the eddy diffusive scheme of Mellor and Yamada (1994) is combined with a mass-flux 141 
representation of boundary-layer thermals (Hourdin et al. 2002; Rio and Hourdin 2008; 142 
Rio et al. 2010) to account for, respectively, turbulence in the surface and inversion 143 
layers, and non-local convective transport induced by boundary layer coherent 144 
structures. Thermals are represented using a bulk entraining-detraining plume approach 145 
(Simpson and Wiggert 1969; Betts 1973) to compute the properties of a mean 146 
characteristic thermal representing the dry and cloudy (if saturation level is reached) 147 
boundary-layer thermals present in a model grid-cell. The plume model diagnoses the 148 
heights of cumulus base and top, as well as the vertical profiles of the plume vertical 149 
velocity, thermodynamic properties and fractional coverage, through the vertical 150 
evolution of mass flux.  151 
Emanuel’s deep convection scheme (Emanuel 1991) is added to this scheme for 152 
the treatment of precipitating-deep convection. The scheme has been modified by 153 
Grandpeix and Phillips (2004) to improve the sensitivity of the simulated deep 154 
convection to tropospheric relative humidity (Derbyshire et al. 2004). The triggering 155 
criterion of deep convection is based on the concept of available lifting energy (ALE) 156 
provided by boundary-layer thermals: deep convection is triggered whenever ALE 157 
overcomes the convective inhibition (CIN). A cold pool (or wake) parameterization has 158 
also been added to Emanuel’s scheme with cold pools fed by the unsaturated 159 
8 
downdrafts resulting from rain re-evaporation (Betts 1976; Tompkins 2001b) outside the 160 
cloud. These cold pools also provide updraft lifting energy that may re-trigger deep 161 
convection by exceeding the CIN (Tompkins 2001b). The closure follows Grandpeix and 162 
Lafore (2010) and relates the cloud-base mass flux to the available lifting power (ALP) 163 
provided by subcloud processes, CIN, and the vertical velocity at the level of free 164 
convection (see details in Grandpeix et al. 2010; Grandpeix and Lafore 2010). 165 
In the LMDZ GCM, precipitation is divided into (1) a convective part, generated 166 
by Emanuel’s convection scheme (i.e. cumulonimbus clouds); and a (2) stratiform part, 167 
generated by (i) large-scale condensation related to a grid-scale ascent, (ii) boundary-168 
layer thermal plumes related to cumulus clouds and (iii) turbulent diffusion related to 169 
fog.  However since there is no large-scale ascent in the present RCE SCM framework, 170 
clouds and precipitation are completely determined by the parameterized subgrid-scale 171 
processes, i.e. turbulence, shallow convection and deep convection. The radiation 172 
scheme (Morcrette 1991) fully interacts with clouds and other components of the 173 
atmosphere. In LMDZ5B, maximum cloud overlapping is applied to compute radiative 174 
forcing when adjacent layers are cloudy, as for cumulus clouds, whereas the random 175 
overlapping is applied when two cloudy layers are separated by at least one clear layer, 176 
as for stratiform clouds.    177 
For both stratiform and convective clouds, cloud cover is computed following a 178 
statistical cloud scheme with a log-normal probability density function, representing the 179 
subgrid-scale variability of total water content (Bony and Emanuel 2001). In this 180 
scheme, the in-cloud water content qinc, condensed water qc and cloud fraction are 181 
deduced from the distribution and average saturation of specific humidity. In the current 182 
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standard version of LMDZ5B, ice thermodynamics is not taken into account in the deep 183 
convection scheme. Inclusion of ice increases the cold pool intensity and thereby 184 
strengthens deep convection via the ALP closure, although this has been found to have 185 
little effect on upper level heating rates.  186 
2.1.2. Soil Model 187 
The soil model uses a diffusion scheme for heat propagation, assuming a 188 
diffusivity of 1.06 x 10-6  m2 s-1. A zero ground heat flux condition is imposed at infinite 189 
depth. The dynamics of soil water content Qsoil is represented with a simple bucket 190 
model (Manabe, 1969, Koster and Suarez 1994), and includes precipitation, 191 
evaporation and runoff generation. A soil saturation threshold is prescribed at Qmax 192 
=1.5m, above which the excess of water is removed completely via runoff. Under these 193 
conditions,  total water content of the land-atmosphere system, Qtot = Qsoil + W , where 194 
W is precipitable water, is no longer conserved.  However, in our experiments, Qmax is set 195 
to a sufficiently large value (1.5m) to avoid runoff and therefore non-conservation. 196 
Physically Qmax corresponds to an effective rooting depth (Rodrıǵuez-Iturbe et al. 1999; 197 
Laio et al. 2001) although the model contains no explicit representation of vegetation. 198 
The surface albedo is taken as α=0.19. Although this highly reduced soil model may 199 
affect the coupling between the soil and the atmosphere, we show below that the 200 
simplified system still permits nonlinearities and multiple equilibria. 201 
2.1.3. Surface Fluxes 202 
Sensible heat flux and evaporation are computed via bulk formulations: 203 
φsens = ρV0Cd ,vCd ,h (Ts −T1)  and Evap = β Epot  with Epot  the potential evaporation computed 204 
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as Epot = ρV0Cd ,vCd ,h (qsat ,Ts − q1)  and β the evapotranspiration coefficient reflecting linear 205 
soil moisture stress. Here, ρ=1.17 kg/m3 is the surface air density, V0 is the first level 206 
wind speed, Cd,v the neutral drag coefficient for a land surface, Cd,h the stability 207 
correction based on the local Richardson number (see Hourdin et al. 2012), Cp=1004 J  208 
K-1 kg-1 is the dry air heat capacity, Ts the surface skin temperature, T1 the first 209 
atmospheric layer temperature, qsat ,Ts  the saturation specific humidity at the surface, and 210 
q1 the first layer specific humidity.  β varies linearly between 0 and 1 for soil moisture 211 
content between Qsoil and Qmax/2 and saturates at β=1 for Qsoil > Qmax/2. This 212 
relationship actually mimics idealized vegetation, for which stomatal opening depends 213 
quasi-linearly on soil moisture up to a maximum value (saturation) (Porporato et al. 214 
2001). If Qsoil > Qmax, runoff is generated to maintain Qsoil = Qmax (see previous 215 
subsection).   216 
2.2. Methodology: 217 
The LMDZ5B SCM is integrated for 10 years with a time step Δt = 450 s, LMDZ 218 
standard time step used for CMIP5 simulations. An initial atmospheric profile (extracted 219 
from the First ISCCP Regional Experiment - FIRE - campaign, see Cox et al. 1987) is 220 
prescribed, as well as initial, vertically uniform, ground temperature T0  and soil moisture 221 
Q0. The RCE framework is applied without large-scale velocity or tendencies, as in most 222 
prior studies of oceanic RCE. A diurnal cycle of incoming solar radiation is imposed at 223 
TOA, corresponding to the annual mean value at the prescribed latitude. The model 224 
computes a residual surface wind, driven by convective-scale motions, that maintains 225 
consistent surface fluxes. Over oceanic surfaces, some surface wind must be included 226 
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to ensure heat and moisture transfer; indeed, surface wind provides the mechanical 227 
forcing (forced convection) that critically contributes to surface fluxes over oceans. Over 228 
land, however, daytime heating of the surface provides surface buoyancy instability 229 
(free convection) that thermally drives surface energy exchanges. Thus, surface wind is 230 
much less critical over lands than over the ocean. In section 5, we perform a sensitivity 231 
analysis on the impact of relaxing the atmosphere toward a nonzero geostrophic wind 232 
and found that it does not modify the conclusions reached here.  233 
The sensitivity experiments discussed in the following sections consider changes 234 
in (i) latitude, λ; (ii) total water content, Qtot; and (iii) initial ground temperature, T0. Note 235 
that variation of total water content is performed by varying the initial soil water content 236 
Q0 while maintaining the same initial precipitable water W0 = 25 kg/m². 237 
2.3. Characteristics of the baseline LMDZ5B RCE state: 238 
We run the model for the following baseline conditions: λ=35°, T0=300K, Qtot = 40 239 
mm (i.e. Q0 = 15 mm). When the soil-atmosphere system reaches TOA radiative 240 
equilibrium, a diurnal-mean equilibrium surface temperature is reached. The system 241 
may require several years to achieve equilibrium because of the large soil depth and its 242 
corresponding thermal inertia. In this study, we assume that 10 years is a sufficiently 243 
long period for the soil to approximately equilibrate with the atmosphere, i.e. with an 244 
imbalance inferior to 4 W/m².  245 
The atmosphere is in RCE when the net atmospheric radiative cooling balances 246 
the net convective heating. In fact, an atmospheric equilibrium is reached within a few 247 
weeks (see Fig 1a) and thereafter holds throughout most of the simulation. Indeed, the 248 
daily-averaged time series of the radiative cooling (Qrad) and convective heating (Qcon) 249 
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profile nearly balance each other. The time scale of convection (few hours) is much 250 
shorter than the radiative time scale (around 40 days), so any fluctuation in the surface 251 
energy or TOA radiation budgets is rapidly eliminated by convection (Cronin and 252 
Emanuel, 2013). Consequently, on daily timescales the integrated atmospheric energy 253 
budget is zero in all simulations at equilibrium, as depicted by the solid line in Fig 1b. In 254 
other words, RCE guarantees the same net energy flux at the surface and at TOA since 255 
there is no energy accumulation in the atmosphere. Consequently, the dashed line in 256 
Fig 1b not only represents the net energy flux but also the net energy flux at TOA. 257 
Periods where the two curves are superimposed in Fig 1b correspond to periods where 258 
the atmospheric energy loss (gain) corresponds to a similar energy gain (loss) for the 259 
soil. However, because of its large depth, the soil requires some time to balance 260 
atmospheric perturbations and the whole soil-atmosphere system may not be at 261 
equilibrium. For example, in simulation year 1984, the atmosphere experiences a strong 262 
perturbation that induces a departure from the preceding RCE state. This large 263 
atmospheric fluctuation drives a soil response at longer timescales through a surface 264 
temperature increase (see Fig 1c). Again before the final stable RCE is reached, the 265 
entire land-atmosphere system may be out of equilibrium as the soil column adjusts. In 266 
this unstable regime, the inherent system internal variability can generate jumps from 267 
one equilibrium state to another one. Hence, the system can pass through different 268 
equilibria states before reaching its final steady RCE solution. Hereafter, we only 269 
consider the RCE state reached after 10 years of simulation (assuming it is close 270 
enough to the final RCE).   271 
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Fig 2 depicts the diurnal course of energy fluxes for the control run (CTL). The 272 
bucket soil model (bucket) used in the LMDZ5B SCM may be compared with a slab 273 
ocean model with a small heat capacity, which allows diurnal variations in surface 274 
temperature, but with a larger Bowen ratio and limited water holding capacity. Because 275 
of the small thermal soil inertia the system oscillates around the equilibrium state on 276 
daily timescales (see Fig 2a).  277 
As already seen in Fig 1, the surface and TOA energy budgets are close to zero 278 
in the baseline simulation. The RCE over a land surface reaches a steady periodic 279 
regime, in which the diurnal solar forcing drives a periodic response of the land-280 
atmosphere system, both in terms of surface temperature and precipitation as seen in 281 
Fig 2a and Fig 2b. At equilibrium, surface temperature and precipitation exhibit very little 282 
day-to-day variability (not shown). The diurnal cycle of Ts  exhibits a 1- to 2-hour lag 283 
with respect to solar forcing, which is characteristic of land surfaces for which the 284 
maximum is typically reached between 1300 LT and 1600 LT (Gentine et al. 2010). 285 
Regarding precipitation, prior studies have documented the presence of an afternoon 286 
peak in land region precipitation, especially in the tropics, in observations and CRMs 287 
(e.g. Bechtold et al. 2004; Guichard et al. 2004; Dai 2006; Rio et al. 2009, 2012). Thus, 288 
the land region RCE in the LMDZ5B SCM produces consistent diurnal cycle phasing 289 
relative to observations and high-resolution models. 290 
After 10 years of simulation, RCE applies to daily averages. Fig 2c demonstrates 291 
that the subdaily (hourly) behavior deviates from RCE. The maximum soil heating 292 
occurs early in the morning, when turbulent fluxes are relatively weak and cannot 293 
dissipate much of the radiative input; rather, most of the heating at this time is 294 
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dissipated as ground heat flux (Gentine et al. 2011; 2012). In terms of hydrologic cycle, 295 
the daily-averaged precipitation and evaporation balance each other with surface 296 
precipitation rates across the suite of simulations ranging from one to three 297 
mm/day  (discussed below).  298 
Fig 2d depicts the diurnal evolution of radiative and convective heating integrated 299 
over the atmospheric column. Convective heating exhibits a strong diurnal cycle 300 
imposed by the large-amplitude diurnal variations in surface turbulent heat fluxes. The 301 
net radiative energy budget of the atmosphere is positive between 9 and 15 LT because 302 
of the large shortwave absorption. Diurnal variations in longwave tendencies are an 303 
order of magnitude smaller than the shortwave ones. Continental RCE is thus achieved 304 
for daily averages: the atmosphere experiences a net heating during daylight hours 305 
compensated by an equivalent net cooling at night. This is a key difference with a 306 
prescribed-SST framework over the ocean, in which the fixed SST ensures a permanent 307 
energy balance (i.e. verified at each instant), with continuous precipitation. The large 308 
diurnal cycle over land surfaces, induced by the low continental heat capacity compared 309 
to the ocean, provides increased surface variability compared to the oceanic case with 310 
prescribed SST. Even at equilibrium there can be substantial subdiurnal changes in 311 
surface temperature, boundary layer depth, cloud cover, and convection, which can 312 
respond nonlinearly to the diurnal course of radiation. This added variability appears to 313 
play a role in determining the equilibrium states (Rodriguez-Iturbe et al. 1991), as will be 314 
seen in section 5. The addition of the surface hydrological cycle, which limits the 315 
amount of available water at the surface, also increases the system’s degrees of 316 
freedom compared to the prescribed-SST RCE. The energy in the system is thus 317 
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controlled by the latitude (and prescribed planetary albedo), and the hydrologic cycle is 318 
constrained by the initial total water content Q0. 319 
3.     Existence of multiple equilibria 320 
The sensitivity of RCE to changes in solar forcing, total moisture and initial 321 
surface temperature is investigated by modifying three parameters: the latitude λ, the 322 
total water content Qtot, through specification of initial soil water content Q0, and initial 323 
ground temperature T0. Each pair of latitude and total water contents may be viewed as 324 
distinct climatological conditions.  λ ranges from 30° to 40° in increments of 2.5°. As we 325 
will see in the following, this range is sufficient to cover the entire spectrum of possible 326 
RCE states. The initial Q0 ranges from 5 mm to 45 mm in increments of 10 mm, or 327 
equivalently, Qtot  , ranges from 30 mm to 70 mm. For each of the 25 climate states, the 328 
LMDZ5B SCM is initialized with one of 5 values of T0  ranging from 280 K to 320 K with 329 
an increment of 10 K, giving a total of 125, 10-year simulations.  Note that all other 330 
model parameters are set to the baseline values. In what follows, we describe each 331 
simulation’s final state by its mean equilibrium surface temperature (K) and soil water 332 
content (mm). For some latitude and total water content pairs, distinct final states are 333 
obtained with different initial ground temperatures. Thus, the coupled soil-atmosphere 334 
system exhibits multiple equilibria (see next section). 335 
Fig. 3 provides an overview of the RCE combinations for the different λ, T0, and 336 
Q0. Before discussing the sensitivity analysis, we point out that a strong negative 337 
correlation exists between equilibrium soil surface temperature Ts and soil moisture 338 
content Qsoil. In the simplified bucket land surface hydrology the evapotranspiration 339 
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efficiency β increases linearly with soil moisture (see section 2.1.2.). Low Qsoil generates 340 
low evaporation, so most of the net radiative heating at the surface must be balanced by 341 
sensible heat flux (or ground heat flux). On the other hand, latent heat release is a more 342 
efficient heat transfer mechanism than other heat fluxes at medium to high temperature 343 
(Bateni and Entekhabi 2012). For low soil moisture, surface temperature quickly rises 344 
since the available cooling mechanisms are not efficient.  Such behavior is well known 345 
for the daily variations of surface skin temperature and is used as an indicator of water 346 
stress (Bastiaanssen et al. 1998; Castelli et al. 1999; Boulet et al. 2007).  347 
No multiple equilibria are seen at either high (λ = 40°) or low (λ = 30°) latitudes. 348 
For these latitudes, the RCE is either “warm and dry surface” (see Fig 3 red symbols) or 349 
“cool and wet surface” (Fig 3 blue symbols).  The warm-dry RCE corresponds to a high 350 
surface temperature associated with a nearly dry soil (Qsoil < 5 mm), while the cool-wet 351 
RCE corresponds to a low surface temperature associated with a high soil water 352 
content and low precipitable water  (W ~ 5 mm). The warm and cool RCE equilibria can 353 
be found at all latitudes and total water contents. In other words, for any latitude and 354 
total water content, there is at least one T0  that can lead to a warm-dry or a cool-wet 355 
solution. However, the warm-dry and cool-wet solutions can exhibit different surface 356 
temperatures depending on the solar forcing and water availability.   357 
As seen in Figure 4 as an example, for Q0 = 5 mm (i.e. Qtot = 30mm) increasing 358 
latitude (i) favors cool solutions and (ii) leads to a monotonic decrease of final soil 359 
temperature for both warm and cool solutions. Moreover, the sensitivity of the 360 
equilibrium solution to a change in latitude is more pronounced for warm solutions. 361 
Indeed, the final Ts ranges from 274 K to 278 K for the cool states, whereas it ranges 362 
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from 296 K to 306 K for the warm solutions. Sensitivity to Q0 is nontrivial: at the extreme 363 
latitudes, the warm RCE state (λ = 30°) is dependent on total available moisture while 364 
the cool state (λ = 40°) is not. From Fig 3a, it is clear that the warm states become 365 
warmer with increasing Qtot  at low latitudes.  At 30° (Fig 3a), Ts increases from 306 K to 366 
316 K with Qtot  increasing from 30 to 70 mm. However, at high latitudes (see Fig 3e) Ts  367 
decreases from 274 K to 272 K with Qtot  increasing from 30 mm to 70 mm. Thus, at 30° 368 
the final state is “water-limited”:  incoming radiation is large and generates large surface 369 
evaporation so that the soil is effectively desiccated. Increasing Qtot  similarly increases 370 
precipitable water, which in turn leads to a strong water vapor greenhouse effect 371 
causing Ts  to increase. At high latitudes (λ = 40°) nearly all available water in the 372 
system resides in the soil, leaving the atmosphere nearly devoid of moisture. This 373 
corresponds to an “energy-limited” regime: TOA incoming insolation is insufficient to 374 
generate substantial surface evaporation (or latent heat release). However, since β is 375 
an increasing function of Qsoil, Qsoil increases evaporation, which ultimately increases 376 
precipitable water. Under cold conditions, the humidity profile is very close to saturation; 377 
hence, even a small increase of precipitable water induces more low-level clouds, which 378 
reduces incoming surface shortwave radiation and results in a (small) decrease of Ts.  379 
To summarize, the sensitivity of RCE states to changes in total water content is: 380 
(i) of opposing sign for high and low latitudes, and (ii) of larger magnitude at low 381 
latitudes. Such differential sensitivity can be explained through distinct responses of the 382 
atmospheric radiative properties to changes in precipitable water. Low incoming 383 
radiation induces cold conditions and high relative humidity, which strengthens low-level 384 
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cloud cover and cloud optical thickness. High incoming radiation induces warm 385 
conditions associated with increased precipitable water.    386 
Apart from the extreme latitudes, intermediate solutions (Fig 3 green symbols) 387 
and multiple equilibria are found to occur at all other latitudes considered (see Fig 3b,c 388 
and d). These intermediate RCE states are associated with water being more equitably 389 
partitioned between the soil and the atmosphere (Qsoil > 5 mm and W > 5 mm). In these 390 
experiments, the multiple equilibria appear to be either bimodal or trimodal. For 391 
intermediate latitudes, there is an optimum range of Qtot that favors multimodal solutions 392 
and the intermediate RCE states. Fig 3 shows that, for Qtot = 30 mm (i.e Q0 = 5 mm), it 393 
is not possible to reach an intermediate RCE state for any of the latitudes considered 394 
(i.e., green symbols are absent). Only warm and cool equilibria are present for 395 
intermediate latitudes. Low values of Qtot appear to favor bimodality (warm and cool 396 
states) rather than multimodality (warm,  intermediate and cool).  At large total water 397 
content, Qtot = 70 mm, the multiple equilibria disappear (see Fig 3d), as the model tends 398 
to a cool RCE state regardless of the initial condition. In conclusion, we note here an 399 
“optimum” range of λ (energy) and Qtot (water) values that allow intermediate states with 400 
neither a completely dry, desert-like, nor fully wet, swamp-like, surface. This range 401 
corresponds to a regime that is neither “energy-limited” (in terms of solar radiation) nor 402 
“water-limited” (in terms of total water content).  Within this range, the coupled land-403 
atmosphere SCM system exhibits multimodal RCE states. 404 
4. Investigation of equilibria states (dry, wet and intermediate): 405 
Sensitivity to latitude and the role of clouds 406 
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4.1. Diagnosis of RCE state dependence on latitude: 407 
To understand the characteristics of the RCE states, including the genesis of 408 
multiple equilibria, we consider here how the system evolves toward these states at 409 
different latitudes.  To do so, we focus on the simulations with Qtot = 60 mm and T0 = 410 
280K.  From Fig 3, we note that this set of conditions gives the range of RCE states— 411 
warm, cool and intermediate—over 30° to 40°. 412 
Fig 5 depicts 10-day moving averages of the time series of surface temperature, 413 
soil water content, precipitation and precipitable water at each latitude. For all latitudes 414 
except 30° these variables reach a steady state after ~1 year.  On the other hand, for 415 
λ  = 30° there is a transient regime comparable to the one observed in Fig 1. The 416 
coupled land-atmosphere system exhibits large, quasi-periodic, oscillations at the 417 
monthly time scale (rather than the single big jump observed in Fig 1a) during the first 418 
half of the simulation and then smoothly converges towards its stable solution. The 419 
coupled land-atmosphere system is capable of producing internal variability that can 420 
cause transitions from one equilibrium state to another one. Fig 5 also shows that the 421 
nontrivial latitude dependence of these variables.  The warm (λ =30°) and cool solutions 422 
(λ = 37.5° and 40°) are clearly distinguishable, whereas the two intermediate RCE 423 
states (λ = 32.5° and λ = 35°) are quite close to each other, with equilibrium surface 424 
temperatures of 297.5 K and 295 K for λ = 32.5° and λ = 35°, respectively.  425 
The (surface) precipitation rate provides an indication of the intensity of the 426 
hydrologic cycle at equilibrium:  it is equal to the surface evapotranspiration when RCE 427 
is reached. The latitude dependence of surface precipitation is not only nonlinear but 428 
also non-monotonic, as it increases from a minimum value λ = 30° (1.2 mm/day) to a 429 
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peak value at λ = 32.5° (~2.85 mm/day) and then decreases toward higher latitudes.  In 430 
the next subsection, we present and discuss mean vertical profiles at equilibrium to 431 
elucidate the behavior of precipitation with latitude.  432 
4.2. Mean Vertical profiles: 433 
Mean vertical profiles of heating tendencies, relative humidity, and precipitation 434 
averaged over the last three months of the simulation are depicted in Fig 6. The heating 435 
tendencies (Fig 6a) elucidate some important characteristics of the RCE states, 436 
including the strength and depth of convection. RCE is found to hold at essentially every 437 
point in the vertical, as, on average, turbulent diffusion, shallow and deep convection 438 
heating compensates radiative cooling at each level. It is interesting to point out that 439 
some RCE solutions manifest similar column-integrated tendencies but with very 440 
different vertical heating profiles. Consequently, a continental RCE state is better 441 
defined by its surface temperature and soil moisture (or precipitable water) state, rather 442 
than by its column-integrated radiative cooling (or convective heating). According to Fig 443 
6a, the principal differences in the radiative heating vertical distribution among the 444 
different equilibria, and thus in the convective heating profiles, are readily seen in the 445 
vertical extent of the radiative convective instability, with both convection height and 446 
strength decreasing with latitude. For the cool-wet and warm-dry cases, the respective 447 
convection heights are ~ 300 hPa and ~ 150 hPa. This result is consistent with the 448 
monotonic decrease of the average surface temperature with latitude, which exerts a 449 
strong control on convection depth via control of the moist adiabatic temperature profile 450 
(Larsson & Hartmann, 2005). Larsson and Hartmann (2005) argue that the altitude at 451 
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which radiative cooling drops to zero determines the anvil top, i.e. the cloud top 452 
detrainment zone.  453 
Apart from the overall profile vertical extent, the largest heating tendency 454 
differences across the latitude range occur around the 750 hPa level and near the 455 
surface. At 37.5° and 40°, a peak in net radiative cooling is present at 600 hPa and is 456 
associated with net radiative heating immediately below. This radiative heating dipole is 457 
not present at the other latitudes.  For λ = 35° and 37.5°, intense radiative cooling 458 
occurs in the lowermost atmospheric layer. In subsection 4.3, we demonstrate that 459 
these features in the radiative heating profiles are related to the vertical distribution of 460 
cloudiness.  461 
The mean vertical profiles of relative humidity (Fig 6b) and precipitation (Fig 6c) 462 
are also useful for distinguishing RCE states, as they clearly show daily-mean boundary 463 
layer depth, cloud top, and levels of rainfall generation and re-evaporation. Starting from 464 
the surface, the first peak in relative humidity indicates the daily-mean boundary layer 465 
depth, or the daily-mean cloud base, while the second peak indicates the daily-mean 466 
cloud top. At λ = 30°, the boundary layer is significantly drier and higher than in other 467 
cases because of both the large surface sensible heat flux and boundary layer top dry 468 
air entrainment. Rain re-evaporation in the subcloud layer is, in turn, dramatically 469 
increased (Fig 6c, red curve). Consideration of the vertical profiles of precipitation points 470 
to the source of the maximum surface rain simulated λ = 32.5°. In particular, the vertical 471 
structure suggests a tradeoff between convection maximum strength and rain re-472 
evaporation beneath cloud base. With increasing insolation, the vertical profile of 473 
convective heating shifts upward and strengthens. Thus, the maximum rain rate rises 474 
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monotonically from ~ 1.7 mm/day at 750 hPa for λ = 40°  to ~ 4.7 mm/day at 600 hPa 475 
for λ = 30 ° (see Fig 6c). On the other hand, rain re-evaporation increases as the cloud 476 
base rises. Thus, for the warmest case, the rain rate decreases from 4.7 mm/day at 600 477 
hPa to 1.2 mm/day at the surface. In summary, convection strengthens as latitude 478 
decreases but boundary layer deepening and drying enhances evaporative cooling in 479 
the lower atmosphere. This strong evaporative cooling fuels very intense unsaturated 480 
downdrafts that spread at the surface as density currents (not shown). 481 
In the cool cases (λ = 37.5° and λ = 40°) relative humidity is larger although there 482 
is much less precipitable water than in other cases (see Fig 5). From the surface to the 483 
cumulonimbus top, relative humidity always exceeds 50% because the atmosphere is 484 
so cold that the partial pressure of saturation is low. Intermediate solutions (λ = 32.5° 485 
and  λ = 35°) exhibit very similar vertical profiles of relative humidity and precipitation, 486 
with little difference in the convection depth.  487 
The three families of continental RCE states thus exhibit very distinct vertical 488 
profiles. Each one of the preferred states seems to correspond to a particular vertical 489 
structure of the atmosphere. The next subsection investigates the role of clouds in the 490 
establishment of these three families of solutions.  491 
4.3. Cloud cover 492 
The mean diurnal cycle of the vertical distribution of cloud fraction at equilibrium 493 
are displayed in Fig 7. Total cloud cover, especially low-level cloud over, increases with 494 
latitude. Oppositely, cloud top decreases with latitude, in agreement with the decreasing 495 
vertical extent of moist convection. During the daytime, cloud amount is also maximized 496 
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because of moist convection. More importantly, cloud fractions clearly reveal the 3 497 
different RCE types: warm, intermediate and cool.   498 
In the warm case (λ = 30°, Fig 7a) cloud amount is low. Cumulus cloud base 499 
rises from 800 hPa to 700 hPa from 1000 LT to 1400 LT, while cumulonimbus cloud top 500 
is located around 150 hPa and exhibits the strongest cloud fraction between 1300 LT 501 
and 1800 LT. In the LMDZ5B SCM, cumulus clouds are located at the detrainment zone 502 
of moist thermal plumes originating from the surface. When triggered, deep convection 503 
generates deep cumulonimbus that transports heat and moisture from the lower free 504 
troposphere to its top. In the model, the sudden disappearance of shallow cumuli 505 
synchronized with deep convection initiation is due to precipitation. Indeed, once deep 506 
convection is triggered, heavy rainfall and associated cold pools fed by unsaturated 507 
downdrafts tend to cool and stabilize the boundary layer (Tompkins 2001a,b; Grandpeix 508 
et al. 2010; Grandpeix and Lafore 2010). This stabilization likely accounts for the 509 
sudden disappearance of low-level clouds in the mid-afternoon, despite the fact that 510 
convective precipitation is still present. Then, the time lag between low- and high-level 511 
clouds illustrates the succession between shallow and deep convective regimes in all 512 
cases listed in Fig 7. However, we point to the shorter duration of convective events in 513 
the warm cases. In summary, two successive cloud layers characterize the warm RCE 514 
states: a cumulus layer followed by a cirrus layer collocated with the cumulonimbus 515 
cloud detrainment zone. They exert a net positive radiative forcing in the underlying 516 
atmosphere and at the surface (Bony et al. 2004; Bony and Dufresne 2005; Bony et al. 517 
2006). We shall notice the absence of mid-level clouds. This lack of mid-level clouds is 518 
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a long-standing issue in LMDZ as in many GCMs, which is related to the 519 
misrepresentation of congestus clouds.  520 
Intermediate states (λ =32.5° and λ =35°, Fig 7b and 7c) are characterized by the 521 
presence of three distinct cloud layers: (i) a high one at the anvil top, (ii) a low one, 522 
which corresponds to the development of a shallow cumulus layer prior to deep 523 
convective onset, and (iii) a third one just above the surface that corresponds to 524 
morning fog occurring between 0300 LT and 0900 LT. This foggy layer represents a 525 
distinct behavior from an oceanic boundary, since it is generated by rapid nocturnal 526 
cooling of the surface, which leads to the a low condensation point observed in Fig 6a 527 
(yellow and green curves) near the surface. This condensed layer is thus mostly 528 
induced by the diurnal evolution of the land surface energy budget and especially by its 529 
nighttime cooling, unlike stratocumuli over the ocean, which are induced by a 530 
combination of surface latent heat flux, a shallow boundary layer, and large-scale 531 
subsidence. This condensed layer plays a very important role in cooling the lower 532 
atmosphere by reflecting incoming sunlight. The layer delays sunlight surface heating 533 
and the morning deepening of the boundary layer, thereby modulating the entire diurnal 534 
cycle of convection. We shall notice that the absence of surface wind in our experiments 535 
favors the development and persistence of morning fog. In section 5 we evaluate the 536 
effect of wind on the RCE. At about 0900 LT, the fog disappears and shallow convection 537 
starts. Associated cumulus clouds develop until the deep convective onset, at around 538 
1500 LT. Deep convection activity lasts for about 6 hours.  539 
For cool RCE states (i.e. λ =37.5° and 40°, Fig 7d and 7e), the succession of 540 
shallow and deep regimes is less obvious. A permanent stratocumulus layer is present 541 
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at 750 hPa, which cools the lower atmosphere and strongly limits cumulus and 542 
cumulonimbus development. In the LMDZ5B SCM, this permanent cloud layer is 543 
collocated with turbulent motions associated with strong destabilization generated by 544 
cloud top radiative cooling. Indeed, this cloud layer is nearly opaque to both incoming 545 
shortwave radiation and outgoing longwave radiation (Wood 2012), explaining the 546 
strong radiative cooling peak near cloud top (750 hPa) observed in Fig 6a (light blue 547 
and blue curves). This dense cloud layer also traps longwave radiation in the lower 548 
atmosphere, leading to net radiative heating around 850 hPa (see Figure 5a). The 549 
second peak is located much higher, between 500 hPa and 250 hPa, and corresponds 550 
to the anvil cloud top. However, the cirrus radiative feedback is not sufficient to balance 551 
the strong surface cooling induced by the permanent stratocumulus layer.  552 
In summary, in the cool RCE state, the atmosphere is so cold that the low 553 
saturation partial pressure is associated with large relative humidity values. The high 554 
relative humidity in turn favors the presence of a permanent low-level cloud layer, which 555 
is nearly opaque to daytime shortwave radiation heating of the surface and ultimately 556 
maintains the system in a cold state. The system is then locked into a very stable 557 
regime. Analogous stable, cold, and cloudy states have been found in other studies 558 
using SCMs such as the CFMIP-GASS Intercomparison of LES and SCM models 559 
(CGILS) (Zhang et al. 2012), which sought to enhance understanding of the transition 560 
from stratocumulus to cumulus regimes. Brient (2011) found that adding stochastic 561 
noise to the vertical motion field greatly improves an SCM’s capacity to mimic the 562 
observed cloud cover vertical distribution. This suggests that maintaining a constant 563 
vertical wind velocity, as is the case here may favor “locked” cloudy regimes in SCMs. 564 
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4.4. Summary: 565 
To summarize the results, we have shown that the coupled land-atmosphere 566 
system supports multiple RCE states and can exhibit multiple equilibria based on the 567 
initial temperature of the system. The final equilibrium states fall into three main 568 
categories: i) cool and wet surface, ii) warm and dry surface, and ii) intermediate 569 
temperature and moisture regimes. Each state corresponds to a stable cloud regime. 570 
Clouds and their interaction with radiation are suspected to play a key role in the 571 
establishment and maintenance of these equilibrium states. Each type of RCE 572 
corresponds to a certain vertical and temporal distribution of cloudiness: a 2- layer 573 
(daytime cumulus and evening cirrus) configuration for warm RCEs, a 3-layer 574 
configuration (morning fog, daytime cumulus and evening cirrus) for intermediate RCEs, 575 
and a 3-layer configuration (permanent stratocumulus, daytime cumulus and evening 576 
cirrus) for cool RCEs. This result holds true for the 125 experiments conducted in 577 
section 3.   578 
5. Role of cloud radiative feedback on multiple equilibria 579 
The relative importance of clouds for the emergence of multiple equilibria is now 580 
evaluated. A sensitivity experiment for the range of T0 and Qtot values at λ=35° was 581 
performed without cloud radiative forcing, i.e. clouds were rendered transparent to both 582 
shortwave and longwave radiation. The RCE states for these sensitivity experiments are 583 
plotted in Fig 8. Removing the cloud radiative forcing eliminates multiple equilibria, at 584 
least for the conditions considered here. Moreover, none of the final states exhibits a 585 
warm-dry or a cool-wet RCE, rather, all final states are grouped around Ts = 300 K and 586 
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water is present in both the soil and atmosphere, as with the intermediate RCE states 587 
described above. Hence, Fig 8 strongly supports the hypothesis that cloud radiative 588 
forcing is a necessary condition for the presence of multiple equilibria. The continental 589 
RCE framework allows a diurnal cycle of surface temperature that naturally introduces 590 
some variability into the system. For instance, the presence of morning fog is 591 
determined by the minimum nighttime surface temperature. Hence, if an internal 592 
perturbation results in a drop in the minimum nocturnal temperature, the morning fog 593 
may appear and delay the surface and atmospheric heating, increasing the probability 594 
of obtaining a colder surface on the following day. Ultimately, the system may fall into a 595 
colder equilibrium. Such a feedback loop involving clouds and radiation is rendered 596 
possible by the presence of the large diurnal variations of surface temperature. In the 597 
following, we attempt to identify the main cloud types contributing to the simulated 598 
nonlinearities and multiple equilibria. 599 
We reproduce the sensitivity to latitude experiment conducted in Section 4 under 600 
four different configurations, in order to quantify the relative role of low (i.e. below 600 601 
hPa) and high (i.e over 600 hPa) clouds. The original (fully coupled clouds) experiment 602 
is compared with three other experiments in which: (i) all clouds are transparent to 603 
radiation (see Fig 9b: “no clouds” experiment); (ii) only low clouds interact with radiation 604 
(see Fig 9c: “low clouds only” experiment); and (iii) only high clouds interact with 605 
radiation (see Fig 9d: “high clouds only” experiment).  Since the “no-cloud” (Fig 9b) and 606 
“high-cloud only” (Fig 9d) experiments exhibit similar behaviors, we conclude that high-607 
clouds are not a leading-order source of nonlinearity. Indeed, the equilibrium surface 608 
temperature decreases linearly with latitude when only the high cloud radiative forcing is 609 
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retained (see Fig 9d). Compared to the “no-cloud” experiment (Fig 9b), high clouds 610 
significantly heat the atmosphere and the surface through their longwave greenhouse 611 
effect. Without the cloud radiative effect, equilibrium surface temperatures ranges from 612 
289 to 308K, whereas inclusion of high-cloud radiative forcing increases this range from 613 
292 to 313K.  614 
When only low-cloud radiative forcing is included, the system may be attracted 615 
toward multiple preferred states, similar to what was observed in Figs 5 and 9a. 616 
Therefore we conclude that, within the LMDZ5B SCM, low-level clouds are the main 617 
source of nonlinearity leading to multiple equilibria. Low-level clouds are already known 618 
to be a principal source of GCM spread (Bony et al. 2004; Bony and Dufresne 2005; 619 
Bony et al. 2006); here their importance is further emphasized over land regions 620 
through the prism of the RCE framework. Of course, since LMDZ5B SCM tends to 621 
underestimate mid-level clouds, as do many GCMs, this conclusion should be viewed 622 
with caution. Indeed, undersimulation of mid-level clouds may exaggerate the role of 623 
low-level clouds.   624 
Overall, these results underscore clouds as a critical component of the land-625 
atmosphere system’s nonlinearity, with the diurnal cycle enhancing the internal 626 
variability that allows the presence of multiple equilibria. In the presence of interactive 627 
clouds, the RCE states correspond to distinct cloud vertical distributions as depicted in 628 
Figure 7. Feedback pathways associated with convection, clouds and radiative cooling, 629 
may favor some convective regimes over others. That is, clouds strongly modulate the 630 
radiative cooling profiles with which the convective heating profiles must adjust to obtain 631 
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RCE.  In turn, vertical mixing of heat and moisture induced by moist convection 632 
ultimately leads to cloud formation, which affects radiation. 633 
We performed similar experiments with an SCM based on the version of the 634 
LMDZ GCM used for the 4th IPCC assessment (AR4) (Hourdin 2006) to check the 635 
model-dependency of the results (not shown). In this version, multiple equilibria were 636 
less common in the 30° to 40° range of latitudes, and fewer low clouds were observed 637 
in these simulations as well. Indeed, Hourdin (2006) pointed out that an important bias 638 
of the AR4 version of the LMDZ GCM was its inability to represent low-level cumulus 639 
and stratocumulus. The absence of parameterization for coherent boundary layer 640 
structures (thermals) in this model version likely accounts for the lack of simulated 641 
cumulus clouds. At first glance, these results imply that low-level clouds are necessary 642 
for obtaining multiple equilibria, although additional analysis are required to substantiate 643 
this. 644 
It is reasonable to consider how much the results presented here may depend on 645 
the details of the model configuration or the assumptions. Clearly, a comparison of 646 
multiple models would be useful in addressing some concerns about model 647 
dependence. Although a complete assessment regarding how model configuration or 648 
assumptions impact the results is beyond the scope of the current study, we reproduced 649 
the 125 experiments listed in section 3 with a wind forcing nudged toward a geostrophic 650 
value of 10 m/s, in order to study the effect of large-scale forcing on the final equilibrium 651 
of the system. The wind profile computation results from the interaction between 652 
horizontal wind and surface roughness, turbulence and thermals. Hence, we introduce 653 
an additional feedback loop into the system: the wind fully interacts with the SCM 654 
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boundary layer parameterizations (but not deep convection). The resulting wind profile 655 
is constant in the free troposphere (V = 10 m/s) and mimics the Ekman spiral in the 656 
boundary layer, with a parabolic decrease of the wind magnitude resulting in a surface 657 
wind V0 ~ 0.7 m/s.   658 
Fig 10 is the equivalent of Fig 8 with a geostrophic wind forcing. The main 659 
conclusion is that multiple equilibria still exist as long as cloud radiative feedback is 660 
retained. However the number of final equilibria is slightly reduced and the final states 661 
are distinct from the equilibria obtained without wind. In particular, the morning fog 662 
disappears because of the added mechanical forcing which increases surface exchange 663 
and boundary layer entrainment. The disappearance of fog in turn reduces the vertical 664 
degrees of freedom in the cloud distribution and therefore the number of final RCE 665 
states. When clouds are made transparent to radiation, the multiple equilibria again 666 
disappear, similar to the model behavior in the absence of geostrophic wind. Thus, the 667 
interaction between the geostrophic wind and boundary layer processes does not 668 
diminish the importance of clouds, and especially their radiative feedback, as the main 669 
source of internal variability. Finally, comparing Fig 8b with Fig 10b in the absence of 670 
cloud radiative feedback, we observe that the RCE states are very close whether or not 671 
geostrophic wind is present. Indeed, the unique final equilibrium temperature is nearly 672 
300 K in all cases, while soil water content is increased by ~ 5 mm with geostrophic 673 
wind forcing. This strongly suggests that wind influences the final states via cloud 674 
formation. In other words, when clouds are transparent to radiation, the wind stress 675 
does not considerably change the results, and more generally the wind-boundary layer 676 
feedback becomes of secondary importance. Overall, this experiment further supports 677 
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the key role of cloud-radiation interactions in generating internal variability in the 678 
coupled soil-atmosphere system.  679 
6. Summary and conclusions 680 
In this study we have examined the applicability of RCE over a land surface 681 
using a single column atmosphere version of the LMDZ GCM coupled to an idealized 682 
land surface model. Relative to its oceanic counterpart, the land system has a finite 683 
moisture capacity corresponding to the total water content in the soil and in the 684 
atmosphere since atmospheric transport and runoff are assumed to be zero, i.e. the 685 
hydrologic cycle is locally closed. Over the ranges of latitude and total water content 686 
explored, multiple equilibria can be obtained by varying initial soil temperature. Three 687 
classes of final RCE states are possible, namely: i) a hot state with a hot and dry 688 
surface and most of the system water content residing in the atmosphere; ii) an 689 
intermediate state with water partitioned between the soil and in the atmosphere; and iii) 690 
a cold state with a wet surface and nearly no moisture present in the atmosphere. 691 
By considering sensitivity experiments in which boundary layer diurnal cycle and 692 
cloud radiative forcing are disabled, we show how these are necessary for the 693 
occurrence of multiple equilibria in the LMDZ5B SCM and how they determine the 694 
characteristics of the final RCE states. In particular, low-level clouds and fog appear to 695 
play a key role in the presence of multiple equilibria. For low total water content 696 
conditions, the system is bimodal, while increasing total water content allows the 697 
emergence of the RCE states with water in both the soil and atmosphere. These 698 
intermediate states correspond to either two- or three-layer cloud fraction distributions. 699 
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In two-layer state, the succession of shallow and deep convection during daytime leads 700 
to cumulus and anvil clouds. In the three-layer state, morning fog develops before 701 
shallow convection onset. Above a threshold value for total water content multiple 702 
equilibria are no longer supported, and the system falls into a cold state. High relative 703 
humidity then favors the presence of a permanent, thick layer of low-level clouds. 704 
Outside of the latitude range emphasized here (30º-40º), all water evaporates from the 705 
surface (low latitude hot states), corresponding to a water-limited regime, or precipitates 706 
(high latitude cold states), corresponding to an energy-limited regime.  707 
For a model configuration in which low-level clouds are rendered transparent to 708 
radiation, the multiple equilibria disappear, which emphasize the key role of clouds and 709 
of their radiative feedbacks in the land-atmosphere system. Overall our results of the 710 
radiative convective equilibrium over land indicate that the cloud radiative feedback, 711 
interacting with the diurnal cycle of radiation, induces bifurcations in the land-712 
atmosphere system and therefore determines the equilibrium conditions in the land-713 
atmosphere system. 714 
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FIGURE CAPTION LIST: 908 
Fig 1:  Time-series of a) daily average integrated radiative cooling (blue) and convective 909 
heating (red), 10-day running mean b) atmospheric (solid) and soil (dashed) energy 910 
budget and c) surface temperature for the CTL run (λ = 35°, Qtot = 40 mm and T0 = 911 
300 K). 912 
Fig 2: Averaged diurnal cycle over the last three months of a) Surface temperature, b) 913 
Precipitation, c) atmosphere (black solid) and soil (black dashed) energy budget 914 
(black solid), turbulent fluxes (green), and solar forcing (red), d) vertically integrated 915 
convective (red) and radiative (blue) heating decomposed in its short wave (circle 916 
line) and long wave (dashed lines) components for the CTL run (λ = 35°, Qtot = 40 917 
mm and T0 = 300 K). 918 
Fig 3: Average surface temperature Ts (K) versus soil water content Qsoil (mm) (Qsoil  = Qtot - 919 
W) over the last three months at different latitudes, for initial soil water content Q0  = 920 
5 mm (circles), 15 mm (squares), 25 mm (triangles), 35 mm (diamonds) and 45 mm 921 
(stars). Grey arrows link the initial state to the final state. The “cool states” 922 
(maximum Qsoil  and minimum Ts) are highlighted in blue, the “warm states” (Qsoil  ~0 923 
and maximum Ts) in red, and the “intermediate states” in green (0< Qsoil  < Qmax  and 924 
Tmin < Ts < Tmax). The black squares indicate the points families owing to the same 925 
equilibrium state (or attractor). Multiple equilibria are present when a group of 926 
39 
arrows originating from the same horizontal line do not converge towards the same 927 
attractor. Green symbols that are not squared can correspond to RCE either (1) still 928 
not in a steady regime (i.e Net (TOA) different from zero) (2) or may be trapped into 929 
an intermediate RCE state that is (i) not shared by any other RCE of this set of 930 
experiment (e.g if differences in To are too large between two experiments), or (ii) 931 
unique.  932 
Fig 4:  Average surface temperature Ts (K) over the last three months at different latitudes, 933 
for initial soil water content Q0 = 5 mm and initial ground temperature T0 = 280 K 934 
(blue), T0 = 290 K (light blue), T0 = 300 K (green), T0 = 310 K (yellow) and T0 = 320 K 935 
(red). 936 
Fig 5: Time series of 10-day running mean a) surface temperature, b) soil water content, c) 937 
precipitation, and d) precipitable water for λ = 30° (red), 32.5° (yellow), 35° (green), 938 
37.5° (light blue) and 40° (blue). Initial ground temperature is T0 =280 K and total 939 
water is Qtot  =60 mm (i.e. initial Q0  = 35 mm). 940 
Fig 6: Mean vertical profile over the lasts three months of a) convective (solid) and radiative 941 
(dashed) heating, b) relative humidity and c) precipitation for λ = 30° (red), 32.5° 942 
(yellow), 35° (green), 37.5° (light blue), 40° (blue). Initial ground temperature is T0  943 
=280 K and total water is Qtot  =60 mm (i.e. initial is Q0  = 35 mm). 944 
Fig 7: Mean diurnal cycle of the cloud fraction over the last three months at different 945 
latitudes. Initial ground temperature is T0  =280 K and total water is Qtot  =60 mm 946 
(i.e. initial Q0  = 35 mm). 947 
Fig 8: Average surface temperature Ts (K) versus soil water content Qsoil (mm) (Qsoil = Qtot - 948 
W) over the last three months a) with fully interactive clouds and b) without cloud 949 
40 
radiative effect, for initial soil water content Q0  = 5 mm (circles), 15 mm (squares), 950 
25 mm (triangles), 35 mm (diamonds) and 45 mm (stars).  Grey arrows link the 951 
initial state to the final state. The “cool states” (maximum Qsoil  and minimum Ts) are 952 
highlighted in blue and the “warm states” (Qsoil ~0 and maximum Ts) are highlighted 953 
in red and “intermediate states” in green (0< Qsoil < Qmax and Tmin < Ts < Tmax). The 954 
black squares indicate the points families owing to the same equilibrium state (or 955 
attractor). Multiple equilibria are present when a group of arrows originating from the 956 
same horizontal line do not converge towards the same attractor. Green symbols 957 
that are not squared can correspond to RCE either (1) still not in a steady regime 958 
(i.e. Net TOA different from zero) (2) or may be trapped into an intermediate RCE 959 
state that is (i) not shared by any other RCE of this set of experiment (e.g. if 960 
differences in T0 are too large between two experiments), or (ii) unique.  Latitude is 961 
prescribed at 35°. 962 
Fig 9: Time series of 10-day running mean surface temperature for λ = 30° (red), 32.5° 963 
(yellow), 35° (green), 37.5° (light blue) and 40° (blue) with a) fully interactive clouds, 964 
b) without cloud radiative effect, c) only with low clouds (P < 600 hPa) radiative 965 
effect, and d) only high clouds (P > 600 hPa) radiative effect. Initial ground 966 
temperature is T0 =280 K and total water is Qtot =60 mm (i.e. initial is Q0 = 25 mm). 967 














Fig 1:  Time-series of a) daily average integrated radiative cooling (blue) and convective 980 
heating (red), 10-day running mean b) atmospheric (solid) and soil (dashed) energy 981 
budget and c) surface temperature for the CTL run (λ = 35°, Qtot = 40 mm and T0 = 982 




Fig 2: Averaged diurnal cycle over the last three months of a) Surface temperature, b) 986 
Precipitation, c) atmosphere (black solid) and soil (black dashed) energy budget 987 
(black solid), turbulent fluxes (green), and solar forcing (red), d) vertically integrated 988 
convective (red) and radiative (blue) heating decomposed in its short wave (circle 989 
line) and long wave (dashed lines) components for the CTL run (λ = 35°, Qtot = 40 mm 990 





Fig 3: Average surface temperature Ts (K) versus soil water content Qsoil (mm) (Qsoil  = Qtot - 995 
W) over the last three months at different latitudes, for initial soil water content Q0  = 5 996 
mm (circles), 15 mm (squares), 25 mm (triangles), 35 mm (diamonds) and 45 mm 997 
(stars). Grey arrows link the initial state to the final state. The “cool states” (maximum 998 
Qsoil  and minimum Ts) are highlighted in blue, the “warm states” (Qsoil  ~0 and 999 
maximum Ts) in red, and the “intermediate states” in green (0< Qsoil  < Qmax  and Tmin < 1000 
Ts < Tmax). The black squares indicate the points families owing to the same 1001 
45 
equilibrium state (or attractor). Multiple equilibria are present when a group of arrows 1002 
originating from the same horizontal line do not converge towards the same attractor. 1003 
Green symbols that are not squared can correspond to RCE either (1) still not in a 1004 
steady regime (i.e Net (TOA) different from zero) (2) or may be trapped into an 1005 
intermediate RCE state that is (i) not shared by any other RCE of this set of 1006 
experiment (e.g if differences in To are too large between two experiments), or (ii) 1007 















Fig 4:  Average surface temperature Ts (K) over the last three months at different latitudes, 1022 
for initial soil water content Q0 = 5 mm and initial ground temperature T0 = 280 K 1023 







Fig 5: Time series of 10-day running mean a) surface temperature, b) soil water content, c) 1030 
precipitation, and d) precipitable water for λ = 30° (red), 32.5° (yellow), 35° (green), 1031 
37.5° (light blue) and 40° (blue). Initial ground temperature is T0 =280 K and total 1032 










Fig 6: Mean vertical profile over the lasts three months of a) convective (solid) and radiative 1042 
(dashed) heating, b) relative humidity and c) precipitation for λ = 30° (red), 32.5° 1043 
(yellow), 35° (green), 37.5° (light blue), 40° (blue). Initial ground temperature is T0  1044 
=280 K and total water is Qtot  =60 mm (i.e. initial is Q0  = 35 mm). 1045 
49 
 1046 
Fig 7: Mean diurnal cycle of the cloud fraction over the last three months at different 1047 
latitudes. Initial ground temperature is T0  =280 K and total water is Qtot  =60 mm (i.e. 1048 
initial Q0  = 35 mm). 1049 
50 
 1050 
Fig 8: Average surface temperature Ts (K) versus soil water content Qsoil (mm) (Qsoil = Qtot - 1051 
W) over the last three months a) with fully interactive clouds and b) without cloud 1052 
radiative effect, for initial soil water content Q0  = 5 mm (circles), 15 mm (squares), 25 1053 
mm (triangles), 35 mm (diamonds) and 45 mm (stars).  Grey arrows link the initial 1054 
state to the final state. The “cool states” (maximum Qsoil  and minimum Ts) are 1055 
highlighted in blue and the “warm states” (Qsoil ~0 and maximum Ts) are highlighted in 1056 
red and “intermediate states” in green (0< Qsoil < Qmax and Tmin < Ts < Tmax). The black 1057 
squares indicate the points families owing to the same equilibrium state (or attractor). 1058 
Multiple equilibria are present when a group of arrows originating from the same 1059 
horizontal line do not converge towards the same attractor. Green symbols that are 1060 
not squared can correspond to RCE either (1) still not in a steady regime (i.e. Net 1061 
TOA different from zero) (2) or may be trapped into an intermediate RCE state that is 1062 
(i) not shared by any other RCE of this set of experiment (e.g. if differences in T0 are 1063 
too large between two experiments), or (ii) unique.  Latitude is prescribed at 35°. 1064 
51 
 1065 
Fig 9: Time series of 10-day running mean surface temperature for λ = 30° (red), 32.5° 1066 
(yellow), 35° (green), 37.5° (light blue) and 40° (blue) with a) fully interactive clouds, 1067 
b) without cloud radiative effect, c) only with low clouds (P < 600 hPa) radiative effect, 1068 
and d) only high clouds (P > 600 hPa) radiative effect. Initial ground temperature is T0 1069 







Fig 10: Same as Fig 8 with a wind forcing nudged towards a geostrophic value of 10 m/s. 1076 
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