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ABSTRACT 
The coloring polynomial for any graph G is obtained as a sum over the 
subgraphs of G which have no vertices of degree one and no bridges. The sub- 
graph weights are calculated using a simple iterative procedure. Application 
is made to the square crystal lattice graph. 
I. INTRODUCTION 
Let the coloring polynomial be written as Z(G, k); evaluation of this 
polynomial for a non-negative integer value of k yields the number of 
ways to color the distinguishable vertices of the graph G with k distin- 
guishable colors such that no two vertices which are joined by an edge 
in G have the same color. 
Coloring polynomials have been studied by several authors over a 
long period of time [l-3]. One motivation for this study is the famous 
unproved map-coloring theorem which states that Z(G, 4) # 0 if G is a 
planar graph. Another more recent motivation is that coloring polynomials 
for infinite crystal-lattice graphs are related to partition functions for 
statistical mechanical problems which exhibit cooperative behavior [4-61. 
One especially elegant result along this line states that the residual entropy 
of square ice is just Z(G, 3) where G is the square lattice graph [6]. 
The main theoretical result of this paper is that 
W, 4 = (kk;v’,E ,;, C-1)” (kk”$ MG’, 4, 
‘. 
(1.1) 
where E and V are the numbers of edges and vertices, respectively, of G. 
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The summation is over weak subgraphs G’ of G and e and u are the 
numbers of edges and vertices, respectively, of G’. (Weak subgraphs 
have no vertices of degree zero.) The subgraph weight function w(G’, k) 
has the following properties: 
(i) w(G’, k) = 0 if G’ has any vertices of degree one or if G’ has a 
bridge. 
(ii) The weight function w  is a homeomorphically invariant graph 
function, i.e., u(G’, k) does not change under the insertion or deletion of 
vertices of degree two in G’. 
(iii) The weight function w  satisfies a simple recursion formula which 
enables computation of w(G’, k) for as many G’ as desired. 
Equation (1.1) provides a subgraph expansion of Z(G, k). A different 
subgraph expansion due to Birkhoff [I] may be written 
Z(G, k) = k” c (-1)” k-v+“, 
G’GG 
(1.2) 
where e, v, and x are, respectively, the numbers of edges, vertices, and 
separated components of G’ and G’ is a weak subgraph with no vertices 
of degree zero. (Equation (1.2) has been rederived in three different ways 
by Whitney [7], Rota [8], and the author [5].) In the notation of Whitney, 
(1.2) becomes 
Z(G, k) = kN 1 (- l)i+’ mij(l/k)i, 
i.j 
(1.3) 
where i = v - x is called the rank of a graph, j = e - u + x is called 
the nullity of a graph which is just the cyclomatic number, and rnif is the 
number of graphs with rank i and nullity j. Whitney [2] proved that the 
rnif could be expressed in terms of just the non-separable subgraphs G* 
of G. (Non-separable subgraphs are equivalent to multiply connected 
graphs which are frequently called star graphs.) However, the functions 
m&G*) are not given by an explicit formula. 
The result (1.2) is very elegant in that the weight of a subgraph in 
the summation is completely known in terms of simple quantities such as 
v, e, X, and k. In a certain sense (1.2) can be said to solve the coloring 
problem. That is, any general formula for Z(G, k) must involve some 
explicit information about G. This information is given in (1.2) by the 
knowledge of which and how many subgraphs G’ are contained in G. 
The “solution” to the coloring problem is given by the (--l)e k”-” weight 
factor. To reinforce this point of view it should be noted that several 
other problems involve the same subgraph summation as (1.2) but different 
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weight functions [4, 51. However, it is quite likely that such extensive 
information about G is redundant (as seen by Whitney’s reformulation 
or the results of this paper) or that one prefers to specify G by its adjacency 
matrix in which cases (1.2) is more modestly called a transformation of 
the coloring problem to a subgraph counting problem. 
The difficulty in applying (1.2) is that even for graphs of modest size 
there are many weak subgraphs. In contrast, Whitney’s reformulation [2] 
requires only counting of the non-separable subgraphs which are far 
less numerous than all subgraphs. However, the price to be paid for this 
is that Whitney’s weight formula mij(G*) in (1.3) is no longer explicit 
and must be evaluated using a rather cumbersome iterative procedure 
that starts from the simplest non-separable graphs and proceeds to more 
complex ones. 
In comparison to Birkhoff’s result (1.2), the result of the present paper 
is rather like Whitney’s reformulation of (1.2); equation (1.1) is far 
easier to apply than (1.2) because only closed graphs (no vertices of 
degree one) have non-zero weight and must be counted; however, the 
weight formula w(G’, k) is known only through a recursion relation. 
Compared to Whitney’s reformulation of (1.2) (1.1) requires counting 
a few more types of subgraphs such as graphs with articulation vertices 
and separated graphs. However, the iteration procedure for the weight 
formula is simpler than Whitney’s, and the fact that the weights are 
homeomorphically invariant requires a far shorter list of graph weights 
than is required by Whitney. Thus, although the result of the present 
paper is rather similar in nature to the previous results of Birkhoff and 
Whitney and in some respects represents a compromise between the two, 
it is easier to apply than either of them. 
It must be noted that the easiest way to obtain Z(G, k) for a single 
finite graph G is to follow a different procedure which has been known 
for many years. (Whitney, in a footnote to [2], attributes the method to 
R. M. Foster (unpublished). Read [3] gives a detailed account of the 
method. The basic theorems are given as Theorems VI and VIII in this 
paper.) However, the subgraph expansion (1.1) is valuable in obtaining 
systematic approximations to Z(G, k) for large graphs G, especially 
when G is a crystal-lattice graph as shown in Section VII of this paper. 
Also, once the subgraph counting has been done to obtain Z(G, k), 
the same subgraph information can be used to obtain answers to other 
problems [5], so the subgraph expansion approach may be the easiest 
systematic way to attack graphic problems in general. 
The outline of this paper is as follows. In Section II a formal trans- 
formation technique is introduced which expresses Z(G, k) as a weighted 
sum over closed subgraphs. Certain properties of the weight function w 
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are described in Section III. In Section IV a general recurrence relation 
is derived which allows computation of the weight function for any graph. 
In Section V some further theory is presented which simplifies the labor 
of computing Z(G, k). The basic computational procedure is described 
in Section VI and is then used in Section VII to obtain approximations 
for the square crystal-lattice graph L,, . 
II. BASIC SUBGRAPH EXPANSION 
Given a graph G let VG be the vertex set of G and EG be the edge set 
where EG = {~~(i,,i) j i, j E VG and i is joined to j by a}. Let G* be the set 
of all subgraphs of G which (i) are generated by subsets of EG and 
(ii) contain no isolated vertices. Notice that G* contains the null graph, m . 
Let us define a variable for the i-th vertex, written & , which takes on 
values 1 ,..., k corresponding to the k colors in question. Let us also 
define k functions of Si , written c@J, r = l,..., k as follows: 
c&2 = (k - 1)/k if Ei = r, i.e. if the i-th vertex is colored Y, 
= -l/k if fi f r, i.e., if the i-th vertex is not colored r. 
(2.1) 
It is possible to write Z(G, k), the number of ways to properly color G 
with k colors, as the following identity: 
The summation is over all possible ways to color all V vertices of G 
independently of any restrictions. Thus, the sum is a kv-fold summation 
over all values of (5, , cz ,..., ei ,..., tv). The identity (2.2) is easily verified 
because the ij edge factor 
The product in (2.2) is next expanded into its 2E terms where 
k-1 or 
k 
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is taken from each edge factor in the product. This expansion is naturally 
interpreted as a subgraph expansion. The 2E terms in the expansion are 
in l-l correspondence to the 2E subgraphs G, E G* under the rule that the 
edge ~~(i,j) is present in G, if and only if -cbl c,(&) c,(ti) was taken 
from the ~~(i,j) edge factor in (2.2). Now (2.2) becomes 
where E and e are, respectively, the number of edges in EG and EG, . 
When G, = o, the vacuous product should be replaced by unity. 
This result is further simplified by summing over all 5, for v 6 VG, to 
give 
Z(G, k) = (k;-;)” ,;G* (-1)” 
0 
(kk:;)e jl o(i,;EEG 
t&G, 
a [,$ c&) “(“)I 
(2.3) 
where V and u are, respectively, the number of vertices in VG and VG, . 
Next, observe that (2.3) may be written 
where W(G, , k) is independent of G. Let us agree to call W(G, , k) the 
total weight of G, and let W be the total weight function with any graph G 
as argument. Also, several results are simpler when expressed in terms 
of a reduced weight function w  defined as follows: 
w(G, , k) = (-1)” (kk;WV1)e W(G, , k) = i fl Gm G(&>. (2.5) 
<,=l a(i,iEEG, 
VGVG, 
Substitution of (2.5) into (2.4) gives (1.1). 
III. SOME PROPERTIES OF THE REDUCED WEIGHT FUNCTION 
Let us commence our study of the reduced weight function w  with 
some theorems. 
THEOREM I. The weight w(G) of a graph G is zero if G has any vertices 
of degree one, i.e., if G is not closed. 
EXPANSION FOR COLORING POLYNOMIALS 47 
PROOF. Let vertex i be of degree one. Let VG1 = VG - {i} and 
EG1 = EG - {a(i,j)} where a(i,j) is the only edge adjacent to i. 
Then, 
(3.1) 
But from (2.1) Cizzl c,.(.$J = 0, so w(G) = 0. 
Theorem I is not an accident. In fact, the c,(.$J functions have been 
carefully chosen to give Theorem I. The advantage of such a theorem is 
that the vast majority of subgraphs can be ignored. This is especially 
important in a practical calculation. The remaining graphs with no 
vertices of degree one are called closed graphs. However, one may 
certainly choose the c,(fi) differently. A particularly simple choice 
discussed elsewhere yields a rederivation of the Birkhoff expansion (1.2) 
using this formalism [5]. 
At this point it may be of interest to see that the well-known coloring 
polynomial for trees has been rederived, namely, Z(T, k) = k(k - l)=. 
This follows from (2.4) because for a tree V = E + 1 and the only 
closed subgraph is the null subgraph with e = 0 = U. 
Let us continue to examine the properties of the weight function for 
several special kinds of graphs. 
THEOREM II. If a graph G consists of two disjoint pieces, 
G = G, @ G, , then w(G, k) = w(G, , k) w(G, , k). (3.2) 
PROOF. The proof of this theorem follows immediately from (2.5) since 
w(G, k) = [c” n” $ c,(&> G(&)] [I”’ n”’ i G&J G-(~z$ (3.3) 
7-l +-=I 
where the first factor which equals w(G, , k) contains only arguments ci 
for i in G, and the sum is only over fi with i in G, . The second factor 
is similar to the first factor except that it arises from the second piece G, 
of G and consequently this factor equals w(Gz , k). 
THEOREM III. If a graph G consists of two pieces which have just one 
vertex in common, i.e., G = G, . G, , then 
w(G, k) = (l/k) w(G , 4 w(G, , k), (3.4) 
or in terms of the total weight function W(G, k) = W(G, , k) W(G, , k). 
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PROOF. Let us begin with the obvious relation [3] 
Z(G, k) = Z(G, , k) Z(G, , k)/k. 
Expanding in terms of the total weight function and dividing out the 
(k - 1)” and kE-v factors (where El + E, = E and V, + I’, = V + 1) 
yields 
c WG, , k) = c WG,, , k) 1 WGa, , k). 
C,EG* GalEG1* GCP%* 
(3.5) 
Next, note that there is a natural l-l correspondence between graphs 
G, E G* and graphs G,, @ Ga2 E G,* @ G,* under the simple rule that 
G, = G,, . G,, . Let us prove the theorem by induction. Suppose the 
theorem holds for all graphs G, with E - 1 or fewer edges. Then, in (3.5) 
all terms cancel except for the one W(G, k) = W(G, , k) W(G, , k). 
To start the induction process let G = G1 be the graph consisting of two 
vertices and a single edge joining them and let G, be the single vertex 
graph. Since G,* = m and W( .a, k) = 1, the theorem is proved. 
THEOREM IV. If a graph G contains a bridge G = G,bG, , then 
w(G, k) = 0. 
Theorem IV may be proved in, much the same way as the preceding 
theorems. However, an easier proof will be given in the next section. 
Another theorem which shows one of the most important simplifications 
embodied in the weight function w is 
THEOREM V. The weight function w is homeomorphically invariant. 
That is, l$ G, can be obtained from G, by the insertion or suppression of 
vertices of degree two, then w(G, , k) = w(G, , k). Again, proof is deferred 
to the next section. 
IV. RECURSION FORMULA FOR THE WEIGHT FUNCTIONS 
The theorems of the last section show that the formal subgraph expan- 
sion put forth in Section II has several desirable properties. Unfortunately, 
this expansion seems to lack one very important property, that is, it does 
not seem that there is an explicit formula for w(G, k) which depends only 
on such simple properties of G as the number of vertices v, the number 
of edges e, and the cyclomatic number c. Furthermore, the formula (2.5) 
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is very hard to evaluate directly even for very simple graphs. Fortunately, 
there is a much easier way to find w(G, k) using a simple recursion, 
which will now be developed. 
Given a graph G let Gij denote the graph derived from G by omitting 
the ij edge of G. If the vertices i and j are distinct let us also define a 
second derived graph Gtj by identifying (or coalescing) vertices i and j 
of Glj . For notational convenience let us agree to suppress the subscripts 
ij in G’ and G” since the particular edge in question is usually understood 
from the context. The graphs G, G’, and G” are illustrated symbolically 
in Figure 1. The shaded areas in Figure 1 represent sets of one or more 
edges incident to i and j, each edge of which may be (I) a loop or (2) 
may connect to some vertex k not represented in the figure, or (3) may be 
yet another edge connecting i and j. In particular, the edge ij is not generally 
a bridge, i.e., G’ is not necessarily separated. Thus, G in Figure 1 represents 
a completely general undirected graph with at least two distinct vertices i 
and, j. 
ij 
// 
G G’ G 
FIG. 1. G represents a completely general graph. G’ is derived from G by omitting 
the u edge. G” is derived from G’ by coalescing the i and j vertices. 
Using the preceding notation, an old and elementary result ([3] and 
see Section I) may be written as 
THEOREM VI. 
Z(G, k) = Z(G’, k) - Z(G”, k). (4.1) 
The proof of this theorem is trivial since Z(G’, k) is also the number of 
ways to color G except that i and j may have the same color and Z(G”, k) 
is the number of ways to color G except that i and j must have the same 
color. 
Theorem VI leads directly to a corresponding theorem for the reduced 
weight functions w(G, k) or the total weight function W(G, k). 
THEOREM VII. 
or 
w(G, k) = -(l/k) w(G’, k) + w(G”, k), (4.2) 
W(G, k) = (k - I)-‘[W(G’, k) - W(G”, k)]. (4.3) 
58zb/ro/r-4 
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PROOF. Using (2.4) in (4.1) and multiplying by P-r/(/c - l)E gives 
Let us distinguish two types of subgraphs in G*. The first type contains 
the edge ij. The second type does not contain the edge ij. Each subgraph 
of the second type also occurs as a subgraph in G’*. Subtracting the 
terms corresponding to the second type of subgraphs in (4.4) yields 
c’ WGcx 9 4 = (A) [ 
G,EG* 
c WG’, k) - 1 WC, k,], 
G,‘eG’* G:EG”* 
(4.5) 
where the sum on the left-hand side of (4.5) is over only those subgraphs 
in G* which contain the edge ij. Now, G, -+ G,’ is a natural one-one 
correspondence between those subgraphs G, E G* which contain the ij edge 
and all subgraphs G,’ E G’*. Also, G, --f Gi is a natural one-one corre- 
spondence between those subgraphs G, E G* which contain the ij edge 
and all subgraphs G,” E G”*. Let us now proceed to prove (4.3) by induc- 
tion. Suppose G has e edges and (4.3) holds for all graphs G, which 
have fewer than e edges. Because of the one-one correspondences and 
because G, contains e edges only if G, = G, all terms can be subtracted 
from (4.5) except the ones involving G, G’, and G” and these terms must 
then satisfy (4.3). This proves (4.3) for any graph G with e edges and 
hence for all graphs G with e edges. Therefore, it only remains to start 
the induction process when G has just one edge. However, this case is 
trivial since G’* and G”* both contain only the null subgraph. Also, 
when G’ f C# # G”, (4.2) follows from (4.3) by inserting the appropriate k 
and k - 1 factors according to (2.5). 
Theorem V can now be proved using Theorem VII as follows. Let i 
be a vertex of degree two in G. Then, let G’ be the derived graph obtained 
by removing from G one of the edges incident to i. Since G’ has a vertex 
of degree 1, w(G’, k) = 0. The second derived graph G” is now the same 
as G except that it has one fewer vertices of degree two. By (4.2) w(G) = 
w(G”) since w(G’) = 0. Thus, the reduced weight function w  is homeo- 
morphically invariant and Theorem V is proved. 
Finally, let us prove Theorem IV using Theorem VII. Let G = G,bG, 
consist of two subgraphs G, and Gz joined by a bridge b. Let G’ = G1 @ G, 
consist of the two disjoint pieces G, and Gz obtained by removing the 
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bridge. Then, G” = G, . G, consists of the two pieces G, and G, joined 
at a single articulation point. By Theorems II and III, 
and 
w(G . G ,N = (l/k) w(G, 74 w(G, ,4. 
Then, by (4.2), 
w(GlbG2 , k) = (l/k) w(G, 0 G, , k) - w(G, . G, , k) = 0. Q.E.D. 
V. ARTICULATION EDGE THEOREM 
The main theoretical development is now complete and one can proceed 
to calculate coloring polynomials. However, if this is done one finds 
that many graphic contributions can be combined in a simplified way, 
which reduces the labor involved in counting subgraphs. This section, 
which may be omitted on first reading, provides the theoretical basis to 
understand this simplification. 
Let us define an edge ij to be an articulation edge of a graph G if G 
falls into two pieces when the ij edge and the two vertices i and j are 
removed from the graph. For example, in Figure 2, edge ij is an articula- 
tion edge of G. Figure 2 is symbolic in the same sense as Figure 1, that is, 
the shaded areas represent any complexity of vertices and edges as one 
desires. As before in Section IV it is convenient to consider the derived 
graph G’ obtained by omitting edge ij (Fig. 2). In addition let G, be 
defined as the edge ij plus one of the pieces into which G falls when edge ij 
is removed and let G, be the edge ij plus the other piece of G (Fig. 2). 
G G’ 
FIG. 2. G represents a general graph with an articulation edge @. 
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Finally, let G,’ and G,’ be defined, respectively, as G, and G, minus 
the edge ij (Fig. 2). 
Using the preceding definitions we have 
THEOREM VIII. 
Z(G, 4 = (VW - 1)) Z(G ,k) Z(G) 4. (5.1) 
The proof is obvious. 
Theorem VIII leads to a subsequent theorem for the total weight 
function Win much the same way that Theorem VI leads to Theorem VII. 
THEOREM IX. 
W(G, k) + WG’, k) = W(G, , k) W(G, , k) + W(Gx’, k) W(G, , k) 
+ W(G , k) WGz’, W + WG’, k) W(G’, 4. 
(5.2) 
PROOF. Note that each edge in G except the ij edge corresponds 
naturally to one edge in either G, and G, , i.e., to one edge in G, @ G, . 
Edge ij corresponds to an edge in both G, and G, . Thus, a natural 
mapping exists from subgraphs G, E G* to G,, @ G,, E G,* @ G,*. 
However, the mapping is not onto G,* @ G,*; in particular if G,, contains 
edge zj and G,, does not, then Gal @ G,, is not in the range of the mapping. 
To obtain an onto mapping let the domain consist of pairs of graphs 
(G, , G,‘) where G, contains the edge ij and its derived graph G,’ 
does not contain edge ij. Let the range of the mapping be quadruples 
(Gal 0 Ga, 3 Ga, 0 G:z > Gi, 0 Gait 9 G& @ GA,). The mapping is now 
2-4 onto. Using this terminology (5.1) may be written 
T W(G, , k) + WG,‘, k)l 
= c [WG,, , k) W(G,, , k) + W(G;, , ,q W(G,, , ,q 
a 
+ WG,, , k) W(G;, , k) + W(G;, , k) W(G;, , k)j. e (5.3) 
Let us proceed to prove (5.2) by induction. Suppose G has e edges and 
that (5.2) holds for all graphs with I? - 1 or fewer edges. Then, except 
for the terms involving G, G’, and pairs (G, , G,), (G1’, G,), (G, , G2’), 
(G1’, G2’), each term in the sum on the left-hand side of (5.3) must cancel 
EXPANSION FOR COLORING POLYNOMIALS 53 
with the terms on the right-hand side of (5.3) to which it corresponds 
by the mapping of the preceding paragraph. The six remaining terms 
must then satisfy (5.2), which is thus shown to hold for any graph G 
with e edges. Therefore, it remains only to start the induction process 
when G has only one edge. For this case (5.2) is easily seen to be satisfied 
since W(G, k) = W(G, , k) = W(G, , k) = 0 and W(G’, k) = W(G1’, k) = 
W(G2’, k) = W($, k) = 1. 
Notice that the articulation edge ij is a subgraph which is complete. 
It may be noted that similar although more complicated theorems than 
VIII and IX may be proved whenever a graph G contains an articulation 
subgraph (i.e., cut-set) G, which is itself a complete graph. 
VI. REDUCED WEIGHT FUNCTIONS FOR STAR TYPES 
The first step in calculating color polynomials using the method of 
this paper is to obtain a list of reduced graph weights, w(G, k). Because 
of Theorems I through V it is sufficient that the list contain only w(G, k) 
for multiply connected graphs G which have no vertices of degrees one 
or two and no bridges or articulation vertices. Such graphs have been 
called star types or homeomorphically irreducible stars. (We could 
shorten the list further by using Theorem IX, but this is not so convenient.) 
The star types with cyclomatic number not greater than three are shown 
in Figure 3. The star types with cyclomatic not greater than five are listed 
by Heap [9]. 
P 8 d p 8 s 
FIG. 3. Star types with cyclomatic number less than four. 
Let us first find the reduced weight for polygonal star types, w(P, k). 
Consider a polygonal graph L which consists of a single vertex joined to 
itself by a loop. Then, since this graph admits no proper colorings, 
(1.1) yields 
0 = (k - I)[1 - w(L, k)/(k - l)]. (6.1) 
Thus, w(L, k) = k - 1 and, by Theorem V, w(P, k) = w(L, k) = k - 1 
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for any polygon P. Incidentally, one now recovers the familiar coloring 
polynomial for an arbitrary polygon with n edges and n vertices, 
m, 4 = (k - I)“[1 + (-l)“(k - l)-“+I], (6.2) 
since the only closed subgraphs of a polygon P are the null graph m 
and P itself. 
Next, let us demonstrate how Theorem VIII can be used to find the 
reduced weight of an a-star type (Fig. 3) knowing that w(P, k) = k - 1: 
~(a, 4 = -(l/k) ~(6 k) + w(y, k), 
W(Y, 4 = -(l/k) ~(6 k) + ~(0 * P, k), 
~(8, k) = -(l/k) w(P, k) + w(P . P, k), 
(6.3) 
where P * P indicates two polygons joined at an articulation vertex and 
w(P * P, k) = (I/k) w(P, k)2 by Theorem III. 
TABLE I 
Star types S 
Cyclomatic 
number c Reduced weights w(S, k) 
P 1 (k - 1) 
e 2 (k - l)(k - 2)/k 
;a 3 (k - l)(k - 2)(k */k2 - 3)/k* 
6 3 (k - l)(k2 - 3k + 3)/k2 
1 4 (k - l)(k - 2)(k2 - 2k + 2)/ka 
2, 5 4 (k - l)(k - 2)(ka - 3k + 3)/k3 
3 4 (k - l)(k3 - 5kZ + 10k - 7)/k3 
4, 6, 7, 9, 13, 14, 10 4 (k - l)(k - 2)3/k” 
8 4 (k - I)(k - 2)(k2 - 4k + 5)/k3 
11,15 4 (k - l)(k - 2)2(k - 3)/k3 
12 4 (k - l)(k - 2)(k2 - 5k + 7)/k3 
16 4 (k - l)(k - 2)(k - 3)*/k3 
17 4 (k - l)(k - 2)(k* - 6k + 10)/k3 
The reduced weights w(G, k) are given for the star types with cyclomatic number 
c < 4. The star types with c < 3 may be identified from Figure 3, and the star types 
with c = 4 may be found in Heap’s paper [9]. 
Notice from Table I and Theorems II and III that the reduced weight 
of a graph is the ratio of a polynomial in k with highest power e - u + x 
(where x is the number of separated components) divided by k”-“. By (2.5) 
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the total weight W(G, k) is therefore the ratio of a polynomial in k - 1 
(or k) with highest power e - ZI + x divided by (k - l)e. Thus, Z(G, k) 
may be written as 
(6.4) 
where the coefficients a, are determined entirely by the closed weak 
subgraphs for which u - x < n. 
As a simple application of (6.4) consider the question of finding 
necessary conditions that two graphs, neither of which has more than 
one edge connecting the same two vertices, have the same coloring 
polynomials. Expanding (6.4) in powers of k we see that the highest 
power of k is k”, so both graphs must have the same number of vertices. 
Also, since a, = 0 for graphs with no doubled edges, both graphs must 
have the same number of edges in order to have the same coefficient of 
kv-‘. These conditions are also easily obtained from equation (1.2). 
In addition, it is easily seen from (6.4) that both graphs must have the 
same number of triangle subgraphs in order to have the same a2 coefficient. 
This and further necessary conditions are also contained in Whitney’s 
work [2]. 
VII. APPROXIMATIONS TO THE NUMBER OF WAYS TO COLOR L,, 
In this section approximations will be made to the number of ways to 
properly color the square crystal lattice graph, L,, with k co1ors.l Each 
vertex in L,, is of degree four and is completely equivalent to every 
other vertex due to the translational invariance of crystal lattice graphs; 
boundary or edge effects are avoided by imposing periodic boundary 
conditions, so L,, can be pictured as a square net completely covering 
a torus. Generally we will be interested in the limit of a large torus as 
V+ cc; the appropriate numbers for this problem are 
.%b,, k) = ~~[Zv(L,, W’“. (7.1) 
One reason for interest in L,, is that .i?(L,, , 3) has been computed exactly 
to be (4/3)“/” N 1.540, thus providing a test for the ensuing approxima- 
tions. 
From (6.4) we see that Z(G, k) can be written as a series in powers of 
t The vertices of the square crystal-lattice graph are embedded in a plane at the 
Cartesian coordinates (n, m) where n and m are integers. The edge set consists of 
{&,j) I i,j are nearest neighbors, i.e., ni = nj f  1 and ml = mj , or ni = ni and 
i?l$ = mj f  1.) 
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(k - 1)--l and that the first terms in the series come from the smallest 
subgraphs. Writing down the coloring polynomial for L,, using (1.1) yields 
z,(L,, , k) = (k ;;)” [l + (k _” 1)3 + ;rIIf! + .**I. (7.2) 
The term v/(k - 1)3 in the series (7.2) is just the total weight W(P, , k) 
of a square times the number V of square subgraphs. Larger subgraphs 
are the 2V six-sided polygons P, for which W(P, , k) = (k - 1)-5 
and the 2V theta-graphs with six vertices for which w(0, , k) = 
-(k - 1)-5 + (k - 1)“. The contributions of P, and 8, to Z(L,, , k) 
cancel to order (k - 1)-5. To obtain the series to order (k - 1)-6 one 
must add in the contributions V(V - 9)/2(k - 1)6 of two separated 
squares and 2V/(k - 1)6 of two squares joined at an articulation vertex. 
Next, let us consider &C,,, , k) given by (7.1). Since 0 d g(L,, , k) < kv, 
limiting values of z(L,, , k) will certainly exist although there may be 
several such limits. In particular one would expect a different value for 
i?(L,, , k) if the limit is taken by enlarging the lattice in only one direction 
than if one enlarges it simultaneously in both directions. However, 
the latter limit is probably unique, and it is this that we expect to approxi- 
mate by not considering in (7.2) any subgraphs which take advantage 
of the periodic boundary conditions by looping the torus. Assuming that 
a series can be written for i?(L,, , k) in powers of (k - 1)-l then we must 
have 
.@,, , k) = (k ; ‘I2 [l + (k 1 1)” + ’ ( (k : 1)’ ) + ‘*j7 (7.3) 
as can be seen by taking the V-th power of 2 in (7.3) and comparing 
to (7.2). It is plausible that this series is convergent for at least large 
values of k since i?(L,, , k) N k for large k. It may also be noted that 
by truncating the series in (7.3) after the (k - 1)-3 term one obtains 
g(L,, , 3) = 1.5, which is already a fair approximation to the exact value. 
The absence of terms of order (k - 1)” can be explained using the 
results of Section V and these results can then be used to simplify computa- 
tion of higher terms in the series. To illustrate this let us use symbolic 
equations in which the total weight W(G’, k) of a subgraph G’ is repre- 
sented by the graph G’ itself. Then, by Theorems IX and III we have 
m+El=clcl 
(7.4) and 
EP 
0 - - cl 
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Now the contributions of two separated squares in the series is equal to 
(l/2) V( V - l)(k - 1))” if all pairs of squares contributed to the series 
minus the contribution of those pairs of squares with an edge in common 
or a vertex in common. But these subtractions are cancelled if the 
contributions from (7.4) are added in. Next, consider subgraphs which 
are composed of three squares. For example, 
un+I 
I+1+1 
=mIl 
(7.5) 
=(ln 
and then 
q m+cli=onn 
Reductions can also be made for other subgraphs which consist of three 
squares with zero or more interior edges missing. The total contribution 
of all these three-square subgraphs in ZV(L,, , k) can be shown to be 
V( V - l)( V - 2)/6(k - l)g, which vanishes upon proceeding to g(L,, , k). 
Equations similar to (7.5) can be written for subgraphs related to four 
and more squares provided that the squares can be unhinged one at a 
time; these subgraphs can then be eliminated from consideration in 
computing .C?(L,, , k). 
Let us consider subgraphs of L,, which cannot be eliminated by the 
preceding considerations. The first of these is the square with eight edges 
which contributes (k - l)-’ to 2(L sQ, k). Next, there is the subgraph 
consisting of the square with eight edges plus the enclosed vertex and all 
incident edges, which we denote as 12, , where the 12 refers to the star 
type in Heap’s list [9] and v = 9. There are also a number of subgraphs 
of 12, which have 9 vertices. The sum of all these contributions is 
3(k - 1)” + 2(k - 1)-g - 2(k - l)-lO - 3(k - l)-ll. (One must also 
remember to subtract a contribution -(k - 1)-12 for four separated 
squares with four edges each.). 
After considering further subgraphs up to v - x < 14, the series 
-%L, 7 4 (7.6) 
= w [ 1 + X3 + x’ + 3x8 + 4x9 + 3x10 + 3x11 + 9x12 - 3x13 + 9 * *] 
has been obtained where x = (k - I)-‘. Since the number of graphs 
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increases considerably, the coefficients of the last two terms may well be 
incorrect although the correct coefficients should be of the same order of 
magnitude. 
TABLE II 
n k=3 k=4 k=5 
1 1.3333 
3 1.5000 
I 1.5104 
8 1.5260 
9 1 S365 
10 1.5404 
11 1.5423 
12 1.5452 
13 1.5448 
Exact [6] 1.5396 
2.2500 
2.3333 
2.3344 
2.3354 
2.3358 
2.3360 
2.3360 
2.3360 
2.3360 
3.2000 
3.2500 
3.2502 
3.2503 
3.2504 
3.2504 
3.2504 
3.2504 
3.2504 
- 
Successive (n) approximations are given for .@, , k) for k = 3, 4 and 5. 
Higher numerical approximations to z(L,, , k) may be obtained by 
successively adding in higher terms in the series (7.6); the result of doing 
this for k = 3, 4, and 5 is shown in Table II. In addition, the n = 9 to 13 
approximations for k = 6 and 7 are 4.20010 and 5.16670, respectively, 
so it seems likely that the n = 13 approximations are not far in error 
for all k greater than three, although to obtain rigorous error bounds 
is a major problem which has not been solved. For k = 3 the successive 
approximations are not so consistent, so it is not surprising that the 
n = 13 approximation is too large by about 0.3 % as compared to the 
exact result. Another way to obtain approximations is to retain contribu- 
tions to all orders of (k - 1)--l of all graphs such that u - x < n. The 
highest n approximations obtained this way agree with the preceding 
n = 13 approximations for k greater than three; for k = 3 this kind of 
approximation is on the order of 0.5 ‘A too low. Finally, one may reexpress 
the series as a PadC approximant which is the ratio of two finite poly- 
nomials [lo]. Again, for k greater than three the PadC approximations 
agree (to the last quoted significant figure) with both preceding approxi- 
mations; for k = 3 the PadC approximants yield values which are about 
1 % too large. 
In conclusion, this method provides reasonably adequate approxi- 
mations to Z(L,, , k) when k = 3 and it seems likely, although it is not 
proved, that the approximations for k greater than three are much 
better. One may also note that the approximations fork = 2 are worthless. 
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This trend with decreasing k may be considered a consequence of the 
fact that the series is given in powers of (k - 1)-l. A more fundamental 
way of understanding this is that the larger subgraph contributions to 
the series take account of the correlations between more distant parts 
of the lattice. These more distant correlations can be very important 
when k is small; for example, if one can loop the torus with a polygon 
with an odd number of edges, then z(L,, , k) = 0 whereas it is one 
otherwise. However, such distant correlations should be of decreasing 
importance for increasing k. 
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