Perspective: Nonlinear approaches to structure and dynamics of soft materials ABSTRACT The most general linear equation describing the stress response at time t to a time-dependent shearing perturbation may be written as the integral over the past history t of a time dependent relaxation modulus, depending on t − t , multiplied by the perturbing shear rate at time t . This is in agreement with the Boltzmann superposition principle, which says that the stress response of a system to a time dependent shearing deformation may be written as the sum of responses to a sequence of stepstrain perturbations in the past. In equilibrium rheology, the Boltzmann superposition principle gives rise to the equality of the shear relaxation modulus, obtained from oscillatory experiments, and the stress relaxation modulus measured after a step-strain perturbation. In this paper, we describe the results of Brownian dynamics simulations of a simple soft matter system showing that the same conclusion does not hold when the system is steadily sheared in a direction perpendicular to the probing flows, and with a gradient parallel to that of the probing deformations, as in orthogonal superposition rheology. In fact, we find that the oscillatory relaxation modulus differs from the step-strain modulus even for the smallest orthogonal shear flows that we could simulate. We do find, however, that the initial or plateau levels of both methods agree and provide an equation relating the plateau value to the perturbation of the pair-function.
I. INTRODUCTION
The non-linear flow properties of complex fluids like polymers, colloidal suspensions, surfactants, etc., are not fully understood and are the subject of much discussion. One of the techniques of mechanical spectroscopy used to study such non-equilibrium phenomena, superposition rheology, has emerged in recent years as a very useful tool to probe soft matter systems far from equilibrium. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] In superposition techniques, two different shear flows are superimposed simultaneously on the sample under study. One of them is a steady shear that disturbs and defines the sample far from equilibrium, and the second is a small oscillation superimposed on the first, probing the sample. The first will be called "the disturbing flow" and the second "the probing flow." The probing flow is either in the direction of the disturbing flow, in which case the method is called Parallel Superposition Rheology (PSR), 1, [11] [12] [13] [14] [15] [16] or orthogonal to it, when it is called Orthogonal Superposition Rheology (OSR). 2, [17] [18] [19] PSR experiments are easier to perform than OSR experiments; hence, there have been a substantial number of studies published that are dedicated to PSR. [12] [13] [14] [15] [20] [21] [22] [23] [24] [25] Constitutive equations used to define system properties both under PSR and OSR conditions, however, have been found to be much more difficult to apply to PSR data than to OSR data. 2, 26, 27 This is because the small amplitude shear used to probe the material has the same symmetry as the disturbing flow that defines the material. Hence, in this study, we will concentrate on OSR only, aiming for some understanding of the out-of-equilibrium material properties in a way similar to that achieved with linear visco-elastic properties.
With the construction of OSR apparatus by Vermant and others providing reliable and reproducible data, 2,28,29 several experiments have been done on a variety of soft matter systems. Most of these experiments have been analyzed using Yamamoto's phenomenological expressions. 17, 27, [30] [31] [32] Yamamoto defines a generalized response spectrum H(τ,γ) which depends on the shear rateγ but is otherwise related to the storage and loss moduli in the same way as in linear viscoelasticity near equilibrium. Among other things this implies the validity of the Kramers-Kronig relations 33 as already noticed by Vermant et al. 2 and Dhont and Wagner. 3 Other models have been suggested, like the K-BKZ based constitutive model by Tanner and Williams which expresses the storage and loss moduli in terms of some time dependent elastic energy and the Wagner model which gives slightly different relations for the relaxation moduli from those of Yamamoto. In addition, there is a mode coupling theory based analysis, [34] [35] [36] relating the structure and rheology. Hence, there is a wide variety of constitutive models available in the literature that provide different kinds of interpretations of OSR data.
As emphasized above and explained in Sec. II below, the equations proposed by Yamamoto show a large resemblance to those used to analyze linear viscoelastic experiments near equilibrium. The main difference is that the response spectrum H(τ,γ) depends on the imposed stationary shear ratė γ. A natural question then is how much of the conceptual framework of linear viscoelasticity near equilibrium may be transferred to OSR applied to systems brought far out of equilibrium by the stationary applied shear flow. One may ask if the usual Green-Kubo relations are still valid, or if the relationship between various different experimental techniques, like, for example, between step strain and oscillatory experiments, are still valid. The emphasis here must in principle be on "far out of equilibrium" because with small values ofγ of the disturbing flow, the experiments degenerates into the superposition of two independent, mutually orthogonal linear experiments near equilibrium, in which case linear viscoelastic analysis applies. It is the main goal of this work to shed some light on the answers to these questions. The obvious method of choice in this case will be particle based simulations since they provide the most detailed information and allow for the most detailed analysis. Since OSR is of most interest to soft matter physicists, we choose to model a system of star polymers, characteristic both for polymer behavior and colloidal behavior. 37 We use a single particle model in which the particles interact through a potential developed by Likos and co-workers 38 and are propagated through Brownian dynamics.
To the best of our knowledge, no study similar to the one reported here has been published till now. Somewhat related work has been done by Jacob et al., 18 but there the emphasis was on supporting experimental findings instead of interrogating fundamental assumptions about OSR. Besides this, stresses were not calculated directly, but were inferred from mean square displacements invoking the generalized Stokes-Einstein relation, 39 which in itself is not fully undisputed.
This paper is structured as follows. In Sec. II, we present a bit of the theoretical background of the Yamamoto model and explain the context of the questions that we want to address. In Sec. III, we describe the system and the methods that we used for the simulation. In Sec. IV, we present the results of our simulations. In Sec. V, we summarize our findings. In Appendixes A and B, we present some derivations of theoretical expressions that need to be analyzed and discuss our results.
II. THEORY
We apply a perturbing shear flow in the x-direction with the gradient in the y-direction and an oscillatory probing shear flow in the z-direction with the gradient in the ydirection. Measurements are performed once all transients are over and the flow velocities are given by
whereγ is the imposed perturbing shear rate and γ ⊥ the amplitude of the probing flow. According to Yamamoto, the stress component σ yz (t;γ) in this case is given by
with
H(τ,γ) is the aforementioned response spectrum, which in this case may depend onγ. It is not difficult to show that these equations are equivalent to
withγ ⊥ (t) = γ ⊥ ω cos(ωt) and
modulus. Near equilibrium, we putγ = 0, and we omit the superfluous subscript ⊥.
, which is the most general linear expression possible in agreement with causality. Near equilibrium, we are formally allowed to substituteγ yz (t) = γδ(t) in this equation, equivalent to applying a strain step of size γ at time zero, and obtain a stress G(t) at later times. This fact gives a meaning to G(t) independent from its definition through oscillatory experiments. We consider this to be the true content of Boltzmann's superposition principle, 40 which states that the stress is the sum of the responses to delta pulses in the past. We can go even further and derive from this the famous Green-Kubo expression for the shear relaxation modulus G(t) = βV σ yz (t)σ yz (0) , with V being the volume of the system, β being (k B T) −1 with k B being the Boltzmann constant, and the angular brackets denoting an equilibrium average. Finally, by applying an oscillatory strain and calculating the work performed to keep the oscillation going on, we easily find that the dissipated work is proportional to the loss modulus G (ω) = ∫ ∞ 0 G(t)ω cos(ωt)dt. 41, 42 The similarity between Eq. (4) and the equations governing equilibrium rheology has led Vermant et al. 2 to state that G ⊥ and G ⊥ seem to retain their physical meaning of storage and loss modulus. Since the work done during one cycle of the orthogonal probing is proportional to the total stress and the latter is just the sum of the unchanged stress caused by the perturbing flow and the one caused by the probing flow, G ⊥ indeed must be the additional work to be performed to keep the oscillation going on top of the perturbing flow. We therefore will call G ⊥ and G ⊥ the storage and loss moduli. In this paper, we investigate if the other two relationships mentioned above are valid. So we will test if G ⊥ (t,γ) is equal to the stress measured after applying unit step strain orthogonal to a perturbing flow, and if a generalized Green-Kubo relation still holds.
We want to emphasize that the model of Yamamoto presented here has only served as a framework to clearly state our objectives. The results that we will present only depend on the microscopic particle model, and, in particular, are independent of any rheological model used to describe the results.
The equations for the storage and loss moduli in parallel superposition contain an additional term that depends on the derivative of the spectrum with respect to shear rate. We do not see a way to derive an equation analogous to Eq. (4) in this case. Therefore, we do not have available a parallel oscillatory modulus that can be compared with the parallel step strain modulus. Hence we do not consider PSR in this paper.
III. SYSTEM AND METHODS
In this section, we describe the system that we have simulated and some of the methods that we have used to calculate the various properties presented in this paper.
A. System
As mentioned before, it is our aim in this paper to investigate the consequences of an imposed shear flow on rheological probing techniques orthogonal to that shear flow. We want to restrict ourselves to the influence of the bare shearing flow. Therefore, we have chosen a very simple soft matter system in which the imposed flow has no influence on the internal properties of the particles, nor on their mutual interactions. We will briefly comment on possible changes to our findings caused by the latter in Sec. V. Since, moreover, we did not want to run into specific problems that go with high volume fractions and the glassy state, we have chosen as our system a melt of thirteen armed stars at a pressure of 1 atm. So, the system consists of particles, which interact through an effective potential advocated by Likos and co-workers 37
where r ij is the distance between particles i and j, i.e., r ij = | r i − r j | with r i being the position vector of the ith particle. The first line in Eq. (6) describes repulsions at distances smaller than σ L , while the second line describes the smooth decay of the entropic repulsions to zero at larger distances. f is the functionality of the stars, i.e., their number of arms. In the present application, f = 13. σ L sets the length scale of the model.
In order to have some appreciation of the system, in Fig. 1 we present the Likos potential for stars with 13 arms, together FIG. 1. Potential of mean force as a function of dimensionless inter-star distance for two stars with a functionality of thirteen. The solid line represents the resulting radial distribution function g(r) in a melt. The dotted line is the potential scaled to fit on the graph. The parameter σ L is fixed by setting the pressure equal to one atm for the given number density.
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with the radial distribution function for a system with a number density of 0.672 particles per cubic σ L and a temperature of 273 K; the potential was set equal to zero at distances beyond R C = 3.48σ L . Taking the value of r ij where the radial distribution goes through one for the first time as the diameter of the particle, we find a diameter of one σ L and next a volume fraction of 0.35. If, on the other hand, we take the value of r ij at the first peak of g(r ij ) to be the diameter, we obtain a diameter of 1.2σ L and a volume fraction of 0.61. A hard sphere representation of the present model would probably have a diameter and corresponding volume fraction between these two extremes.
In the remaining part of this paper, all quantities will be presented in SI. Therefore, in Table I , we have collected all parameter values in SI, together with some other information defining the simulation. The value of σ L was adjusted to obtain a pressure of 1 atm with the given number density.
B. Orthogonal superposition propagator
Since we only describe the motion of the centers of mass of the stars using the potential of mean force, this means that we have eliminated all the degrees of freedom that go with the arms from our simulation. In order to obtain the correct dynamics for the centers of mass, we must supply friction forces to them and use a stochastic propagator. With the rather large frictions applying in the present case, we may move forward the particles by the Brownian Dynamics propagator. Forces are derived from the total potential
The sum ij runs through all pairs of particles.
In order to implement orthogonal superposition flow as defined in Eq. (1), we make use of the following equations of motion: Here dx i is the increment of x i during the time interval of length dt, ξ is a friction coefficient and f i,x , f i,y , and f i,z are the components of the Brownian stochastic displacements. The latter obey the fluctuation dissipation theorem
where k B is the Boltzmann constant and T is the temperature. δ α , β is the Kronecker delta, which is equal to zero unless α = β, when it is equal to one. The friction coefficient was taken from a previous paper on the same system. 43 The velocities u α i ,x and u α i ,z are the average flow velocities in the x-and z-directions, at the position of particle i. In order to measure these velocities, we divide the system into 10 slabs along the y-direction and calculate the average velocities ẋ i (t) α and ż i (t) α in each slab α at each time step. Herė z i = dz i /dt, etc. The flow velocities are then updated for every slab according to
Here, τ f characterizes how far in the future, the present average velocities co-determine the flow velocities, in order to smooth the otherwise wildly fluctuating flow velocities. τ f should be chosen large enough to effectively time-smooth the measured flow fields, but small enough not to influence the physics.
The actual flow field that develops in the system is imposed through Lees-Edwards boundary conditions, which are applied at the two bounding planes of the box perpendicular to the gradient direction. In the present application, the gradient direction is the same for the steady defining flow and for the oscillatory probing flow. In an OSR simulation, i.e., when both flows are present, a particle leaving the box through the upper y-plane comes back into the system through the lower y-plane with a displacement in the x-direction of −γHt (modulo one) and in the z-direction of −γ ⊥ sin(ωt)H; H is the height of the box in the y-direction. Similar operations are applied when a particle leaves the box through the lower y-plane and enters through the upper yplane, but now with reversed signs. Furthermore, the average velocities in the lowest slab are not measured locally, but are put equal to those in the uppermost slab reduced byγH in the x-direction and by γ ⊥ ω cos(ωt)H in the z-direction.
C. Storage and loss moduli
As emphasized before, we consider the system as being defined by a shear flow along the x-direction with the gradient along the y-direction and being probed by an oscillatory flow in the z-direction with the gradient along the y-direction. Unless some nonlinear processes occur in the system, we expect a linear response to the perturbing flow. This means that for sufficiently small values of γ ⊥ , Eq. (2) should hold. Here G ⊥ (ω;γ) is the stress per unit strain amplitude that is in phase with the strain, and G ⊥ (ω;γ) is the stress per unit strain amplitude that is out of phase with the strain. A different way of writing this equation is
We have calculated the storage and loss moduli by running an OSR simulation as described in Sec. III B, and next fitted the σ yz to Eq. (13) . In order to obtain a full spectrum, this had to be repeated for different frequencies. Stresses were calculated according to
where the sum runs through all pairs, r ij, α is the α-component of r i − r j and F ij, β is the β-component of the force exerted by particle j on particle i.
For a given frequency ω, the time step dt must be chosen small enough to decently sample the oscillating signal, i.e., to have enough points within one cycle. In all runs, we made sure that there were at least 20 points per cycle. On the other hand, we need enough cycles to be able to fit the results to Eq. (13) . In all simulations, we have aimed for at least 100 cycles per run. At low frequencies, the stress response is generally noisy, so a larger amplitude γ ⊥ was used to obtain a good signal-to-noise ratio. The maximum value of γ ⊥ was restricted to 5%. At intermediate frequencies (greater than the crossover frequency) the signal was quite smooth and fitting was considerably easier. For the higher shear rates, it is important that the characteristic time τ f used in Eq. (12) is small enough to not poison the signal. For consistency, we have used τ f = dt throughout the paper. In Fig. 2 , we present three examples of fits of Eq. (13) to the measured stresses. Further results are presented and discussed in Sec. IV A.
D. Step-strain experiments
Once the storage and loss moduli have been obtained, G ⊥ (t;γ) can be calculated by Fourier transformation. 44 As mentioned before, one of our aims in this paper is to investigate if G ⊥ (t;γ) is equal to the stress relaxation after a unit step strain perturbation in the direction orthogonal to the steady shear rate, defined as
Here γ is the imposed strain step at time zero, and σ yz (t, γ;γ) is the resulting stress at later times t.
In order to calculate σ yz (t, γ;γ), first ten boxes were run for 5 × 10 6 steps for every shear rate investigated. Next, for every shear rate, each of the ten boxes was run for an additional ten million steps from which 200 frames were stored at regular intervals. So, we had prepared 2000 boxes for every shear rate. Next, for each of the step strain values γ investigated, in all boxes all z-coordinates r z,i were replaced by r z,i + γr y,i , using periodic boundary conditions of course. Finally all boxes were run for another 10.000 steps, enough for all
FIG. 2.
Sinusoidal fits (red) for the simulated stress (green) after application of different oscillatory perpendicular strains to various steadily sheared boxes. The top panel is for a shear rate of 0.1 s −1 at a frequency of 500 rad/s. The middle panel is for a shear rate of 1 s −1 at a frequency of 0.1 rad/s. The bottom panel is for a shear rate of 2.5 s −1 at a frequency of 50 rad/s. The applied sinusoidal strain, γ ⊥ sin(ωt), scaled to become comparable to the stress, is shown in blue. In the top and bottom panels, stresses and strains are almost in phase with each other; in the middle panel, they are out of phase. In the top panel, the difference between the actual values and the fit is hardly visible. In the middle panel, the stress signal is very noisy, but still can be fitted without big problems. The bottom panel shows that with a high shear rate of 2.5 s −1 , the fitting is difficult due to a low frequency oscillation that occurs at medium and high frequencies.
With even higher shear rates, this poses a severe problem that prevents such systems from being studied.
IV. RESULTS
In this section, we present the results of our Brownian Dynamics simulations of orthogonal superposition experiments for a system of particles interacting via the Likos potential, and compare them with a variety of results obtained from different calculations.
A. Storage and loss moduli from OSR In Fig. 3 , we present the G ⊥ (ω;γ) and G ⊥ (ω;γ) obtained from the OSR simulations for different shear rates. The data for G ⊥ are very noisy at the higher frequencies in all cases. For the lower shear rates, the data for G ⊥ are somewhat noisy at the lower frequencies. In fact for the non-sheared system, the storage and loss moduli can be better obtained from Fourier transformations of the relaxation modulus. One clearly notices that the moduli of sheared systems increasingly shift to higher frequencies with increasing shear rates. Also a clear decrease of the plateau modulus (G ⊥ at high frequencies) with increasing shear rates is evident, indicating an increased fluidization of the sample with increasing steady shear rates.
We want to emphasize that our data in all cases could be well-described by Eq. (13) . This implies that the response of the sheared system to the orthogonal probing is linear. In particular, no additional non-linear contributions are needed to describe the data. If we next assume that the orthogonal storage and loss moduli are the sine and cosine transform of a time-domain function, then we can work our way back to Eq. (4). This implies that Eq. (4) holds for an oscillatory shear rate, i.e., forγ ⊥ (t) = γ ⊥ ω cos(ωt). This does not mean that Eq. (4) necessarily also holds for other shear rates.
In Fig. 4 , we have collected all G ⊥ (t;γ) obtained by Fourier transformation according to the method of Schwarzl. 44 Again we notice a decrease of the plateau values (G ⊥ at small times) with increasing steady shear rates. Another interesting characteristic is that the long time behavior of G ⊥ changes from exponential decay to algebraic decay. As a rough indication, we have fitted an algebraic decay, G ⊥ (t;γ) ∝ t −1.5 , in the case of a shear rate of 2.5 s −1 .
Since the storage and loss moduli are the objects that have been obtained directly from the simulation, while the relaxation modulus was obtained from these by a Fourier transform, the former are statistically better defined than the latter. We therefore fitted algebraic expressions to the low frequency part of the storage modulus G ⊥ (ω;γ) ∝ ω α , as shown in Fig. 5 . The exponent α depends on the imposed shear rate, as shown in Fig. 6 . Clearly α changes from a value of 2 for zero shear rate to 1.5 for an imposed shear rate of 2.5 s −1 . The drawn line in this plot, given by α = 2−0.3497·(γ) 0.2055 , only serves as a guide to the eye. Even so, however, the plot seems to indicate thatγ = 0 is a singular point.
B. Step-strain simulations
We now discuss the results of our step strain simulations.
Time dependence
In this subsection, we concentrate on the time dependence of the stress relaxation after a strain step. Therefore all relaxation curves are normalized by their value at time zero. Plateau values will be discussed in Subsection IV B 2.
In Fig. 7 , we present the normalized relaxation function σ yz (t, γ;γ)/σ yz (0, γ;γ) for a steady shear rate of 2.5 s −1 and for four values of the strain step γ ranging from 0.2 to 0.8. Surprisingly all curves are identical to within the statistics that we obtained with our procedure and are therefore equal to G s ⊥ (t;γ)/G s ⊥ (0;γ). The same holds for all other steady strain rates that we applied, i.e., normalized relaxation curves for different values of the strain step γ only differ by their height. When discussing normalized relaxation curves, we have always averaged over the curves obtained with the four different strain steps.
In Fig. 8 , we present the normalized step-strain relaxation curves G s ⊥ (t;γ) for all different values of the steady shear rates that we have studied, together with the corresponding normalized G ⊥ (t;γ). It is clearly seen that the change of the characteristic decay times with increasing shear rates are very similar for both cases, but the long time decays develop differently. For zero shear, G ⊥ (t; 0) = G s ⊥ (t; 0) to a good approximation. With increasing shear rate, G s ⊥ (t;γ) continues to decay exponentially, whereas G ⊥ (t;γ) gradually develops an algebraic tail as discussed in Sec. IV A.
One of the differences between the two experiments is that the displacements in the z-direction are not strictly linear with height y in the oscillatory simulation, whereas they are linear by definition in the initial frames of the step strain simulations. This is a result of the use of a "boundary driven method" in the OSR simulations, in which the linear profile has to develop by itself. We therefore ran a simulation in which the flow fields are applied more directly. This we did by replacing u α i ,x byγy i and u α i ,z by ωγ ⊥ cos(ωt)y i in the propagator Eq. (10). We call this method the "force driven method." In Fig. 9 , we have plotted the storage and loss moduli for the case withγ = 2.5 s −1 , both for the boundary driven case and for the force driven method, together with those obtained from the step strain simulation. To within the statistics of our results, one may say that the difference between boundary driven results and force driven results is smaller than the differences between both of them and the step strain results.
We conclude that, for stationary sheared systems, the relaxation spectrum probed by small oscillatory perturbations is different from that obtained with step strain simulations.
Plateau values
We now consider the time zero values of the relaxation moduli, i.e., the normalization constants σ yz (0, γ;γ) used in Subsection IV B 1. For ease of notation, we define σ ⊥ (γ;γ) = σ yz (0, γ;γ) and refer to them as peak values.
Since the stress immediately after a strain step is a nondynamical property, we can easily derive theoretical expressions for it. In Appendix A, we will show that we may write
with σ (1)
and a similar expression for σ FIG. 9 . The relaxation moduli obtained for a shear rate of 2.5 s −1 for both boundary driven and force-driven methods (symbols) and the step strain (solid line with no symbols). The results from both methods are in good agreement and differ significantly from those obtained with the step strain simulations. This shows that the onset of power-law behavior with increasing shear rates at low frequencies is not a consequence of the implementation method.
Eqs. (15) and (17) shows that G s ⊥ (0;γ) = σ (1) ⊥ (γ). We refer to σ (1) ⊥ (γ) as the step strain plateau value since it is equal to the constant value to which the storage modulus corresponding to G s ⊥ (t;γ) converges for large frequencies.
In Fig. 10 , we present σ ⊥ (γ;γ)/γ (symbols) for various values of the strain step and compare them with the theoretical results (dashed lines). The figure clearly confirms the theory. Remaining small differences could be a result of finite size effects which are different for the simulated plateau values and the calculated ones.
In Figs. 11(a) and 11(b) , we present σ Fig. 11(a) are also G ⊥ (0;γ) (triangles) obtained from the oscillatory simulations. These values clearly agree with those from the step strain simulations. So, although moduli obtained from oscillatory experiments do not agree with those obtained from step strain experiments in their long time behavior, they do have the same short time values. Now, let us shortly discuss what information is to be found in σ (1) (γ) and σ (3) (γ). From Eq. (17), we notice that σ (1) (γ) is a sum over pair-terms, each averaged over the configurations obtained from a sheared simulation. As such it may be considered to be a way of probing the perturbation of the pair distribution function by the applied stationary flow. We therefore write Eq. (17) as σ (1)
where g( r;γ) is the perturbed pair distribution function. Note that we have assumed a homogeneous and isotropic density of particles ρ. A similar equation holds for σ 
⊥ (γ) as a function of shear rate calculated by two different methods: simulation of expression 17 (circles) and by using the spherical part of the radial distribution function g (0) (r;γ) (squares). 18 These are compared with the plateau modulus from OSR (triangles). For all shear rates, the coefficient calculated from simulation is very close to the plateau values. When using g (0) (r;γ), the first coefficient differs substantially from OSR plateau values at large imposed shear rates, while at smaller shear rates both results converge to each other. Panel (b) shows the third coefficient calculated from the expression and from g (0) (r;γ). g( r;γ) = g (0) (r;γ) + g (1) 
In this equation, we have accounted for the symmetry imposed by the shear flow. The coefficients g (0) (r;γ), etc., may still depend onγ. In particular, we leave open if they are analytic or singular functions of the shear rate. In Fig. 12 , we depict the spherical part g (0) (r;γ) of the perturbed pair function. It is clearly seen that also the spherical part of the distribution function is severely changed by the stationary shear flow. Restricting ourselves to just this contribution to the pair function, we obtained the results denoted "g(r)" (squares) in Figs. 11(a) and 11(b). For shear rates below 0.5 s −1 , the σ values. At larger shear rates, the difference between the actual coefficients and those obtained with the spherical pair function indicates that the contribution of the non-spherical terms must be substantial. Including the next term of the pair distribution function, the one proportional toγ will make no difference. This can be inferred from the fact that including this term gives rise to an additional sum of terms in the integrand which are all proportional to odd powers of x and y, which will all become zero after an integration over all space. A similar argument shows that the next terms, proportional toγ 2 , do contribute to the integrals. Since possible density gradients may further complicate the picture, we do not investigate this here, referring for a more detailed discussion to Ref. 45 . A phenomenological analysis of the role of configurations, based on the Giesekus model, has been presented in Ref. 46 .
Before ending this section, let us conclude from the results in this section and those of Sec. IV B 1 that for the sheared systems, relaxation moduli obtained from oscillatory simulations are largely equal to those obtained from step strain simulations, but that their moduli differ in late time behavior. The strong version of the Boltzmann principle, as we defined it in the Introduction, is therefore not valid. It even seems that in this respect, the zero shear case is a singular case, as strongly suggested by the results in Fig. 6 .
C. Violation of Green-Kubo
Under zero-shear conditions, the shear relaxation modulus is proportional to the time correlation function of any offdiagonal component of the stress tensor. Naively, one might argue that the imposed stationary shear flow serves only to define the system and that the Green-Kubo relations should still hold, with the exception that time correlation functions should be calculated in the sheared ensemble. We therefore ask whether G ⊥ (t;γ) given by Moduli calculated from OSR results, G ⊥ (t;γ), are shown as dashed lines. The zero-shear relaxation modulus is shown as a dashed-dotted line for reference. Clearly the GK moduli are very different from the "real" moduli G ⊥ (t;γ). Not only do they have a higher plateau value which, contrary to those of G ⊥ (t;γ), increases with shear rate, but they also decay much later than their counterparts and in a qualitatively different manner. Clearly the Green-Kubo relations do not hold under large shear rates.
On the other hand, one of the easiest ways to derive the Green-Kubo relations at zero shear is through the analysis of step strain experiments, which for completeness we show in Appendix B. Now that we have seen that under shear, orthogonal step strain and oscillatory experiments yield different relaxation moduli, one may expect that Green-Kubo also does not apply.
In Fig. 13 , we present G GK ⊥ (t;γ) calculated using Eq. (20) . In order to obtain good statistics, 30 pre-equilibrated boxes were run for 10 × 10 6 steps each, and the stress correlations from them were averaged to yield the results. It is clearly seen in Fig. 13 that the Green-Kubo moduli do not agree with the OSR moduli. While the initial values are decreasing for the OSR results, they are increasing for the GK results. The dynamics is somewhat similar in the sense that both moduli decay earlier with increasing shear rates, but the GK moduli do not develop the characteristic algebraic tails as the OSR moduli do. We checked that the normalised GK moduli are also different from the normalized step strain moduli. Only in the non-sheared system do all moduli, i.e., the OSR moduli, the GK moduli, and the step strain moduli, agree.
V. SUMMARY AND DISCUSSION
We have investigated, by means of Brownian dynamics simulations, the applicability of Boltzmann's superposition principle to orthogonal superposition rheology. We prepared our systems by shearing them along the x-axis, with the gradient along the y-axis, and maintained this shear during all subsequent "experiments." We investigated these systems by measuring the response to the application of small probing perturbations orthogonal to the applied steady shear. The probing perturbations were either a small step strain perturbation or an oscillating perturbation, both in the z-direction with the gradient along the y-axis. These perturbations give rise to the following responses:
with γ being the value of the strain step andγ ⊥ (t) the time dependent orthogonal shear rate. Both shear moduli G s ⊥ and G ⊥ depend parametrically on the applied steady shear ratė γ. At zero shear rate, i.e., whenγ = 0, both shear moduli are equal. We have found in this paper that this is not true anymore for non-zero shear rates.
Although the initial values of both moduli are the same, and their decay times are roughly the same, their late time dependencies are different. While G ⊥ develops an algebraic tail with increasing steady shear rates, the step strain modulus G s ⊥ does not do so. We quantified these findings by calculating the exponents α of the low frequency algebraic increase of the storage modulus, G ⊥ (ω;γ) ∝ ω α , as a function of the imposed steady shear rate. It turns out that α continuously approaches its zero shear rate value of 2, when shear rates become very small, but the corresponding curve is singular, i.e., has no derivative, at zero shear rate. This is an indication that even at the smallest shear rates, orthogonal probing cannot be considered to be a linear probing of a linearly perturbed system. Apparently the different "symmetries" of a small steady shear and an oscillatory orthogonal shear with small amplitude do not just give rise to a stress response whose components can be calculated from equilibrium properties. Obviously, combining two steady shear flows can be turned into a simple shear flow by rotating the coordinate system. It will be interesting to investigate the same problem for two oscillatory flows.
Besides their differences, G s ⊥ and G ⊥ also have similarities. Both of them accelerate, i.e., decay at increasingly smaller times with increasing shear rates, to roughly the same extent. For the step-strain experiments, this may be a result of shear induced diffusion. 47 When an oscillatory flow is applied orthogonal to the imposed shear flow, the shear induced diffusion processes are severely influenced, probably giving rise to additional diffusion modes. The latter may be the cause of the algebraic decay.
As mentioned in the main text, the initial values G s ⊥ (0;γ) and G ⊥ (0;γ) do coincide. We have presented a simple equation that allows to calculate the dependence of these quantities on the imposed steady shear rate. It is interesting that, for small imposed shear rates, the numerical evaluation of this equation only requires the spherical part of the pair correlation function as a function of the imposed shear rate. This means that the vertical shift factor in a time-shear rate superposition presentation, analogous to a time-temperature superposition Let us finish with a few comments concerning the molecular model that we have used in this paper. We have explicitly not taken into account many aspects that are characteristic for soft matter systems. Near equilibrium, usually a wide range of time scales related to internal dynamics is visible in rheological spectra, among which are Rouse and reptation dynamics in general, or arm retraction moves as in star polymers. 49, 50 With larger shear rates, on a very coarse level, particles may be considered to interact through mean forces augmented with transient forces. 51, 52 As it has been used so far, that model will be insufficient in many cases since it does not take into account the deformation of the individual particles caused by the imposed shear flow. A consequence of this would be that the potential interactions become anisotropic and that the frictions in Eq. (10) should be different for motions in different directions. 53 It is difficult to predict what the influence of these responses of the particles to the imposed shear flow would be, but one may speculate that they help to delay the onset of the algebraic tails found in this paper to larger shear rates. This seems to be corroborated by results presented in Ref. 10 .
The Journal of Chemical Physics ARTICLE scitation.org/journal/jcp the averaging 1/V i<j γ by ρ 2 /2 ∫ d 3 rg( r;γ) and noticing that g( r;γ) contains only terms proportional to powers of x and y, we find that all terms are proportional to an odd power of z and will become zero after integration over all space. This constitutes a mathematical proof of the physically obvious fact that terms proportional to even powers of γ do not contribute in Eq. (A1).
The 
APPENDIX B: DERIVATION OF GREEN-KUBO EQUATION FOR EQUILIBRIUM SYSTEMS
In this Appendix, we give a quick derivation of the Green-Kubo expression to calculate the stress relaxation after a strain step. The distribution of configurations r 3N right after the step is given by P γ (r 3N ) = exp −βΦ( r 1 − γy 1 e z , . . . , r N − γy N e z )
where Z γ is the normalizing constant or partition function and β = (k B T) −1 . Expanding Φ to first order in γ and next the exponential, we obtain P γ (r 3N ) = exp −βΦ(r 3N ) Z γ 1 + βγVσ yz (r 3N ) .
Next we calculate the partition function Z γ = d 3N exp −βΦ(r 3N ) 1 + βγVσ yz (r 3N )
where the angular brackets indicate an equilibrium average. Using that the average stress is zero at equilibrium, we find P γ (r 3N ) = P eq (r 3N ) 1 + βγVσ yz (r 3N ) ,
where P eq (r 3N ) = exp −βΦ(r 3N ) /Z. Denoting the stress at time t of a system that at time zero had the configuration r 3N by σ yz (t; r 3N ), we obtain for the modulus G s (t) = 1 γ d 3N rσ yz (t; r 3N )P γ (r 3N )
= βV d 3N rP eq (r 3N )σ yz (t; r 3N )σ yz (r 3N ),
where we have used that σ yz (t) = 0. This result may be written in its usual notation as
In equilibrium, when the modulus after a strain step is the same as the one from oscillatory experiments, we may remove the superscript "s."
