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Dyons and dyonic black holes in su(N) Einstein-Yang-Mills
theory in anti-de Sitter space-time
Ben L. Shepherd and Elizabeth Winstanley∗
Consortium for Fundamental Physics, School of Mathematics and Statistics,
The University of Sheffield, Hicks Building, Hounsfield Road, Sheffield. S3 7RH United Kingdom
(Dated: March 22, 2016)
We present new spherically symmetric, dyonic soliton and black hole solutions of the su(N)
Einstein-Yang-Mills equations in four-dimensional asymptotically anti-de Sitter space-time. The
gauge field has nontrivial electric and magnetic components and is described by N − 1 magnetic
gauge field functions and N−1 electric gauge field functions. We explore the phase space of solutions
in detail for su(2) and su(3) gauge groups. Combinations of the electric gauge field functions are
monotonic and have no zeros; in general the magnetic gauge field functions may have zeros. The
phase space of solutions is extremely rich, and we find solutions in which the magnetic gauge field
functions have more than fifty zeros. Of particular interest are solutions for which the magnetic gauge
field functions have no zeros, which exist when the negative cosmological constant has sufficiently
large magnitude. We conjecture that at least some of these nodeless solutions may be stable under
linear, spherically symmetric, perturbations.
PACS numbers: 04.20.Jb, 04.40.Nr, 04.70.Bw
I. INTRODUCTION
The study of soliton and black hole solutions of the
Einstein-Yang-Mills (EYM) equations has been an ac-
tive subject for some twenty-five years, triggered by the
discovery of regular, static, spherically symmetric, soli-
tons [1] and “coloured” black holes [2] in su(2) EYM in
four-dimensional asymptotically flat space-time. In these
configurations, the nonabelian gauge field is purely mag-
netic [3] and described by a single function ω1(r) of the
radial coordinate r. Numerical investigations [1, 2] show
that ω1(r) must have at least one zero, and this is has
also been proven analytically [4]. Both the particle-like
and black hole solutions arise at discrete points in the
phase space of parameters, and can be indexed by n,
the number of zeros of ω1(r). The su(2) solitons and
black holes have no magnetic charge at infinity. The
black holes, in particular, are indistinguishable from a
Schwarzschild black hole at infinity, and therefore present
counter-examples to the “no-hair” conjecture [5]. How-
ever, both the black hole and soliton solutions are un-
stable under linear, spherically symmetric, perturbations
of the gauge field and metric [6]. As a consequence of
this, Bizon postulated a modified “no-hair” conjecture
[7], heuristically stated as “a stable black hole is uniquely
characterized by global charges”. The “coloured” black
holes do not contradict this conjecture due to their in-
stability.
Notwithstanding the instability of the su(2) EYM soli-
tons and black holes in asymptotically flat space-time,
their discovery sparked extensive research into soliton
and black hole solutions of more general matter models
involving nonabelian gauge fields (see [8] for a review).
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In four-dimensional asymptotically flat space-time, en-
larging the gauge group to su(N), a richer phase space
arises [9], but solutions still occur at discrete points in
the phase space. Furthermore, there is a very general re-
sult that all purely magnetic, asymptotically flat, soliton
or black hole solutions of the su(N) EYM equations in
four-dimensional space-time are unstable [10].
The situation is very different if one considers EYM
with a negative cosmological constant Λ < 0, so that the
space-time is asymptotically anti-de Sitter (adS) rather
than asymptotically flat. Four-dimensional, purely mag-
netic, black hole [11, 12] and soliton [12, 13] solutions of
the su(2) EYM equations in adS are found in continuous
regions of parameter space rather than at discrete points
as in the asymptotically flat case. Furthermore, if |Λ| is
sufficiently large, there are solutions for which the single
magnetic gauge field function ω1(r) has no zeros. These
nodeless solutions have no analogue in asymptotically flat
space-time and at least some of them are stable under
linear, spherically symmetric perturbations [11, 12]. The
proof of stability can be extended to general linear per-
turbations of the metric and gauge field providing |Λ| is
sufficiently large [14].
For the larger su(N) gauge group, purely magnetic soli-
ton and black hole solutions of EYM in adS exist in con-
tinuous regions of the parameter space [15]. In this case
the purely magnetic gauge field is described by N − 1
functions ωj(r), j = 1, . . .N − 1, of the radial coordi-
nate r. There exist both soliton and black hole solu-
tions for which all the ωj(r) have no zeros provided |Λ|
is sufficiently large [16]. These solutions are of particular
interest because it can be proven that at least some of
them are stable under linear, spherically symmetric, per-
turbations of the metric and gauge field [17]. Although
these stable black holes are coupled to potentially un-
limited amounts of gauge field hair, they can nonetheless
be characterized by global charges defined far from the
2black hole [18], in accordance with the modified “no-hair”
conjecture [7] (see also the reviews [19]).
Returning to su(2) EYM in adS, the space of solutions
revealed another surprise [12]. In asymptotically flat
space-time, all nontrivial (that is, not corresponding to
embedded Schwarzschild or abelian Reissner-Nordstro¨m
configurations) su(2) solitons and black holes must have
gauge fields with vanishing electric parts [3]. This is not
the case in asymptotically adS space-time, with dyonic
solitons and black holes existing, for which the gauge field
has nontrivial electric and magnetic components [12]. For
su(2) gauge group, the electric part is described by a sin-
gle function h1(r) and the magnetic part by a single func-
tion ω1(r), where r is the radial coordinate. The electric
gauge field function h1(r) is monotonic and has no zeros;
there exist solitons and black holes for which the mag-
netic gauge field function ω1(r) also has no zeros [12, 20].
Although these solutions were found numerically fifteen
years ago [12], it was only recently that it was shown that
at least some of the solutions for which ω1(r) is nodeless
are stable under linear, spherically symmetric perturba-
tions [21].
In this paper we explore the phase space of dyonic
EYM solitons and black holes in adS when the gauge
group is enlarged to su(N). In the purely magnetic case,
with the larger gauge group the phase space has a very
rich structure [15] and we anticipate that the same will
be true for dyonic solutions. Dyonic solutions of su(N)
EYM will be described by N−1 electric gauge field func-
tions hj(r), j = 1, . . . , N − 1, and N − 1 magnetic gauge
field functions ωj(r), j = 1, . . . , N − 1. Recently the ex-
istence of soliton and black hole solutions (when |Λ| is
sufficiently large) for which all the ωj functions have no
zeros was proven [22]. These nodeless solutions are of
particular interest because, in the light of results in the
purely magnetic sector [17] and for su(2) dyonic solutions
[21], it is anticipated that at least some of them will be
stable under linear, spherically symmetric perturbations.
In this paper we present the first numerical dyonic solu-
tions of the su(N) EYM equations in adS, focusing not
just on the nodeless solutions whose existence is proven
in [22], but also more generally on the rich features of the
phase space of solutions.
The outline of this paper is as follows. In Sec. II we
introduce the su(N) EYM model and field equations,
and describe our static, spherically symmetric ansatz for
the metric and gauge field potential. We also discuss
the boundary conditions at the origin (for regular soli-
tons), event horizon (for black holes) and at infinity. So-
lutions of the field equations are discussed in detail in
Sec. III. We describe our numerical method, and explore
the phase space of dyonic soliton and black hole solutions
with su(2) and su(3) gauge group. Our conclusions are
presented in Sec. IV.
II. su(N) EINSTEIN-YANG-MILLS THEORY IN
ANTI-DE SITTER SPACE-TIME
In this section we describe our gauge field and metric
ansatz, the field equations and the boundary conditions
for static, spherically symmetric dyon and dyonic black
hole solutions of su(N) EYM in adS.
A. Ansatz and field equations
1. Metric and gauge potential ansatz
We consider static, spherically symmetric, four-
dimensional solitons and black holes with metric
ds2 = −σ2µ dt2 + µ−1 dr2 + r2 (dθ2 + sin2 θ dφ2) , (2.1)
where the metric functions µ and σ depend only on the
radial coordinate r. We write the metric function µ(r) in
the form
µ(r) = 1− 2m(r)
r
− Λr
2
3
, (2.2)
where Λ < 0 is the cosmological constant. In (2.1)
and throughout this paper, the metric has signature
(−,+,+,+) and we use units in which 4πG = 1 = c.
For the static, spherically symmetric su(N) gauge field
potential A, we use the ansatz [23]
A = A dt+ B dr + 1
2
(
C − CH) dθ
− i
2
[(
C + CH
)
sin θ +D cos θ
]
dφ, (2.3)
where we have set the gauge coupling g = 1. In (2.3),
A, B, C and D are N × N matrices which depend only
on the radial coordinate r. The matrices A and B are
purely imaginary, diagonal and traceless. The matrix C
(with Hermitian conjugate CH) is upper triangular, with
the only nonzero entries immediately above the diagonal,
which are written as:
Cj,j+1 = ωj(r)e
iγj (r), j = 1, . . . , N − 1, (2.4)
where ωj(r) and γj(r) are real functions. The matrix D
is constant, diagonal and traceless, and given by
D = Diag (N − 1, N − 3, ..., 3−N, 1−N) . (2.5)
The ansatz (2.3) has some residual gauge freedom which
can be used to set B ≡ 0 [23]. It should be emphasized
that the choice of ansatz (2.3) is not unique [24].
For purely magnetic solutions [15, 16] one makes the
choice A ≡ 0. However, in this paper we are interested in
solutions for which the gauge field has nontrivial electric
and magnetic parts. Therefore A will not vanish. We
write A in terms of matrices Hℓ, which are the diago-
nal generators of the Cartan subalgebra of su(N). We
3define the Hℓ in a similar way to Ref. [25], but using a
slightly different normalization. The nonzero entries of
the matrix Hℓ are:
[Hℓ]j,k = −
i√
2ℓ (ℓ+ 1)
[
ℓ∑
p=1
(δj,pδk,p)− ℓδj,ℓ+1δk,ℓ+1
]
,
(2.6)
where δj,k is the usual Kronecker delta. For su(2) EYM,
there is a single generator of the Cartan subalgebra:
H1 = − i
2
(
1 0
0 −1
)
, (2.7)
while for su(3) EYM, there are two H matrices:
H1 = − i
2

 1 0 00 −1 0
0 0 0

 , H2 = − i
2
√
3

 1 0 00 1 0
0 0 −2

 .
(2.8)
For general N , there are N − 1 matrices Hℓ (2.6), since
N − 1 is the rank of the su(N) Lie algebra. In terms of
the Hℓ matrices, the electric part of the gauge potential
A (2.3) takes the form
A = −
N−1∑
ℓ=1
hℓ(r)Hℓ, (2.9)
in terms of N − 1 real scalar functions hℓ(r), depending
on the radial coordinate r only.
Our ansatz (2.9) for the electric part of the gauge po-
tential at first sight looks rather different from that con-
ventionally used in the literature [19, 22, 23], although
it is equivalent. Usually the N diagonal entries of the
traceless matrix A are denoted by iαk(r), k = 1, . . .N
(where the αk(r) are real functions of r), and written in
terms of N − 1 real quantities Ej(r) as follows [22, 23]:
αk(r) = − 1
N
k−1∑
ℓ=1
ℓEℓ(r) +
N−1∑
ℓ=k
(
1− ℓ
N
)
Eℓ(r), (2.10)
so that
Ek(r) = αk(r) − αk+1(r). (2.11)
From (2.9), the αk(r) can be written in terms of the hℓ(r)
as:
αk(r) = −
√
k − 1
2k
hk−1(r) +
N−1∑
ℓ=k
hℓ(r)√
2ℓ (ℓ+ 1)
, (2.12)
and consequently
Ek(r) =
√
k + 1
2k
hk(r)−
√
k − 1
2k
hk−1(r). (2.13)
We write the relation (2.13) between the N − 1 functions
hℓ(r) and the N − 1 quantities Ek(r) as
E = FN−1h, (2.14)
where E = (E1, . . . , EN−1)T , h = (h1, . . . , hN−1)T and
FN−1 is the lower-triangular (N − 1) × (N − 1) matrix
with entries
FN−1 =


√
2/(2× 1) 0 0 · · · 0
−√1/(2× 2) √3/(2× 2) 0 · · · 0
0 −√2/(2× 3) √4/(2× 3) · · · 0
...
...
... · · · ...
0 0 0 · · · 0
0 0 0 · · · √N/(2× (N − 1))


. (2.15)
By inverting FN−1 (2.15), we can write the hℓ(r) in terms
of the Ek(r):
h = F−1N−1E. (2.16)
For the magnetic part of the gauge field potential (2.3),
we now assume that all the functions ωj(r) (2.4) in the
matrix C are nonzero. In this case one of the Yang-Mills
equations reduces to γj(r) ≡ 0 for all j = 1, . . . , N − 1
and r [23]. Our ansatz for the gauge potential (2.3) then
reduces to:
A = A dt+ 1
2
(
C − CH) dθ
− i
2
[(
C + CH
)
sin θ +D cos θ
]
dφ, (2.17)
and the nonzero entries in the matrix C are now simply
Cj,j+1 = ωj(r), j = 1, . . . , N − 1. (2.18)
The above ansatze for the matrices A and C appearing in
the electric and magnetic parts of the gauge field respec-
tively, are related to the expansion of the su(N) gauge
4field in terms of simple roots (such an expansion is well-
known in the construction of the su(N) monopole, see,
for example, [26] for a review). The matrix A (2.9) is
a linear combination of the generators ~Υℓ. ~H, where the
~Υℓ are the positive roots of su(N), while the matrix C
with entries given by (2.18) is a linear combination of the
generators E~Υℓ (the raising operators) corresponding to
the simple roots of su(N).
In summary, the gauge field is described by 2 (N − 1)
functions of r: the N − 1 electric gauge functions hℓ(r)
and the N − 1 magnetic gauge functions ωj(r).
2. Field equations
The components of the Yang-Mills gauge field are given
in terms of the gauge potential components (2.17) as fol-
lows:
Fµν = ∂µAν − ∂νAµ + [Aµ, Aν ] , (2.19)
when the gauge coupling constant g = 1. The Yang-Mills
equations take the form
∇µFµν + [Aµ, Fµν ] = 0. (2.20)
The stress-energy tensor of the Yang-Mills field is
Tµν = Tr
[
FµαFν
α − 1
4
gµνFαβF
αβ
]
, (2.21)
where Tr denotes a Lie algebra trace. The stress-energy
tensor Tµν acts as the source in the Einstein equations:
Rµν − 1
2
gµνR+ Λgµν = 2Tµν , (2.22)
since we are using units in which 4πG = 1.
The Yang-Mills equations (2.20) for the gauge field with potential (2.17) take the form (a prime ′ denotes differen-
tiation with respect to the radial coordinate r):
h′′k = h
′
k
(
σ′
σ
− 2
r
)
+
√
k + 1
k
ω2k
µr2
(
hk
√
k + 1− hk−1
√
k − 1
)
+
√
k
k + 1
ω2k+1
µr2
(
hk
√
k − hk+1
√
k + 2
)
, (2.23a)
0 = ω′′k + ω
′
k
(
σ′
σ
+
µ′
µ
)
+
ωk
σ2µ2
(
hk
√
k + 1
2k
− hk−1
√
k − 1
2k
)2
+
ωk
2µr2
(
2− 2ω2k + ω2k−1 + ω2k+1
)
, (2.23b)
for k = 1, . . . , N − 1. The Einstein equations (2.22) give two equations for the metric functions m(r) and σ(r):
m′ =
N−1∑
k=1

r2h′2k
2σ2
+
ω2k
σ2µ
(
hk
√
k + 1
2k
− hk−1
√
k − 1
2k
)2+ N−1∑
k=1
[
µω′2k +
k(k + 1)
4r2
(
1− ω
2
k
k
+
ω2k+1
k + 1
)2]
,(2.24a)
σ′ =
N−1∑
k=1

2σω′2k
r
+
2ω2k
σµ2r
(
hk
√
k + 1
2k
− hk−1
√
k − 1
2k
)2 . (2.24b)
Setting hk(r) ≡ 0 for all k, the field equations (2.23–2.24) reduce to the purely magnetic field equations studied in
[15–17].
B. Boundary conditions
The field equations (2.23–2.24) are singular at the ori-
gin r = 0 (relevant for soliton solutions), the black hole
event horizon r = rh (if there is one) and infinity r →∞.
We therefore need to specify appropriate boundary con-
ditions at each of these points. As with the purely mag-
netic solutions [16] the boundary conditions at the origin
are the most complex. Local existence of solutions of the
field equations near the singular points r = 0, r = rh and
r →∞ is proven in [22], using a different representation
of the electric part of the gauge field potential. In this
section we cast the results of [22] into our notation for
completeness.
1. Infinity
We assume that the space-time is asymptotically adS
and that the field variables have regular Taylor series
5expansions about r→∞:
m(r) =M +
m1
r
+O
(
1
r2
)
,
σ(r) = 1 +
σ1
r
+
σ2
r2
+
σ3
r3
+
σ4
r4
+O
(
1
r5
)
,
ωk(r) = ωk,∞ +
ck,1
r
+O
(
1
r2
)
,
hk(r) = hk,∞ +
dk,1
r
+O
(
1
r2
)
. (2.25)
Substituting the expressions (2.25) into the field equa-
tions (2.23–2.24), we find that hk,∞, dk,1, ωk,∞ and ck,1
are free parameters,
σ1 = σ2 = σ3 = 0, (2.26)
and that m1 and σ4 are given by (cf. [22])
m1 = −
N−1∑
k=1

k(k + 1)
4
(
1− ω
2
k,∞
k
+
ω2k+1,∞
k + 1
)2
+
d2k,1
2
+
c2k,1
L2
− L2ω2k,∞
(
hk,∞
√
k + 1
2k
− hk−1,∞
√
k − 1
2k
)2 ,
σ4 = −1
2
N−1∑
k=1

L4ω2k,∞
(
hk,∞
√
k + 1
2k
− hk−1,∞
√
k − 1
2k
)2
+ c2k,1

 , (2.27)
where L =
√−3/Λ is the adS radius of curvature.
2. Event horizon
We assume that there is a regular, nonextremal black
hole event horizon at r = rh. At r = rh, the metric
function µ(r) (2.2) has a single zero, so that
m(rh) =
rh
2
− Λr
3
h
6
. (2.28)
To avoid a singularity at the event horizon, it must be
the case that the electric gauge functions hk(r) vanish at
r = rh. We therefore assume the following Taylor series
expansions near the event horizon:
m(r) = m(rh) +m
′(rh) (r − rh) +O (r − rh)2 ,
σ(r) = σ(rh) + σ
′(rh) (r − rh) +O (r − rh)2 ,
ωk(r) = ωk(rh) + ω
′
k(rh) (r − rh) +O (r − rh)2 ,
hk(r) = h
′
k(rh) (r − rh) +O (r − rh)2 . (2.29)
From the field equations, we find that σ(rh), h
′
k(rh)
and ωk(rh) are free parameters and that m
′(rh), σ′(rh)
and ω′k(rh) are given in terms of them as follows (cf. [22]):
m′(rh) =
N−1∑
k=1
[
r2hh
′
k(rh)
2
2σ(rh)2
+
k(k + 1)
4r2h
(
1− ωk(rh)
2
k
+
ωk+1(rh)
2
k + 1
)2]
,
σ′(rh) = 2
N−1∑
k=1

 ωk(rh)2
σ(rh)µ′(rh)2rh
(
h′k(rh)
√
k + 1
2k
− h′k−1(rh)
√
k − 1
2k
)2+ 2N−1∑
k=1
σ(rh)ω
′
k(rh)
2
rh
,
ω′k(rh) =
ωk(rh)
µ′(rh)r2h
(
ωk(rh)
2 − 1− 1
2
[
ωk−1(rh)
2 + ωk+1(rh)
2
])
. (2.30)
The value of σ(rh) is fixed in practice by the require- ment that the metric function σ(r) approaches unity as
6r →∞. This leaves the 2 (N − 1) free parameters h′k(rh)
and ωk(rh) for k = 1, . . . , N − 1, whose values are re-
stricted by the requirement
µ′(rh) =
1
rh
− 2m
′(rh)
rh
− Λrh > 0, (2.31)
which is needed for a regular nonextremal horizon at r =
rh.
3. Origin
In the purely magnetic case [15, 16], the boundary
conditions for the su(N) gauge potential near the origin
are rather complicated, with a power series expansion up
to O(rN+1) necessary in order to completely specify the
gauge field functions. It is no surprise that the addition
of a nontrivial electric part to the gauge field potential
only complicates matters further [22].
We begin by assuming regular Taylor series expansions
for all field variables in a neighbourhood of the origin
r = 0:
m(r) = m0 +m1r +m2r
2 +m3r
3 +O(r4),
σ(r) = σ0 + σ1r + σ2r
2 +O(r3),
ωk(r) = ωk,0 + ωk,1r + ωk,2r
2 + ωk,3r
3 +O(r4),
hk(r) = hk,0 + hk,1r + hk,2r
2 + hk,3r
3 +O(r4).(2.32)
The constant σ0 must be nonzero in order for the metric
(2.1) to be regular at the origin. It is otherwise arbitrary
as far as the expansions near the origin are concerned,
and will be fixed in practice by the requirement that σ →
1 as r →∞. Regularity of the field equations (2.23–2.24),
metric (2.1) and curvature at r = 0 gives [22]
m0 = m1 = m2 = 0, σ1 = 0, ωk,1 = 0, hk,0 = 0.
(2.33)
From the equation for m′(r) (2.24a), we also have
N−1∑
k=1
k (k + 1)
[
1− ω
2
k,0
k
+
ω2k+1,0
k + 1
]2
= 0, (2.34)
which is solved by
ωk,0 = ±
√
k (N − k). (2.35)
The field equations (2.23–2.24) are unchanged by the
transformation ωk(r) → −ωk(r), for each k separately.
Therefore we take the positive sign in (2.35) without loss
of generality.
We consider next the magnetic gauge field functions
ωk(r). The coupling between these and the electric
gauge field functions hk(r) in the Yang-Mills equation
for ωk(r) (2.23b) does not affect the first two terms
in the expansion of this equation near r = 0, because
hk(r) = O(r) as r → 0. Following [16, 22], we de-
fine two vectors ω2 = (ω1,2, ω2,2, . . . , ωN−1,2)
T and ω3 =
(ω1,3, ω2,3, . . . , ωN−1,3)
T
. The first two terms in the ex-
pansion about r = 0 of the Yang-Mills equation (2.23b)
then give the following equations for ω2 and ω3:
MN−1ω2 = 2ω2, MN−1ω3 = 6ω3, (2.36)
whereMN−1 is the (N − 1)×(N − 1) matrix [16, 22, 27]
MN−1 =


2(N − 1) −√(N − 1)2(N − 2) 0 · · · 0
−√(N − 1)2(N − 2) 2× 2(N − 2) −√2(N − 2)3(N − 3) · · · 0
0 −√2(N − 2)3(N − 3) 2× 3(N − 3) · · · 0
...
...
...
. . .
...
0 0 0 · · · −√(N − 1)2(N − 2)
0 0 0 · · · 2(N − 1)


.
(2.37)
As discussed in [27], the eigenvalues of the matrixMN−1
are
Ej = j (j + 1) , j = 1, . . . , N − 1, (2.38)
and the eigenvectors have a complicated form involving
Hahn polynomials [27, 28]. Writing a basis of normalized
eigenvectors of MN−1 as u1,u2, . . . ,uN−1 (where uj is
the eigenvector having eigenvalue Ej (2.38)), we have,
from (2.36),
ω2 = b1u1, ω3 = b2u2, (2.39)
where b1 and b2 are arbitrary constants.
We proceed in a similar way for the elec-
tric gauge field functions hk(r), defining two vec-
tors h1 = (h1,1, h2,1, . . . , hN−1,1)
T and h2 =
(h1,2, h2,2, . . . , hN−1,2)
T
. As with the magnetic gauge
field functions, the coupling between the hk(r) and ωk(r)
in the Yang-Mills equation (2.23a) does not affect the first
two terms in the expansion of this equation about r = 0,
which then give the following two equations:
NN−1h1 = 2h1, NN−1h2 = 6h2, (2.40)
where NN−1 is the (N − 1)× (N − 1) matrix
7NN−1 =


2(N − 1) + (N − 2) −(N − 2)√3 0 · · · 0
−(N − 2)√3 2× 2(N − 2) + (N − 4) −(N − 3)√2× 4 · · · 0
0 −(N − 3)√2× 4 2× 3(N − 3) + (N − 6) · · · 0
...
...
...
. . .
...
0 0 0 · · · −√(N − 2)N
0 0 0 · · · 2(N − 1)− (N − 2)


.
(2.41)
In [22], an expansion similar to (2.32) is performed for
the alternative electric gauge field functions Ek, defined
in terms of the hℓ functions that we use here by (2.13,
2.14):
Ek(r) = Ek,0 + Ek,1r + Ek,2r2 + Ek,3r3 +O(r4). (2.42)
Again we have Ek,0 = 0 for all k, and the vectors E1 =
(E1,1, E2,1 . . . , EN−1,1)T and E2 = (E1,2, E2,2 . . . , EN−1,2)T
satisfy the equations [22]
MN−1E1 = 2E1, MN−1E2 = 6E2. (2.43)
Using the relationship between h and E in (2.14), it is
clear that the matrices MN−1 (2.37) and NN−1 (2.41)
are related by
NN−1 = F−1N−1MN−1FN−1, (2.44)
and therefore the matrices MN−1 and NN−1 have the
same eigenvalues Ej (2.38). In particular, we have, from
(2.40),
h1 = g1v1, h2 = g2v2, (2.45)
where g1 and g2 are arbitrary constants and the vectors
vi, i = 1, 2, are eigenvectors of NN−1, given by
vi ∝ F−1N−1ui, i = 1, 2, (2.46)
where an overall multiplicative constant is required so
that the vi are normalized.
Once we have found the eigenvectors ω2, ω3, h1 and
h2, the first two terms in the Einstein equations (2.24a,
2.24b) give the values of m3,m4, σ2 and σ3 (which also
depend on the cosmological constant Λ) [22].
From the above analysis, the expansion of the hk(r) to
order r and ωk(r) functions to order r
2 depends on just
two arbitrary constants, b1 (2.39) and g1 (2.45), while
the expansion to next order in r (that is, to order r2 for
the electric gauge field functions hk(r) and order r
3 for
the magnetic gauge field functions ωk(r)) adds a further
two arbitrary constants, b2 and g2. It is shown in Propo-
sition 8 in [22], in analogy with the purely magnetic case
[16], that a total of 2 (N − 1) arbitrary constants are re-
quired to completely specify the gauge field functions in
a neighbourhood of the origin. Each additional power
of r in the expansion of the hk(r) and ωk(r) depends on
just two further arbitrary constants, one for the hk(r)
and one for the ωk(r).
To see this, define the vectors
hj = (h1,j , h2,j, . . . , hN−1,j)
T
,
ωj = (ω1,j , ω2,j, . . . , ωN−1,j)
T . (2.47)
Examination of the appropriate term in the expansion of
the relevant Yang-Mills equation (2.23) shows that the
vectors hj , ωj satisfy equations of the form
[MN−1 − j (j + 1)]ωj+1 = pj+1,
[NN−1 − j (j + 1)]hj = qj+1, (2.48)
where pj+1 and qj+1 are complicated vectors depend-
ing on h2,h3, . . . ,hj−1, ω2,ω3, . . .ωj , m3,m4, . . .mj ,
σ2, σ3, . . . , σj , whose detailed form can be found in [22].
The solutions of (2.48) are [22]:
hj = gjvj + v˜j+1,
ωj+1 = bjuj + u˜j+1, (2.49)
where bj and gj are arbitrary constants. In (2.49), the
vectors u˜j+1 and v˜j+1 are particular solutions of (2.48).
It is shown in [22] that these particular solutions can be
chosen such that u˜j+1 and v˜j+1 are linear combinations
of u1,u2, . . . ,uj−1,v1,v2, . . . ,vj−1.
We can therefore write the electric and magnetic
gauge field functions in the following vectorial form,
where ω(r) = (ω1(r), ω2(r), . . . , ωN−1(r))
T and h(r) =
(h1(r), h2(r), . . . , hN−1(r))
T
:
ω(r) = ω0 +
N−1∑
k=1
βk(r)uk,
h(r) =
N−1∑
k=1
γk(r)vk, (2.50)
where
ω0 =
(√
N − 1,
√
2 (N − 2), . . . ,√N − 1
)T
, (2.51)
and the βk(r) and γk(r) functions have the following be-
haviour near the origin:
βk(r) = bkr
k+1 +O(rk+2),
γk(r) = gkr
k +O(rk+1). (2.52)
As is explained in more detail in the next section, in
our numerical procedure we integrate the field equations
for the βk(r) and γk(r) functions rather than hk(r) and
ωk(r), to improve numerical accuracy.
8In this paper we present dyonic solutions for the N = 2
and N = 3 cases only, so it is sufficient for our purposes
to find h2, h3, ω2 and ω3. We do not need to consider
the complicated vectors pj+1, qj+1 (2.48) or u˜j+1, v˜j+1
(2.49).
III. SOLUTIONS
We now present our new soliton and black hole so-
lutions of the field equations (2.23–2.24). These field
equations have a number of trivial solutions, which we
describe first in Sec. III A, before discussing our numeri-
cal method in Sec. III B and the nontrivial solutions for
su(2) and su(3) gauge groups in Secs. III C and III D re-
spectively.
A. Trivial solutions
The first trivial solution arises on setting the electric
gauge functions hk(r) ≡ 0 for k = 1, . . . , N − 1, and
the magnetic gauge functions ωk(r) to be the following
constants:
ωk(r) ≡ ±
√
k (N − k), k = 1, . . . , N − 1. (3.1)
The metric functions m(r) and σ(r) are then constants.
Setting σ(r) ≡ 1 without loss of generality gives the
Schwarzschild-adS metric with m(r) ≡M .
The second trivial solution is Reissner-Nordstro¨m-adS.
The metric function σ(r) ≡ 1 and µ(r) takes the form
µRN (r) = 1− 2M
r
+
Q2
r2
− Λr
2
3
, (3.2)
where the mass M and charge Q are constants. This
solution of the field equations arises on setting the mag-
netic gauge functions ωk(r) ≡ 0 for all k = 1, . . . , N − 1,
in which case the electric gauge functions are exactly
hk(r) = hk,∞ − dk,1
r
, k = 1, . . . , N − 1, (3.3)
where the hk,∞ and dk,1 are constants. From the Einstein
equation (2.24a), the charge Q is given by
Q2 =
1
6
N (N − 1) (N + 1) +
N−1∑
k=1
d2k,1. (3.4)
The charge Q (3.4) is an effective charge, with Q2 hav-
ing two components. The first, N (N − 1) (N + 1) /6,
is a magnetic charge, and the second,
∑N−1
k=1 d
2
k,1, is
an electric charge. The Reissner-Nordstro¨m-adS solu-
tion is therefore dyonic in this case. Setting all the
dk,1 = 0 yields the purely magnetically charged Reissner-
Nordstro¨m-adS solution. Note that purely electrically
charged Reissner-Nordstro¨m-adS is not a solution of the
field equations (2.23–2.24) due to the coupling between
the electric gauge field functions hk(r) and the magnetic
gauge field functions ωk(r).
The third class of trivial solutions is su(2) embed-
ded solutions, obtained in [22] with an alternative
parametrization of the electric part of the gauge field
potential. We start by writing the N − 1 magnetic gauge
functions ωk(r) in terms of a single function ω(r), and
the N − 1 electric gauge functions hk(r) in terms of a
single function h(r), as follows:
ωk(r) = Akω(r), hk(r) = Bkh(r), (3.5)
where Ak and Bk are constants. The Yang-Mills equa-
tions (2.23) reduce to those for the su(2) case with gauge
functions h(r) and ω(r) if the following conditions hold:
1 =
(
Bk
√
k + 1
2k
−Bk−1
√
k − 1
2k
)2
=
1
2
(
2A2k −A2k+1 −A2k−1
)
=
A2k+1
√
k
2 (k + 1)
(√
k − Bk+1
Bk
√
k + 2
)
+
A2k
√
k + 1
2k
(√
k + 1− Bk−1
Bk
√
k − 1
)
. (3.6)
Substituting (3.5) into the Einstein equations (2.24), we
obtain the su(2) equations if
1
6
N (N − 1) (N + 1)
=
N−1∑
k=1
A2k√
2k
(
Bk
√
k + 1−Bk−1
√
k − 1
)2
=
N−1∑
k=1
A2k
=
N−1∑
k=1
B2k, (3.7)
and
1 =
(
A2k
k
− A
2
k+1
k + 1
)2
. (3.8)
The conditions (3.6–3.8) are solved by taking
Ak =
√
k (N − k), Bk =
√
1
2
k (k + 1). (3.9)
The values of Ak are the same as those used to embed
purely magnetic su(2) solutions into su(N) EYM [27].
Substituting (3.5, 3.9) into the field equations (2.23–2.24)
and defining new rescaled variables as follows [22]:
R = λ−1N r, m˜ = λ
−1
N m, h˜ = λNh, Λ˜ = λ
2
NΛ,
(3.10)
where
λN =
√
1
6
N (N − 1) (N + 1), (3.11)
9gives the su(2) field equations
dm˜
dR
=
R2
2σ2
(
dh˜
dR
)2
+
ω2h˜2
σ2µ
+ µ
(
dω
dR
)2
+
1
2R2
(
1− ω2)2 ,
dσ
dR
=
2σ
R
(
dω
dR
)2
+
2ω2h˜2
Rσµ2
,
d2h˜
dR2
=
dh˜
dR
(
1
σ
dσ
dR
− 2
R
)
+
2h˜ω2
µR2
,
0 =
d2ω
dR2
+
dω
dR
(
1
σ
dσ
dR
+
1
µ
dµ
dR
)
+
ω
µ
(
h˜2
σ2µ
+
1
R2
[
1− ω2]
)
, (3.12)
where the magnetic gauge field function ω(r) and the
metric functions µ(r) and σ(r) are not scaled. Setting
h˜(R) ≡ 0 gives, as expected, the purely magnetic embed-
ded su(2) equations.
B. Numerical method
The field equations (2.23–2.24) form a set of 2N ordi-
nary differential equations. Note that, unlike the purely
magnetic case [15], here the equation for the metric func-
tion σ (2.24b) does not decouple from the other equa-
tions. This does not complicate the numerical method
significantly. We employ standard “shooting” techniques
[29], using a Bulirsch-Stoer algorithm in C++ to inte-
grate the ordinary differential equations. The field equa-
tions are singular at the origin or a black hole event hori-
zon.
For black hole solutions, we start our integration just
outside the event horizon, at r = rh+10
−7, using the ex-
pansions (2.29) as initial conditions. We then integrate
outwards with r increasing until the solution either be-
comes singular or the field variables hk(r), ωk(r),m(r)
and σ(r) have converged to constant asymptotic values
to within a suitable numerical tolerance.
For soliton solutions, we start our integration close to
the origin. The need to include higher order terms in the
expansions of the gauge field functions hk(r) and ωk(r)
means that these functions are not suitable for numerical
integration. With limited numerical precision, we cannot
keep adding powers of r in our initial conditions (the
expansions (2.32)) without losing accuracy. For each N
we therefore first make a change of variables, writing the
electric gauge functions hk(r) in terms of new variables
γj(r), j = 1, . . . , N−1, and the magnetic gauge functions
ωk(r) in terms of new variables βj(r), j = 1, . . . , N −
1 (2.50), where the βj(r) and γj(r) are chosen so that
their expansions near the origin have the form (2.52).
In Secs. III C 2 and III D 2 the details of this change of
variables will be presented for the N = 2 and N = 3
cases respectively.
In the following sections, we present examples of nu-
merical solutions of the field equations (2.23–2.24) rep-
resenting both dyons and dyonic black holes, for N = 2
and N = 3. Following [15], we also study the structure
of the space of solutions by examining the phase space
of parameters characterizing the solutions near the event
horizon or origin, as applicable.
In the su(2) case, it is straightforward to show that the
single electric gauge field function h1(r) has no zeros, as
follows. The equation for h1(r) takes the form (2.23a)
h′′1 = h
′
1
(
σ′
σ
− 2
r
)
+
2ω21h1
µr2
. (3.13)
If the function h1(r) has a turning point at r = r0, then
h′(r0) = 0 and (3.13) gives
h′′1(r0) =
2ω1(r0)
2h1(r0)
µ(r0)r20
. (3.14)
Since the metric function µ(r) is strictly positive for all
r ≥ 0 for soliton solutions and for all r > rh for black hole
solutions, we conclude from (3.14) that the turning point
is a minimum if h1(r0) > 0 and a maximum if h1(r0) < 0.
From the expansions (2.32), noting that h1,0 = 0, we see
that h′1(r) has the same sign as h1(r) very close to the
origin. Similarly, near a black hole event horizon, h′1(r)
and h1(r) have the same sign from (2.29). We deduce
that it is not possible for h1(r) to have a turning point,
and therefore it is monotonic and has no zeros.
For su(N), it is proven in [22] that the electric gauge
field functions Ek(r), defined in terms of the hk(r) by
(2.13), are monotonic and have no zeros. While it
is not necessarily the case that our alternative electric
gauge field functions hk(r) have no zeros, since all the
Ek(r) are nodeless any zeros of hk(r) are a quirk of our
parametrization of the electric part of the gauge poten-
tial, rather than revealing any underlying structure of the
space of solutions. We therefore divide our numerical so-
lutions into classes depending on the numbers of zeros nk
of the magnetic gauge field functions ωk(r) respectively.
We use coloured plots to show this phase space structure,
but hope that the key features will still be apparent to
readers using black and white.
C. su(2) solutions
Dyons and dyonic black holes in su(2) EYM in adS
were first found by Bjoraker and Hosotani [12]. In this
section we study the phase space of su(2) solutions,
checking that we reproduce the results of [12] and explor-
ing in more detail those key features which will extend
to the larger N case.
1. su(2) dyonic black holes
Four parameters are required to describe the su(2)
black hole solutions: rh, Λ, h
′
1(rh) and ω1(rh) (2.29,
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FIG. 1. Dyonic black hole solution of su(2) EYM in adS.
The parameters are: rh = 1, Λ = −0.01, h
′
1(rh) = 0.01
and ω1(rh) = 0.95. The electric gauge field function h1(r)
is monotonic and nodeless; the magnetic gauge field function
ω1(r) has a single zero.
2.30). We fix rh = 1.
A typical black hole solution with Λ = −0.01 is shown
in Fig. 1. As anticipated, the electric gauge field function
h1(r) is monotonic and has no zeros. In Fig. 1, we have
chosen the initial values h′1(rh) = 0.01 and ω1(rh) = 0.95.
For these initial values we see that the magnetic gauge
field function ω1(r) has a single zero.
We now study the phase space by fixing Λ and vary-
ing h′1(rh) and ω1(rh). Setting h
′
1(rh) = 0 gives purely
magnetic solutions. The field equations (2.23–2.24) are
invariant under the separate transformations h1(r) →
−h1(r) and ω1(r) → −ω1(r). Therefore it suffices to
consider h′1(rh) > 0 and ω1(rh) > 0. The values of
h′1(rh) and ω1(rh) are not completely free: the constraint
(2.31) must be satisfied. As in the purely magnetic case
[15], for each value of Λ studied we find a region in the
(h′1(rh), ω1(rh))-plane for which (2.31) is satisfied, but
we are unable to find regular black hole solutions which
converge as r →∞.
In Fig. 2 we show the phase space for black holes with
rh = 1 and Λ = −0.01, part of which has previously been
shown in [12]. All points in the plot in Fig. 2 represent
black hole solutions with particular values of h′1(rh) and
ω1(rh). In Fig. 2 we find a richly structured parameter
space, with solutions for which ω1(r) has up to 17 nodes.
The number of zeros of ω1(r) increases as h
′
1(rh) increases
for each fixed value of ω1(rh). The corresponding plot
in [12] focused on the small region near h′1(rh) = 0,
ω1(rh) = 1 for which there are nodeless n = n1 = 0
solutions, so for comparison with [12], in Fig. 3 we show
a close-up of the parameter space near the n = n1 = 0
region, which is in agreement with [12].
For purely magnetic solutions, increasing the magni-
tude of the negative cosmological constant |Λ| increased
the size of the region of phase space where solutions were
FIG. 2. Phase space of dyonic black hole solutions of su(2)
EYM, with rh = 1 and Λ = −0.01. All shaded points in
the plot correspond to black hole solutions. The solutions
are indexed by n = n1, the number of zeros of the magnetic
gauge field function ω1(r). The different values of n = n1 are
indicated by colour-coding the regions - in black and white
the different colours are different shades of grey. Solutions
with the largest values of n = n1 are found towards the right-
hand-side of the coloured region.
FIG. 3. Close-up view of the region surrounding the nodeless
n = n1 = 0 solutions from Fig. 2. All shaded points in the
plot correspond to black hole solutions. The n = n1 = 0
region (the small red or dark grey region near the point (0,1))
is in agreement with Ref. [12].
found [15]. The n = n1 = 0 region of nodeless solutions
also expanded as a proportion of the total solution space
[15]. We find the same effects for dyonic black hole so-
lutions. To illustrate this, in Fig. 4 we show the phase
space of solutions for Λ = −3 and rh = 1. In this case
the only solutions we find are such that the magnetic
gauge field function ω1(r) has no zeros. In Fig. 4, we
have also shown the region of the (h′1(rh), ω1(rh))-plane
where the constraint (2.31) is satisfied but we have not
been able to find regular solutions. This region is marked
“no solution” in Fig. 4.
Bjoraker and Hosotani [12] found a rich, “fractal”-like,
structure in the phase space of solutions as |Λ| → 0 (see
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FIG. 4. Phase space of dyonic black hole solutions of su(2)
EYM, with rh = 1 and Λ = −3. All black hole solutions that
we find have n = n1 = 0. The region labeled “no solution”
(the red/darker grey region containing larger values of h′1(rh)
and ω1(rh)) is the region where the constraint (2.31) is sat-
isfied, giving a regular event horizon, but we have not found
any regular black hole solutions.
FIG. 5. Phase space of dyonic black hole solutions of su(2)
EYM with rh = 1 and ω1(rh) = 0.632206952. The solutions
are indexed by n = n1, the number of zeros of the mag-
netic gauge function ω1(r). Regions with different colours (or
shades of grey) correspond to different values of n = n1. We
find solutions with very large values of n = n1 as |Λ| decreases.
The blue/darkest region (second from the right) corresponds
to n = n1 = 1 black hole solutions, and extends to |Λ| → 0,
with h′1(rh)→ 0 in this limit.
also [13] for similar behaviour for solitons in the purely
magnetic case). In asymptotically flat space, there are no
dyonic black hole solutions of su(2) EYM [3]. However,
there are purely magnetic solutions found by setting the
electric part of the gauge potential equal to zero [2]. In
Figs. 5 and 6 we investigate the structure of the phase
space as |Λ| → 0. We fix ω1(rh) and vary h′1(rh) and Λ.
In Fig. 5 we set ω1(rh) = 0.632206952, which is the value
for the first “coloured” black hole solution which exists in
the limit |Λ| → 0 [2]. In Fig. 6 we set ω1(rh) = 0.5, which
FIG. 6. Phase space of dyonic black hole solutions of su(2)
EYM with rh = 1 and ω1(rh) = 0.5. The solutions are in-
dexed by n = n1, the number of zeros of the magnetic gauge
function ω1(r). Regions with different colours (or shades of
grey) correspond to different values of n = n1. We find solu-
tions with very large values of n = n1 as |Λ| decreases. How-
ever, the phase space of solutions does not extend to |Λ| → 0
as there is no solution in this limit for this value of ω1(rh).
does not correspond to a regular black hole solution in
the limit |Λ| → 0.
In both Figs. 5 and 6, we have marked “no solution”
the region where the constraint (2.31) for a regular event
horizon is satisfied, but our numerical solution becomes
singular before r → ∞. For |Λ| sufficiently large, for
both values of ω1(rh) the solutions are such that ω1(r) is
nodeless. As |Λ| decreases, the number of zeros of ω1(r)
increases rapidly. We find solutions for which ω1(r) has
more than fifty zeros. The phase spaces shown in Figs. 5
and 6 are subtly different when |Λ| is very small. When
ω1(rh) = 0.632206952 (Fig. 5), the n = n1 = 1 part
of the phase space (the second region from the right)
extends to |Λ| → 0 as we have the first “coloured” black
hole solution in this limit [2]. However, for ω1(rh) = 0.5,
there is no solution in the limit |Λ| → 0 and so the phase
space ends at a small but nonzero value of |Λ|. We are
unable to find solutions for ω1(rh) = 0.5 and |Λ| smaller
than about 10−9.
2. su(2) dyons
As well as the cosmological constant Λ, dyonic solitons
in su(2) EYM are parameterized by the quantities ω1,2
and h1,1, so that the expansions (2.32) of the gauge field
functions take the form
ω1(r) = 1 + ω1,2r
2 +O(r3),
h1(r) = h1,1r +O(r2). (3.15)
Unlike the black hole case, where the constraint (2.31) for
a regular nonextremal event horizon restricts the values
of the parameters describing the solutions, for solitons
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FIG. 7. Dyonic soliton solution of su(2) EYM in adS. The
parameters are: Λ = −0.01, ω1,2 = −0.002, h1,1 = 0.003. The
electric gauge field function h1(r) is monotonic and nodeless;
the magnetic gauge field function ω1(r) has a single zero.
there are no a priori constraints on the values that ω1,2
and h1,1 can take. In particular, ω1,2 can take either posi-
tive or negative values. However, since the field equations
are invariant under the transformation h1(r) → −h1(r),
we can restrict attention to h1,1 > 0 without loss of gen-
erality.
To avoid numerical errors in terms in the field equa-
tions (2.23–2.24), we define a new variable ψ(r) by
ψ(r) = ω1(r)
2 − 1, (3.16)
which satisfies the first order differential equation
ψ′(r) = 2ω1(r)ω
′
1(r), (3.17)
and add this differential equation to those (2.23–2.24) to
be integrated numerically. Near the origin,
ψ(r) = 2ω1,2r
2 +O(r3). (3.18)
In the su(2) case, the relation (2.50) for the gauge field
functions takes the form
h1(r) = γ1(r), ω1(r) = 1 + β1(r). (3.19)
Therefore our new variable ψ(r) (3.16) is related to β1(r)
by
ψ(r) = 2β1(r) + β1(r)
2, (3.20)
and, using (2.52),
ω1,2 = b1. (3.21)
A typical soliton solution with Λ = −0.01 is shown
in Fig. 7, where the parameters are ω1,2 = −0.002 and
h1,1 = 0.003. For these initial values we see that the
magnetic gauge field function ω1(r) has a single zero.
FIG. 8. Phase space of dyonic soliton solutions of su(2) EYM,
with Λ = −0.01. All shaded points in the plot correspond to
soliton solutions. The solutions are indexed by n = n1, the
number of zeros of the magnetic gauge field function ω1(r).
The different values of n = n1 are indicated by colour-coding
the regions - in black and white the different colours are differ-
ent shades of grey. Solutions with the largest values of n = n1
are found towards the right-hand-side of the coloured region.
FIG. 9. Close-up view of the region surrounding the nodeless
n = n1 = 0 solutions from Fig. 8. The n = n1 = 0 region
(the green or light grey region containing the point (0,0)) is in
agreement with Ref. [12]. The region labelled “no solution”
(the red/darker grey region containing larger values of ω1,2
for smaller values of h1,1) is the region where we have not
found any regular soliton solutions.
As expected, the electric gauge field function h1(r) is
monotonic and has no zeros.
The entire phase space of soliton solutions for Λ =
−0.01 is shown in Fig. 8. All points in the plot in Fig. 8
represent dyonic soliton solutions with particular values
of h1,1 and ω1,2. In Fig. 8, as in the black hole case
(Fig. 2), the phase space is very complicated, and we
find solutions for which ω1(r) has up to 17 nodes. The
corresponding plot in [12] focused on the small region
near h1,1 = 0, ω1,2 = 0 for which there are nodeless
n = n1 = 0 solutions. For comparison, in Fig. 9 we show
a close-up of the parameter space near the n = n1 = 0
region, which is in agreement with the corresponding plot
in [12].
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FIG. 10. Phase space of dyonic soliton solutions of su(2)
EYM, with Λ = −3. The different values of n = n1 are
indicated by colour-coding the regions - in black and white
the different colours are different shades of grey. The region
labelled “no solution” (the red/mid grey region containing
larger values of ω1,2 and h1,1) is the region where we have
not found any regular soliton solutions. There are solutions
for which the number of nodes n = n1 of the magnetic gauge
field function ω1(r) is either zero or one.
As |Λ| increases, the phase space of dyonic soliton so-
lutions simplifies, in the same way as we observed for the
black hole solutions. This can be seen in Fig. 10, where
we plot the phase space of solutions for Λ = −3. We find
solutions where the magnetic gauge field function ω1(r)
has either zero nodes or one node.
D. su(3) solutions
Having discussed the phase space of su(2) dyonic black
holes and solitons in some detail, we now present new
su(3) dyonic black holes and solitons, and explore the
phase space of solutions.
1. su(3) dyonic black holes
Dyonic black hole solutions of su(3) EYM are described
by the following six parameters: rh, Λ, h
′
1(rh), h
′
2(rh),
ω1(rh) and ω2(rh). We fix the event horizon radius rh =
1. The field equations (2.23–2.24) are symmetric under
the transformations hk → −hk, ωk → −ωk, for each
function separately, and so we can consider h′k(rh) > 0,
ωk(rh) > 0, for k = 1, 2 without loss of generality.
Fig. 11 shows a typical su(3) dyonic black hole solu-
tion, with Λ = −0.01 and the initial values h′1(rh) = 0.01,
h′2(rh) = 0.005, ω1(rh) = 1.2 = ω2(rh). For this solu-
tion the two electric gauge field functions are monotonic
and have no zeros; h1(r) is monotonically decreasing and
h2(r) monotonically increasing. The two magnetic gauge
field functions ω1(r) and ω2(r) have zeros; ω1(r) has two
zeros and ω2(r) has three.
In order to explore the phase space using two-
dimensional plots, it is necessary to fix two of the four
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FIG. 11. Dyonic black hole solution of su(3) EYM in adS. The
parameters are: rh = 1, Λ = −0.01, h
′
1(rh) = 0.01, h
′
2(rh) =
0.005 and ω1(rh) = 1.2 = ω2(rh). Both electric gauge field
functions h1(r) and h2(r) are monotonic and nodeless. The
magnetic gauge field function ω1(r) has two zeros and ω2(r)
has three.
parameters h′1(rh), h
′
2(rh), ω1(rh) and ω2(rh) as well as
the event horizon radius rh and cosmological constant Λ.
Overall, the structure of the phase space of solutions is
extremely complicated; we give a flavour of some of the
key features in Figs. 12 and 13. As explained in Sec. III B,
we can classify the solutions according to the numbers of
zeros n1 and n2 of the magnetic gauge field functions
ω1(r) and ω2(r) respectively. In both Figs. 12 and 13,
we have fixed the values of ω1(rh) and ω2(rh), scanning
the values of h′1(rh) and h
′
2(rh) such that the constraint
(2.31) is satisfied. As in the su(2) case, there are values of
the parameters such that (2.31) is satisfied but for which
we do not find regular black hole solutions.
When the magnitude of the cosmological constant is
small, we typically find a rich phase space structure with
solutions with many different numbers of nodes. This is
illustrated in Fig. 12, where we set Λ = −0.01. We have
also fixed the values of the magnetic gauge field func-
tions on the event horizon to be ω1(rh) = 1.2 = ω2(rh),
and scanned the phase space by varying h′1(rh), h
′
2(rh).
With these values of the parameters, for all the solutions
both magnetic gauge field functions ω1(r) and ω2(r) have
at least two zeros. As we have set the magnetic gauge
field functions to be equal on the event horizon, from
(3.5, 3.9) there are embedded su(2) solutions along the
line h′2(rh) =
√
3h′1(rh). In [22] the existence of dyonic
black hole solutions of su(N) EYM in adS in a neighbour-
hood of embedded su(2) dyonic black holes is proven. In
Fig. 12 we see the neighbourhood of the embedded su(2)
solutions for which there are nontrivial su(3) dyonic black
holes. Also from Fig. 12, the number of nodes of the mag-
netic gauge field functions increases as h′1(rh) and h
′
2(rh)
increase.
As the magnitude of the cosmological constant in-
creases, for su(3) black hole solutions we find (as for
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FIG. 12. Phase space of dyonic black hole solutions of su(3)
EYMwith rh = 1, Λ = −0.01, and ω1(rh) = 1.2 = ω2(rh). All
shaded points in the plot correspond to black hole solutions.
The solutions are indexed by (n1, n2), the number of zeros of
the magnetic gauge field functions ω1(r), ω2(r) respectively.
The different combinations of values of (n1, n2) are indicated
by colour-coding the regions - in black and white the different
colours are different shades of grey. In general the number
of zeros of the magnetic gauge field functions increases as we
move towards the edges of the phase space. For these values of
the parameters, there are no nodeless solutions. The number
of zeros of the magnetic gauge field functions is n1 = 2 = n2
in the green/lighter grey region containing the origin.
the su(2) case) that the phase space simplifies consid-
erably. This is illustrated in Fig. 13, where we have fixed
the cosmological constant to be Λ = −3 and the mag-
netic gauge field functions on the horizon have the values
ω1(rh) = 1.3, ω2(rh) = 1.2. For these values of the pa-
rameters, all nontrivial solutions are such that the two
magnetic gauge field functions ω1(r) and ω2(r) have no
zeros. Since ω1(rh) 6= ω2(rh) in Fig. 13, there are no
embedded su(2) solutions in this part of the phase space.
2. su(3) dyons
For su(3) gauge group, the electric and magnetic gauge
field functions need to be expanded to O(r3) in a neigh-
bourhood of the origin, as follows (see the discussion in
Sec. II B 3):
hk(r) = hk,1r + hk,2r
2 +O(r3),
ωk(r) =
√
k (3− k) + ωk,2r2 + ωk,3r3 +O(r4),
(3.22)
for k = 1, 2, where we have assumed without loss of gen-
erality that ωk(0) > 0.
The vectors ω2 = (ω1,2, ω2,2)
T and ω3 = (ω1,3, ω2,3)
T
are eigenvectors of the matrixM2 (2.37) with eigenvalues
2 and 6 respectively. ForN = 3, the matrixM2 simplifies
to
M2 =
(
4 −2
−2 4
)
, (3.23)
FIG. 13. Phase space of dyonic black hole solutions of su(3)
EYM with rh = 1, Λ = −3, ω1(rh) = 1.3 and ω2(rh) = 1.2.
The solutions are indexed by (n1, n2), the number of zeros of
the magnetic gauge field functions ω1(r), ω2(r) respectively.
The different combinations of values of (n1, n2) are indicated
by colour-coding the regions - in black and white the different
colours are different shades of grey. For these values of the
parameters, all nontrivial solutions are nodeless. We have also
shown in red/darker grey (marked “no solution”) those values
of the parameters (h′1(rh), h
′
2(rh)) for which the constraint
(2.31) for a regular event horizon holds, but we have not found
regular solutions.
and the relevant normalized eigenvectors are [15]
u1 =
1√
2
(
1
1
)
, u2 =
1√
2
(
1
−1
)
, (3.24)
in terms of which ω2 and ω2 are given by (2.39).
Similarly, the vectors h1 = (h1,1, h2,1)
T
and h2 =
(h1,2, h2,2)
T
are eigenvectors of the matrixN2 (2.41) with
eigenvalues 2 and 6 respectively. For N = 3, the matrix
N2 is
N2 =
(
5 −√3
−√3 3
)
, (3.25)
with the relevant normalized eigenvectors (in terms of
which h2 and h3 are given by (2.45)) being
v1 =
1
2
(
1√
3
)
, v2 =
1
2
( −√3
1
)
. (3.26)
It is straightforward to check that the eigenvectors uj
(3.24), vj (3.26), j = 1, 2, are related by
v1 =
1√
2
F−12 u1, v2 = −
√
3
2
F−12 u2, (3.27)
where, for N = 3, the matrix F2 (2.15) takes the form
F2 =
(
1 0
− 12
√
3
2
)
. (3.28)
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In order to numerically integrate the field equations
(2.23, 2.24) with the initial conditions (3.22), we seek
new variables βj(r), γj(r), j = 1, 2, with the behaviour
(2.52) near the origin. The βj(r) depend only on the
magnetic gauge field functions and the γj(r) depend only
on the electric gauge field functions. Using the relations
(2.50) and the eigenvectors (3.24, 3.26), we define the
βj(r) functions so that the magnetic gauge field functions
ωj(r) take the form
ω1(r) =
√
2 +
1√
2
[β1(r) + β2(r)] ,
ω2(r) =
√
2 +
1√
2
[β1(r) − β2(r)] , (3.29)
and the γj(r) functions so that the electric gauge field
functions hj(r) take the form
h1(r) =
1
2
γ1(r) −
√
3
2
γ2(r),
h2(r) =
√
3
2
γ1(r) +
1
2
γ2(r). (3.30)
The new variables β1(r), β2(r), γ1(r) and γ2(r) satisfy
the following equations, which are derived from (2.23):
β′′1 = −
(
σ′
σ
+
µ′
µ
)
β′1 +
1
4µr2
(2 + β1)(β
2
1 + 4β1 + 7β
2
2)
− 1√
2σ2µ2
[√
2
(
9γ21
16
+
3γ22
2
)
+
β1√
2
(
9γ21
16
+
3γ22
2
)
−
√
3β2γ1γ2√
2
]
, (3.31a)
β′′2 = −
(
σ′
σ
+
µ′
µ
)
β′2 +
1
4µr2
(7β21 + 28β2 + β
2
2 + 24)β2
− 1√
2σ2µ2
[√
6γ1γ2 +
√
3β2γ1γ2√
2
− β1√
2
(
9γ21
16
+
3γ22
2
)]
, (3.31b)
γ′′1 =
(
σ′
σ
− 2
r
)
γ′1 +
2γ1
µr2
+
1
µr2
[
1
2
(β21 + β
2
2) + 2(β1 − β2)− β1β2
](
1
2
γ1 +
√
3
2
γ2
)
+
1
µr2
[
1
2
(β21 + β
2
2) + 2(β1 + β2) + β1β2
](
1
2
γ1 −
√
3
2
γ2
)
, (3.31c)
γ′′2 =
(
σ′
σ
− 2
r
)
γ′2 +
6γ2
µr2
+
1
µr2
[
1
2
(β21 + β
2
2) + 2(β1 − β2)− β1β2
](√
3
2
γ1 +
3
2
γ2
)
+
1
µr2
[
1
2
(β21 + β
2
2) + 2(β1 + β2) + β1β2
](√
3
2
γ1 − 3
2
γ2
)
. (3.31d)
We also substitute for hj(r) and ωj(r) from (3.29, 3.30)
into the Einstein equations (2.24), and then numerically
integrate the resulting equations, together with (3.31),
using the initial conditions (2.52). The solutions are
parametrized by the cosmological constant Λ, and the
four parameters b1, b2, g1 and g2. As in the su(2) case,
there are no a priori constraints on the values of these
four parameters. In general b1 and b2 can take both pos-
itive and negative values. In our phase space plots, we
have restricted our attention to g1 > 0, g2 > 0 since this
reveals the key features of the phase space.
A typical dyonic soliton solution of su(3) EYM is
shown in Fig. 14. The cosmological constant is Λ =
−0.01 and the other parameters are b1 = −0.002, b2 =
−0.00001, g1 = 0.001, g2 = 0.0005. For these values
of the parameters, the two electric gauge field functions
h1(r) and h2(r) are monotonic and have no zeros; h1(r)
is monotonically decreasing and h2(r) is monotonically
increasing. The two magnetic gauge field functions ω1(r)
and ω2(r) are monotonically decreasing, and both have
a single zero.
Once again we find a very rich space of solutions, and
illustrate some features in Figs. 15 and 16. Fig. 15 shows
the phase space for Λ = −0.01. The parameters b1 =
−0.002 and b2 = −0.00001 which govern the behaviour
of the magnetic field functions near the origin are fixed;
we have scanned over positive values of the parameters g1
and g2 describing the electric gauge field functions near
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FIG. 14. Dyonic soliton solution of su(3) EYM in adS. The
parameters are: Λ = −0.01, b1 = −0.002, b2 = −0.00001,
g1 = 0.001, g2 = 0.0005. Both electric gauge field functions
h1(r) and h2(r) are monotonic and nodeless. The magnetic
gauge field functions ω1(r) and ω2(r) both have a single zero.
FIG. 15. Phase space of dyonic soliton solutions of su(3) EYM
with Λ = −0.01, b1 = −0.002, b2 = −0.00001. All shaded
points correspond to soliton solutions. The solutions are in-
dexed by (n1, n2), the number of zeros of the magnetic gauge
field functions ω1(r), ω2(r) respectively. The different com-
binations of values of (n1, n2) are indicated by colour-coding
the regions - in black and white the different colours are dif-
ferent shades of grey. We find solutions where the magnetic
gauge field functions have a wide variety of numbers of nodes.
There is a small region close to the origin where both ω1(r)
and ω2(r) have no zeros.
the origin. As we have seen previously for both su(2)
solutions and su(3) dyonic black holes, for su(3) dyonic
solitons with |Λ| comparatively small, the phase space is
very complicated. There are many different regions in
which the two magnetic gauge field functions ω1(r) and
ω2(r) have different numbers of zeros. For these values of
the parameters, we find that ω1(r) and ω2(r) can have up
to four zeros. We find a small region close to g1 = 0 =
g2 for which both magnetic gauge field functions have
FIG. 16. Phase space of dyonic soliton solutions of su(3)
EYM with Λ = −3, b1 = −0.2, b2 = −0.1. All shaded points
correspond to soliton solutions. The solutions are indexed by
(n1, n2), the number of zeros of the magnetic gauge field func-
tions ω1(r), ω2(r) respectively. The different combinations of
values of (n1, n2) are indicated by colour-coding the regions
- in black and white the different colours are different shades
of grey. The phase space has a much simpler structure for
this larger value of |Λ|. For most of the solution space, both
magnetic gauge field functions ω1(r) and ω2(r) have no zeros.
There are small regions at the edges of the space of solutions
where either ω1(r) or ω2(r) has a single zero.
no zeros. Embedded su(2) solutions correspond to b2 =
0 = g2, and therefore there are no embedded solutions in
Fig. 15.
As the magnitude of the cosmological constant in-
creases, the phase space simplifies considerably. This can
be seen in Fig. 16, where Λ = −3. The size of the space
of nontrivial solutions also expands as |Λ| increases. In
Fig. 16, we have fixed b1 = −0.2 and b2 = −0.1, and
varied g1 > 0 and g2 > 0. With these values of the pa-
rameters, most of the nontrivial dyonic soliton solutions
are such that n1 = 0 = n2 and both magnetic gauge field
functions have no zeros. There are small regions close to
the edge of the solution space where one of (ω1(r), ω2(r))
(but not both) has a single zero.
IV. CONCLUSIONS
In this paper we have presented new dyonic soliton
and black hole solutions of the su(N) Einstein-Yang-Mills
(EYM) field equations in asymptotically anti-de Sitter
(adS) space-time with a negative cosmological constant
Λ < 0. The metric is static and spherically symmetric.
The gauge field has nontrivial electric and magnetic com-
ponents, and is described by 2(N−1) independent gauge
field functions, with equal numbers of electric and mag-
netic gauge field functions. We have explored the phase
space of soliton and black hole solutions for su(2) and
su(3) gauge groups. The solutions can be categorized by
the numbers of zeros, nj , of the magnetic gauge field func-
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tions ωj(r). In general the phase space is very rich, with
many different combinations of nj possible. However, we
find the following general features, many of which are in
common with the phase space of purely magnetic su(N)
solutions [15]:
• For small |Λ|, we find solutions in which the mag-
netic gauge field functions have large numbers of
zeros, particularly for the su(2) case;
• For small |Λ|, the phase space is particularly com-
plicated, with many different combinations of val-
ues of nj;
• As |Λ| increases, the phase space expands in param-
eter space and the number of different combinations
of values of nj decreases;
• For large |Λ|, there are solutions for which all the
magnetic gauge field functions have no zeros.
The existence of nontrivial dyonic solutions has been
proven recently in the following regimes in parameter
space [22]:
• In a neighbourbood of the embedded triv-
ial solution, either pure adS (for solitons) or
Schwarzschild-adS (for black holes);
• In a neighbourhood of embedded nontrivial su(2)
dyonic soliton and black hole solutions;
• In a neighbourhood of nontrivial purely magnetic
su(N) solutions (whose existence is proven in [16]).
Of particular interest are the solutions in the intersec-
tion of the last items in the two lists above, namely non-
trivial nodeless solutions in the intersection of a neigh-
bourbood of embedded su(2) solutions and a neighbour-
hood of embedded purely magnetic su(N) solutions. We
conjecture that it may be possible to prove that such
solutions are stable under linear, spherically symmetric
perturbations. Recently the existence of stable dyonic
soliton and black hole solutions of su(2) EYM in adS
has been proven [21], and it would be interesting to at-
tempt to extend that analysis to the case of a larger gauge
group. In the su(2) case, the perturbation equations for
dyonic solutions are much more complicated than the cor-
responding equations for purely magnetic background so-
lutions, and the same will be true for su(N) gauge group.
We therefore leave this question open for future work.
The dyonic soliton and black hole solutions studied in
this paper are spherically symmetric, with the event hori-
zon being a surface of constant positive curvature. The
existence proof in [22] is more general, and applies also to
topological black holes for which the event horizon has
either zero or constant negative curvature. A natural
question would be to investigate the phase space of dy-
onic topological black hole solutions of the su(N) EYM
equations, extending the recent study of the phase space
of purely magnetic topological black hole solutions [30].
Black holes with a flat event horizon in particular have
attracted a great deal of attention in the literature as
models of holographic superconductors (see [31] for a re-
cent review). Planar black holes with a su(2) gauge field
have been used to model p-wave superconductors (see,
for example, [32] for a selection of papers), and enlarging
the gauge group in these models would also be of interest.
We plan to return to this topic in a future publication.
Finally, we anticipate that the thermodynamics of the
dyonic black holes presented here would be very interest-
ing. The thermodynamics of purely magnetic su(2) black
holes in adS has recently been studied [33, 34]. In [33],
a complex picture emerges: it is found that purely mag-
netic, spherically symmetric su(2) black holes with unit
magnetic charge at infinity are globally thermodynami-
cally unstable; those with zero magnetic charge at infinity
have two branches of solutions, both of which are globally
thermodynamically unstable to decay to an embedded
Schwarzschild-adS black hole; while those with general
magnetic charge at infinity also have two branches of so-
lutions, one of which is thermodynamically stable. We
expect that the additional complexity of both enlarging
the gauge group and including an electric as well as a
magnetic part of the gauge field will render the thermo-
dynamics of the su(N) dyonic black holes studied in this
paper to be even more complicated than that presented
in [33] for the purely magnetic su(2) case. Accordingly
we leave a systematic study of the thermodynamics to
future research.
ACKNOWLEDGMENTS
We thank Erik Baxter for insightful discussions. The
work of B.L.S. is supported by UK EPSRC. The work of
E.W. is supported by the Lancaster-Manchester-Sheffield
Consortium for Fundamental Physics under STFC Grant
No. ST/L000520/1.
[1] R. Bartnik and J. Mckinnon, Phys. Rev. Lett. 61, 141
(1988).
[2] M. S. Volkov and D. V. Gal’tsov, JETP Lett. B 50, 346
(1989); M. S. Volkov and D. V. Gal’tsov, Sov. J. Nucl.
18
Phys. 51, 747 (1990); P. Bizon, Phys. Rev. Lett. 64, 2844
(1990); H. P. Kunzle and A. K. M. Masood-ul-Alam, J.
Math. Phys. 31, 928 (1990).
[3] D. V. Galtsov and A. A. Ershov, Phys. Lett. A 138, 160
(1989); A. A. Ershov and D. V. Galtsov, Phys. Lett. A
150, 159 (1990).
[4] J. A. Smoller, A. G. Wasserman, S. T. Yau and
J. B. McLeod, Commun. Math. Phys. 143, 115 (1991);
J. A. Smoller, A. G. Wasserman and S. T. Yau, Com-
mun. Math. Phys. 154, 377 (1993); J. A. Smoller and
A. G. Wasserman, Commun. Math. Phys. 151, 303
(1993); P. Breitenlohner, P. Forgacs and D. Maison,
Commun. Math. Phys. 163, 141 (1994).
[5] R. Ruffini and J. A. Wheeler, Phys. Today 24, 30 (1971).
[6] N. Straumann and Z. H. Zhou, Phys. Lett. B 237, 353
(1990); N. Straumann and Z. H. Zhou, Phys. Lett. B
243, 33 (1990); G. V. Lavrelashvili and D. Maison, Phys.
Lett. B 343, 214 (1995); M. S. Volkov, O. Brodbeck,
G. V. Lavrelashvili and N. Straumann, Phys. Lett. B
349, 438 (1995); S. Hod, Phys. Lett. B 661, 175 (2008).
[7] P. Bizon, Acta Phys. Polon. B 25, 877 (1994).
[8] M. S. Volkov and D. V. Gal’tsov, Phys. Rept. 319, 1
(1999).
[9] D. V. Gal’tsov and M. S. Volkov, Phys. Lett. B 274, 173
(1992); B. Kleihaus, J. Kunz and A. Sood, Phys. Lett. B
354, 240 (1995); B. Kleihaus, J. Kunz and A. Sood, Phys.
Lett. B 418, 284 (1998); B. Kleihaus, J. Kunz, A. Sood
and M. Wirschins, Phys. Rev. D 58, 084006 (1998).
[10] O. Brodbeck and N. Straumann, Phys. Lett. B 324, 309
(1994); O. Brodbeck and N. Straumann, J. Math. Phys.
37, 1414 (1996).
[11] E. Winstanley, Class. Quant. Grav. 16, 1963 (1999).
[12] J. Bjoraker and Y. Hosotani, Phys. Rev. Lett. 84, 1853
(2000); J. Bjoraker and Y. Hosotani, Phys. Rev. D 62,
043513 (2000).
[13] P. Breitenlohner, D. Maison and G. Lavrelashvili, Class.
Quant. Grav. 21, 1667 (2004).
[14] O. Sarbach and E. Winstanley, Class. Quant. Grav.
18, 2125 (2001); E. Winstanley and O. Sarbach, Class.
Quant. Grav. 19, 689 (2002).
[15] J. E. Baxter, M. Helbling and E. Winstanley, Phys. Rev.
D 76, 104017 (2007); J. E. Baxter, M. Helbling and
E. Winstanley, Phys. Rev. Lett. 100, 011301 (2008).
[16] J. E. Baxter and E. Winstanley, Class. Quant. Grav. 25,
245014 (2008).
[17] J. E. Baxter and E. Winstanley, J. Math. Phys. 57,
022506 (2016).
[18] B. L. Shepherd and E. Winstanley, Class. Quant. Grav.
29, 155004 (2012).
[19] E. Winstanley, Lect. Notes Phys. 769, 49 (2009); E. Win-
stanley, arXiv:1510.01669 [gr-qc].
[20] B. C. Nolan and E. Winstanley, Class. Quant. Grav. 29,
235024 (2012).
[21] B. C. Nolan and E. Winstanley, Class. Quant. Grav. 33,
045003 (2016).
[22] J. E. Baxter, J. Math. Phys. 57, 022505 (2016).
[23] H. P. Kuenzle, Class. Quant. Grav. 8, 2283 (1991).
[24] R. Bartnik, J. Math. Phys. 38, 3623 (1997).
[25] R. A. Brandt and F. Neri, Nucl. Phys. B 186, 84 (1981).
[26] Y. Shnir, hep-th/0508210.
[27] H. P. Kuenzle, Commun. Math. Phys. 162, 371 (1994).
[28] S. Karlin and J. L. McGregor, Scripta Mathematica 26,
33 (1961).
[29] W. Vetterling, W. Press, S. Teukolsky and B. Flannery,
Numerical recipes in FORTRAN (Cambridge University
Press, 1992).
[30] J. E. Baxter and E. Winstanley, Phys. Lett. B 753, 268
(2016).
[31] R. G. Cai, L. Li, L. F. Li and R. Q. Yang, Sci. China
Phys. Mech. Astron. 58, 060401 (2015).
[32] S. S. Gubser, Phys. Rev. Lett. 101, 191601 (2008);
S. S. Gubser and S. S. Pufu, JHEP 0811, 033 (2008);
R. Manvelyan, E. Radu and D. H. Tchrakian, Phys. Lett.
B 677, 79 (2009); C. P. Herzog and S. S. Pufu, JHEP
0904, 126 (2009); K. Peeters, J. Powell and M. Zamaklar,
JHEP 0909, 101 (2009); S. S. Gubser, F. D. Rocha and
A. Yarom, JHEP 1011, 085 (2010); M. Ammon, J. Erd-
menger, V. Grass, P. Kerner and A. O’Bannon, Phys.
Lett. B 686, 192 (2010); A. Akhavan and M. Alishahiha,
Phys. Rev. D 83, 086003 (2011); S. Gangopadhyay and
D. Roychowdhury, JHEP 1208, 104 (2012); R. E. Arias
and I. S. Landea, JHEP 1301, 157 (2013); Z. Y. Nie,
R. G. Cai, X. Gao and H. Zeng, JHEP 1311, 087 (2013);
C. P. Herzog, K. W. Huang and R. Vaz, JHEP 1411, 066
(2014); Z. Y. Nie, R. G. Cai, X. Gao, L. Li and H. Zeng,
Eur. Phys. J. C 75, 559 (2015).
[33] O. Kichakova, J. Kunz, E. Radu and Y. Shnir, Phys.
Lett. B 747, 205 (2015).
[34] Z. Y. Fan and H. Lu, JHEP 1502, 013 (2015);
