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Abstract. We argue to use version spaces as an approach to reliable
classiﬁcation. The key idea is to construct version spaces containing
the hypotheses of the target concept or of its close approximations.
As a result the unanimous-voting classiﬁcation rule of version spaces
does not misclassify; i.e., instance classiﬁcations become reliable.
We propose to implement version spaces using support vector ma-
chines. The resulting combination is called version space support
vector machines (VSSVMs). Experiments show that VSSVMs are
able to outperform the existing approaches to reliable classiﬁcation.
1 Introduction
Machine-learning classiﬁers were applied to many classiﬁcation
problems [6]. Nevertheless, only few classiﬁers were used in critical-
domain applications. This is partly due to the difﬁculty to determine
if a classiﬁcation assigned to a particular instance is reliable.
The two most prominent approaches to reliable classiﬁcation are
the Bayesian framework [7] and the typicalness framework [9] (see
section 8). The Bayesian framework is a natural approach to reliable
classiﬁcation but it can be misleading if priors cannot be plausibly
estimated [9]. The typicalness framework overcomes this problem
but it depends heavily on the learning algorithm used.
To overcome these problems of the presented frameworks we ar-
gue to use version spaces [7] as an approach to reliable classiﬁcation.
The key idea is to construct version spaces containing hypotheses of
the target concept to be learned or of its close approximations. In this
way the unanimous-voting rule of version spaces does not misclas-
sify instances; i.e., instance classiﬁcations become reliable.
We analyze the instance classiﬁcation of version spaces for the
case when data is non-noisy and hypothesis space is expressive as
well as for the opposite three cases. For the latter instance classiﬁca-
tion can be unreliable and we propose a volume-extension approach.
The approach is to grow the volumes of version spaces s.t. instance
misclassiﬁcations are blocked.
We propose implementing version spaces for reliable classiﬁca-
tion using support vector machines (SVMs) [8]. Their combination
is called version space support vector machines (VSSVMs). We ap-
ply the volume-extension approach on VSSVMs. In experiments
VSSVMs outperform the existing reliable-classiﬁcation approaches.
This paper is as follows. The task of reliable classiﬁcation is de-
ﬁnedinsection2.Section3considersversionspacesforreliableclas-
siﬁcation and the volume-extension approach. SVMs are described
in section 4. Section 5 introduces VSSVMs. The volume-extension
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approach for VSSVMs is in section 6. Section 7 and 8 present exper-
iments and a comparison. Section 9 concludes the paper.
2 Task of Reliable Classiﬁcation
Consider l different training instances xi in R
n. Each xi has a class
label yi ∈ Y w.r.t. a binary target concept, i.e., Y = {−1,+1}. The
labels separate the instances into two sets I
+ and I
− (xi ∈ I
+ iff
yi = +1; xi ∈ I
− iff yi = −1). Given a space H of hypotheses h
(h : R
n → Y ), the task of reliable classiﬁcation is to ﬁnd h ∈ H
that correctly classiﬁes future, unseen instances. When correct clas-
siﬁcation is not possible, the classiﬁcation process outputs 0.
3 Version Spaces
Version spaces are sets of hypotheses consistent with data [7].
Deﬁnition 1 Given a hypothesis space H and training data
hI
+,I
−i, the version space VS(I
+,I
−) is deﬁned as follows:
VS(I
+,I
−) = {h ∈ H|cons(h,hI
+,I
−i)},
where cons(h,hI
+,I
−i) ↔ (∀xi ∈ I
+ ∪ I
−)yi = h(xi).
The version-space classiﬁcation rule is the unanimous voting.
Given a version space VS(I
+,I
−), an instance x receives a clas-
siﬁcation y ∈ Y ∪ {0} as follows:
y =
8
<
:
+1 VS(I
+,I
−) 6= ∅ ∧ (∀h ∈ VS(I
+,I
−))h(x) = +1,
−1 VS(I
+,I
−) 6= ∅ ∧ (∀h ∈ VS(I
+,I
−))h(x) = −1,
0 otherwise.
Deﬁnition 2 VolumeV (VS(I
+,I
−))ofversionspaceVS(I
+,I
−)
is the set of all instances that are not classiﬁed by VS(I
+,I
−).
The unanimous-voting rule is implemented if version spaces can
be tested for collapse [4]. By theorem 1 if version space VS(I
+,I
−)
is nonempty, all hypotheses h ∈ VS(I
+,I
−) assign class +1 to
instance x iff VS(I
+,I
− ∪ {x}) is empty. All h ∈ VS(I
+,I
−)
assign class −1 to x iff VS(I
+ ∪ {x},I
−) is empty.
Theorem 1 If VS(I
+,I
−) 6= ∅, then for each instance x:
(∀h ∈ VS(I
+,I
−))h(x) = +1 ↔ VS(I
+,I
− ∪ {x}) = ∅,
(∀h ∈ VS(I
+,I
−))h(x) = −1 ↔ VS(I
+ ∪ {x},I
−) = ∅.The problem to test version spaces for collapse is equivalent to the
consistency problem [4]. The consistency problem is to determine
the existence of a hypothesis h ∈ H consistent with data. Hence, the
unanimous-voting rule of version spaces can be implemented by any
algorithm for the consistency problem. An algorithm for the consis-
tency problem is called a consistency algorithm.
3.1 Analysis of Reliable Classiﬁcation
Version spaces are sensitive w.r.t. class noise in training data and
expressiveness of hypothesis space H [7]. Class noise indicates that
the class labels of some instances are incorrect. Expressiveness of the
space H indicates if the hypothesis ht of the target concept is in H.
Below we analyze instance classiﬁcation with version spaces.
Case 1: Non-noisy Training Data and Expressive Hypothesis
Space. Since H is expressive, ht ∈ H. Since the training data
hI
+,I
−i are non-noisy, ht is consistent with hI
+,I
−i. Thus, by de-
ﬁnition 1 ht ∈ VS(I
+,I
−). In this way, if an instance x is classiﬁed
by VS(I
+,I
−), x is classiﬁed by ht; i.e., x is classiﬁed correctly.
Thus, version spaces output only reliable classiﬁcations.
Case 2: Noisy Training Data. If there is noise, the set I
+ (I
−)
is a union of a noise-free set I
+
f (I
−
f ) and a noisy set I
+
n (I
−
n ).
The noisy data hI
+
n ,I
−
n i cause removal of version space NVS =
{h ∈ VS(I
+
f ,I
−
f )|¬cons(h,hI
+
n ,I
−
n i)} from VS(I
+
f ,I
−
f ). Thus,
the resulting VS(I
+,I
−) classiﬁes correctly instances classiﬁed by
VS(I
+
f ,I
−
f ), but it errs on some instances in the volume of NVS.
Case 3: Inexpressive Hypothesis Space. If the hypothesis space
H is inexpressive (ht / ∈ H), it is possible that the hypotheses in
VS(I
+,I
−) do not approximate the target concept well; i.e., there
may exist an instance x that is misclassiﬁed by all hypotheses in
VS(I
+,I
−). Thus, VS(I
+,I
−) may misclassify instances.
Case 4: Noisy Training Data and Inexpressive Hypothesis Space.
This case is an union of cases 2 and 3.
3.2 Volume-Extension Approach
The volume-extension approach is a new approach to overcome
the problems with noisy training data and inexpressive hypothesis
spaces. If a version space VS(I
+,I
−) ⊆ H misclassiﬁes instances,
the approach is to ﬁnd a new hypothesis space H
0 s.t. the volume of
version space VS
0(I
+,I
−) ⊆ H
0 grows and blocks instance mis-
classiﬁcations. By theorem 2 to ﬁnd H
0 with such a property it is
sufﬁcient to guarantee that for all hI
+,I
−i if there is a consistent
hypothesis h ∈ H, then there is a consistent hypothesis h
0 ∈ H
0.
Theorem 2 Consider hypothesis spaces H and H
0 s.t. for all
hI
+,I
−i if there is h ∈ H consistent with hI
+,I
−i, then there is
h
0 ∈ H
0 consistent with hI
+,I
−i as well. Then, for all hI
+,I
−i we
have V (VS(I
+,I
−)) ⊆ V (VS
0(I
+,I
−)).
Below we analyze the volume-extension approach for cases 2-4.
Case 2: since the volume of NVS is the error region for VS(I
+,I
−),
we have to search for H
0 s.t. the volume of VS
0(I
+,I
−) comprises
maximally the volume of NVS;
Case 3: since the causes of misclassiﬁcation for VS(I
+,I
−) are
the hypotheses in VS(I
+,I
−) not approximating the target concept
well, we have to search for H
0 s.t. VS
0(I
+,I
−) includes more hy-
potheses approximating the target concept better. This means that if
we have an instance x misclassiﬁed by VS(I
+,I
−), we deﬁne H
0
s.t. VS
0(I
+,I
−) includes a hypothesis classifying x as the target
concept. Thus, x is not classiﬁed, so the misclassiﬁcation is blocked.
Case 4: the explanations for cases 2 and 3 hold here.
We conclude that the volume-extension approach can block in-
stance misclassiﬁcation for cases 2-4. This result implies that version
spaces can be viewed as an approach to reliable classiﬁcation.
4 Support Vector Machines
Support Vector Machines (SVMs) were proposed for classiﬁcation
tasks [8]. SVM constructs a hyperplane used as a decision boundary
for classiﬁcation. The parameters of the SVM hyperplane are derived
from the solution of the following optimization problem:
maxα
Pl
i=1 αi −
1
2
Pl
i,j=1 αiαjyiyjk(xi,xj) (1)
subject to 0 ≤ αi ≤ C, i = 1,2,··· ,l, and
Pl
i=1 yiαi = 0,
where k(xi,xj) = φ(xi)
0φ(xj) is a kernel function that calculates
inner products of instances xi and xj in a higher dimensional fea-
ture space F and φ is a mapping from R
n to F. Maximizing the
term −
Pl
i,j=1 αiαjyiyjk(xi,xj) corresponds to maximizing the
margin between the two classes. The parameter C determines the
trade-off between the margin and the amount of training errors. The
alphas are the weights associated with the training instances. All
instances with nonzero weights are “support vectors”. They deter-
mine the SVM hyperplane consisting of all points x which satisfy Pl
i=1 yiαik(xi,x) + b = 0. The parameter b is found from the
KKT conditions associated with (1).
The hypothesis space of SVMs is the set of all oriented hyper-
planes in R
n or in a higher dimensional feature space F. The hypoth-
esis space of SVMs is denoted by H(p) where p is a kernel parameter.
For the RBF kernel p is gamma and for the polynomial kernel p is
the exponent. The SVM hyperplane is denoted by h(p,C,hI
+,I
−i).
We consider the asymptotic behaviors of SVMs w.r.t. the parame-
ter C [5]. When C increases, the weight of training errors increases,
while other things stay equal. Consequently, the SVM algorithm will
try to ﬁnd a new balance between the margin width and amount of
training errors. In particular, the margin will decrease and the amount
of classiﬁcation errors will generally go down. Therefore, for all data
hI
+,I
−i the probability that h(p,C,hI
+,I
−i) is consistent with
hI
+,I
−i increases with the parameter C.
5 Version Space Support Vector Machines
This section introduces version space support vector machines
(VSSVMs). Their hypothesis space, deﬁnition, and classiﬁcation al-
gorithm are given in subsections 5.1, 5.2, and 5.3, respectively.
5.1 Hypothesis Space
The version-space classiﬁcation rule can be realized by any con-
sistency algorithm [4]. The key idea of VSSVMs is to use a SVM
as a consistency algorithm. Theorem 1 shows that for training data
hI
+,I
−i we need a consistency algorithm only for data sets hI
+ ∪
{x},I
−i and hI
+,I
−∪{x}i for any x. Since a SVM is not a consis-
tency algorithm in the hypothesis space H(p) [8], below we deﬁne a
hypothesis space H(p,C,hI
+,I
−i) for which SVM is a consistency
algorithm w.r.t. hI
+ ∪ {x},I
−i and hI
+,I
− ∪ {x}i for any x.
H(p,C,hI
+,I
−i) is deﬁned if the SVM hyperplane
h(p,C,hI
+,I
−i) is consistent with hI
+,I
−i. It in-
cludes h(p,C,hI
+,I
−i) and all the SVM hyperplanes
h(p,C,hI
+ ∪ {x},I
−i) and h(p,C,hI
+,I
− ∪ {x}i) for any
x that are consistent with their training data.Deﬁnition 3 Given parameters p and C and data hI
+,I
−i, if
cons(h(p,C,hI
+,I
−i),hI
+,I
−i),thenH(p,C,hI
+,I
−i)equals:
{h ∈ H(p)|h = h(p,C,hI
+,I
−i) ∨
(∃x)(h = h(p,C,hI
+ ∪ {x},I
−i) ∧ cons(h,hI
+ ∪ {x},I
−i)) ∨
(∃x)(h = h(p,C,hI
+,I
− ∪ {x}i) ∧ cons(h,hI
+,I
− ∪ {x}i))},
otherwise, H(p,C,hI
+,I
−i) = ∅.
SVMs have an efﬁcient consistency test for H(p,C,hI
+,I
−i)
w.r.t. hI
+ ∪ {x},I
−i and hI
+,I
− ∪ {x}i for any x. The test in-
volves the hyperplanes h(p,C,hI
+,I
−i), h(p,C,hI
+ ∪{x},I
−i),
and h(p,C,hI
+,I
− ∪ {x}i) only. It assumes that the instance-
consistency property holds.
Deﬁnition 4 SVM has the instance-consistency property w.r.t. data
hI
+,I
−i if and only if for any instance x:
(i) if h(p,C,hI
+ ∪ {x},I
−i) is inconsistent with hI
+ ∪ {x},I
−i,
then for all x
0 h(p,C,hI
+ ∪ {x
0},I
−i) and h(p,C,hI
+,I
− ∪
{x
0}i) are inconsistent with hI
+ ∪ {x},I
−i;
(ii) if h(p,C,hI
+,I
− ∪ {x}i) is inconsistent with hI
+,I
− ∪ {x}i,
then for all x
0 h(p,C,hI
+ ∪ {x
0},I
−i) and h(p,C,hI
+,I
− ∪
{x
0}i) are inconsistent with hI
+,I
− ∪ {x}i.
We describe the SVM consistency test to decide if there is any hy-
perplane h ∈ H(p,C,hI
+,I
−i) consistent with hI
+ ∪{x},I
−i for
some x. For the test we ﬁrst build the hyperplane h(p,C,hI
+,I
−i).
If h(p,C,hI
+,I
−i) is consistent with hI
+ ∪ {x},I
−i, then there
is an h ∈ H(p,C,hI
+,I
−i) consistent with hI
+ ∪ {x},I
−i.
If not, we check whether other hyperplanes in H(p,C,hI
+,I
−i)
are consistent. We build the hyperplane h(p,C,hI
+ ∪ {x},I
−i).
If h(p,C,hI
+ ∪ {x},I
−i) is consistent with hI
+ ∪ {x},I
−i,
then there is an h ∈ H(p,C,hI
+,I
−i) consistent with hI
+ ∪
{x},I
−i. If not, by the instance-consistency property there is no
h ∈ H(p,C,hI
+,I
−i) consistent with hI
+ ∪ {x},I
−i.
The consistency test for hyperplanes in H(p,C,hI
+,I
−i) w.r.t.
hI
+,I
− ∪ {x}i for any x is analogous. Thus, SVM is a consistency
algorithm in H(p,C,hI
+,I
−i) w.r.t. hI
+∪{x},I
−i and hI
+,I
−∪
{x}i for any x. Below we formalize the SVM consistency test for
hI
+ ∪ {x},I
−i and hI
+,I
− ∪ {x}i for any x in theorem 3.
Theorem 3 If the instance-consistency property holds and
H(p,C,hI
+,I
−i) 6= ∅, then for each instance x we have:
(∃h ∈ H(p,C,hI
+,I
−i))cons(h,hI
+ ∪ {x},I
−i) ↔
[cons(h(p,C,hI
+,I
−i),hI
+ ∪ {x},I
−i)∨
cons(h(p,C,hI
+∪{x},I
−i),hI
+∪{x},I
−i)],
(∃h ∈ H(p,C,hI
+,I
−i))cons(h,hI
+,I
− ∪ {x}i) ↔
[cons(h(p,C,hI
+,I
−i),hI
+,I
− ∪ {x}i)∨
cons(h(p,C,hI
+,I
−∪{x}i),hI
+,I
−∪{x}i)].
By theorem 3 to test if there is a hyperplane h ∈
H(p,C,hI
+,I
−i) consistent with hI
+ ∪ {x},I
−i test if either
of hyperplanes h(p,C,hI
+,I
−i) and h(p,C,hI
+ ∪ {x},I
−i) is
consistent with hI
+ ∪ {x},I
−i. Testing if there is a hyperplane
h ∈ H(p,C,hI
+,I
−i)consistentwithhI
+,I
−∪{x}iisanalogical.
5.2 Deﬁnition of VSSVMs
VSSVMs are version spaces deﬁned in H(p,C,hI
+,I
−i).
Input: An instance x to be classiﬁed;
Training data sets I
+ and I
−;
The parameters p and C of SVM;
Output: classiﬁcation of x;
Build a hyperplane h(p,C,hI
+,I
−i);
if ¬cons(h(p,C,hI
+,I
−i),hI
+,I
−i)
then return 0;
if cons(h(p,C,hI
+,I
−i),hI
+ ∪ {x},I
−i) then
Build hyperplane h(p,C,hI
+,I
− ∪ {x}i);
if ¬cons(h(p,C,hI
+,I
− ∪ {xi),hI
+,I
− ∪ {x}i)
then return +1;
if cons(h(p,C,hI
+,I
−i),hI
+,I
− ∪ {x}i) then
Build hyperplane h(p,C,hI
+ ∪ {x},I
−i);
if ¬cons(h(p,C,hI
+ ∪ {x},I
−i),hI
+ ∪ {x},I
−i)
then return −1;
return 0.
Figure 1. The Classiﬁcation Algorithm of VSSVMs.
Deﬁnition 5 Consider a hypothesis space H(p,C,hI
+,I
−i) and
training data hI
+0,I
−0i s.t. I
+0 ⊇ I
+ and I
−0 ⊇ I
−. Then, the
version space support vector machine VS
p
C(I
+0,I
−0)
3 is:
VS
p
C(I
+0,I
−0) = {h ∈ H(p,C,hI
+,I
−i)|cons(h,hI
+0,I
−0i)}.
Since VSSVMs are version spaces, the inductive bias of VSSVMs
istherestrictionbias[7].SinceparameterspandC aswellastraining
data deﬁne the hypothesis space H(p,C,hI
+,I
−i), they control the
inductive bias of VSSVMs.
5.3 Classiﬁcation Algorithm
TheclassiﬁcationalgorithmofVSSVMsimplementstheunanimous-
voting rule and is based on theorem 1. It assumes that the instance-
consistency property holds. Thus, to test version spaces for collapse
SVMs are employed according to theorem 3.
The classiﬁcation algorithm is given in ﬁgure 1. Assume that
an instance x is to be classiﬁed. Then, the SVM hyperplane
h(p,C,hI
+,I
−i) is built. If h(p,C,hI
+,I
−i) is inconsistent with
hI
+,I
−i, according to deﬁnition 3 H(p,C,hI
+,I
−i) = ∅; i.e.,
VS
p
C(I
+,I
−) = ∅. Thus, according to the unanimous-voting rule
the algorithm returns 0; i.e., the classiﬁcation of x is unknown.
If the hyperplane h(p,C,hI
+,I
−i) is consistent with hI
+,I
−i,
then VS
p
C(I
+,I
−) 6= ∅. In this case the algorithm tests whether
h(p,C,hI
+,I
−i) is consistent with hI
+ ∪ {x},I
−i. If so, then
VS
p
C(I
+ ∪ {x},I
−) 6= ∅ and the algorithm builds a SVM hyper-
plane h(p,C,hI
+,I
− ∪ {x}i). If h(p,C,hI
+,I
− ∪ {x}i) is in-
consistent with hI
+,I
− ∪ {x}i, then by theorem 3 VS
p
C(I
+,I
− ∪
{x}) = ∅. Since VS
p
C(I
+ ∪ {x},I
−) 6= ∅ and VS
p
C(I
+,I
− ∪
{x}) = ∅, by theorem 1 the algorithm assigns class +1 to x. If class
+1 cannot be assigned, the algorithm checks analogously if it can
assign class −1. If no classiﬁcation is assigned to x, 0 is returned.
6 The Volume-Extension Approach for VSSVMs
To overcome the problems of noisy training data and inexpres-
sive hypothesis spaces for VSSVMs we propose applying our
3 Note that VS
p
C(I+0,I−0) also depends on hI+,I−i.volume-extension approach using the parameter C of SVMs. In
section 4 we showed that the probability that the SVM hy-
perplane h(p,C,hI
+,I
−i) is consistent with data hI
+,I
−i in-
creases with C. Thus, for two values C1 and C2 of parame-
ter C s.t. C1 < C2 and arbitrary hI
+,I
−i the probability that
h(p,C2,hI
+,I
−i) is consistent with hI
+,I
−i is higher than that of
h(p,C1,hI
+,I
−i). This implies by theorem 2 that the probability
of V (VS
p
C1(I
+,I
−)) ⊆ V (VS
p
C2(I
+,I
−)) increases. This means
that the volume of VSSVMs increases with the parameter C (see
ﬁgure 2).
Given training data hI
+,I
−i and kernel parameter p, apply-
ing the volume-extension approach means to ﬁnd C for which
VS
p
C(I
+,I
−) ⊆ H(p,C,hI
+,I
−i) classiﬁes instances reliably.
Since the volume of VSSVMs increases with C, we can ﬁnd a mini-
mal value for C in an internal validation process using binary search
s.t. instances are classiﬁed reliably and the volume of VS
p
C(I
+,I
−)
is minimized.
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−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
2.5
3
Figure 2. The volume of VSSVMs in R2 for C = 30 and C = 1000.
Instances in I+ are marked by 4, instances in I− are marked by ∇. The
volume of the VSSVM for C = 30 is presented by 2 boxes. The volume of
the VSSVM for C = 1000 is bounded by the lines.
7 Experiments
We experimented with VSSVMs using the polynomial and RBF ker-
nels. The evaluation method was the leave-one-out method. We eval-
uated four statistics of the classiﬁcation performance of VSSVMs:
• positive and negative rejection rates PRr and NRr: proportion of
positive and negative instances unclassiﬁed by VSSVMs;
• true positive and true negative rates TPr and TNr [3] on in-
stances classiﬁed by VSSVMs.
The (TPr,PRr) and (TNr,NRr) graphs of VSSVMs are shown
in the ﬁrst and third columns of ﬁgure 3 for 7 binary UCI datasets [1].
One point in the graphs represents a VSSVM for some values of the
parameters p and C. Subsequent points represent VSSVMs for the
same value of p and increased values of C. Hence, the graphs show
the potential of VSSVMs for reliable classiﬁcation w.r.t. C.
The initial value p0 of the kernel parameter p used in VSSVMs
was chosen using sequential search s.t. p0 is minimized and all
VS
p0
C (I
+ \ {x},I
−) and VS
p0
C (I
+,I
− \ {x})
4 are nonempty
4 These are VSSVMs if an instance x is left out in the leave-one-out valida-
tion.
for some value of the parameter C. The initial value C0 of C was
chosen using binary search given p0 s.t. C0 is minimized and all
VS
p0
C0(I
+ \ {x},I
−) and VS
p0
C0(I
+,I
− \ {x}) are nonempty.
The values p0 and C0 deﬁne VSSVMs represented as the most
left points of the graphs on ﬁgure 3. The PRr0 and NRr0 of these
VSSVMs are nonzero and the graphs are undeﬁned in the inter-
vals [0,PRr0) and [0,NRr0). Most initial VSSVMs have TPr0 and
TNr0 lower than 1. This is due to noise in the datasets used in the ex-
periments and/or inexpressive hypothesis spaces. To overcome these
problems we applied our volume-extension approach by stepwise in-
creasing the parameter C from C0 to 10000. For each step we gener-
ated a VSSVM and plotted its (TPr,PRr) and (TNr,NRr) points
on the graphs from ﬁgure 3. The graphs show that VSSVMs reach
TPr and TNr of 1. The only exception is the VSSVM with the
RBF kernel for the hepatitis dataset. Thus, we may conclude that the
volume-extension approach is capable of solving the problems with
noisy training data and inexpressive hypothesis spaces.
We compare VSSVMs for the polynomial kernel (VSSVM-P) and
for the RBF kernel (VSSVM-RBF) w.r.t. reliable classiﬁcation using
the graphs of ﬁgure 3. For that purpose we use the minimal rejec-
tion rates PRrm and NRrm
5 for which TPr and TNr are 1. The
PRrm of VSSVM-P is lower than that of VSSVM-RBF for 5 out of
7 datasets. The NRrm of VSSVM-P is lower than that of VSSVM-
RBF for 2 out of 3 datasets. For the remaining 4 datasets NRrm of
VSSVM-P and VSSVM-RBF are equal. Thus, VSSVM-P is better
for reliable classiﬁcation than VSSVM-RBF in our experiments.
8 Comparison with Relevant Work
Bayesian Framework. The Bayesian framework [7] is the ﬁrst ap-
proach used for reliable classiﬁcation. This is due to the fact that the
posterior class probabilities are natural estimates of the reliability of
instance classiﬁcation. These probabilities are computed from prior
probabilities. Since it is difﬁcult to estimate plausibly the prior prob-
abilities, the Bayesian framework can be misleading [9].
Typicalness Framework. The typicalness framework [9] provides
conﬁdence values for each possible classiﬁcation of an instance
xl+1. The idea is to postulate a class ˆ y ∈ Y and to mea-
sure how likely it is that all elements in the extended sequence
h(x1,y1),...,(xl,yl),(xl+1, ˆ y)i are drawn from the same un-
known distribution. The more typical the sequence is, the higher the
conﬁdence in ˆ y.
In the second and fourth columns of ﬁgure 3 we present
(TPr,PRr) and (TNr,NRr) graphs of the Naive Bayes classi-
ﬁer (NB) and a typicalness algorithm based on NB (Typ-NB). The
graphs are constructed by stepwise increasing thresholds on the pos-
terior probabilities of NB and the typicalness of Typ-NB using the
leave-one-out method.
We compare VSSVMs, NB, and Typ-NB w.r.t. reliable classiﬁca-
tion (see ﬁgure 3). We use the minimal rejection rates PRrm and
NRrm for which TPr and TNr are 1. The comparison shows that:
(a) the PRrm of VSSVM-P is lower than that of NB and Typ-NB
for 4 out of 7 datasets and 5 out of 7 datasets, respectively. The
NRrm of VSSVM-P is lower than NRrm of NB and Typ-NB for
5 out of 7 datasets. For the minority class the minimal rejection
rates of VSSVM-P are lower than those of NB and Typ-NB for
5 out of 7 datasets and 6 out of 7 datasets, respectively. For the
majority class the minimal rejection rates of VSSVM-P are lower
than those of NB and Typ-NB for 4 out of 7 datasets.
5 If a classiﬁer has lower values of PRrm and NRrm, it can classify more.Labor: VSSVM-P and VSSVM-RBF
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Figure 3. The (TPr,PRr) and (TNr,NRr) graphs of VSSVM-RBF (− − −), VSSVM-P (− − −), NB (− − −), and Typ-NB (− − −).
(b) the PRrm of VSSVM-RBF is lower than that of NB and Typ-NB
for 3 out of 7 datasets and 5 out of 7 datasets, respectively. The
NRrm of VSSVM-RBF is lower than that of NB and Typ-NB
for 4 out of 6 datasets and 5 out of 6 datasets, respectively. For
the minority class the minimal rejection rates of VSSVM-RBF
are lower than those of NB and Typ-NB for 4 out of 7 datasets
and 5 out of 7 datasets, respectively. For the majority class the
minimal rejection rates of VSSVM-RBF are lower than those of
NB and Typ-NB for 3 out of 6 datasets and 5 out of 6 datasets,
respectively. The comparison is for 6 datasets for some cases since
for the hepatitis data VSSVM-RBF, NB, and Typ-NB do not have
NRrm.
From (a) and (b) we conclude that VSSVMs outperform NB and
Typ-NB for the task of reliable classiﬁcation in our experiments.
9 Conclusion
In this paper we showed that VSSVMs are able to provide reliable
classiﬁcations when training data is noisy and hypothesis spaces areinexpressive. This is due to the nature of VSSVMs and the volume-
extension approach. The experiments show that VSSVMs are able to
outperform the existing approaches to reliable classiﬁcation.
We foresee three future research directions. The ﬁrst one is to ex-
tend VSSVMs for non-binary classiﬁcation tasks. The second direc-
tion is to extend VSSVMs for taks for which no consistent hypothe-
ses exist. The third direction is to speed up VSSVMs using incre-
mental SVMs [2].
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