We explore how to enable machines to model 3D shapes like human modelers using reinforcement learning (RL). In 3D modeling software like Maya, a modeler usually creates a mesh model in two steps:
Introduction
Enabling machines to learn the behavior of humans in visual arts, such as teaching machines to paint [6, 9, 18] , has aroused researchers' curiosity in recent years. The 3D modeling, a process of preparing geometric data of 3D objects, is also an important form of visual and plastic arts and has wide applications in computer vision and computer graphics. Human modelers are able to form high-level interpretations of 3D objects, and use them for communicating, building memories, reasoning and taking actions. Therefore, for the purpose of enabling machines to understand 3D artists' behavior and developing a modeling-assistant tool, it arXiv:2003.12397v1 [cs.CV] 27 Mar 2020 is a meaningful but under-explored problem to teach intelligent agents to learn 3D modeling policies like human modelers.
Generally, there are two steps for a 3D modeler to model a 3D shape in mainstream modeling software. First, the modeler needs to perceive the part-based structure of the shape, and starts with basic geometric primitives to approximate the shape. Second, the modeler edits the mesh of the primitives using specific operations to create more detailed geometry. These two steps embody humans' hierarchical understanding and preserve high-level regularity within a 3D shape, which is more accessible compared to predicting low-level points.
Inspired by such artist-based modeling, we propose a two-step deep reinforcement learning (RL) framework to learn 3D modeling policies. RL is a decisionmaking framework, where an agent interacts with the environment by executing actions and collecting rewards. As visualized in Fig. 1 , in the first step, we propose Prim-Agent which learns to parse a target shape into a set of primitives. In the second step, we propose Mesh-Agent to edit the meshes of the primitives to create more detailed geometry.
There are two major challenges to teach an RL agent to model 3D shapes. The first one is the environment setting of RL for shape analysis and geometry editing. The Prim-Agent is expected to understand the shape structure and decompose the shape into components. For this task, however, the interaction between agent and environment is not intuitive and naturally derived. To motivate the agent to learn, rather than directly predicting the primitives, we break down the main task into small steps; that is, we make the agent operate a set of predefined primitives step-by-step to approximate the target shape, which finally results in a primitive-based shape representation. For Mesh-Agent, the challenge lies in preserving mesh regularity when editing geometry. Instead of editing single vertex, we propose to operate the mesh based on edge loops [17] . Edge loop is a widely used technique in 3D modeling software to manage complexity, by which we can edit a group of vertices and control an integral geometric unit. The proposed settings capture the insights of the behavior of modeling artists and are also tailored to the properties of the RL problem.
The second challenge is, due to the complex operations and huge action space in this problem, off-the-shelf RL frameworks are unable to learn good policies. Gathering demonstration data from human experts to guide the agent would help, but this modeling data is expensive to obtain, while the demonstrations are far from covering most scenarios the agent will experience in real-world 3D modeling. To address this challenge, innovations are made on the following two points. First, we design a heuristic algorithm as a "virtual expert" to generate demonstrations, and show how to interactively incorporate the heuristics into an imitation learning (IL) process. Second, we introduce a novel scheme to effectively combine IL and RL for modeling 3D shapes. The agent is first trained by IL to learn an initial policy, and then it learns in an RL paradigm by collecting the rewards. We show that the combination of IL and RL gives better performance than either does on its own, and it also outperforms the existing related algorithms on the 3D modeling task.
To demonstrate our method, we condition the modeling agents on inputs from single depth maps; the agents will observe the depth map of a shape as reference to learn or to develop policies accordingly. Note, however, the architecture of our agents is agnostic to the shape reference; that is, under the proposed framework, one can simply change the encoder of shape reference into other forms, such as images or sketches. The contributions of this paper are three-fold:
-We make the first attempt to study how to teach machines to model real 3D shapes like humans using deep RL. The agents can learn good modeling policies by interacting with the environment and collecting feedback. -We introduce a two-step RL formulation for shape analysis and geometry editing. Our agents can produce regular structure-aware mesh models to capture the fundamental geometry of 3D shapes. -We present a novel algorithm that combines heuristic policy, imitation learning and reinforcement learning. We show a considerable improvement compared to the related training algorithms on the 3D modeling task.
Related Work
Imitation learning and reinforcement learning Imitation learning (IL) aims to mimic human behavior by learning from demonstrations. Some classical approaches [1, 38] train a classifier or regressor to predict behavior given only precollected data performed by experts as training data. However, policies learned in this way can easily fail in theory and practice [19] since training and testing data may not be sampled from the same distribution. Consequently, interactive strategies for IL are proposed such as DAagger [21] and AggreVaTe [20] . Reinforcement learning (RL) is to train an agent by making it explore in an environment and collect rewards. With the developments of the scalability of deep learning [12] , a breakthrough of deep reinforcement learning (DRL) was made by the introduction of Deep Q-learning (DQN) [15] . The proposed method stores the previous experience into a memory list and samples the data from the list to train large convolutional neural networks. Afterward, a series of approaches have been continuously presented to improve the DRL, such as Dueling DQN [34] , Double DQN [31] and Prioritized experience replay [23] .
Typically, the RL agent can find a reasonable action only after numerous steps of poor performance in exploration, which leads to low learning efficiency and accuracy. Thus, there has been interest in combining IL with RL to achieve better performance [5, 25, 26] . For example, Hester et al. proposed Deep Qlearning from Demonstrations (DQfD) [8] , in which they initially pre-train the networks solely on the demonstration data to accelerate the RL process. However, our experiments show that directly using these approaches for 3D modeling does not produce good performance; thus we introduce a novel variant algorithm that enables the agent to learn considerably better policies. Shape generation by RL Painting is an important form for people to create shapes. There are a series of methods using RL to learn how to paint by generating strokes [6, 9, 36] or drawing sketches [18, 37] . Some works explore to use The architecture of our two-step pipeline for 3D shape modeling. First, given a shape reference and pre-defined primitives, the Prim-Agent predicts a sequence of actions to operate the primitives to approximate the target shape. Then the edge loops are added to the output primitives. Second, the Mesh-Agent takes as input the shape reference and the primitive-based representation, and predicts actions to edit the meshes to create detailed geometry.
grammar parsing for shape analysis and modeling. Teboul et al. [28] use RL to parse the shape grammar of the building facade. Ruiz-Montiel et al. [22] propose an approach to complement the generative power of shape grammars with reinforcement learning techniques. These methods all focus on the 2D domain, while our method targets 3D shape modeling, which is under-explored and more challenging. Sharma et al. [24] present CSG-Net, which is a neural architecture to parse a 2D or 3D input into a collection of modeling primitives with operations. However, it only handles synthetic 3D shapes composed of the most basic geometries, while our method is evaluated on ShapeNet [3] models.
High-level shape understanding There has been growing interest in highlevel shape analysis, where the ideas are central to part-based segmentation [10, 11] and structure-based shape understanding [13, 33] . Primitive-based shape abstraction [14, 16, 30, 35, 39] , in particular, is well-researched for producing structurally simple representation and reconstruction. Zou et al. [39] introduce a supervised method that uses a generative RNN to predict a set of primitives step-by-step to synthesize a target shape. Li et al. [13] and Sun et al. [27] propose neural architectures to infer the symmetry hierarchy of a 3D shape. Tian et al. [29] propose a neural program generator to represent 3D shapes as 3D programs, which can reflect shape regularity such as symmetry and repetition. These methods capture higher-level shape priors but barely consider geometrical details. Instead, our method performs joint primitive-based shape understanding and mesh detail editing. More importantly, note that these methods have different goals with our work. They aim to directly minimize the reconstruction loss using end-to-end networks, while we focus on enabling machines to understand the environment, learn policies and take actions like human modelers.
Method
Our ultimate goal is to enable RL agents to learn reasonable 3D modeling policies in an interactive environment by taking actions and collecting feedback. Therefore, the whole system design should effectively incentivize the agents to achieve the goal. In this section, we first give the detailed RL formulations of Prim-Agent (Sec. 3.1) and Mesh-Agent (Sec. 3.2), as shown in Fig. 2 . Then, we introduce an algorithm to efficiently train the agents (Sec. 3.3 and 3.4). We will discuss and evaluate these designs in the later section.
Primitive-based Shape Abstraction
The Prim-Agent is expected to understand the part-based structure of a shape by interacting with the environment. We propose to decompose the task into small steps, where the agent constantly tweaks the primitives based on feedback to achieve the goal. The detailed formulation of Prim-Agent is given below.
State At the beginning, we arrange m 3 cubes that are uniformly distributed in the canonical frame (m cubes for each axis), denoted as P = {P i | i = 1, ..., m 3 }. We use m = 3 in this paper. Each cuboid is defined by a six-tuple (x, y, z, x , y , z ) which specifies the its two diagonal corner points V = (x, y, z) and V = (x , y , z ) (see Fig. 3 ). We define the state by: (1) the input shape reference; (2) the updated cuboid primitives at each iteration; (3) the step number represented by one-hot encoding. The agent will learn to predict the next action by observing the current state and the reference. Action As shown in Fig. 3 , we define three types of actions to operate a cuboid primitive P i : (1) drag the corner V ; (2) drag the corner V ; (3) delete P i . For each type of action, we use four parameters −2, −1, 1, 2 to control the range of movement on the axis direction (for the delete action, these parameters all lead to deleting the primitive). In total, there are 27 cuboids, 3 types of actions, 3 moving directions (x, y and z), and 4 range parameters, which lead to an action space of 972.
Reward function The reward function reflects the quality of an executed action, while the agent is expected to be inspired by the reward to generate simple but expressive shape abstractions. The primary goal is to encourage the consistency between the generated primitive-based representation ∪ i P i and the target shape O. We measure the consistency by intersection over union (IoU):
Furthermore, we also introduce a local IoU term to encourage the agent to make each primitive cover more valid parts of the target shape:
where P (|P| = K) is the set of primitives that are not deleted yet. To favor the simplicity, i.e., small number of primitives, we introduce a parsimony reward measured by the number of deleted primitives denoted by N . Therefore, the reward function at the k th step is defined as
where α 1 and α 2 are the weights to balance the last two terms. We set R k = −1 once all the primitives are removed by the agent at k th step. The designed reward function motivate the agent to achieve higher volume coverage using larger and fewer primitives.
Mesh Editing by Edge Loops
An edge loop is a series of connected edges on the surface of an object that runs completely around the object and ends up at the starting point. It is an effective tool that plays a vital role in modeling software [17] . Using edge loops, modelers can jointly edit a group of vertices and control an integral geometric unit instead of editing each vertex separately, which preserves the mesh regularity and improves the efficiency. Therefore, we make the Mesh-Agent learn mesh editing based on edge loops to produce better mesh quality and modeling accuracy (see the evaluation in Sec. 4.3).
Edge loop assignment The output primitives from the last step do not have any edge loops. Thus we need to define edge loops on these primitives. For a primitive P i , we choose the axis in which the longest cuboid side (principle direction) lies to assign the loop, while the loop planes are vertical to the chosen axis. We assign n loops to K (not removed) cuboids; the number of loops assigned to a cuboid is proportional to its volume, while a larger cuboid will be assigned more loops. Each cuboid is assigned at least two loops on the boundaries. An example of edge loop assignment is shown in Fig. 4 (a) .
State We define the state by: (1) the input shape reference; (2) the updated edge loops at each iteration; (3) the step number represented by one-hot encoding. An edge loop L i is a rectangle defined by a seven-tuple (x l , y l , z l , x l , y l , z l , a) which specifies its two diagonal corner points V L = (x l , y l , z l ), V L = (x l , y l , z l ) and the axis a ∈ {0, 1, 2} the loop plane is vertical to. Action As shown in Fig. 4 (b) , we define two types of actions to operate the loop L i : (1) drag the corner V L ; (2) drag the corner V L . For each type of action, we use six parameters −3, −2, −1, 1, 2, 3 to control the range of movement on three axis directions. The number of edge loops we use is n = 10 in this paper.
In total, there are 10 edge loops, 2 types of actions, 3 moving directions and 6 range parameters, which leads to an action space of 360.
Reward function The goal of this step is to encourage visual similarity of the edited mesh with the target shape, which can be measured by IoU. Accordingly, the reward is defined by the increments of IoU after executing an action.
Virtual Expert
Given such a huge action space, complex environment and long operation step in this task, it is extremely difficult to train the modeling agents from scratch. However, collecting large scale sequence demonstration data from real experts can be expensive and the data are far from covering most scenarios. To address this problem, we propose an efficient heuristic algorithm as a virtual expert to generate the demonstration data. Note that the proposed algorithm is not for producing perfect actions used as ground-truth, but it can help the agent start the exploration with relatively better performance. More importantly, the agent is able to learn even better policies than imitating the virtual expert through self-exploration in the RL phase (see the evaluation in Sec. 4.3).
For the primitive-based shape abstraction, we design an algorithm that outputs the actions as the following heuristics. We iteratively visit each primitive, test all the potential actions for the primitive and execute the one which can obtain the best reward. During the first half of the process, we do not consider any delete operations but only adjust the corners. This is to encourage all the primitives to fit the target shape as far as possible. Then in the second half, we allow deleting the primitives to eliminate redundancy.
Similarly, for the edge loop editing, we iteratively visit each edge loop, test all the potential actions for the edge loop, and execute the one which can obtain the best reward.
Agent Training Algorithm
Although using IL to warm up RL training has been researched in robotics [8] , directly applying off-the-shelf methods to train the agents for this problem domain does not produce good performance (see the experiments in Sec. 4.3). Our task has the following unique challenges: (1) compared to the robotics tasks [2] of which action space is usually less than 20, our agent needs to handle over 1000 actions in a long sequence for modeling a 3D shape. This requires that the data from both "expert" and self-exploration should be organized and exploited effectively by the experience replay buffer. (2) The modeling demonstrations are generated by heuristics which are imperfect and monotonous, and thus the training scheme should not only use the "expert" to its fullest potential, but also enable the agent to escape from local optimum.
Therefore, in this section, we introduce a variant algorithm to train the modeling agents. The architecture of our training scheme is illustrated in Fig. 5 . Basic network The basic network is based on Double DQN (DDQN) [31] to predict the Q-values of the potential actions. The network outputs a set of action values Q(s, ·; θ) for an input state s, where θ are the parameters of the network. DDQN uses two separate Q-value estimators, i.e., current and target network, each of which is used to update the other. An experience is denoted as a tuple {s k , a, R, s k+1 } and the experience will be stored in a replay buffer D replay ; the agent is trained by the data sampled from D replay . The loss function for training DDQN is determined by temporal difference (TD) update:
Shor-term
where R is the reward, γ the discount factor, a max k+1 = argmax a Q(s k+1 , a; θ), θ and θ the parameters of current and target network respectively. Imitation learning by dataset aggregation Our imitation learning process benefits from the idea of data aggregation (DAgger) [21] which is an interactive guiding method. A notable limitation of DAgger is that an expert has to be always available during training to provide additional feedback to the agent, making the training expensive and troublesome. However, benefiting from the developed virtual expert, we are able to guide the agent without additional cost by integrating the virtual expert into the training process.
Different from the original DAgger, we use two replay buffers, named D demo short and D demo long for storing short-term and long-term experiences respectively. The D demo short only stores the experiences at the current iteration and will be emptied once an iteration is completed, while the D demo short stores all the accumulated experiences. At iteration k, we train a policy π k that best mimics the "expert" on these demonstrations by equally sampling from both D demo short and D demo long . Then we use the policy π k to generate new demonstrations, but re-label the actions using the heuristics of the virtual expert described in Sec. 3.3. Incorporating the virtual expert into DAgger, we poll the "expert" policy outside its original state space to make it iteratively produce new policies. Using double replay buffers provides a trade-off between learning and reviewing in the long sequence of decisions for shape modeling. The algorithm is detailed in Algorithm 1 with pseudo-code. Label D k with the actions given by the virtual expert algorithm. Empty short-term memory D demo short ← ∅.
Similar to [8] , we apply a supervised loss to force the Q-value of the actions of "expert" to be higher than the other actions by at least a margin: 
where a E is the action took by the "expert" in state s and l(s, a E , a) is a margin function that is a positive number when a = a E and is 0 when a = a E . The final loss function used to update the network in the imitation learning phase is defined by jointly applying TD-loss and supervised loss:
Reinforcement learning by self-exploration Once imitation learning is completed, the agent will have learned a reasonable initial policy. Nevertheless, the heuristics of the virtual expert suffer from the local minimum and the demonstrations cannot cover all the situations the agent will encounter in the real system. Therefore, we make the agent interact with the environment and learn from its own experience in a reinforcement paradigm. In this phase, we create a separate experience replay butter D self to store only self-generated data during the exploration, and maintain the demonstration data in D demo long . In each mini-batch, similar to the last step, we equally sample the experiences from D demo long , and update the network only using TD-loss L T D . In this way, the agent retains a part of the memory from the "expert" but also gains new experiences by its own exploration. This allows the agent to potentially compare the actions learned from the "expert" and explored by itself, and then make better decisions based on the accumulated reward in the practical environment.
Experiments

Implementation Details
Network architecture For the Prim-Agent, the encoder is composed of three parallel streams: three 2D convolutional layers for the depth map, two fullyconnected (FC) layers followed by ReLU non-linearities for box parameters, and one FC layer for step indicator. The three streams are concatenated and input to three FC layers with ReLU non-linearities for the first two layers, and the final layer outputs the Q-values for all actions. The Prim-Agent is unrolled for 300 steps to operate the primitives and the Mesh-Agent 100 steps, while we have observed that more steps do not result in further improvement. Agent training We first train Prim-Agent and then use its output to train Mesh-Agent. To learn a relatively consistent mapping from the modeling actions to the edge loops, we sort the edge loops into a canonical order. Each network is first trained by imitation and then by a reinforcement paradigm. The capacities of the replay buffer D demo long and D self are 200,000 and 100,000 respectively, while the agent will over-write the old data in the buffers when they are full. Two agent networks are trained with batch size 64 and learning rate 0.00008. In the IL process, we perform DAgger for 4 iterations for each shape and the network is updated with 4000 mini-batches in each DAgger iteration. In the RL, we use = 0.02 for -greedy exploration, τ = 4000 for the frequency at which to update the target network, and γ = 0.9 for the discount factor.
We use α 1 = 0.1 and α 2 = 0.01 to balance the terms in the reward function Eq. 3, and λ = 1 in the loss function Eq. 6. The expert margin l(s, a E , a) is set to 0.8 when a = a E . The unit movement distance is set to 1/16 of the length of the bounding box diagonal. We observe sometimes the agent will be stuck at a state and output repetitive actions; therefore, at each step, we force the agent to edit a different primitive or loop from the last step. Also, the output of Prim-Agent may have redundant or small primitives contained in the large ones, while we merge them to make the results cleaner and simpler.
Experimental Results
Following the works for the part-based representation of 3D shapes [16, 27, 30] , we also train our modeling agent on three shape categories. We collect a set of 3D shapes from ShapeNet [3] dataset: airplane(800), guitar(600) and car(800) to train our network. To show the generalization ability, we additionally use another 100 unseen models from each category for testing. We render a 128*128 depth map for each shape to serve as the reference. We use 10% shapes from each category to generate the demonstrations for imitation learning. Considering the agents will execute 400 steps for modeling a shape, there are at least 2.4 × 10 5 training tuples with different states for each category in one epoch.
We show a set of qualitative results in Fig. 6 . Given a depth map as shape reference, the Prim-Agent first approximates the target shape using primitives; then the Mesh-Agent takes as input the primitive-based representation and edits Fig. 6 . Qualitative results of Prim-Agent and Mesh-Agent. Given a shape reference, the Prim-Agent first approximates the target shape using primitives and then the Mesh-Agent edits the meshes to create detailed geometry. the meshes of the primitives to produce more detailed geometry. The procedure of the agent's modeling operation is visualized in Fig. 7 . The agents show the power in understanding the part-based structure and capturing the fundamental geometry of the target shapes, and they are able to express such understanding by taking a sequence of interpretable actions. Also, the part-aware regular mesh can provide human modelers a reasonable initialization for further editing.
Discussions
Reward function Reward function is a key component for RL framework design. There are three terms in the reward function Eq. 3 for Prim-Agent. To demonstrate the necessity of each term, we conduct an ablation study by alternatively removing each one of the three terms and evaluating the performance of the agent. Fig. 8 (a) shows the qualitative results for different configurations.
We also quantitatively report the average IoU and the average amount of the output primitives in Fig. 8 (b) . Both qualitative and quantitative results show that using full terms is a trade-off between accuracy and parsimony, which can produce accurate but structurally simple representations that are more in line with human intuition. Does the Prim-Agent benefit from our environment? We set up an environment where the Prim-Agent tweaks a set of pre-defined primitives to approximate the target shape step-by-step. A more straightforward way, however, is to make the RL agent directly predict the parameters of each primitive in a sequence. We evaluate the effect of these two environment settings on the agent for understanding the primitive-based structure. As shown in Fig. 9 (a) , the agent is unable to learn reasonable policies by directly predicting the primitives. The reason behind this is, in such an environment, the effective attempts are too sparse during exploration and the agent cannot be rewarded very often. Instead, in our environment setting, the task is decomposed into action steps that the agent can simply do. The agent obtains gradual feedback and can be aware that the policy is getting better and closer. Therefore, the learning is progressive and smooth, which is advantageous to incentivize the agent to achieve the goal. Do the edge loops help? We use edge loops as the tool for geometry editing.
To evaluate the advantages of our environment setting for Mesh-Agent, we train a variant of Mesh-Agent without using edge loops, where the agent edits each vertex separately. This leads to a doubled action space and uncorrelated operations between vertices. As shown in Fig. 9 (b) and (c), the agent using edge loops yields a lower modeling error and better mesh quality. Is our learning algorithm better than the others for 3D modeling? In Sec. 3.4, we introduce an algorithm to train the agent by combining heuristics, interactive IL and RL. Here, we provide an evaluation of the proposed learning algorithm with a comparison to using different related learning schemes. Table 1 shows the average accumulated rewards across categories of different algorithms:
(1) using the basic setting of DDQN [31] without an IL phase; (2) using the original DAgger [21] algorithm with only supervised loss without an RL phase; DDQN [31] DAgger [21] DQfD [8] Ours Fig. 10 . Qualitative comparison with related RL algorithms on the 3D modeling task. Our method gives better results, i.e., more structurally meaningful primitive-based representations and more regular and cleaner meshes.
Prim-Agent
Mesh-Agent Airplane Guitar Car Airplane Guitar Car DDQN [31] (3) using DQfD algorithm [8] , which also combines IL and RL but the agent learns on fixed demonstrations rather than being interactively guided; (4) only using our improved DAgger with double replay buffers; (5) our training strategy described in Sec. 3.4. Also, we show the qualitative comparison results with these algorithms in Fig. 10 . Based on the qualitative and quantitative experiments, we can arrive at the following conclusions: (1) introducing simple heuristics of the virtual expert by IL significantly improves the performance, since the first row of Table 1 shows only using RL is not feasible; (2) the final policy of our agent outperforms the policy learned from the "expert", since our method obtains higher rewards than only imitating the "experts"; (3) our learning approach can learn better polices and produce higher-quality modeling results than other algorithms. Relation to end-to-end methods Basically, the methods for generating 2D or 3D visual representations can be categorized into two classes according to the technique used and the goal targeted. The first one is end-to-end methods for dense generation, such as GAN [7] and image-based reconstruction [4, 32] , while they aim to directly predict low-level points to achieve fine-grained reconstruction. The second one is procedural methods for behavior learning, such as teaching machines to draw using RL [6, 18, 37] ; these methods focus on how to enable machines to make dynamic decisions and long-term planning. Our method falls into the later category, while the motivation is to enable machines to develop modeling policies and take actions like human modelers, rather than competing with end-to-end methods, at least not at the current stage. Therefore, this work has different goals and applications with end-to-end methods. Limitations A limitation of our method is, it cannot generate very detailed parts and thin structures of shapes. Fig. 11 shows the results on some chair and table models. Since the reward is too small when exploring the thin parts, the agent tends to neglect these parts to favor parsimony. A potential solution could be to develop a reward shaping scheme to increase the rewards at the thin parts.
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Failed Cases 
Conclusion
In this work, we explore how to enable machines to model 3D shapes like human modelers using deep reinforcement learning. Mimicking the behavior of 3D artists, we propose a two-step RL framework, named Prim-Agent and Mesh-Agent respectively. Given a shape reference, the Prim-Agent first parses the target shape into a primitive-based representation, and then the Mesh-Agent edits the meshes of the primitives to create fundamental geometry. To effectively train the modeling agents, we introduce an algorithm that jointly combines heuristic policy, IL and RL. The experiments demonstrate that the proposed RL framework is able to learn good policies for modeling 3D shapes.
Overall, we believe that our method is an important first stepping stone towards learning modeling actions in artist-based 3D modeling. Ultimately, we hope to achieve conditional and purely generative modeling agents that cover a large variety of modeling operations, thus significantly reducing content creation cost, for instance in games, movies, or AR/VR settings. 1 The University of Hong Kong 2 Technical University of Munich 1 Network Architecture Fig. 1 and Fig. 2 show the detailed architecture of the Prim-Agent and Mesh-Agent respectively. We also indicate the shape of the tensor output from each layer. Step (300) Output (972)
Concat Layers
Tensor shape 
Solution Space Reduction
We should note that it is not trivial for an RL agent to learn to model 3D shapes. The biggest challenge is that the action space has enormous modeling Depth map 1*128*128
Edge loops 140(=10*2*7)
Step (100) Output (360)
Concat
Layers
Tensor shape operations, and many of them are irrelevant. In the paper, there are in total 1332 different actions and the network will be unrolled for 400 steps, which leads to a huge solution space of 1332 400 . Therefore, the exploration to find good policies will be extremely difficult. Here we summarize the key ideas to make this task feasible.
Divide the solution space Inspired by the hierarchical understanding of human modelers, we divide these operations into two categories, i.e., primitivebased operations and mesh-based operations, to reinforce more connections between different actions. Consequently, the solution space is split down into 972 300 and 360 100 respectively in each part and the difficulty of learning is reduced as well.
Learn an initial policy As described in the paper, the agent is first trained to imitate the demonstrations generated by heuristics. Second, with the learned initial policy, the agent then learns in an RL paradigm by collecting the rewards.
Since most of the actions in the huge solution space produce very poor performance which is worthless, the initial policy can significantly reduce the number of explorations of poor performance.
Restrict the actions in each step The strategies mentioned above can already help the agent learn a reasonable policy, but the training efficiency is still fairly low. Also, we observe sometimes the agent will be stuck at a state and output repetitive actions; therefore, at each step, we need to force the agent to edit a different primitive or loop from the last step. To overcome these two issues, the strategy we adopt is that, in k th step, we force the agent to only choose the actions that can operate the i th primitive (or loop), where i = k mod m and m is the number of the primitives (or loops). By doing so, the action space is further narrowed down in each step, and the agent will not be stuck at repeating a same action.
Virtual Expert Algorithm
We give the detailed algorithm for Prim-Agent in Algorithm 2 with pseudo-code. We iteratively visit each primitive, test all the potential actions for the primitive and execute the one which can obtain the best reward. Note the selection of actions is divided into two stages. During the first half of the process, we do not consider any delete operations but only edit the corners.
For Mesh-Agent, we iteratively visit each edge loop, test all the potential actions for the edge loop, and execute the one which can obtain the best reward. Note there is only one stage for the "expert" of mesh editing. Step ≤ 0.5 * Nmax then Find the action a which has the highest reward to tweak a cuboid corner else
Find the action a which has the highest reward to tweak a cuboid corner or delete a cuboid execute and output the action a update the state s until Step = Nmax;
Primitive Merging
Even though we have introduced a parsimony term in the reward function, the output of Prim-Agent may still have some small or redundant primitives. We design a simple algorithm to merge these primitives as follows.
We define a graph G for the output primitives. In this graph, each node represents a primitive P i . The merging of P i (V i , V i ) and P j (V j , V j ) will lead to a new primitive P ij (min{V i , V j }, max{V i , V j }). Two nodes P i and P j will be connected by an edge if IoU (P i P j , P ij ) ≥ .
We compute the connected components for the G and then merge all the primitives in the same connected components into a single primitive. The merging process is performed for two iterations, while is set to 0.85 and 0.90 respectively in each iteration.
Edge Loop Assignment
Given M primitives and N edge loops, we assign the edge loops onto the longest axis of each primitive, where the loops are uniformly distributed in that direction. The number of loops E(P k ) assigned to the primitive P k is determined by
where V (P i ) is the volume for the primitive P i . It can be seen that the number of loops assigned to a cuboid is proportional to its volume, therefore a larger cuboid will be assigned more loops. Each cuboid is assigned at least two loops on the boundaries. When dealing with the last primitive P M , we directly assign all the remaining unallocated loops on to P M .
IoU Evaluation
In the paper, we report the accumulated rewards of different related learning methods. To show that higher accumulated rewards lead to better shape quality, we additionally report the IoU achieved by different methods in Table 1 . Since the increment of IoU is the dominant term in the reward function, a higher reward will result in better IoU that means better accuracy. Table 1 . Comparison with related learning algorithms in terms of IoU.
Prim-Agent
