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1. Introduction
This paper describes a construction of crossed Burnside rings as a Tambara functor obtained by
the Dress construction associated to a ﬁnite commutative G-monoid (see 2.1 of [OY 01] for deﬁnition)
for a ﬁnite group G . Our program for studying some general properties for crossed Burnside rings
was begun in [OY 01]. There are some studies concerning to the crossed Burnside rings. If K is a
ﬁeld of characteristic 0 and a splitting ﬁeld for all subgroups of G , then a formula for the primitive
idempotents of the crossed Burnside algebra of G over K was obtained by [OY 01]. Bouc gave a
formula for the primitive idempotents and prime spectrums of the crossed Burnside algebra of G over
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32 F. Oda, T. Yoshida / Journal of Algebra 327 (2011) 31–49a p-local ring in [Bo 03b]. He introduced a construction of a Green functor AΓ from given Green
functor A associated to a crossed G-monoid Γ in [Bo 03a] and gave a general product formula for
the algebra AΓ (G/G). The result provides a new proof for a result of Siegel and Witherspoon [SW
99] for the multiplicative structure of the Hochschild cohomology ring of a ﬁnite group. Also the
Dress construction of a Green functor is treated by [OY 04], where we introduced a method of a
construction of Witherspoon’s Green functor R(DG (·)) [Wi 96] from the representation Green functor
R by the Dress construction associated Gc . In particular, R(DG (G/G)) is the representation ring of the
Drinfel’d double of the group algebra of G . A relationship between the crossed Burnside ring and the
representation ring of the Drinfel’d double of the group algebra of G is considered in [Od 07]. There
are some other studies of a generalization of the crossed Burnside rings (see [HY 07], [PS 07a], [PS
07b]).
The ﬁrst study of the multiplicative maps of a commutative Green functor appeared in [Ta 93]. The
paper [Ta 93] is a part of Tambara’s unpublished note [Tam]. The following result that was essentially
proved by Tambara in [Tam] is the main theorem of this paper.
(2.9) Theorem. (See Theorem 14.1 of [Tam].) Let S be a ﬁnite commutative G-monoid and T a Tambara (resp.
semi-Tambara) functor. Then the functor T S obtained by the Dress construction associated to S is also a Tam-
bara (resp. semi-Tambara) functor.
The paper is organized as follows: Section 2 shows the Dress construction for a Tambara functor
for G from a given Tambara functor for G and a ﬁnite commutative G-monoid. The proof of the main
theorem is due to Tambara [Tam]. Section 3 present the crossed Burnside ring as a Tambara functor.
2. Tambara functors
(2.1) Exponential diagrams. For a ﬁnite G-set X , we denote by G-set/X the category of ﬁnite G-sets
over X . For any G-map f : X → Y , the pullback functor
f ∗ : G-set/Y −→ G-set/X,
(B −→ Y ) −→ (X ×Y B pr−→ X)
has a left adjoint functor
Σ f : G-set/X −→ G-set/Y ,(
A α−→ X) −→ (A α−→ X f−→ Y )
and a right adjoint functor
Π f : G-set/X −→ G-set/Y ,
(
A α−→ X) −→ (Π f (A) Π f α−−−→ Y ),
where Π f α is made from α as follows. For each y ∈ Y , the ﬁber (Π f α)−1(y) is the set of maps
σ : f −1(y) → A such that α(σ (x)) = x for all x ∈ f −1(y). If g ∈ G and σ ∈ (Π f α)−1(y), the map
gσ : f −1(gy) → A taking x to gσ(g−1x) belongs to (Π f α)−1(gy). The operation (g, σ ) → gσ makes
Π f (A) a G-set and Π f α a G-map. In other words,
Π f (A) =
{
(y,σ )
∣∣∣∣y ∈ Y , σ : f
−1(y) −→ A,
ασ = incl.
}
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g(y,σ ) := (gy, gσ ), gσ(x) := gσ (g−1x)
and with projection Π f α : Π f (A) → Y .
For any G-maps f : X → Y and α : A → X , we have a commutative diagram
A
α
X ×Y Π f (A)e
f ′X
f
Y Π f (A),
Π f α
where f ′ is the projection and e is the evaluation map (x, y, σ ) → σ(x). A diagram in the category
G-set of ﬁnite G-sets isomorphic to a diagram of this form is called an exponential diagram. This
diagram is induced by the natural transformation
Σ f
Σ f 
′
←−−− Σ f f ∗Π f Π f−−−→ Π f ,
where ′ is the counit of the adjunction f ∗  Π f and  is the counit of Σ f  f ∗ .
(2.2) Lemma.We recall some properties of the other exponential diagrams (see 1.1–1.3 of [Ta 93]).
(a) A pullback of an exponential diagram is also an exponential diagram.
(b) If in the following diagram
· · ·
· ·
·
· · ·
the two inner pentagons are exponential diagrams and the square is a pullback diagram, then the outside
pentagon is also an exponential diagram.
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·
f
·α ·e
f ′
·e
′
f ′′
·
g
·β ·e
′′
g′′
· ·γ
the two inner pentagons are exponential diagrams and the inner square is a pullback diagram, then
·
g f
·α ·ee′
g′′ f ′′
· ·γ
is an exponential diagram.
(2.3) Tambara functors. We consider a triplet
T = (T !, T ∗, T 
) : G-set−→ Set,
where Set is the category of sets and maps, consisting of a contravariant functor T ∗ : G-set→ Set and
two covariant functors T !, T 
 : G-set→ Set which coincide on the objects, and so we write
T (X) := T !(X) = T ∗(X) = T 
(X),
f ! := T !( f ), f
 := T 
( f ) : T (X) −→ T (Y ),
f ∗ : T (Y ) −→ T (X)
for ﬁnite G-sets X , Y and a G-map f : X → Y .
A triplet T = (T !, T ∗, T 
) is called a semi-Tambara functor if these functors satisfy the following
axioms:
(T.1). If
X i−→ X + Y j←− Y
is a coproduct diagram of ﬁnite G-sets, then
T (X) i
∗←−− T (X + Y ) j∗−−→ T (Y )
is a product diagram of sets; and T (∅) = 0(:= {0}).
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P
PBp
q
Y
q
X
f
Z
is a pullback diagram, then the following two diagrams are commutative:
T (P )
q!
T (Y )
T (X)
p∗
f !
T (Z),
g∗
T (P )
q

T (Y )
T (X)
f

p∗
T (Z).
g∗
(T.3) (Distributive law). If
X
f
A
α
X ×Y Be
f ′
Y B
β
is an exponential diagram (where B = Π f (A)), then
T (X)
f

T (A)
α! e∗
T (X ×Y B)
f ′

T (Y ) T (B)
β!
is commutative.
The axioms (T.1) and (T.2) mean that both of pairs (T ∗, T !) and (T ∗, T 
) form semi-Mackey func-
tors (see 3.3 of [OY 04]).
If all T (X)’s are commutative rings and f !, f ∗, f
 are homomorphisms of additive groups, rings,
multiplicative monoids, respectively, then T is called a Tambara functor. Tambara called it TNR-functor
in [Ta 93]. The axiom (T.3) is viewed as a kind of distributive law or multinomial theorem (see the
proof of Lemma 2.6(1)).
36 F. Oda, T. Yoshida / Journal of Algebra 327 (2011) 31–49(2.4) The semiring structure on T (X). Let T be a semi-Tambara functor. For each G-set X , deﬁne an
additive operation and a multiplicative operation on T (X) by
+ : T (X) × T (X) 〈i
∗
1,i
∗
2〉−1−−−−−→ T (X + X) ∇!−→ T (X),
× : T (X) × T (X) 〈i
∗
1,i
∗
2〉−1−−−−−→ T (X + X) ∇
−−→ T (X),
where ik : X → X + X is the injection into the k-th component, and ∇ : X + X → X is the codiagonal
map. We set a + b = ∇!〈i∗1, i∗2〉−1(a,b) and a · b = ∇
〈i∗1, i∗2〉−1(a,b) for any element (a,b) in T (X) ×
T (X). Furthermore, we put
0 := (∅X )!(0), 1 := (∅X )
(0) ∈ T (X),
where ∅X denotes the unique G-map from ∅ to X , and the zero inside the parentheses denote the
unique element of T (∅) = {0}. Note that 0 = 1 in T (∅) = {0}. We note that the additive operator +
is equal to that of 3.5 of [OY 04]. Denote by n = {1,2, . . . ,n} a set of the cardinality n for a natural
number n. We denote by nX the coproduct of n copies of X with k-th canonical injection ik : X → nX .
(2.5) Lemma. Let X be a G-set. Then the canonical exponential diagram
3X
1+∇
2X ×X Π∇(3X)e
∇′2X
∇
X Π∇(3X)
Π∇ (1+∇)
obtained from the diagram 3X 1+∇−−−→ 2X ∇−→ X is isomorphic to
3X
1+∇
4X
∇+1+1
〈∇13,∇24〉2X
∇
X 2X,
∇
where 〈∇13,∇24〉 maps the ﬁrst and third components to the ﬁrst component, and the second and forth com-
ponents to the second component.
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2X
∇
1
3X
1+∇
1
4X
∇+1+1
ψ
〈∇13,∇24〉
2X
∇
3X
1+∇
2X ×X Π∇(3X)e
∇′
X
1
2X
∇
ϕ
X Π∇(3X)
Π∇ (1+∇)
is commutative. In order to show the commutativity, it suﬃces to show that (i) for a G-set X and any
diagram
2X ∇−→ X ∇←− 2X
there exists a pull back diagram
2X
∇
4X
〈∇12,∇34〉
〈∇13,∇24〉
X 2X,
∇
where 〈∇12,∇34〉 maps the ﬁrst and second components to the ﬁrst component, and the third and
forth components to the second component, such that
〈∇12,∇34〉 = (1+ ∇)(∇ + 1+ 1),
(ii) there exists an isomorphism ϕ : Π∇(3X) → 2X of G-sets, (iii) there exists an isomorphism ψ :
4X → 2X ×X Π∇(3X) of G-sets, (iv) eψ = ∇ + 1+ 1, (v) ∇′ψ = ϕ〈∇13,∇24〉, (vi) Π∇(1+ ∇)ϕ = ∇ .
(i) This is clear.
(ii) Let x be an element of X . Then ∇−1(x) = {x} ∪ {x}. We identify ∇−1(x) with {x} × 2. Since
the map σ from 2X to 3X ∼= X × 3 for any element (x, σ ) ∈ Π∇(3X) must satisfy (1 + ∇) ◦ σ = Incl,
we have that σ(x,1) = (x,1) and σ(x,2) = (x, j) ( j = 2,3). Hence we have two maps σi : {x} × 2 →
3X (i = 1,2) deﬁned by
σi :
{
(x,1) −→ (x,1)
(x,2) −→ (x, i + 1)
38 F. Oda, T. Yoshida / Journal of Algebra 327 (2011) 31–49for x ∈ X . We see that the G-set Π∇(3X) is isomorphic to {(x, σi) | x ∈ X, i = 1, 2}. Let ϕ be the
map from 2X ∼= X × 2 to Π∇(3X) given by (x, i) → (x, σi). Then we see that ϕ is an isomorphism of
G-sets.
(iii) By the uniqueness of the pull back diagrams, we have that the isomorphism ψ from 4X ∼=
X × 4 to 2X ×X Π∇(3X) is deﬁned by
(x,1) −→ ((x,1), (x,σ1)), (x,2) −→ ((x,1), (x,σ2)),
(x,3) −→ ((x,2), (x,σ1)), (x,4) −→ ((x,2), (x,σ2)).
Now (iv)–(vi) are trivial. 
(2.6) Lemma. Let T be a semi-Tambara functor.
(1) Each T (X) for any G-set X forms a commutative semiring by the above addition and multiplication.
(2) For any G-map f , the maps f !, f ∗, f
 are homomorphisms of additive monoids, semirings, and multi-
plicative monoids, respectively.
(3) The semiring structures on T (X)’s satisfying the condition (2) is unique.
(4) (Frobenius formula or projection formula) For a G-map f : X → Y and a ∈ T (X), b ∈ T (Y ),
f !(a) · b = f !
(
a · f ∗(b)).
Proof. (1) T (X) has a canonical additive monoid structure and a commutative multiplicative monoid
structure because (T ∗, T !) and (T ∗, T 
) are semi-Mackey functors (see Lemma 3.6 of [OY 04]). Thus
we only need to check the distributive law a(b + c) = ab + ac, a · 1 = a and a · 0 = 0 for any element
a,b, c in T (X).
(a) We denote by nX the coproduct of n copies of X with k-th canonical injection ik : X → nX .
Then we have an isomorphism
〈
i∗1, i∗2, . . . , i∗n
〉−1 : T (X)n ∼−→ T (nX)
and denote the isomorphism by ι. We now consider the following diagram:
T (X)4
ι×ι
T (2X) × T (2X) ∇
×∇
 T (X)2
ι
T (X)4
ι
τ23
∗
T (4X)
〈∇13,∇24〉

〈i13∗,i24∗〉
T (2X)
∇!
T (X)3
×1×1
ι
1×ι
T (3X)
(∇+1+1)∗
T (X) × T (2X) ∼=
1+∇!
T (3X)
(1+∇)!
T (X)2
ι
T (2X)
∇

T (X)
F. Oda, T. Yoshida / Journal of Algebra 327 (2011) 31–49 39Here τ23 : 4X → 4X is the transposition of the second and third components, i jk : 2X → 4X is the
injection into the j-th and the k-th components, and  : T (X) → T (X)2 is the diagonal map, and
〈∇13,∇24〉 maps the ﬁrst and third components to the ﬁrst component, and the second and forth
components to the second component.
This diagram is commutative. In fact, the squares on the top-right and on the bottom-left are
commutative by the pullback lemma (Lemma 3.4 of [OY 04]), and the other three squares are com-
mutative by the functoriality of T ∗; the commutativity of the hexagon on the bottom-right is proved
by applying the distributive law (T.3) to the following exponential diagram:
3X
1+∇
4X
∇+1+1
〈∇13,∇24〉2X
∇
X 2X .∇
We see that the diagram above is isomorphic to the canonical exponential diagram
3X
1+∇
2X ×X Π∇(3X)e
∇′2X
∇
X Π∇(3X)
Π∇ (1+∇)
obtained from the diagram
3X
1+∇
2X
∇
X
by Lemma 2.5.
Starting at T (X)3 and following the enclosed objects on the upper route and the lower route, an
element (a,b, c) of T (X)3 changes as follows:
(a,b, c) −→ (a,a,b, c) −→ (a,b,a, c) −→ (ab,ac) −→ ab + ac,
(a,b, c) −→ (a,b + c) −→ a(b + c).
Thus the distributive law ab + ac = a(b + c) follows from the commutativity of the diagram.
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T (X) × T (∅) ∼=
1×∅

T (X + ∅)
(1+∅)

T (X)
× : T (X) × T (X) ι T (2X) ∇
 T (X).
The left square is commutative by the pullback lemma.
(c) Finally, we prove the identity a · 0 = 0. We may assume that X is not empty. Then the commu-
tativity of the following diagram implies the required identity:
T (X)
∅∗
T (∅)
∅

T (X) × T (∅) ∼=
1×∅!
T (X + ∅)
(1+∅)!
T (∅)
∅!
× : T (X) × T (X) ι T (2X) ∇
 T (X),
where the commutativity of the hexagon on the right side follows from applying the distributive
law (T.3) to the following exponential diagram (we used the fact that X is not empty):
X
i1
∅
2X
∇
X ∅.
(2) (3) These follow directly from Lemma 3.6 of [OY 04].
(4) (outline) Consider the exponential diagram:
Y + Y
∇
X + Yf+1 X + X1+ f
∇
Y X .
f
Then ∇
( f + 1)!(c) = f !∇
(1 + f )∗(c) for any c ∈ T (X + Y ), and the required formula follows easily
from it. See also 2.3 of [Ta 93] and completes the proof of the lemma. 
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G-sets over X . Then Ω+(X) is a semiring by coproducts and products in the comma category G-set/X .
A G-map f : X → Y induces three maps:
f ! : Ω+(X) −→ Ω+(Y ); [A −→ X] −→ [A −→ X −→ Y ],
f ∗ : Ω+(Y ) −→ Ω+(X); [B −→ Y ] −→ [X ×Y B −→ X],
f
 : Ω+(X) −→ Ω+(Y ); [A −→ X] −→
[
Π f (A) −→ Y
]
.
Then the family Ω+(X), f !, f ∗, f
 form a semi-Tambara functor Ω+ . By the Grothendieck ring con-
struction, we have the Burnside ring functor Ω : X → Ω(X), which is a Tambara functor. Since the
multiplicative induction f
 on Ω+(X) is a polynomial map (or algebraic map [Dr 71], [DS 88, 5.6]),
it can be uniquely extended to a polynomial map on Ω(X). The explicit construction of f
 is found
in [Ta 93].
(2.8) The Dress construction of Tambara functors. Let S be a ﬁnite commutative G-monoid. Let μ :
S × S → S , η : {1} → S be the multiplication and the unit of S . Let T be a Tambara functor. We shall
make T S a Tambara functor. For a G-set X , we put T S (X) = T (S× X). We deﬁne a binary operation ·S
on T S (X) by
x ·S x′ = (μ × 1X )!
(
(p1 × 1X )∗(x) · (p2 × 1X )∗
(
x′
))
,
where pi : S × S → S are the projections. Computations similar to the proof of Lemma 4.2 of [Ta 93]
will show that T S (X) is a ring with multiplication ·S and unit element (η × 1X )!(1).
Let f : X → Y be a G-map. We let f ∗ : T S (Y ) → T S (X), f ! : T S (X) → T S(Y ) be the maps (1S × f )∗ ,
(1S × f )! of S , respectively.
Regard S × X as a G-set over X through the projection. Build the canonical exponential diagram
X
f
S × X X ×Y Π f (S × X)e
f ′
Y Π f (S × X),
where e is the evaluation map given by (x, s) → s(x). Let μ f : Π f (S × X) → S × Y be a G-set over
S × Y given by
μ f
(
y, f −1(y) s−→ S × X)=
( ∏
x∈ f −1(y)
s˜(x), y
)
, (2.1)
where s˜ is the composition of s and the projection S × X → S . Then we let f
 : T S (X) → T S (Y ) be
the composite
T (S × X) e∗−→ T (X ×Y Π f (S × X)) f ′
−→ T (Π f (S × X)) μ f !−−→ T (S × Y ). (2.2)
The main result of this section is the following:
(2.9) Theorem (14.1 of [Tam]). Let S be a ﬁnite commutative G-monoid and T a Tambara (resp. semi-Tambara)
functor. Then the above T S (X), f ∗, f !, f
 form a Tambara (resp. semi-Tambara) functor.
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Tambara functor. Let
X
f
A
p
X ×Y Π f Ae
f ′
Y Π f A
q
be the canonical exponential diagram. We put
f = f ′
 ◦ e∗ : T (A) −→ T (Π f A).
(2.10) Lemma.
(i) Let f : X → Y , g : Y → Z be G-maps. For a G-set A over X, we have a commutative diagram
T (A)
(g f )
f
T (Π f A)
g
T (Πg f A)
∼=
T (ΠgΠ f A)
where the isomorphism is induced by the canonical isomorphism Πg f A ∼= ΠgΠ f A.
(ii) Let f : X → Y be a G-map. For a G-map u : A → B over X, we have commutative diagrams
T (A)
f
T (B)
u∗
f
T (Π f A) T (Π f B),
(Π f u)
∗
T (A)
u!
f
T (B)
f
T (Π f A)
(Π f u)!
T (Π f B).
(iii) Let
X
f
Z
g
X ′
e
f ′
Y Y ′
h
be an exponential diagram. For a G-set A over Z , we have a commutative diagram
T (A)
e′∗
f
T (A ×Z X ′)
f ′
T (Π f A)
∼=
T (Π f ′(A ×Z X ′)),
F. Oda, T. Yoshida / Journal of Algebra 327 (2011) 31–49 43where e′ : A ×Z X ′ → A is the projection and the isomorphism is induced by the canonical isomorphism∏
f A ∼=
∏
f ′ (A ×Z X ′).
Proof. These easily follow from (b) and (c) of Lemma 2.2. 
The following properties of μ f are easily veriﬁed.
(2.11) Lemma.
(i) Let f : X → Y , g : Y → Z be G-maps. Then the diagram
ΠgΠ f (S × X)
Πgμ f
∼=
Πg(S × Y )
μg
Πg f (S × X)
μg f
S × Z
is commutative.
(ii) Let e, f , f ′, g,h be as in (iii) of Lemma 2.10. Then the diagram
Π f (S × X)
μ f
Π f (S × Z)
Π f (1×g) ∼=
Π f ′(S × X ′)
μ f ′
S × Y S × Y ′
1×h
is commutative.
Proof of Theorem (2.9) (Tambara). Among the conditions of 2.1 of [Ta 93] we verify only those which
involve f
 .
(2.1) (iii) for f
 : Consider a diagram
T (S × X)
f
T (Π f (S × X))
μ f !
g
T (S × Y )
g
T (ΠgΠ f (S × X))
(Πgμ f )!
T (Πg(S × Y ))
μg !
T (S × Z).
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have g ◦ f = (g f ) by (i) of Lemma 2.10 and μg ! ◦ (Πgμ f )! = μg f ! by (i) of Lemma 2.11. It follows
that
μg ! ◦ g ◦ μ f ! ◦ f = μg f ! ◦ (g f ),
which means g
 f
 = (g f )
 in T S .
(2.1) (iv) for f
 : This is clear.
(2.1) (v): Consider a diagram
T (S × X)
f
T (S × Z)(1×g)! (1×e)
∗
f
T (S × X ′)
f ′
T (Π f (S × X))
μ f ∗
T (Π f (S × Z))
(Π f (1×g))! ∼=
T (Π f ′(S × X ′))
μ f ′∗
T (S × Y ) T (S × Y ′).
(1×h)!
The upper left square commutes by (ii) of Lemma 2.10, the upper right one by (iii) of Lemma 2.10,
and the lower one by (ii) of Lemma 2.11. It follows that
μ f ∗ ◦ f ◦ (1× g)! = (1× h)! ◦ μ f ′∗ ◦ f ′ ◦ (1× e)∗,
which means f
g! = h! f ′
e∗ in T S .
(2.1) (ii) for f
: Equivalently we shall verify the commutativity of
T S(X + X)
∇

∼= T S(X) × T S(X)
multiplication
T S(X)
and that (φX )
(0) = 1 with the notation of 2.4.
We have an isomorphism Π∇(S × (X + X)) ∼= S × S × X over X and commutative diagrams
T (S × (X + X)) ∼=
∇
T (S × X) × T (S × X)
q
T (Π∇(S × (X + X)))
∼=
T (S × S × X)
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Π∇(S × (X + X))
∼=
μ∇
S × S × X
μ×1
S × X,
where q is the map (x, x′) → (p1 × 1)∗(x) · (p2 × 1)∗(x′) with pi the projections. It follows that ∇

of T S is isomorphic to the map (μ × 1)! ◦ q = ·S .
Finally we have ΠφX (S×φ) = X , μφX = η×1X , φX(0) = 1. Hence φX 
 of T S takes 0 to (η×1)!(1).
This completes the proof of Theorem 2.9. 
3. The crossed Burnside ring as a Tambara functor
In this section, we will see a Tambara functor Ω S for G over Z obtained by the Dress construction
associated to a ﬁnite commutative G-monoid S from the Burnside Tambara functor Ω as a result of
Theorem 2.9. We denote by XY the product X × Y for two ﬁnite G-sets X and Y in the rest of this
paper.
Let S be a G-monoid, that is a monoid S with G-action
GS −→ S; (g, s) −→ g s
with
ghs = g( hs), 1s = s; g(st) = g s · gt, g1 = 1 for s, t ∈ S, g,h ∈ G.
A crossed G-set A over (S, X) is a crossed G-set A over S , that is a G-set A equipped with a G-map
(called the weight map)
‖·‖ : A −→ S; x −→ ‖x‖,
and with a G-map A α−−→ X . In other words, a crossed G-set A over (S, X) is a G-set A ‖·‖×α−−−−→ S X
over the G-set S X . We simply denote by A α−−→ S X the G-map deﬁned by ‖·‖×α. A morphism f from
A α−−→ S X to B β−−→ S X is a G-map f : A → B such that β f = α and ‖ f (a)‖ = ‖a‖. We call it crossed
G-map. The tensor product of A α−−→ S X and B β−−→ S X is deﬁned by the ﬁber product A ×X B → S X
with weight ‖(a,b)‖ = ‖a‖ · ‖b‖. Thus we have a monoidal category G-xset/S X of ﬁnite crossed G-set
over (S, X).
Let Ω (resp. Ω+) be the Burnside (resp. semi-) Tambara functor for G reviewed in 2.7. Then
we have the Green functor Ω S by the Dress construction [Bo 03a]. For a G-set X , the evaluation
Ω S(X) = Ω(S X) is the Grothendieck ring XΩ(G, S, X) of the category G-xset/S X with respect to
coproducts (disjoint unions) and tensor product (see 4.3 of [OY 04]). We have the maps
f ! : XΩ(G, S, X) −→ XΩ(G, S, Y ),
f ∗ : XΩ(G, S, Y ) −→ XΩ(G, S, X)
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follows;
[
A α−→ S X] −→ [A α−→ S X 1S× f−−−−→ SY ],
[
B
β−→ SY ] −→ [X ×Y B ‖·‖×pr−−−−→ S X],
where the weight ‖·‖ from X ×Y B to S is deﬁned by ‖(x,b)‖ = ‖b‖ for (x,b) ∈ X ×Y B . We assume
that the ﬁnite G-monoid S is commutative. Let pX : S X → X be the G-map deﬁned by the projection.
Then the exponential diagram with the G-map μ f obtained from the diagram
S X
pX
X
f
Y
is
S X
pX
X ×Y Π f (S X)e
f ′X
f
Y Π f (S X)
Π f pX
μ f
SY ,
where f ′ is the projection, e is the evaluation map (x, y, σ ) → σ(x), and the G-map μ f : Π f (S X) →
SY is deﬁned by
μ f
(
y, f −1(y) s−→ S × X)=
( ∏
x∈ f −1(y)
s˜(x), y
)
(see Eq. (2.1)).
(3.1) Lemma. LetΩ+ be the Burnside semi-Tambara functor for G and let S be a ﬁnite commutative G-monoid.
Let f : X → Y be a G-map. Then the image of a crossed G-set ‖ ‖ × α : A → S X in Ω+S (X) by f
 deﬁned by
the composite (2.2) is given by the composite
Π f ′(B)
Π f ′(α′)−−−−→ Π f (S X) μ f−−→ SY ,
where B = A×S X (X ×Y Π f (S X)), α′ is the projection from B to X ×Y Π f (S X), and f ′ is the projection from
X ×Y Π f (S X) to Π f (S X). Moreover, there is an isomorphism ρ f ,A of G-sets from Π f (A) to Π f ′ (B).
F. Oda, T. Yoshida / Journal of Algebra 327 (2011) 31–49 47Proof. Consider a diagram
A
α
‖ ‖×α
B
α′
X ×Y Π f ′(B)e
′
f ′′X
f
S X
pX
X ×Y Π f (S X)e
f ′
Y Π f (S X)
Π f (pX )
μ f
Π f ′(B)
Π f ′ (α′)
SY ,
(3.1)
where the lower left and the right pentagons are the canonical exponential diagrams and the upper
middle square is a pull back diagram. Then by the composite (2.2), we have that
f

(
A
‖·‖×α−−−−→ S X)= (μ f ! ◦ f ′
 ◦ e∗)(A ‖·‖×α−−−−→ S X)
= (μ f ! ◦ f ′
)(B α′−→ X ×Y Π f (S X))
= μ f !
(
Π f ′(B)
Π f ′ (α′)−−−−−→ Π f (S X)
)
= Π f ′(B)
μ f ◦Π f ′ (α′)−−−−−−−→ SY .
By Lemma 2.2(b), the outside pentagon of the diagram (3.1) is an exponential diagram. It must be
isomorphic to the canonical exponential diagram
X
f
A
α
X ×Y Π f A
Y Π f A.
Π f (α)
Hence there exists an isomorphism ρ f ,A from Π f (A) to Π f ′ (B). 
Let XΩ+(G, S, X) be the set of isomorphism classes [A → S X] of the category G-xset/S X of
crossed G-sets over (S, X). The set XΩ+(G, S, X) is a semiring with respect to coproducts (disjoint
unions) and tensor products.
Lemma 3.1 and Theorem 2.9 show the following theorem.
(3.2) Theorem. Let Ω+ be the Burnside semi-Tambara functor for G and let S be a ﬁnite commutative
G-monoid. Any G-map f : X → Y of G-sets induces a triplet of maps
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A α−→ S X] −→ [A α−→ S X IdS× f−−−−→ SY ],
f ∗ : XΩ+(G, S, Y ) −→ XΩ+(G, S, X),[
B
β−→ SY ] −→ [X ×Y B ‖·‖×pr−−−−→ S X],
f
 : XΩ+(G, S, X) −→ XΩ+(G, S, Y ),
[
A α−→ S X] −→ [Π f (A) μ f ◦Π f ′ (α
′)◦ρ f ,A−−−−−−−−−−−→ SY ].
These assignment f → f !, f ∗, f
 make the map X → XΩ+(G, S, X) the semi-Tambara functor Ω+ S of G
obtained by the Dress construction associated to S.
In order to prove the main theorem, we recall a theorem of Tambara in [Ta 93]. For a commutative
monoid M there exists a universal abelian group γ M with monoid map kM : M → γ M , where γ M is
an abelian group with generators kM(m) for m ∈ M and relations kM(m +m′) = kM(m) + kM(m′) for
m, m′ ∈ M . If M is a semiring, the group γ M made from the additive monoid of M has a unique ring
structure such that kM is a semiring homomorphism. In particular, γXΩ+(G, S, X) = XΩ(G, S, X) for
a ﬁnite G-set X .
(3.3) Lemma. (See [Ta 93, 6.1].) Let T be a semi-Tambara functor. Then the function which assigns the set
γ T (X) for any G-set X has a unique structure of a Tambara functor such that the maps kT (X) form amorphism
of semi-Tambara functors.
(3.4) Theorem. Let Ω+ S be the semi-Tambara functor for G obtained by the Dress construction associated to a
ﬁnite commutative G-monoid S and the Burnside semi-Tambara functor Ω+ . Then the function which assigns
the set γΩ+ S(X) for any G-set X is a Tambara functor such that the maps kΩ+ S (X) form a morphism of semi-
Tambara functors. The Tambara functor is the Tambara functor Ω S . In particular, XΩ(G, S,•) = Ω S (•), where
• is a G-set of cardinality one, is the crossed Burnside ring XΩ(G, S) (see the deﬁnition 3.1 of [OY 01]).
Proof. Lemma 3.3 shows that the functor γΩ+ S induced by the evaluations γΩ+ S (X) for any
G-set X is a Tambara functor. On the other hands, Ω S is a Tambara functor by Theorem 2.9 and
γΩ+ S(X) = XΩ(G, S, X) = Ω S (X). Thus the uniqueness of Lemma 3.3 shows that γΩ+ S is Ω S . 
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