In order to understand such attacks and thereby propose efficient mitigations, the sequence of steps in the attack should be analysed thoroughly. However, there is a lack of techniques to represent intrusion scenarios across a system architecture. This paper proposes a new technique called misuse sequence diagrams (MUSD). MUSD represents the sequence of attacker interactions with system components and how they were misused over time by exploiting their vulnerabilities. The paper investigates MUSD in a controlled experiment with 42 students, comparing it with a similar technique called misuse case maps (MUCM). The results suggest that the two mostly perform equally well and they are complementary regarding architectural issues and temporal sequences of actions though MUSD was perceived more favourably.
Introduction
The increased web presence of modern enterprises due to e-commuting, e-commerce, and distributed, inter-organizational workflows have also created new opportunities for computer crime, thus accentuating the need to focus on enterprise security [1] . Security must be in focus on many levels, from high level strategy and managerial policies and down to the competence and awareness of each single employee and correct implementation and operation of each ICT application. Whether talking about the construction of new information systems or the daily operation of existing ones, a vital precondition for improving their security is the ability to learn from previous failures. One possibility is to look at textual descriptions of successful attacks, like [2] , but there may be several advantages in combining this with more generic visual models of attacks, both related to understandability, knowledge reuse, and integration with model-based systems engineering. Many techniques have been proposed to capture threat and attack-oriented information, for example attack trees [3] , misuse cases [4] and CORAS [1] , and more recently misuse case maps (MUCM) [5] , focusing on modelling complex intrusions. This technique highlights the relation between security and system architecture, and thereby provides integrated overviews of user-oriented security threats, mitigations and architecture. Even though MUCM has its strengths to show intrusion across the system architecture, it might be confusing to follow the sequence of steps of the intrusion. Evaluations of MUCM [5, 6] have suggested a need for better visualization of the sequence of attack steps. To the authors' knowledge, there is a lack of techniques to visualize such sequences.
This paper proposes a new threat modelling technique called misuse sequence diagrams (MUSD), aiming to give an overview on the sequence of the attacker's actions during an intrusion for different stakeholder groups. The technique is based on UML sequence diagrams [7] and misuse cases [2] , and utilizes security concepts like vulnerability exploitation and mitigation. Since MUSD was meant to improve on some shortcomings of MUCM, we found it interesting to evaluate experimentally whether MUSD really provided improvement over MUCM related to these issues. Hence we performed a controlled experiment with 42 students to evaluate the participants' performance with the two techniques, as well as their opinions about the techniques.
The two techniques are relevant to enterprise-modelling practice because serviceorientation has made information systems increasingly distributed across internal and external organization boundaries. Hence, software architecture has moved from being a technological concern inside "black-box" information systems, to being a "whitebox" concern on the boundary between organization and technology. The techniques we present are, to the best of our knowledge, the first attempt to conceptualize this boundary and support it with useful modelling notations. We hope MUCMs and MUSDs can contribute to understanding distributed service-oriented information systems and their architectures from an enterprise and organizational context. The rest of the paper is structured as follows. Section 2 discusses background and related work. Then, section 3 presents misuse sequence diagrams. Sections 4 and 5 present the research method and the experiment results, respectively. Section 6 discusses the findings, and section 7 concludes the paper.
Background and Related Work
According to the definitions of RFC 2828 [8] , a vulnerability is a weakness in a system's design, implementation, or operation/management that can be exploited to violate its security policy. A threat is a potential for violation of security, depending on circumstance, capability, and an action / event that could cause harm. A countermeasure/mitigation is something that reduces a threat or attack by eliminating or preventing it, minimizing the harm caused, or by reporting it to enable corrective action.
Misuse cases (MUC) [4, 9] are used for threat modelling and security requirements elicitation. While use cases (UC) present the required behaviour of a system, MUC capture undesired behaviour, extending UC with new elements like misuser, misuse case and mitigation use case, as well as new relations like threaten and mitigate. MUC allow an early focus on security in the development process and facilitate discussion among a wide group of stakeholders.
Misuse case maps (MUCM) [5] is a recently proposed technique combining MUC and use case maps (UCM) [10] for an integrated view of security issues and system architecture. MUCM can be used to visualize the trace of an intrusion on the
Fig. 1. MUCM notation and its interpretation
architecture of the system, visually based on the UCM notation extended by vulnerabilities, exploit paths and mitigations. An experiment performed to evaluate MUCM showed that it significantly improved the understanding of intrusions and identification of mitigations when compared to MUC combined with a system architecture outline [5] . Fig. 1 shows the MUCM notation. It extends UCM's basic notation with intrusions, represented by exploit paths that cut through vulnerable parts of the system. Each path starts with a triangle and different symbols at the end indicate the outcome. The number on the path indicates its order in a bigger sequence of paths. The system may have vulnerable points or parts which are susceptible to threats, materialized in the attack if the exploit path crosses the vulnerability. Fig. 2 shows a partial example about a technical entry into the computer system of a company for penetration test purposes [2] . The tester first made 3 unsuccessful attack attempts against the Apache server and firewall. The fourth attempt utilised an undocumented Solaris feature (portmapper -rpcbind -bound to port 32770) to get the dynamic port of the mount daemon (mountd) from the portmapper and direct an NFS request to it, thus succeeding to remotely mount and download the target file system.
As for other related methods, [11] proposes a framework for object-oriented security requirements analysis based on UC, MUC and security use cases for the elicitation and analysis of security requirements in embedded systems. In addition to the framework, misuse sequence diagrams have been introduced to better explain a single misuse case scenario. [12] proposes an aspect-oriented methodology for designing secure applications. The methodology uses sequence diagrams for three purposes: describing functionality (primary model), describing attacks on the functionality (misuse model), and describing the incorporation of security mechanisms (security-treated model). The MUSD technique proposed here is similar to those of [11] and [12] . However, they neither visualize complex multi-stage intrusion scenarios nor how vulnerabilities of system components are exploited and mitigated. is a method for security analysis using system descriptions based on UML diagrams as an input to traditional risk analysis techniques, such as HazOp [13] and Fault Tree Analysis (FTA) [14] . While CORAS offers a specialized set of diagrams for security risk analysis, only using UML diagrams as an input, the MUSD is solely based on MUC and SD. MUSD is not a method for security risk analysis, just a technique for visualizing complex intrusion scenarios.
It could be tempting to compare MUSD to STAIRS [15] , which is a method with focal point on refinement of interactions in UML. STAIRS allows among others for the specification of behaviour that shall not be allowed in an implementation, but does not refer to the security or risk domain. However, MUSD presents a specialized notion for security and intrusion visualization, while STAIRS' focus is on a general refinement of UML based specifications thus a comparison does not seem relevant.
UMLSec is an UML extension for secure systems development which can be used "to evaluate UML specifications for vulnerabilities using a formal semantics of a simplified fragment of UML" [16] . Its focus is on formal verification of specifications (e.g. for a protocol) against different adversary types. Although sequence diagrams are included in UMLSec, they rely on other diagram types specifying the broader context. Furthermore, UMLSec applies heavyweight methods which need specific trainings. MUSD aims to facilitate discussion of different stakeholder groups allowing competency transfer and trade-off considerations early in the system development.
MUSD
Misuse sequence diagrams (MUSD) combine misuse cases (MUC) and sequence diagrams (SD), to depict and analyze complex intrusion scenarios. MUSD show involved objects, their vulnerabilities and how these were misused. The notation extends UML sequence diagrams as shown in Fig. 3 . Just like by the MUC notation, regular and misuse symbols can be combined in the same MUSD diagram. Attack-related
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symbols are shown in red color since inversion (a la misuse cases) does not work for arrows. Exploit messages are messages originating from the attacker with the intention of harming the system. Intrusions are represented by one or more exploit messages using vulnerabilities of the objects in the system. Action symbols are used to represent parts of the intrusion scenario which are unclear or not detailed enough. Exploit actions are performed by the attacker with the intention of attacking the system. Objects which are part of an action will have their lifelines covered by the rectangle denoting the action.
The sequence of exploit messages and actions shows the steps taken by the attacker. These steps are mostly causally related; each building on the result of the previous steps. Notes might appear for explanations. 
Research Method
The purpose of the experiment was to evaluate whether MUSD would be better than MUCM for conveying attack sequences. On the other hand, a gain in this respect could result in other weaknesses instead, especially it would be natural to suspect that MUSD would be poorer than MUCM in conveying the relationship between attacks and system architecture. Hence, the experiment compared the understanding of case descriptions resulting from usage of two notations, both for attack sequence and architectural aspects. Understanding may be a goal in its own right in enterprise systems development, but more often it will be the basis for various problem solving activities. Hence the subjects performed one task measuring understanding by a set of True/False questions, and another addressing problem solving in terms of identifying threats and possible mitigations in the given cases. In the following the experiment design, variables and hypotheses are explained in more detail. 
Experimental Design
To compare the two techniques, we conducted a controlled experiment with 42 subjects who used the two techniques individually on two different cases described in the literature, a bank intrusion [2] and a penetration test [2] . To control for the order in which the techniques were used and the cases were solved, a Latin-Squares experimental design was used as shown in Table 1 . The within-experiment data regarding understanding, performance and perception thereby became paired, comprising two dependent samples. Table 1 shows the order in which the techniques were used and cases were solved by the groups. Group 1's experiment sheet is available at [17] . 
Variables
After controlling for the participants' backgrounds, for each combination of technique and case, three types of tasks were solved: an understanding task, a performance task and a perception task. Table 2 summarizes the main variables used in the analysis. Background was measured by a pre-task questionnaire addressing the participants' self-assessed knowledge of SD, MUSD, UCM, MUCM and security in general on a 5-point scale. They were also asked to report their numbers of completed semesters of ICT studies and months of ICT-relevant work experience. Understanding was measured by 20 true/false questions about the case, scoring 1 point for a correct answer, -1 for incorrect, and 0 points for no answer. The statements were designed so that 6 of the statements addressed aspects where MUCM was assumed to be a better technique, 6 addressed aspects where MUSD was assumed to be better and 8 addressed aspects where neither technique was assumed to have an advantage. Specifically, we assumed MUCM would perform best for statements relating to architecture and that MUSD would perform better for statements about the sequence of activities. In each group, half the statements had a positive and half a negative formulation (so that equal numbers of true and false answers were expected).
Performance was measured by asking the participants to identify and list as many vulnerabilities and mitigations as they could in the planned system. Then the numbers of unique (and relevant) vulnerabilities and mitigations were counted. Three example vulnerabilities were given for both cases. Even though the type and criticality of the vulnerabilities are important, these issues were out of scope for the experiment. Such issues can be considered as a part of the future work.
Perception was measured by a post-task questionnaire adapted from the Technology Acceptance Model (TAM) [18, 23] . 4 questions addressed perceived usefulness (PU), 4 addressed perceived ease of use (PEOU) and 4 investigated the participants' intention to use (ITU) the technique in the future. One statement in each group was negative, with a lower score reflecting a positive opinion, inverted before analysis. 
Hypotheses
The hypotheses for our experiment are listed in Table 3 . The corresponding set of null hypotheses, as well as an additional set of hypotheses about correlations between understanding (H1 1 -H4 1 ), performance (H5 1 -H7 1 ) and perception (H8 1 -H11 1 ), are omitted here for space reasons.
Experimental Procedure
The 42 participants of the experiment were recruited from a class of second year computer science students, receiving financial support for an excursion as "payment" for participating. Each group consisted of 10 or 11 students solving the task under equal conditions (same room, same time limits). The experiment comprised 10 steps:
1. Filling in the pre-experiment questionnaire (2 min) 2. Reading a short introduction to the experiment (1 min) 3. Using the first assigned technique on the first assigned case: a. Reading the introduction to the first technique (1.5 pages, 9 min) b. Reading the textual description of case 1 while looking at the related diagrams The duration of the steps was decided dynamically. There was always enough time to finish the steps, except for steps 3c and 5c, which we stopped before everyone could finish because we wanted to see how efficient the participants were.
Results

Comparing Backgrounds
We used Kruskal-Wallis H tests of four independent groups for all background variables to control for differences between the participant groups. We found no significant differences, neither with respect to knowledge, study semesters nor job months.
We used 2-tailed Wilcoxon signed-rank tests to compare the participants self-assessed knowledge backgrounds in the following areas. They reported being significantly more knowledgeable about systems modelling than security analysis (KNOW_MOD = 2.79, KNOW_SEC = 1.81, p = .000), as well as about sequence diagrams versus use case maps (KNOW_SD = 3.20, KNOW_UCM = 2.74, p = .003). There was no significant difference in knowledge about misuse sequence diagrams and misuse case maps (KNOW_MUSD = 1.37, KNOW_MUCM 1.36).
The participants reported between 2 and 4 semesters of ICT-studies, with a mean of 3.05 and a small standard deviation. They reported 2.07 months of ICT-relevant work experience. Here the standard deviation was higher due to three outliers with 6, 19 and 54 months. All the others reported 2 months or less. 
Understanding
We performed Wilcoxon signed-rank tests of two paired groups for all understanding variables using exact significances to compare how well the participants assessed statements about their cases using MUCM and MUSD (see Table 4 ). As expected, use of MUCM gave more correct answers on architectural questions than MUSD (p = .031, 1-tailed), while MUSD yielded more correct answers than MUCM for questions about temporal sequence (p = .001, 1-tailed). There were no other significant differences. Hence, H1 and H2 are confirmed while H3 and H4 are rejected. The effect sizes for the groups with significant differences proved to be medium according Cohen's classification [19] or small according Hopkins's [20] . It was 0.436 for MUCM group (UND_MUCM) case and -0.53 for MUSD groups (UND_MUSD) case (see Table 5 ). The positive value here means that MUCM had the advantage while the negative favours the MUSD technique.
We also used Wilcoxon signed-ranks to control for differences in the participants' understanding of the two different cases and their performance depending on technique order, but found no significant differences.
Performance
We had two completely blank responses for the task of identifying vulnerabilities and mitigations. Both came from groups of 11 participants. After removing the outliers, we performed Wilcoxon signed-rank tests of two paired groups for all performance variables using exact 2-tailed significances to compare how well the participants identified vulnerabilities and mitigations using MUCM and MUSD. We found no significant results, thus rejecting H5, H6, and H7. We also used Wilcoxon signed-ranks to compare the participants' performance for the two cases for the first versus second technique used. We found that significantly more vulnerabilities and mitigations (2-tailed case for both) were identified for the bank intrusion case.
We did not attempt to rate, categorise or otherwise analyse the vulnerabilities and mitigations in further detail, leaving this for further work. In particular, further work should investigate whether there are systematic differences between the types of vulnerabilities and mitigations identified using the two techniques.
Perception
Finally, we performed Wilcoxon signed-rank tests of two paired groups for all perception variables using exact 2-tailed significances to compare how the participants perceived the techniques in terms of usefulness and ease of use and whether they intended to use them again in the future. The participants perceived MUSDs significantly more positively than MUCMs, both for perceived usefulness (p = .002), perceived ease of use (p = .000), intention to use (p = .000) and on average for all perception questions (p = .000). Hence, hypotheses 8, 9, 10 and 11 are all confirmed.
All individual questions also gave significant results for the Wilcoxon signed-rank test in favour of MUSD, except statement 5, which did not give a significant result in either direction. This was related to the PU variable and stated that the technique "would be useless in analyzing security vulnerabilities of computer systems."
The effect sizes for the perception measures were higher than for understanding: 0.547, -1.19, -0.957 and -1.027 for PU, PEOU, ITU and their averages (see Table 8 ).
We also used Wilcoxon signed-ranks to compare the participants' perceptions for the bank intrusion case and the penetration test case and to compare their perceptions of the first technique they used with the second one. The only significant difference was that the participants perceived their first technique used as more useful (p = .023). 
Main Findings
The experimental comparison indicates that the two techniques are complementary in terms of understanding. They aid understanding of different aspects about intrusions into systems, i.e., the architecture (MUCM) and the sequence of events, actions (MUSD). They are equal in terms of performance, i.e., they encourage users to identify similar numbers of vulnerabilities and mitigations in the planned system, although further analysis is needed to investigate if they encourage identifying the same types of vulnerabilities and mitigations. However, MUSD is perceived more positively by users, i.e., they rate the technique more highly in terms of perceived usefulness, perceived ease of use and intention to use. The difference is more marked for perceived ease of use. A summary on the decisions about the hypotheses can be seen in Table 9 . It must be admitted, of course, that the results of this experiments are not particularly surprising. MUSD was better for attack sequence knowledge, and MUCM for architectural knowledge, just as suspected. As for the participants' preference towards MUSD, this may plausibly be explained by the fact that the students were previously familiar with sequence diagrams, but not with use case maps, hence MUSD may have required a smaller learning effort than MUCM. Although the result was in many ways as expected, it still feels useful to have such suspicions confirmed by controlled experiments rather than letting them remain on the purely speculative level. 
Implication for the MUSD Technique
Our intention is to combine MUSD with other related techniques to provide complete intrusion models. As indicated, MUCM could reflect the architecture related aspects and MUSD the order of the steps. In the future, it would be interesting to see how MUSD could be used along with other attack modelling techniques. Since UML sequence diagrams (SD) are well known, it would be easy to adapt and use MUSD in system development projects. This is supported by the results of the experiment, indicating a positive perception towards MUSD. Further investigation is needed to explore how MUSD can utilize various SD notations like Decomposition and InteractionUse to improve the modelling.
Threats to Validity
In [21] conclusion, internal, construct and external validity are suggested as relevant categories for the validity of experiments. Conclusion validity concerns the relationship between the technique used and the outcome in terms of scores for tests and posttask questionnaire. One important question is whether the sample size is big enough to justify the conclusions drawn. The main effect claimed about understanding was a significant advantage for MUCM regarding architecture related statements and for MUSD regarding event sequence related statements. MUSD was also significantly more favoured than MUCM regarding PU, PEOU, ITU and their averages.
Denoting the Type I error probability by α and the Type II error probability by β, the following relationship holds: as required effect size. The results are presented in Table 5 and 8. Hence, we have sufficient observations only for PEOU, ITU and the averages (AVE). With the actual sample size of 42 we would have needed an ES of at least 0.873 for the three other cases. We note that these effect sizes must be used with caution, because our data are not in general normally distributed.
Internal validity assesses whether the observed outcomes were due to the treatment or to other factors. To avoid the threat of selection bias, Latin-Squares experimental design was used where all participants tried both techniques. Moreover, the participants were randomly assigned to the four groups and a pre-experiment questionnaire was used to control for confounding factors. The Latin-Squares design eliminated potential problems with learning effects, boredom or fatigue as the participants tried the techniques in different orders. Furthermore, all subjects were in the same auditorium with equal working conditions, and sitting far apart with no interaction between them.
Construct validity concerns whether it is legitimate to infer from the measures made in the experiment to the theoretical constructs that one was trying to observe. With respect to the performance data, we were trying to observe the understanding and problem solving effectiveness achieved using the respective techniques, and this was measured by scores on 20 true/false statements and the number of vulnerabilities and mitigations identified. Of course, there are other ways to explore understanding or effectiveness, but the ability to answer questions about a case should be a reasonable approximation of understanding, and the identification of vulnerabilities and mitigations would be relevant problem solving tasks in secure software engineering.
External validity is concerned with the question of whether it is possible to generalize from the experimental setting to other situations, most importantly to industrial systems development. The use of students instead of practitioners is a notable threat but as observed in [22] , the level of competence is more relevant for performance in an experiment than whether the person is student or practitioner. Our participants were soon to finish their second year of computing studies. They had learnt about system modelling techniques (e.g. sequence diagrams). Moreover, the task in this experiment was to learn two new methods and apply them on a task explained during the experiment -the difference between students and practitioners would probably have been bigger if the task was about using a method well-known to practitioners.
Conclusions and Further Work
The paper has presented misuse sequence diagrams (MUSD) for visualizing system intrusions and compared it with a similar technique, MUCM, through a controlled experiment. The results indicate that MUSD and MUCM are complementary techniques having their strengths on visualizing temporal sequence of actions and architectural issues respectively. Experimental comparison between MUSD and other approaches not invented by the authors are planned for the future.
Further work is needed to improve MUSD for better intrusion modelling. For example, MUSD could be extended to incorporate UML sequence diagram features like InteractionUse and Decomposition. It is also needed to look into how MUSD could be combined with other techniques to provide a complete picture of intrusions. In particular, this experiment indicates that it would be interesting to run future experiments where MUSD and MUCM are used together instead of as competitors, to see if this gives better results than using either technique alone. It would be also interesting to see whether MUSD can be extended to model dependability issues other than security and to evaluate it also through larger industrial case studies, since controlled experiments can only investigate tasks of a fairly limited size.
