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QUANTUM MCKAY CORRESPONDENCE AND EQUIVARIANT SHEAVES
ON P1q
A. KIRILLOV JR. AND J. THIND
Abstract. In this paper, using the quantum McKay correspondence, we construct the “de-
rived category” of G-equivariant sheaves on P1
q
- the quantum projective line at a root of
unity. More precisely, we use the representation theory of Uq(sl2) at root of unity to construct
an analogue of the symmetric algebra and the structure sheaf. The analogue of the structure
sheaf is, in fact, a complex, and moreover it is a dg-algebra. Our derived category arises
via a triangulated category of G-equivariant dg-modules for this dg-algebra. We then relate
this to representations of the quiver (Γ,Ω), where Γ is the A,D,E graph associated to G
via the quantum McKay correspondence, and Ω is an orientation of Γ. As a corollary, our
category categorifies the corresponding root lattice, and the indecomposable sheaves give the
corresponding root system.
1. Introduction
The McKay correspondence gives a bijection between the finite subgroups of SU(2), and affine
A,D,E Dynkin graphs. There are several geometric statements related to this correspondence.
In particular, one can look at C2/G and its minimal resolution π : X → C2/G. In this case,
the exceptional fibre π−1(0) is a collection of P1’s whose intersection graph is the corresponding
finite A,D,E graph. At the level of categories, Kapranov and Vasserot ([KV]) showed there
is an equivalence of derived categories Db(X) → Db(C2/G), and they also showed that this
categorified the corresponding root lattice. (I.e. if G corresponds to the Dynkin diagram Γ,
one can realize the associated root lattice as the Grothendieck group of Db(C2/G).) Bridgeland,
King and Reid generalized this to higher dimension, stating the McKay correspondence as a
derived equivalence and proving the 3 dimensional case in [BKR].
Another approach, due to Kirillov Jr. ([K]), was to consider G-equivariant sheaves on P1, where
G = G/ ± I. The derived category of G-equivariant sheaves on P1, denoted DG(P
1), again
categorifies the corresponding root lattice, and one can realize the roots as the indecomposable
sheaves. (In fact, one realizes the real roots as the locally free sheaves, and the imaginary roots
as the torsion sheaves.)
There is a quantum version of the McKay correspondence, which gives a bijection between “finite
subgroups” of Uq(sl2) and finite A,D,E Dynkin graphs. (See Section 4 or [KO] for more details.)
In this paper we establish a “quantum” version of the construction in [K]. Namely, we define
the derived category of G-equivariant sheaves on P1q - the quantum projective line, where q is a
root of unity.
A natural question is “What is meant by P1q?”. It should be some sort of non-commutative
space, analogous in some way to P1. There are several approaches to defining non-commutative
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spaces, but the one we take is categorical. In particular, we define the quantum space by
defining its derived category of sheaves. The results of Gabriel ([G]) and Rosenberg ([R]) roughly
state that a scheme X is the same thing as its category of quasi-coherent sheaves QCoh(X).
Rosenberg and Lunts ([R], [LR]) have used this approach to define quantum flag varieties via
the representation theory of the corresponding quantum group. The starting point for this
perspective is the result of Serre ([S]), stating that the category of sheaves on Pn is equivalent
to the category of graded S-modules, modulo an equivalence ∼. The category of sheaves on the
flag variety G/B can be realized as S −Mod / ∼, for S = ⊕Vλ, where the Vλ are the irreducible
representations of G. The basic idea in the quantum version is to take the graded algebra
Sq = ⊕Vλ, where the Vλ are the irreducible representations of Uq(g) for q generic, and define
the category Proj(Sq) = Sq −Mod / ∼. They then define the quantum G/B as the category
Proj(Sq) thought of as “QCoh(G/B)”. In this paper, we take a similar approach, defining an
algebra Sq, and dg-algebra Oq, from the irreducible representations of Uq(sl2) at root of unity.
However, instead of realizing the derived category of sheaves as a quotient of the derived category
of Sq-modules, we realize it instead as a suitable subcategory of D(Oq −ModG) - the derived
category of G-equivariant dg Oq-modules.
Backelin and Kremnitzer [BK] have also defined a version of the category of sheaves on quantum
flag varieties, however we do not take their approach.
A few surprising things happen when working with q being a root of unity. First, in order
to define what is naturally the analogue of the structure sheaf O we are naturally forced to
consider complexes. In some sense this forces us to first define DG(P
1
q), the derived category of
G-equivariant coherent sheaves on P1q, rather than defining an abelian category, then taking its
derived category.
The layout of the paper is as follows. We first recall the classical McKay correspondence, some
basic facts about the derived category of sheaves on P1, as well as the geometric construction of
Kirillov Jr in Section 2. In Section 3 we give an alternate description of the derived category of
G-equivariant coherent sheaves on P1, as a full subcategory inside D(S −ModG). In Section 4
we recall the quantum McKay correspondence. We then define the analogue of the symmetric
algebra Sq, and the structure sheaf Oq in Section 5. In Section 6 we define DG(P
1
q), the derived
category of G-equivariant coherent sheaves on P1q, where G is a finite subgroup of Uq(sl2). With
this category in place, we define some natural objects, which turn out to give a complete list
of indecomposables. We then relate this to the construction given in [KT2]. This allows us to
view the category constructed in [KT2] as a combinatorial model for the category of equivariant
sheaves on P1q. In the final section, we construct equivalences to derived categories of quiver
representations, or more precisely, to their 2-periodic quotient. Using these equivalences, we
show that DG(P
1
q) categorifies the root lattice (and root system) of the corresponding Dynkin
graph.
2. Classical McKay Correspondence
The classical McKay correspondence gives a bijection between the finite subgroups G ⊂ SU(2)
and affine A,D,E Dynkin diagrams. The bijection goes as follows. Given G ⊂ SU(2), we
can construct a graph Γ(G) whose vertex set is the set of isomorphism classes of irreducible
representations of G. Let nij = dimHom(Xi,C
2 ⊗Xj). Join [Xi] and [Xj ] by nij edges. (Note,
nij = nji.)
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McKay showed that G 7→ Γ(G) provides a bijection between finite subgroups of SU(2) and affine
A,D,E Dynkin graphs (see [McK]).
This correspondence can also be approached geometrically, in terms of the associated singularity
C2/G and its minimal resolution. This has been developed by several authors, notably Gonzales-
Sprinberg and Verdier [G-SV] (in terms of K-Theory), Kapranov and Vasserot [KV] (in terms of
derived categories), and Bridgeland, King and Reid [BKR] (generalization to higher dimension).
There is another geometric approach, due to Kirillov Jr., via the derived category of equivariant
sheaves on P1. This is the starting point for this paper, so we will briefly review that construction.
For full details see [K].
2.1. Equivariant sheaves on P1. Let G ⊂ SU(2) be a finite subgroup with irreducible rep-
resentations Xi, and let V denote the standard 2-dimensional representation of SU(2). Set
G = G/±Id (here, we exclude the cyclic group G = C2n−1, corresponding to Aˆ2n−2, though
that case can be dealt with by hand). Let C = CohG(P
1) be the category of G-equivariant
coherent sheaves on P1, and let D = Db(C) be its derived category. Before describing the results
of [K] we need some preliminaries.
Given a bipartite graph Γ, let p : Γ→ Z2 be a parity function coming from a bipartite splitting.
Define a quiver structure on Γ× Z by joining (i, n) to (j, n+ 1) if i, j are connected in Γ. Then
Γ× Z = Γ̂0 ⊔ Γ̂1 as disjoint quivers, where Γ̂p = {(i, n) ⊂ Γ× Z | p(i) + n = p mod 2}.
In the case that Γ is finite A,D,E with Coxeter number h, define cyclic versions Γ × Z2h,
Γ̂pcyc = {(i, n) ⊂ Γ×Z2h | p(i)+n = p mod 2}, with arrows (i, n)→ (j, n+1) for i connected to
j in Γ. We will typically drop the superscript and denote Γ̂0 and Γ̂0cyc by Γ̂ and Γ̂cyc respectively.
Figure 1. The quiver Γ̂ for graph Γ = D5. For D5, the Coxeter number is 8,
so we obtain Γ̂cyc from this figure by identifying the outgoing arrows at the top
level, with the incoming arrows at the bottom level.
Example 2.1. For the graph Γ = D5 the quiver Γ̂ is shown in Figure 1.
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Define a translation τΓ̂ : Γ̂→ Γ̂ by τΓ̂(i, n) = (i, n+ 2).
A function h : Γ → Z is called a height function if h(i) + p(i) = 0 mod 2 and h(i) = h(j) ± 1
for i connected to j. A height function gives an orientation Ωh of Γ, defined by i → j in Ωh if
i is connected to j and h(j) = h(i) + 1. Moreover, a height function gives an embedding of Γ
into Γ̂ as a full connected subquiver, by sending i 7→ (i,h(i)). The image is denoted by Γh and
called a “slice”. Note that as quivers, Γh ≃ (Γ,Ωh).
If i ∈ Γ is a source (or sink) in Ωh we can define a new height function s
±
i h by
s±i h(j) =
{
h(j) if j 6= i
h(i)± 2 if j = i.
In this case the orientation determined by s±i h is obtained from Ωh by reversing all the arrows
at i.
For each edge e : (i, n) → (j, n + 1) in Γ̂ choose ǫ(e) ∈ Z2 so that ǫ(e) + ǫ(e) = 0, where
e : (j, n+ 1)→ (i, n+ 2). For each vertex v ∈ Γ̂ define θv by
(2.1) θv =
∑
e:s(e)=v
ǫ(e)ee
where s(e) denotes the source of the edge e. Let J be the “mesh” ideal of the path algebra of Γ̂
generated by the θv’s.
With this in place, we can now summarize the results of [K].
Theorem 2.2. Let G be a finite subgroup of SU(2), and Γ = Γ(G) be the associated graph.
Let C be the category of G-equivariant coherent sheaves on P1 and let D be its bounded derived
category.
(1) Let K denote the Grothendieck group of C.
Set < F ,G >= dimHom(F ,G) − dimExt1(F ,G) and (F ,G) =< F ,G > + < G,F >.
Then K can be identified with the root lattice of Γ, the form (· , ·) above can be identified
with its bilinear form, and the set Ind = {[X ] ∈ K | X is indecomposable in D} can be
identified with the set of roots.
(2) The map on K induced by the “twist” F 7→ F(−2) gives a canonical Coxeter element
for this root system.
(3) The classes of indecomposable locally free sheaves are of the form Xi(n) := Xi ⊗ O(n)
for p(i) + n ≡ 0 mod 2, where Xi is an irreducible representation of G. They are in
bijection with vertices of the quiver Γ̂, so that the arrows correspond to indecomposable
morphisms Xi(n)→ Xj(m).
(4) For any height function h : Γ→ Z, there is an equivalence of triangulated categories
Φh : D → D
b(Γ,Ωop
h
)
given by a tilting object in D.
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(5) If i ∈ Γ is a source (or sink) for Ωop
h
, then the following diagram commutes:
Db(Γ,Ωopp
h
)
S±
i

D
Φ
s
±
i
h $$■
■■
■■
■■
■■
■
Φh
99tttttttttt
Db(Γ,Ωopp
s±
i
h
)
where S±i is the derived BGP reflection functor.
(6) The short exact sequence
0→ O → O ⊗ V ∗ → O(2)⊗ Λ2V ∗ → 0
gives a short exact sequence of indecomposable locally free sheaves
0→ Xi(n)→
⊕
i−j
Xj(n+ 1)→ Xi(n+ 2)→ 0
which induces the full set of relations in K.
(7) Hom(Xi(n), Xj(m)) = PathΓ̂((i, n), (j,m))/J where J is the mesh ideal defined above.
(8) Serre Duality:
(
Hom(F ,G)
)∗
≃ Ext1(G,F(−2)).
3. Alternate description of sheaves on P1
Before giving an alternate description of the derived category of equivariant sheaves on P1,
let us first recall the standard one. Let P1 = P(V ∗), where V is the canonical 2 dimensional
representation of SU(2). Let S = S(V ) denote the symmetric algebra of V . Note that S =
⊕
Vn,
where Vn is the irreducible SU(2) representation of highest weight n. Let S −Mod
f
gr denote the
category of finitely generated, graded S-modules. For a graded S-module M , denote by Mk its
k-th graded component. There is a twist functor (n) on S −Modfgr defined by M(n)k =Mn+k.
Define an equivalence ∼ on S −Modfgr by M ∼ N if Mn = Nn for all n≫ 0.
Consider the category Coh(P1) of coherent sheaves. Recall the exact functor (n) : Coh → Coh
defined by F 7→ F(n) = F ⊗ O(n) (the “twist”). There is a left exact functor Γ∗ : Coh(P
1) →
S − Modfgr defined by Γ∗(F) =
⊕
Γ(F(n)), where Γ is the global sections functor. There is
a functor˜ : S −Modfgr → Coh(P1) taking a graded module to a coherent sheaf. We will not
define this functor, but a definition can be found in [H] (p.116). We have that Γ˜∗(F) ≃ F , and
Γ∗(M˜)k =Mk in high enough homogeneous degree k.
The following result (going back to Serre [S]) describes the category of coherent sheaves on P1
in terms of graded modules over S. (For more details, see [H] or [S].)
Theorem 3.1. There is an equivalence of categories between Coh(P1) and S−Modfgr / ∼, given
by Γ∗.
Moreover, there is an equivariant version of this statement. If G is a finite subgroup of SU(2),
then we can realize CohG(P
1) as a suitable quotient of the category of finitely generated, graded,
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G-equivariant S modules, denoted by S −ModG. Objects can be written as M =
⊕
Mk, where
each Mk is a G-module, and the map S ⊗M →M is a graded map of G-modules.
These descriptions also allow us to describe the corresponding derived categories D(P1) and
DG(P
1) as certain quotients of D(S −Modgr) and D(S −ModG), respectively. However, for the
purposes of this paper, we would like to realize them as certain subcategories instead.
3.1. Short Exact Sequences and Triangles. On P1 there is a natural short exact sequence
of sheaves
(3.1) 0→ O → O(1)⊗ V ∗ → O(2)⊗ Λ2V ∗ → 0.
In particular, there is an induced triangle in D(P1). Since O has a natural G-equivariant struc-
ture, we also get a triangle in DG(P
1). Let Xi be an irreducible representation of G. Then
tensoring with the locally free sheaf O(n) ⊗ Xi, and choosing an identification of Λ
2V ∗ ≃ C,
gives a short exact sequence of G-equivariant locally free sheaves
0→ O(n)⊗Xi → O(n+ 1)⊗ V
∗ ⊗Xi → O(n+ 2)⊗Xi → 0,
and hence a triangle in DG(P
1). Since Xi ⊗ V =
⊕
i−j Xj we can rewrite this sequence as
(3.2) 0→ Xi(n)→
⊕
i−j
Xj(n+ 1)→ Xi(n+ 2)→ 0
where the notation “i− j” means all vertices j connected to i in Γ.
For any complex of sheaves F• there is a triangle F• → F•(1)⊗V ∗ → F•(2)→ F•[1], obtained
by tensoring F• with the triangle coming from Equation 3.1.
Applying the derived functor RΓ∗ to the triangle in Equation 3.1 gives us a triangle in D(S −
ModG):
(3.3) S → S(1)⊗ V ∗ → S(2)→ S[1].
In homogeneous degree k ≥ −1 this is the triangle coming from the short exact sequence 0 →
Vk → Vk+1 ⊗ V
∗ → Vk+2 → 0.
Definition 3.2. Let DG ⊂ D(S −ModG) be the full subcategory of objects M
• such that
M• →M•(1)⊗ V →M•(2)→M•[1]
is a triangle. (I.e. the result of tensoring the triangle coming from Equation 3.3 with M• is
again a triangle.)
Theorem 3.3.
(1) DG is a triangulated subcategory of D(S −ModG).
(2) There is an equivalence of categories DG(P
1)→ DG given by RΓ∗.
This result should be known to experts, but we have not been able to find it in the literature,
so we shall give the proof. We shall need some preliminary results.
Lemma 3.4.
(1) For any complex of sheaves F• ∈ DG(P
1), RΓ∗(F
•) ∈ DG. (I.e. the image of the functor
RΓ∗ lies in DG.)
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(2) If M•, N• ∈ DG, and for some n0 > 0, we have that M
•
n ∼ N
•
n for all n > n0, then, in
fact, M•n ∼ N
•
n for all n.
Proof.
(1) For any complex of sheaves F• there is a triangle F• → F•(1)⊗ V ∗ → F•(2)→ F•[1],
obtained by tensoring F• with the triangle coming from Equation 3.1. Since RΓ∗ is an
exact functor, it takes triangles to triangles. Hence RΓ∗(F
•) ∈ DG.
(2) Since M•, N• ∈ DG, and M
•
n ∼ N
•
n for all n > n0, then provided that n ≥ n0 there are
triangles and quasi-isomorphisms g, h as in the diagram below.
M•n //
∃f

M•n+1 ⊗ V //
g

M•n+2 //
h

M•n[1]
f [1]

N•n
// N•n+1 ⊗ V
// N•n+2
// N•n[1]
This diagram can be completed with a map f : M•n → N
•
n, which is also a quasi-
isomorphism. (See [GM] Corollary 4, p. 242.) Taking n = n0, we see that M
•
n0 ≃ N
•
n0 .
Continuing in this way, we can show that for any n ≤ n0, M
•
n ≃ N
•
n. Hence M
•
n ∼ N
•
n
for all n.

We can now complete the proof of Theorem 3.3
Proof. For (1), since DG is full, once we verify that any morphism f : M
• → N• can be
completed to a triangle, the rest of the axioms of a triangulated category follow easily. To do
this, we just verify that if we complete the triangle in D(S−ModG), the completion actually lies
in DG. Checking this is straightforward and follows from the definition of cone of a morphism.
For (2), first note that RΓ∗(M˜•) is quasi-isomorphic toM
• in high enough homogeneous degree.
Since RΓ∗(M˜•) ∈ DG (by Part (1) of Lemma 3.4), Part (2) of Lemma 3.4 implies that RΓ∗(M˜•)
is quasi-isomorphic to M• in all degrees, and hence RΓ∗(M˜•) ≃M . 
4. Quantum McKay Correspondence
In this section we review the quantum analog of McKay correspondence. Such a correspondence
should be between “finite subgroups of Uq(sl2)” and finite A,D,E Dynkin diagrams. This first
appeared in Ocneanu’s work and is framed in the language of subfactors ([Oc]). The version we
present is in the language of algebras in tensor categories, and comes from the representation
theory of Uq(sl2) at root of unity. It is due to Kirillov Jr. and Ostrik [KO], and the construction
is much closer in spirit to the original McKay correspondence. (In particular, the vertices of the
graph Γ(G) are the isomorphism classes of the simple objects in a category analogous to Rep(G),
and the edges are defined via analogous Hom spaces.)
Let q = e
pii
h be a root of unity, and let C denote the semisimple quotient of the category
of representations of Uq(sl2). C is a fusion category with finitely many simple objects V0 =
1, V1, . . . , Vh−2.
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Recall the fusion rule for C. It is given by
(4.1) Vn ⊗ Vm =
Nn,m⊕
k=|n−m|
Vk
where Nn,m = min{n+m, 2(h− 2)− (n+m)} and k + n+m ∈ 2Z.
Definition 4.1. An algebra in C is an object A ∈ C with maps 1→ A, A⊗A→ A satisfying the
obvious axioms (which are the natural generalizations of the axioms of an algebra with unit).
Definition 4.2. An A-module in C is a pair (M,µM ), where M ∈ C and µM : A ⊗M → M ,
which satisfies the obvious axioms (which are the natural generalizations of the axioms of a
module over an algebra).
Define Hom(M1,M2) in the obvious way and denote by Rep(A) the category of modules over A.
There is a tensor product
M1 ⊗A M2 =M1 ⊗C M2/Im(µ1 − µ2),
where µi : A⊗CM1⊗CM2 →M1⊗CM2 are given by µ1 = µM1⊗ id and µ2 = (idM1 ⊗µM2)RAM1
and R is the braiding in C.
There are tensor functors F : C → Rep(A) given by F (X) = A ⊗C X and µF (X) = µ ⊗ id, and
G : Rep(A)→ C, the forgetful functor. These functors are exact and adjoint to each other.
The functor F makes Rep(A) a module category over C.
Given an algebra A, construct a graph Γ(A) whose vertices are the isomorphism classes of simple
objects [Xi] in Rep(A), with adjacency matrix given by nij = dimHom(Xi, F (V1)⊗A Xj).
Theorem 4.3. [KO] The map A 7→ Γ(A) gives a bijection between a certain class of C-algebras
(rigid, commutative algebras with θA = id, see [KO] for details) and finite Dynkin diagrams of
type An, D2n, E6, E8.
Example 4.4. Consider the case q = e
pii
h , and the trivial algebra A = 1. Then Rep(A) = C, so
the simple objects are just V0, V1, . . . , Vh−2. A simple calculation of Vk ⊗ V1 in C shows that the
corresponding graph is of type Ah−1.
Note that in this construction h varies as the Coxeter number of the corresponding root system,
and there may be more than one algebra for the same root of unity. For example, if q = e
pii
10
there are two algebras in C; one corresponding to A9 and one corresponding to D6.
For the rest of this paper we will abuse language, and notation, and call such algebras in C
subgroups and denote them by G. We will denote by ModG the corresponding module category
of representations of G.
Definition 4.5. Let S be an algebra in C. A G-equivariant S-module is an object M ∈ ModG,
such that F givesM the structure of an S-module. More precisely, there are maps of G-modules
F (S)⊗M →M , satisfying the axioms of a module.
Definition 4.6. A dg-algebra S in C is a complex of objects S = ⊕Si (Si ∈ C), together with
a graded map S ⊗ S → S (i.e. Si ⊗ Sj → Si+j) and inclusion 1→ S0, satisfying the analogues
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of the axioms of a dg-algebra. (I.e one should replace vector spaces with objects in C, and
linear maps with morphisms, then ask for commutative diagrams that are the analogues of the
commutative diagrams that encode the structure of a differential graded algebra.) In particular,
S should be a graded, associative algebra in C, and the differential on S should act as a derivation
with respect to multiplication: dS(xy) = (dSx)y + (−1)
|x|x(dSy).
Definition 4.7. A dg-moduleM for a dg-algebra S, is a complex of objectsM = ⊕M i, together
with maps Sj ⊗M i →M i+j , satisfying the obvious analogue of the axioms of a dg-module over
a dg-algebra. (Again, replace vector spaces with objects in C, and linear maps with morphisms,
then require the appropriate diagrams to commute.) In particular, M is a graded module for S,
and there is the usual compatibility between differentials: dM (s.m) = (dSs).m+ (−1)
|s|s.dMm.
Definition 4.8. Let S be a dg-algebra in C. A G-equivariant dg S-module is a complex of objects
M = ⊕M i in ModG, such that F givesM the structure of a dg S-module. More precisely, there
are maps F (Si) ⊗G M
j → M i+j , satisfying axioms analogous to those of a dg-module. (Recall
that F is a tensor functor, so that F (Si) ⊗G F (S
j) = F (Si ⊗C S
j).) Denote the category of
G-equivariant dg S-modules by S −ModG.
We will also consider graded versions of these, where in addition to the homological grading
S =
⊕
Si, M =
⊕
M i, there is an additional homogeneous grading: Si =
⊕⊕
Sij , M
i =⊕⊕
M ij . In this case, all the maps must also respect the homogeneous grading: S
i
k⊗S
j
l → S
i+j
k+l ,
Sik ⊗M
j
l →M
i+j
k+l .
Though we have not specified any particular homological, or homogeneous gradings in our def-
initions, for the rest of the paper we will consider the case of Z2-homological grading, and
Z2h-homogenous grading:
S =
⊕
i∈Z2
⊕
j∈Z2h
Sij
M =
⊕
i∈Z2
⊕
j∈Z2h
M ij .
5. Quantum Projective Line
There are several points of view about how to define a non-commutative space. We shall take
the categorical approach described in the introduction. Namely, we introduce an analogue Sq
of the symmetric algebra, and define an analogue Oq of the structure sheaf. It turns out that
the natural candidate for Oq is a complex of Sq-modules. Moreover, it has the extra structure
of a dg-algebra. However, instead of considering the “Proj” category used in [R], we take the
point of view introduced at the end of Section 3, and study a triangulated subcategory of Oq
dg-modules. To begin, we define the algebra Sq.
Recall that in the classical setting the symmetric algebra can be realized as the direct sum of
the irreducible representations of SU(2). Taking this as motivation, we define the algebra Sq as
follows:
Sq =
⊕
k∈Z2h
Vk
where we set Vk = 0 for h− 1 ≤ k ≤ 2h− 1.
Note that Sq comes with a (homogeneous) Z2h grading given by (Sq)n = Vn.
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Remark 5.1. The reason for choosing a Z2h grading is as follows. In the classical case, the
functor given by tensoring with O(2) gives a Coxeter element in the corresponding root system.
In the quantum case the root system is finite, with Coxeter number h, so for tensoring by Oq(2)
to give a Coxeter element we need Oq(2h) = Oq.
Define multiplication by the projection map Vn ⊗ Vm → Vn+m. Then Sq is a graded algebra
with unit given by 1 →֒ Sq. It is generated in degree 1 by V1.
For n ∈ Z2h define Sq(n) by setting Sq(n)k = Vn+k.
Recall that in C we have Vh−2 ⊗ Vn = Vh−2−n for 0 ≤ n ≤ h − 2, and Vh−2 ⊗ Vn = 0 for
h− 1 ≤ n ≤ 2h− 1.
Note that the algebra Sq does not satisfy the analogue of the triangle 3.3, because in degree
h − 2 we get 0 → Vh−2 → 0 → 0 → 0, which is not a short exact sequence and hence does not
give a triangle in the corresponding derived category.
We now define a Z2-graded complex Oq, which should be thought of as an analogue of the
structure sheaf O. In particular it gives an exact triangle analogous to the one coming from the
short exact sequence 0→ O → O(1)⊗ V → O(2)→ 0.
Consider Sq and Sq(h)⊗Vh−2 as complexes concentrated in degree zero. They are both naturally
Z2h-graded Sq-modules. Set Oq = Sq ⊕ (Sq(h) ⊗ Vh−2)[1], considered as a complex with trivial
differential and Z2 homological grading.
Remark 5.2. The reason for considering Z2-graded complexes also comes from the corresponding
root system. We would like the shift functor [1] to act by longest element in the corresponding
Weyl group, so we need [2] to be the identity.
Let D(C) be the derived category of C = Rep(Uq(sl2)), and let D(C)/T
2 be the corresponding
2-periodic derived category. We shall view Oq as an object in D(C)/T
2.
Proposition 5.3. There is a triangle in D(C)/T 2 of the form
(5.1) Oq → Oq(1)⊗ V1 → Oq(2)→ Oq[1].
Applying the twist functor (n) gives triangles of the form
(5.2) Oq(n)→ Oq(n+ 1)⊗ V1 → Oq(n+ 2)→ Oq[1].
Proof. We will look at Equation 5.1 degree by degree. (The reader may wish to refer to Exam-
ple 5.4.)
For 0 ≤ k ≤ h − 4 the complexes involved are all concentrated in degree 0. Since Vk+1 ⊗ V1 =
Vk+2 ⊕ Vk for k in this range, we get short exact sequences in C of the form
0→ Vk → Vk+2 ⊗ V1 → Vk+2 → 0,
and hence a triangle in degree k.
For k = h− 3 we have that Vh−2 ⊗ V1 = Vh−3, so again we have a short exact sequence
0→ Vh−3 → Vh−2 ⊗ V1 → 0→ 0,
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which gives a triangle in degree k.
For k = h− 2 we have
Vh−2 → 0→ Vh−2[1]→ Vh−2[1]
which defines a triangle in degree k. (Note that this explains the necessity of complexes to define
Oq. In C the third term is 0, and hence would not define a short exact sequence.)
For k = h− 1, the complex is concentrated in homological degree 1, the triangle comes from the
short exact sequence 0→ 0→ Vh−2 ⊗ V1 → Vh−3 → 0, since Vh−2 ⊗ V1 = Vh−3.
For h ≤ k ≤ 2h − 4 the complexes are concentrated in degree 1, and the triangles come from
short exact sequences of the form
0→ Vh−2−k+1 → Vh−2−k ⊗ V1 → Vh−2−k−1 → 0.
For k = 2h− 3 the complex is concentrated in degree 1, and the triangle comes from the short
exact sequence
0→ V1 → 1⊗ V1 → 0→ 0.
For k = 2h− 2 the triangle is given by
1[1]→ 0→ 1→ 1.
For k = 2h− 1 the complex is concentrated in degree 0, and the triangle comes from the short
exact sequence
0→ 0→ 1⊗ V1 → V1 → 0.
For Equation 5.2, apply the twist by n to the triangle in Equation 5.1. Since twisting is an exact
functor, it takes triangles to triangles. 
Example 5.4. Let h = 5, so we have non-zero simple objects V0, V1, V2, V3.
The triangle Oq → Oq(1) ⊗ V1 → Oq(2) → Oq[1] is given below. The rows correspond to
homogeneous degree, while the columns correspond to homological degree.

1 0
V1 0
V2 0
V3 0
0 0
0 V3
0 V2
0 V1
0 1
0 0

→

V1 ⊗ V1 0
V2 ⊗ V1 0
V3 ⊗ V1 0
0 0
0 V3 ⊗ V1
0 V2 ⊗ V1
0 V1 ⊗ V1
0 1⊗ V1
0 0
1⊗ V1 0

→

V2 0
V3 0
0 0
0 V3
0 V2
0 V1
0 1
0 0
1 0
V1 0

→

0 1
0 V1
0 V2
0 V3
0 0
V3 0
V2 0
V1 0
1 0
0 0

Proposition 5.5. The complex Oq has the natural structure of a dg-algebra in C (with Z2
homological grading, and Z2h homogeneous grading).
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Proof. Define a multiplication on Oq by V
k
n ⊗V
l
m → V
k+l
n+m, where by V
k
n we mean the object Vn
in homological degree k. Note that this respects the Z2h grading. To see this note that V
1
n sits
in Oq in homogeneous degree h+n, so that (h+n)+ (h+m) = 2h+(n+m) = n+m (mod 2h)
and V 1n ⊗ V
1
m → V
0
n+m.
The differential is trivial, so it follows easily that Oq is a dg-algebra. 
Let Oq − Mod be the category of Z2h-graded dg Oq-modules in C, and D(Oq) be its derived
category.
Definition 5.6. Let D(P1q) ⊂ D(Oq) be the full subcategory of objects M , such that M →
M(1) ⊗ V1 → M(2) → M [1] is a triangle, where the maps come from Equation 5.1. We call
D(P1q) the derived category of coherent sheaves on P
1
q.
Remark 5.7. Note that the homogeneous Z2h grading forces us to consider an alternative def-
inition for sheaves, since the usual equivalence on S-modules of “for sufficiently high degree”
makes no sense in this setting.
Proposition 5.8. For all n ∈ Z2h, Oq(n) ∈ D(P
1
q).
Proof. This is just Proposition 5.3 rephrased. 
6. Equivariant Sheaves on P1q
In this section we introduce the notion of G-equivariant sheaf on P1q, where G is a finite subgroup
of Uq(sl2).
Recall that a G-equivariant sheaf on classical P1 can be though of as an equivariant S-module.
A G-equivariant S-module is a graded S-module M = ⊕Mk, with a G action preserving the
grading, such that the action map S ⊗M →M is a map of G modules. In particular, each Mk
is a G-module.
Now consider the quantum case. Let G be a finite subgroup of Uq(sl2). Let ModG denote the
corresponding module category over C.
Consider the category of Z2h-graded, G-equivariant, Oq dg-modules. Denote this category by
Oq −ModG. Let DG(Oq)/T
2 be the corresponding 2-periodic derived category.
An object M ∈ DG(Oq)/T
2 has two gradings. The “homological” Z2 grading (appearing as
superscripts), and the “homogeneous” Z2h grading (appearing as subscripts). An object in this
category can be thought of as a Z2-graded complex of G-modules with a Z2h gradingM
• = ⊕M•k ,
together with a dg-map Oq ⊗M
• →M• that respects the Z2h-gradings of Oq and M
•.
We denote by Mkj the j-th homogeneous component of M
• in homological degree k.
To make the Oq action onM
• precise, we should really consider the corresponding object F (Oq)
which is an honest complex in ModG. Recall that F is a tensor functor, so that it makes sense
to use F to give an action of Oq. However, we will typically drop the F , and just write Oq
for simplicity. Note that F (Oq) has the natural structure of G-equivariant Oq-module, with the
grading given in the previous section.
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Define the “twist” functor on DG(Oq)/T
2 in the usual way: M(n)k = Mn+k. This functor is
exact.
Define the “global sections functor” Γ : DG(Oq)/T
2 → ModG by Γ(M) = H
0(M0).
Define a functor ˜ : ModG → DG(Oq)/T 2 by setting X˜ = Oq ⊗ X (with grading given by
X˜kn = (Oq)
k
n ⊗X).
Lemma 6.1. Γ(X˜) = X.
Proof. By definition Γ(X˜0) = H
0((Oq ⊗X)0) = 1⊗X = X . 
In analogy with the description of DG ⊂ D(S −ModG) given in Definition 3.2, we make the
following definition.
Definition 6.2. Let DG(P
1
q) ⊂ DG(Oq)/T
2 be the full triangulated subcategory such that
(6.1) M → V1 ⊗M(1)→M(2)→M [1]
is an exact triangle. (The first map comes from the map V1 ⊗M →M(1) and rigidity, and the
second map V1 ⊗M(1) → M(2) is given by the action of V1 ∈ Oq. Here we fix a morphism
V1 ⊗ V1 → V0.)
7. Objects in DG(P
1
q)
Recall that ModG has finitely many simple objects Xi, indexed by vertices i ∈ Γ, where Γ is the
corresponding A,D,E Dynkin diagram.
For each pair (i, n) ∈ Γ × Z2h we can define an object Xi(n) ∈ DG(P
1
q) by setting Xi(n) =
Oq(n)⊗Xi. The Z2h grading is given by (Xi(n))k = Oq(n)k ⊗Xi. These should be thought of
as analogues of the indecomposable locally free sheaves O(n) ⊗Xi in the classical case.
Proposition 7.1. There is a triangle Oq ⊗Xi → Oq(1)⊗V1⊗Xi → Oq(2)⊗Xi, so that Xi(n)
is in fact an object in DG(P
1
q).
Proof. Tensoring with the triangle from Equation 5.1 with the object Xi gives us the desired
triangle. Twisting by n shows that Xi(n) ∈ DG(P
1
q). 
Again, note that what is written is a bit ambiguous. To be precise, we should take the triangle
from Equation 5.1, apply the exact functor F to get an Oq-module in ModG, then tensor with
Xi and twist by n to get Xi(n). However, this makes the notation rather cumbersome.
Note that by Theorem 4.3 we can write V1 ⊗Xi =
⊕
j−iXj . Hence we can rewrite the triangle
Oq ⊗Xi → Oq(1)⊗ V1 ⊗Xi → Oq(2)⊗Xi → Oq ⊗Xi[1] as
(7.1) Oq ⊗Xi →
⊕
i−j in Γ
Oq(1)⊗Xj → Oq(2)⊗Xi → Oq ⊗Xi[1].
Hence for every (i, n) ∈ Γ× Z2h we get a triangle
(7.2) Xi(n)→
⊕
i−j in Γ
Xj(n+ 1)→ Xi(n+ 2)→ Xi(n)[1].
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Proposition 7.2. Let Xi(n) be as above, let h be a height function and let Γh be the corre-
sponding slice.
(1) Hom(Xi(n), Xi(n)) = K
(2) Ext1(Xi(n), Xi(n)) = 0.
(3) Hom(Xi(n), Xj(n+ 1)) =
{
K if i− j in Γ
0 otherwise.
(4) If (i, n), (j,m) ∈ Γh, then Ext
k(Xi(n), Xj(m)) = 0 for k ≥ 1.
(5) If there is a path (i, n)→ (j,m) in Γh, then Hom(Xj(m), Xi(n)) = 0.
To prove this, we first need a Lemma.
Lemma 7.3. Let f : Xi(n) → Xj(m) be a morphism of equivariant Oq-modules, and let fk
denote the degree k component of f . Then f is completely determined by f2h−n : 1 ⊗ Xi →
Vm−n ⊗Xj.
Proof. To make indexing simpler, consider only the case Oq ⊗ Xi → Oq(m) ⊗ Xj , with n = 0
and m ∈ Z2h. To obtain the more general statement, twist both sides by n.
Since f is a map of equivariant Oq modules the following diagram is commutative for all k.
1⊗Xi
f0
//

Vm ⊗Xj

Vk ⊗Xi
id⊗f0
//
id

Vk ⊗ Vm ⊗Xj
m

Vk ⊗Xi
fk // Vm+k ⊗Xj
This deals with the maps in homological degree 0.
Similarly, for the maps in homological degree 1, we have that the following diagram is commu-
tative for all k.
1⊗Xi
f0
//

Vm ⊗Xj

(Vh−2 ⊗ Vh−2−k)⊗Xi
id⊗f0
//
id

(Vh−2 ⊗ Vh−2−k)⊗ Vm ⊗Xj
m

(Vh−2 ⊗ Vh−2−k)⊗Xi
fk // (Vh−2 ⊗ Vh−2−(k+m))⊗Xj
Noting that in both cases the bottom left arrow is the identity, we see that fk = m(id⊗f0). 
We now complete the proof of Proposition 7.2.
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Proof.
(1) Let fk : Xi(n)k → Xi(n)k denote the morphism in degree k. Note that in degree 0 we
just have Xi → Xi, which is 1 dimensional. By Lemma 7.3 the choice of the map f0
completely determines fk, so Hom(Xi(n), Xi(n)) is 1 dimensional.
(2) Note that there are no morphisms Xi(n)→ Xi(n)[1], so
Ext1(Xi(n), Xi(n)) = Hom(Xi(n), Xi(n)[1]) = 0.
(3) As above, the map in degree 2h− n completely determines f . In degree 2h− n we have
1⊗Xi → V1 ⊗Xj =
⊕
l−j Xl, which gives the result.
(4) First note that (Oq ⊗ Xi)
0 is concentrated in homogeneous degrees 0 ≤ k ≤ h − 2
and (Oq(1) ⊗ Xj)
1 is concentrated in homogeneous degrees h − 1 ≤ k ≤ 2h − 3.
Similarly, (Oq ⊗ Xi)
1 is concentrated in homogeneous degrees h ≤ k ≤ 2h − 1 and
(Oq(1) ⊗ Xj)
0 is concentrated in homogeneous degrees −1 ≤ k ≤ h − 3. Hence
Hom(Oq ⊗Xi, (Oq(1)⊗Xj)[1]) = 0. Twisting by n gives Hom(Xi(n), Xj(n+1)[1]) = 0,
hence Ext1(Xi(n), Xj(n+ 1)) = 0.
A similar argument comparing the homogeneous components of Xi(n) and Xj(n) show
that Ext1(Xi(n), Xj(n)) = 0.
Together, this shows that if (i, n), (j,m) ∈ Γh and Ωh is bipartite, then Ext
1(Xi(n), Xj(m)) =
0. (If Ωh is bipartite, then m = n or m = n+ 1.)
To prove the general case, use Theorem 9.1 in the case that h is bipartite. The re-
sulting equivalence of categories will give the result by well-know statements about Ext
for quiver representations. (Note the Proof of Theorem 9.1 in the bipartite case does
not depend on the full statement of this Proposition, so we are not making a circular
argument here.)
(5) Since the maximum length of a path in Γh is h − 2, we get that m − n ≤ h − 2, and
k = 2h− (m − n) > h − 1. Hence (Xi(n))
0
2h−m = (Oq)
0
k ⊗Xi = 0, and so f2h−m = 0.
By Lemma 7.3 f : Xj(m)→ Xi(n) must also be zero.

8. Representations of Γ̂
Recall the quivers Γ̂, Γ×Z2h, and Γ̂cyc. In [KT2] we studied a triangulated category of complexes
of representations of Γ̂, denoted by D. For a vertex q and object X , we denote by X(q) the
complex of vector spaces attached to q by the object X . The category D had objects which were
complexes of representations of Γ̂ satisfying the “fundamental relation” that for every vertex
(i, n) ∈ Γ̂ there is an isomorphism
X(i, n+ 2) ≃ Cone{X(i, n)→
⊕
j−i
X(j, n+ 1)}.
Alternatively, we can study representations of Γ×Z satisfying the fundamental relation. Denote
this category by D(Γ×Z). Since Γ×Z = Γ̂0 ⊔ Γ̂1, and Γ̂0 ≃ Γ̂1 as quivers, an object consists of
a pair (M1,M2) ∈ D ×D. So D(Γ× Z) = D ×D.
We then considered the 2-periodic quotient C(Γ̂) = D/T 2. Objects here can be thought of as Z2-
graded complexes of representations of Γ̂cyc satisfying the same fundamental relation. Similarly,
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we can consider representations of Γ × Z2h, satisfying the fundamental relation. Denote this
category by C(Γ× Z2h), and note that C(Γ× Z2h) = C(Γ̂)× C(Γ̂).
There is a functor τ : C(Γ̂) → C(Γ̂) defined by τ(X)(q) = X(τ−1
Γ̂
q), where τΓ̂ : Γ̂cyc → Γ̂cyc is
the translation defined in Section 2.
We summarize the important properties of the category C(Γ̂) in the following proposition. For
more details (and proof of the following Proposition) see [KT2].
Proposition 8.1. Let K(C(Γ̂)) denote the Grothendieck group of C(Γ̂).
Set < F ,G >= dimHom(F ,G)− dimExt1(F ,G) and (F ,G) =< F ,G > + < G,F >.
(1) K(C(Γ̂)) can be identified with the root lattice of Γ, with bilinear form given by the form
(· , ·) above. Moreover, the set Ind = {[X ] ∈ K(C(Γ̂)) | X is indecomposable in C(Γ̂)}
can be identified with the set of roots.
(2) The map induced by the equivalence X 7→ τX on K(C(Γ̂)), is a Coxeter element for the
corresponding root system.
(3) For each vertex v ∈ Γ̂cyc, there is a unique, natural, indecomposable object Xv, and these
give a full list of indecomposable objects (up to isomorphism).
(4) Hom(Xv, Xv′) = PathΓ̂(v, v
′)/J where J is the mesh ideal from Section 2.
(5) The map Ind → Γ̂cyc given by [Xv] 7→ v, identifies Γ̂cyc as the Auslander-Reiten quiver
of C(Γ̂), and identifies the Coxeter element with the translation τΓ̂.
(6) For each v there is a triangle
Xv →
⊕
v→v′
Xv′ → XτΓ̂v → Xv[1].
These triangles give a full list of relations in K(C(Γ̂)).
(7) C(Γ̂) has Serre Duality: Hom(X,Y ) ≃
(
Ext1(Y, τX)
)∗
.
We shall define an exact functor between DG(Oq) and C(Γ× Z2h).
Consider an object M ∈ DG(Oq). Write M =
⊕
k∈Z2h
M•k . Then M
•
k =
⊕
iM
•
i,k ⊗ Xi where
M•i,k is the multiplicity space for Xi in M
•
k . So we have the following decomposition of M :
(8.1) M =
⊕
(i,k)∈Γ×Z2h
M•i,k ⊗Xi.
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Consider the map M• → M•(1)⊗ V1. In degree k this map looks like M
•
k → M
•
k+1 ⊗ V1. The
right hand side has the following Xi-th component:
[M•k+1 ⊗ V1]i = [
⊕
j
(M•j,k+1 ⊗Xj)⊗ V1]i
= [
⊕
j
M•j,k+1 ⊗ (Xj ⊗ V1)]i
= [
⊕
j
M•j,k+1 ⊗ (
⊕
l−j
Xl)]i
= [
⊕
j
⊕
l−j
M•j,k+1 ⊗Xl]i
=
⊕
j−i
M•j,k+1 ⊗Xi.
From this we see that the map M• →M•(1)⊗V1 gives linear maps mi,k :M
•
i,k →
⊕
j−iM
•
j,k+1.
Define an exact functor Φ from DG(Oq)→ D(Γ×Z2h), where D(Γ×Z2h) is the derived category
of representations of Γ× Z2h, as follows:
Φ(M•) =
⊕
(i,k)∈Γ×Z2h
RHom(Xi,M
•
k )
=
⊕
(i,k)∈Γ×Z2h
M•i,k
with the maps along edges given bymi,k :M
•
i,k →
⊕
j−iM
•
j,k+1, induced fromM
• →M•(1)⊗V1.
Restrict this functor to DG(P
1
q). Then since an object M ∈ DG(P
1
q) satisfies M →M(1)⊗V1 →
M(2) → M [1] is a triangle, and RHom is exact, we see that Φ(M) satisfies the fundamental
relation. In particular, there is a triangle M(i,n) →
⊕
j−iM(j,n+1) → M(i,n+2) →M(i,n)[1], and
isomorphim M(i,n+2) ≃ Cone(mi,k). Hence DG(P
1
q) maps into C(Γ×Z2h). I.e. we get a functor
Φ : DG(P
1
q)→ C(Γ× Z2h).
Now define a functor Ψ : C(Γ× Z2h)→ DG(P
1
q) by
Ψ(Y ) =
⊕
(i,k)∈Γ×Z2h
Yi,k ⊗Xi(k)
where we view Yi,k as a multiplicity space. The maps Yi,k →
⊕
Yj,k+1 induce maps Ψ(Y ) →
Ψ(Y )(1)⊗ V1. Rigidity then gives the action map Ψ(Y )⊗ V1 → Ψ(Y )(1). Since Y satisfies the
fundamental relation, Ψ(Y ) satisfies Ψ(Y )→ Ψ(Y )(1)⊗ V1 → Ψ(2)→ Ψ(Y )[1] is a triangle.
Theorem 8.2. The functor Φ defines an equivalence between DG(P
1
q) and C(Γ × Z2h), with
inverse Ψ.
Proof. Follows from the definitions of Φ and Ψ. 
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Corollary 8.3. The objects Xi(n) form a complete list of indecomposable objects in DG(P
1
q).
Proof. The category C(Γ̂) has indecomposables X(i,n) for (i, n) ∈ Γ̂, and the functor Φ takes
Xi(n) to X(i,n). This can be seen by using Lemma 7.1 in [KT2] and looking at homogeneous
degrees 0, 1. 
Since C(Γ×Z2h) = C(Γ̂)×C(Γ̂), we define DG(P
1
q) = Ψ
−1(C(Γ̂), 0), the full triangulated category
generated by inverse images of objects of the form (Y, 0) ∈ C(Γ× Z2h).
Corollary 8.4.
(1) The objects Xi(n) with (i, n) ∈ Γ̂cyc form a complete list of indecomposable objects in
DG(P
1
q).
(2) The equivalence Φ identifies the functor X 7→ X(2) with τ .
(3) The equivalence Φ takes the triangle
Xi(n)→
⊕
i−j in Γ
Xj(n+ 1)→ Xi(n+ 2)→ Xi(n)[1]
from Equation 7.2 to the triangle
X(i,n) →
⊕
i−j in Γ
X(j,n+1) → X(i,n+2) → X(i,n)[1].
(4) The map Ind → Γ̂cyc given by Xi(n) 7→ (i, n), identifies Γ̂cyc as the Auslander-Reiten
quiver of DG(P
1
q).
9. Equivalences of Categories
In this section we construct equivalences DG(P
1
q)→ D
b(Γ,Ωoph )/T
2, for every height function h.
This allows us to prove the analogue of Theorem 2.2 for P1q.
Let h be a height function. Define a “restriction” functor ρh : DG(P
1
q)→ D
b(Γ,Ωh)/T
2, by
ρh(M) =
⊕
i∈Γ
M(i,h(i)),
where the maps along edges come from m(i,h(i)) : M(i,h(i)) →
⊕
j−iM(j,h(j)). Note that by
definition, ρ is exact.
Theorem 9.1. The functor ρh is an equivalence of categories.
To prove this Theorem, we first need the following Lemma.
Lemma 9.2.
(1) Any object M ∈ DG(P
1
q) is determined (up to isomorphism) in homogeneous degrees 0, 1.
(2) Any object M ∈ DG(P
1
q) is determined (up to isomorphism) by the complexes M
•
(i,h(i))
for any height function h.
(3) Any morphism f : M → N is determined by its values on M•(i,h(i)) for any height
function h.
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Proof.
(1) Since any M ∈ DG(P
1
q) satisfies the condition that M →M(1)⊗ V1 →M(2)→M [1] is
a triangle, we see that if we know M0,M1, and the map M0 → M1 ⊗ V1, we have that
M2 ≃ Cone(M0 →M1 ⊗ V1). Inductively, we can recover Mk for all k.
(2) The proof is the same as for (1). (Note that (1) is just the special case that h is the
bipartite height function h(i) = p(i).)
(3) Recall that any height function h gives an orientation Ωh. Suppose that f :M(i,h(i)) →
N(i,h(i)) is given for all i. Take i ∈ Γ to be a source for Ωh. Then using the isomorphisms
Mi,h(i)+2
∼
→ Cone(m(i,h(i))) and Ni,h(i)+2
∼
→ Cone(n(i,h(i))), there is a unique map
making the diagram below commutative, which extends f to f(i,h(i)+2) : M(i,h(i)+2) →
N(i,h(i)+2).
M(i,h(i)+2)

f(i,h(i)+2)
//M(i,h(i)+2)

Cone(m(i,h(i)))
Cone(f(i,h(i)))
// Cone(n(i,h(i)))
Continuing in this way it is possible to extend f to all (i, n) ∈ Γ̂cyc, and hence for all
Mi,k.

We now complete the proof of Theorem 9.1.
Proof. By Lemma 9.2, any object M and any morphism f : M → N in DG(P
1
q) is determined
(up to isomorphism) by specifying them for a height function. Hence, given Y ∈ Db(Γ,Ωh)/T
2,
we can define an object MY (unique up to isomorphism), which maps to Y under ρh. Moreover,
HomDG(P1q)(M,N) ≃ HomDb(Γ,Ωh)/T 2(RρhM,RρhN). Hence ρ is an equivalence. 
The following Corollary summarizes the properties of DG(P
1
q) which generalize the properties of
DG(P
1) from Theorem 2.2.
Corollary 9.3.
(1) Let K denote the Grothendieck group of DG(P
1
q).
Set < F ,G >= dimHom(F ,G) − dimExt1(F ,G) and (F ,G)P1q =< F ,G > + < G,F >.
Then K can be identified with the root lattice of Γ, the form (· , ·)P1q above can be identified
with its bilinear form, and the set IndP1q = {[X ] ∈ K | X is indecomposable in DG(P
1
q)}
can be identified with the set of roots.
(2) The map on K induced by the “twist” F 7→ F(2), gives a canonical Coxeter element for
this root system.
(3) The classes of indecomposable sheaves are of the form Xi(n) := Xi⊗Oq(n) for p(i)+n ≡
0 mod 2. They are in bijection with vertices of the quiver Γ̂cyc so that the arrows
correspond to indecomposable morphisms Xi(n) → Xj(m). (I.e. Γ̂cyc is the Auslander-
Reiten quiver of DG(P
1
q).
(4) For any height function h : Γ → Z2h, there is an equivalence of triangulated categories
ρh : DG(P
1
q)→ D
b(Γ,Ωh)/T
2 given by “restriction”.
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(5) If i ∈ Γ is a source (or sink) for Ωh, then the following diagram commutes:
Db(Γ,Ωh)/T
2
S±
i

DG(P
1
q)
ρ
s
±
i
h ''◆◆
◆◆
◆◆
◆◆
◆◆
◆
ρh
77♦♦♦♦♦♦♦♦♦♦♦
Db(Γ,Ωs±
i
h
)/T 2
where S±i is the derived BGP reflection functor.
(6) The exact triangle
Oq → Oq ⊗ V1 → Oq(2)→ Oq[1]
gives an exact triangle of indecomposable objects
Xi(n)→
⊕
i−j
Xj(n+ 1)→ Xi(n+ 2)→ Xi(n)[1]
which induces the full set of relations in K.
(7) Hom(Xi(n), Xj(m)) = PathΓ̂((i, n), (j,m))/J where J is an explicitly described quadratic
ideal.
(8) DG(P
1
q) has Serre Duality: Hom(X,Y ) ≃
(
Ext1(Y,X(2))
)∗
Remark 9.4. One may define an object
Th =
⊕
(i,n)∈Γh
Xi(n)
for every height function h. There is an equivalence Φh : DG(P
1
q) → D
b(R)/T 2, where R =
End(Th) and Φh(M) = RHom(T,M). Moreover, End(Th) can naturally be identified with
the path algebra of the quiver (Γ,Ωop
h
), so we can view this equivalence as having values in
Db(Γ,Ωop
h
)/T 2. This can be thought of as a “tilting” object, which would give an equivalence
similar to that from Theorem 2.2. However, for simplicity, we chose to use a more direct equiv-
alence.
Proof.
(1) The equivalence Φ, of Theorem 8.2, gives an isomorphism K ≃ K(C(Γ̂)) and a bijection
IndP1q → IndC(Γ̂). Φ also identifies Hom and Ext spaces. Hence the form (·, ·)P1q is
identified with (·, ·)C(Γ̂). The result then follows from Proposition 8.1.
(2) By Corollary 8.4, Φ identifies X 7→ X(2) with τ . Proposition 8.1 identifies τ as a Coxeter
element for the corresponding root system, hence the map on K coming from X 7→ X(2)
is a Coxeter element for the corresponding root system.
(3) This is just Parts (1) and (3) of Corollary 8.4.
(4) This is Theorem 9.1.
(5) This follows the proof of Theorem 9.6 in [KT2].
(6) By Corollary 8.4 the equivalence Φ takes the triangle
Xi(n)→
⊕
i−j in Γ
Xj(n+ 1)→ Xi(n+ 2)→ Xi(n)[1]
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to the triangle
X(i,n) →
⊕
i−j in Γ
X(j,n+1) → X(i,n+2) → X(i,n)[1].
By Proposition 8.1, such triangles induce a full set of relations in the Grothendieck
group.
(7) Again, Φ is an equivalence, and identifies Xi(n) ∈ DG(P
1
q) with X(i,n) ∈ C(Γ̂). By
Proposition 8.1 we have
HomP1q (Xi(n), Xj(m)) ≃ HomC(Γ̂)(X(i,n), X(j,m)) = PathΓ̂((i, n), (j,m))/J
where J is the mesh ideal.
(8) The category C(Γ̂) has Serre Duality given by Hom(X,Y ) ≃
(
Ext1(Y, τX)
)∗
. The
equivalence Φ identifies X 7→ X(2) with τ , so DG(P
1
q) has Serre Duality, and it is given
by Hom(X,Y ) ≃
(
Ext1(Y,X(2))
)∗
.

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