Introduction
Advances in the human genome project require developing computational models and tools for interpreting the DNA sequences in the context of their organizational and functional characteristics. Artificial neural networks provide powerful tools for developing intelligent systems to solve problems in pattern recognition, and have thus been explored for extracting information from sequences of genomic DNA. Advances in this area include locating the protein coding regions in genomic DNA (Uberbacher and Mural, 1991; Snyder and Stormo, 1995) , and predicting the human mRNA donor and acceptor sites from the DNA sequence (Brunak et al., 1991) . However, effective training of neural networks requires a considerable training set and this problem can limit the application of neural networks to identify and classify functionally important sequences that occur infrequently in genomic DNA. Infrequently occurring sequences are called rare events or low probability events in the literature, and such data sets are also found in many other applications such as fraudulent use of credit card, target discrimination, and computer intruder detection in other real world applications.
Previous work in digital communication systems has shown the potential of dramatically lowering the computational burden of simulations by utilizing importance sampling (Hahn and Jeruchim, 1986) . Importance sampling is a technique that can be applied to the simulations of low probability events without incurring the computational costs usually associated with such simulations. With importance sampling, one can modify the probability distribution of the underlying random process in order to make the rare events occur more frequently. The desired probabilities at the output of the process are then found by weighting each event by a factor that is a function of only the state of the input and independent of the process itself. Applying the basic idea behind importance sampling technique to neural networks, Monro et al. (1996) developed a likelihood ratio weighting function (LRWF) which leads to learning with weighted least squares. This weighting function allows neural networks to be trained utilizing a data set in which the events occur with high probability, but also successfully classify data in which the events occur with much lower probability during testing. This leads to the reduction of computational burden associated with training neural networks in order to recognize low probability events.
This paper provides two general sample stratification schemes for rare event detection by neural networks. The next section offers an overview of sample stratification. The following sections present the derivation of stratifying coefficients and the approach designed for bootstrap stratification, respectively. Section Data sets used in ex-periments describes the data sets used in the experiments done for evaluating the schemes. Section Experimental results summarizes the experimental results and conclusions are presented in the final two sections.
Sample stratification
If a sample is drawn such that every example in the population occurs according to its probability of occurrence, then the sample is termed representative. It is often preferable to use a representative sample. However, for classification in which the problem is assigning an example to a class or category, it is better to include an equal number of examples from each class during training, although the probability of occurrence is different from class to class. In that case, the sample is not representative, and is termed stratified. With a stratified sample, examples from small classes have a better chance of being included than those from large classes.
Consider, for example, a sample containing sequences of type A (5%) which are called 'rare events', and nontype A (95%) which are called 'common events'. Suppose this sample contains 100 examples. If a representative sample is drawn, non-type A examples will most likely occur 95 times, and type A examples will most likely occur 5 times. On the other hand, the sample can be stratified so as to have 50 examples of each class. Which sample will produce the best detection accuracy for the rare events? We anticipate that the stratified sample will produce the best accuracy. Increasing the number of examples of type A from 5 to 50 produces a big improvement in accuracy of classification of type A, whereas decreasing the number of examples of non-type A from 95 to 50 produces only a small decline in accuracy of classification of the non-type A. Thus, the stratified sample is better because the improvement on the rare events is greater than the loss of accuracy on the common events, even when the test is made on a representative sample.
Next, suppose that the sample size in the data set is increased from 100 to 1000. We know that increasing the sample size makes the model more accurate. The problem is that we cannot maintain equal numbers of examples for both events: we would need 500 type A's, but we have only 50. In this situation, we can just use a sample that includes all of the examples of type A (rare events), and non-type (common events) of which we have many examples. This produces a sample with 50 type A and 950 non-type A. Then there are 19 times as many non-type A as type A in the sample. This may cause a problem in a training neural network because the data is unbalanced. To alleviate this, it is necessary to give the type A's 19 times as much weight as the non-type A's. This reasoning leads to the method of stratifying coefficients discussed next.
Stratifying coefficients
We can make a stratified sample by modifying the backward pass through neural networks using backpropagation, where we accumulate the derivatives of the error with respect to each weight. During the backward pass, as we accumulate the derivatives, we add up not the sum of the derivatives but their weighted sum. For example, in the previous case, when the example is a type A, we add 19 times the derivative, but when the example is a non-type A, we add just the derivative. At the end of the epoch, when we change the weights, each type A will have 19 times as much impact as each non-type A.
Derivation of a modified backpropagation algorithm
We derive a modified form of the backpropagation algorithm which includes a term to be called stratifying coefficient (SC), and to be denoted by c(x). It is included in the computation of the error terms associated with the final output layer of the neural network. The SC is similar to LRWF, but the basic idea is different. SC adds more weight to the rare event to make a sample stratified while LRWF gives less weight to the rare event to make a sample representative.
Consider a specific weighted error, E p , due to the presentation of the input vector x p as
where D pj is the jth component of the desired output vector due to the presentation of input vector X p . The output of node j of the output layer, which is the N th layer, is denoted as Z N pj (X p , w) . The SC, c(X p ) evaluated at the present input vector, equals the ratio of the probability of the common event to the probability of the class of X p . The dependence of Z N pj on the present input vector X p and the weights denoted by w will be suppressed in the following notation.
The output of node j in the mth layer due to the presentation of the input vector X p is defined as
where f (·) is a continuously differentiable, nondecreasing, nonlinear activation function such as a sigmoid. Furthermore, the input to node j of the mth layer due to the presentation of the input vector X p is defined as
where w m denotes the weight matrix between the mth and the (m − 1)th layer of the networks.
The backpropagation algorithm applies a correction w ji to synaptic weight w ji , which is proportional to the instantaneous gradient
. According to the chain rule, we may express this gradient as follows:
The negative of the gradient vector components of the error E p with respect to Y m pj are given by
Applying the chain rule allows this partial derivative to be written as
The second factor can be easily computed from equa-
which is simply the first derivative of the activation function evaluated at the present input to that particular node. In order to compute the first term, consider two cases. The first case is when the error signal is developed at the output layer N . This can be computed from equation (1) as
Substituting equations (8) and (9) into equation (7) yields
For the second case, when computing the error terms for some layer other than the output layer, the δ pj 's can be computed recursively from those associated with the output layer as
Combining this result with equation (6) gives
These results can be summarized in three equations. First, an input vector X p is propagated through the network until an output is computed for each of the output nodes of the output layer. These values are denoted as Y N pj . Next, the error terms associated with the output layer are computed by equation (10) (13) where η represents the learning rate of the networks. Usually η is chosen to be some nominal value such as 0.01.
As compared to the regular backpropagation algorithm (Rumelhart et al., 1986) , the only change is the inclusion of the stratifying coefficient in equation (10). All other steps of the backpropagation algorithm remain the same.
Approximation of a posteriori probabilities
Neural networks can provide outputs to approximate a posteriori probabilities that can be used for higher level decision making. Conventional statistical methods like Parzen density estimation can also be used for this purpose, but they are less reliable with high dimensional inputs.
We can estimate how the networks with the stratifying coefficient scheme approximate a posteriori probabilities. We will assume a 2-class problem, but the results can be simply generalized to more number of classes. With a squared-error cost function and without stratifying coefficient, the network parameters are chosen to minimize the following cost function:
The above equation represents a sum of squared errors, with two errors appearing for each input-class pair. For a particular pair of input X and class C j , each error,
is simply the difference of the actual network output Z i (X ) and the corresponding desired output D i . The two errors are squared, summed, and weighted by the joint probability f (X, C j ) of the particular input-class pair.
In the backpropagation algorithm with stratifying coefficient, the new weighted error function to be minimized is given by
This result can be written as
where
Expanding the bracketed expression in equation (18) yields
Exploiting the fact that Z 2 i (X ) is a function only of X and 2 j=1 f (C j |X ) = 1 allows equation (20) to be expressed as
For a two-class problem, D i equals 1 if input X belongs to class C i and 0 otherwise. Therefore,
Adding and subtracting (22) allows it to be written in the following form:
Since the second term in equation (25) is independent of the networks outputs, minimization of E a is achieved by choosing network parameters to minimize the first term. Equation (25) can be interpreted as
where E x * [·] is the expected value with respect to the modified distribution f * (X ). Minimization of E a is achieved by minimizing the first term in equation (26). This means the neural network outputs approximate a posteriori probabilities based on the modified distribution when E a is minimized. This shows the mean square error approximation is computed as if the input vector X were drawn from f * (X ) rather than f (X ). This result shows that we can approximate a posteriori probabilities of rare events more accurately by using stratifying coefficients. This conclusion will be observed to coincide with experimental results discussed in Section Experimental results.
Bootstrap stratification
We propose an alternative approach to sample stratification. Here, the examples from the entire data are organized in a number of subsets. All of the bootstrapped examples of the smaller class and an equal number of subsamples of the larger class constitute a subset. With these groups of data, we train a set of neural networks. Since there are an equal number of occurrences of every event, the neural networks spend as much time in learning about the rare events as about the common events.
This approach comes out of three basic facts: first, bootstrap methods are valuable in situations where data sizes are too small to invoke good results. Secondly, a classifier trained with subsampled data does not degrade much compared with the one trained with complete data. Third, aggregating can improve performance of a classifier.
Bootstrap procedures
In general, the bootstrap is a technique for resampling the given data in order to induce information about the sampling distribution of a classifier (Zoubir and Boashash, 1998) . This generates multiple copies of a classifier. Aggregation averages over the copies when predicting a numerical outcome and does a multiple vote when predicting a class. The multiple copies are made by building bootstrap replicates of the learning set and using these as new learning sets. The method can be quite effective, especially for a learning algorithm in which a small change in the data affects a large change in the computed hypothesis.
The original bootstrapping algorithm is as follows [Efron] : for each trial t = 1, 2, . . . , T , the training set of size N is sampled (with replacement) from the original examples. In the training set, some examples may not appear while others may appear more than once. A classifier C t is generated from the sample. The final classifier C * is formed by aggregating the T classifiers from these trials. To classify an instance X , a vote for class k is recorded by every classifier for which C t (X ) = k, and C * (X ) is then the class with the most votes.
Bootstrapping of rare events and subsampling of common events
In experimental work reported in a later section, we have obtained better results with a modified version of the bootstrapping algorithm. In the modified method, the examples from the rare event are replicated in every subset. Then, common event data are divided among the subsets to make them equally balanced with respect to the rare event data. That means sampling without replacement from data to get subsamples.
Aggregating multiple neural networks
The earliest attempt at combining multiple networks can be credited to Nilsson (1965) who proposed 'committee' machines based on a collection of single layer networks as an attempt to design multilayer neural networks that could classify complicated data. Hansen and Salamon (1990) discussed the application of an ensemble of multilayer neural networks. The parallel self-organizing consensual neural network was proposed by Valafar and Ersoy (1990) and the parallel consensual neural network by Benediktsson et al. (1997) . Opitz and Shavlik ellingn or (1996) presented a technique that searched for a correct and diverse population of neural networks to be used in ensemble by genetic algorithms. Tumer and Ghosh (1995) provided an analytical framework to quantify the improvements in classification results due to combining. Freund and Schapire (1995) proposed a boosting method which produce a set of classifiers by adjusting the weights of training instances and combine them by voting.
Bootstrap aggregating rare event neural network
The concepts discussed above lead to the formulation of the bootstrap aggregating rare event neural network (BARENN). It is developed for the purpose of increasing classification accuracy, reducing learning times, obtaining a high degree of robustness and achieving a truly parallel architecture.
The BARENN consists of a set of unit neural networks (UNNs). Each unit is a particular neural network, and can be trained by a learning algorithm such as backpropagation or delta rule. The training procedure for the BARENN is as follows:
1. Divide common event data into n data sets; 2. Bootstrap rare event data into n data sets; 3. Train n NNs independently; 4. Combine the outputs of the individual neural networks by consensus.
The system block diagram for BARENN is shown in Figure 1 . In order to compare the modified bootstrapping algorithm with the original bootstrapping algorithm, another neural network architecture was used as follows:
1. Bootstrap common event data into n data sets; 2. Bootstrap rare event data into n data sets with replacement. Then each data set may have a size larger than the original rare event data size. The data sets of common event and rare event have the same size;
Train n NNs independently;
4. Combine the outputs of the individual neural networks by consensus.
Experimental results are compared with both algorithms in a later section.
Data sets used in experiments
Genomic sequence data I The first genomic data set consisted of Alu sequences (17 073 entries) obtained from Jurka's Repbase Repository (Jurka, 1997) . Table 1 The other set of genomic data (Unique Sequences) correspond to annotated human coding sequences in UniGene at NCBI. All annotated human unique sequences were extracted (41 120 entries). They represent protein coding regions. From this set, we discarded the entries that did not contain the string 'complete cds', where cds represents the coding region. We obtained 6120 entries. For these sequences, only the coding region was used for training the neural networks. 
Genomic sequence data II
This data set is another genomic sequence data different from the one in Section Genomic sequence data I. One class from leader region of human DNA sequences were taken from UniGene files in NCBI Repository. The other class represents non-leader sequence and were obtained from coding region of protein coding regions and some repetitive DNA regions from NCBI Repository.
Normally distributed data
The second data set is a set of synthetically generated two-dimensional, Gaussian-distributed patterns with two classes labeled as 1 and 2. The conditional probability density functions for the two classes are given by .
Experimental results
The classification performances of the new schemes were compared with a backpropagation neural network (BP), and a BP network incorporating LRWF. The results are provided in Tables 3-14 . In these tables, detection probability is defined as the percentage of rare events that are correctly classified as rare events. Similarly, false alarm rate is defined as the percentage of the total number of events falsely declared as rare events. The overall testing classification accuracy by 10-fold cross validation and split-sample validation are also given. First, neural network layer architectures were investigated in terms of number of hidden layers and number of hidden nodes in each layer. The presented experimental results were obtained using the networks with 256 nodes in the input layer, 32 nodes in the hidden layer and 2 nodes in the output layer. This configuration was chosen after performing t-test when using genomic data on various hidden node configurations with error performances for every 10-fold cross-validation, and the results are shown in Table 12 (Yang et al., 1996) . The t-values as compared to the critical t-value show that all these networks have sufficiently different performances and the neural network with 32 hidden nodes was chosen because it gave the highest cross-validation testing accuracy. As an overfitting avoidance methodology, we used 10% of training set as a 'validation set' to determine when to stop training. We used three different kinds of data to draw generalpurpose conclusions. The first set of experiments had 2000 examples. The ratio of common event to rare event (to be referred to as class ratio) was chosen as 3 : 1, 9 : 1 and 19 : 1. For example, in the 3 : 1 ratio, the data contained 500 Alu sequences and 1500 sequences from UniGene (non-Alu).
Tables 2-5 show the experimental results by cross validation. Tables 6-9 show the experimental results by split-sample validation. Table 2 shows the results of a conventional neural network. It is observed that the network does not perform well as the class ratio increases. In Table 3 , similar results were obtained with a 2-stage BP network with LRWF. In these two cases, the neural networks performed poorly. Table 4 shows that the first proposed scheme for rare event detection in very unbalanced data performs well. We note the BP with LRWF and the BP with stratifying coefficient (SC) have similar weighting schemes, but the weights and consequently the results are different. Table 5 shows the results of the BP with bootstrap stratification. Very similar results were obtained by split-sample validation as shown in Tables, 6-9 . Here, we can see the result of simple BP is slightly worse than those of the proposed ones for we use 1000 training data as compared to 2000 training data in the previously results. The results with another genomic sequence set which is leader and non-leader genomic sequences are given in Table 10 to give more general purpose conclusion in genomic sequence analysis. Class ratio was 3 : 1. This was a very difficult problem and classification accuracy was not very good but leader regions were successfully detected with the neural network with SC as shown in Figures 2 through 7 .
The results with Gaussian distributed synthetic data are shown in Table 11 . Both cases were tested with cross validation. Class ratio was 9 : 1 for Gaussian data and 6 : 1 for remotely sensed data. It is observed that detection probability increases in both cases with the proposed methods, although there were slight increases in false alarm rate for the Gaussian data. In Table 11 , large improvement is observed with the proposed schemes in terms of detection probability and false alarm rate for remotely sensed data. We note that Gaussian data is two-dimensional data, whereas genomic data is 256-dimensional. These results may imply that proposed schemes achieve larger improvement in detection probability and false alarm rate as the dimensionality of the input data increases.
The experimental results of a bootstrap stratification neural network algorithm using the original bootstrapping algorithm as discussed in Section Bootstrap aggregating rare event neural network are shown in Tables 13  through 14 . These results are not promising since rare event detection becomes totally dominant.
Finally, the experimental results with two long general sequences were given to prove the usability of our schemes. Two long sequences, U21730 and L34157 were obtained for testing from GenBank, also are located at http://128.46.200.193/sharing/bioinfo. With the trained SC-neural network, we detected the leader regions. For both cases, our system found out the leader regions almost exactly. Figure 2 shows the testing results for sequence U21730. 
Conclusions
In this paper, we presented neural network methods for rare event detection in association with human DNA sequences. Two sample stratification techniques were developed for rare event detection. In the first scheme, we introduced the stratifying coefficients which modify the probability distribution of the underlying random process in order to make rare events appear to occur more frequently. The stratifying coefficients multiply the weighted sum of the derivatives during the backward pass of training in the modified backpropagation algorithm. In the second scheme, we introduced a bootstrap technique which is especially valuable when data sizes are too small to invoke good results. These two schemes make rare events have a better chance of being represented in the sample for training, and improve the detection probability and false alarm rate of rare events. The results indicate that the proposed schemes have the potential of significantly improving the classification performance of neural networks to recognize rare events. Currently, we do not know the acceptable minimum data size for rare event detection. Another research direction would be towards investigating the relationship between the performance and the number of bootstrap replicates. We cannot arbitrarily increase the number of replicates for better performance without considering complexity problems as well as saturation of improvement of classification accuracy. The size of the data should also be sufficiently large for the classifier to distinguish between classes rather than just function as a table lookup mechanism. A reasonable bound for the number of replicates considering the performance and the complexity of the neural networks is a topic for further research.
