Many engineering applications can be formulated as optimizations constrained by conservation laws. Such optimizations can be efficiently solved by the adjoint method, which computes the gradient of the objective to the design variables. Traditionally, the adjoint method has not been able to be implemented in many "gray-box" conservation law simulators. In gray-box simulators, the analytical and numerical form of the conservation law is unknown, but the full solution of relevant flow quantities is available. In this paper, we consider the case where the flux function is unknown. This article introduces a method to estimate the gradient by inferring the flux function from the solution, and then solving the adjoint equation of the inferred conservation law. This method is demonstrated in the sensitivity analysis of two flow problems.
Introduction
Optimization problems are of great interest in the engineering community. We consider an optimization problem to be constrained by conservation laws. For example, oil reservoir simulations may employ PDEs of various flow models, in which different fluid phases and components satisfy a set of conservation laws. Such simulations can be used to facilitate the oil reservoir management, including optimal well placement Zandvliet (2008) and optimal production control Brouwer (2004) ; Ramirez (1987) . Another example is the cooling of turbine airfoils. We are interested in optimizing the interior flow path of turbine airfoil cooling to minimize pressure loss Verstraete (2013) ; Coletti (2013) .
In many cases, such simulations can be computationally costly, potentially due to the complex computational models involved, and large-scale time and space discretization. Furthermore, the dimensionality of the design space, d, can be high. For example, in oil reservoir simulations, the well pressure can be controlled at each well individually, and they can vary in time. To parameterize the well pressure, we require N m number of design variables, where N is the number of wells, and m is the number of parameters, to describe the variation in time for each well. Similarly, in turbine airfoil cooling, the geometry of the internal flow path can also be parameterized by many variables. Optimizing a high-dimensional design, c, can be challenging. A tool to enable efficient high-dimensional optimization is adjoint sensitivity analysis Lion (1971) , which efficiently computes the gradient of the objective to the design variables. The continuous adjoint method solves a continuous adjoint equation derived from the conservation law, which requires the PDE of the conservation law. The discrete adjoint method solves a discrete adjoint equation derived from the numerical implementation of the conservation law, which requires the simulator's numerical implementation. Adjoint automatic differentiation applies the chain rule to every elementary arithmetic operation of the simulator, which requires accessing and modifying the simulator's source code. The adjoint methods has been applied to the sensitivity analysis of many problems, such as aerodynamic design Jameson (1988) , oil reservoir history matching Chen (1974) and optimal control Ramirez (1984) ; Zandvliet (2008) .
We are mainly interested in gray-box simulations. By gray-box, we mean a conservation law simulation without the adjoint method implemented. Furthermore, we are not able to implement the adjoint method when the governing PDE for the conservation law and its numerical implementation is unavailable: for example, when the source code is proprietary or legacy. Another defining property of gray-box simulation is that it can provide the space-time solution of the conservation law. If the simulation solves for timeindependent problems, a gray-box simulation should be able to provide the steady state solution. In contrast, we define a simulator to be a blackbox, if neither the adjoint nor the solution is available. The only output of such simulations is the value of the objective function to be optimized. If the adjoint method is implemented or is able to be implemented, we call such simulations open-box. We summarize their differences in Table 1 . We are also interested in the scenario where the space-time or spatial state variables can be measured experimentally. For example, the Schlieren imaging technique is widely used to visualize transparent flows by the deflection of light, due to the refractive index gradient. The imaging can be used to reconstruct the distribution of the flow density Bystrov (1998) . Another example is the plasma diagnostics which includes a large pool of experimental techniques to measure the plasma properties Chen (1976) . For example, the Langmuir probe and the magnetic probe can measure the local temperature, the ion density, and the velocity of a plasma. The spectroscopic methods can measure line-integrated quantities such as the number density of certain ions species. Those techniques are widely used to monitor and control plasmas in real time. Such experimental techniques provides abundant data to reconstruct the state variables of the fluid with a certain fidelity. However, similar to the case of gray-box simulation, the experiments do not provide the sensitivity information directly. This paper will focus on the gray-box simulation, and assume that the state variables are generated from simulations. But our framework is also applicable when the state variables are generated experimentally.
Depending on the type of simulation involved, we may choose different optimization Adjoint-based gradient estimation fromgray-box solutions of unknown conservation laws 3 methods. If the simulation is black-box, we may use derivative-free optimization methods. Derivative-free methods require only the availability of the objective function value, but not the derivative information Rios (2013) . Such methods are popular because they are easy to use. However, when the dimension of the design space increases, derivative-free methods may suffer from the curse of dimensionality. The curse of dimensionality refers to problems caused by the rapid increase in the search volume associated with adding an extra dimension in the search space. The resulting increase of search volume increases the number of objective evaluation required. It is not uncommon to encounter tens or hundreds of dimensions in real life engineering problems, making derivative-free methods computationally expensive.
If the simulation is open-box, we may use gradient-based optimization methods. Such methods use the gradient information to locate a local optimum. A well-known example is the quasi-Newton method Dennis (1977) . When the design space is highdimensional, gradient-based methods can require fewer objective evaluations to converge than derivative-free methods. Let c be the design variables, u be the flow solution, and J be the objective value. Gradient-based optimization methods require
, the total derivative of the objective to the design variables. The term dJ dc can be evaluated efficiently by using adjoint methods. The continuous adjoint method derives the continuous adjoint equation from the PDE of the simulation through the method of the Lagrange multiplier; therefore, it requires knowing the PDE of the simulator. The discrete adjoint method applies variational analysis to the discretized PDE, and it requires knowing the discretized PDE of the simulator. The discrete adjoint method can be implemented by using automatic differentiation (AD). AD decomposes the simulation into elementary arithmetic operations and functions, and then applies the chain rule to compute the gradient. Because adjoint methods require access to the PDE and its discretization, they cannot be directly applied to gray-box simulations.
If the simulation is gray-box, we cannot apply the adjoint method to the gray-box conservation law to compute the gradient. In current practice, gray-box simulations are often treated as black-box simulations, to which adjoint-based optimization is not applicable. The gray-box simulation is viewed as a calculator for the objective, while its space-time solution is neglected. This paper introduces a method to enable adjoint-based optimization on gray-box simulations. We propose a two-step procedure to estimate the objective's gradient by using the gray-box simulation's space-time solution. In the first step, we infer the conservation law governing the simulation by using its space-time solution. In the second step, we apply the adjoint method to the inferred conservation law to estimate the gradient.
In the remainder of the paper, Section 2 defines the particular type of gray-box models considered in this paper. Section 3 explains why it can be feasible to infer the governing PDE from the output of the gray-box model, i.e. the space-time solution. Section 4 describes how the PDE can be inferred. Section 5 demonstrates that our method works on a 1-D porous media flow problem and a 2-D Navier-Stokes flow problem.
Optimization constrained by gray-box conservation laws: Problem definition
We consider the case in which the governing PDE is a conservation law. For example, time-dependent conservation laws can be written aṡ
where u is a vector representing flow quantities,u is the derivative of u with respect to time, c represents the design variables, t ∈ [0, T ] is time; and x ∈ Ω ⊆ R n is the spatial coordinate. Ω may depend on the design variables, c. F is the flux tensor. q is a source vector that may also depend on c. The boundary and initial conditions are known. The discretized space-time solution of Eqn.(2.1) given by a gray-box simulation is written aŝ u(t i , x i ; c) , i = 1, · · · , N , where t = {t 1 , · · · , t N } indicates the discretized time, and x i indicates the spatial discretization at time t i .
If we are only interested in the steady state solution of the conservation law, the flow solution satisfies
where u ∞ is the converged solution of of Eqn.(2.1) at t → ∞.
In many cases, Eqns.(2.1) or (2.2) are unknown. In this paper, we consider the case where the flux F is unknown. We provide two examples to illustrate conservation laws with unknown fluxes. The first example is a 1-D two-phase flow in porous media Buckley (1942) . The governing equation can be written as
where x ∈ [0, 1] is the space domain; u = u(t, x), 0 ≤ u ≤ 1, is the saturation of phase I (e.g. water), and 1 − u is the saturation of phase II (e.g. oil); c = c(t, x) is the design variable. c > 0 models the injection of phase I replacing phase II; and c < 0 represents the opposite. F is an unknown flux that depends on the properties of the porous media and the fluids.
The second example is a 2-D Navier-Stokes flow for a fluid with an unknown state equation. Let ρ, u, v, E, and p denote the density, Cartesian velocity components, total energy, and pressure. The governing equation is
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The pressure is governed by an unknown state equation
where U denotes the internal energy per volume,
The state equation depends on the property of the fluid.
For time-dependent problems, we are interested in solving the optimization problem
where u satisfies Eqn.(2.1) whose flux, F , is unknown. Notice that j can depend explicitly on c, while u depends implicitly on c. If we are interested in the steady state, we optimize
where u ∞ satisfies Eqn.(2.2) whose flux, F , is unknown.
Infer conservation laws by the space-time solution
Because Eqns. (2.1) or (2.2) haves an unknown flux, the adjoint method cannot be applied to evaluate dJ dc . To enable the adjoint method in such a scenario, we will infer the unknown flux.
We use the space-time solution of the gray-box simulations to infer the flux. There are several benefits by using the space-time solution Chen (2012 Chen ( , 2014 . Firstly, in conservation law simulations, the flow quantities only depend on the flow quantities in a previous time inside a domain of dependence. When the timestep is small, the domain of dependence can be small, as well. For example, for scalar conservation laws without exogenous control, we can view solving the conservation law for one timestep ∆t at a spatial location as a mapping R ω∆t → R, where ω ∆t ∈ Ω is the domain of dependence. By applying such mapping repeatedly to all x ∈ Ω and t ∈ [0, T ] (in addition to the boundary and initial conditions), we perform a space-time simulation of the conservation law. Generally, the size of ω ∆t is small. Therefore, in the discretized simulation of conservation laws, the number of discretized flow variables involved in ω ∆t is small, as well, making it feasible to infer the mapping.
Secondly, the space-time solution at almost every space-time grid point can be viewed as a sample for the mapping R ω → R. Because the number of space-time grid points in gray-box simulations is generally large, we have a large number of samples to infer the mapping. In Eqn.(2.1) and (2.2), such a mapping is determined by the flux. Therefore, we will have a large number of samples to infer the flux, making the inference potentially accurate.
Thirdly, in many optimization problems, the design space is high dimensional only Figure 1 : Domain of dependence: in conservation law simulations, the flow quantities at a given location depend on the flow quantities at an older time only within its domain of dependence. The two planes in this figure indicates the spatial solution at two adjacent timesteps. The domain of dependence can be much smaller than the overall spatial domain when the timestep is reasonably small. because the design is space-and/or time-dependent. In order to parameterize the spacetime dependent design, a large number of design variables will be employed. However, the flow quantities only depend on the design variables in the domain of dependence. Therefore, even if the overall number of design variables is high, the number of design variables involved in the mapping is limited, making the inference problem potentially immune to the design space dimensionality. 
Twin model inference as an optimization problem
Conventionally, we have a given PDE, and want to compute its space-time solution. However, in a twin model, we want to infer the PDE to match a given space-time solution. Finding a suitable PDE, specifically a suitable flux function, can be viewed as an inverse problem, which can be solved by optimization. We define a metric for the mismatch of the space-time solutions. Given the same inputs (design variables, initial conditions, and boundary conditions), a twin model should yield a space-time solutionũ such thatũ is close to u. Suppose that the twin model and the primal model use the same discretization; we use the following expression to quantify the mismatch:
where |∆x i | indicates the lengths (1-D), areas (2-D), or volumes (3-D) of the grid. If the space-and/or time-grids are different, then a mapping P from u toũ is required. In this case, the mismatch is defined by
For the present examples, we assume that the grids are the same for the purpose of simplicity.
We parameterize the flux function and infer the parameterization that minimizes M. Let the parameterized flux function be G(ũ, ξ), where ξ values are the parameters. The inference problem is stated as follows:
whereũ is the discretized space-time solution oḟ Similarly, if we are interested in the steady state solution, we have
The inference problem is stated as follows:
where u is the discretized spatial solution of the gray-box simulation, andũ is the discretized spatial solution of
The match of space-time solutions does not ensure the match of flux functions. The problem can be ill-posed to infer F on a domain not covered by the gray-box solution u. In other words, the basis for modeling the flux may be over-complete. We will call a domain of u "excited" if inferring F is well-posed on that domain. The ill-posedness can be allieviated by basis selection. It has been shown that basis selection can be performed by Lasso regularization corresponding to p = 1 Tibshirani (1996) . We will set p = 1 in this article. Because the twin model is an open-box system, Eqns.(4.3) and (4.6) can be solved by adjoint gradient-based methods. The parameterization of the twin model flux G will be problem-dependent. We will discuss this topic in Section 5.
Numerical examples
In this section, we demonstrate the twin model with two numerical examples.
Gradient estimation for a 1-D porous media flow
Consider a 1-D PDE ∂u ∂t Buckley (1942) , whose flux is
where A is a constant. In the following we assume the graybox simulation solves Eqn.(5.1) and (5.4) with A = 2.
Assuming that F (u) is unknown, we will fit a twin model using the graybox simulation. We parameterize the twin model according to Eqn.(4.4)
with the same initial condition, boundary conditions, and exogenous control. Generally, the flux F is a monotonic increasing function. To respect this fact, we choose g values as a family of sigmoid functions
where η k and σ are constants. Therefore, we just need to set ξ ≥ 0 to enforce the monotonicity of the flux. We will use a second-order finite volume discretization and Crank-Nicolson time integration scheme in the twin model. To infer the coefficients ξ, we minimize
We use the low-memory Broyden-Fletcher-Goldfarb-Shannon (BFGS) algorithm Nocedal (1980) for the minimization. L-BFGS approximates the Hessian using only the gradients at newer previous iterations, and inverses the approximated Hessian efficiently using the Sherman-Morrison formula. The gradient, We set c = 0, and test the quality of the twin model given several initial conditions. These initial conditions are shown in Fig. 3 . For different initial conditions, the excited domain will be different. Let u max = max t,x u(t, x) and u min = min t,x u(t, x), we expect the inferred flux to match the true flux within [u min , u max ]. In Eqn.(2.1), we can add a constant to the flux while yielding the same solution u. Therefore, we should compare Using the twin model, we can estimate the objective's gradient by applying the adjoint method to the twin model, i.e. we approximate Fig.5 The result is encouraging, as the gradient computed by the twin model provides a good approximation of the gradient of the primal model. We reiterate that the good approximation quality benefits from the matching of the space-time solution. The inner and outer boundaries of the bend are generated by the control points using quadratic B-spline. We estimate the gradient of the steady state mass flux to the red control points' coordinates.
Gradient estimation of Navier-Stokes flows
In the second numerical test case, we consider a compressible internal flow in a 2-D return bend channel. The flow is driven by the pressure difference between the inlet and the outlet. The flow is governed by Navier-Stokes equations, Eqn.(2.4). Navier-Stokes equations require an additional state equation, Eqn.(2.6), for closure. Many models of the state equations have been developed, including the ideal gas equation, the van der Waals equation, and the Redlich-Kwong equation Murdock (1993) .
The inner and outer boundaries at the bending section are each generated by 6 control points using quadratic B-spline. The control points are shown by the red and gray dots in Fig.6 . The gray control points are fixed on the straight sections. The spanwise grid is generated by geometric grading. The streamwise grid at the straight and the bending section are each generated by uniform grading, except at the sponge region. The pressure at the outlet is set to be a constant p out while the total pressure at the inlet is set to be a constant p t,in . Let ρ ∞ be the steady state density, and u ∞ = (u ∞ , v ∞ ) be the steady state Cartesian velocity. The steady state mass flux is
We want to estimate the gradient of the steady state mass flux to the red control points' coordinates.
When the state equation of the fluid is unknown, the adjoint method cannot be applied directly to estimate the gradient. We use the proposed twin model to infer the state Figure 7 : An example of the steady state velocity, energy, and density provided by the gray-box simulation. In the velocity subplot, the magnitude of the velocity is overlayed with the velocity vectors.
equation from the steady state solution of the gray-box simulation. Assume that the gray-box simulation provides ρ ∞ , u ∞ , and E ∞ . Fig.7 shows an example of the solution.
We parameterize the unknown state equation by
where
R i are radial basis functions, and S j are sigmoid functions. Let the density of the graybox solution be in the range of [ρ min , ρ max ], and let the internal energy of the gray-box solution be in the range of [U min , U max ]. We set ρ i , i = 1, · · · , N ρ to be equally spaced in [ρ min , ρ max ], and set U j , j = 1, · · · , N U to be equally spaced in [U min , U max ]. We constrain α values to be positive to respect the fact that pressure monotonically increases with the internal energy. p 0 is a scalar. We set σ ρ = ρmax−ρmin Nρ
We define the solution mismatch, Eqn.(4.5), as
where w ρ , w u , w v , and w E are positive weight constants. · is the L 2 norm. To infer The first group of images is for the ideal gas, the second group of images is for the van der Waals gas, and the third group of images is for the Redlich-Kwong gas. For each gas, we show the solution mismatch of velocity, energy, and density. For all three test cases, the relative error of the velocity, energy, and density is small.
Redlich-Kwong gas Using the inferred state equation, we are able to compute the gradient of the mass flux to the countrol points at the bending section. For example, the gradient and the perturbed boundary for the ideal gas are shown in Fig.10 . For all the three gases, the difference between the gray-box gradient and the twin model gradient is hardly visible.
We summarize the estimated gradient computed by the twin model in Fig.11 , which is compared with the gradient computed by the gray-box model. For each gas, we compare the x-component and the y-component of the gradients. Twin model demonstrates to estimate the gradients accurately. 
Conclusion
We propose a method to estimate the objective's gradient when the simulator is a gray-box conservation law simulator and does not implement the adjoint method. The proposed method uses the space-time or spatial solution of the gray-box simulation to infer a twin model. There are several benefits to use the space-time or spatial solution. Firstly, in many conservation law simulations, flow quantities have a small domain of dependence. Secondly, the space-time or spatial solution from a single simulation provides a large number of samples for the inference. Thirdly, in many high-dimensional design problems, the design variables are space-time or spatially distributed, so the inference's input dimension does not scale up with the design dimension. The twin model method enables adjoint computation. We use the gradient computed by the twin model to estimate the gradient of the gray-box simulation.
The twin model method is demonstrated on a 1-D porous media flow problem and a 2-D Navier-Stokes problem. In the 1-D problem the flux function is unknown. We are able to infer the flux function in the excited domain. Using the inferred twin model, we estimate the gradient of the objective to the space-time dependent control. In the 2-D problem, the state equation is unknown. We are able to infer the state equation using the steady state solution of the gray-box model. Using the inferred state equation, we estimate the gradient of the mass flux to the coordinates of the control points. Our research shows that gradient can be efficiently estimated by adjoint method even if the simulator is gray-box.
The twin model enables adjoint computation for gray-box simulations. In the future, we plan to apply the twin model to high-dimensional optimization problems.
