Abstract. To every labeled poset (P, ω), one can associate a quasisymmetric generating function for its (P, ω)-partitions. We ask: when do two labeled posets have the same generating function? Since the special case corresponding to skew Schur function equality is still open, a complete classification of equality among (P, ω) generating functions is likely too much to expect. Instead, we determine necessary conditions and separate sufficient conditions for two labeled posets to have equal generating functions. We conclude with a classification of all equalities for labeled posets with small numbers of linear extensions.
Introduction
Because of their well-documented and well-known connections with other areas of mathematics, Schur functions and Littlewood-Richardson coefficients are central objects of study in algebraic combinatorics. A natural generalization of the class of Schur functions is the class of skew Schur functions, and these are also intimately connected to Littlewood-Richardson coefficients: specifically, LittlewoodRichardson coefficients can be defined as the coefficients that result from expanding a skew Schur function in the basis of Schur functions. Since skew Schur functions are too abundant to comprise a basis for the algebra of symmetric functions, it is natural to study relationships among them. Skew Schur functions are indexed by skew diagrams, and so an obvious first step is to ask when two skew diagrams correspond to equal skew Schur functions. This question has received considerable attention in recent years [BTvW06, Gut09, MvW09, RSvW07] , but remains wide open. In fact, building on [BTvW06, RSvW07] , a conjecture is given in [MvW09] for necessary and sufficient conditions for two skew diagrams to give the same skew Schur function, yet both directions of the conjecture are open.
Sometimes a way to gain insight into a problem is to consider a more general one, which was one of the motivating ideas behind the present work. A broad but natural generalization of a skew diagram λ/µ is a labeled poset (P, ω). Under this extension, semistandard Young tableaux of shape λ/µ are generalized to (P, ω)-partitions, as first defined in [Sta71, Sta72] . Moreover, the skew Schur function s λ/µ is generalized to the generating function K (P,ω) for (P, ω)-partitions. As we will see, K (P,ω) is a quasisymmetric function; see [Ges84] and [Sta99, §7.19 ] for further information about K (P,ω) . (We note here that K (P,ω) is different from another generating function for (P, ω)-partitions, namely F P,ω of [Sta12, §3.15] or its special case F P of [Sta86, §4.5] . In particular, the poset P can be recovered from F P or F P,ω , which is certainly not the case with K (P,ω) as we shall see in detail.)
Our goal, therefore, is to determine conditions on labeled posets (P, ω) and (Q, τ ) for K (P,ω) = K (Q,τ ) . If the latter equality is true, we will write (P, ω) ∼ (Q, τ ). A nontrivial example of such labeled posets is given in Figure 1 Not surprisingly, since the special case involving skew Schur functions remains open, we are unable to determine conditions on labeled posets that are both necessary and sufficient for K (P,ω) -equality. In fact, there are many interesting examples of K (P,ω) -equality that have no analogue in the skew Schur function case, with Figure 1 .1 being one such example. Instead, we address K (P,ω) -equality by giving some conditions that are necessary and some that are sufficient. Because this is the first paper on K (P,ω) -equality, we benefit from the opportunity to record some results that can be considered as "low-hanging fruit." We also present some more substantial results, but have not aimed to be exhaustive, and we hope that others will be attracted to the area by the wealth of unanswered questions.
The rest of this paper is organized as follows. In Section 2, we give the necessary background, including the definition of K (P,ω) . In Section 3, we make some initial observations pertaining to the equality question, some of which follow directly from the definition of K (P,ω) and others of which come from ideas already appearing in the literature. In Section 4, we give necessary conditions for K (P,ω) -equality based around the idea of the jump sequence of a labeled poset. Section 5 gives sufficient conditions for equality in the form of several operations that can be performed on labeled posets that preserve K (P,ω) -equality. In Section 6, we give conditions that are both necessary and sufficient for equality in the case of posets with at most three linear extensions; we show that all such equalities arise from simple equalities among skew Schur functions. We conclude in Section 7 with open problems.
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Preliminaries
In this section, we give the necessary background information about labeled posets, (P, ω)-partitions, K (P,ω) , and quasisymmetric functions; more details can be found in [Ges84] and [Sta99, §7.19 ].
2.1. Labeled posets and (P, ω)-partitions. All our posets P will be finite with cardinality denoted |P |. Let [n] denote the set {1, . . . , n}. The order relation on P will be denoted ≤ P , while ≤ will denote the usual order on the positive integers. A labeling of a poset is a bijection ω : P → [|P |]. A labeled poset (P, ω) is then a poset P with an associated labeling ω.
Definition 2.1. For a labeled poset (P, ω), a (P, ω)-partition is a map f from P to the positive integers satisfying the following two conditions:
•
In other words, a (P, ω)-partition is an order-preserving map from P to the positive integers with certain strictness conditions determined by ω. Examples of (P, ω)-partitions are given in Figure 2 .1, where the images under f are written in bold next to the nodes. The meaning of the double edges follows from the following observation about Definition 2.1. For a, b ∈ P , we say that a is covered by b in P , denoted a P b, if a ≤ P b and there does not exist c in P such that a < P c < P b. Note that a definition equivalent to Definition 2.1 is obtained by replacing both appearances of the relation a ≤ P b with the relation a P b. In other words, we require that f be order-preserving along the edges of the Hasse diagram of P , with f (a) < f (b) when a P b with ω(a) > ω(b). With this in mind, we will consider those edges a P b with ω(a) > ω(b) as strict edges and we will represent them in Hasse diagrams by double lines. Similarly, edges a P b with ω(a) < ω(b) will be called weak edges and will be represented by single lines. From the point-of-view of (P, ω)-partitions, the labeling ω only determines which edges are strict and which are weak. Therefore, many of our figures from this point on will not show the labeling ω, but instead show some collection of strict and weak edges determined by an underlying ω. Furthermore, it will make many of our explanations simpler if we think of ω as an assignment of strict and weak edges, rather than as a labeling of the elements of P , especially in the later sections. For example, we say that labeled posets (P, ω) and (Q, τ ) are isomorphic, written (P, ω) ∼ = (Q, τ ) if there exists a poset isomorphism from P to Q that sends strict (respectively weak) edges to strict (resp. weak) edges. We will be careful to refer to the underlying labels when necessary.
If all the edges are weak, then P is said to be naturally labeled. In this case, a (P, ω)-partition is traditionally called a P -partition (although sometimes the term "P -partition" is used informally as an abbreviation for "(P, ω)-partition," as in the title of this paper). Note that if P is a naturally-labeled chain, then a P -partition gives a partition of an integer, and generalizing the theory of partitions was a motivation for Stanley's definition of (P, ω)-partitions [Sta72] .
2.2. The generating function K (P,ω) . Using x to denote the sequence of variables x 1 , x 2 , . . ., we can now define our main object of study K (P,ω) .
Definition 2.2. For a labeled poset (P, ω), we define the (P, ω)-partition generating function K (P,ω) = K (P,ω) (x) by
where the sum is over all (P, ω)-partitions f .
For example, the (P, ω)-partitions of Figure 2 .1 would each contribute the monomial x 2 2 x 2 3 x 7 to their respective K (P,ω) . As another simple example, if (P, ω) is a naturally-labeled chain with three elements, then
Example 2.3. Given a skew diagram λ/µ in French notation with n cells, label the cells with the numbers [n] in any way that makes the labels increase down columns and from left to right along rows, as in Figure 2 .2(a). Rotating the result 45
• in a counter-clockwise direction and replacing the cells by nodes as in Figure 2 .2(b), we get a corresponding labeled poset which we denote by (P λ/µ , ω) and call a skewdiagram labeled poset. Under this construction, we see that a (P λ/µ , ω)-partition corresponds exactly to a semistandard Young tableau of shape λ/µ. Therefore K (P λ/µ ,ω) is exactly the skew Schur function s λ/µ , justifying the claim in the introduction that the study of K (P,ω) -equality is a generalization of the study of skew Schur equality. 2.3. Quasisymmetric functions. It follows directly from the definition of quasisymmetric functions below that K (P,ω) is quasisymmetric. In fact, K (P,ω) served as motivation for Gessel's original definition [Ges84] of quasisymmetric functions. For a formal power series g in the variables
Definition 2.4. A quasisymmetric function in the variables x 1 , x 2 , . . ., say with rational coefficients, is a formal power series g = g(x) ∈ Q[[x 1 , x 2 , . . .]] of bounded degree such that for every sequence a 1 , a 2 , . . . a k of positive integer exponents, we
Notice that we get the definition of a symmetric function if we replace the condition that the sequences i 1 , i 2 , . . . i k and j 1 , j 2 , . . . , j k be strictly increasing with the weaker condition that each sequence consists of distinct elements. As an example, the formal power series 1≤i<j x 2 i x j is quasisymmetric but not symmetric.
In our study of K (P,ω) -equality, we will make use of both of the classical bases for the vector space of quasisymmetric functions. If α = (α 1 , α 2 , . . . , α k ) is a composition of n, then we define the monomial quasisymmetric function M α by
It is clear that the set {M α }, where α ranges over all compositions of n, forms a basis for the vector space of quasisymmetric functions of degree n. As we know, compositions of n are in bijection with subsets of [n−1], and let S(α) denote the set {α 1 , α 1 +α 2 , . . . , α 1 +α 2 +· · · α k−1 }. Furthermore, for a subset S of [n−1], we write co(S) for the composition α of n satisfying S(α) = S. It will be helpful to sometimes denote M α by M S(α),n . Notice that these two notations are distinguished by the latter one including the subscript n, which is helpful due to S(α) not uniquely determining n.
The monomial quasisymmetric basis is natural enough that we can see directly from Definition 2.2 how to expand K (P,ω) in this basis. Indeed, for the composition α = (α 1 , . . . , α k ), the coefficient of M α in K (P,ω) will be the number of (P, ω)-partitions f such that |f −1 (1)| = α 1 , . . . , |f −1 (k)| = α k . Again for α a composition of n, the second classical basis is composed of the fundamental quasisymmetric functions F α , defined by
The relevance of this latter basis to K (P,ω) is due to Theorem 2.5 below, which first appeared in [Sta71, Sta72] , although the first appearance in the language of quasisymmetric functions is in [Ges84] . Every permutation π ∈ S n has a descent set Des(π) given by {i ∈ [n − 1] : π(i) > π(i + 1)}, and we will call co(Des(π)) the descent composition of π. Let L(P, ω) denote the set of all linear extensions of P , regarded as permutations of the ω-labels of P . For example, for the labeled poset of Figure 2 
Example 2.6. The labeled poset (P 1 , ω 1 ) of Figure 2 .3(a) has L(P, ω) = {213, 231} and hence We conclude this section with the nice observation that the labeled poset (P 2 , ω 2 ) of Figure 2 .3(b) satisfies
and this is the smallest nontrivial example of K (P,ω) -equality. Moreover, it will serve as a building block for larger K (P,ω) -equalities, particularly in Section 6. That (P 1 , ω 1 ) ∼ (P 2 , ω 2 ) is no surprise once we observe that (P 1 , ω 1 ) (resp. (P 2 , ω 2 )) comes from the skew diagram 21 (resp. 22/1) under the construction of Example 2.3; it is well-known (e.g. [Sta99, Exer. 7.56(a)]) that skew Schur functions are invariant under a 180
• rotation of their skew diagrams.
The equality question: initial observations
In this section we collect some basic results about conditions on labeled posets (P, ω) and (Q, τ ) for (P, ω) ∼ (Q, τ ).
The first observation follows directly from the definition of K (P,ω) , Definition 2.2.
Theorem 2.5, along with the fact that the fundamental quasisymmetric functions form a basis for the quasisymmetric functions, gives another necessary condition.
The next result answers the question of whether a naturally labeled poset can have the same generating function as a non-naturally labeled poset.
Proposition 3.3. Suppose (P, ω) is a naturally labeled poset and
Proof. Observe that (P, ω) is naturally labeled if and only if the identity permutation is an element of L(P, ω). By Theorem 2.5, the latter condition is equivalent to F ∅,|P | appearing in the F -expansion of K (P,ω) , and the result follows.
One can check that the vector space of quasisymmetric functions is an algebra [Sta99, Exer. 7.93], and one might wonder about the meaning of the product of two K (P,ω) generating functions. The answer is as nice as one might hope. Given two labeled posets (P 1 , ω 1 ) and (P 2 , ω 2 ), we define the disjoint union (P, ω) = (P 1 , ω 1 ) + (P 2 , ω 2 ) as follows. As usual, P is just the disjoint union of P 1 and P 2 . For a ∈ P , the labeling ω is defined by ω| P1 (a) = ω 1 (a) and ω| P2 (a) = ω 2 (a) + |P 1 |. In other words, the labels of P 1 are preserved, and the labels of P 2 are all increased by |P 1 | (cf. Proposition 3.4. For labeled posets (P 1 , ω 1 ) and (P 2 , ω 2 ), we have
Proof. Since the strict and weak edges of (P 1 , ω 1 ) + (P 2 , ω 2 ) remain as they were in (P 1 , ω 1 ) and (P 2 , ω 2 ), there is an obvious correspondence between ((P 1 , ω 1 ) + (P 2 , ω 2 ))-partitions and pairs consisting of a (P 1 , ω 1 )-partition and a (P 2 , ω 2 )-partition, as in the example of Figure 3 .1. The result now follows by considering the expansion of the generating functions in terms of monomials, as given in Definition 2.2.
Figure 3.1. The ((P 1 , ω 1 ) + (P 2 , ω 2 ))-partition on the left is comprised of the (P 1 , ω 1 )-partition and (P 2 , ω 2 )-partition on the right.
For the rest of this section, we consider some natural involutions we can perform on a labeled poset (P, ω). These involutions appear previously in, for example, [Ehr96, Ges90, LP08, Mal93, MR95, MR98] and [Sta99, Exer. 7.94(a)]. First, we can switch strict and weak edges, denoting the result (P, ω). Secondly, we can rotate the labeled poset 180
• , preserving strictness and weakness of edges; we denote the resulting labeled poset (P, ω)
* . Observe that these bar and star involutions commute; an example is given in Figure 3 .2.
(P, ω) Although in subsequent sections we will prefer to view these bar and star involutions as described above, it will be helpful for Lemma 3.6 below to formulate them in terms of their effect on the ω-labels. We see that
where ω ′ is defined by
for all a ∈ P . We also have
where P * is the 180
• rotation (dual) of P , with the w ′ -labels of P from (3.2) being unchanged under this rotation.
Remark 3.5. For the skew-diagram labeled posets of Example 2.3, we see that switching strict and weak edges corresponds to transposing/conjugating the skew diagram λ/µ. Therefore, the map that sends K (P,ω) to K (P,ω) extends the classical automorphism ω of the symmetric functions [Sta99, Exer. 7.94(a)]. (Here we use ω for two entirely different objects, with the hope that the distinction is clear from the context.) Moreover, since skew Schur functions are invariant under 180
• rotation of their skew diagrams, the map that sends
In view of Theorem 2.5, we can determine the effect of these involutions on K (P,ω) by examining their effect on the linear extensions of (P, ω).
Lemma 3.6. Let (P, ω) be a labeled poset.
(a) The descent sets of the linear extensions of (P, ω) are the complements of the descent sets of the linear extensions of (P, ω). (b) The descent compositions of the linear extensions of (P, ω)
* are the reverses of the descent compositions of the linear extensions of (P, ω).
Proof. We first note that if labeled posets (P 1 , ω 1 ) and (P 2 , ω 2 ) are isomorphic, then it is clear that (P 1 , ω 1 ) ∼ (P 2 , ω 2 ) by Definition 2.2, so Theorem 2.5 implies that the descent sets of the linear extensions of (P 1 , ω 1 ) equal those of (P 2 , ω 2 ). Therefore, for the purposes of this lemma, it suffices to consider (P, ω) and (P, ω) * up to isomorphism, allowing us to avail of (3.1) and (3.3).
Since ω(a) < ω(b) if and only if ω ′ (a) > ω ′ (b), it is clear that the descent sets of the linear extensions of (P, ω ′ ) are the complements of those of (P, ω), implying (a). For (b), observe that (π(1), . . . , π(n)) ∈ L(P, ω) if and only if
The usefulness of these involutions stems from the following consequence of Theorem 2.5 and Lemma 3.6 Proposition 3.7. For labeled posets (P, ω) and (Q, τ ), the following are equivalent:
• (P, ω) ∼ (Q, τ );
• (P, ω) * ∼ (Q, τ ) * .
Further necessary conditions
In this section, we introduce a new tool for deriving necessary conditions for K (P,ω) -equality, namely the jump sequence of a labeled poset.
Definition 4.1. We define the jump of an element b of a labeled poset (P, ω) by considering the number of strict edges on each of the saturated chains from b down to a minimal element of P , and taking the maximum such number. The jump sequence of (P, ω), denoted jump(P, ω), is
where j i is the number of elements with jump i, and k is the maximum jump of an element of (P, ω).
For example, the posets of Figure 2 .1 both have jump sequence (3, 2). The necessary condition for K (P,ω) -equality is now as we might expect.
Proof. Consider the greedy or lexicographically greatest (P, ω)-partition g, defined in the following way. Choose g so that |g −1 (1)| is as large as possible and, from the remaining elements of P , |g −1 (2)| is as large as possible, and so on. We see that
where k is the maximum jump of an element of (P, ω). This sequence corresponds directly to x
, the monomial in the Definition 2.2 expansion of K (P,ω) with the lexicographically greatest sequence of exponents. Since K (P,ω) = K (Q,τ ) , these two generating functions must have the same lexicographically greatest sequence of exponents among their monomials, so jump(P, ω) = jump(Q, τ ).
Because of Proposition 3.7, Proposition 4.2 actually gives four necessary conditions for K (P,ω) -equality. For example, we can compare labeled posets (P, ω) according to jump((P, ω)); the posets in Figure 2 .1 have the same K (P,ω) , as noted in Figure 1 .1, and so have the same jump((P, ω)) = (2, 2, 1). As another example, for a naturally labeled poset (P, ω), jump(P, ω) = (|P |) does not really give useful information whereas looking at jump((P, ω)) might allow us to say that two naturally labeled posets have different K (P,ω) . Along the same lines, we next give a corollary of Proposition 4.2 for the case of naturally labeled posets. Proof. By Propositions 3.7 and 4.2 , we have jump((P, ω)) = jump((Q, τ )). The first entry in these jump sequences is the number of minimal elements. The maximal-element analogue follows similarly from jump((P, ω) * ) = jump((Q, τ ) * ).
The length of the composition jump((P, ω)) is the maximum chain length of P , and (b) follows. The answer to Question 4.4 is "yes" in the case of skew-diagram labeled posets, as can be seen from Lemma 8.4 and Corollary 8.11 of [RSvW07] .
We next consider necessary conditions involving the antichains of posets. Recall that an antichain of a poset P is a subposet of P all of whose elements are incomparable in P . The width of a poset is the cardinality of its largest antichain. A convex subposet S of P is a subposet of P such that if x, y, z ∈ P with x < P y < P z, then x, z ∈ S implies y ∈ S. A convex subposet of (P, ω) inherits its designation of strict and weak edges from (P, ω), and let us say that a convex subposet is strict (resp. weak ) if all its edges are strict (resp. weak). Proof. Observe that in (P, ω), a subposet S forms a weak convex subposet if and only if its elements can all have the same image in some (P, ω)-partition. Therefore, again considering the monomials in K (P,ω) , the size of the largest weak convex subposet of (P, ω) is exactly the highest power of any variable x i that appears in any one of the monomials. For the strict case, apply the same argument to (P, ω).
Since all strict convex subposets of naturally labeled posets are antichains, we have the following corollary. We extend Corollary 4.6 with a conjecture that requires the following definition, which is reminiscent of the definition of a jump sequence.
Definition 4.7. Let the antichain sequence of a poset P , denoted anti(P ), be the sequence (a 1 , . . . , a w ), where a i is the number of antichains in P of size i, and w is the width of P . As a final observation of this section, let us note that the combination of all the necessary conditions above is not sufficient for K (P,ω) -equality. Two labeled posets (P, ω) and (Q, τ ) which satisfy all our necessary conditions but for which K (P,ω) = K (Q,τ ) .
Sufficient conditions
Most of our results in this section will take the following or similar form: if labeled posets (P, ω) and (Q, τ ) satisfy (P, ω) ∼ (Q, τ ), then (P, ω) ∼ (Q, τ ), where (P, ω) and (Q, τ ) are modifications of (P, ω) and (Q, τ ) respectively.
5.1. Removing elements from labeled posets. We begin with operations on labeled posets that preserve K (P,ω) -equality and that decrease the number of elements in the labeled posets. As in the previous section, we can apply the bar and star operations to get variations of these results. In addition, for the next proposition, we could also restrict to naturally labeled posets to give nice statements involving minimal or maximal elements in place of jump 0 elements.
Proposition 5.1. Suppose labeled posets (P, ω) and (Q, τ ) satisfy (P, ω) ∼ (Q, τ ). Letting (P, ω) and (Q, τ ) respectively denote the labeled posets (P, ω) and (Q, τ ) with their jump 0 elements removed, we have (P, ω) ∼ (Q, τ ).
Proof. In the expansion of K (P,ω) from Definition 2.2, we know that the maximum power of x 1 which appears is the number j 0 of jump 0 elements of (P, ω). We also see that if we remove any monomials from K (P,ω) (x) that do not contain x j0 1 , and then divide through by x j0 1 , the result will be K (P,ω) (x 2 , x 3 , . . .). Therefore, K (P,ω) (x) can be uniquely obtained from K (P,ω) (x), and the result follows. Corollary 5.3. Suppose labeled posets (P, ω) and (Q, τ ) satisfy (P, ω) ∼ (Q, τ ). Letting (P, ω) and (Q, τ ) respectively denote the labeled posets (P, ω) and (Q, τ ) with their jump i elements removed for all i ≤ k for any fixed k, we have (P, ω) ∼ (Q, τ ).
We conclude this subsection with a result which will be useful in Section 6; it has a stronger hypothesis but a stronger conclusion than Proposition 5.1.
Proposition 5.4. Suppose labeled posets (P, ω) and (Q, τ ) both have only one jump 0 element. Letting (P, ω) and (Q, τ ) respectively denote the labeled posets (P, ω) and (Q, τ ) with this jump 0 element removed, we have (P, ω) ∼ (Q, τ ) if and only if (P, ω) ∼ (Q, τ ).
Proof. Since (P, ω) has just one jump 0 element, every element of L(P, ω) has a descent in the first position, so there is a straightforward bijection from the descent compositions for the elements of L(P, ω) to the descent compositions for the elements of L( (P, ω)). Therefore, by Theorem 2.5, K (P,ω) is uniquely determined by K (P,ω) and vice-versa in the following way: for any composition α, each copy of F α in K (P,ω) corresponds to a copy of F 1,α in K (P,ω) , and the result follows.
Combining labeled posets.
When one computes all the K (P,ω) -equalities for n = 5, one of the equivalences that appears is as shown in Figure 5 .2. Observe that it be can constructed in a natural way starting with the basic skew equivalence of Figure 2 .3: for each of these two 3-element labeled posets (P, ω), add a 2-element antichain {a, b} below it, connecting a (resp. b) to the minimal element(s) of (P, ω) with weak (resp. strict) edges. We next show that these operations preserve K (P,ω) -equality. To state our result in full generality will require some preliminary work. Let us interpret the labeled poset (P, ω) drawn schematically in Figure 5 .3(a). The poset consists of five disjoint convex subposets P 1 , . . . , P 5 , each with some set of strict and weak edges that are determined by underlying labelings ω 1 , . . . , ω 5 respectively. In addition, each of the minimal elements of P i for i = 1, 2, 3 is connected to each of the maximal elements of P j for j = 4, 5 with all strict or all weak edges, with the type of edge as designated in the figure. We allow any of the P i to be empty.
We could add further layers of posets to (P, ω), but the proof given of Theorem 5.5 will be sufficient to show how one would prove an analogue for an even more complicated construction. One word of warning: the construction shown in Figure 5 .3(b) is illegal since the result could not be a labeled poset. Indeed, let p 1 and p 2 be minimal elements of P 1 and P 2 respectively, and let p 3 and p 4 be maximal elements of P 3 and P 4 respectively. If a global labeling ω existed, we would require the contradictory relations ω(p 1 ) > ω(p 4 ) > ω(p 2 ) > ω(p 3 ) > ω(p 1 ).
(a) Theorem 5.5. Suppose we have labeled posets (P i , ω i ) and (Q i , τ i ) for i = 1, . . . , 5 such that (P i , ω i ) ∼ (Q i , τ i ) for all i. Construct the labeled poset (P, ω) as shown in Figure 5 .3, and similarly construct (Q, τ ). Then (P, ω) ∼ (Q, τ ).
Proof. In view of Theorem 2.5, we wish to construct a descent-preserving bijection from L(P, ω) to L(Q, τ ). Before doing this, we first need to define ω in terms of the ω i in a way that respects the designation of strict and weak edges, both within the P i and as shown explicitly in Figure 5 .3(a). One can check that the following definition of ω(a) for a ∈ P has the necessary properties:
(5.1)
In effect, the labels of each P i are preserved, but are shifted as necessary to respect the strict and weak edges that appear in Figure 5 .3(a). The labeling τ will be defined similarly, with the letter P replaced by the letter Q. Figure 5 .2 serves as an example of (P, ω) and (Q, τ ), where P 2 and P 3 are both empty, and P 4 and P 5 have just a single element each. Now let π ∈ L(P, ω). For i = 1, . . . , 5, let π i correspond to the subword of π consisting of ω-labels of elements of P i . Since K (Pi,ωi) = K (Qi,τi) for all i, there is a descent-preserving bijection from L(P i , ω i ) to L(Q i , τ i ). Therefore, for each π i there exists a canonical word ρ i consisting of τ -labels of elements of Q i that uses the same letters as π i and has the same descent set as π i . Form a permutation ρ by replacing each subword π i of π with ρ i so that the letters of ρ i occupy the positions formerly occupied by the letters of π i . We claim that the map φ that sends π to ρ is a descent-preserving bijection from L(P, ω) to L(Q, τ ). As an example, the permutation π = 51342 for the labeled poset on the left in Figure 5 .2 would yield ρ = 51243.
We first show that ρ ∈ L(Q, τ ). For k ∈ [|Q|], we wish to show that the τ -label ρ(k) cannot appear above the τ -label ρ(k + 1) in (Q, τ ). First consider the case when the labels ρ(k) and ρ(k + 1) both come from the same Q i , as is the case for k = 3, 4 in our example. By definition of ρ, ρ(k) and ρ(k + 1) correspond to adjacent elements of ρ i , which is itself a linear extension of (Q i , τ i ). Thus ρ(k) and ρ(k + 1) respect the ordering in (Q, τ ). Now consider the case when the τ -labels ρ(k) and ρ(k + 1) come from different Q i . This is the case for k = 1, 2 in our example. Because of the construction of (P, ω) in Figure 5 .3(a), π will use up all the ω-labels from P 4 and P 5 before moving on to the ω-labels from P 1 , P 2 and P 3 . By the definition of ρ, the same will be true for ρ with the Q i in place of P i , and τ in place of ω. Therefore, when the τ -labels ρ(k) and ρ(k + 1) come from different Q i , ρ(k) cannot appear above ρ(k + 1) in (Q, τ ). Thus ρ(k) and ρ(k + 1) again respect the ordering in (Q, τ ), as required.
Because φ is defined in terms of the bijections from L(P i , ω i ) to L(Q i , τ i ), φ is itself a bijection. Finally, we show that φ is descent-preserving. Consider adjacent letters π(k) and π(k + 1) of π. If π(k) and π(k + 1) are ω-labels from the same P i then, since the map from L(P i , ω i ) to L(Q i , τ i ) is descent-preserving, position k will be a descent in π if and only if it is a descent in ρ. This is the case for k = 3, 4 in our running example. If π(k) and π(k + 1) are ω-labels from P i and P j with i = j, then whether or not k is a descent depends only on whether or not ω| Pi is defined before or after ω| Pj in (5.1). Since the orderings of the P i in the definition of ω is the same as the orderings of the Q i in the definition of τ , k will be a descent in π if and only if it is a descent in ρ, as is the case for k = 1, 2 in our example.
Remark 5.6. In the case when P i and Q i are empty for i = 3, 4, 5, Theorem 5.5 shows that disjoint union of labeled posets preserves K (P,ω) -equality. This result also follows from Proposition 3.4 which, in addition, tells us what K (P1,ω1)+(P2,ω2) equals.
Along with the ways of combining posets of Theorem 5.5, we can consider five additional ways of combining posets P 1 and P 2 in the case when both posets have unique minimal and/or unique maximal elements. We wish to show that these combinations also preserve K (P,ω) -equality. The five ways are defined by Figure 5 .4 and its caption, where we also set the notation for the five operations. A node at the top (resp. bottom) of a labeled poset denotes that this poset has a unique maximal (resp. minimal) element. In each case, the new labeled posets inherit strict and weak edges within P 1 and P 2 from ω 1 and ω 2 respectively. Remark 5.7. A word of warning is in order here. In certain situations, the strict and weak edges of (P, ω 1 ) ր տ (P 2 , ω 2 ) or (P, ω 1 ) (P 2 , ω 2 ) might not be obtainable from an underlying global labeling ω, just like the illegal construction of Figure 5 .3. For a specific example, consider (P, ω 1 ) (P 2 , ω 2 ) in the case when both P 1 and P 2 are naturally labeled with at least one edge. However, this complication does not affect the validity of the proof of Theorem 5.9 in the case when (P, ω 1 ) ր տ (P 2 , ω 2 ) or (P, ω 1 ) (P 2 , ω 2 ) are valid labeled posets. Posets P with an assignment of strict and weak edges that need not come from an underlying labeling are called oriented posets in [McN06] . There are obvious analogues in the oriented poset case for the definition of (P, ω)-partitions in terms of strict and weak edges, for Definition 2.2, and for the star and bar operations. Notably, Proposition 3.7 carries through for oriented posets but Theorem 2.5 does not. Importantly, our proofs of Lemma 5.8 and Theorem 5.9 work equally well for oriented posets, so we choose not to include in the hypotheses that (P, ω 1 ) ր տ (P 2 , ω 2 ) and (P, ω 1 ) (P 2 , ω 2 ) be labeled posets. See [LP07, LP08, McN06] for more information on oriented posets.
We need a preliminary observation, Lemma 5.8, which appears in [Ges84, Proof of Theorem 1] and in various contexts elsewhere in the literature. First, we need to set some notation along the same lines as that of Figure 5 .4. We are already using + to denote disjoint union of labeled posets (P 1 , ω 1 ) and (P 2 , ω 2 ). Ordinal sum of posets P 1 and P 2 is typically denoted P 1 ⊕ P 2 , and is defined by x ≤ P1⊕P2 y if (a) x, y ∈ P 1 and x ≤ P1 y, or (b) x, y ∈ P 2 and x ≤ P2 y, or (c) x ∈ P 1 and y ∈ P 2 . In terms of Hasse diagrams, P 1 appears below P 2 with an edge e going from each maximal element of P 1 to each minimal element of P 2 . In our case, there will just be a single edge e since P 1 (resp. P 2 ) will have a unique maximal (resp. minimal) element. In the setting of labeled posets (P 1 , ω 1 ) and (P 2 , ω 2 ), we will need two different symbols depending on whether e is strict or weak. If e is strict, we will write the resulting labeled poset as (P 1 , ω 1 ) ⇑ (P 2 , ω 2 ), which also inherits strict and weak edges within P 1 and P 2 from ω 1 and ω 2 respectively. In the case when P 2 , P 3 and P 4 are empty, and P 5 (resp. P 1 ) has a unique maximal (resp. minimal) element, Figure 5 .3(a) shows (P 5 , ω 5 ) ⇑ (P 1 , ω 1 ). We will similarly use (P 1 , ω 1 ) ↑ (P 2 , ω 2 ) when e is weak.
Following [Ges84, Sta72, Sta86, Sta99], we will let A(P, ω) denote the set of (P, ω)-partitions for a labeled poset (P, ω). Equations (5.2) and (5.3) below can be represented diagrammatically as in Figure 5 .5.
Lemma 5.8. Suppose a labeled poset (P 1 , ω 1 ) contains a unique minimal element p 1 , and a labeled poset (P 2 , ω 2 ) contains a unique maximal element p 2 . Then we
Figure 5.4. Three operations on labeled posets (P 1 , ω 1 ) and (P 2 , ω 2 ). In addition, (P, ω 1 ) (P 2 , ω 2 ) is obtained by replacing the displayed weak edge in the top figure with a strict edge, and (P, ω 1 ) (P 2 , ω 2 ) is obtained from the middle figure by replacing both displayed weak edges with strict edges.
Figure 5.5. Equations (5.2) and (5.3) diagrammatically. Note that p 1 and p 2 denote particular elements of P 1 and P 2 , rather than ω 1 and ω 2 labels.
have the disjoint union
Consequently,
Similarly,
and
Proof. First observe that p 1 and p 2 are incomparable in (P 1 , ω 1 ) + (P 2 , ω 2 ). Thus for a ((
, implying (5.2). Definition 2.2 then gives (5.3). The remaining equations follow by considering instead the fact that either
We are now ready to show that the five operations of Figure 5 .4 preserve K (P,ω) -equality.
Theorem 5.9. Suppose we have labeled posets (P 1 , ω 1 ), (P 2 , ω 2 ), (Q 1 , τ 1 ) and (Q 2 , τ 2 ), each of which has both a unique minimal and a unique maximal element. If (P 1 , ω 1 ) ∼ (Q 1 , ω 1 ) and (P 2 , ω 2 ) ∼ (Q 2 , τ 2 ) then we have:
Proof. As noted in Remark 5.6, disjoint union preserves K (P,ω) -equality, i.e., (P 1 , ω 1 ) + (P 2 , ω 2 ) ∼ (Q 1 , τ 1 ) + (Q 2 , τ 2 ).
(5.5) By Theorem 5.5 with P 2 , P 3 and P 4 , empty, we know that the ⇑ operation preserves K (P,ω) -equality, and so
(5.6) Using (5.5) and (5.6) in (5.3), we deduce that
and we have proved (a). Similarly, (b) follows from (5.4). For (c), consider (P 1 , ω 1 ) ր (P 2 , ω 2 ) as pictured on the right in Figure 5 .5, with p 1 and p 2 denoting the same elements as in the figure. Let p 
The former case is equivalent to f being a ((P 1 , ω 1 ) ր տ (P 2 , ω 2 ))-partition. The latter case is equivalent to f being a ((P 1 , ω 1 ) ⇑ (P 2 , ω 2 ))-partition since the weak edge from p 1 to p 2 will be made redundant by the relations
Putting this all together, we have
Since the ր and ⇑ operations both preserve K (P,ω) -equality, we conclude that the ր տ operation does too, implying (c). To prove (d), we use (c), and exploit the bar operation of Proposition 3.7 by applying it to the equivalence
The proof of (e) is just like the proof of (c) except that we use the fact that any
Remarks 5.10.
(a) From the proof, we see that (a) and (b) do not require the full hypotheses of the theorem, in that P 1 and Q 1 (resp. P 2 and Q 2 ) need not have unique maximal (resp. minimal) elements. (b) Theorem 5.9 does not give an exhaustive list of the ways in which two labeled posets can be combined in a manner that preserves K (P,ω) -equality. For example, we could combine (P 1 , ω 1 ) and (P 2 , ω 2 ) by drawing a weak edge from the unique minimum element of P 1 up to the unique minimum element of P 2 . That this operation preserves K (P,ω) -equality could be shown using the same method as in Theorem 5.5. The key requirement is a global labeling ω that preserves the strict and weak edges, and the labeling ω we defined for (P 1 , ω 1 ) + (P 2 , ω 2 ) (just before Proposition 3.4) would work in this case. In fact, parts (a), (b) and (e) of Theorem 5.9 could also have been proved using the technique of Theorem 5.5.
Posets with few linear extensions
In this section, we will classify all K (P,ω) -equalities for posets with at most three linear extensions. As we will see, all the equalities are built in a natural way from equalities among skew Schur functions.
As we know from Proposition 3.2, if (P, ω) ∼ (Q, τ ), then |L(P, ω)| = |L(Q, τ )|. So first, let us suppose that (P, ω) ∼ (Q, τ ) with |L(P, ω)| = 1. Thus P and Q must both be chains, and Proposition 4.2 shows that (P, ω) ∼ = (Q, τ ).
Next suppose that (P, ω) ∼ (Q, τ ) with |L(P, ω)| = 2. We have seen one equivalence of this type in (2.1) and Figure 2.3. As we observed, this is the skew Schur equality s 21 = s 22/1 translated to our labeled poset setting, and we will refer to it as the s 21 equivalence. By repeatedly applying Theorem 5.5 in the case when just two of the P i are nonempty, we can build other equivalences with two linear extensions from the s 21 equivalence. For example, Figure 6 .1 shows the equivalence
where • denotes the labeled poset with one element, and P 21 and P 22/1 denote the labeled posets of Figure 2 .3(a) and (b) respectively. In Theorem 6.1 below, we will show that all K (P,ω) -equalities with two linear extensions arise in this fashion from the s 21 equivalence. It turns out that the case of three linear extensions is very similar to the case of two linear extensions. For three linear extensions, the basic building block is the P 211 = P 222/11 equivalence shown in Figure 6 .2, which corresponds to the skew Schur equality s 211 = s 222/11 ; we will refer to it as the s 211 equivalence.
In the case of three linear extensions, Theorem 5.5 tells us that we can repeatedly apply any selection of the following operations to the s 211 equivalence to obtain other pairs of equivalent labeled posets, and it is clear that the new labeled posets will continue to have three linear extensions:
• add a bottom element to both labeled posets using a strict edge (or edges);
• add a bottom element to both labeled posets using a weak edge (or edges);
• add a top element to both labeled posets using a strict edge (or edges);
• add a top element to both labeled posets using a weak edge (or edges). An application of any number of these operations will be called a chain extension of the s 211 equivalence, since it has the effect of adding a chain with strict and/or weak edges to the bottom and/or top of the labeled posets in Figure 6 .2. Chain extensions of other equivalences are defined in the same way. In particular, chain extensions of the s 21 equivalence have (6.1) and Figure 6 .1 as an example.
We can now state the main result of this section.
Theorem 6.1. Suppose that labeled posets (P, ω) and The extra clause in (b) doesn't appear in (a) since the posets in the s 21 equivalence are preserved by the bar operation.
The proofs of (a) and (b) are very similar, so we will prove them simultaneously. We will need two lemmas about the structure of (P, ω) and (Q, τ ). The first one will classify all labeled posets (P, ω) with |L(P, ω)| ∈ {2, 3}. For these purposes, we can ignore the labeling ω and just classify all unlabeled posets P with two or three linear extensions, i.e., |L(P )| ∈ {2, 3}. Similar to the definition above of a chain extension of an equivalence, a chain extension of an unlabeled poset P is any poset that can be obtained by repeatedly adding top and/or bottom elements to P . The a + b poset is the (a + b)-element poset consisting of a disjoint union of a chain with a elements and a chain with b elements. Once we ignore the strictness and weakness of the edges, both posets in Proof. The "if" direction is clear. For the "only if" direction, we see that if P has an antichain of size 3 then |L(P )| ≥ 6. Therefore P has width 2 and so, by Dilworth's Theorem, the elements of P can be partitioned into two chains C 1 and C 2 . Without loss of generality, we choose the partition so that C 2 has as few elements as possible. Since we wish to show that |C 2 | = 1, let a and b be the minimum and maximum elements of C 2 respectively, and assume that a = b. Let c be the minimum element in C 1 that is incomparable to a; we see that c exists by the minimality of |C 2 |. Similarly, let d be the maximal element of C 1 that is incomparable to b. Clearly, c ≤ P d. If c = d, this contradicts the minimality of |C 2 |, since we could then partition P in two chains such that the smaller chain only contained c. Therefore, the subposet S of P formed by {a, b, c, d} has the relations a < S b, c < S d and possibly the relations c < S b and a < S d. Importantly, a and c are incomparable, as are b and d. As a result, S has at least four linear extensions, and hence so does P , a contradiction. We conclude that a = b and so C 2 has just a single element.
With c and d defined as above, there are three possibilities. The first possibility is that c < P d and there exists an element z ∈ C 1 with c < P z < P d. Then the subposet of P formed by {a, c, z, d} would have at least four linear extensions, and hence so would P , meaning that we can ignore this case. The second possibility is that c P d, which gives that |L(P )| = 3 and we see that P is indeed a chain extension of 2 + 1. The final possibility is that c = d, which is now possible because a = b; we have that |L(P )| = 2 and P is indeed a chain extension of 1 + 1.
We will prove one more preliminary result before proving Theorem 6.1. Lemma 6.3. Suppose that labeled posets (P, ω) and (Q, τ ) satisfy (P, ω) ∼ (Q, τ ) and |L(P )| ∈ {2, 3}. If |P | = |Q| ≥ 5, then P and Q must both have unique minimal elements or both have unique maximal elements.
Proof. Suppose the result is false. Then by Lemma 6.2, up to switching P and Q, they must have the unlabeled poset structures shown in Figure 6 .3, with the bold edge only appearing in the |L(P )| = 3 case. Let us compare L(P, ω) and L(Q, τ ). Since P has a unique minimum element and just one edge going up from that minimum element, every element of L(P, ω) will either have a descent in the first position, or no element of L(P, ω) will have a descent in the first position. On the other hand, since Q has two minimal elements, some elements of L(Q, τ ) will have a descent in the first position, and some will not. Therefore, by Theorem 2.5, K (P,ω) = K (Q,τ ) , a contradiction. equivalences with L(P, ω) ∈ {2, 3} are the chain extensions of the s 21 equivalence, and the chain extensions of the s 211 equivalence or of its bar-operation analogue.
Considering n ≥ 6, we can apply Lemma 6.3 to assume, applying the star operation if necessary, that P and Q both have a unique minimal element. We let j 0 denote the number of jump 0 elements in (P, ω) which, by Proposition 4.2, equals the number of jump 0 elements in (Q, τ ). The first case to consider is when j 0 = 1. Letting (P, ω) and (Q, τ ) respectively denote the labeled posets (P, ω) and (Q, τ ) with this jump 0 element removed, Proposition 5.4 states that (P, ω) ∼ (Q, τ ) if and only if (P, ω) ∼ (Q, τ ). Since (P, ω) ∼ (Q, τ ) is a chain extension of (P, ω) ∼ (Q, τ ), the result follows by induction.
It remains to consider j 0 > 1. If all edges going up from the minimal element of both (P, ω) and (Q, τ ) are weak, we can apply the method of the previous paragraph to (P, ω) and (Q, τ ). So let us assume, without loss of generality, that there is both a weak and a strict edge going up from the minimum element of (Q, τ ). Note that, by Lemma 6.2, we cannot have more than two edges going up from the minimum element of (Q, τ ) or of (P, ω). If (P, ω) has just one edge going up from its minimum element, then we see that (P, ω) ∼ (Q, τ ) does not hold by comparing the descents in the elements of L(P, ω) and L(Q, τ ), as in the proof of Lemma 6.3. By Lemma 6.2 and since n ≥ 6, we conclude that P and Q must both have the unlabeled posets structure shown in Figure 6 .4(a) if |L(P )| = 2, and in Figure 6 .4(b) if |L(P )| = 3. Applying the star operation, (P, ω) and (Q, τ ) will both have just Examples of labeled posets (P, ω) satisfying the equivalence of (a) include skewdiagram labeled posets, the labeled poset on the right in Figure 5 .2, and the labeled posets of the second example in Figure 7 .1. As for the equivalence of (b), examples include all labeled posets of Figure 7 .1 except for those of the first equivalence, and all labeled posets obtained from self-transpose skew diagrams, such as the labeled posets of the s 21 equivalence.
