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Abstract— Electroencephalogram, an influential equipment 
for analyzing human’s activities and recognition of seizure attacks 
can play a crucial role in designing accurate systems which can 
distinguish ictal seizures from regular brain alertness, since it is 
the first step towards accomplishing a high accuracy computer 
aided diagnosis system (CAD). In this article a novel approach for 
classification of ictal signals with wavelet based cross frequency 
coupling (CFC) is suggested. After extracting features by wavelet 
based CFC, optimal features have been selected by t-test and 
quadratic discriminant analysis (QDA) have completed the 
Classification.      
Keywords—Electroencephalogram; Wavelet Decomposition; 
Cross Frequency Coupling;Quadratic Discriminant Analysis; T-test 
Feature Selection 
I.  INTRODUCTION 
The common belief that seizure is a sign of epileptic brain 
disorder is not very accurate. Occurrence of seizure may take 
place regardless of circumstances or host’s attributes [1]. 
Reports of WHO claims that the second plausible neurological 
disorder beneath stroke is epilepsy. Monitoring and diagnosing 
this considerable amount of afflicted patients is achievable by 
Electroencephalogram signals (EEG) [2,3]. Since this diagnosis 
requires physician’s direct examination and results are not one 
and the same. Anticipation of epileptic seizure demands a 
method for automated computer aided diagnosis [4,5]. Time 
frequency domain [6,7], frequency domain [8-10] and time 
domain analysis [11] have been the basis of several feature 
extraction algorithms to detect seizure. After all, EEG signals 
are believed to be non-stationary. Between methods based on 
time frequency for feature extraction wavelet transforms are 
superior options due to their localization and reflection of time 
varying qualities of the data. Unprocessed EEG signals in 
conjunction with certain proper rules could be decompounded to 
precise subdivisions, consequently, noticeable amount of 
features are considered suchlike phase synchronization [12] 
effective correlation dimension [13], short term maximum 
Lyapunov exponents [14] accumulated energy [15] and 
dynamical similarity algorithm [16] to declare the existence of 
an epileptic seizure. A real time low power algorithm for 
classifying signals to detect seizures in ambulatory EEG was 
suggested by Patel et al [17]. Quadratic and linear discriminant 
analysis, support vector machine (SVM) and Mahalanobis 
discriminant analysis (MDA) classifiers have been examined in 
the aforementioned study on thirteen subjects.   
In this article a new approach for ictal signals’ classification 
based on wavelet is suggested after the extraction of optimal 
features from wavelet coefficients the signal has been classified 
by QDA and results claim that all cases have been designated 
correctly. 
II. MATERIALS AND METHODS 
This study denotes a Wavelet based CFC method which 
firstly segregates the EEG signal into wavelet coefficients 
subsequently phase and amplitude of wavelet coefficients were 
computed with Hilbert transform. After ranking the optimal 
features by t-test, the classification procedure has been 
performed by QDA (Fig.1). Above mentioned cases are: 
Case I: Avs.E (Healthy versus Seizure) 
Case II: B vs. E (Healthy versus Ictal) 
Case III: C vs. E (Hippocampal Interictal versus Seizure) 
Case IV: D vs. E (Epileptogenic Interictal versus Seizure) 
Case V: ABCD vs. E (Seizure-free versus Seizure) 
A. EEG Database of Epilepsy 
 The EEG database is accumulated from Germany epilepsy 
center, Bonn university hospital of Freiburg [18]. It consists of 
five subsets each containing 100 single channel EEG captured 
in international 10-20 electrode placement montage. In spite of 
the fact that C to E were captured intracranially, A and B have 
been recorded as extra cranial signals. 
B. Stationary Wavelet Transform (SWT) 
 The wavelet coefficients of SWT at all individual 
decomposition levels import the equal sample numbers same as 
the original signal. While DWT failed to face robustness and 
repeatability problems, SWT survived the obstacles [19].  
C. Feature Extraction based on Cross Frequency Coupling 
Hilbert transform can indicate instantaneous phase and 
amplitude as follows: (M(n) is an analytic signal)  
𝑀(𝑛) = 𝑚(𝑛) + 𝑖?̃?(𝑛) =  𝐴𝑚(𝑛) . 𝑒
𝑖𝜃𝑚(𝑛) (1) 
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Amplitude and instantaneous phase of the signals are defined as: 
𝐴𝑚(𝑛) =  √𝑚(𝑛)2 + ?̃?(𝑛)2
𝜃𝑚(𝑛) = arctan ( 
𝑚(𝑛)̃
𝑚(𝑛)
)
(2) 
(3) 
1) Phase to Phase Coupling (PPC) 
Assuming that each x(n) and y(n) signals are oscillating in 
dissimilar wavelet coefficients, phase locking value could be 
estimated if  Δ𝜃(𝑛) = 𝑇𝜃𝑚(𝑛) − 𝑅𝜃𝑦(𝑛) and signals are T:R 
synchronized. T=R=1 by reason of same references. PLV 
estimation could be done as follows and this amount can 
oscillate between zero (no coupling) and one (absolute coupling) 
[20]:  
𝑃𝐿𝑉 =  |
1
𝑁
∑ 𝑒𝑖Δ𝜃(𝑛)
𝑁
𝑛=1
| (4) 
2) Phase to Amplitude Coupling (PAC) 
At the time that Hilbert transform was done twice phase of 
an amplitude (𝜙𝑎𝑚𝑦) is measured to put to use in Pmy which is 
accepted as PLV for PPC [21]. 
𝑃𝑚𝑦 =  |
1
𝑁
∑ 𝑒𝑖(𝜙𝑦[𝑛]−𝜙𝑎𝑚𝑦[𝑛])  
𝑁
𝑛=1
| (5) 
3) Amplitude to Amplitude Coupling (AAC) 
Pearson correlation dissimilar to aforementioned methods 
employs correlation to represent coupling between +1 (absolute 
coupling) to -1 (no coupling) as follows: 
𝐶𝑜𝑟𝑟(𝑀. 𝑌) =  
𝐶𝑂𝑉(𝑀. 𝑌)
𝛿𝑚𝛿𝑦
 (6) 
 
 
D. Feature Selection  
1) T-test  
With regard to an excellent feature selection, for 
classification acceleration in computations should be done by 
expelling valueless features and retaining profitable ones. A 
statistical test, T-test, which operates based on arbitrating 
between quantities to check crucial divergent means have been 
applied in this research [22]. 
E. Quadratic and linear discriminant analysis  
LDA applies linear hyper-planes in the character of decision 
surfaces to designate the input vector to different classes. The 
assumption of LDA as a classifier is that the non-identical 
Gaussian distributions are the basis of data generations in 
different classes. The training procedure can approximate the 
parameters with the fitting function. The train model looks for 
the class with the lowest misclassification cost presuming 
identicalness of covariance matrix (homoscedasticity). 
However, QDA is connected to LDA covariance matrices are 
not assumed to be the same and it form a quadratic decision 
boundary among classes [23]. 
III. RESULTS AND DISCUSSION 
In this article a novel approach for classification of ictal 
signals based on wavelet have been suggested. First, ‘db4’ 
mother wavelet SWT have been employed on all trials. Then, 
Hilbert transform were employed on wavelet coefficients so the 
phase and amplitude of each wavelet coefficient was calculated, 
finally PPC, PAC and AAC features were calculated.  
In this research 10-fold cross validation was used in order to 
calculate the performance. 90% of trials were randomly selected 
as train data and the 10% residual were determined as the test 
data. The procedure was repeated 10 times and the average result 
was considered as the performance of systems. Extracted 
features of train data have been ranked by t-test and 
classification was performed by QDA. Optimal feature numbers 
were selected based on performance (Fig.2). In all cased trials 
were correctly classified (Table I). Choosing wavelet levels 
plays an important role in feature extraction. In this article based 
on system performance in different cases, 7 levels were 
experimented (Table II). 
 
 
Fig. 1. Block diagram of proposed algorithm 
 
 
TABLE I.  OBTAINED RESULTS CLASSIFYING EPILEPSY PATIENTS’ EEG 
SIGNALS. 
 
 
Fig. 2.   Accuracy for different number of features  
TABLE II.  OBTAINED RESULTS OF DIFFERENT WAVELET 
DECOMPOSITION LEVELS 
 
 Wavelet Decomposition 
Levels 
  5 6 7 8 9 
CASES 
A VS E 100 100 100 100 100 
B VS E 100 100 100 100 100 
C VS E 99 99.5 100 100 100 
D VS E 99 99 100 100 99.5 
ABCD 
VS E 
99.63 99.63 100 100 100 
TABLE III.  PROPOSED SYSTEM’S ACCURACY COMPARED WITH 
PREVIOUS SYSTEMS. 
Cases Method Accuracy 
D 
Vs  
E 
DWT based fuzzy 
approximate entropy + 
SVM [25] 
96 
Simple random 
sampling + Clustering 
technique + LS-SVM 
[26]  
93.6 
Wavelet based CFC + 
QDA 
100 
ABCD 
Vs 
E 
Tunable-Q wavelet 
transform + Korsakov 
entropy + LS-SVM [27] 
97.75 
CFC + t-test + Random 
Forest [28] 99.87 
Wavelet based CFC + 
QDA  100 
Selected optimal features have been evaluated from two 
aspects. Considering selected features in each case belongs to 
which wavelet coefficients and their participation ratio Fig.3 is 
presented. PAC, PPC and AAC were the aforementioned 
features. As an another point of view selected features were 
evaluated in order to find the most popular feature. Results 
declared that PPC hast the highest participation ratio among 
features.  
In comparison with other suggested wavelet based methods, 
this novel approach claims a more significant performance, in 
all cases gaining 100 percent correct classification, tabulated in 
Table III.  
IV. CONCLUSION 
In this research a novel method for classification of ictal 
EEG signals is suggested which has gained 100% correct 
classification performance. The innovation in feature extraction 
could completely clarify the differences between classes. 
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Fig. 3.   First row: wavelet coefficients and their participation ratio. Second row: participation ratio among features 
 
 
