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The dynamics of a system that is initially correlated with an environment is almost always non-Markovian.
Hence it is important to characterise such initial correlations experimentally and witness them in physically real-
istic settings. One such setting is weak-field phase control, where chemical reactions are sought to be controlled
by the phase of shaped weak laser pulses. In this manuscript, we show how weak quantum controllability can
be combined with quantum preparations to witness initial correlations between the system and the environment.
Furthermore we show how weak field phase control can be applied to witness when the quantum regression
formula does not apply.
Introduction.— Almost all open quantum system evolution
is non-Markovian. We understand the evolution of a quantum
system as non-Markovian when the quantum system exhibits
memory of past dynamics. Since we can now control and ma-
nipulate small quantum systems coupled to small baths, the
evolution of the system is ill-described by models of Marko-
vian dynamics such as Markovian master equations. Exam-
ples of such practical non-Markovianity (NM) can be seen in
systems with structured environments[1], quantum biology[2]
and NMR [3], making it ever more relevant to be able to detect
NM in an arbitrary physical system.
To proceed with this discussion of NM, we must first de-
fine what we mean by it. Several formal definitions of non-
Markovianity have been proposed with conceptual similari-
ties and also key differences. Definitions of NM have been
formulated based on the non-divisibility of maps [4–7] and
the backflow of information from the environment [8]. These
measures are part of a hierarchy of NM [9] and are related to
the presence of correlations at intermediate times [10]. An-
other related definition of NM involves the presence of initial
correlations [11–16]. Such initial correlations violate the as-
sumption of initially factorised states and hence lead to the
breakdown of several well known approaches to the dynam-
ics of the reduced state such as Lindblad dynamics and com-
pletely positive trace preserving (CPTP) maps [17]. Hence
it is imperative that we understand how to characterise and
control NM in physical systems for future applications [18].
One way to characterise NM is to perform state tomography
on the system-environment state. Since tomography of the full
system-environmental state is impractical and the tomography
of non-Markovian systems is cumbersome [19] it is important
to find methods to witness NM in open quantum systems with
minimal assumptions about the system.
In this manuscript, we demonstrate how weak-field phase
control (WFPC) can be used to witness both initial and in-
termediate correlations. WFPC is a spectroscopic technique
where the phase of weak, shaped laser pulses is used to con-
trol the dynamics of quantum systems. Examples of weak
field phase control of open quantum systems include inter-
esting quantum biological systems such as bacteriorhodopsin
[20] and is the relevant regime of control for the dynamics of
protein environments in normal functional conditions. Fur-
thermore WFPC has been shown to be directly influenced by
the environment with strong solvent dependence of the stim-
ulated emission [21]. Computational demonstrations of phase
control were presented in [22, 23].
We begin by discussing the necessary conditions for ob-
serving WFPC before relating it to the correlations between
the system and the environment. We then present a method
to witness NM induced due to initial or intermediate correla-
tions. Finally, we comment on how the witnessing of correla-
tions can be used as a method to detect physical systems that
violate the quantum regression formula. Our results hence
connect an important spectroscopic tool that is of importance
to quantum physics to the problem of detecting and character-
ising the nature of NM.
Model.— Consider an open system evolution, where a
quantum system S is in contact with an environment E. The
system is composed of two manifolds, a ground state man-
ifold and an excited state manifold. The control task is to
transfer population from the ground state manifold to the ex-
cited state manifold. To this end, we define several quantities
of interest. First, let P be the projector onto the excited state
manifold. Furthermore, let the initial joint state of the system-
environment be R(0). The bare Hamiltonian that governs the
subsequent evolution is given by H0 and a control field that
is applied only on the system is given by V (t) ⊗ I. Without
loss of generality we take the form of the control Hamiltonian
(~ = 1) to be composed entirely of off-diagonal blocks in the
energy eigenbasis namely
V (t) =
(
0 µε(t)
µε∗(t) 0
)
. (1)
Here µ is a Hermitian operator (such as the dipole moment
operator) and ε(t) = F(ε˜(ω)) is a time dependant field that
mediates the external control via the amplitude and phase of
ε˜(ω) = A˜(ω)eiϕ(ω). By phase control, we mean that the ex-
pectation value of P is controllable by ϕ(ω). The state of the
system-environment at a later time is given by a unitary rota-
tion, namely
R(t) = U(t)R(0)U†(t). (2)
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2Here U(t) = T exp(−i ∫ t
0
du {H0 + V (u) ⊗ I}). If the
initial system-environment state is factorizable as R(0) =
ρ(S)(0) ⊗ τ (E)(0), the subsequent evolution of the marginal
states is described as a completely positive trace preserving
map acting on the initial marginal state alone. We will return
to this point later.
The central quantity of interest is the rate of population
change in the excited state manifold at time t. Consequently,
we can define the population rate in the excited state manifold
as
p˙(t) := tr(P ⊗ IR˙(t)) (3)
If the field is sufficiently weak, the dynamics of the system is
well understood by second order perturbation theory. Follow-
ing standard literature [24], we can write the evolution equa-
tion for the joint state at time t in this perturbative regime as
R˙I(t) = −i[VI(t), RI(0)]−
∫ t
0
du[VI(t), [VI(u), RI(0)]].
(4)
Here, RI refers to the system environment state in the inter-
action picture given by U0RU
†
0 = RI , with U0 = exp(iH0t).
The calculation of p˙(t) follows by substituting Eq. (4) into
Eq. (3) in the appropriate picture.
We focus on WFPC with an eye to inspect the relationship
of the projector P and the bare Hamiltonian, and their relation
to the initial system environment state. We begin with a brief
summary of the results relating to WFPC before we prove a
theorem relating phase control to NM. Hence, in the next sec-
tion, we will discuss the different conditions for the presence
of weak phase control.
No-Go Theorem for WFPC.—We begin with the point of
view that we have just observed phase control in a physical
system. We want to find out what exactly caused this phase
control. Am-Shallem and Kosloff [25] produced a no-go the-
orem that asserted that no weak phase control is observed if
a set of conditions are met. Since phase control has been ob-
served, one or more of these conditions must have been vio-
lated. A generalised version of these conditions are: (1) The
field is weak enough for second order perturbation theory to
be a good approximation,(2) The free evolution does not ex-
cite the system, i.e. [P ⊗ I, H0] = 0,(3) The initial state is in-
variant under free evolution, i.e. [H0, R(0)] = 0, and (4)Sta-
tionarity of the bare evolution, defined as the evolution of the
system state ρ(t1) to ρ(t2) only depending on the difference
t2 − t1.
Condition 1 ensures that the physics excites only the low
lying energy sectors of the system, a condition important for
several experimental scenarios [20] where the molecule un-
der consideration can photo-disassociate under strong fields.
Condition 2 simply is the statement that the bare evolution
should not excite the quantum system to make transitions from
the ground state manifold |gi〉 into the excited state manifold
|ei〉. Condition 3 asserts that the initial state should commute
with the bare Hamiltonian. This condition has to be under-
stood in the context of the fact that though the off-diagonal
terms in the system energy eigenbasis of the type |gn〉〈em|
are important for phase control, not all off-diagonal terms in
the energy eigenbasis produce phase control. Consider the
bare HamiltonianH0 = ω(S)(n(S) +1/2)+
∑
k ω
(E)
k (n
(E)
k +
1/2) + gn(S)
∑
k x
(E)
k , where the excited state is defined by
the projection operator P = I − |0〉〈0|. Here ω(S) is the fre-
quency of the system and ω(E)k represent the frequencies of the
environment made of harmonic oscillator modes. If the ini-
tial state of the system environment is a Gibbs state given by
R(0) = exp(−βH0)/Z0, where Z0 = tr exp(−βH0), then
all conditions are satisfied and there is indeed no phase con-
trol. Note that the absence of phase control survives the initial
correlations between the system and environment, but only
because the off diagonal terms (in the energy eigenbasis of
the individual system and environment spaces) of R(0) are all
in the environment.
Condition 4 deals with stationarity, which is not important
for our discussion. The dynamics of quantum systems whose
system-environmental states are factorizable can always be
made stationary [26]. On the other hand, when a quantum
system possesses initial correlations, the underlying assump-
tion being made is that the bath correlation functions do not
decay sufficiently quickly. In this case, the dynamics of the
system and environment are inseparable and stationarity does
not hold. In such cases though, the discussion (say Eq.(12)
and Eq.(13) in [25]) can be restated such that the results are
unaffected.
Having discussed Conditions 1 and 2 above, we inspect the
other conditions of the no-go theorem to see when the detec-
tion of WFPC can witness the non-Markovian evolution of the
quantum system. Given that the other condition is a statement
about the initial state and its evolution, we inspect the initial
state of the system and the map that evolves this system to the
final state.
In our notation, the projector is given by P =
∑
i |ei〉〈ei|
and the control Hamiltonian can be written as
V (t) =
∑
jk
µkjε(t)|ej〉〈gk|+ µjkε∗(t)|gk〉〈ej | (5)
The general system-environment state can be written in terms
of the ground and excited system state manifolds as
R(0) =
∑
i,j,k,l
a
(0)
jklm|gm〉〈gk| ⊗ |αj〉〈αl|+ b(0)jklm|em〉〈ek| ⊗ |αj〉〈αl|+ c(0)jklm|gj〉〈ek| ⊗ |αl〉〈αm|+H.c. (6)
3where {a(0)jklm, b(0)jklm, c(0)jklm} are the coefficients of the differ-
ent operators such that the matrix R(0) is a good density ma-
trix and {|αk〉} is a basis for the environmental states. Note
that one of the conditions for it to be a good density matrix is
that R(0) cannot have any terms of the form |gm〉〈ek| with-
out having both |gm〉〈gm| terms and |ek〉〈ek| terms. Since we
want the initial state of the system to be block-diagonal in the
energy eigenbasis, we set a(0)jklm = 0 and write
R(0) =
∑
jklm
a
(0)
jklm|gm〉〈gk| ⊗ |αj〉〈αl|
+ b
(0)
jklm|em〉〈ek| ⊗ |αj〉〈αl| (7)
If all the above mentioned conditions are met and the initial
state is of the form as in Eq. (7), then phase control is not
possible.
Violation of Conditions.— To summarise the discussion so
far, WFPC can be observed in a chemical reaction for several
reasons. The first reason is that second order perturbation the-
ory is not valid. This is discounted since control fields are
accessible to experimental observation and hence can always
be made weak. Furthermore, if we consider applications such
as photoisomerization, the important states of interest lie in
the lower excited energy subspaces and hence stronger fields
would move the system out of a region of interest [20].
The second reason is that free evolution operator does not
commute with the target operator. For example, consider the
bare HamiltonianH0 = ω(S)(n(S) +1/2)+
∑
k ω
(E)
k (n
(E)
k +
1/2) + gx(S)
∑
k x
(E)
k where the symbols are defined as
before. Furthermore, assume that the system and environ-
ment in a Gibbs state at temperature β−1, i.e., R(0) =
exp(−βH0)/Z0. Since such a state commutes withH0, it sat-
isfies condition 3. Clearly [H0, P ] 6= 0, and such an objective
(the population in the excited state manifold) is phase con-
trollable following [25]. The essence of phase controllability
for this example lies in the fact that the system-environment
Hamiltonian (which is proportional to the coupling constant g)
is indeed off-diagonal in the energy eigenbasis of the system.
This was pointed out in [27, 28], where the authors made the
argument that the environment can assist in phase controllabil-
ity by having a generic system-environment Hamiltonian that
does not commute with the target operator. We assume Con-
dition 2 to be true so that we can witness NM using WFPC.
The violation of Condition 2 is subsumed into one of the four
experimental outcomes discussed below.
Given the condition that the bare evolution does not trans-
fer population from the ground to excited state manifold, the
control Hamiltonian in the interaction picture becomes
VI(t) =U(t)
†(V (t)⊗ I)U(t)
VI(t) =
∑
jklm
µ˜mjε(t)|ej〉〈gm| ⊗ |αk〉〈αk|+H.c. (8)
Here, µ˜jk is the matrix element of the operator µ in the in-
teraction picture. We can show that the phase control arises
from the off-diagonal blocks in the energy eigen basis. To this
end we consider the initial state to be as in Eq. (6) Taking
the first order term from Eq. (4) and putting it in Eq. (3),
we obtain p˙ = −itα
∑
lmn(µ˜mlclmnnε(t)− µ˜∗mlc∗lmnnε∗(t)),
which clearly depends on phase. Here tα is the trace over the
environmental state. This phase controllability comes entirely
from the off-diagonal blocks in the system space of the initial
density matrix as shown in Appendix B. For completeness, we
show in Appendix A that if we start with an initial state that is
diagonal in the energy eigen basis, there is no phase control.
FIG. 1. Weak-Field Phase Control: The system is depicted with a
ground state manifold and an excited state manifold. An initially
correlated system-environment state R(0) = ρ ⊗ τ + χ is subject
to a joint unitary operator that depends on phase ϕ(t) = F [ϕ˜(ω)]
of a control field ε(t). The system is said to be weak-field phase
controllable if the population in the excited state manifold can be
controlled by the phase of sufficiently weak control pulses.
Condition 3 deals entirely with the initial state of the sys-
tem and is at the heart of the phase control that shall help
us detect the NM implied by the presence of initial correla-
tions. Since we established that phase control arises from off-
diagonal terms such as |gm〉〈en|, we seek to place such terms
either in the initial system marginal ρ or the initial correlations
χ. Distinguishing these two scenarios would directly lead us
to the detection of NM. To this end we will consider quantum
preparations.
Witness of non-Markovianity.— If a quantum system is ini-
tially correlated with the environment, then operations on the
state alone are ill-defined unless the effect of such operations
on the environment are accounted for. In this context, we dis-
cuss preparations, which are colloquially understood as the
act of projecting a system onto a known state usually referred
to as the initial state. More precisely, a preparation is a map
from an unknown quantum state to a known quantum state
[15, 16, 29]. For example, the “throw and replace” prepara-
tion is given by the actionA1[ρ] = ρ0 ∀ρ ∈ B(H) and simply
maps any initial marginal state of the system to a fixed state
ρ0. Another example of a preparation is the disentanglement
channel or the “marginal preserving” preparation. The ac-
tion of such a preparation is to disentangle a given joint state,
namely A[R(0)] = ρ ⊗ τ which decorrelates the system and
the environment [30, 31]. This preparation cannot be carried
out universally with just one density matrix [30] but can be
performed easily with two copies of the system-environment
density matrices as shown in Appendix C.
Phase control can arise from off-diagonal terms of the type
4|gm〉〈en| arising either in the marginal state of the system or
the correlation matrix, or both. To detect where phase control-
lability arises from, we consider marginal preserving prepa-
rations A defined above. We note that before A, the joint
system-environment state is given by R(0) = ρ ⊗ τ + χ
whereas after A, the joint system-environment state is given
by R(0) = ρ ⊗ τ . If all of the off-diagonal terms are present
in χ, the marginal preserving preparation A erases the corre-
lation matrix, thus removing weak-field phase controllability
from the system. On the other hand, if the off-diagonals are
all present in ρ, then the weak field phase controllability is not
disrupted by A. Note that though the reaction yield (whose
rate is given by p˙) changes because p˙ depends on χ in general,
the phase dependence of p˙ does not change because all of the
control is attributed to the marginal state.
We propose an experiment performed on two copies [32] of
the system-environment state that can witness NM. The first
copy is simply checked to see if the system enjoys WFPC. On
the second copy we perform the marginal preserving prepa-
ration on the system, and once again check for WFPC. If we
detect WFPC before A and no WFPC after A, then we have
detected the correlation matrix whose off-diagonal terms in-
duced WFPC. This witnessing of the correlations is illustrated
in Fig. (2). On the other hand, if we detect no WFPC both be-
fore and after the marginal preserving preparation A, then we
cannot say that there were no correlations between the system
and the environment. In Appendix D, we show that the set
of all system-environment density matrices which have a non-
zero correlation matrix that cannot be detected by the dual
WFPC test outlined above is measure zero.
FIG. 2. Witness of non-Markovianity: A marginal preserving prepa-
ration A can be used to witness initial correlations between the sys-
tem and the environment, denoted by χ. The preparationAwitnesses
correlations since the output of a marginal preserving preparation is
an uncorrelated state, and hence any existing correlations can be seen
in the phase controllability of the reaction products.
We also consider the scenario where the joint state R(0)
has the relevant off-diagonal terms in both the marginal sys-
tem state and the correlation matrix. In this case the reaction
yield p(t) is phase controllable, but this phase controllability
arises due to both aforementioned terms. This means that the
marginal preserving preparation, which removes the correla-
tion matrix χ will change the quantitative details of the phase
controllability. This quantitative change can witness the pres-
ence of off-diagonal elements in both terms, as detailed in Ap-
TABLE I. Table Summarising the Witnessing of non-Markovianity
Off-Diagonals Not in χ In χ
Not in ρ No WFPC WFPC→ No WFPC
In ρ
dp(t)
dϕ
unchanged between
experiments
dp(t)
dϕ
changes between
experiments
pendix B. For completeness we also consider the case when
the off-diagonal terms are in the marginal system state but not
in the correlation matrix. In this case the quantitative details
of the phase controllability will not change after the marginal
preserving preparation. We summarise this in table 1.
Finally, we consider the correlation matrix at intermedi-
ate times and apply this formalism to the quantum regression
formula (QRF). Consider an initial system-environment state
given byR(0) = ρ(0)⊗τ(0) evolving to an intermediate time
as R(t1) = U0(t1)R(0)U
†
0 (t1). Here U0(t) is the “free” evo-
lution of the system-environment before the laser field ε(t) is
switched on. Now, the two-time correlation function is given
by 〈B(t2)A(t1)〉 = tr(U†0 (t2)BU0(t2)U†0 (t1)AU0(t1)R(0))
[33]. This expectation value can be written as trS(BZ), where
A,B are the system operators in the Schro¨dinger picture and
Z is given by
Z = trE(U0(t2 − t1)AR(t1)U†0 (t2 − t1)). (9)
IfR(t1) = ρ(t1)⊗τ(t1) then Z = Φt1→t2 [Aρ(t1)], where the
CPTP map Φt1→t2 is the evolution operator for the system
dynamics. Hence the evolution of the two-time correlation
function is governed by the same evolution equation as the
density matrix, following the spirit of Onsager’s regression
theorem. IfR(t1) = ρ(t1)⊗τ(t1)+χ(t1), then the regression
formula immediately breaks down. Thus QRF relies on the
fact that for all t1 < t2, the total state at the intermediate
time is assumed to be well approximated by a product state
ρ(t1) ⊗ τ(t1). The validity of this stronger “factorization”
approximation [9] needs to be ascertained before QRF can be
applied to a given physical system. Such violation of the QRF
is understood to be yet another definition of NM.
If we partition the physical system under consideration to
have a similar structure (a ground and an excited state mani-
fold) and furthermore if the system is not spontaneously ex-
cited by the free evolution U0(t), then following our dis-
cussion, WFPC can detect this dynamical definition of NM.
Clearly, if we switch on a weak laser field at the intermediate
time t1, following our earlier discussion, we can witness the
correlation matrix at intermediate times.
Conclusions.— Our ability to detect and charecterise NM
in physical systems is crucial to understand complex quantum
systems. While some aspects of NM arise due to the dynamics
of the system and the environment, the presence of initial cor-
relations can also lead to non-Markovian dynamics of the sys-
tem. In this manuscript, we show how standard spectroscopic
techniques can be combined with preparations to witness NM
5that is induced by the presence of both initial and interme-
diate correlations. This is important since often the dynami-
cal modelling of a physical system follows assumptions such
as the Born-Markov approximation. Such assumptions make
strong claims about the nature of the initial and subsequent
density matrix of the system-environment, which can be now
be checked by preparations and weak quantum control. Fur-
thermore, the applicability of important theorems such as the
generalised quantum regression formula rely on the absence
of intermediate correlations. The presence of (almost all) such
correlations can be witnessed by making a small set of exper-
imentally verifiable assumptions.
In our analysis, we assumed that the free evolution of the
system and environment does not excite the system. If this
condition is violated, then the witness part of our experiment
is unaffected. This is because we are detecting the effect of
discarding the correlation matrix on WFPC when we inspect
the two parts of the experiment. When this condition is also
violated, we cannot differentiate the WFPC that arises from
the presence of off-diagonals in the system state alone from
the phase control that arises from the violation of the condi-
tion. Thus we lose the ability to detect the off-diagonal ele-
ments of ρ but this is easily overcome by doing tomography
on the system state, which is typically much smaller than the
environment.
Finally, we note that WFPC is used here as an alternative to
quantum process tomography on initially correlated systems
[34, 35]. The full reconstruction of the dynamical map for
correlated dynamics typically scales very unfavourably with
the size of the universe. Such proposals will herald new exper-
imental progress in the detection, characterisation and control
of non-Markovian systems.
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6APPENDIX A: PROOF THAT EXCITED STATES DO NOT
PRODUCEWFPC
Consider an initial state R(0) =
∑
jk |ej〉〈ej | ⊗ |αk〉〈αk|
which has diagonal states in the excited state manifold, with-
out loss of generality. The first order term in the perturbative
series expansion will clearly be 0 as
[VI(t), RI(0)] =
∑
jkl
µ˜∗ljε
∗(t)|gl〉〈ej | ⊗ |αk〉〈αk| −H.c.
(10)
This has no diagonal terms and hence its trace is zero. To
check for phase control in the second order, we evaluate it to
be
[VI(t), [VI(u), RI(0)]] =
∑
jklm
µ˜∗lj [µ˜lmε(t)ε
∗(u)|em〉〈ej | ⊗ |αk〉〈αk| − µ˜mjε(t)ε∗(u)|gl〉〈gm| ⊗ |αk〉〈αk|] +H.c.
Acting on this by the projection matrix and performing trace,
we get
tα
∑
lj
|µ˜lj |2ε(t)ε∗(u) + c.c. (11)
Where tα is the trace of the environment marginal state. We
can summarise the result as
p˙ = tα
∫ t
0
du
∑
lj
|µ˜lj |2ε(t)ε∗(u) + |µ˜lj |2ε∗(t)ε(u) (12)
This is clearly dependent on the auto-correlation function
and has been proved to be independent of the phase by Am-
Shallem and Kosloff [25].
APPENDIX B: PROOF OF PHASE CONTROLLABILITY
FROM OFF-DIAGONAL BLOCKS
We have already shown in Appendix A that the diagonal
terms of the density matrix R(0) as defined in Eq. (6) do not
contribute to phase control. Hence, consider the off-diagonal
terms of R(0), namely
∑
lmnk clmnk|gl〉〈em| ⊗ |αn〉〈αk| +
H.c. Here we shall only analyse the off-diagonal terms.
[VI(t), RI(0)] =
∑
ilmnk
µ˜ilclmnkε(t)|ei〉〈em| ⊗ |αn〉〈αk| − µ˜∗imclmnkε∗(t)|gl〉〈gi| ⊗ |αn〉〈αk| −H.c.
P ⊗ I[VI(t), RI(0)] =
∑
ilmnk
µ˜ilclmnkε(t)|ei〉〈em| ⊗ |αn〉〈αk| −H.c.
tr(P ⊗ IR˙I(t)) =− itr(P ⊗ I[VI(t), RI(0)]) (13)
p˙ =− itα
∑
lmn
(µ˜mlclmnnε(t)− µ˜∗mlc∗lmnnε∗(t)) (14)
This clearly depends on the phase. Additionally, let us con-
sider the case when some of these off-diagonal terms were
in the marginal system state and some were in the correla-
tion matrix. After conducting the two experiments, the terms
from the correlation matrix would not be there any more due
to the marginal preserving preparation as described in the pa-
per. This would clearly change dp(t)dϕ as there would be less
terms in the summation.
Another approach to detecting the correlation matrix when
both the marginal system state and the correlation matrix have
|gm〉〈en| terms is as follows. We first make two separate
preparations of the system into different states |ψm〉〈ψm| ⊗
τE|ψm where ψm ∈ g, e and τE|ψm is the marginal environ-
mental state given that the system is in ψm. Note that if there
are no correlations, the marginal environmental state is the
same for all such preparations of the system state. We then
rotate this prepared state by a unitary L such that the result-
ing system state has off-diagonal terms of the form |gm〉〈en|.
We can then check the amount of phase control from both
our prepared and rotated states. If both of these states have
different environmental marginals, then the amount of phase
control would be different as the trace over the environment
tα would be different. Thus, this would be a witness of initial
correlations.
7APPENDIX C: MARGINAL PRESERVING PREPARATION
Marginal preserving preparations (MPP) refer to a general
decorrelating map that takes a bipartite quantum system as in-
put and outputs the marginal states. As shown in [30, 31],
this MPP cannot be universal for a single copy of the system.
In the figure we illustrate the marginal preserving preparation
given two copies of the system with the environment. By con-
struction, we hence show that a universal MPP is possible if
two copies are available.
FIG. 3. Marginal Preserving Preparation illustrated with two copies
of the system-environment state. By swapping the state of the system
from one copy to another, the system state is no longer correlated
with its new environment while preserving the marginal states.
APPENDIX D: THE SET OF ALL χWITH NO |g〉〈e| TERMS
IS A SET OF MEASURE ZERO
We express a general correlation matrix in the energy eigen
basis of the system as
χ =
∑
lmnk
aklmn|gk〉〈gl| ⊗ |αm〉〈αn|
+bklmn|gk〉〈el| ⊗ |αm〉〈αn|
+cklmn|ek〉〈el| ⊗ |αm〉〈αn|
+H.c. (15)
For there to be no |g〉〈e| terms,
bklmn = 0 ∀ k, l,m, n (16)
With just one of these constraints we have the remaining sub-
set of χ confined to a lower dimensional subspace of all χ.
Thus, the set of χ without any |gm〉〈en| terms has Lebesgue
measure zero.
