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Due to the exponential increase of the numerical effort with the number of degrees of freedom,
moving basis functions have a long history in quantum dynamics. In addition, spawning of new basis
functions is routinely applied. Here we advocate the opposite process: the programmed removal of
motional freedom of selected basis functions. This is a necessity for converged numerical results with
respect to the size of a non-orthogonal basis, because generically two or more states approach each
other too closely early on, rendering unstable the matrix inversion, required to make the equations
of motion explicit. Applications to the sub-Ohmic spin-boson model as well as to polaron dynamics
in a Holstein molecular crystal model demonstrate the power of the proposed methodology.
I. INTRODUCTION
The numerical effort for solving the time-independent
and the time-dependent Schro¨dinger equation (TDSE)
scales exponentially with the number of degrees of free-
dom. This is the reason why, up to the present date,
one of the largest molecular quantum systems whose dy-
namics can be solved in an ab initio way in its full di-
mensionality, i. e., treating fully quantum mechanically
all the degrees of freedom by a suitable choice of fixed
basis functions is the rather small, laser-driven hydrogen
molecule H2, consisting of just 4 particles
1. Therefore, a
lot of effort is devoted to the meticulous choice of those
fixed basis functions, with recent progress being made by
using a small von Neumann basis of phase space Gaus-
sians with periodic boundary conditions and biorthogo-
nal exchange for the solution of the TISE for molecular
problems2.
In the TDSE case, much more flexible, however, are
time-dependent basis functions, that move to and/or are
created at positions where the support of the wavefunc-
tion is. As reviewed below, they can be dealt with
in a variational approach to the quantum dynamics as,
e.g., in methods using coherent states, like Gaussian
based multi-configuration time-dependent Hartree (G-
MCTDH) methods3,4 as well as the Davydov-Ansatz5,6
and standard multi-configuration methods7,8. An in-
depth review of the variational multi-configurational
Gaussian (vMCG) method with a discussion of numerical
bottlenecks is given in9. Furthermore, also moving posi-
tion space grids have been considered, e.g., in the context
of laser-driven dynamics of molecules10. An intriguing
possibility that has been explored for the basis function
case is the creation of new such functions, for electroni-
cally non-adiabatic dynamics, whenever the wavepacket
explores a new potential energy surface. If the forces for
the classical dynamics of the parameters of the Gaussians
are calculated on the fly, this approach is called ab ini-
tio multiple spawning11,12. In general, all methods using
Gaussian basis functions, due to their locality, are well
suited for on the fly dynamics as well as for treating finite
temperature initial conditions. In the latter case, the P -
function representation of the canonical density operator
may serve as a sampling density13.
In the present manuscript, we elaborate on an option
that seems counterintuitive at first sight. This is the
programmed removal of a basis function’s freedom, which
we call apoptosis of basis functions, in contrast to the
spawning alluded to above. Why would one want to do
so? The reason is that the numerical stability of schemes
that use non-orthogonal time-dependent basis functions
to a large extend hinges on the possibility to render the
equations to be discussed below explicit. To this end,
some form of matrix inversion has to be applied9. The
matrix to be inverted becomes singular, however, in case
two (or more) basis functions approach each other too
closely, which generically happens close to convergence14
and is referred to as linear dependency problem.
We will define a suitable measure for closeness and
show that the removal of basis function freedom if that
measure undershoots a certain threshold leads to well-
behaved numerics. Surprisingly, already a small number
of basis functions is enough to obtain converged results
for the full quantum dynamics of system and environ-
ment in an open systems context. In the following, the
open system is mimicked by discretizing the continuous
spectral density of environmental oscillators using a suit-
able density of frequencies13. The method that we will
employ to solve the TDSE of the composite system is the
multi Davydov-Ansatz of type D2, developed in the Zhao
group15.
The manuscript is structured as follows: First, in Sec.
II, we introduce the methodological foundation for a
generic many particle Hamiltonian and derive the equa-
tions of motion for the coefficients as well as the basis
function parameters from a variational principle. In Sec.
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2III, the Hamiltonian is specified to be of system bath
type, whereby the system of interest is treated using or-
thogonal basis functions. The treatment of the harmonic
bath using coherent states in the present context then
leads to the multi Davydov-Ansatz. After introducing
our apoptosis strategy to circumvent the linear depen-
dency problem close to convergence, this Ansatz serves
as our workhorse for the solution of the dynamics of two
different model systems in Sec. IV: the spin-boson model,
as well as the Holstein molecular-crystal model. Con-
clusions and an outlook are given in Sec. V. In the ap-
pendix, remarks on the gauge freedom of the wavefunc-
tion Ansatz and details of the regularization procedure,
as well as a convergence study for the spin-boson model
can be found.
II. VARIATIONAL COHERENT STATES
ANSATZ
We set the stage by first considering an N -particle
Hilbert space and a dynamics being governed by the
generic Hamiltonian
Hˆ =
N∑
j=1
Hˆj +
∑
i<j
Wˆij , (1)
with one-particle Hamiltonians Hˆj and two-particle in-
teractions Wˆij .
An Ansatz for the solution of the TDSE is given in
terms of multi-mode coherent states (CS) of multiplicity
M by
|ΨMCS(t)〉 =
M∑
k=1
Ak(t) |αk(t)〉 , (2)
with time-dependent complex coefficients Ak(t) and
time-dependent N -dimensional complex displacements
αk(t). N -mode CS are given by an N -fold tensor product
|αk〉 =
N⊗
j=1
|αkj〉 (3)
of normalized one-dimensional CS
|αkj〉 = exp
[
−1
2
|αkj |2
]
exp
[
αkj aˆ
†
j
]
|0j〉 , (4)
where aˆ†j is the creation operator acting on the ground
state of a suitably chosen j-th harmonic oscillator and the
CS form an over-complete and nonorthogonal basis set16.
The generic Hamiltonian in (1) is then to be expressed in
terms of the creation and annihilation operators of the
harmonic oscillator underlying the CS. In the cases to
be considered below, the bath part of the Hamiltonian is
harmonic and this task is trivial.
The time-evolution of the coefficients and the dis-
placements is governed by the Dirac-Frenkel variational
principle17,18
〈δΨMCS| i∂t − Hˆ |ΨMCS〉 = 0, (5)
with h¯ = 1 throughout the manuscript and where the
variation reads
〈δΨMCS| =
M∑
l=1
〈αl|
δA∗l +A∗l
N∑
j=1
[(
−1
2
αlj + aˆj
)
δα∗lj
− 1
2
α∗ljδαlj
]}
. (6)
All appearing variations are mutually independent. Thus
the equations of motion read
〈αl| i∂t − Hˆ |ΨMCS〉 = 0, (7)
A∗l 〈αl| aˆj
(
i∂t − Hˆ
)
|ΨMCS〉 = 0, (8)
where the first equation was used to simplify the second
one. These equations are similar to the vMCG ones9 but
we use a novel solution strategy, detailed below.
By insertion of the explicit expression for the time-
derivative of the Ansatz wave function
∂t |ΨMCS〉 =
M∑
k=1
{
A˙k +Ak
N∑
j=1
[
−1
2
(
αkjα˙
∗
kj + α˙kjα
∗
kj
)
+ α˙kj aˆ
†
j
]}
|αk〉 , (9)
equations (7,8) can be solved in three steps. Firstly, to
make progress, we introduce the combination of the time
derivatives
Xk := A˙k +Ak
N∑
j=1
[
−1
2
(
αkjα˙
∗
kj + α˙kjα
∗
kj
)]
, (10)
appearing in Eq. (9), as auxiliary variables, which is mo-
tivated by the gauge freedom inherent in the variational
principle, as explained in more detail in Appendix A. Sec-
ondly, the linear system of equations for the Xk as well
as α˙kj is solved. To this end, we bring it into the form
shown in Appendix B, without splitting real and imagi-
nary parts. The inversion problem is favorably tackled by
using LU factorization with partial pivoting19. Thirdly,
the obtained right hand sides of the equations for A˙k and
α˙kj are then used in the final step to integrate the highly
nonlinear system of differential equations, favorably by
using an adaptive Runge-Kutta method19.
Obviously, the second step above is problematic if the
system matrix is (close to) singular, which is the case if
either
(i) one of the coefficients Ak ≈ 0 or if
(ii) two CS approach each other too closely (αk ≈ αl
for some k 6= l).
3This can most easily be seen by looking at the case N =
1, for which system (7,8) takes the form, see also3
i
M∑
k=1
〈αl|αk〉
[
Xk + Akα
∗
l α˙k
]
= 〈αl| Hˆ |ΨMCS〉 , (11)
iA∗l
M∑
k=1
〈αl|αk〉
[
αkXk + Ak(1 + α
∗
l αk)α˙k
]
= A∗l 〈αl| aˆHˆ |ΨMCS〉 . (12)
While for Ak ≈ 0 one of the equations (12) turns into 0 ≈
0, for αk ≈ αl two of the equations (11) and two of the
equations (12) become approximately linearly dependent.
We note in passing that canceling A∗l in the last equation
is not appropriate for several reasons. Firstly, in the case
Ak = 0, the time-evolution of the corresponding CS |αk〉
can not be determined in terms of a first order differential
equation20. Secondly, the inverse of the coefficient matrix
corresponding to (11,12) would not be unitary any more
and norm conservation and stability would be lost. More
details can be found in Appendix B.
While the less severe first case (i) mentioned above
may be treated by a regularization well-known from
MCTDH21, and discussed in detail in Appendix B, the
second case (ii) is the more severe one known as the
CS convergence issue9. To put it pictorially: while the
birth of a CS - accomplished by its equipment with
an ε-sized coefficient - is well-behaved, it is not known
how the death of a CS - desirable if two CS approach
each other too closely, which generically happens close
to convergence with respect to M14 - may be imple-
mented. In order to circumvent this problem, various ap-
proaches such as re-expansion schemes4,9, multiplication
of the CS with orthogonal polynomials22,23, orthogonaliz-
ing momentum-symmetrized Gaussians24,25 and projec-
tor splitting26 have been applied.
III. THE MULTI DAVYDOV-ANSATZ AND
APOPTOSIS
Before we show how issue (ii) may be overcome, let
us outline briefly how to apply the Ansatz (2) in a more
general context. If a “system of interest” of finite Hilbert
space dimension NS , e. g., a spin system is coupled to an
environment of N uncoupled harmonic oscillators
Hˆj =
pˆ2j
2mj
+
1
2
mjω
2
j xˆ
2
j , Wˆij = 0, (13)
the description of the environment by CS seems well
justified. The equations (5) - (8) above may easily
be extended to such a setting if an orthonormal basis
{|φn〉 |n = 1, . . . , NS} of the system of interest’s Hilbert
space is chosen. The multi D2-Ansatz
|ΨMD2(t)〉 =
M∑
k=1
(
NS∑
n=1
Ank(t) |φn〉
)
|αk(t)〉 (14)
then replaces (2), and the equations of motion (7,8) are
replaced by
〈φn| 〈αk| i∂t − Hˆ |ΨMD2〉 = 0, (15)
NS∑
n=1
A∗nk 〈φn| 〈αk| aˆj
(
i∂t − Hˆ
)
|ΨMD2〉 = 0. (16)
We stress that in the present D2 Ansatz, the coher-
ent states do not carry the index n, in contrast to the
so-called D1 Ansatz27,29. In the MCTDH community
the two approaches D2 and D1 are termed single and
multi set, respectively9. Furthermore, although the har-
monic oscillators are not coupled directly to each other
(Wij = 0), their combined wavefunction experiences non-
Gaussian distortions due to the coupling to the spin sys-
tem, requiring it to be represented by more than just a
single multi-mode CS. As we will show below, the mul-
tiplicity M of the D2 Ansatz, needed for convergence, is
surprisingly low, however.
In order to tackle case (ii) mentioned above, we seek
for a natural way to avoid the appearance of an ill-
conditioned coefficient matrix that causes 2 of the equa-
tions (7) and 2N of the equations (8) to become ap-
proximately linearly dependent. The system of equations
being nonlinear, is expected to behave chaotically, but
regularization of vanishing coefficients being successfully
implemented, the system at the same time shows regular
behavior. From this we conclude that it may be enough
to remove the linear dependencies in (8) only.
It is the linearity in the variations of (6) and the linear-
ity in the displacements of (9) which is the key to imple-
ment this removal. To be more precise, assume that two
CS |αk〉 and |αl〉 move from a certain time t0 on con-
nectedly, i.e. without changing their relative position.
Mathematically this means that the N free parameters
of one of them, say αl, are replaced by the parameters of
the other one as in the D1.5 Ansatz30:
αl(t) = αk(t) +C, (17)
for t ≥ t0, where C = αl(t0) − αk(t0) is a constant.
Consequently δαkj = δαlj and α˙kj = α˙lj for all j. At the
level of the coefficient matrix, this amounts to deleting
the N rows/columns corresponding to the displacements
αlj and replacing the N rows/columns corresponding to
αkj with the sum of both from time t0 on.
αl may from time t0 on be regarded as dead, since itsN
free parameters are removed. We name this programmed
death for the ensemble’s benefit apoptosis. Still the cor-
responding coefficient Al remains as a free parameter
30
which is highly advantageous, because, in contrast to a
complete removal of the CS |αl〉9, the norm of the Ansatz
wave function is naturally conserved (no re-expansion is
necessary) and no instabilities are introduced. Hence
apoptosis is compatible with any adaptive integrator and
can be done on the fly. Furthermore, keeping the coeffi-
cient comes at marginal computational cost since usually
M  N .
4Depending on the precise problem to whose solution
an Ansatz in terms of CS is used, the number M of
CS required to converge the problem may be large. In
this case it may happen that multiple CS approach each
other during propagation, and apoptosis of more than
one CS could be required at a time step. Finding those
CS which are close to each other can be implemented
using a connected-component search in graphs31. Then,
each connected component has to be replaced by one of
its members only.
An important final detail concerns the position of those
CS which are initially unpopulated, i.e., whose coeffi-
cients are initially zero. We may draw two conclusions
from the above considerations. Firstly, those coefficients
have to be subject to an initial noise due to case (i).
This is in complete coincidence with the procedure used
in MCTDH. Secondly, the precise position of those CS
is in principle undetermined but should be governed by
two restrictions: because of (ii) they should not come
too close to any other CS, but on the other hand their
distribution should be such that they represent unity, at
least approximately. Both conditions can be fulfilled if
the CS are centered around the initial condition on a
multidimensional complex grid as given in16.
IV. APPLICATIONS
In the following, we present applications to two prob-
lems that have proven to be demanding test cases for sev-
eral methods dealing with interacting many-body quan-
tum systems, as there are path integral32,33 and multi-
layer MCTDH methods34, as well as renormalization
group techniques35, hierarchical equations of motion36,
and tensor train propagation37, to name but a few.
A. Spin-Boson Dynamics
First, we consider the symmetric spin-boson model at
zero temperature38,
HˆSB = ∆
2
σˆx − 1
2
σz
N∑
j=1
λj
(
aˆ†j + aˆj
)
+
N∑
j=1
ωj aˆ
†
j aˆj , (18)
where ∆ is the tunneling amplitude and λj is the coupling
between the spin-1/2 system and the bath mode ωj . The
relationship between the modes and their corresponding
couplings is given by the spectral density (SD) of the bath
oscillators, which we assume here to be of sub-Ohmic
kind, J(ω) = 2piαω1−sc ω
se−ω/ωc with s = 0.25, which
is very demanding numerically. The Kondo-parameter
α specifies the coupling strength, and ωc is the high-
frequency cutoff. Discretization of the SD is done via a
density of frequencies ρf ∼ e−ω/ωc13. In the following we
take the two-state system initially to be in the state |+〉
and the bath to be equilibrated to the initial state of the
two-state system33:
|Ψ(0)〉 = |+〉 |d〉 , (19)
where dj =
λj
2ωj
. Furthermore, we take ωc to be the
energy scale of the system and set ∆ = −0.1ωc. With
these parameters, the model has been shown to support
long lasting coherences33.
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FIG. 1: (color online) Dynamics of the population Pz(t) =
〈σˆz〉(t) of the spin-boson model with parameters given in the
text for N = 150 bath modes and multiplicity M = 10. Apop-
tosis occurring for the first time at times ωct (indicated by
brokenness of line) for different coupling strengths:, α = 0.03 :
ωct = 22.3 (green line, lowermost curve), α = 0.04 : ωct =
34.3 (blue line, second-lowest curve), α = 0.05 : ωct = 12.8
(red line, third-lowest curve), α = 0.1 : ωct = 28.6 (black line,
uppermost curve).
The result of the numerical implementation of the ideas
laid out above is shown in Fig. 1. Apoptosis is ap-
plied if the distance d(|αk〉 , |αl〉) of two CS |αk〉, |αl〉
undershoots the threshold ε = 0.05, which we found
heuristically to be optimal for all tested systems. The
distance d is given by the 2 product metric on CN ,
d(|αk〉 , |αl〉) =
√
N∑
j=1
|αkj − αlj |2. Without application
of apoptosis, propagation for α = 0.05, with M = 10,
e.g., would be limited to the time-interval ωct ∈ [0, 12.8],
since at ωct ≈ 12.8 two CS come close, making the co-
efficient matrix nearly singular. With apoptosis imple-
mented, propagation may be continued (dashed line) for
times that are longer by an order of magnitude and be-
yond (not shown). It is remarkable that the number of
CS coming close during propagation is not related to the
multiplicity M nor the coupling strength in an obvious
way: propagation with increased M may cope without
apoptosis, or with more or fewer CS connected. Thus, in
the presence of apoptosis convergence can be checked by
increasing the multiplicity M in a systematic way, either
by increasing M in a separate calculation starting again
at time t = 0 or by spawning new states on the fly. A
detailed convergence study is given in Appendix C.
In all the cases we have investigated, it turns out that
5the scaling of the numerical effort with respect to the
number of degrees of freedom is extremely favorable.
B. Polaron dynamics
Secondly, for a molecular aggregate of N molecules
with periodic boundary conditions and one single elec-
tronic two-level system per molecule, we have investi-
gated the dynamics under the Holstein molecular crystal
model Hamiltonian, given by27
H = Hex +Hph +Hint (20)
with diagonal coupling, where
Hex = −J
N/2∑
n=−N/2+1
[
Bˆ†nBˆn+1 + Bˆ
†
n+1Bˆn
]
, (21)
Hph =
N/2∑
n=−N/2+1
ωnaˆ
†
naˆn, (22)
Hint =
∑
m,n
λnωnBˆ
†
mBˆm
(
aˆne
ıqnm + aˆ†ne
−ıqnm) .(23)
Here, Bˆ†n and Bˆn are the exciton creation and annihila-
tion operators of the n-th site, while aˆ†n and aˆn are the
creation and annihilation operators of a phonon of fre-
quency ωn. We consider a linear dispersion phonon band
ω(q) = ω0 +W
(
2|q|
pi
− 1
)
. (24)
By fixing even N and taking the phonon momenta as
qn =
2npi
N
, n = −N
2
+ 1, . . . ,
N
2
, (25)
the corresponding frequencies are
ωn = ω0 +W
(
2|qn|
pi
− 1
)
. (26)
For this model we investigate two settings. In the first
setting, the couplings λn are constant,
λn =
g√
N
(27)
where g is the diagonal coupling strength28. In the second
setting, the couplings follow from the spectral density
J(ω) =
2S
piW 2
ω2
√
W 2 − (ω − ω0)2
≈
N∑
n=1
λ2nω
2
nδ(ω − ωn). (28)
Here, S is the Huang-Rhys factor, ω0 = 1 is the central
energy of the phonon band, and W is the phonon en-
ergy bandwidth27. In the following figures, we plot the
diagonal elements of the exciton reduced density matrix
ρnn(t) = 〈Ψ(t)| Bˆ†nBˆn |Ψ(t)〉 (29)
as a function of n and time. The exciton (two level system
in the excited state) is initially at the middle position
n = 0, all the phonons are initially in their ground states.
Our goal is to investigate events where two CS come
close such that apoptosis is required. The number of
these events is expected to be large in the regime where
convergence with respect to the CS is reached. To be
more precise: apoptosis is always required if the multi-
plicity M is large enough, while ’large enough’ depends
on the setting. Indeed, in the first setting for g = 0.3
where the couplings scale with 1/
√
N and are thus small,
we find that already for M > 5 the vast majority of
propagations fails because of tiny integrator steps, if no
apoptosis is applied. With apoptosis, the integrator al-
ways recovers, and each propagation successfully reaches
the final time. Among those cases are many in which
more than two CS are connected during propagation.
Please note that the Hamiltonian (20) as well as the
initial state are symmetric with respect to site number.
Thus, the CS which are initially unpopulated are also
chosen such that they fulfill the symmetry. In this high-
dimensional problem, no regularization of the ρ-matrix is
required, and the coefficients of the CS which are initially
unpopulated are set to 10−6.
In the first setting we extended to longer times the
results of28, where for constant couplings (27) the pa-
rameters read g = 0.3, J = 0.2,W = 0.5, N = 10, corre-
sponding to a model with 11 sites. In this case, already
for small multiplicity, the results are fully converged. For
instance the case M = 9 is interesting, because two CS
come close right at the beginning of the propagation.
Thus, without apoptosis, the propagation could not even
start. With apoptosis applied, another event occurs at a
later stage of propagation. The integrator recovers suc-
cessfully from both events. The (converged) result for
M = 9 is shown in Fig. 2.
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FIG. 2: Reduced density matrix dynamics for the Holstein
model with constant couplings (27). Parameters are g =
0.3, J = 0.2,W = 0.5, N = 10,M = 9. For the sake of bet-
ter visibility of the dynamics at later times, ρnn(t) has been
restricted to ρnn(t) ≤ 0.7 (i.e. if ρnn > 0.7 then it is set to
0.7).
6Furthermore, again for the first setting, we compare
the absorption spectrum from theoretical predictions
with the Fourier transformed multi Davydov-Ansatz re-
sults. For a concise discussion of the extraction of the
spectrum from the dynamics, we refer to the appendix
of15. The linear absorption spectrum for the parameter
setting N = 16, J = 0.1,W = 0.1 and g = 0.4 is plotted
in Fig. 3. Huang-Rhys theory39 predicts the phonon side
bands at zero temperature to follow a Poisson distribu-
tion,
F (ω) = e−S
∞∑
n=0
Sn
n!
δ(ω + Sω0 − nω0). (30)
The leftmost sideband, n = 0, is expected to be at ω =
−Sω0 where
S =
1
ω0
N∑
n=1
λ2nωn =
Ng2
ω0
= 2.56, (31)
in nice coincidence with Fig. 3. Furthermore, the tallest
peak is predicted to be at n = S − 1 = 1.56, which again
corroborates our numerical result since the two peaks at
n = 1 and n = 2 have similar height. Finally, by fitting
a Poisson distribution with parameter λ to the data, we
find that the fit is optimal for λ ≈ S (see dashed black
line in Fig. 3), which again confirms our results.
FIG. 3: The linear absorption spectrum as a function of ω.
The result obtained from the multi Davydov-Ansatz is plotted
(blue solid) vs. the Poisson distribution (30) (black dashed).
The parameters read N = 16, J = 0.1, W = 0.1, g = 0.4.
In the second setting, we have extended to longer times
and non-trivial multiplicity the results of27 where the
couplings are given by (28). There, we could not find
events of CS coming close for parameters N = 30, S =
0.5,W = 0.8, J = −0.5, for multiplicities up to M = 50.
This is expected since the coupling is rather strong (thus
more CS would be needed for convergence). In a slightly
modified setting (S = 0.3,W = 0.8, J = −0.5, N = 20)
we have found that the majority of propagations fails be-
cause of tiny integrator steps for M > 15, if no apoptosis
is applied. For instance for M = 20, two CS come close
at the very beginning of the propagation. The integrator
recovers successfully with apoptosis, and the propagation
ends with three CS connected. We find that the result
is fully converged for M = 30. Therein, apoptosis is
needed since two CS come close at t2pi ≈ 5.78. Again, the
integrator recovers successfully from the apoptosis-event.
The result is shown in Fig. 4.
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FIG. 4: Reduced density matrix dynamics for the Holstein
model of non-constant couplings given by (28). Parameters
are S = 0.3, J = −0.5,W = 0.8, N = 20,M = 30. For the
sake of better visibility of the dynamics at later times, ρnn(t)
has been restricted to ρnn(t) ≤ 0.2 (i.e. if ρnn > 0.2 then it
is set to 0.2).
V. CONCLUSIONS AND OUTLOOK
We have shown that the temporal stability of the nu-
merics for many-particle quantum dynamical simulations
using time-dependent coherent states can be enhanced
dramatically by using apoptosis, i. e., programmed re-
moval of basis function freedom. For 150 oscillators in
a spin-boson dynamics, that, by using orthogonal basis
functions, only multi-layer MCTDH methods could cope
with so far34, a small double digit multiplicity of mov-
ing Gaussians was enough to achieve converged results
for sub-Ohmic spectral densities and several oscillation
periods of the spin system. Also the exciton dynamics in
a Holstein molecular crystal model can be converged us-
ing small multiplicities, especially in the case of constant
coupling.
The key to the long-time stability of our approach,
apart from apoptosis, is the use of normalized coherent
states, the introduction of the auxiliary variables Xk for
the solution of the linear algebra inversion problem, and
regularization of the so-called ρ-matrix, as detailed in
Appendix B. Technically, the compatibility of apoptosis
with the integrator would allow to reverse the procedure
by connecting two CS at some large distance and freeing
7them again at a later stage of the propagation, something
we would like to investigate in the future. In addition, the
presented approach is not restricted to problems with a
finite-dimensional Hilbert space of the system of interest.
Also implementations for degrees of freedom with a con-
tinuous variable will benefit from the proposed numerical
scheme, as we will show in a future publication.
Finally, also finite temperatures of the bosonic heat
bath can be accounted for by additional initial condition
sampling using a P -function representation of the canon-
ical density operator40.
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Appendix A: Gauge Freedom
It is central to our approach to solve the variational
equations of motion that there is a gauge freedom in
the Ansatz (2), which is invariant with respect to (time-
dependent) linear transformations of the CS basis. Let Q
be a nonsingular transformation matrix, then the wave
function remains unchanged if Ak and |αk〉 are replaced
by
Ak → A˜k =
M∑
l=1
Al
(
Q−1
)
lk
, (A1)
|αk〉 → |α˜k〉 =
M∑
l=1
Qkl |αl〉 . (A2)
This is analogous to the multi-configurational time-
dependent Hartree approach7,21, where the gauge free-
dom is used to significantly simplify the equations of mo-
tion.
For diagonal transformationsQ, the procedure effectively
amounts to multiplication of each CS with a possibly
time-dependent non-zero C-number. The transformation
Qkl :=
{
exp
[
1
2
∑N
j=1 |αkj |2
]
, k = l
0, k 6= l
(A3)
results in the same wave function but with unnormalized
(Bargmann) CS. Then, solving the linear system for these
and transforming back is equivalent with transforming
the time derivatives of the coefficients forth and back
according to
Xk = Qkk∂t
[
Ak
(
Q−1
)
kk
]
, (A4)
which is equivalent to Eq. (10). The disadvantage of
using the equations with unnormalized CS from the start
is that the coefficients may become large, which is not the
case if normalized CS are employed41.
The introduction of the Xk variables allows to both
use normalized CS and have the linear algebraic system
of equations in standard form (see Appendix B). This is
the preferred way of dealing with the appearance of α˙k
as well as α˙∗k in Eq. (9).
Appendix B: Regularization Details
In the following, we detail how to disentangle instabili-
ties arising due to closeness of coherent states from those
arising due to almost vanishing coefficients. The general
system of equations of motion emerging from (7,8) reads
ı
M∑
k=1
{
Xk + Ak
N∑
n=1
α˙knα
∗
ln
}
〈αl|αk〉
= 〈αl| Hˆ |ΨMCS〉 , (B1)
ıA∗l
M∑
k=1
{
αkj
(
Xk + Ak
N∑
n=1
α˙knα
∗
ln
)
+Akα˙kj
}
〈αl|αk〉
= A∗l 〈αl| aˆjHˆ |ΨMCS〉 , (B2)
with the notations used in the main text. We set
x := (X1, . . . , XM ) , (B3)
y := (α˙11, . . . , α˙MN ) , (B4)
A := (A1, . . . , AM ) . (B5)
Then the linear system (B1,B2) then takes the standard
form
i
(
S B
B† D
)(
xT
yT
)
=
(
r
s
)
, (B6)
where
Slk = 〈αl|αk〉, (B7)
are elements of the Hermitian M×M overlap matrix and
B = [F∗ ⊗A] ◦ [S⊗ 11×N ], (B8)
is an M×NM matrix, whereas
D =
([
11×N ⊗ FT ⊗ 1M×1
] ◦ [1N×1 ⊗ F∗ ⊗ 11×M ])
◦ [1N×N ⊗ (ρ ◦ S)] + 1N ⊗ (ρ ◦ S) (B9)
is a Hermitian NM×NM matrix42 for whose derivation
we had to employ the anticommutation relation [aˆj , aˆ
†
j ] =
1ˆ. In addition, we have used the M×M single-particle
density matrix ρ =
(
A† ⊗A) known from MCTDH21,
and the M×N matrix of displacements F = (αkj).
Furthermore, ⊗ denotes the tensor-product and ◦ the
Hadamard-product (element-wise multiplication), 1 are
matrices of ones and 1 is the identity matrix for the in-
dexed dimensionality, whereas a dagger denotes Hermi-
tian conjugation.
8The right hand side of Eq. (B6) is given by
r = [H ◦ S]AT (B10)
s = vec
[(
ρ ◦ S ◦H
)
F+
((
11×1×N ⊗
(
ρ ◦ S)) ◦ H˜)
2
]
(B11)
where we have assumed a normally ordered Hamiltonian
and H is the matrix with elements Hord(α
∗
l ,αk), whereas
the tensor H˜ has the elements H˜lkn =
∂Hord(α
∗
l ,αk)
∂α∗ln
(see,
e.g.3). Furthermore, vec
[ · ] denotes the vectorization43
of a matrix and
( · )
2
denotes summation over the sec-
ond index. The generalization of this exposition to the
Davydov case can be found in41. We note in passing that
while H˜ in general has tensorial character, it often simpli-
fies tremendously, as e.g. for the case of a set of mutually
uncoupled oscillators in an open system context, where
Hˆ =
∑
n
ωnaˆ
†
naˆn and thus H˜lkn = ωnαkn.
Clearly, in general also the block B is decisive for reg-
ularity of the full matrix, but our implementations show
that no further instabilities arise once S and D are suf-
ficiently regular. The closeness of coherent states endan-
gers the regularity of S (and also of F), while vanishing
coefficients endanger the regularity of D. While we have
outlined in the main article how to solve the first issue
by apoptosis, we will detail now how to regularize D.
In a first attempt we have tried to regularize D by re-
placing it with D+ δ exp [−ρ/δ] for δ  1. This lead to
further instabilities, most likely because this influences
also the displacements. In view of the special structure
of D and keeping in mind that apoptosis ensures regu-
larity of F, it turns out that it is much more expedient
to regularize ρ only (this being the main reason behind
not cancelling A∗l in Eq. (12)). This is done by replacing
ρ by either ρ + ερ exp [−ρ/ερ] (see, e.g.,21) or even by
ρ + ερ1M for ερ  1. This indeed does not effect the
displacements, but effects the coefficients (belonging to
nearly unpopulated coherent states) only.
Finally, our implementations show that a strong regu-
larization of ρ is required in low-dimensional problems,
especially if many coherent states are propagated. On
the contrary, even if many coherent states are propa-
gated, (almost) no regularization of ρ is required in high-
dimensional problems.
Appendix C: Convergence study for the spin-boson
case
For an intermediate coupling strength of α = 0.04, we
study in detail the convergence of the numerical results
for the spin-boson model discussed in the main text. To
this end, we define an error measure
∆A =
1
Nt
Nt∑
i=1
|PAm(ti)− PA(ti)| (C1)
where P is the population displayed in Fig. 1 and with
Nt = 500 points in time that are spaced equidistantly.
Although our numerical integrator uses adaptive time
steps, the output is given at equidistantly spaced points.
The quantity A indexing P , with respect to which con-
vergence is checked, can be either (i) N , which is the
number of bath oscillators of the spin-boson model with
discretized spectral density, or (ii) M , which is the multi-
plicity of the D2 Ansatz. With Am, we denote the max-
imum value of the parameter that we have chosen (for
which convergence of the numerical results in the plot
shown in the article to within line thickness is reached).
In Fig. 5 for a number of N = 150 bath modes, the
convergence with respect to the multiplicity is checked.
Using Mm = 12, it turns out that M = 10 leads to
the converged results shown in our paper that coincide
exactly with the ones from33.
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FIG. 5: Convergence with respect to multiplicity M of the
multi Davydov-Ansatz for N = 150 oscillators chosen accord-
ing to the discretization method mentioned in the original
article and for coupling strength α = 0.04.
In Fig. 6 for a multiplicity of M = 10, the convergence
with respect to the number of bath modes N is checked.
Using Nm = 300, it turns out that N = 150 leads to the
converged results shown in our paper that coincide with
the ones from33.
Although the convergence check is possible self-
consistently, it helped a lot to have the converged results
of33 at our disposal. In this respect it is intriguing that
the same values of parameters M and N that lead to con-
vergence for coupling strength α = 0.04 are also suitable
for the other coupling strengths considered. In passing,
we note that the initial choice of the centers of the un-
populated Gaussians plays a minor role as long as they
are distributed close enough around the initial condition.
Finally, it is worth mentioning that the error would
increase if the time series was extended to longer times,
which could, however, be cured by starting out with a
higher multiplicity or by spawning new CS at a later
stage of propagation.
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