Introduction
The replication of field experiments and monitoring studies on the potential effect of neonicotinoid pesticides on bees is costly and difficult. Unfortunately, the advice of the European and Mediterranean Plant Protection Organization (2010) on the need for replication and the dangers of pseudoreplication is ambiguous and vague. The European Food Safety Agency (2013) is clearer but has been prominently criticised by Bakker (2016) and further doubt seems to have been raised by the paper of Davies and Gray (2015) , although that was concerned with spurious accusations of pseudoreplication. Our purpose here is to reinforce the advice of OEPP/EPPO (2010) : that strong inference is impossible if there is no replication and that analyses based on pseudoreplication are invalid.
As a concrete example, we use a recent study described by Heimbach et al. (2016) . For convenience, we refer to this below as MWP, since it was carried out in MecklenburgWest Pomerania. Details of the procedures and results are given by Heimbach et al. (2016) and by a set of papers in the same issue of Ecotoxicology Rolke et al. 2016a, b; Sterk et al. 2016) . In outline they were as follows. Two study sites were used, chosen to be similar in terms of ecology and agriculture, so that "differences were limited to an absolute minimum achievable under field conditions" (Heimbach et al.) . In the Test site (T), the oilseed rape seeds sown were treated with clothianidin. In the Reference site (R), no clothianidin was used. Farmers were allowed to decide on all other agricultural activities, including use of other insecticides at the Reference site. Eight honey bee hives and 10 bumble bee hives were placed at each of six locations in each of the two sites; at six other locations, three nesting shelters, each with eight nesting blocks, were set up for mason bees. For each bee species, half of the study locations at each site were at the edge of OSR fields and the other half at approximately fixed distances from the nearest OSR field. Various characteristics of bee performance were measured in each colony (hive or nesting block), except in one in each group of ten bumble bee colonies. Some characteristics were analysed using simple linear mixed models (LMMs); others were analysed using generalized linear mixed models (GLMMs) or generalized additive mixed models (GAMMs). No matter which of these is used, the model needs to include a term for the effect of study site (the large area chosen), a term for the effect of treatment (clothianidin used or not), a term for study location, a term for distance from OSR (near or far), and a term for colony (which gives the lowest level of variability, and which is included in most statistical software by default). Since there were only two study sites, each with a different treatment, it is impossible to differentiate between the effect of site and the effect of treatment. Thus, for comparing treatments, there was no true replication: the study locations within the study sites, and the colonies within study locations, were pseudoreplicates.
It is interesting to see that the report of the honey-bee study (Rolke et al. 2016a) gives the effect of "study site", while the reports of the bumble-bee study (Sterk et al. 2016) and the red mason bee study give the effect of "treatment", which clearly shows the confounding between these two effects. Indeed, Rolke et al. (2016a) slip over seamlessly from referring to the effects of study site to referring to the effects of clothianidin, as though these were the same thing rather than two different things that the pseudoreplicated study could not separate.
Contrast this with the effect of distance from OSR. The estimated effect of treatment needs to be compared with variability between study sites, which this experiment gives us no way of measuring. On the other hand, the estimated effect of distance from OSR needs to be compared with variability between study locations within study sites, and there are nine degrees of freedom for estimating this. Thus, for finding out about the effect of distance, the study sites and study locations within study sites provided true replication but the hives within study locations provide only pseudoreplication.
(We note that it would have been possible to include a term, in each model, for the interaction between treatment and distance from OSR, to be assessed against the variability between study locations within study sites. The existence of such an interaction would have been evidence for an effect of clothianidin.)
We do not suggest that the effort put into using several study locations per study site and several colonies per study location was wasted. These pseudoreplications certainly decreased the variance of the estimator of the treatment effect; the problem is that there is no way of estimating that variance, and hence no way of performing a valid hypothesis test and obtaining a valid P-value.
The need for replication and the avoidance of pseudoreplication Fisher (1926) established that in order to conduct a valid test of statistical significance of any difference caused by treatment one needed a valid estimate of the error of the estimated difference, which can be obtained only by replicating the experiment over more locations than a single control unit and a single treated unit. It was a principle reiterated in his own book Design of Experiments (first published in 1935 and appearing in a further eight editions up to 1971 and as part of a compendium in 1990). In addition, the insights of Hurlbert (1984) into pseudoreplication made great impact in the ecological community and have since been further discussed in many publications by others (e.g. Hurlbert 2004, 2009; Oksanen 2004; Hurlbert and Lombardi 2016) . The issues were covered two decades ago in Johnstone's (1998) text on agricultural and ecological experiments and in two publications under the aegis of the Society of Environmental Toxicology and Chemistry (Sparks et al. 1997; Wiens 1996) ; and they have been fully explained in recent books aimed at biologists or at statisticians who advise scientists (Bailey 2008; Crawley 2015; Gibson 2014; Grafen and Hails 2002; Ruxton and Colegrave 2016) . The European Food Safety Authority (2013) Guidance Document on the risk assessment of plant protection products on bees does not explicitly argue that replication is essential but, in its repeated references to replication, takes it for granted. In the context of other regulatory testing in field studies, Candolfi at al. (2000) emphasized the importance of replication.
Arguments to the contrary Hurlbert's exceptions
Citing the Hubbard Brook watershed study and Schindler's experiments on Canadian lakes, Hurlbert (1984) allowed that some cases where replication is impossible can deliver useful results. But these cases were characterized by there being "before and after" data and by the informal knowledge that the effects were seen only in the experimental locations, not in the broader landscape. Furthermore, the expected results were of such magnitude that it was implausible to suppose that they were the result of anything other than the experimental treatment.
European and Mediterranean Plant Protection Organization
OEPP/EPPO (2010) advice on the conduct of trials for the evaluation of side-effects of plant protection products on honeybees recognized that it may be impracticable to replicate trials but stated that if there are no replicates "statistical analysis may not be feasible". This suggests that EPPO considers that there are some cases where statistical analysis is possible. However, the advice contained no suggestion as to when this might be and continued "It should also be remembered that individual hives are not replicates", suggesting that EPPO does not believe that it is ever valid to use inferential statistics to compare unreplicated treatments.
Monitoring studies
The EU & SETAC conference The Effects of Pesticides in the Field (Liess et al. 2005 , Section 2.1) distinguished between two sorts of field studies:
Experimental study: an experiment into the impact of a specific product or active substance applied under controlled conditions in the field. Such studies are performed in the natural environment within an agricultural context.
Monitoring study: an investigation into the overall impact of pesticide use on a specific ecosystem through surveying or monitoring that consists of characterisation of exposure (chemical monitoring, exposure modelling) and observations of effects (biological monitoring) occurring in the field or treated area as a consequence of use and/or misuse of pesticides.
This led to MWP being labelled by Heimbach and his colleagues as a monitoring study. Unfortunately, the report by Liess et al. (2005) did not clearly explain the designs of studies that should be called monitoring studies; nor did it clearly show how inferences could be drawn from them. More clarity was provided Bakker (2016) , in his paper critical of the EFSA (2013) guidelines (especially those related to the need for replication): "the field study is the final step in a series of experiments designed to demonstrate the potential impact of a test item on honeybee health… It is, therefore, by nature an experimentation and not a monitoring exercise."
In fact it does not matter whether a study such as MWP is considered to be an experiment or monitoring because, just as in an experiment, statistically sound inferences can be drawn from monitoring only if there is some form of replication. Three examples illustrate this, as follows.
Systematic incident investigations, such as the UK
Wildlife Incident Investigation Scheme (Liess et al. 2005) , where apparent effects following particular potentially damaging events (such as use of a pesticide) are investigated. One such incident can do no more than raise an alarm and stimulate further study. However, the accumulation of repeated similar incidents may allow more robust conclusions about the impact of, for example, the pesticide.
Liess et al. also quoted the Sussex Study of Grey
Partridges (Perdix perdix), an intensive ecological investigation undertaken that extended over 40 years on an area of over 6000 ha. This large scale allowed both temporal and spatial comparisons-comparisons that were extended further, both with the general landscape of southern England and with a number of smaller intensive studies. It was possible to model the population ecology of the birds and in some areas to undertake interventions based on that model, the results of the interventions providing further and firmer knowledge of the effects of habitat management, especially the impact of herbicides (Potts 2012 ). 3. Large-scale and long-term monitoring of wildlife numbers and potentially damaging environmental variables. For example, the decline of British Peregrine (Falco peregrinus) populations was both spatially and temporally correlated with the use of cyclodiene seed-dressings (Greenwood and Crick 2015; Newton 2015) , widespread declines of British farmland birds (Fuller et al. 1995) were temporally correlated with the intensification of agriculture (Chamberlain et al. 2000) , and declines of insectivorous birds in the Netherlands were spatially correlated with neonicotinoid concentrations in surface waters (Hallmann et al. 2014) . Correlation is a less powerful means of establishing causation than experiment but the Peregrine case was confirmed by the recovery of the population following restrictions on cyclodiene use and the farmland bird case by more detailed examinations of the data, by more intensive ecological studies and by experiments.
Bakker on the EFSA guidance
In designing experiments it is crucial to distinguish between the treatments, the experimental units and the observational units (Bailey 2008 , Section 1.4). The treatments are what are applied by the experimenter-for the MWP study they are the two conditions of allowing or not allowing neonicotinoid use. The experimental unit is the smallest unit to which a different treatment can be applied-for the MWP study these units were the two study sites (T and R). The observational unit is the smallest unit on which a response is measured-usually the individual colony in the MWP study. In his criticism of the EFSA Guidance, Bakker (2016) confused these clear distinctions, stating "Although the treatment is physically applied to a field [for 'field' substitute 'study site' in the case of MWP], the field is not necessarily the experimental unit in this case. It is the treatment itself. The hive should be considered the independent unit." This is nonsense: in MWP, for example, all the hives near fields sown with treated seed were in one study site, all those near to fields sown with untreated seeds were in the other, so they were not independent. In case his confused argument is not accepted and one concludes (correctly) that the colonies in a study site are pseudoreplicates, Bakker then advanced the argument that all this means is that the error variance required for a statistical analysis is underestimated, "which may affect the risk of committing Type I errors". In fact, as Fisher (1926) pointed out, the problem is that the error variance required for the test cannot be estimated because it is the variance between experimental units (sensu Bailey) that is neededthe variance between observational units is irrelevant. Bakker (2016) continued "we are comfortable with the use of statistics to analyze data from (pseudo)replicated designs, because we believe it helps to have a formal analysis that quantifies the risk of finding a false positive result". But what pass for formal analyses of pseudoreplicated studies cannot provide a valid estimate of that risk: they are at best useless; worse, they will usually be misleading. Bakker (2016) argued that the experimental methodology proposed by EFSA (2013) had "logistical consequences, in particular those related to replication and land use … such that field studies are no longer a feasible option for the risk assessment". He suggested that "It may be necessary to explore new lines of thought for the set-up of field studies and to clearly separate experimentation from monitoring." He neither proposed specific new lines of thought nor how monitoring on a large enough scale to allow the spatial or temporal studies that have been so useful in bird monitoring could be mounted any more easily than properly designed experiments.
Can modern statistical methods get round pseudoreplication?
Davies and Gray (2015) urged "Don't let spurious accusations of pseudoreplication limit our ability to learn from natural experiments (and other messy kinds of ecological monitoring)." We support their plea and would even extend it to cases where the accusations are not spurious, for there is no doubt that "natural experiments (and other messy kinds of ecological experiments)" can provide useful information -even if it is only that there something worthy of further investigation (by looking at independent evidence that bears on the matter or by doing an experiment). Unfortunately, they state that "increased computing power means that there are a number of analytical options for dealing with pseudoreplication", which is misleading. The analytical options to which they refer do not "deal with" pseudo-replication; properly used, they involve fitting complex models that provide valid estimates of the effects of variables for which there is true replication and simply bypass variables for which there is no true replication. Indeed, Davies & Gray redeem themselves by stating clearly that "using such approaches will not be possible if there are only single treated and untreated sites".
We note that some of the analyses of the MWP data involved the calculation of Minimum Detectable Differences (Rolke et al. 2016a, b) . However, being based on "error variances" that are derived from pseudoreplicated data, they are themselves invalid as measures of the effect of treatment.
Replication adds bias and variability?
"Intuitively more replicates means more precision… However, for field studies with bees this may not be necessarily true. Increasing the number of test fields will not necessarily reduce or cancel out noise, but may actually introduce bias This is a consequence of the enormous surface area over which the studies must be laid out." (Bakker 2016 ). Heimbach et al. produced a similar argument for avoiding replication, saying that it "would have added considerably to the amount of natural variability and, hence, limited the statistical conclusions possible." We disagree with the view that replication, as such, produces bias. It may introduce more variability but this can be dealt with by blocking and randomization, as Fisher (1926) showed and as Heimbach et al. themselves suggest (page 1645, using paired locations): the appropriate data analysis would then use the pairs as blocks and so remove the geographical variability while still giving valid statistical conclusions. In any case, adding to the between-site variation is not an argument for doing no replication at all: if one has only a single pair of study sites (Treated and Reference) one cannot even estimate the underlying between-site variation because it cannot be separated from the differences due to treatment.
The problem of uncontrolled differences between experimental units
Fisher's technical reasoning about the need for replication, the need to be able to estimate the error variance of the estimate of the difference between the experimental units subjected to different treatments, follows from the possibility of there being differences between the units in addition to the differences imposed by the investigator. As Liess et al. (2005) said in reporting the workshop on Effects of Pesticides in the Field, "The importance of confounding parameters can be reduced by careful selection, but they cannot be completely excluded because they are part of the natural system." MWP attempted to reduce the problem in two ways, both based on measuring various environmental and agronomic conditions that might have differed between the two study sites. First, they included these conditions as covariates in their analyses. Second, they examined the magnitudes of differences in conditions. Neither approach, however, takes into account any conditions that were not measured: one can avoid the influence of such unconsidered conditions only by randomization and replication. Furthermore, although Heimbach et al. concluded that "conditions at the reference and test site were largely similar with the exception of the insecticide treatment", their Table 2 shows differences that could be potentially important-for example, arable land comprised 72% of the area of T but only 50% of R, the Core Area of T had 29% more rape than that of R, early varieties comprised 50% of rape drilled in T but only 18% in R, the mean drilling rate of rape in T was 29% higher than in R and the plant density was 25% higher.
Clearly, there were other differences between the sites than the clothianidin treatment.
When replication is too difficult or too costly Heimbach et al. gave two reasons for their failure to replicate. The first was that "The requirements for separation of reference and test conditions limit the possibility for true statistical replication which would be desirable under ideal conditions (Hurlbert 1984) but is hardly feasible for largescale, resource intensive studies like large honey bee field trials (OEPP/EPPO 2010; Pilling et al. 2013) ." What did these references actually say? Hurlbert did not say that true replication was "desirable": he said that it was obligatory except in special circumstances (see above). Equally, while Pilling et al. pointed out that it was difficult to replicate such experiments, they did not say that it was "hardly feasible"; indeed, they themselves replicated their experiments on the effects of neonicotinoids on bees. Furthermore, replication was undertaken in all bar one of the other purely field experiments on bees and neonicotinoids that have been published (Cutler et al. 2014; Henry et al. 2015; Rundlöf et al. 2015; Tsvetkov et al. 2017; Woodcock et al. 2017 ). (The exception "was not designed as a definitive statistically robust study" (FERA 2013) and was not published in a refereed journal.) However, OEPP/EPPO did, indeed, state that "although very desirable, replication is often not feasible", unfortunately implying that in this case replication could be forsaken.
Discussion
It is clear that studies without replication can tell us little. It may be, however, that the matter under investigation is so important that even an unreplicated study is judged to be better than no study at all. In that case, great care has to be taken in interpreting the results. Most fundamentally, statistical tests that use the pseudoreplicates as replicates are invalid (as we show above) and must not be used. In this situation, as Wiens (1996) remarked "the alternative of gauging environmental impacts using qualitative, subjective approaches may seem attractive." However, Wiens continued "Human perturbations of the environment are invariably contentious and emotionally charged, however. Our responsibility as scientists is to provide the most objective and rigorous assessment of environmental effects possible, without which decision-makers have little but guesses, emotions and politics to guide them."
If one is reduced to making subjective judgements then, to be useful rather than misleading these must be limited and their subjective nature acknowledged. Thus if, on the face of it, there appears to be a large effect of treatment, the hypothesis that there is a large effect is justified, so long as one stresses that this is not an established fact but merely an hypothesis that needs to be tested by a more powerful and better designed experiment or by gathering of independent ancillary data. Without such testing, the alternative hypothesis that the observed difference results from the underlying differences between the two study sites (that is, confounding factors) is equally valid-and this must be made clear in any account of the study.
Similarly, if there is only a small apparent difference between the outcome in the Treated and Reference study sites in an unreplicated study (such as MWP), this cannot be taken to mean that there is little or no effect of treatment. Because an unreplicated experiment produces no estimate of the error variance for the difference, one cannot calculate confidence limits for the apparent effect so there is no way of knowing whether it really is small or whether it might be interesting large. It is important to acknowledge this point when publishing such results because if several such studies are published people are likely (though mistakenly) to conclude that, since none of them has "shown the effect to be statistically significant", there is no effect; one could equally argue that since none of them has shown that the effect is not interestingly large then one may conclude that it really is interestingly large. (Of course, a proper metaanalysis of the results of several such studies can be informative (Davies and Gray 2015) , because it can provide confidence limits of the estimate of effect size over all the studies.)
It is sometimes suggested that even where an analysis is not formally valid it can help with informal interpretation based on expert judgement. However, "If the data obtained from a study are inadequate for a formal analysis, then they are, as a matter of principle, inadequate for an informal interpretation. Given that the data are inadequate, the conclusions of the experts are determined by subjective criteria and prior assumptions, often unstated" (Schick et al. 2017) .
